We show that there is a linear-time algorithm to partition the edges of a planar graph into triangles. We show that the problem is also polynomial for toroidal graphs but NP-complete for k-planar graphs, where k 8.
Introduction
To partition the edges into a minimal number of cliques, and to cover them with a minimal number of cliques, are problems that receive a lot of attention lately. Both problems are NP-complete. Covering the edges with a minimal number of cliques remains NP-complete for planar graphs and for graphs with maximal degree at most six [6, 13] . The problem is polynomial for graphs with maximal degree at most five. Also for linegraphs the problem can be solved in polynomial time [20, 21] . Approximating the minimum number of cliques to cover the edges within a constant factor smaller than two remains NP-complete [15] . Approximations with polynomial factors are obtained eg in [2] . A result of Gyárfás implies that the problem of covering the edges with k cliques can be reduced to a kernel with O(2 k ) vertices [10, 11] . Recently, it was shown that, under assumption of the exponential time hypothesis, there is no polynomial algorithm which reduces the problem to a kernel of size O(2 o(k) ) [7] . This contrasts the problem of partitioning the edges into cliques. A result of De Bruijn and Erdös implies that there are only two ways to partition the edges of a clique [5] . Actually, the only clique that has a nontrivial partition of the edges into triangles is K 7 . Mujuni and Rosamond exploit this fact to derive a fixed-parameter algorithm which reduces the problem to partition the edges into cliques to a kernel of size O(k 2 ). Fleischer and Wu obtain linear kernels for K 4 -free graphs and for planar graphs [8] . Partitioning the edges of a graph into |E|/3 triangles remains NP-complete for K 4 -free graphs [12, 22] .
In this paper, we show that the problem can be solved in linear time for planar graphs. Considering that the triangle covering problem for planar graphs is NP-complete, this is a very surprising result. Moreover, we also show that the problem for toroidal graphs can be solved in polynomial time. However, we find that the problem is NP-complete for k-planar graphs, which are super classes of planar graphs.
Partitioning planar graphs
We say that a graph has a partition if its edges can be partitioned into triangles. We assume that the planar graph G is given together with a plane embedding, i.e., G is a plane graph. In this section, our goal is to show the following theorem. Theorem 1. There is a linear time algorithm to partition the edges of a planar graph into triangles.
First, we need the following definitions. Definition 1. Let G be a plane graph. Let T be a triangle in G. The triangle divides the plane into two open regions. We refer to the two regions as the inside and outside of T . If both regions contains vertices of the graph G − T then T is separating.
Definition 2. Let T be a separating triangle and let
, is the number of edges that contain v and of which the other endpoint is inside T . A separating triangle is even if the inside degrees of its three vertices are all even.
Definition 3.
A separating triangle is outermost if it has no vertices inside any other separating triangle.
The dual graph
Let H be the dual of plane graph G. First the following observation is obvious. Lemma 1. When G has a partition then every edge is contained in a triangle. Furthermore, if an edge of G is contained in only one triangle, say with edges e 1 , e 2 and e 3 , then G has a partition if and only if G − {e 1 , e 2 , e 3 } has a partition.
Disconnnected components of a graph can be edge-partitioned separately. A connected graph can be divided into several biconnected components, each of which again can be handled separately. Thus we may assume from now on that G is biconnected. Furthermore, by Lemma 1, we may also assume that G has no vertices of degree two. Lemma 2. If G has a partition, then H is bipartite.
Proof. Assume that G has a partition. Let C be a cycle in H. There is a one-to-one correspondence between the edges of G and H. The edges of C correspond with a cut set in G. Every triangle of the triangle partition has either all vertices on one side of the cut or it has two vertices on one side, and one vertex on the other side. Thus the cut has an even number of edges. This proves that every cycle of H is even, and so H is a bipartite multigraph. It is easy to check that H has no loops or multiple edges, since G has a partition and no vertices of degree two.
⊓ ⊔
Proof. Assume that all vertices in one color class H 1 of H have degree three.
Since H is bipartite, H 1 forms a vertex cover of H. All dual faces of vertices in H 1 are triangles and so each vertex of H represents one triangle of G. Therefore, the color class H 1 of H forms a partition of the edges of G into triangles.
Assume that G has a partition. The faces of the triangles in the partition are vertices of H of degree three. Between any two of them, the distance is even, and so they form a color class of H.
⊓ ⊔ Graphs with separating triangles. Consider a partition P of the edges of G into triangles. We distinguish three types of separating triangles. The following lemma shows that a separating triangle of Type 3 cannot be a single triangle in any partition. Lemma 4. If a separating triangle S is even, then it is of Type 1 or 2 in any partition. If S is not even, it is of Type 3 in any partition.
Proof. Let P be a partition and let S = {x, y, z} be a separating triangle. Consider the graph G ′ induced by the vertices inside S, including S. First assume that S ∈ P. Then S is even, otherwise there is no partition of the edges in G ′ .
Assume that S / ∈ P. Assume that {x, y} is in a triangle of P with the third vertex outside S. Assume that the other two edges of S are in triangles of P with the third vertex inside S. Thus S is of Type 3. Remove the edge {x, y} from the graph G ′ . There is a partition of the edges of G ′ − {x, y} which implies that the degree of x and y is even. Then S is not even in G, a contradiction.
The other cases are similar. This proves that S is even if and only if S is of Type 1 or Type 2 with respect to P.
⊓ ⊔
We suppose that all even separating triangles have been identified. (In later subsection 2.3, we in fact design a linear-time algorithm to compute them.) Our main algorithm traverses G starting from its outer boundary, and search for all outermost even separating triangles. Our search stops at those outermost even separating triangles when they are reached. Thus the interior of any outermost even separating triangle is considered as being removed since our algorithm does not go into it at the current step. The interior subgraph of each outermost, even, separating, triangle will be dealt with in a later recursive step.
Removing the interiors of even, separating triangles, turns these outmost even separating triangles into triangular faces. Let's denote this new graph as G ′ . Then G ′ has no more even separating triangles. We call a face of G ′ , which corresponds to an outermost even separating triangle in G, a region. Remark 1. Lemma 4 generalizes to the regions and faces of G ′ . Any even region or face is one two types.
Type 1:
The region or face is a triangle in the partition P of G ′ . Type 2: All the edges of the boundary are in triangles of P with the third vertex outside the region.
Notice that even, separating triangles in G that are of Type 1 correspond to regions of G ′ that are Type 1. Similarly, even, separating triangles in G of Type 2 correspond to regions in G ′ of Type 2. Of course, faces of G ′ that are not triangles are automatically Type 2. In the next lemma, we show that the two color classes of the dual of G ′ correspond with the two types.
Lemma 5. Assume that G ′ has a partition and let H ′ be its dual. Let H 1 and H 2 be the two color classes of H ′ . Then all the vertices of H 1 are of one of the two Types 1 or 2 and all the vertices of H 2 are of the opposite type.
Proof. Notice that the vertices of H ′ along any path alternate between the two types and, since H ′ is connected, this proves the theorem.
⊓ ⊔
We use Lemma 5 to partition G ′ , and we can see that there are at most two ways to partition G ′ . Then when we proceed to process a recursive step for a subgraph inside an outmost even separating triangle S of G, if triangle S is labeled Type 1 in G ′ , then the related subgraph inside S to be processed in this recursive step includes S; if triangle S is labeled Type 2, the interior subgraph of S to be processed does not include S. Since all recursive steps are processed on separate subgraphs of G, it is clear that the whole recursive procedure runs in linear time. Thus the last remaining task for us is to find all even separating triangles of G in linear time, which will be done in next subsection.
Finding even separating triangles
Definition 5. Let G = (V, E) be a plane graph. A level decomposition partitions the vertices into levels L 1 , L 2 , . . . defined as follows.
Given a plane graph G, a level decomposition can be obtained in linear time [17] (see also [3, 18] ). Notice that any consecutive sequence of k levels induces a k-outerplanar graph. It is well-known that k-outerplanar graphs have treewidth at most 3k + 1 (see eg [4] ) and therefore they have O(k 3 n) triangles. Each level induces an outerplanar graph. A graph is outerplanar if and only if each biconnected component is a tree of cycles, that is, neighboring cycles in the tree have one edge in common and there are at most two cycles incident with each edge (see eg [14] ). Next, we show how to find all even separating triangles of G in linear time. Lemma 6. All even separating triangles of a plane graph G can be found in linear time.
Proof. By Lemmas 3 and 5 the bottleneck in the computation is the finding of the even separating triangles of G. We describe below how all even separating triangles can be determined in linear time.
Consider a level decomposition. The outerface L 1 is outerplanar. Each biconnected component of L 1 induces a tree of cycles. Assume there is a cycle in this tree of cycles which is a triangle T . Assume that L 1 ̸ = T and that the inside of T is nonempty. Then T is a separating triangle. Using the clockwise orientation of each neighborhood we can determine if it is even.
Consider a cycle C of L 1 . Assume that the inside of C is nonempty. Then it contains a component of L 2 . First create a list of triangles that have at least one vertex of C and at least one vertex of the part of L 2 which is inside C. Since this graph has treewidth at most 7 we can make a list of these triangles in linear time. Check which triangles are even and have a nonempty interior using the clockwise orientation of the neighborhoods.
When all even, separating triangles are determined that contain at least one vertex of L 1 , then the vertices of L 1 are deleted, and the algorithm continues with the remaining graph in a similar manner as described above.
Using some suitable data structures this algorithm can be implemented to run in linear time. This proves the lemma.
With the triangle partition algorithm in Section 2.2 and Lemma 6, we thus have a linear time algorithm to partition the edges of plane graph G into triangles. This completes the proof of Theorem 1.
Partitioning toroidal graphs
A graph is toroidal if it can be embedded on the torus. Toroidal graphs [23] generalize planar graphs in many ways dramatically. For example, cliques with up to seven vertices are toroidal. By the graph minor theorem toroidal graphs are characterized by a finite collection of forbidden minors or topological obstructions. By Kuratowski's or Wagner's theorem, for planar graphs this obstruction set has only two elements. For toroidal graphs these obstructions are still not completely known. One has identified 16,629 forbidden minors and 239,322 forbidden topological obstruction [9] . For some subclasses the full set is known, see eg [1, 9] .
It is convenient to consider drawings of toroidal maps using a rectangular or a square piece of paper. Opposite edges of the paper are point-by-point identified (in the same direction); an edge of the graph which runs out on the right edge of the square, comes back in on the left edge of the square, and similarly edges wrap around on the top-and bottom-edge of the square. As an example one may have a look at the embedding of K 7 on a torus, ie, a representation of Császár's, or Szilassi's polyhedron. Let G be a toroidal embedding of a graph. We distinguish the following types of cycles in G. Proof. All triangles of G are faces. Since every edge is in exactly one triangle, any path in the dual alternates between faces that are in P and faces that are not in P. Thus all cycles of the dual are even. Furthermore, every path between two faces of P has even length, so P consists of exactly the faces of one color class of the dual.
Contractible cycles

⊓ ⊔
Consider representation of G on a rectangular planar region. Consider a left to right ordering of the nonseparating triangles that wrap around the top-and bottom-end of the region. Let T 1 and T 2 be two triangles with T 1 left of T 2 in this order. Possibly T 1 and T 2 have some vertices in common, but we assume that T 1 ̸ = T 2 . The piece G(T 1 , T 2 ) consists of the vertices and edges that are in the region between T 1 and T 2 . Definition 6. Consider a piece G(T 1 , T 2 ). A bridge is either an edge or a path of length two between two vertices, on in T 1 \ T 2 and the other in T 2 \ T 1 , which wraps around the right-and left edge of the plane region.
Consider two vertices x ∈ T 1 \ T 2 and y ∈ T 2 \ T 1 . Assume that x and y are adjacent such that the edge {x, y} is embedded in G(T 1 , T 2 ). A bridge between x and y of length two, together with the edge {x, y} creates a nonseparating triangle. Similarly, a path of length two from x to y embedded in the piece G(T 1 , T 2 ) together with a bridge which is an edge, is a nonseparating triangle.
Theorem 2. There exists a polynomial-time algorithm which checks if the edges of a toroidal graph can be partitioned into triangles.
Proof (Sketch) . Separating triangles are treated in exactly the same manner as in the planar case or, alternatively, via dynamic programming using Tarjan's decomposition tree [24] . Tarjan describes an O(nm) algorithm to find a binary decomposition tree which decomposes a graph using clique separators. Using dynamic programming on this decomposition tree we can obtain, for each even separating triangle T , a table with boolean entries which tells us whether the graph G T induced by the triangle and the inside has a partition P with (a) T ∈ P, and (b) all the edges of T are in triangles of P with some vertex outside T .
The algorithm determines the feasible partitions of pieces G(T 1 , T 2 ) by dynamic programming. For each T i it has a boolean value which indicates if there is a partition with T i as a triangle, and for each edge in T i whether there is a partition with the edge in a triangle with a third vertex inside the piece or outside the piece.
Consider a piece G(T 1 , T 2 ). The table also needs to keep track of the triangles in partitions that use some vertex of T 1 and some vertex of T 2 are a bridge. For any two vertices x ∈ T 1 \ T 2 and y ∈ T 2 \ T 1 , for which there is a triangle which uses a bridge, there are at most n such triangles. Furthermore, at most one of them can be an element of a partition. The algorithm builds a table which lists all partitions of the edges of the piece into triangles. For each pair of vertices x and y an entry of the table contains the information whether a triangle is used in the partition that uses a bridge of length one or two from x to y. Triangles that use bridges cut the piece into parts.
The pieces are processed as follows. The triangles that use a bridge cut the piece into smaller strips. Each strip is bounded on the top and bottom by paths of length one or two. The table for the piece is computed using dynamic programming on the strips. For each edge in the border of the strip, the information is kept whether the border is a triangle in the partition, or which edges are in triangles with the third vertex inside or outside the piece.
By dynamic programming the algorithm computes a table for all pieces in order of increasing size. To write down the dynamic programming algorithm is a standard technique. We omit the cumbersome write-up of all details.
NP-completeness for k-planar graphs
A graph is k-planar if it has an embedding in the plane such that every edge crosses at most k other edges. Note that 0-planar graphs are simply planar graphs. In this section, we show that the partition problem for k-planar graphs is NP-complete for all k 8. First we show that the problem is in NP. Suppose we are given a triangle partition of the edges of the given graph G. We can easily verify that whether the given partition is a triangle partition of the edges of G.
Next we show that the triangle edge-partition problem is NP-hard for kplanar graphs. We reduce the planar one-in-three 3SAT problem [16] to this problem. We reduce from the 3SAT problem. The input instance for the planar one-in-three 3SAT problem is a set {x 1 , x 2 , . . . , x n } of n variables, and a Boolean formula F = c 1 ∧ c 2 ∧ . . . ∧ c m of m clauses, where each clause consists of exactly three literals, such that the variable clause graph of the input instance is planar. The planar one-in-three 3SAT problem asks for whether there exists a truth assignment to the variables so that each clause in given formula F has exactly one true literal and exactly two false literals. In the following, we will describe the construction of variable gadgets, literal gadgets, and clause gadgets, respectively, for our polynomial-time reduction. In the construction, we repeatedly use the following construction unit, called an ω-tube. An ω-tube of length ℓ and of width ω is a graph consisting of an integer grid of vertices {(x, y)} with 0
x < ℓ and 0 y < ω for some positive integers ℓ and ω. The edge set of the ω-tube is formed by performing the following steps: (Note that the plus operations relating to y indices here are all modulo ω.)
1. Connect an edge between (x, y) and (x, y + 1) for 0 x < ℓ and 0 y < ω; 2. Connect an edge between (x, y) and (x + 1, y) for 0 x < ℓ − 1 and 0 y < ω; and
3. Connect an edge between (x, y) and (x + 1, y + 1) for 0
x < ℓ − 1 and 0 y < ω.
(0, 0) (0, 1) (0, 2) (0 See Figure 1 for an example of a 3-tube. The polygons {(0, 0), (0, 1), . . . , (0, ω − 1)} and {(ℓ − 1, 0), (ℓ − 1, 1), . . . , (ℓ − 1, ω − 1)} at the both ends of the ω-tube are called the end polygons of the tube.
Variable gadget
A variable gadget is a 3-tube of length N. See Figure 1 as an example. First we show in the following lemma that a variable gadget has exactly two partitions. A triangle partition of a variable gadget must contain at least one α-triangle, or one β-triangle, because γ-triangles do not contain any ((x, y), (x + 1, y + 1)) edge. If a partition contains an α-triangle, then the partition nearly only contains α-triangles, except for one end γ-triangle {(0, 0), (0, 1), (0, 2)}. If a partition contains a β-triangle, then the partition nearly only contains β-triangles, except for one end γ-triangle {(N − 1, 0), (N − 1, 1), (N − 1, 2)}.
⊓ ⊔
The former partition corresponds to the true value for the variable, and thus is called the true partition; the latter partition corresponds to the false value for the variable, and thus is called the false partition.
Later on, if variable v appears as a literal v in clause c, we plan to delete an α-triangle in the variable gadget of v and a hexagonal hole is thus formed. Such a hole will identify with an end-hexagon of a literal gadget later on. If variable v appears as a literalv in clause c, we plan to delete a β-triangle to create a hexagonal hole to connecting a literal gadget later on.
Literal gadget
A literal gadget is a subgraph that connects a variable gadget to a clause gadget. We form a literal gadget as a 6-tube of length M. See Figure 2 for an example. It serves the function of propagating a partition from one of its ends to the other.
Of the two end-hexagons of the literal gadget, one end merges with a hexagonal hole of a variable gadget as mentioned previously, the other will connect to a clause gadget later on. In one partition of the literal gadget, it contains all αtriangles of the literal gadget; however, in such a so-called partition, the edges of the clause-end hexagon has not been included in any triangle of this partition. This corresponds to the false value of this literal, and thus such a partition is called the false partition of the literal gadget. In the other partition of the literal gadget, it contains all β-triangles of the literal gadget; however, in such a so-call partition, the edges of the variable-end hexagon has not been included in any triangle of this partition. This corresponds to the true value of this literal, and thus such a partition is called the true partition of the literal gadget.
Clause gadget
A clause gadget for a clause c is formed by simply identifying the clause-end hexagons of the three corresponding literal gadgets. See are identified as one hexagon H, the edges of H lies in the triangle partition of exactly one literal gadget among the three literal gadgets for clause c, but not in partitions of the other two literal gadgets. This means that one literal gadget has the true partition and the other two have false partitions. That is to say, exactly one of the three literals is true and the other two literals are false. Moreover, if variable v has the true value, the variable gadget is partitioned as the true partition. For clauses with literal v, the literal gadget is partitioned as the true partition, and the hexagon of the clause gadget is partitioned in the partition of the literal gadget of v whereas the variable-end hexagon of this literal gadget is partitioned in the partition of the variable gadget of v. For clauses with literal v, the literal gadget is partitioned as the false partition, and the clause gadget hexagon is not partitioned by current literal gadget whereas the variable-end hexagon of this literal gadget is partitioned in the partition of this literal gadget. If variable v have the false value, the variable gadget is partitioned as the false partition. For clauses with literalv, the literal gadget is partitioned as the true partition and the hexagon of the clause gadget is partitioned in the partition of the literal gadget ofv whereas the variable-end hexagon of this literal gadget is partitioned in the partition of the variable gadget of v. For clauses with v, the literal gadget is partitioned as the false partition, and the clause gadget hexagon is not partitioned by current literal gadget whereas the variable-end hexagon of this literal gadget is partitioned in the partition of this literal gadget. Hence, the whole constructed graph has a triangle partition if and only if there is a truth assignment for all variables so that for any clause in formula F, exactly one literal is true and the other two literals are false. Therefore, the planar 1-in-3 3SAT problem has a solution if and only if the constructed graph has a triangle partition. This completes our reduction proof. However, we still need to obtain the constant k for the k-planarity of the constructed graph, which is the following lemma. Its proof is in the appendix.
Lemma 9. The graph constructed above is 8-planar.
Concluding remarks
In our result, we show that the triangle partition problem is linear-time solvable for planar graphs, but NP-complete for 8-planar graphs. We leave open the question whether the triangle partition problem for k-planar graphs, where 1 k 7, is polynomial-time solvable or NP-complete.
We do not know about many complexity results on clique partitions in toroidal graphs, let alone for graphs with arbitrary (fixed) genus. Our results indicate that the partitioning problem can be solved in polynomial time for graphs of fixed genus. One of the questions that remain open is whether the same holds for partitions into cliques of arbitrary, bounded size. borhood of such a connecting position so that the intersection structure around the connecting hexagon only involves the edges incident to the vertices of the connection hexagon between the variable gadget and the clause gadget. This intersection structure is shown in Figure 5 . In the figure, we can see that the number of intersections for each edge in this structure is at most 5.
Apart from these two intersection structures, we also need to consider the intra-gadget intersection structures inside a variable or literal gadget. Along a variable gadget, at those positions where no connection to literal gadgets occur, we construct the intersection structure as shown in Figure 6 . In the figure, we can see that the number of intersections for each edge in this structure is at most 3.
Along a literal gadget, at those positions where no connection to variable gadgets or clause gadgets occur, we construct the intersection structure in the literal gadget as shown in Figure 7 . In the figure, we can see that the number of Fig. 7 . The intra-gadget intersection structure along a literal gadget.
intersections for each edge in this structure is at most 5.
All in all, by combining the above local intersection structures altogether, we can obtain a drawing for the constructed graph such that each edge can contains at most 8 intersections. Hence, the constructed graph in our reduction is 8-planar.
