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In this paper we prove that the initial value problem associated to
the following higher-order Benjamin–Ono equation
∂t v − bH∂2x v + a∂3x v = cv∂xv − d∂x
(
vH∂xv +H(v∂xv)
)
,
where x, t ∈ R, v is a real-valued function, H is the Hilbert
transform, a ∈ R, b, c and d are positive constants, is locally well-
posed for initial data
v(0) = v0 ∈ Hs(R), s 2 or
v0 ∈ Hk(R)∩ L2
(
R; x2 dx), k ∈ Z+, k 2.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
We study the initial value problem (IVP) associated to the following higher-order Benjamin–Ono
equation {
∂t v − bH∂2x v + a∂3x v = cv∂xv − d∂x
(
vH∂xv + H(v∂xv)
)
,
v(x,0) = v0(x),
(1.1)
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the Hilbert transform, i.e.
H f (x) = p.v. 1
π
∫
R
f (y)
x− y dy. (1.2)
The equation above corresponds to a second-order approximation of the unidirectional evolution of
weakly nonlinear dispersive internal long waves at the interface of a two-layer system, one being
inﬁnitely deep. It was derived by Craig, Guyenne and Kalisch [4], using Hamiltonian perturbation
theory.
In this work we are interested in establishing a well-posedness theory for the IVP (1.1) in usual
Sobolev spaces. We ﬁrst observe that the L2-norm as well as the quantity
H(v) =
∫
R
(
a(∂xv)
2 + bvH∂xv + c
3
v3 − dv2H∂xv
)
dx (1.3)
is conserved by solutions of the equation in (1.1).
In contrast with the IVP associated to the Benjamin–Ono equation (see [1,3,8,9,11,16,20,22]) there
are no well-posedness results for the IVP (1.1) available in the literature. In [18] it was shown that
the map data-solution of the IVP (1.1) from Hs(R) to C([0, T ]; Hs(R)), for any s ∈ R, is not C2. Thus
one has that local well-posedness in Hs(R) cannot be established by a ﬁxed point argument using
the integral equation. The techniques in [18] follow the ideas used in [17] to obtain a similar result
for the Benjamin–Ono equation.
The purpose of this paper is to investigate local well-posedness for the IVP (1.1). In this direction
our main results are next.
Theorem 1.1. Let k ∈ Z+ be such that k 3. Then for any
v0 ∈ Zk = Hk(R)∩ L2
(
R; x2 dx), (1.4)
there exist T = T (‖v0‖Zk ) > 0 with T (α) ↗ +∞ as α → 0, a space ZkT such that
ZkT ↪→ C
([0, T ] : Zk),
and a unique solution v of (1.1) in ZkT satisfying v(·,0) = v0 .
Moreover, for any T ′ ∈ (0, T ), there exists a neighborhood Ωk of v0 in Zk such that the ﬂow map data-
solution is smooth from Ωk into ZkT ′ .
Our argument of proof follows the idea of the gauge transformation introduced by Hayashi and
Ozawa [7] in the one-dimensional nonlinear Schrödinger equation, and used in [14,15] in related
context. However due to the nonsmooth character of the symbol modeling the dispersive relation and
other features our problem does not fall in the scope of these works.
After projecting into the positive and negative frequencies and applying the gauge transforms to
a system formally equivalent to the equation in (1.1) one performs a ﬁxed point argument using the
smoothing properties associated to the linear problem however one needs to include the L2 norm
with weight x2 to control the gauge transform. One also should observe that one key tool in our
analysis to deal with the second-order derivatives in the nonlinear terms was the use of a commutator
estimate (see Lemma 2.5 below) recently proved in [5]. The result in Theorem 1.1 should be the best
possible using a ﬁxed point argument which agrees with the result in [18].
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one can prove that under suitable data the system (3.46) (below) and the IVP (1.1) are equivalent.
We can still improve the result in Theorem 1.1 noticing that H2 would be suﬃcient to obtain
solutions via contraction mapping principle except to control ‖xv‖L2 . Thus we can use an energy
method argument to show the following result.
Theorem 1.2. For any v0 satisfying
v0 ∈ Z2 = H2(R)∩ L2
(
R; x2 dx), (1.5)
there exist T = T (‖v0‖Z2 ) > 0 with T (α) ↗ +∞ as α → 0, and a unique solution v of (1.1) satisfying
v ∈ C([0, T ] : Z2), (1.6)
∂ lx P±v ∈ L6
([0, T ] : L∞(R)), l = 0,1,2, (1.7)
∂3x P±v ∈ L2
([0, T ]; L2loc(R)), (1.8)
∂x(xv) ∈ L2
([0, T ]; L2loc(R)), (1.9)
and
+∞∑
j=−∞
sup
0tT
sup
j/Nx j/N+1
∣∣∂ lx P±v∣∣2 < ∞, l = 0,1, (1.10)
where N = N(T ) ∈ Z+ . Moreover, the ﬂow map data-solution: v0 → v is continuous from Z2 in the class
(1.6)–(1.10).
The next question is whether one can obtain local well-posedness for the IVP (1.1) without impos-
ing the solution being in a weighted space. As we commented above the restriction comes up when
the gauge transform is implemented. More precisely, the gauge transforms in our argument can be
chosen either as
Φ(x, t) = exp
(
i
x∫
−∞
v(y, t)dy
)
(1.11)
or
Φ(x, t) = exp
(
i
x∫
0
v(y, t)dy
)
. (1.12)
In the ﬁrst case since we only have v ∈ L2(R) we need to use the ‖x(·)‖L2 -norm to control Φ . The
second case looks better since one just requires v(·, t) ∈ L2loc(R) to make sense of Φ . However in this
case the application associated to the integral equation fails to be a contraction.
To overcome that obstruction we use a compactness argument. We still use the gauge transform
and the same kind of estimates established in Theorem 1.1 to obtain a priori estimates for smooth
solutions of the IVP (1.1) provided by the argument used in [21]. Here is essential to select the gauge
transform as in (1.12), this will allow us to take the limit in H2 without restriction on the data. The
result is as follows.
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tion v of (1.1) satisfying
v ∈ C([0, T ]; Hs(R)), (1.13)
Drx∂
l
x P±v ∈ L6
([0, T ]; L∞(R)), l = 0,1,2, (1.14)
P±v ∈ L2
([0, T ]; Hs+1loc (R)) (1.15)
and
+∞∑
j=−∞
sup
0tT
sup
j/Nx j/N+1
∣∣Drx∂x P±v∣∣2 < ∞, (1.16)
where 0 r  s − 2, N = N(T ) ∈ Z+ .
Moreover, for any T ′ < T , there exists a neighborhood V of v0 in Hs(R) such that the ﬂow map data-
solution: v˜0 → v˜ from V into the class deﬁned by (1.13)–(1.16) with T ′ instead of T is continuous.
In the light of these results, the above comments on those in [18] and the conservation law (1.3)
(which gives an a priori estimate of the H1-norm of the local solutions) the question of the local
well-posedness in H1 (which implies global well-posedness) naturally arises.
Our arguments may be further reﬁned to obtain the result for s > 7/4. In fact, it may be possible
that a modiﬁcation of the original equation with an appropriate gauge transform as in the work of
Tao [22] for the BO equation can be used to lower the regularity required for the existence. However
in this case one still needs to rely on the existence of solutions which as pointed out before is ﬁrst
established here.
This paper is organized as follows: In Section 2, we introduce some notation and derive several
estimates useful in the proof of our main results. The proof of Theorems 1.1 and 1.2 will be given in
Section 3. Finally in Section 4 we show Theorem 1.3.
2. Notations and preliminary estimates
The following notation will be used throughout this article: (·,·)L2 denotes the L2-scalar product
for real-valued functions, while J s = (1 − ) s2 and Ds = (−) s2 will denote the Bessel and Riesz
potential of order −s. Note that D1 = H∂x . We will use k to denote a positive constant; moreover,
for any positive numbers a and b, the notation a b means that a kb. And we denote a ∼ b, when
a b and b a.
Since the linear differential operators a∂3x ± ib∂2x will appear in our analysis, we shall begin by
considering the associated problems
{(
∂t + a∂3x ± ib∂2x
)
w = F ,
w(x,0) = w0(x),
(2.17)
whose solutions when F ≡ 0 are given by the unitary groups {W±(t)}t∈R in Hs(R), where W±(t) =
e−t(a∂3x ±ib∂2x ) . We also deﬁne the unitary group associated to the linear part of (1.1), V (t) =
e−t(a∂3x −bH∂2x ) . We shall reduce the estimates for (2.17) to the known ones for the linearized KdV
equation
{
∂t z + a∂3x z = F˜ , (2.18)
z(x,0) = z0(x).
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b
3a x and deﬁne f (x, t) =
ei
b
3a xw(x, t), so
∂t f + a∂3x f +
b2
3a
∂x f − i 2
27
b3
a2
f = ei b3a x F . (2.19)
It is deduced by setting h(x, t) = f (x+ b23a t, t) that
∂th + a∂3x h − i
2
27
b3
a2
h = ei b3a (x+ b
2
3a t)F
(
x+ b
2
3a
t, t
)
. (2.20)
Finally deﬁne
z(x, t) = e−i 227 b
3
a2
t
h(x, t) = ei b
3
27a2
t
ei
b
3a xw
(
x+ b
2
3a
t, t
)
. (2.21)
Then z is a solution to (2.18) with
z0(x) = ei b3a xw0(x) and F˜ (x, t) = ei
b3
27a2
t
ei
b
3a x F
(
x+ b
2
3a
t, t
)
, (2.22)
or equivalently if z(x, t) is a solution to (2.18), then
w(x, t) = e−i b
3
27a2
t
e−i
b
3a xz
(
x− b
2
3a
t, t
)
(2.23)
solves (2.17) with the appropriate modiﬁcations on F and w0.
Lemma 2.1. There exist three positive constants c1 , c2 and c3 such that
∥∥W±(t)w0∥∥L6t L∞x  c1‖w0‖L2 , (2.24){
sup
j∈Z
T∫
0
+∞∫
−∞
∣∣χ j/N∂xW±(t)w0(x)∣∣2 dxdt
}1/2
 c2(1+ T ) 12 ‖w0‖L2 , (2.25)
and
{ +∞∑
j=−∞
sup
0tT
sup
x∈R
∣∣χ j/N(x)W±(t)w0(x)∣∣2
}1/2
 c3(1+ T )2‖w0‖H1 , (2.26)
where χ ∈ C∞0 (R), 0 χ  1, χ ≡ 1 on [0,1], suppχ ⊂ (−1,3), χ j/N = χ(· − j/N) and N = N(T ) ∈ Z+ ,
N ∼ (1+ T ).
Remark 2.2. Estimates (2.24)–(2.26) still hold with V instead of W± .
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‖z‖L6t L∞x  c‖z0‖L2 ,
which implies (2.24), since all the transformations used in (2.20)–(2.23) preserve the L6t L
∞
x norm.
Now, for R > 0, let χ R ∈ C∞0 (R) such that 0 χ R  1, χ R ≡ 1 on [0, R], suppχ R ⊂ (−R,3R) and
χ Rj = χ R(· − j). It was proved in [13] that
sup
x∈R
∞∫
−∞
∣∣∂xz(x, t)∣∣2 dt = ‖z0‖2L2 = ‖w0‖2L2 .
Then it follows that
sup
j∈Z
∞∫
−∞
∞∫
−∞
∣∣χ Rj (x)∂xz(x, t)∣∣2 dxdt  3R‖w0‖22. (2.27)
On the other hand, ﬁx R  1+ b2T3a and N = N(T ) ∈ Z+ such that
#
{
l ∈ Z
∣∣∣ 0 l R + b2T
3a
}
< 2R + 1 N.
Then, it is deduced from (2.21), (2.27) and the L2-norm conservation for (2.17) that
sup
j∈Z
T∫
0
∞∫
−∞
∣∣χ1j/N(x)∂xw(x, t)∣∣2 dxdt
 sup
j∈Z
T∫
0
∞∫
−∞
∣∣∣∣χ2Rj (x− b2t3a
)
∂xw(x, t)
∣∣∣∣2 dxdt
 sup
j∈Z
∫ ∫ ∣∣χ2Rj (x)∂xz(x, t)∣∣2 dxdt + sup
j∈Z
∫ ∫ ∣∣∣∣χ2Rj (x) b3a w
(
x+ b
2t
3a
, t
)∣∣∣∣2 dxdt

(
6R + bT
3a
)
‖w0‖2L2 ,
which implies (2.25).
The following maximal function estimate was derived in [12]:( ∞∑
j=−∞
sup
|t|T
sup
j<x< j+R
∣∣z(x, t)∣∣2)1/2  cR(1+ T )‖z0‖Hs , (2.28)
for any s > 34 . Moreover, it follows from (2.21) that
‖z0‖2H1 
(
1+
(
b
3a
)2)
‖w0‖22 + ‖∂xw0‖22. (2.29)
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∞∑
j=−∞
sup
|t|T
sup
x∈R
∣∣χ1j/N(x)w(x, t)∣∣2  ∞∑
j=−∞
sup
|t|T
sup
x∈R
∣∣∣∣χ Rj (x− b2t3a
)
w(x, t)
∣∣∣∣2
 c
(
1+
(
b
3a
)2)
R2(1+ T )2‖w0‖2H1 ,
which yields (2.26). 
Remark 2.3. Note that, contrarily to c2 and c3, the constant c1 does not depend on the parameters a
and b.
A result to commute V with x, which is proved in [19], will be useful.
Lemma 2.4. Let
Γ (x, t) = x− 3at∂2x + 2btH∂x.
Then,
Γ (x, t)V (t)φ = V (t)(xφ), (2.30)
for all φ ∈ S(R).
The following lemma, proved in [5], will also be needed to estimate commutators involving the
Hilbert transform and derivatives.
Lemma 2.5.
(i) Let L denote one of the following operators: P+ , P− , or H, where P̂± f (ξ) = χR± f̂ (ξ). Then for any
p ∈ (1,∞) and any l,m ∈ Z+ ∪ {0} with l +m 1, there exists c = c(p; l;m) > 0 such that
∥∥∂ lx[L,a]∂mx f ∥∥p  c∥∥∂(l+m)x a∥∥∞‖ f ‖p . (2.31)
(ii) Let α ∈ [0,1), β ∈ (0,1) with α +β ∈ [0,1]. Then for any p,q ∈ (1,+∞) and for any δ > 1q , there exists
c = c(α,β, p,q, δ) > 0 such that
∥∥Dα[Dβ,a]D1−(α+β) f ∥∥Lpx  c∥∥ J δ∂xa∥∥Lqx‖ f ‖Lpx . (2.32)
We also recall some identities involving H, P+ and P− .
Lemma 2.6. It holds that
H = −i(P+ − P−) and 1 = P+ + P−, (2.33)
‖Hφ‖Hs = ‖φ‖Hs , ∀s ∈ R and ∀φ ∈ Hs(R), (2.34)
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xH(φ) = H(xφ), ∀φ ∈ S(R) satisfying
∫
R
φ dx = 0. (2.35)
3. Proof of Theorems 1.1 and 1.2
3.1. The gauge transformation
First we perform a gauge transformation on (1.1) in order to eliminate the higher-order derivative
terms in the nonlinearity. Taking the derivative of (1.1) leads to
(
∂t + a∂3x − bH∂2x
)
∂xv = c
(
∂xv∂xv + v∂2x v
)− d(H∂xv∂2x v + 2∂xvH∂2x v)
− 3dH(∂xv∂2x v)− d(vH∂3x v + H(v∂3x v)). (3.36)
To get rid of the Hilbert transform we shall project the equation in (3.36) into the positive and nega-
tive frequencies, using the identities (2.33), so
(
∂t + a∂3x − bH∂2x
)
∂x P+v = cP+
(
∂xv∂xv + v∂2x v
)− dP+(H∂xv∂2x v + 2∂xvH∂2x v)
+ 3idP+
(
∂xv∂
2
x v
)− dP+(vH∂3x v)+ idP+(v∂3x v). (3.37)
Observe that the nonlinear terms on the right-hand side of (3.37) are of two types (i) and (ii). The
terms in class (i) involve up to “second-order derivatives” in v , and when it does appear (the second-
order derivatives) is multiplied by at worst order one (or order zero). So it suﬃces to consider the
term −2dP+(∂xvH∂2x v) as a representative of this class, which can be rewritten using (2.33) as
2idP+
(
∂xv
(
∂2x P+v − ∂2x P−v
))
. (3.38)
The terms in the second class (ii) involving “third-order derivatives” in v can be handled as follows
−dP+
(
vH∂3x v
)+ idP+(v∂3x v)= −dv P+H∂3x v − d[P+, v]∂xH∂2x v
+ id{v P+∂3x v + [P+, v]∂x∂2x v}
= 2idv∂3x P+v + 2id[P+, v]∂3x P+v. (3.39)
Thus Eq. (3.36) is rewritten as
(
∂t + a∂3x + ib∂2x
)
∂x P+v = P+Q+(v, ∂x P+v, ∂x P−v)
+ 2idv∂3x P+v + 2id[P+, v]∂3x P+v. (3.40)
Taking the complex conjugate of (3.40) and using the fact that P+v = P−v , since v is real-valued, we
get a similar equation for P−v , i.e.,
(
∂t + a∂3x − ib∂2x
)
∂x P−v = P−Q−(v, ∂x P+v, ∂x P−v)
− 2idv∂3x P−v − 2id[P−; v]∂3x P−v. (3.41)
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in ∂x P±v) multiplied by one of order 1 or 0 in v . Moreover, the last terms on the right-hand side
of (3.40) and (3.41) can be considered as terms in the ﬁrst class (i) because of the commutator
estimate (2.31).
Next, we perform a gauge transformation on (3.40)–(3.41) in order to eliminate the higher-order
derivative terms in the nonlinearity. Multiply the equation in (3.40) by Ψ = Ψ (x, t) and use the iden-
tities
Ψ∂t∂x P+v = ∂t(Ψ ∂x P+v)− ∂tΨ∂x P+v, (3.42a)
Ψ a∂3x ∂x P+v = a∂3x (Ψ ∂x P+v)− 3a∂xΨ∂3x P+v
− 3a∂2xΨ∂2x P+v − a∂3xΨ∂x P+v, (3.42b)
and
Ψ∂2x ∂x P+v = ib∂2x (Ψ ∂x P+v)− 2ib∂xΨ∂2x P+v − ib∂2xΨ∂x P+v. (3.42c)
We collect the “real” terms of order 3 in v
3a∂xΨ∂
3
x P+v + 2idvΨ∂3x P+v, (3.43)
and want to choose Ψ to vanish this expression, so −3a∂xΨ + i2dvΨ = 0, i.e.
Ψ (x, t) = exp
(
−i 2d
3a
x∫
−∞
v(s, t)ds
)
. (3.44)
In the sequel, we will denote Ψ by Ψ+ and its complex conjugate Ψ by Ψ− . The term ∂tΨ∂x P+v
appearing in (3.42a) can be rewritten by making use of the equation in (1.1) as
−∂x P+vΨ i 2d
3a
{
−a∂2x v + bH∂xv + c
v2
2
− d(vH∂xv + H(v∂xv))}(x, t), (3.45)
which falls in the class considered in (i).
Therefore, after deﬁning the new variables w± = Ψ±∂x P±v , we get the following dispersive system⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(
∂t + a∂3x − bH∂2x
)
v = cv∂xv + id∂x
(
v(Ψ−w+ −Ψ+w−)
)
− dH∂x
(
v(Ψ−w+ +Ψ+w−)
)
,(
∂t + a∂3x ± ib∂2x
)
w± = Ψ±P±Q †±(Ψ±, v,w±)+Ψ±Q ‡±(Ψ±, v,w±)
+ N±(Ψ±, v,w±),
(3.46)
where Q †± and Q
‡
± are polynomials at least quadratic involving the ﬁrst derivative of v± and w±
multiplied by a term of order zero, for example
F1 = Ψ+P+(w+∂xw+), (3.47)
and N± are the last terms on the right-hand side of (3.40) and (3.41), which is to say
F2 = [P+, v]∂3x P+v = [P+, v]∂2x (Ψ−w+). (3.48)
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F3 = H∂x(vΨ−w+) (3.49)
as a representative term for the nonlinearity on the right-hand side of the ﬁrst equation in (3.46).
Finally, the gauge transformed system (3.46) is solved by using a ﬁxed point argument.
Proposition 3.1. Let k ∈ Z+ , k 2. Then for any (v0,w±0) such that
(v0,w±0) ∈
(
Hk(R)∩ L2(R; x2 dx))× Hk(R)2 = Xk, (3.50)
there exist T = T (‖(v0,w±0)‖Xk ) > 0 with T (α) ↗ +∞ as α → 0, a space XkT such that XkT ↪→
C([0, T ]; Xk), and a unique solution (v,w±) of (3.46) in XkT satisfying(
v(·,0),w±(·,0)
)= (v0,w±0). (3.51)
Moreover, for any T ′ ∈ (0, T ), there exists a neighborhood Ωk of (v0,w±0) in Xk such that the ﬂow map
data-solution is smooth from Ωk into XkT ′ .
Proof. For sake of simplicity, we will only consider the case k = 2. The integral system associated
to (3.46) can be written as⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
v = F(v,w±) = V (t)v0 +
t∫
0
V
(
t − t′)N (v,w±)(t′)dt′,
w± = G±(v,w±) = W±(t)w±0 +
t∫
0
W±
(
t − t′)M±(v,w±)(t′)dt′,
(3.52)
where N and M± denote the nonlinearities on the right-hand side of (3.46). Let T > 0. Deﬁne the
following semi-norms
λT1 ( f ) = sup
0tT
∥∥ f (t)∥∥H2 ,
λT2 ( f ) =
3∑
l=0
∥∥∂ lx f ∥∥L6T L∞x ,
λT3 ( f ) =
{
sup
j
T∫
0
∫ ∣∣χ j/N(x)∂3x f (x, t)∣∣2 dxdt
}1/2
,
λT4 ( f ) =
1∑
l=0
{∑
j
sup
|t|T
sup
x
∣∣χ j/N(x)∂ lx f (x, t)∣∣2}1/2,
λT5 ( f ) = sup
0tT
‖xf ‖L2x ,
λT6 ( f ) =
{
sup
j
T∫ ∫ ∣∣χ j/N(x)∂x(xf (x, t))∣∣2 dxdt
}1/2
. (3.53)0
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and (2.26) are ﬁxed. Then, we deﬁne the Banach space X2T by
X2T =
{
(v,w±) ∈ C
([0, T ]; X2) ∣∣ ∥∥(v,w±)∥∥X2T < ∞},
where
∥∥(v,w±)∥∥X2T =
6∑
j=1
λTj (v)+
4∑
j=1
λTj (w±),
and X2 is deﬁned in (3.50). Note that if (v,w±) ∈ X2T , it follows that Ψ± are well deﬁned so that
the gauge transform system (3.46) makes sense. Moreover, we have that ‖Ψ±‖L∞x,T  1, since v is a
real-valued function.
Using the integral equation, Minkowski’s integral inequality, identity (2.30) and the linear estimates
obtained in Lemma 2.1, it is deduced that
6∑
j=1
λ j(F)+
4∑
j=1
λ j(G+)+
4∑
j=1
λ j(G−)

∥∥(v0,w±0)∥∥X2 +
T∫
0
(∥∥N (t)∥∥H2 + ∥∥xN (t)∥∥L2 + ∥∥M±(t)∥∥H2)dt. (3.54)
Then it remains to estimate ‖∂2x F j‖L1T L2x , j = 1,2,3, and ‖xF3‖L1T L2x where F j are deﬁned in (3.47)–
(3.49), since they are the representative terms of the nonlinearities N and M± . We have, using
Hölder’s inequality,
∥∥∂2x F1∥∥L1T L2x  ∥∥∂2xΨ+P+(w+∂xw+)∥∥L1T L2x + ∥∥∂xΨ+P+(∂xw+∂xw+)∥∥L1T L2x
+ ∥∥∂xΨ+P+(w+∂2x w+)∥∥L1T L2x + ∥∥Ψ+P+(∂xw+∂2x w+)∥∥L1T L2x
+ ∥∥Ψ+P+(w+∂3x w+)∥∥L1T L2x

T∫
0
‖w+‖L∞x
(
1+ ‖∂xv‖L∞x + ‖v‖2L∞x
)‖∂xw+‖L2x dt
+
T∫
0
‖∂xv‖L∞x ‖∂xw+‖L∞x ‖∂xw+‖L2x dt
+
T∫
0
(‖∂xv‖L∞x ‖w+‖L∞x + ‖∂xw+‖L∞x )∥∥∂2x w+∥∥L2x dt
+ T 12 ∥∥χ j/Nw+∂3x w+∥∥l2j L2x,T
 T
(
1+ λT1 (v)+ λT1 (v)2
)
λT1 (w+)2 + T
1
2 λT3 (w+)λT4 (w+). (3.55)
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∥∥∂2x F2∥∥L1T L2x  ∥∥∂2x [P+, v]∂2x (Ψ−w+)∥∥L1T L2x

T∫
0
∥∥∂2x v∥∥L∞x ∥∥∂2x (Ψ−w+)∥∥L2x dt
 T 56 λT2 (v)
(
1+ λT1 (v)+ λT1 (v)2
)
λT1 (w+). (3.56)
The estimate for ‖∂2x F3‖L1T L2x follows similarly to the one for ‖∂
2
x F1‖L1T L2x . Hence, it remains to bound‖xF3‖L1T L2x . In this direction, observe from (2.35) that
xF3 = H
(
x∂x(vΨ−w+)
)
= H(∂x(xv)Ψ−w+)− H(vΨ−w+)+ H(xv∂x(Ψ−w+)).
Thus, Hölder’s inequality yields
‖xF3‖L1T L3x  T
1
2
∥∥χ j/NΨ−w+∂x(xv)∥∥l2j L2x,T
+
T∫
0
(‖v‖L∞x ‖w+‖L2x + ‖xv‖L2x∥∥∂x(Ψ−w+)∥∥L∞x )dt
 T 12 λT6 (v)λT4 (w+)+ TλT1 (v)λT1 (w+)
+ TλT5 (v)
(
1+ λT1 (v)
)
λT1 (w+). (3.57)
Therefore, it is deduced combining estimates (3.54)–(3.57) that there exist positive constants θ
and k and a polynomial p with all terms at least quadratic such that
∥∥(F(v,w±),G±(v,w±))∥∥X2T  k∥∥(v0,w±0)∥∥X2 + kT θ p(∥∥(v,w±)∥∥X2T ), (3.58)
which concludes the proof of Proposition 3.1 by a ﬁxed point argument (see [14] for example). 
Theorem 1.1 follows by applying Proposition 3.1 to the gauge transformed system (3.46) with initial
data (v0,Ψ0,−P+∂xv0,Ψ0,+P−∂xv0).
3.2. A priori estimates in H2(R)∩ L2(R; x2 dx)
To prove Theorem 1.2, it would be suﬃcient to bound ‖xv‖L∞T L2x using energy estimates for the
H3(R) ∩ L2(|x|2 dx) solutions given by Theorem 1.1 in terms of “H2-solution”. To do so we will use
the equation in (1.1) directly.
We multiply the equation in (1.1) by xv and integrate with respect to x. We have that
∫
x∂t vxv = 1 d
∫
(xv)2. (3.59)2 dt
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x∂2xHvxv = −2
∫
x∂xHvv −
∫
x∂xHvx∂xv
= −2
∫
x∂xHvv + 2
∫
xHv∂xv +
∫
xHvx∂2x v
= −4
∫
x∂xHvv + 2
∫
x∂x(Hvv)−
∫
vH(x2∂2x v)
= −4
∫
x∂xHvv − 2
∫
Hvv −
∫
vx2H∂2x v. (3.60)
Thus ∫
x∂2xHvxv = −2
∫
x∂xHvv  2‖∂xv‖L2‖xv‖L2 . (3.61)
By integration by parts ∫
x∂3x vxv = −2
∫
x∂2x vv −
∫
x∂2x vx∂xv. (3.62)
Then
−2
∫
x∂2x vv  2
∥∥∂2x v∥∥L2‖xv‖L2 (3.63)
and
−
∫
x∂2x vx∂xv = −
∫
x2∂x
(
(∂xv)2
2
)
=
∫
x∂xv∂xv = −
∫
∂xvv −
∫
xv∂2x v
 ‖xv‖L2
∥∥∂2x v∥∥L2 . (3.64)
Thus combining (3.62)–(3.64) we get∣∣∣∣ ∫ x∂3x vxv∣∣∣∣ 3∥∥∂2x v∥∥L2‖xv‖L2 . (3.65)
Using the Sobolev inequality∫
xv∂xvxv  ‖∂xv‖L∞‖xv‖2L2  c‖v‖H2‖xv‖2L2 . (3.66)
Finally, using Leibniz’s rule we have that∫
x∂x(vH∂xv)xv +
∫
x∂xH(v∂xv)xv
=
∫
x∂xvH∂xvxv +
∫
(xv)2H∂2x v +
∫
H(x∂xv∂xv + xv∂2x v)xv. (3.67)
F. Linares et al. / J. Differential Equations 250 (2011) 450–475 463Using Hölder’s inequality it follows that
∣∣∣∣ ∫ (xv)2H∂2x v + ∫ H(xv∂2x v)xv∣∣∣∣ c(∥∥H∂2x v∥∥L∞ + ∥∥∂2x v∥∥L∞)‖xv‖2L2 . (3.68)
On the other hand, integration by parts, Hilbert transform properties and the Cauchy–Schwarz in-
equality yield
∫
x∂xvH∂xvxv = −
∫
H
(
x2∂x
v2
2
)
∂xv =
∫
H(xv2)∂xv − 1
2
∫
(xv)2H∂2x v
 ‖v‖2H2‖xv‖L2 +
1
2
∥∥H∂2x v∥∥L∞‖xv‖2L2 , (3.69)
and ∫
H(x∂xv∂xv)xv =
∫
v∂xvH(xv)+
∫
xv∂2x vH(xv)
+
∫
xv∂xvHv +
∫
x2∂x
(
v2
2
)
H∂xv
=
∫
v∂xvH(xv)+
∫
xv∂2x vH(xv)+
∫
xv∂xvHv
−
∫
xv2H∂xv − 1
2
∫
(xv)2H∂2x v
 ‖v‖2H2‖xv‖L2 +
(∥∥∂2x v∥∥L∞ + 12∥∥H∂2x v∥∥L∞
)
‖xv‖2L2 . (3.70)
Getting together (3.59)–(3.61) and (3.65)–(3.70) we have that
1
2
d
dt
‖xv‖2L2  c
(‖v‖H2 + ‖v‖2H2)‖xv‖L2 + c(∥∥∂2x v∥∥L∞ + ∥∥H∂2x v∥∥L∞)‖xv‖2L2 . (3.71)
Now our H3(R) ∩ L2(|x|2 dx) solution can be extended in H2(R) ∩ L2(|x|2 dx) in a time interval
depending only on
δ = ‖v0‖H2 + ‖xv0‖L2 .
Since we are using the ﬁxed point in the norms in (3.53) except ‖xv(t)‖L2 , our solution for
given v0 as in (1.5) satisﬁes (1.6)–(1.10) and is unique in this class.
4. Proof of Theorem 1.3
4.1. Proof of the uniqueness
Let v1 and v2 be two solutions of (1.1) associated with the same initial data v0, deﬁned on a
time interval [0, T ], and satisfying (1.13)–(1.16). We will denote by M jT , j = 1,2, the maximum of the
quantities deﬁned on (1.13)–(1.16) for v j and by MT the maximum of M1T and M
2
T .
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∂tu − bH∂2x u + a∂3x u =
c
2
∂x
((
v1 + v2)u)− d∂x(uH∂xv1 + v2H∂xu)
− d∂x
(H(u∂xv1)+ H(v2∂xu)), (4.72)
with initial data u(·,0) = 0. We deduce multiplying (4.72) by u, integrating in the space variable x
and then integrating by parts that
1
2
d
dt
‖u‖2L2 =
c
4
(
∂x
(
v1 + v2)u,u)L2 + d(uH∂xv1, ∂xu)L2 + d(v2H∂xu, ∂xu)L2
− d(u∂xv1,H∂xu)L2 − d(v2∂xu,H∂xu)L2
= c
4
(
∂x
(
v1 + v2)u,u)L2 − d2 (uH∂2x v1,u)L2
+ d(u∂2x v1,Hu)L2 + d(∂xu∂xv1,Hu)L2 .
Therefore it follows from Hölder and Young’s inequalities that, for all δ > 0, there exists a positive
constant k such that
d
dt
‖u‖2L2  k
(∥∥∂x(v1 + v2)∥∥L∞ + ∥∥P±∂2x v1∥∥L∞ + δ−1)‖u‖2L2 + δ ∫ (∂xv1∂xu)2 dx.
This leads, after integration in time between 0 and T , to
∥∥u(T )∥∥2L2  k(MT + δ−1)
T∫
0
∥∥u(t)∥∥2L2 dt + δ f (T ), ∀δ > 0, (4.73)
where
f (T ) =
T∫
0
∫ (
∂xv
1∂xu
)2
dxdt. (4.74)
Following the ideas of Ponce for the ﬁfth-order KdV equation [21], we derive a Kato type smooth-
ing effect for u.
Lemma 4.1. There exists a positive constant k such that for all δ > 0
T∫
0
∫ (
∂xu + D1u
)2
ψ ′ dxdt
 k(1+ MT )
∥∥u(T )∥∥2L2 + k(MT + M2T + δ−1)
T∫
0
∥∥u(t)∥∥2L2 dt + δ f (T ), (4.75)
where f (T ) is deﬁned in (4.74) and ψ ∈ C∞(R) with ψ ′ ∈ C∞0 (R) and ψ,ψ ′  0.
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rem 1.3. We use the splitting argument of Ginibre and Tsutsumi to get that
f (T )
+∞∑
j=−∞
T∫
0
∫ (
∂xv
1∂xu
)2
χ3j/N dxdt

( +∞∑
j=−∞
sup
R×[0,T ]
(
∂xv
1χ j/N
)2)(
sup
j∈Z
T∫
0
∫
(∂xu)
2χ j/N dxdt
)
,
where χ j/N is deﬁned as in Lemma 2.1. Thus, we deduce applying (4.75) with ψ ′ = χ j/N and by the
deﬁnition of MT that for all δ > 0,
f (T ) kMT (1+ MT )
∥∥u(T )∥∥2L2
+ kMT
(
MT + M2T + δ−1
) T∫
0
∥∥u(t)∥∥2L2 dt + MT δ f (T ). (4.76)
Inserting (4.76) in (4.73) and ﬁxing δ > 0 such that
MT δ + 2kMT (1+ MT )δ  1
2
,
we deduce that
∥∥u(T )∥∥2L2  k(MT + δ−1)
T∫
0
∥∥u(t)∥∥2L2 dt.
Therefore we conclude from Gronwall’s inequality and the fact that u(·,0) = 0 that ‖u(t)‖L2 = 0 for
all t ∈ [0, T ], which yields the uniqueness result.
It remains to prove Lemma 4.1. For this purpose the following commutator estimate, which can be
found in [6, pp. 249–252], will be useful.
Lemma 4.2. For any s ∈ R and σ > 12 , there exists c = cs,σ > 0 such that∥∥[ J s, φ] f ∥∥L2  c‖φ‖Hs+2+σ ‖ f ‖Hs−1 , (4.77)
for all φ ∈ Hs+2+σ (R), f ∈ Hs−1(R).
Proof of Lemma 4.1. Step 1: gain of 1/2 derivative. Let ψ be as in Lemma 4.1. We apply J− 12 to
Eq. (4.72), multiply by J− 12 uψ and integrate in space to deduce that
1
2
d
dt
(
J−
1
2 u, J−
1
2 uψ
)
L2 = −a
(
J−
1
2 ∂3x u, J
− 12 uψ
)
L2 + b
(
J−
1
2 H∂2x u, J−
1
2 uψ
)
L2
+ c
2
(
J−
1
2 ∂x
((
v1 + v2)u), J− 12 uψ)L2
− d( J− 12 ∂x(uH∂xv1 + H(u∂xv1)), J− 12 uψ) 2L
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:= I + II + III + IV + V , (4.78)
and
1
2
d
dt
(
J−
1
2 Hu, J− 12 Huψ)L2 = −a( J− 12 ∂3xHu, J− 12 Huψ)L2 − b( J− 12 ∂2x u, J− 12 Huψ)L2
+ c
2
(
J−
1
2 ∂xH
((
v1 + v2)u), J− 12 Huψ)L2
− d( J− 12 ∂xH(uH∂xv1 + H(u∂xv1)), J− 12 Huψ)L2
− d( J− 12 ∂xH(v2H∂xu + H(v2∂xu)), J− 12 Huψ)L2
:= I˜ + I˜I + I˜II + I˜V + V˜ . (4.79)
First, we observe integrating by parts and using the Cauchy–Schwarz inequality that
I = −3a
2
(
J−
1
2 ∂xu, J
− 12 ∂xuψ ′
)
L2 + O
(‖u‖2L2), (4.80)
and
I˜ = −3a
2
(
J−
1
2 ∂xHu, J−
1
2 ∂xHuψ ′
)
L2 + O
(‖u‖2L2), (4.81)
where O( f ) denotes big O of f . We also get integrating by parts that
II = −b( J− 12 H∂xu, J− 12 ∂xuψ)L2 − b( J− 12 H∂xu, J− 12 uψ ′)L2
and
I˜I = b( J− 12 ∂xu, J− 12 H∂xuψ)L2 + b( J− 12 ∂xu, J− 12 Huψ ′)L2 .
Then
II + I˜I = 2b( J− 12 ∂xu, J− 12 Huψ ′)L2 + b( J− 12 u, J− 12 Huψ ′′)L2
= 2b( J−1∂xu, J− 12 Huψ ′)L2 + 2b([ J− 12 ,ψ ′] J− 12 ∂xu,Hu)L2 + O(‖u‖2L2),
so that we deduce from (4.77) that
II + I˜I ‖u‖2L2 . (4.82)
Using similar arguments, we deduce that
III + IV + I˜II + I˜V  (∥∥v1∥∥H2 + ∥∥v2∥∥H2 + ∥∥P±∂2x v1∥∥L∞)‖u‖2L2  MT ‖u‖2L2 . (4.83)
Next observe that
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− d( J− 12 (v2H∂2x u), J− 12 uψ)L2 − d( J− 12 ∂2xH(v2u), J− 12 uψ)L2 . (4.84)
The ﬁrst two terms can be handled using a similar argument as for IV . The remaining terms can be
bounded applying the commutator estimates (2.31) and (4.77) by
−d( J− 12 (v2H∂2x u), J− 12 uψ)L2 + d( J− 12 (v2u),H(∂2x J− 12 uψ))L2
= −d([ J− 12 ,ψ] J− 12 (v2H∂2x u),u)L2 − d( J−1(v2H∂2x u),uψ)L2
+ d( J− 12 (v2u), [H,ψ] J− 12 ∂2x u)L2 + d( J− 12 (v2u),ψ J− 12 H∂2x u)L2
= −d([ J−1, v2]H∂2x u,uψ)L2 − d(v2 J−1H∂2x u,uψ)L2 + O(MT ‖u‖2L2)
+ d(v2u, [ J− 12 ,ψ] J− 12 H∂2x u)L2 + d(v2u,ψ J−1H∂2x u)L2 . (4.85)
Then, we get observing that the second and fourth terms on the right-hand side of (4.85) cancel and
repeating a similar argument for V˜ , that
V + V˜  MT ‖u‖2L2 . (4.86)
Finally, we notice that∫ (
D
1
2 u
)2
ψ ′ dx =
∫ (
D1 J−
1
2 u + (D 12 − D1 J− 12 )u)2ψ ′ dx

(
J−
1
2 H∂xu, J−
1
2 H∂xuψ ′
)
L2 +
∥∥(D 12 − D1 J− 12 )u∥∥2L2

(
J−
1
2 H∂xu, J−
1
2 H∂xuψ ′
)
L2 + ‖u‖2L2 , (4.87)
since the symbol of the operator D
1
2 − D1 J− 12 , m(ξ) = |ξ | 12 − |ξ |(1+ ξ2)− 14 belongs to L∞(R). There-
fore, we conclude integrating (4.78) and (4.79) between 0 and T and using estimates (4.80)–(4.87)
that
T∫
0
∫ ((
D
1
2 u
)2 + (D 12 Hu)2)ψ ′ dxdt  ∥∥u(T )∥∥2L2 + (1+ MT )
T∫
0
∥∥u(t)∥∥2L2 dt. (4.88)
Step 2: gain of 1 derivative. For this, multiply Eq. (4.72) by uψ and integrate in space to deduce that
1
2
d
dt
(u,uψ)L2 = −a
(
∂3x u,uψ
)
L2 + b
(H∂2x u,uψ)L2 + c2 (∂x((v1 + v2)u),uψ)L2
− d(∂x(uH∂xv1 + H(u∂xv1)),uψ)L2
− d(∂x(v2H∂xu + H(v2∂xu)),uψ)L2
:= I + II + III + IV + V, (4.89)
and similarly
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2
d
dt
(Hu,Huψ)L2 = −a
(
∂3xHu,Huψ
)
L2 − b
(
∂2x u,Huψ
)
L2
+ c
2
(
∂xH
((
v1 + v2)u),Huψ)L2
− d(∂xH(uH∂xv1 + H(u∂xv1)),Huψ)L2
− d(H∂x(v2H∂xu + H(v2∂xu)),Huψ)L2
:= I˜ + I˜I + I˜II + I˜V + V˜. (4.90)
It is deduced integrating by parts as in (4.80)–(4.81) that
I + I˜ = −3a
2
∫ (
∂xu + D1u
)2
ψ ′ dx+ O(‖u‖2L2), (4.91)
and using the same trick as in (4.82), Plancherel’s identity and estimate (2.32) that
II + I˜I = −2b(D1u,uψ ′)L2 + O(‖u‖2L2)
= −2b
∫ (
D
1
2 u
)2
ψ ′ dx− 2b(u, D 12 [D 12 ,ψ ′]u)L2
= −2b
∫ (
D
1
2 u
)2
ψ ′ dx+ O(‖u‖2L2). (4.92)
One can also easily see integrating by parts that
III + IV + I˜II + I˜V = O(MT ‖u‖2L2)+ k(∂xv1∂xu,Huψ)L2 , (4.93)
and for all δ > 0 one can use Young’s inequality to estimate the integral in time between 0 and T of
the last term on the right-hand side of (4.93) by
T∫
0
(
∂xv
1∂xu,Huψ
)
L2 dt  kδ
−1
T∫
0
∥∥u(t)∥∥2L2 dt + δ f (T ). (4.94)
Furthermore, it follows integrating by parts and using the commutator estimate (2.31) that
V = d(v2H∂xu, ∂xuψ)L2 + d(v2H∂xu,uψ ′)L2
− d(v2∂xu,H(∂xuψ))L2 + d(H(v2∂xu),uψ ′)L2
= d(v2H∂xu, ∂xuψ)L2 + 2d(v2H∂xu,uψ ′)L2 − d(v2∂xu,ψH∂xu)L2
− d(v2∂xu, [H,ψ]∂xu)L2 + d([H, v2]∂xu,uψ ′)L2
= 2d(v2H∂xu,uψ ′)L2 + d(∂xv2u, [H,ψ]∂xu)L2
+ d(v2u, ∂x[H,ψ]∂xu)L2 + d([H, v2]∂xu,uψ ′)L2
= 2d(v2H∂xu,uψ ′)L2 + O(MT ‖u‖2L2). (4.95)
Note that V˜ could be treated similarly. To handle the integral in time between 0 and T of the ﬁrst
term on the right-hand side of (4.93) we can use (2.32) and (4.88)
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0
(
v2H∂xu,uψ ′
)
L2 =
T∫
0
∫
v2
(
D
1
2 u
)2
ψ ′ dxdt +
T∫
0
∫
uD
1
2
[
D
1
2 , v2ψ ′
]
u dxdt
 MT
∥∥u(T )∥∥2L2 + MT (1+ MT )
T∫
0
∥∥u(t)∥∥2L2 dt. (4.96)
Integrating in time between 0 and T (4.89)–(4.90) and using estimates (4.91)–(4.96) together
with (4.88) to treat the ﬁrst term appearing on the right-hand side of (4.92) yield (4.75). 
Remark 4.3. Combining the argument used to derive the uniqueness result with parabolic regulariza-
tion method implies the existence of smooth solutions for initial data in H∞(R). Similar results were
derived by Ponce for the ﬁfth-order KdV equation in [21].
4.2. Proof of the existence
Let v0 ∈ Hs(R), with s 2. From Remark 4.3, we know that for all  > 0, there exist T > 0, with
T −→
→0 0, and a unique solution v ∈ C([0, T ]; H
∞(R)) of
{
∂t v − bH∂2x v + a∂3x v = cv∂xv − d∂x
(
vH∂xv + H(v∂xv)
)
,
v(x,0) = v0,(x) = ρ ∗ v0(x),
(4.97)
where ρ ∈ S(R) with ρ  0, ∫ ρ dx = 1, and ∫ xkρ(x)dx = 0, k ∈ Z+ , 0  k  [s] + 1. The following
properties of the smoothing operators will be used in this section:
Lemma 4.4. Let s 0, φ ∈ Hs(R) and for any  > 0, φ = ρ ∗ φ . Then,
‖φ‖Hs+α  −α‖φ‖Hs , ∀α  0, (4.98)
and
‖φ − φ‖Hs−β =
→0 o
(
β
)
, ∀β ∈ [0, s]. (4.99)
The proof of Lemma 4.4 can be found in [2] or [10].
The ﬁrst step is to derive an a priori H2-estimate on the solution v in a time interval [0, T0],
where T0 is a positive time independent of  . In this direction, ﬁx  > 0 and let us denote, for sake
of simplicity, v = v . Then, arguing as in Section 3.1, it is deduced that w˜± = Φ±∂x P±v are solutions
to the dispersive equations
(
∂t + a∂3x ± ib∂2x
)
w˜± = Φ±P±Q †±(Φ±, v, w˜±)+Φ±Q ‡±(Φ±, v, w˜±)
+ L±(Φ±, v, w˜±)+ N±(Φ±, v, w˜±), (4.100)
where
Φ±(x, t) = exp
(
∓i 2d
3a
x∫
v(s, t)ds
)
. (4.101)0
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deﬁned if v(·, t) ∈ L2loc(R) (which will be a consequence of our estimates below). However we pay a
price on it, because of the term ∂tΦ∂x P+v appearing in (3.42a), which can be rewritten by making
use of the equation in (1.1) as
−∂x P+vΦi 2d
3a
{
−a∂2x v + bH∂xv + c
v2
2
− d(vH∂xv + H(v∂xv))}(x, t)
+ ∂x P+vΦi 2d
3a
{
−a∂2x v + bH∂xv + c
v2
2
− d(vH∂xv + H(v∂xv))}(0, t). (4.102)
The ﬁrst term in (4.102) is nonlinear of the class considered in (i), while the second is a linear one.
Here, recall that Q †± and Q
‡
± are polynomials at least quadratic involving the ﬁrst derivative of v±
and w˜± multiplied by a term of order zero, for example
F1 = Φ+P+(w˜+∂x w˜+), (4.103)
L± are the linear terms obtained in the second part of (4.102) and whose a representative term is
F2 = w˜+(x, t)∂2x v(0, t), (4.104)
and N± are the last terms on the right-hand side of (3.40) and (3.41), which is to say
F3 = [P+, v]∂3x P+v = [P+, v]∂2x (Φ− w˜+). (4.105)
Proposition 4.5. Let s ∈ R and v0 ∈ Hs(R). There exists T0 = T0(‖v0‖H2 ) > 0 such that for all  > 0, the
solution v of (4.97) satisﬁes
sup
[0,T0]
∥∥v(t)∥∥Hsx + 2∑
j=1
∥∥Drx∂ jx P±v∥∥L6T0 L∞x  M1(‖v0‖H2), (4.106)
sup
j∈Z
T0∫
0
∫
R
∣∣χ j/N Drx∂2x w˜,±∣∣2 dxdt  M2(‖v0‖H2), (4.107)
and
∑
j∈Z
sup
[0,T0]×R
∣∣χ j/N Drx w˜,±∣∣2  M3(‖v0‖H2), (4.108)
for all 0  r  s − 2, where M1 , M2 and M3 are independent of  , χ ∈ C∞0 (R), 0  χ  1, χ j = χ(· − j),
and N = N(T ) ∈ Z+ .
Proof. For sake of simplicity, we will only consider the case s = 2. Recall here the notation w˜,± =
Φ,±∂x P±v where Φ,±(x, t) = e−i 2d3a
∫ x
0 v (s,t)ds . For any T > 0, we deﬁne the following quantities:
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0tT
∥∥v(t)∥∥L2x + sup0tT∥∥w˜,±(t)∥∥H1x ,
λ2(T ) = ‖w˜,±‖L6T L∞x + ‖∂x w˜,±‖L6T L∞x ,
λ3(T ) =
{
sup
j
∫ ∫ ∣∣χ j/N(x)∂2x w˜,±(x, t)∣∣2 dxdt}1/2,
λ4(T ) =
{∑
j
sup
|t|T
sup
x
∣∣χ j/N(x)w˜,±(x, t)∣∣2}1/2.
Since N depends on T , we ﬁx 0 < T  T ∗ with T ∗ = (1 + ‖v0‖H2 )−1, so that the constants appear-
ing on the estimates (2.25) and (2.26) are ﬁxed. Note that ‖Φ,±‖L∞x,T  1, since v is a real-valued
function. Moreover, due to the L2-norm conservation of (1.1), we have that
sup
0tT
∥∥v(t)∥∥L2 = ‖v0,‖L2  ‖v0‖L2 . (4.109)
To estimate the other part of the λ j(T ), consider the integral system associated to (4.100)
w˜,± = w˜±(t)w˜0,,± +
t∫
0
w˜±
(
t − t′)N±(v, w˜,±)(t′)dt′, (4.110)
where N± denote the nonlinearities on the right-hand side of (4.100). Using (4.109), (4.110),
Minkowski’s integral inequality and the linear estimates obtained in Lemma 2.1, it is deduced that
max
{
λ1(T ), λ2(T ), (1+ T )− 12 λ3(T ), (1+ T )−2λ4(T )
}
 ‖v0,‖L2 + ‖w˜0,,±‖H1 +
T∫
0
∥∥N±(t)∥∥H1x dt. (4.111)
Then it remains to estimate ‖F j‖L1T H1x , j = 1,2,3, where F j are deﬁned in (4.103)–(4.105), since they
are the representative terms of the nonlinearities N± . We have, using Hölder’s inequality,
‖F1‖L1T H1x 
∥∥Φ+P+(w˜+∂x w˜+)∥∥L1T L2x + ∥∥∂xΦ+P+(w˜+∂x w˜+)∥∥L1T L2x
+ ∥∥Φ+P+((∂x w˜+)2)∥∥L1T L2x + ∥∥Φ+P+(w˜+∂2x w˜+)∥∥L1T L2x

T∫
0
‖w˜+‖L∞x
(
1+ ‖v‖L∞x
)‖∂x w˜+‖L2x dt
+
T∫
0
‖∂x w˜+‖L∞x ‖∂x w˜+‖L2x dt + T
1
2
∥∥χ j/N w˜+∂2x w˜+∥∥l2j L2x,T
 T
(
1+ λ1(T )
)
λ1(T )
2 + T 56 λ1(T )λ2(T )+ T 12 λ3(T )λ4(T ). (4.112)
Next it follows from Hölder’s inequality that
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T∫
0
∥∥∂2x v(t)∥∥L∞x ∥∥w˜+(t)∥∥H1x dt

T∫
0
(∥∥∂x(Φ− w˜+)∥∥L∞x + ∥∥∂x(Φ+ w˜−)∥∥L∞x )∥∥w˜+(t)∥∥H1x dt
 T 56
(
1+ λ1(T )
)
λ2(T )λ1(T ). (4.113)
Finally, estimate (2.31) yields
‖F3‖L1T H1x 
∥∥[P+, v]∂2x (Φ− w˜+)∥∥L1T L2x + ∥∥∂x[P+, v]∂2x (Φ− w˜+)∥∥L1T L2x

T∫
0
∥∥∂2x v(t)∥∥L∞x ∥∥(Φ− w˜+)(t)∥∥H1x dt
 T 56 λ2(T )
(
1+ λ1(T )
)
λ1(T ). (4.114)
Therefore, gathering (4.111)–(4.114), it is deduced that there exist two polynomials p1, p2, with all
terms of order at least 1, such that
max
{
λ1(T ), λ2(T ), (1+ T )− 12 λ3(T ), (1+ T )−2λ4(T )
}
 ‖v0‖H2 + Tp1
(
λ1(T )
)
λ1(T )+ T 56 p2
(
λ1(T )
)
λ2(T )+ T 12 λ3(T )λ4(T ). (4.115)
Notice that λ j , j = 1, . . . ,4 are continuous nondecreasing functions; hence, deﬁning T0 as the small-
est T such that
max
{
T0p1
(
λ1(T0)
)
, T
5
6
0 p2
(
λ1(T0)
)
, T
5
6
0 p2
(
λ1(T0)
)
λ1(T0)
−1λ2(T0),
T
1
2
0 (1+ T0)2λ3(T0), T
1
2
0 (1+ T0)
1
2 λ4(T0)
}= 1
10k
, (4.116)
where k is the implicit positive constant appearing in (4.115), it follows from (4.115) that
max
{
λ1(T0), λ2(T0), (1+ T0)− 12 λ3(T0), (1+ T0)−2λ4(T0)
}
 ‖v0‖H2 . (4.117)
Furthermore, it is deduced from (4.116) and (4.117) that at time T0 one of the following inequalities
must hold:
1
10
 kT0p1
(‖v0‖H2), 110  kT 560 p2(‖v0‖H2),
or
1
10
 kT
1
2
0 (1+ T0)
1
2 (1+ T0)2‖v0‖H2 ,
which implies that there exists a constant M = M(‖v0‖H2 ) such that T0  M . 
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of  , is bounded in the norms deﬁned in (4.106)–(4.108). Moreover, using a similar argument to the
one employed in the proof of the uniqueness and estimate (4.99), one can prove that for  >  ′ > 0,
the function u = u,′ = v − v′ satisﬁes
sup
[0,T0]
∥∥u(t)∥∥L2  k‖v0, − v0,′ ‖L2 =→0 o(s). (4.118)
Then the sequence (v)>0 converges in C([0, T0]; L2(R)), as  tends to zero, to a solution v of (1.1).
Furthermore, since (v) is bounded in C([0, T0]; Hs(R)), we deduce by an interpolation argument
that
v −→
→0 v in C
([0, T0]; Hr(R)), for any r < s. (4.119)
The next proposition ﬁlls the gap between (4.119) and the persistence property.
Proposition 4.6.We have that
v ∈ C([0, T0]; Hs(R)). (4.120)
Proof. It suﬃces to prove that (v) tends to v in C([0, T0]; Hs(R)) as  tends to zero. In this direction,
ﬁx  > 0 and deﬁne
w˜,± = Φ,±∂x P±v, where Φ,±(x, t) = e∓i 2d3a
∫ x
0 v (y,t)dy, (4.121)
u = u = v − v, and α± = α,± = w˜,± − w˜±. (4.122)
Arguing as before, we deduce that α+ satisﬁes(
∂t + a∂3x ± ib∂2x
)
α± = Φ,±P±Q †±(Φ,±, v, w˜,±)+Φ,±Q ‡±(Φ,±, v, w˜,±)
+ w˜,±∂2x v(0, t)+ 2idΦ,±[P±, v ]∂2x w˜,±
−Φ±P±Q †±(Φ±, v, w˜±)−Φ±Q ‡±(Φ±, v, w˜±)
− w˜±∂2x v(0, t)− 2idΦ[P±, v]∂2x w˜±, (4.123)
where Q †± and Q
‡
± are deﬁned as in (3.39). Then we can rewrite (4.123) as(
∂t + a∂3x ± ib∂2x
)
α± = Φ,±P±
{
Q †±(Φ,±, v, w˜,±)− Q †±(Φ±, v, w˜±)
}
+ (Φ,± −Φ±)P±Q †±(Φ±, v, w˜±)
+Φ,±
{
Q ‡±(Φ,±, v, w˜,±)− Q ‡±(Φ±, v, w˜±)
}
+ (Φ,± −Φ±)Q ‡±(Φ±, v, w˜±)
+ α±∂2x v(0, t)+ w˜±∂2x u(0, t)
+ 2idΦ,±[P±,u]∂2x w˜,± + 2idΦ,±[P±, v]∂2xα±
+ 2id(Φ,± −Φ±)[P±, v]∂2x w˜±. (4.124)
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∥∥(Φ,± −Φ±) f ∥∥L2 =→0 o(1), ∀ f ∈ L2(R). (4.125)
Observe that we do not have that ‖(Φ,± −Φ±)‖L∞ −→
→0 0. By the dominated convergence theorem, it
suﬃces to prove that |Φ,±(x, t)−Φ±(x, t)|2 −→
→0 0, for almost every x ∈ R. But, using the mean value
and Cauchy–Schwarz inequalities and (4.118), we get that for every x ∈ R,
∣∣Φ,±(x, t)−Φ±(x, t)∣∣2  2d
3a
∣∣∣∣∣
x∫
0
(v − v)(y, t)dy
∣∣∣∣∣
2
 |x|∥∥(v − v)(·, t)∥∥2L2 −→→0 0,
which implies (4.125).
Next we deﬁne (still in the case s = 2)
λ˜1(T ) = λ˜1(T ,α±) = sup
[0,T ]
∥∥α±(t)∥∥H1 ,
λ˜2(T ) = λ˜2(T ,α±) = ‖α±‖L6T L∞x + ‖∂xα±‖L6T L∞x ,
λ˜3(T ) = λ˜3(T ,α±) = sup
j∈Z
T∫
0
∫
R
∣∣χ j/N∂2xα±∣∣2,
and
λ˜4(T ) = λ˜4(T ,α±) =
∑
j∈Z
sup
[0,T ]×R
|χ j/Nα±|2.
We deduce arguing as in the proof of Proposition 4.5 with Eq. (4.124), and using (4.113), (4.114),
(4.118) and (4.125) that
max
{
λ˜1(T0), λ˜2(T0), (1+ T0)− 12 λ˜3(T0), (1+ T0)−2λ˜4(T0)
} =
→0 o(1). (4.126)
To conclude the proof of Proposition 4.6, we observe that
∂x(v − v) = ∂x P+(v − v)+ ∂x P−(v − v)
= Φ,−α+ + (Φ,− −Φ−)w˜+ +Φ,+α− + (Φ,+ −Φ+)w˜−, (4.127)
so that we deduce (4.120) gathering (4.118), (4.125)–(4.127). 
Finally, the proof of the continuity of the ﬂow map data-solution follows by using the classical
Bona–Smith argument (see [2,10] or [20]).
F. Linares et al. / J. Differential Equations 250 (2011) 450–475 475References
[1] L. Abdelouhab, J.L. Bona, M. Felland, J.-C. Saut, Nonlocal models for nonlinear, dispersive waves, Phys. D 40 (3) (1989)
360–392.
[2] J.L. Bona, R. Smith, The initial value problem for the Korteweg–de Vries equation, Philos. Trans. R. Soc. Lond.
Ser. A 278 (1287) (1975) 555–601.
[3] N. Burq, F. Planchon, On well-posedness for the Benjamin–Ono equation, Math. Ann. 440 (2008) 497–542.
[4] W. Craig, P. Guyenne, H. Kalisch, Hamiltonian long wave expansions for free surfaces and interfaces, Comm. Pure Appl.
Math. 58 (2005) 1587–1641.
[5] L. Dawson, H. McGahagan, G. Ponce, On the decay properties of solutions to a class of Schrödinger equations, Proc. Amer.
Math. Soc. 136 (2007) 2081–2090.
[6] G.B. Folland, Introduction to Partial Differential Equations, Princeton Univ. Press, Princeton, NJ, 1976.
[7] N. Hayashi, T. Ozawa, Remarks on nonlinear Schrödinger equations in one space dimension, Differential Integral Equa-
tions 7 (2) (1994) 453–461.
[8] A. Ionescu, C.E. Kenig, Global well-posedness of the Benjamin–Ono equation in low-regularity spaces, J. Amer. Math. Soc. 20
(2007) 753–798.
[9] R. Iorio, On the Cauchy problem for the Benjamin–Ono equation, Comm. Partial Differential Equations 11 (1986) 1031–
1081.
[10] T. Kato, G. Ponce, Commutator estimates and the Euler and Navier–Stokes equations, Comm. Pure Appl. Math. 41 (1988)
891–907.
[11] C.E. Kenig, K.D. Koenig, On the local well-posedness of the Benjamin–Ono and modiﬁed Benjamin–Ono equations, Math.
Res. Lett. 10 (2003) 879–895.
[12] C.E. Kenig, G. Ponce, L. Vega, Well-posedness of the initial value problem for the Korteweg–de Vries equation, J. Amer.
Math. Soc. 4 (1991) 323–347.
[13] C.E. Kenig, G. Ponce, L. Vega, Oscillatory integrals and regularity of dispersive equations, Indiana Univ. Math. J. 40 (1991)
33–69.
[14] C.E. Kenig, G. Ponce, L. Vega, Higher-order nonlinear dispersive equations, Proc. Amer. Math. Soc. 122 (1994) 157–166.
[15] C.E. Kenig, G. Staﬃlani, Local well-posedness for higher order nonlinear dispersive systems, J. Fourier Anal. Appl. 3 (1997)
417–433.
[16] H. Koch, N. Tzvetkov, On the local well-posedness of the Benjamin–Ono equation in Hs(R), Int. Math. Res. Not. 26 (2003)
1449–1464.
[17] L. Molinet, J.-C. Saut, N. Tzvetkov, Ill-posedness issues for the Benjamin–Ono and related equations, SIAM J. Math.
Anal. 33 (4) (2001) 982–988.
[18] D. Pilod, On the Cauchy problem for higher-order nonlinear dispersive equations, J. Differential Equations 245 (2008) 2055–
2077.
[19] G. Ponce, Regularity of solutions to nonlinear dispersive equations, J. Differential Equations 78 (1989) 122–135.
[20] G. Ponce, On the global well-posedness of the Benjamin–Ono equation, Differential Integral Equations 4 (1991) 527–542.
[21] G. Ponce, Lax pairs and higher-order models for water waves, J. Differential Equations 102 (1993) 360–381.
[22] T. Tao, Global well-posedness of the Benjamin–Ono equation in H1(R), J. Hyperbolic Differ. Equ. 1 (2004) 27–49.
