Abstract. An efficient and robust time integration procedure for a high-order discontinuous Galerkin method is introduced for solving unsteady second-order partial differential equations. The time discretization is based on an explicit formulation for the hyperbolic term and an implicit formulation for the parabolic term. The implicit procedure uses a fast iterative algorithm with reduced evaluation cost introduced in [Renac, Marmignon, and Coquel, SIAM J. Sci. Comput., 34, A370-A394, 2012]. The method is here extended to convection dominated flow problems. A second-order discretization in time is achieved by decomposing the integrations of convective and diffusive terms with a splitting method. Numerical examples are presented for the linear convection-diffusion equation in one and two space dimensions. The performance of the present method is seen to be improved in terms of CPU time when compared to a full implicit discretization of the parabolic terms in a wide range of Peclet numbers.
Introduction
Discontinuous Galerkin (DG) methods are high-order finite element discretizations and were introduced for the numerical simulation of the first-order hyperbolic neutron transport equation [10, 11] . The method was later extended to nonlinear convection dominated flow problems with the use of a Runge-Kutta method for the time integration [5, 7] . In recent years, there has been a strong interest for these techniques in the field of computational fluid dynamics, which has led to the introduction of discretization schemes for parabolic and elliptic equations. For more details, the reader is referred to the analysis of existing discretizations for pure elliptic problems [2] , to the overview of recent progress in DG methods for compressible flows [9] , and to references cited therein. The success of these methods lies in their high-order of accuracy and flexibility thanks to their high degree of locality. These properties make the DG method well suited to algorithm parallelization, hp-refinement, unstructured meshes, etc.
However, the association of a DG method to an explicit time discretization leads to a strong restriction on the time step due to the so-called Courant-Friedrichs-Levy (CFL) condition for stability of the numerical scheme [1, 4] . Numerical experiments on the resolution of the linear scalar convection equation have shown that for a DG(p) discretization with polynomials of degree p and a p + 1 Runge-Kutta method of order p + 1, the CFL condition behaves as σ ≤ 1/(2p + 1), where σ = c∆t/h denotes the Courant number with c > 0 the convection velocity, ∆t the time step, and h the element size [7] . This property has been analytically demonstrated for a DG(1) discretization in [6] when using total variation diminishing Runge-Kutta methods from [13] . Moreover, the use of a forward Euler method leads to a prohibitive condition for stability: σ ≤ O(h 1/2 ) [4] . The discretization of the parabolic terms requires an additional stability constraint on the von Neumann number σ/Re h , which becomes more restrictive than the CFL condition for flow regions with small Peclet number Re h = ch/ν, with ν > 0 the diffusion coefficient. In high Reynolds number flows, the large variations in element size required to resolve all the spatial scales make the use of explicit integration techniques prohibitive. On the other hand, the application of fully implicit methods to a system of conservation laws leads to an algebraic system to be solved at each time step. The size of this system is equal to the total number of degrees of freedom (DOFs) of the discrete problem and may become very large for practical applications, such as turbulent flow simulations.
A robust and fast time integration procedure for a semi-implicit formulation of a DG discretization of convection-diffusion equations has been introduced in [12] . The method uses an implicit backward Euler scheme for the viscous terms, while convective terms are treated explicitly. A simplified implicit problem, based on a reduced communication between elements which share a common interface, is used for the resolution of the discrete problem at each time step. This assumption follows from the natural hierarchy of the basis of the discrete function space: the communication between elements is assumed to be dominated by the coupling between DOFs associated to the components of the basis of lowest-order. After solving an implicit problem of reduced size for the low-order DOFs only, a local reconstruction, based on the stencil of the DG discretization, is used for evaluating higher-order DOFs. Numerical experiments on one-dimensional (1D) and two-dimensional (2D) nonlinear convection-diffusion equations have highlighted better performances of the present method in terms of CPU time when compared to a full implicit discretization of the viscous terms. This simplification also keeps the locality, accuracy, and stability properties of the original method. A von Neumann stability analysis carried out in [12] for a linear scalar convection-diffusion equation indicated that necessary conditions for stability of the full and simplified methods for p = 1 read
(1.1)
The first condition corresponds to a restriction on the time step of the form ∆t ≤ 2ν/c 2 , while the second condition makes the implicit-explicit time integration inappropriate for convection dominated flow problems. In the present study, we propose to modify the method introduced in [12] and adapt it to unsteady convection dominated flows in order to remove the stability constraints (1.1). High-order accuracy in time is achieved through a second-order fast explicit-implicit decomposition method based on a Strang splitting [14] . The hyperbolic problem is treated explicitly, while the simplified implicit discretization from [12] is used for the parabolic problem.
Model problem and discretization
The discussion in this paper focuses on the discretization of linear scalar convection-diffusion equations with a DG method. Let Ω ⊂ R d be a bounded domain, where d is the space dimension, and consider the problem
which describes the evolution of the scalar quantity u(x,t) convected in a velocity field c(x) ∈ R d and subject to diffusion modelled by the diffusivity tensor B(x) ∈ R d×d which is assumed to be symmetric and positive definite. The forcing function s(x,t) ∈ L 2 (Ω) represents production or destruction of the quantity u. The problem is supplemented with the initial condition u(·,0) = u 0 (·) in Ω, as well as Dirichlet and
. By n we denote the unit outward normal vector to ∂Ω.
Discontinuous Galerkin formulation.
The aim of the present work is to derive a fast time marching method for the numerical resolution of (2.1) with a DG space discretization. The domain Ω is partitioned into a shape-regular mesh Ω h consisting of N nonoverlapping and nonempty simplicies κ of characteristic size h := min{diam(κ),κ ∈ Ω h }, where diam(κ) is the diameter of the largest ball included in κ. We define the set of interior faces E i and boundary faces E b and further define
The set of boundary faces may be divided into E b = E D ∪ E N consisting of faces of Γ D and Γ N , respectively.
We look for approximate solutions in the function space of discontinuous poly- 
where U l κ are the DOFs in the element κ. The subset (φ 1 ,...,φ Np ) constitutes a hierarchical and orthogonal modal basis of V p h restricted onto a given element and
In this work, we will use Legendre polynomials as basis in one dimension and the Dubiner basis [8] in two dimensions.
The second method of Bassi and coworkers uses lifting operators to account for discontinuity of the numerical solution across interfaces when evaluating its gradient [3] . The face-based formulation of this discretization for problem (2.1) reads:
Hereafter, we will use the notations {v h } = (v
h , which denote the average and jump operators defined for a given interface e. Here, v 
where n denotes the unit outward normal vector to the element κ + (see figure 2.1). We use a standard upwind discretization flux as numerical convective flux: h c (u 
; see for instance [7] . The bilinear and linear forms in (2.3) are defined by
and
The so-called global lifting operator R h is weakly defined as the sum of local lifting operators r [3] for further details on this method.
Time discretization.
The semi-discrete equation (2.3) is discretized in time by means of a second-order Strang splitting method [14] . Introducing a time step ∆t and defining t (n) = n∆t, the solution is advanced in time in three substeps on the interval (t (n) ,t (n+1) ]. First, the hyperbolic problem is solved for u c h on the time
:
with initial condition u
. Then, the parabolic problem with source term is solved for u v h on the time interval (t (n) ,t (n) + ∆t] : 
We use a Heun's method for the time discretization of hyperbolic problems (2.7) and (2.9). For example, for (2.7) we apply
with U the vector of DOFs, L c (U) the residual vector defined by the discrete form (2.4), and where M denotes the diagonal mass matrix. The method (2.10) is explicit and formally second-order accurate in time [13] . Problem (2.8) is discretized in time with an implicit second-order Crank-Nicolson method and reduces to the following linear system:
and L s the residual vectors defined by the discrete forms (2.5) and (2.6). The so-called implicit matrix is defined by A =
and is an asymmetric real matrix of size N × N p since L v is. We use a preconditioned biconjugate gradient method for solving the linear system (2.11) at each time step. The inversion cost of A may become prohibitive in practical applications where N is large and where accuracy is looked for. To circumvent this shortcoming, we propose the use of the modification of the implicit problem (2.11) introduced in [12] for simplifying its resolution. The method consists in reducing the coupling between DOFs in adjacent elements, thereby allowing the resolution of an implicit problem of lower size. For that purpose, let p s be a user-defined integer that separates low-order DOFs associated to components of degree 0 ≤ q ≤ p s in the functional basis and high-order DOFs p s < q ≤ p. The simplified method is a two-steps algorithm: first, an implicit problem is solved for the low-order DOFs only, then higher-order DOFs are locally reconstructed. This method simplifies the task of solving the algebraic system. The reader is referred to [12] for more details on the method. In the following, the discrete problem with the full implicit method (2.11) will be referred to as the FULL method, and the simplified implicit method from [12] will be referred to as the SIMPp s method. We now compare the properties and performances of both methods in the next sections.
von Neumann analysis
A von Neumann analysis is here performed in order to derive practical stability constraints on the numerical scheme parameters. For the sake of simplicity, we consider the 1D linear convection-diffusion equation
with ν > 0, c > 0, and a periodic boundary condition u(0,·) = u(1,·). Equation (3.1) admits Fourier modes of the form u(x,t) = e i(kx−ωt) as exact solutions, where k is the prescribed real wavenumber and ω is the corresponding complex frequency satisfying the dispersion relation ω = kc − iνk 2 with i 2 = −1. A similar decomposition is performed for the numerical solution u h . The domain is first divided into regular elements of size h. Introducing the reduced wavenumber θ = kh, the condition for stability that any error should remain uniformly bounded for n → ∞ at fixed time step ∆t can be written as ρ(G) ≤ 1 for all θ in (−π,π], where ρ(G) denotes the spectral radius of the amplification matrix between times t (n) and t (n+1) . Details on the derivation of the amplification matrices of both methods are given in Appendix A.
The eigenspectra of amplification matrices for numerical schemes of the FULL and SIMP0 methods are plotted in figures 3.1 and 3.2 for p = 1 and p = 2, respectively. Results are obtained for different values of the Courant and Peclet numbers. We note that the amplification matrix has multiple eigenvalues corresponding to multiple DOFs per element. Both methods present the same stability properties. Indeed, a stability analysis in the low wavenumber limit θ = 0 shows that a necessary condition for stability of both methods for p = 1 reads
In the convective limit Re h → ∞, one recovers the condition σ ≤ 2/3 for stability of the DG(1) discretization with a Heun's method (2.10) on half a time step [6] . Moreover, equation 3.2 clearly shows that the SIMP0 method does not alter the spectral properties of the numerical scheme in contrast to what was observed in the limit Re h ≪ 1 [12] .
Numerical experiments
In this section we present numerical experiments in one and two dimensions to illustrate the performances of the simplification of the implicit time discretization.
One-dimensional unsteady convection-diffusion equation.
In this example we let Ω = [0,1] and consider the following problem:
with periodic boundary conditions, c = 1, and ν > 0. The exact solution reads u(x,t) = sin(2π(x − ct))e Table 4 .1 presents the L 2 -and L ∞ -norms of the error e h ≡ u − u h as a function of the nondimensional time step σ. To isolate the temporal convergence behaviour as much as possible, effects of spatial discretization errors are minimized by using a sufficiently refined mesh with N = 640 elements and a high polynomial degree p = 3. As expected, both schemes achieve optimal convergence e h 2 ∼ σ 2 as σ tends to zero. Moreover, error levels are identical between both methods indicating that the implicit simplification does not alter the error of the numerical scheme. This property was seen to hold for all experiments presented throughout this study so that the SIMP method may be used for the resolution of unsteady flow problems. The accuracy of the method under space refinement is investigated in table 4.2 for polynomial degrees 1 ≤ p ≤ 5. Here again, we use Courant number values sufficiently small to isolate the space discretization error. These values lie in the range 10 −5 ≤ σ ≤ 0.6 for results shown in table 4.2. The L 2 -norm of the error is seen to behave as e h 2 ∼ h p+1 in agreement with previous theoretical studies [2, 12] and results are again identical between both methods.
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Results are given in table 4.3. The value of p s that separates low-and high-order DOFs is the lowest allowing to recover the same error levels as the FULL method. This choice ensures that a fair comparison between CPU time for all configurations can be made. We note a slight increase of the speedup values as p is increased in agreement with previous experiments for low Peclet number flows Re h ≤ 1 [12] . Speedups were nevertheless seen to reach larger values in the limit Re h ≪ 1 with the previous method. However, the present method allows CPU time savings on a wide range of Peclet numbers and speedups are almost independent of Re h .
Two-dimensional unsteady convection-diffusion equation.
In this second example, we consider the following problem with periodic boundary conditions in Ω = [0,1] 2 : with longitudinal advection c = (1,0) ⊤ and a diffusion tensor of the form B(x) = ν 4 (3 + cosπy)I with ν > 0. The initial condition is a Gaussian pulse with R = 1/7 and we choose s such that the exact solution of (4.3) reads u(x,t) =
⊤ . For the space discretization, we use partitions of the domain built from uniform grids of m-by-m squares split into a total of N = 2m 2 isosceles triangles. Table 4 .4 presents the speedup values obtained when varying the polynomial degree, the Peclet number value, and the number of elements. Some results are qualitatively similar to those obtained with the 1D problem in § 4.1. The simplified method keeps the accuracy of the numerical scheme and the efficiency of the SIMP method increases with p. Likewise, the speedup is seen to be almost independent of the mesh size and to slightly decrease with Re h . However, we note that the speedup values are larger than those obtained in the 1D problem and allow significant CPU time savings. Indeed, the computational cost of the SIMP method has been shown to be less expensive than the FULL method by a theoretical asymptotic factor (
Concluding remarks
An efficient and robust time integration procedure has been successfully applied to linear unsteady convection-diffusion equations. We have used an explicit-implicit time discretization in which the convective term is treated explicitly and the diffusive term implicitly. Integration in time is achieved by applying a Strang splitting method. For the implicit integration we use an iterative algorithm with the simplified method introduced in [12] and extend it to convection dominated flows. The original method is indeed limited by stability constraints (1.1) for p = 1. The use of a splitting in time of integrations of convective and diffusive terms allows to remove the second condition in (1.1). When using a second-order accurate integration in time, the first condition in (1.1) is seen to be converted into a constraint on the CFL similar to what was obtained in the limit of pure convection in [6] . A von Neumann analysis shows that the simplification does not alter the stability properties of the numerical scheme for polynomial degrees p ≤ 2 and numerical experiments support this analysis for larger p values. In terms of CPU time, numerical experiments on 1D and 2D problems demonstrate an acceleration of convergence of the numerical solution over a wide range of polynomial degree, mesh size, and Peclet number. The method becomes faster for large number of elements and high polynomial degree. Moreover, it allows significant speedups for 2D problems, thereby confirming that the method is well suited to large-scale problems. 
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We refer to [12] for further details on the derivation of N ⋆ v for the SIMP method for higher values of p.
