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Abstract—Unlabeled sensing is a linear inverse problem where
the measurements are scrambled with an unknown permutation
resulting in a loss of correspondence to the measurement matrix.
In this paper, we consider a special case of the unlabeled sensing
problem where we restrict the class of permutations to be
local and allow for multiple views. This setting is motivated
via some practical problems. In this setting, we consider a
regime where none of the previous results and algorithms are
applicable and provide a computationally efficient algorithm
that creatively exploits the machinery of graph alignment and
Gromov-Wasserstein alignment, leveraging the multiple views to
estimate the local permutations. Simulation results are provided
on synthetic data sets, which indicate that the proposed method
is scalable and is applicable to noisy and challenging regimes
within the unlabeled sensing set-up.
Keywords—Unlabeled Sensing, Multi-view, Gromov-Wasserstein
Alignment, Graph Matching
I. INTRODUCTION
Motivated by several practical problems such as sampling
in the presence of clock jitter, mobile sensor networks, and
multiple target tracking in radar, the problem of unlabeled
sensing was first considered in [1] where information theoretic
results were derived for identification of unknown signal under
linear measurements when the measurement correspondence is
lost. Several generalizations of the set-up as well as specific
cases have been considered in [2]–[13]. Relation to these works
is detailed in section II-B.
A. Our contributions
Our main contributions can be summarized as follows.
• Motivated by several applications (see Section II-A) we
analyze a novel permutation model that we refer to as
the r-local model in (see Def. 1, Section II).
• For this model we propose an algorithm that creatively
exploits the machinery of Graph Alignment/Gromov-
Wasserstein (GW) to resolve the local permutations via
multiple views. In contrast to many existing methods,
the proposed algorithm is applicable to high dimensions
and is shown to be robust to additive noise.
• One of the main conclusions of this paper is that for
the r-local model, multiple views significantly help in
signal and permutation recovery.
A very restrictive version of the r-local model was considered
in [11] and the set-up that we consider here significantly
expands upon the set-up therein. Further our algorithm is
applicable to more general and challenging regimes than the
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one considered in [11]. We make these arguments precise in
Sections II-B and II-D, where we also discuss relation to other
related work.
The rest of the paper is organized as follows: In Section II
we present the main formulation and discuss applications to
which, the proposed model applies. We provide a comprehen-
sive literature survey in Section II-B, adequately contrasting
our set-up and approach. In section III, we outline in detail
our proposed algorithm. In section IV, we provide detailed
simulation results. We conclude in Section V with the main
findings of the paper.
II. PROBLEM FORMULATION
Fig. 1: Left: The sparse permutation with r-local structure
considered in [11], r = 20. A permutation is sparse [10] if it
has a small number of off diagonal elements. Right: 20-local
permutation without sparsity.
The problem is to estimate the unknown signal, X ∈ Rd×m,
from the views, Y ∈ Rn×m, such that
Y = ΠrBX + N, (1)
where B ∈ Rn×d is the known measurement matrix, N ∈
Rn×m is additive noise with each entry being IID N (0, σ2),
and Πr is an r-local permutation, as defined below:
Definition 1: Permutation Πr is r-local, i.e. Πr ∈ Πr, if it
is composed of n/r blocks along the diagonal, with each
block being a permutation matrix of size r × r. That is,
Πr = diag
(
pi1, · · · ,pin/r
)
where pi is an r × r permutation
matrix.
Fig.1 shows examples of r-local permutations, where r = 20.
A. Applications that fall under the proposed model
While there may be several applications that can fall under the
proposed model, here we outline (a) sampling in the presence
of timing jitter and (b) communication over identity aware
wireless networks.
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2Consider samples, y(i) = x(iT ) of analog signal x(t). Jittered
sampling [14], i.e. y(i) = x(iT + Tskew), in interleaved
ADC systems [15] scrambles the order of the r samples
output at each cycle. Fig. 2 shows a motivating example.
Communication over identity aware wireless networks [16]
requires that each of the n sensors in a network, in addition
to transmitting its measurement, yᵀi = b
ᵀ
i X, also transmit the
associated index, i as an identifying header. The r-local model
we propose allows r nodes in the network to share the same
index, thereby reducing the fraction of the bandwidth allocated
to the header.
B. Relation to existing work
The problem of unlabeled sensing has received considerable
attention, as in addition to the fully shuffled case, several
variants with structure on either X and/or Π have been studied.
For the single view case and without any extra structure on Π
or on x, [4] formulates signal recovery as the root finding
problem of symmetric polynomials with degree d!, whereas
[2] treats Π as a hidden variable and subsequently maximizes
a lower bound on the likelihood of the observation, y. [3]
generalizes the dynamic programming algorithm proposed first
in [17] for an ordered selection to the fully shuffled case. In [7]
an algorithm based on lattice reduction was proposed under the
case when x is assumed to be fixed and Π is randomly picked.
The proposed algorithm is mainly for analysis purposes and
not intended as a practical method. [8] considers sparse x and
proposes an efficient branch and bound method to search over
the set of permutations.
For the multiview case, which is the subject of the present pa-
per, the Levsort algorithm in [9] recovers the unknown permu-
tation by aligning the d-dimensional subspaces, UY ,UB ⊂ Rn
corresponding to the measurements and the columns of B
respectively. However, this algorithm is sensitive to additive
noise. In [10], another structure on Π is considered for
the multi-view setting, namely that the number of shuffled
elements is much smaller compared to n. By observing that
the inliers lie in the span of a lower d-dim subspace while the
outliers do not, the authors in [10] consider a sparse subspace
clustering [18] approach. For the same model proposed in [10],
namely sparse Π, [6], [13] proposed `1 constrained robust
regression formulations based on the insight that enforcing
sparsity on X explains the matched measurements while
ignoring the mismatches as noise. In addition to assuming
structure on the unknown permutation, Π, previous techniques
are applicable when dimension d is small [3], [4] and require
a high oversampling factor (n d). [9]–[11] require number
of views, m equal to dimension, d. By contrast, we consider
recovery under a more challenging regime i.e. with n scaling
moderately with d, a small number of views, m < d, and ad-
ditive measurement noise i.e. σ2 > 0. We note here that unlike
[12], we do not decrease variance, σ2 as the number of views
m is increased i.e. for X ∈ Rd×m we let σ2 = ‖BX‖2n·SNR whereas
σ2[12] =
1
m·‖X‖2·SNR . As defined in [12], for a constant SNR,
σ2 decreases with increasing m. Finally, the block diagonal
permutation structure we consider has also been discussed in
[11] but with the following additional assumptions: (a) The
data, X ∈ Rd×d is orthogonal, i.e. X>X = I; (b) The number
of views, m = d (c) The unknown block diagonal permutation,
Πr is also assumed to be sparse there, in contrast to our
model. As shown in II-D, the assumptions in [11] render it
a simpler instantiation of the graph alignment problem than
the one considered in this paper.
C. Notation
Let bᵀi (y
ᵀ
i ) ∀ i ∈ [n] denote the rows (measurement vec-
tors/measurements) of the matrix B ∈ Rn×d i.e. Bᵀ =
[bᵀ1 |, · · · , | bᵀn]. Let yj denote the columns (views) of the
matrix, Y ∈ Rn×m i.e. Y = [y1 | · · · | ym]. Let
Bk ∈ Rr×d ∀k ∈ [n/r] denote blocks of B i.e. Bᵀ =[
Bᵀ1 | · · · | Bᵀn/r
]
. Let P,Q,K denote the sets of indices of
measurement vectors (rows of B), measurements (rows of Y)
and n/r blocks respectively i.e. P = Q = {1, · · · , n},K =
{1, · · · , n/r}. Let kr = {(k − 1)r + 1, · · · , kr}. 1i ∈ Rn
denotes the vector with entries at indices {(i−1)r+1, · · · , ir}
equal to 1, and the rest 0. 1r ∈ Rr denotes the r-dimensional
vector of all ones. Finally, Πr(i) returns the index of the
corresponding non zero element in row i of Πr
D. Proposed Approach
Given permuted observations Y, sensing matrix B, we esti-
mate the unknown permutation Π by aligning the covariance
YˆYˆᵀ with YYᵀ:
Π̂ ∈ argmin
Π∈Π
‖YYᵀ − ŶŶᵀ‖2 (2)
where Yˆ = BXˆ. Unlike graph matching problems [19],
where the source and target covariances are known, the
source covaraince Yˆ in (2) has to be estimated as X is
not known. For orthogonal X i.e. XXᵀ = I, considered in
[11], YˆYˆᵀ = BBᵀ, reducing (2) to an alignment between
known covaraiances BBᵀ,YYᵀ. We alternate minimization
for Πˆ, Xˆ, noting however that minimizing (2) over the set of
permutations, Π is NP-hard [5], [7], we estimate Πˆ via a 1-D
sort:
xˆ
(t)
j = B
†(yˆ(t)j ) ∀ j ∈ [m] (3a)
yˆ
(t+1)
j = arg min
Πˆ(t)∈Π
‖yj − Π̂(t) (Bxˆ(t)j )︸ ︷︷ ︸
yˆ
(t)
j
‖2 (3b)
As shown in [?], (3b) is a sliced approximation of the Gromov-
Wasserstein cost between covariances Yˆ(t)Yˆ(t)
ᵀ
and YYᵀ
with yˆ(t)j ,yj being 1-d projections of the m-dimensional
measures Yˆ(t),Y respectively. After iterating (3), we let
Yˆ = [yˆ
(t)
1 | · · · | yˆ(t)m ] and use the Gromov Wasserstein graph
matching algorithm [20], [21] to align YˆYˆᵀ with YYᵀ:
Π̂ ∈ argmin
Π∈Π
GW (ŶŶᵀ,YYᵀ) (4)
In section III, we explain the proposed algorithm in detail
and specialize it to the r-local model, followed by simulation
results, focusing particularly on quantifying signal/permutation
3(a) (b) (c)
Fig. 2: Left. Interleaved ADC sampling scheme of order 4. At each clock cycle T, 4 samples, y(i) of input signal, x(t) are
output as y(i) = x(i · (T/4)) ∀ i ∈ [4]. Middle. Red: Jittered Sampling, Jittered samples y(i) = x(i · (T/4) + Tskew). Black:
Ideal samples, without skew, at time indices, ti = i · (T/4). Right. Unlabeled Sampling, Correspondence within each cycle
(Green,Blue) of r samples, y1,y2 is lost: y1 = x(pi1(i) · (T/4)) , y2 = x(pi2(i) · (T/4)).
Paper Model
(
Π | Xd×m | σ2
)
Approach
[2] Π ∈ Π | m = 1 | σ2 > 0 Likelihood Maximization
[3] Π ∈ Π | m = 1 | σ2 > 0 Dynamic Programming
[4] Π ∈ Π | m = 1 | σ2 > 0 Symmetric Polynomials
[5] Π ∈ Π | d = 1,m = 1 | σ2 > 0 One Dimensional Sorting
[6] Π ∈ Πo | m = 1 | σ2 > 0 Convex Relaxation
[7] Π ∈ Π | m = 1, fixed x | σ2 = 0 Lattice Reduction
[8] Π ∈ Π | m = 1, sparse x | σ2 = 0 Branch and Bound
[9] Π ∈ Π | m = d | σ2 = 0 Subspace Matching
[10] Π ∈ Πo | m = d | σ2 > 0 Subspace Clustering
[11] Π ∈ Πo ∩ Πr | m = d,XXᵀ = I | σ2 > 0 Orthogonal Least Squares
[12] Π ∈ Π | m > d | σ2 > 0 Convex Relaxation
[13] Π ∈ Πo | m > 1 | σ2 > 0 Convex Relaxation
This paper Π ∈ Πr | m > 1 | σ2 > 0 Graph Matching
TABLE I: Summary of Existing Works. Π denotes the general set of permutations. Πo denotes sparse permutations. Πr, considered
in this paper, is the set of r-local permutations.
recovery under an increasing number of views, m, in section
IV.
III. ALGORITHM
Given sensing matrix B, locally permuted observations Y
and radius r, we sum r measurement vectors in B and the
corresponding permuted measurements in Y:
pi1B1X = Y1 =⇒ 1ᵀrpi1B1︸ ︷︷ ︸
b˜ᵀ1
X = 1ᵀrY1︸ ︷︷ ︸
y˜ᵀ1
pi2B2X = Y2 =⇒ 1ᵀrpi2B2︸ ︷︷ ︸
b˜ᵀ2
X = 1ᵀrY2︸ ︷︷ ︸
y˜ᵀ2
...
...
pin/rBn/rX = Yn/r =⇒ 1ᵀrpin/rBn/r︸ ︷︷ ︸
b˜ᵀ
n/r
X = 1ᵀrYn/r︸ ︷︷ ︸
y˜ᵀ
n/r
to form the collapsed system:[
B˜ Y˜
] ∈ R(n/r)×m (5)
While the permuted linear system of equations (L.S.E.)
[ ΠB Y ] ∈ Rn has n > d permuted measurements, the
collapsed L.S.E.
[
B˜ Y˜
] ∈ Rn/r is under determined with
n/r < d measurements. We consider recovery of X,Π in the
case . := d− n/r > 0.
In stage-A of 2-stage algorithm Depermute, Algo.1, we con-
sider:
Π̂r, xˆ ∈ arg min
Rd,Πr
‖y −ΠBx‖2 (6)
and alternate minimization between Π,x via the following
iterations:
yˆ(t+1) = B
B˜(t)† y˜(t)︸ ︷︷ ︸
xˆ(t)
 (7a)
4Algorithm 1 De-permute
Input: Radius r ∈ R,B ∈ Rn×d,Y ∈ Rn×m
Output: Xˆ, Πˆr
// Collapse to
[
B˜(1) Y˜(1)
] ∈ Rn/r
1: b˜ᵀ
(1)
i ← 1ᵀi B , y˜ᵀ
(1)
i ← 1ᵀi Y ∀i ∈ [n/r]
// Stage-A
2: for j ∈ 1, · · · ,m do
3: P(1) ← {1, · · · , n} , Q(1) ← {1, · · · , n}
4: K(1) ← {1, · · · , n/r}
5: for t ∈ 1 · · · d− n/r do
6: yˆ
(t)
j ← B
(
B˜(t)
†
y˜
(t)
j
)
7: for k ∈ K(t) do
8: Pk ← sort
(
yˆj , kr ∩ P(t)
)
9: Qk ← sort
(
yj , kr ∩Q(t)
)
10:
(pk, qk) ∈ arg min
(p∈Pk,q∈Qk)
∥∥∥∥∥∥yj −B
[
B˜(t)
bᵀp
]† [
y˜
(t)
j
yj(q)
]∥∥∥∥∥∥
2
11: end for
12: k∗ ∈ arg min
(pk,qk)
∥∥∥∥∥∥yj −B
[
B˜(t)
bᵀpk
]† [
y˜
(t)
j
yj(qk)
]∥∥∥∥∥∥
2
13: P(t+1) ← P(t) \ pk∗ , Q(t+1) ← Q(t) \ qk∗
14: if (k∗r ∩ Pk == 1) K(t+1) ← K(t) \ k∗ end if
15: B˜(t+1) ←
[
B˜(t)
bᵀ
p∗
]
, y˜
(t+1)
i ←
[
y˜(t)
yj(q∗)
]
16: end for
17: yˆj ← B
(
B˜(t)
†
y˜
(t)
j
)
18: end for
// Stage-B
19: pˆiᵀk ← GW
(
ŶkŶ
ᵀ
k ,YY
ᵀ
)
∀k ∈ [n/r]
20: Π̂r = diag
(
pi1, · · · ,pin/r
)
21: X̂ = B†
(
Πˆ
ᵀ
Y
)
B˜(t+1) =
[
B˜(t)
bᵀp∗
]
y˜(t+1) =
[
y˜(t)
y(q∗)
]
(7b)
Initializing B˜(1), Y˜(1) from (5), for each view (column of Y˜,
i.e. y˜j), we perform d − n/r iterations of (7) to augment
the under-determined system to full-rank. (7b) minimizes
over Π as selecting indices p∗, q∗ such that bᵀp∗x = y(q
∗)
augments the collapsed system, (5) with an un-permuted
measurement/vector pair, i.e. Πr(q) = p. In addition to
incorporating the r-local model in initializing (7), the selection
criteria for indices (p∗, q∗) also leverages the r-local structure
of the unknown permutation by restricting the search for the
measurement yq , corresponding to vector bᵀp , to the set of r
indices kr = {(k− 1)r+1, · · · , kr} in block k. Furthermore,
within each block k, we sort yˆ(t)(y) over a subset of feasible
indices, kr ∩ Pk (kr ∩Qk):
Pk ← sort (yˆ, kr ∩ Pk) Qk ← sort (y, kr ∩Qk)
Corresponding to each block k, a pair of indices (pk, qk) is
selected such that the residue, ‖y − yˆ(t+1)‖2:
(pk, qk) ∈ arg min
(p∈Pk,q∈Qk)
∥∥∥∥y −B
[
B˜(t)
bᵀp
]† [
y˜(t)
y(q)
]
︸ ︷︷ ︸
yˆt+1
∥∥∥∥
2
Indices (p∗, q∗) are then selected as the residue minimizing
pair across all blocks:
(p∗, q∗) ∈ arg min
(pk,qk)
∥∥∥∥y −B
[
B˜(t)
bᵀpk
]† [
y˜(t)
y(qk)
] ∥∥∥∥
2
For iteration t+ 1, we exclude the indices p∗, q∗ from the set
of feasible indices P,Q:
P(t+1) ← P(t) \ p∗ , Q(t+1) ← Q(t) \ q∗
We also exclude the indices kr if block k has only one
unmatched measurement/vector. This follows from noting that
with r − 1 measurements assigned to their corresponding
vectors, the rth assignment is implicit over the remaining
measurement vector pair.
Letting Yˆ = BXˆ(d−n/r), in stage-B, we use the Gromov-
Wasserstein graph matching algorithm to align the covariance
blocks YˆkYˆ
ᵀ
k with YkY
ᵀ
k :
pˆiᵀk = GW
(
ŶkŶ
ᵀ
k ,YkY
ᵀ
k
)
∀k ∈ [n/r]
Note that the GW algorithm outputs a soft coupling, Γˆk; we
threshold Γˆk to obtain permutation Πˆk. We estimate Πˆr as:
Π̂r = diag
(
pi1, · · · ,pin/r
)
Xˆ is then given as:
X̂ = B†
(
Π̂
ᵀ
r
Y
)
IV. RESULTS
We evaluate the performance of the estimators, Πˆr, Xˆ as
a function of the problem parameters, d, n,m, r and . :=
d−n/r. . > 0 corresponds to the collapsed system, (5) being
under-determined with n/r < d measurements. For example,
for d = 64, . = 16, n/r = d − . = 48. We plot the frac-
tional mismatch, dH(Πr, Πˆr)/n, where dH(Πr, Πˆr) is the
Hamming distance between permutations Πr, Πˆr, and the nor-
malized mean square error (M.S.E.): ‖X− Xˆ‖2/(md). Fig. 3a
also plots the expected value of the distortion, E[dH(Πr, Πˆr)]
where block Πˆk is picked with uniform probability 1/(r!)
from the set of r × r permutations.
Fractional Mismatch: From Fig. 3a, we observe that dH
increases with increasing . for all m, r. This is a consequence
of (5) becoming increasingly under-determined as . increases.
We observe from Figs. 3a,3b, that, unlike the m = 1 or
m = r case, recovery from m = 3r or m = 5r views
does not deteriorate significantly as r increases. This suggests
that despite higher r, access to a more views allows a near
5(a)
(b) (c) (d)
Fig. 3: X ∈ Rd×m,Y ∈ Rn×m,Πr ∈ Πr. Top: d = 64 . Fig. 3a plots for . ∈ {8, 12, 16}, m ∈ {1, r, 3r} the mismatch fraction,
dH(Πr, Πˆr)/n against radius r. Bottom: d = 100. Fig. 3b plots dH/n for m ∈ {r, 5r}. For m = 5r, the standard error, over
25 repetitions, is also shown as a box-plot. Fig. 3c plots the normalized mean square error in Xˆ against r for fixed . = 25. Fig.
3d displays the M.S.E. on a 4× 4 grid of r × . ∈ {4, 6, 8, 10} × {10, 15, 20, 25}.
constant rate of recovery. Improved performance under larger
m follows from better covaraince estimates YˆYˆᵀ,YYᵀ in (4),
as multiple views offset the effect of additive noise [9], [10],
[12].
Mean Square Error: The mean square error in Xˆ varies
similarly to the Hamming distortion in Πˆ i.e. for a fixed
value of ., the error decreases with increasing number of
views, Fig. 3c, and for a fixed m, the M.S.E. increases with
., Fig. 3d. The similar trends in Πˆ, Xˆ are expected as a good
permutation estimate Πˆ implies small mean square error and
a bad permutation estimate implies a large mean square error.
V. CONCLUSION
In this paper, we consider a novel variant of the unlabeled
sensing problem, namely the r-local model, and propose
a graph matching algorithm that resolves the permutations
locally. The algorithm is robust under a challenging regime:
• a low oversampling factor n/d
• in additive noise
• a small number of views (m < d)
Simulations further show that the algorithm is able to exploit
multiple views for improved recovery.
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