Abstract-In this paper, we present an application of symbolic data processing for the design of virtual character's smiling facial expressions. A collected database of virtual character's smiles directly created by users has been explored using symbolic data analysis methods. An unsupervised analysis has enabled us to identify the morphological and dynamic characteristics of different types of smiles as well as of combinations of smiles. Based on the symbolic data analysis, to generate different smiling faces, we have developed procedures to automatically reconstitute smiling virtual faces from a point in a multidimensional space corresponding to a principal component analysis plane.
the characteristics of the smile itself and of other elements of the face that are displayed with the smile.
In this paper, we present research work that is aimed at creating a repertoire of smiles to give the capability to an ECA to express different types of smiles during an interaction with a user. The existing methods to construct repertoires of virtual characters' facial expressions are presented in Section II. In our approach, to identify the facial expressions associated with different smiles, a corpus of virtual character's smiles directly created by users (presented in Section III) has been analyzed with descriptive methods of symbolic analysis (Section IV). An unsupervised analysis of the data has enabled us to identify types and combinations of smiles (Section V). Based on this analysis, procedures have been proposed to automatically generate different smiles continuously in a principal component analysis (PCA) plane (Section VI). We conclude with Section VII.
II. STATE-OF-THE-ART
Symbolic data processing has been used in several application domains. Indeed, people are not only interested in the study of individuals but also in the identification of classes of individuals. Symbolic data analysis has been used for instance for recommendations in marketing [7] , for medical applications [8] , in biology to study pigs illnesses [9] , in text mining [10] , etc. However, as far as we know, symbolic data analysis methods have never been explored for virtual character's facial expressions synthesis.
In the domain of virtual characters, several computational models have been proposed to give the capability to virtual characters to display emotions or feelings, in particular through their facial expressions [11] , [12] . Indeed, evaluation studies have shown that virtual characters expressing emotions enhance human-machine interaction [13] , [14] .
A facial expression arises from muscular contractions. To animate the facial expression of a virtual character, both morphological and dynamic characteristics of the virtual face should be considered. To give the capability to a virtual character to express through its face particular emotional states and communicative intentions, the latter should be endowed with a lexicon, i.e., a dictionary of facial expressions linking morphological and dynamic characteristics of the face to specific meanings. To create a repertoire of a virtual character's facial expressions, the method that is commonly used consists of exploiting the empirical and theoretical studies in psychology that have highlighted the morphological and 2168-2267 c 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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dynamic characteristics of human's facial expressions. In particular, most of the computational models are based on the "big six" theory of Ekman and Friesen [15] describing the facial expressions associated with six emotions (happy, fear, anger, surprise, disgust, and sadness). To allow virtual characters to display a large number of emotional expressions, a dimensional approach was also proposed [16] . In the dimensional models, a new expression is often created by applying some arithmetical operations, such as linear interpolation, on numerical definitions of discrete emotions placed in a multidimensional space.
In this paper, we adopt a dimensional approach to create a repertoire of virtual character's expressions. However, the proposed method differs from existing models on different points. First of all, in the existing dimensional models, each facial expression is represented by a vector of continuous values. In this paper, we represent a facial expression by discrete variables. Indeed, in the literature in human and social sciences [15] , [17] - [19] , the characteristics of emotional facial expressions, and in particular of smiling facial expressions, are not generally described with precise intensity of the muscles contractions. Consequently, in our model, the facial expressions are represented by discrete variables (with values such as "high" and "low"). In this context, the symbolic data analysis offers methods particularly suitable to such data. Moreover, contrary to most of computational models, we do not focus on emotions but on the specific signal of smiles.
Last but not least, to collect data, we adopt a particular method in which the users directly created the virtual character's smiles. This method has several advantages. First, it considers directly the user's perception of the virtual character instead of replicating findings of human's nonverbal behavior on virtual characters. Moreover, a corpus of virtual character's facial expressions avoids the problem of acted human's expressions (not necessarily similar to spontaneous expressions) or the difficulty to collect spontaneous expressions (i.e., to induce the emotional state to the actor). Second, this method may generate one-to-many correspondences between socio-emotional states and facial expressions: the virtual characters have not one unique smile but may display several smiles to express a same state. The platform to collect the virtual agent's smiles is described in more detail in the next section.
III. VIRTUAL SMILING FACES DATABASE
To construct a database of smiling virtual faces, a first problem consists of identifying how to represent the different smiles and their characteristics.
The most common type of smile is the amused smile (also called felt or Duchenne smile). Another type, which is often thought of as the amused smile's opposite is the polite smile (also called non-Duchenne, false, social smile). A specific smile appears in the facial expression of embarrassment [17] . In this paper, we focus on the smiles of amusement, politeness, and embarrassment. These smiles have the advantage to have been explored in the human and social sciences literature both from the encoder point of view (from the point of view of the person who smiles) [17] , [18] and from the decoder point of view (from the point of view of the one who perceived the smile) [19] .
The amused, polite, and embarrassed smiles are distinguishable by their distinct morphological and dynamic characteristics. Although no consensus exists on the morphological and dynamic characteristics of these smiles, the researchers in human and social sciences generally agree on the characteristics to consider to describe the different smiles: 1) the amplitude of the smile; 2) its duration; 3) the openness of the mouth; 4) the symmetry of the lip corner; 5) the tension of the lips; 6) the velocity of the onset and offset of the smile; and 7) the cheek raising [17] , [18] .
In order to identify the morphological and dynamic characteristics of the amused, polite, and embarrassed smiles of a virtual character, we have proposed a user-perceptive approach: we have created a Web application that enables a user to easily create different types of smiles on a virtual character's face (Fig. 1 ). Through radio buttons on an interface, the user could generate any smile by choosing a combination of seven parameters (amplitude of smile, duration of the smile, mouth opening, symmetry of the lip corner, lip press, the velocity of the onset and offset of the smile, and cheek raising). We have considered two or three discrete values for each of these parameters (for instance, small or large for the amplitude of the smile). When the user changes the value of one of the parameters, the corresponding video of a virtual character smiling is automatically played. The user was instructed to create one animation for each type of smile. The user had to indicate his satisfaction related to the smile he has created (through a Likert scale of seven points). As described in the following, this value of satisfaction has been used to oversample the data.
Three hundred and forty-eight participants (with 195 females) with a mean age of 30 years have created smiles. We then collected 1044 descriptions of smiles: 348 descriptions for each smile type (amused, polite, and embarrassed). On average, the participants were satisfied by the created smiles (5.28 on a Likert scale of seven points) 1 (for more details on the collected smiles, see [20] ). The user indicated a level of satisfaction for each created smile (a level that varied between 1 and 7). The level of satisfaction was used to oversample the data with the assumption that smiles with a high level of satisfaction were more reliable than smiles with a low level. To give a higher weight to the smiles with a high level of satisfaction, we did oversampling 2 such as: each created smile was duplicated n times, where n is the level of satisfaction associated with this smile. So, a smile with a level of satisfaction of 7 is duplicated seven times whereas a smile with a level of satisfaction of 1 is not duplicated. The resulting data set is composed of 5517 descriptions of smiles: 1) 2057 amused; 2) 1675 polite; and 3) 1785 embarrassed smiles.
Finally, in the database, each created smile is represented by nine variables.
1) An identification number (ID ∈ [1, 5517]).
2) A smile type (TYPE ∈ {amused, polite, embarrassed}).
3) The size of the smile (SMILE_SIZE ∈ {small, large}).
4) The openness of the mouth (MOUTH_OPEN ∈ {open, close}). 5) The symmetry of the smile (SMILE_SYMETRIE ∈ {sym., asym}). 6) The lips tension (LIPS_TENSION ∈ {no-tension, tension}). 7) The cheek raising (SMILE_AU6 ∈ {no − AU6, AU6}). 8) The onset and offset of the smile (SMILE_ONOFFSET ∈ {short, medium, long}). 9) The total duration of the smile (SMILE_DURATION ∈ {short, long}). The discrete values of the variables correspond to those indicated by the user in the application of smile creation (Fig. 1) . 2 Note that an undersampling could be also applied by not considering smiles with a low level of satisfaction. We have given priority to oversampling to have the maximum of smile descriptions to model the variability of smile expressions. To analyze the data, the variables have been handled as symbolic variables corresponding to diagram of frequencies of the discrete values (i.e., the modalities). In the next section, we describe more precisely the database with symbolic analysis methods.
IV. SYMBOLIC ANALYSIS OF POLITE, EMBARRASSED,
AND AMUSED SMILES A symbolic analysis [21] - [24] is based on a characterization of each class by the variations of the variables describing the class. For qualitative variables, the variation is represented through a diagram of the frequencies, corresponding to "symbolic data." In our context, the symbolic data are represented by the diagram of frequencies of the values of each variable describing a smile (the smile type, the openness of the smile, its size, the symmetry of the smile, the lips tension, the cheek raising, the onset and offset of the smile, and the total duration of the smile). In the next paragraph, we describe the symbolic data.
A. Frequencies of the Smiles' Characteristics
To illustrate the frequency of each discrete value of the variables for each type of smile, a graphic representation with a 3-D star has been used (Fig. 2) . This graphical representation has been generated with the SOE method [25] implemented in the freeware SODAS. An European consortium of 15 universities and companies has produced this academic freeware SODAS. 3 The module SOE of this software is for graphical visualization of symbolic data.
In Fig. 2 , each axis represents a variable characterizing smiles: tension of the lips (LIPS_TENSION), the cheek raising (SMILE_AU6) duration of the onset and offset (SMILE_ONOFFSET), total duration of the smile (SMILE_DURATION), smile size (SMILE_SIZE), openness of the mouth (MOUTH_OPEN), and the symmetry of the smile (SMILE_SYMETRIE). The star (Fig. 2) regroups the data for each concept, i.e., for each smile type (amused, polite, and embarrassed) represented by a particular color.
This graphical representation shows that the amused smiles are mainly characterized by an absence of lips tension (92.2%), a long duration (84.4%), a large size (83.6%), an openness of the mouth (85.6%), and a cheek raising (78.4%). Even though the difference is less significant, the amused smiles seem more often described with a symmetry (59.9%). The embarrassed smiles are characterized by a lips tension (74.6%), a small size (73.1%), a closed mouth (81.8%), an asymmetry of the smile (59.1%), and an absence of cheek raising (59%). The duration of these smiles seems more frequently long (56.4%). The smiles of politeness have both the characteristics of the amused smiles and of the embarrassed smiles. Indeed, they are characterized by an absence of lips tension (69.4%), a small size (67.7%), a close mouth (76%), a symmetry of the smile (67.1%), and an absence of cheek raising (58.9%). The three smiles with the predominant characteristics are illustrated in Fig. 3 .
B. Discriminant Variables of Smiles
In order to identify the relevant variables to distinguish the types of smiles, a ranking of the variables ordered by their discriminant power (by ascending order, Fig. 4 ) for each type of smile has been generated with the module TABSYR of the software SYR. 4 3 http://www.info.fundp.ac.be/asso/sodaslink.htm 4 This software is provided by SYROKKO company. The openness of the mouth (MOUTH_OPEN) appears as the most discriminant variable among the seven variables describing the smiles. This variable discriminates in particular the smiles of amusement compared to the smiles of politeness and embarrassment. The variable of the lips tension (LIPS_TENSION) is also important to distinguish between the amused and polite smiles and the embarrassed smiles. The less discriminant variables, i.e., the size of the smile (SMILE_SIZE) and the cheek raising (SMILE_AU6), make it possible to distinguish between the amused smiles and the polite and embarrassed smiles. Even if the symmetry of the smile (SMILE_SYMETRIE) has smaller discriminant power, it discriminates the embarrassed smiles compared to the polite and amused smiles. The variable describing the onset and the offset (SMILE_ONOFFSET) does not appear as essential to distinguish the three types of smiles.
V. UNSUPERVISED SYMBOLIC ANALYSIS OF SMILES
In the previous section, we made the assumption that only three types of smiles appear in the database: 1) the smile of amusement; 2) politeness; and 3) embarrassment. In this section, our objective is to explore, with an unsupervised symbolic analysis, the different types of smiles that can be distinguished without the assumption of the existence a priori of three types of smiles. For this purpose, we have used a dynamic clustering algorithm with the module NETSYR of the software SYR. This software enables the computation of the PCA of a symbolic data table in which the rows represent each class and the columns are the modalities of the histogram. In other words, the symbolic data table is considered as a numeric data table in which each cell contains the frequency of the modality of one symbolic variable for a given class.
We have studied the partitions of 3-15 classes. The choice of the number of classes has been done empirically by testing the partition until 15 classes. The curve of the inertias is illustrated in Fig. 5 .
There are different mathematical criteria to choose the appropriate number of classes. For example, in [26] , 30 procedures are compared by Monte Carlo simulation. Diday and Noirhomme-Fraiture [27] compared the Calinsky and Harabasz, I-index, C-index, Gamma_Index, the Beale test, and others based on the Poisson law. They give an extension of some criteria to symbolic data. The conclusion is that the indexes give different results as they express different aspects of the cluster. In this paper, we have used the sum of the intracluster inertia. Of course, there is not one unique solution. Consequently, the choice of the best mathematical criterion may be subjective. In our context, the choice of 15 classes is based on the decision of the expert on virtual smiles. This choice is supported by the curve of inertias (Fig. 5) showing an inflexion between the partitions of 14 and 17 classes. We present in Section V-B, the partition in 15 classes.
A. Typology of Smiles in Three Classes
The first unsupervised classification in three classes enables us to analyze if, in fact, the three classes of smile predefined a priori (amusement, politeness, and embarrassment) exist for the considered variables describing smiles (Fig. 2) . Regarding this unsupervised analysis, we have considered all the variables describing the smiles, except the variable corresponding to the type of smile (SMILE_TYPE) to avoid a presupposition on the existence a priori of the three smile types. The partition is illustrated in Fig. 6 .
Regarding the types of smiles (SMILE_TYPE), this typology in three classes shows that the class C3 is of type 1 (amused smile), the class C2 is of type 3 (polite smile), and the class C1 is of type 2 (embarrassed smile). Whereas the class C3 is mainly composed of amused smiles, the classes C2 and C1 correspond more particularly to a combination of polite and embarrassed smiles. Finally, this typology with three classes does not correspond exactly to the typology defined a priori. Indeed, there is no class only composed of embarrassed or polite smiles. These two smiles seem to be mixed. Consequently, two new classes appear in the typology corresponding to a combination of polite and embarrassed smiles with a predominance of one of the two types.
The optimized criterion for this classification is the inertia rate. The inertia rate for the classification in three classes following the three modalities of SMILE_TYPE (supervised classification) is 16 051. The inertia rate for the classification in three classes presented above (unsupervised classification) is 13 235. This unsupervised classification contains classes more homogeneous than in the supervised classification.
B. Typology of Smiles in 3-15 Classes
To refine this typology of smiles, we have studied the partitions of 3-15 classes. In order to consider all the classes resulting from the partitions of 3-15 classes, we have computed a PCA on the prototypes associated with the classes of all the partitions of 3-15 classes, i.e., we have considered the prototypes of the 117 classes. The prototypes are the means of the histograms of the class. Then, we have represented the 15 classes, themselves clustered in 5 classes. Fig. 7 illustrates the partition on 15 classes by the representation of the 15 associated prototypes and by the representation of a partition in 5 classes of these 15 prototypes obtained by the same algorithm (i.e., dynamic clustering).
This unsupervised analysis shows partitions with a high frequency of prototypic smiles: the class named "amused," "embarrassed," and "polite" (Fig. 7) that have the main characteristics of the prototypic smiles described in Section IV (Fig. 1) . The other classes highlight different types of combinations of smiles: the class named "embarrassed-polite" and "amused-polite." The smiles of politeness appear often in combination with other smiles (embarrassed or amused). In contrast, the smiles of embarrassment are rarely combined with the smiles of amusement. These results are coherent with the meanings conveyed by these smiles, embarrassment and amusement being relatively opposed since it is difficult to feel amusement and embarrassment at the same time. 
VI. SMILES MACHINE: AUTOMATIC GENERATION OF VIRTUAL SMILING FACES
Based on the unsupervised symbolic analysis, we have developed procedures to automatically reconstitute a virtual smiling face given a point in a PCA plane. In Section VI-A, we first present the procedure to automatically compute the characteristics of a virtual smiling face (i.e., the histogram of frequencies of the variables describing the smiles) from a PCA point in the plan. Then, in Section VI-B, we present a procedure to generate the smiling virtual face from these characteristics.
A. Reconstitution of Virtual Smile's Characteristics From PCA Point
Let u j be the unit vector of the jth factor among R of a PCA class of smiles such that u T j = (u j 1 , . . . , u j R ) where R = p l=1 m l where m l is the number of modalities (i.e., possible discrete values) of the variable l among the p symbolic variables. For more technical details on this PCA [28] . We have by definition u T j u j = 1. It is known that
where 1 R is the identity matrix of R dimension. Let v be a point defined by the vector W = (w 1 , . . . , w R ) in the initial normalized (i.e., centered and reduced) space. The projection of v in the factor space is defined by V a vector such as V T = (v 1 , . . . , v R ) where v j is the coordinate of the projection of v on the factor axis u j . Therefore, we have:
j , which can be written as
In order to reconstitute the smile corresponding to the v point, we denote its coordinates in the initial space by X T = (x 1 , . . . , x R ) . The link between V and X is given by
where μ k and σ k are, respectively, the mean and the mean square of the jth variable in the case of a PCA of single smile and the mean and mean square of frequencies of categories in the case of a PCA of classes of smiles. It follows from (2) and (3) that:
Therefore, we can reconstitute the coordinates of the smile associated with the point v of the factorial plane by
In practice, in the graph of the principal components, we can imagine the user clicking on a point in the graph and moving in the first plane defined by the two axis of the largest eigen value. An approximation of the smile reconstitution can be obtained by taking care on only the two first (or more) factorial axes of largest eigen value by replacing R by 2 (or more), in the formula (4). The user can improve the smile [reconstituted by its coordinates defined by (4) or its approximation], by using other factorial planes, for example the third and the following axes crossed with the first axis, until he get the desired smiling face.
The procedure presented in this section enables us to easily obtained from a point in the PCA plane the histogram of each variable describing the smile corresponding to this point. We use these data to reconstitute the virtual smiling face. We present the procedure in the next section.
B. Reconstitution of Virtual Smiling Face
Based on the histograms resulting from the procedure presented above, we have developed a procedure to automatically reconstitute a smiling virtual face corresponding to a point in the PCA plane. The procedure is based on a deformation of the prototypical expressions of amused, polite, and embarrassed smiles (Fig. 3) . These prototypical smiling faces have been designed manually by manipulating facial muscles. The deformations of the facial muscles are represented with a set of values corresponding to facial animation parameters (FAPs) of the MPEG-4 standard [29] . Given the facial muscles implied in an expression of a smile, each prototypical smiling face is represented by 25 values of FAPS, corresponding to the deformation of 25 facial muscles.
To reconstitute a smiling virtual face of a particular point of the PCA plane, we consider the histograms of the seven variables of this point (openness of the mouth, lips tension, smile size, symmetry of the smile, cheek raising, duration of the onset and offset, and total duration of the smile). These histograms are obtained by following the procedure described in Section VI-A.
The procedure to reconstitute the smiling face from these histograms is based on a weighting of the values of the FAPS with the frequencies of the histograms of the variables. The variables corresponding to the openness of the mouth, the lips tension, the smile size, the symmetry of the smile, and the cheek raising are described with particular values of FAPS. For instance, the cheek raising (SMILE_AU6) is characterized by the FAPS 21, 22, 39, 40, 41, and 42. Consequently, with each modality of these variables can be associated a set of values of FAPS. For instance, the FAPS values for the modalities AU6 and no_AU6 of the variable SMILE_AU6 are described in Table I .
The problem is that some modalities have FAPS in common. For instance, the lips tension is described by 19 FAPS among which 13 are also used to describe the openness of the mouth. Consequently, we cannot apply a simple weighting of the FAPS of the modality with the highest frequency of the histogram. To overcome this problem, we have considered two types of variables: 1) the variables that define the value of the FAPS (i.e., MOUTH_OPEN and SMILE_SIZE) and 2) the variables that modulate these values (i.e., SMILE_SYM and LIPS_TENSION). Based on the analysis of the FAPS of the prototypical smiles, we have defined vectors of values of FAPS corresponding to the following modalities: small open mouth, large open mouth, small size, large size, AU6, and no-AU6. Moreover, we have defined the deformation that the asymmetry and the tension of the lips generate on the FAPS by weights for each FAPS implied for these variables. For instance, the asymmetry may be modeled by a vector of five weights corresponding to the weighting to perform on the five FAPS to simulate asymmetry. 5 Finally, given the histograms of a class as input, the following procedure is performed. and LIPS_TENSION using the weights themselves weighted by the frequency of the lips tension and asymmetry modalities described in the histogram. This procedure enables us to generate different combinations of smiles. We illustrate the results of the procedure on the partition in Fig. 8 . Note that this PCA differs from the PCA in Fig. 7 since we have added two partitions of three classes, 6 and we have considered the TYPE_SMILE variable additionally to the seven variables. In Fig. 8 , the smiling virtual faces of the classes have been generated using the procedures presented above. The correlation circles corresponding to this PCA are represented in Fig. 9 . On the correlation circles, the modalities of the variable SMILE_TYPE highlight the characteristics of the three smiles (amused, embarrassed, and polite) and their position in the plane 8. The correlation circle shows that the axis can correspond to a "smile multidimensional space" going from the smiles the most embarrassed (lower left part) to the smiles the most amused (right part), the polite smiles being rather at the top.
VII. CONCLUSION
In conclusion, in this paper, we have presented a method to automatically generate smiling virtual faces. This method is based on an unsupervised symbolic analysis of a corpus of virtual smiling faces directly created by users. The method makes it possible to generate different types of smiles of amusement, politeness, and embarrassment but also combinations of these smiles by simply selecting a point (or a class) in a multidimensional space (PCA plane).
The originality of the proposed method comes from different aspects. First of all, most of the virtual characters express one or at most two different smiles during an interaction with a user. In this paper, we present a method to increase considerably the repertoire of a virtual character's smiling expressions. Moreover, the approach generally used for the synthesis of facial expressions is based on empirical and theoretical research in human and social sciences describing the characteristics of human facial expressions. In this paper, the synthesis of facial expressions is based on a corpus of virtual smiling faces directly created by the users.
Second, some previous research works have proposed models to generate automatically facial expressions from a point in a dimensional space. However, the latter are generally based on classical numerical data analysis and do not enable the generation of combinations of different types of smiles.
In the next step of this paper, we aim at analyzing the perception of the users of the generating smiling faces to evaluate if the combinations of meanings are perceived through the smile expressions.
