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Resumen 
 
Este proyecto se genero a partir de una problemática existente en la fundación 
i2cat, entidad sin ánimo de lucro cuyo objetivo es impulsar la Investigación y la 
Innovación en las tecnologías de Internet avanzado. 
 
Esta problemática se centra principalmente en el poco aprovechamiento del 
rendimiento de los servidores existentes, donde cada servicio dispone de un 
servidor dedicado, utilizando generalmente menos de un 10% de los recursos 
totales del servidor. 
 
La misión de este proyecto es mejorar el rendimiento útil de los servidores y 
conseguir así una mejora en el servicio y un ahorro energético y monetario. 
 
Este documento describe los pasos seguidos para el diseño y desarrollo de 
una plataforma de virtualización orientada a servicios, enfocada a resolver la 
problemática actual de desaprovechamiento de los recursos de hardware. 
 
En el documento se explican las fases de análisis de requerimientos, diseño e 
implementación del desarrollo del proyecto. 
 
El proyecto consta de tres bloques diferenciados. Un primer bloque de 
contratación de servicio, donde se ha desarrollado interfaz de usuario 
mediante Java Struts que automatiza y facilita la creación de máquinas 
virtuales.  
 
Esta interfaz de acceso web permite la creación de las máquinas virtuales de 
forma amigable y descentralizada. 
 
Un segundo bloque de provisión de máquinas virtuales realizado mediante 
virtualización utilizando Xen, el cual permite al usuario disponer de máquinas 
virtuales adaptadas a sus necesidades. 
 
Y un tercer y último bloque de servicio orientado a mejorar y facilitar el uso de 
las máquinas virtuales, mediante servicios web, de desarrollo y de red. 
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Overview 
 
This project was generated as a response to a problematic existing in the I2cat 
Foundation. I2cat is a non-profit organization whose aim is to promote research 
and innovation on advanced Internet technology. 
 
This issue is mainly the low use of existing servers, where each service has a 
dedicated machine, typically using less than 10% of available resources. 
 
The mission of this project is to improve the performance of servers and thus 
improved the service while a saving energy and money. 
 
This document describes the steps followed for the design and development of 
a platform for virtualization oriented services. This development is aimed at 
resolving the current problems, mainly waste of hardware resources. 
 
This document exposes the stages of the requirements analysis, design and 
implementation of project development. 
 
The project consists of three distinct blocks. The first block analyses the 
recruiting service, for which we had developed a user interface via Java Struts. 
This interface highly automates the creation of virtual machines.  
 
This Web interface allows the creation of virtual machines in a decentralized 
manner. 
 
A block about provision of virtual machines made using Xen virtualization, 
which allows the user to have virtual machines tailored to their needs. 
 
Lastly, a third and final block about service, designed to improve and facilitate 
the use of virtual machines, through web, development and network services. 
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1. Introducción 
 
La fundación i2cat es una entidad sin ánimo de lucro cuyo objetivo es impulsar 
la Investigación y la Innovación en las tecnologías de Internet avanzada. Esta 
fundación promueve el despliegue de servicios y aplicaciones de banda ancha 
desde las comunidades de investigación e innovación 
 
Dentro de la fundación i2cat existen varias plataformas: el NOC1 y el 
MediaCAT. El NOC es la plataforma encargada de proporcionar las 
comunicaciones, normalmente en formato óptico, entre las diferentes 
plataformas, proyectos y usuarios que integran la red i2CAT. 
 
El MediaCAT es una infraestructura que tiene como finalidad impulsar y 
fomentar el desarrollo y la investigación en el ámbito de las tecnologías 
multimedia de nueva generación 
 
Este proyecto se generó a partir de una problemática existente en MediaCAT. 
Esta problemática se centra principalmente en el poco aprovechamiento del 
rendimiento de los servidores existentes, donde cada servicio dispone de un 
servidor dedicado. Esto supone, generalmente, menos de un 10% de los 
recursos totales del servidor.  
 
Este esquema de un servidor - una aplicación dificulta la gestión de los equipos 
debido a la cantidad de sistemas operativos diferentes y el software instalado 
en ellos. 
 
La misión de este proyecto es mejorar el rendimiento útil de los servidores y 
conseguir así una mejora en el servicio y un importante ahorro energético y 
monetario. 
 
El documento se organiza en capítulos, el primero de todos enfoca la 
problemática actual y la motivación a la hora de realizar este proyecto. 
 
En el segundo capítulo, se definen las especificaciones necesarias del proyecto 
y los requerimientos que tendrá por parte del usuario. 
 
En el tercer capítulo se analiza y diseña el software necesario para la correcta 
implementación, la cual se muestra en el cuarto capítulo con una explicación 
detallada del desarrollo más importante. 
 
Los últimos capítulos están compuestos por el plan de trabajo seguido durante 
el desarrollo, las conclusiones alcanzadas al finalizar el proyecto, la bibliografía 
utilizada y los anexos. 
  
 
                                            
1
 Network Operations Control 
2            Desarrollo de una plataforma de virtualización 
1.1 Contexto  
 
El concepto de virtualización no es nuevo, productos como VMware2 tienen, 
desde hace años, una fuerte presencia en el mercado.  
 
Hace pocos años por limitaciones de Hardware, no se tomaba muy en cuenta, 
y solamente se podía pensar en la virtualización en entornos de pruebas e 
investigación, no era apto para entornos de producción. 
 
Debido al gran aumento de la potencia de procesamiento del hardware actual y 
su abaratamiento, la virtualización se ha ido ganando un lugar cada vez más 
importante en ambientes de producción,  hasta convertirse hoy en una solución 
válida al hablar de mejorar la utilización de recursos de servidores. 
 
Tanto se ha posicionado en popularidad, que hoy día es un tema muy 
importante en centros de datos y empresas IT3.  
 
Los servidores, nunca trabajan utilizando un 100 % los recursos, es más, la 
cifra es bastante desalentadora: de un 5 - 40 % de carga de trabajo por 
servidor. 
 
El conocido esquema de una aplicación por cada servidor, al pasar los años 
carece de sentido, debido a las capacidades de rendimiento actuales. Aquí es 
donde la virtualización empieza a tomar riendas en el asunto.  
 
Se está extendiendo mucho el concepto de que un servidor (físico) sea anfitrión 
de varios servidores virtualizados, de modo que la utilización de recursos se 
aprovecha mucho más, proveyendo soluciones escalables, baratas y fáciles de 
mantener. 
1.2 Motivación 
 
La virtualización se perfila como una vía de futuro, permitiendo que las 
empresas dedicadas al sector vean la virtualización como un producto fuerte en 
el que apostar. 
 
Esto añade una motivación extra a la realización del proyecto, permitiendo una 
especialización en este sector. 
 
Otro de los puntos fuertes que ofrece este proyecto es la amplia gama de 
tecnologías que se utilizarán permitiendo un gran aprendizaje en tecnologías 
punteras y muy interesantes. 
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2. Especificaciones 
 
Una vez enfocado el contexto del proyecto es necesario definir las 
especificaciones previas del proyecto y los casos de uso. Este capítulo se 
centra en analizar los requerimientos previos y aportar una especificación que 
los cumpla.  
2.1 Propuesta 
 
La misión de este proyecto es conseguir implementar una estructura de 
servicios, para permitir a una empresa IT como es i2cat, disponer de todos los 
servicios necesarios para su funcionamiento y aportar una plataforma de 
servidores estable para investigación y desarrollo.  
 
La función más importante de este proyecto es la de aportar una plataforma 
dinámica a los desarrolladores e investigadores para disponer de los servicios y 
servidores necesarios para el correcto desarrollo de su trabajo. 
 
El objetivo del desarrollo se centra en que las soluciones aportadas sean 
adecuadas para un usuario que no tenga una gran experiencia en el campo.  
2.2 Servidores virtuales 
 
Una de las partes principales del proyecto es aportar un sistema de 
virtualización que permita crear los servidores virtuales necesarios para el 
usuario. 
2.2.1 Flujo de trabajo 
 
Primero se definirán los pasos que debe seguir un desarrollador para poder 
generar un servidor virtual.  
 
 
Contratación Provisión Servicio
 
Fig. 2-1 Flujo de trabajo 
Tal como se muestra en la figura 2-1, definimos el proceso en tres pasos: 
2.2.1.1 Contratación 
El primer paso es el de contratar el servicio, en el cual el usuario necesita de un 
servidor virtual con unas características definidas. Estas características se 
introducen mediante una interfaz de usuario amigable, en la que se definirán 
los campos necesarios para la correcta creación de la máquina virtual. 
 
Las características para la creación de una nueva máquina virtual son: 
 
 Nombre: El nombre que recibe la máquina, cada máquina tiene que ir 
asociada a un nombre que se utilizará como su identificador. 
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 Sistema Operativo: El sistema operativo que se instalará en la máquina, 
dispondrá de sistemas operativos ya creados con diferentes usos, para 
facilitar la creación de las nuevas máquinas. 
 Memoria RAM4: La memoria RAM necesaria para un correcto 
funcionamiento de los servidores. 
Esta memoria se reserva en la máquina padre5 y el tamaño de la reserva 
se puede aumentar o disminuir una vez la máquina ya esté en servicio 
sin afectar al rendimiento de la misma.  
 Tamaño de disco: Cantidad de espacio que necesitará un usuario para el 
almacenamiento de los datos, este tamaño también es posible cambiarlo 
una vez la máquina ya este en servicio. 
 IP: Esta opción es menos importante que las anteriores, ya que la IP6 
también puede asignarse por DHCP7, facilitando la administración de los 
servidores al establecer una IP estática inicial. 
2.2.1.2 Provisión 
Una vez definidas las características, mediante el software de virtualización, se 
creara la nueva máquina virtual de forma automática. 
 
El software debe crear y reservar virtualmente los recursos necesarios para 
que cualquier sistema operativo funcione, como por ejemplo, dispositivos de 
entrada/salida, disco duro, procesador, memoria RAM, etc. 
 
También ha de instalar el sistema operativo, configurar las variables 
específicas para cada equipo y registrar en el sistema operativo padre todo el 
proceso de creación de la nueva máquina. 
2.2.1.3 Servicio  
Finalizado el proceso de provisión correctamente el sistema agregará la nueva 
máquina a la lista de máquinas en servicio y el usuario dispondrá de la nueva 
máquina lista para usarse.  
 
A parte de la máquina virtual, el usuario dispone de dos tipos de servicios: 
Servicio post-contratación 
Éste servicio, proporcionado por la interfaz web, aporta las funcionalidades de 
borrar,  apagar, encender y reiniciar cada una de las máquinas de usuario. 
 
Estas funcionalidades se pueden encontrar explicadas en el capítulo 2.2.2, 
casos de uso. 
  
Los usuarios  también disponen, mediante la interfaz web, una lista de sus 
máquinas virtuales con la siguiente información: 
 
                                            
4
 Random Access Memory (Consultar ACRÓNIMOS) 
5
 Forma con la que se denomina el sistema operativo que gestiona los servidores virtuales. 
6
 Internet Protocol (Consultar ACRÓNIMOS) 
7
 Dynamic Host Configuration Protocol (Consultar tema 3.4.2.1) 
Especificaciones  5 
 
 Nombre de la máquina. 
 Memoria RAM reservada. 
 Tamaño de disco reservado.   
 El estado actual en que se encuentra la máquina. 
 El tiempo que la máquina lleva creada. 
 
Servicios adicionales 
 
Éste servicio incluye las herramientas de software indispensables en una 
empresa IT, entre las cuales incluimos los servicios básicos de red: 
 
 DHCP 
 DNS8 
 NAT9 
 VPN10 
 Cortafuegos  
 
Y servicios útiles para el desarrollador destinados a apoyar y mejorar el método 
de trabajo. 
 
 Servidor de correo 
 Control de versiones 
 
Estos servicios están explicados con más profundidad en el tercer capítulo, 
diseño. 
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 Domain Name System (Consultar tema 3.4.2.2) 
9
 Network Address Translation (Consultar tema 3.4.2.3) 
10
 Virtual Private Network (Consultar tema 3.4.2.4) 
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2.2.2 Casos de uso 
En el siguiente diagrama UML de casos de uso (figura 2-2), se muestran los 
casos de uso de la interfaz de creación y gestión de las máquinas virtuales. 
Crear nueva
Usuario
Listar
Borrar
Apagar
Encender
Reiniciar
 
Fig. 2-2 Diagrama de casos de uso 
 
A continuación se describe, en las tablas, las condiciones y el flujo que actúa 
en cada caso de uso. 
 
Nombre Crear nueva 
Descripción Crea una nueva máquina virtual. 
Flujo normal 
 
1. Clicar en el enlace “Nueva máquina” 
2. Escribir el nombre de la máquina 
3. Elegir el Sistema Operativo 
4. Elegir la memoria RAM 
5. Elegir el tamaño de disco duro 
6. Escribir la IP 
 
Entrada Datos de la nueva máquina virtual. 
Salida Creación de la nueva máquina virtual. 
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Nombre Listar 
Descripción Listar las máquinas virtuales en servicio. 
Flujo normal Clicar en el enlace “Listar máquinas” 
Flujo alternativo Cuando se finaliza la creación de una nueva máquina. 
Salida Muestra las máquinas virtuales. 
 
Nombre Borrar 
Descripción Borra completamente una máquina virtual. 
Flujo normal Clicar en el botón  
Salida 
Elimina la una máquina virtual, los datos de la misma y 
libera los recursos que tenia reservados. 
 
Nombre Apagar 
Descripción Apaga una máquina virtual. 
Flujo normal Clicar en el botón  
Flujo alternativo Apagar la máquina mediante el sistema operativo. 
Prerrequisitos Que la máquina esté encendida. 
Salida Apaga la máquina virtual y se liberan los recursos. 
 
Nombre Encender 
Descripción Enciende una máquina virtual. 
Flujo normal Clicar en el botón  
Prerrequisitos Que la máquina esté apagada. 
Salida Enciende la máquina virtual y vuelve a reservar los recursos. 
 
Nombre Reiniciar 
Descripción Reinicia una máquina virtual. 
Flujo normal Clicar en el botón  
Flujo alternativo Reiniciar la máquina mediante el sistema operativo. 
Prerrequisitos Que la máquina esté encendida. 
Salida Reinicia la máquina virtual. 
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3. Diseño 
 
Este capítulo enfoca el análisis  y diseño de las herramientas necesarias para 
la implementación de las especificaciones realizadas en el capitulo anterior y 
una visión de la arquitectura que se pretende realizar. 
3.1 Arquitectura general 
 
Fig. 3- 1 Arquitectura general 
 
La figura 3-1 permite una aproximación a una visión general del resultado final 
del proyecto, la finalidad del mismo es permitir una comprensión más amplia de 
la estructura. En los siguientes apartados se indaga en el diseño de las 
diferentes partes del sistema, proporcionando una visión más detallada del 
mismo. 
3.2 Contratación 
 
La contratación del servicio debe de ser de forma intuitiva, funcional, sencilla y 
rápida. Permitiendo que un usuario no experto sea capaz de crear una nueva 
máquina sin complicaciones. 
 
Es necesario que la contratación no sea local, que desde cualquier maquina 
sea posible la contratación de un nuevo servicio.  
 
Debido al crecimiento actual de las tecnologías web, su facilidad de uso y la 
cantidad de plataformas de programación, el uso de una interfaz de usuario vía 
web es la opción escogida en este proyecto. 
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3.2.1 Soluciones existentes 
En este apartado se hace un estudio del software existente en el campo de la 
gestión y monitorización de maquinas virtuales mediante una interfaz web de 
usuario. 
3.2.1.1 Enomalism 
Enomalism es una interfaz web  para Xen y KVM, desarrollada en Python11 y el 
framework12 MVC de TurboGears13, que se distribuye bajo licencia LGPL de 
Eomaly14. 
 
Esta interfaz permite la creación, gestión y monitorización de la utilización de 
recursos de las máquinas virtuales. 
 
Otra de sus características importantes es la reubicación de máquinas virtuales 
en otros servidores físicos sin ser necesario apagar la máquina virtual.  
 
Por el contrario, la utilización de Xen es poco flexible y aún se encuentra en 
una etapa poco madura. 
 
Utiliza LDAP para gestionar el acceso de los usuarios y se instala sobre un 
sistema operativo Fedora. 
 
 
Fig. 3- 2 Interfaz web de enomalism 
                                            
11
 Lenguaje de programación creado por Guido van Rossum en el año 1990. 
12
 Estructura de soporte en la cual otro proyecto de software puede ser desarrollado. 
13
 Conjunto de herramientas de programación web. 
14
 Consultora de software con base en Toronto, Canadá. 
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3.2.1.2 HyperVM 
HyperVM es una aplicación que permite, mediante interfaz web, la gestión y 
monitorización de servidores virtuales basados en Xen y OpenVZ. 
 
Permite configurar aspectos internos, como la configuración de red del servidor 
virtual, desde la interfaz web.  
 
Integra Lxadmin, un panel de control gráfico que permite recolocar en tiempo 
real máquinas virtuales en otros servidores físicos de forma transparente al 
usuario. 
 
Se distribuye con licencia propietaria y es de pago. 
 
 
Fig. 3- 3 Interfaz web de HyperVM 
 
3.2.1.3 Novell ZENworks Virtual Machine Management 
ZENworks Virtual Machine Management, de Novell15, es una interfaz de usuario 
compatible con las soluciones de virtualización de VMware, Xen y Microsoft. 
 
Permite gestionar el ciclo de vida útil de los equipos virtuales, desde la creación 
de una máquina a su eliminación del sistema. 
 
Incluye un sistema de monitorización de las máquinas virtuales y proporciona 
soporte de repartición de las cargas de trabajo de forma dinámica entre los 
servidores físicos dedicados a virtualización. 
 
Este software, incluido en el paquete ZENworks Orchestrator, se distribuye con 
licencia propietaria y es de pago. 
 
                                            
15
 Compañía de origen estadounidense dedicada al software. 
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Fig. 3- 4 ZENworks Orchestrator 
 
Exceptuando Enomalism, las soluciones existentes que se encuentran en el 
mercado son de pago y no es posible utilizarlas de forma gratuita ni 
modificarlas para adaptarlas a nuestras necesidades. 
 
Se ha descartado el uso de Enomalism debido a que se encuentra aún en fase 
de desarrollo y no permite disponer de todas las funcionalidades necesarias 
para el proyecto. 
 
Por ésta razón se ha decidido crear una interfaz de usuario propia, adaptada a 
las necesidades del proyecto y más especializada en la misión del mismo. 
 
3.2.2 Virtmanager 
 
Virtmanager es la interfaz web de usuario que se ha diseñado y desarrollado, 
mediante las tecnologías: 
3.2.2.1 J2EE 
Java 2 Platform Enterprise Edition, desarrollada originalmente por Sun 
Microsystems,  es una plataforma de programación destinada a desarrollar y 
ejecutar software de aplicaciones en el lenguaje de programación Java. Basada 
en componentes de software modulares ejecutándose sobre un servidor de 
aplicaciones.  
 
J2EE incluye APIs16 específicas para servicios tales como e-mail, servicios 
web, XML17, etc. y también define cómo coordinarlos. J2EE también incluye 
                                            
16
 Application Programming Interface (Consultar ACRÓNIMOS) 
17
 Extensible Markup Language (Consultar ACRÓNIMOS) 
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algunas especificaciones únicas para componentes como JavaBeans18, 
servlets, JSP y otras tecnologías de servicios web. Esto permite al 
desarrollador crear una aplicación portable entre plataformas y escalable, a la 
vez que integrable con tecnologías anteriores.  
 
Otros beneficios añadidos son la seguridad, escalabilidad, concurrencia y 
gestión de los componentes desplegados, facilitando y optimizando su uso a 
los programadores.  
3.2.2.2 Apache STRUTS 
Struts es una herramienta de soporte para el desarrollo de aplicaciones Web 
bajo la plataforma J2EE que implementa el patrón MVC19 . 
 
De acuerdo con este patrón, el procesamiento se separa en tres secciones 
diferenciadas, llamadas el modelo, la vista y el controlador, tal como muestra la 
figura 3-5. 
 
Fig. 3- 5 Patrón de Struts 
Struts implementa un solo controlador, llamado ActionServlet, que evalúa las 
peticiones del usuario mediante un archivo configurable, generalmente struts-
config.xml. 
 
La utilización de esta tecnología conlleva una serie de ventajas que ayudan a 
reducir el tiempo requerido para el desarrollo y facilitan el mantenimiento de la 
aplicación web. 
3.2.2.3 Java Servlets 
Un servlet es un objeto que se ejecuta en un servidor o contenedor de servlets 
y extienden su funcionalidad, además ofrece contenido dinámico desde un 
servidor web, generalmente en HTML. 
3.2.2.4 JSP 
Java Server Pages es una tecnología basada en Java que permite generar 
contenido dinámico para web, en forma de documentos HTML20, XML, etc., 
                                            
18
 Especificación que detalla cómo los servidores de aplicaciones deben proveer los objetos. 
19
 Modelo Vista Controlador 
20
 HyperText Markup Language (Consultar ACRÓNIMOS) 
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permite la utilización de código Java mediante scripts y utilizar algunas 
acciones JSP predefinidas mediante etiquetas.  
3.3 Provisión 
 
La provisión de servicio se realiza mediante virtualización y el software 
específico para este cometido.  
 
En este apartado se analizan los métodos de virtualización, las diferentes 
soluciones de software de virtualización existentes en el mercado, el hardware 
necesario para crear una plataforma de servicios y por último el sistema 
operativo donde se instalará todo el sistema. 
3.3.1 Virtualización 
 
En computación, virtualización es un amplio término que se refiere a la 
abstracción de los recursos de una computadora.  
 
El término virtualización se ha usado desde aproximadamente 1960, y ha sido 
aplicado a diferentes aspectos y ámbitos de la computación, desde sistemas 
computacionales completos hasta capacidades o componentes individuales.  
 
Dentro de este amplio término nosotros usaremos virtualización x86 que es el 
método por el cual se virtualiza la arquitectura de procesador x86, permitiendo 
así correr varios sistemas operativos dentro de la misma máquina. 
3.3.2 Virtualización x86 
 
Esta virtualización nació el 9 de febrero de 1999 cuando VMware introdujo el 
primer producto de virtualización x86, llamado "VMware Virtual Plataform", 
basado en una investigación anterior realizada por los fundadores de VMware 
en la universidad de Stanford. 
 
Los programas de virtualización  deben emplear técnicas muy sofisticadas para 
virtualizar la ejecución de ciertas instrucciones, estas técnicas producen un 
deterioro en el rendimiento cuando se comparan con una máquina virtual 
ejecutándose en una arquitectura virtualizable nativamente. 
 
Dentro de la virtualización x86 podemos distinguir diferentes métodos de 
virtualización: 
3.3.2.1 Emulación o simulación 
La emulación es el tipo de virtualización en que el sistema operativo padre 
simula un hardware completo (CPU, memoria y dispositivos de entrada/salida) 
lo que permite admitir un sistema operativo invitado21 sin modificar para una 
CPU completamente diferente, tal como se muestra en la figura 3-6. 
                                            
21
 Forma con la que se denomina al sistema operativo que se instala dentro de la máquina 
virtual. 
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La virtualización por emulación introduce grandes pérdidas de rendimiento, 
alrededor del 20-25%, del sistema invitado respecto a un sistema nativo, lo cual 
hace que no sea muy viable para la virtualización de servidores. 
 
Se usa principalmente para desplegar rápidamente sistemas operativos en 
entornos de pruebas, donde el rendimiento pierde importancia contra la 
velocidad de desplegamiento de estas máquinas virtuales. 
 
Bochs, PearPC, Virtual Box, Virtual PC, QEMU o VMware Player son ejemplos 
de software de virtualización por emulación. 
 
Servidor Anfitrión
Hardware emulado A Hardware emulado B
Sistema 
Operativo 
invitado
Sistema 
Operativo 
invitado
Sistema Operativo invitado
Aplicación AplicaciónAplicación
 
Fig. 3- 6 Emulación 
 
3.3.2.2 Virtualización a nivel del sistema operativo 
Esta técnica permite virtualizar un servidor físico a nivel del sistema operativo 
permitiendo múltiples servidores virtuales aislados y seguros, ejecutarse en un 
solo servidor físico. El entorno del sistema operativo invitado comparte el 
mismo sistema operativo que el del sistema anfitrión (el mismo kernel del 
sistema operativo es usado para implementar el entorno del invitado). 
 
Esto se implementa creando "cajas cerradas" dentro del mismo sistema 
operativo donde los usuarios no tienen acceso a los ficheros de otros usuarios 
ni del sistema, tal como muestra la figura 3-7. 
 
El principal problema de este tipo de virtualización es que los recursos del 
sistema están compartidos y un usuario puede acceder a la totalidad de los 
recursos del sistema, lo que puede provocar que uno de ellos consuma todos 
los recursos y los otros no puedan tener acceso o una demora en la utilización 
de estos recursos. 
 
Las soluciones de software actuales para este tipo de virtualización son Linux-
VServer, Virtuozzo, OpenVZ, Solaris Containers o FreeBSD Jails. 
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      Sistema 
     Operativo
      Anfitrión
Servidor Anfitrión
Celda virtual
Aplicación
Celda virtual
Aplicación
 
Fig. 3- 7 Virtualización mediante celdas 
 
3.3.2.3 Paravirtualización 
La paravirtualización ofrece un API especial que sólo puede usarse mediante la 
modificación del sistema operativo invitado. Esta API también llamada hypercall 
o hypervisor, es la encargada de traducir las operaciones entre el sistema 
invitado y el anfitrión. Esto permite unos valores de rendimiento mucho más 
altos que en el caso de emulación, alrededor de un 5 a un 10%. 
 
Debido a que el sistema operativo invitado debe ser modificado, no es posible 
aplicar esta solución de virtualización a sistemas operativos de código 
propietario, como por ejemplo Windows. 
 
VMware ESX Server, Xen, IBM's LPARs, Win4Lin 9x, Sun's Logical Domains, 
z/VM y TRANGO son soluciones de software actuales para esta técnica. 
 
Servidor Anfitrión
Hypervisor
Sistema 
Operativo 
modificado
Sistema 
Operativo 
modificado
Administración 
Monitorización
Aplicación Aplicación
 
Fig. 3- 8 Paravirtualización 
3.3.2.4 Virtualización nativa 
También llamada virtualización completa en la cual la máquina virtual provee 
una completa emulación del hardware suficiente para permitir un sistema 
operativo invitado sin modificar (uno diseñado para la misma CPU que el 
anfitrión) ejecutarse de forma aislada. 
 
Esta técnica es posible debido a la salida al mercado en 2006 de los nuevos 
procesadores de Intel y AMD, llamados IntelVT o Vanderpool y AMD-V o 
Pacífica, los cuales incluyen soporte a instrucciones de virtualización en la 
arquitectura x86. 
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Cada máquina virtual dispone de todas las capacidades de una máquina sin 
virtualizar  e incluye todos los elementos necesarios para una máquina 
(conjunto de instrucciones, memoria, interrupciones, excepciones y acceso a 
dispositivos).  
 
Para el usuario una máquina virtual nativa es indistinguible de una máquina sin 
virtualizar. Aunque las máquinas huésped no disponen de los mismos 
dispositivos que el anfitrión, sino de otros virtuales genéricos.  
 
Los valores de rendimiento de esta técnica son muy aproximados a los de un 
sistema operativo sin virtualizar, entre un 0,5% y un 2% de pérdida, pero el 
problema principal radica en que debemos disponer de los procesadores antes 
mencionados para poder implementar la virtualización nativa. 
 
En la actualidad, las soluciones de software existentes son Xen, Parallels 
Workstation, VirtualBox, Virtual Iron, Virtual PC, VMware Workstation, VMware 
Server, QEMU, Adeos, Mac-on-Linux, Win4BSD y Win4Lin Pro. 
 
Servidor Anfitrión
Hypervisor
Sistema 
Operativo 
Invitado
Sistema 
Operativo 
Invitado
Administración 
Monitorización
Aplicación Aplicación
 
Fig. 3- 9 Virtualización nativa 
3.3.3 Software de virtualización 
 
Debido a las múltiples soluciones de software que hoy en día hay en el 
mercado se ha hecho una comparativa tecnológica entre las soluciones más 
comunes de virtualización. 
 
Muchas de estas soluciones soportan dos o más modos de virtualización, 
aunque este trabajo se centrará principalmente en soluciones de 
paravirtualización y virtualización nativa. Estas dos soluciones son las que 
menos pérdidas de rendimiento provocan y las soluciones más comunes 
actualmente. 
 
Entre el software de virtualización más común en el mercado encontramos: 
 
3.3.3.1 Microsoft Virtual Server 
Es una aplicación que facilita la creación de máquinas virtuales en los sistemas 
operativos Windows XP y Windows Server 2003. Originalmente fue 
desarrollado por Connectix, siendo adquirido posteriormente por Microsoft.  
Su versión actual es Microsoft Virtual Server 2005 R2 SP1.  
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Soporta virtualización nativa y emulación,  las máquinas virtuales son creadas y 
gestionadas mediante la interfaz web de IIS22 o la aplicación cliente de 
Windows denominada VMRCplus. 
 
Microsoft Virtual Server incluye soporte para sistemas operativos Linux, SMP23 
en el sistema operativo anfitrión, soporte de arquitecturas de 64 bits en el 
sistema operativo anfitrión (pero no para el sistema operativo invitado), soporte 
de discos duros virtuales en sistemas operativos anfitriones y sistemas 
operativos adicionales incluyendo Windows Vista.  
 
También dispone del escritor Volume Shadow Copy que crea copias de 
seguridad automáticas del sistema operativo virtual en Windows Server 2003 o 
Windows Server 2008. 
 
En 2006 Microsoft creó Virtual Server Enterprise Edition que es la versión 
gratuita de este software, pero más limitado que las versiones de pago. 
 
La principal ventaja es que es más familiar para usuarios Windows, se integra 
correctamente con las plataformas Microsoft, dispone de soporte y 
documentación abundantes. Los inconvenientes son un consumo excesivo de 
recursos, inestabilidad bajo ciertas condiciones de entorno, despliegue y 
ejecución de las máquinas virtuales lenta y una virtualización muy difícil o 
imposible de algunos entornos derivados de UNIX.  
 
3.3.3.2 QEMU 
QEMU es un programa que se distribuye bajo licencia GPL24, el cual permite 
ejecutar máquinas virtuales dentro de un sistema operativo, ya sea Linux, 
Windows, etc. Esta máquina virtual puede ejecutarse en cualquier tipo de 
Microprocesador o arquitectura (x8625, x86-6426, PowerPC27, SPARC28, etc.). 
 
El programa no dispone de GUI, pero existe otro programa llamado QEMU 
manager que hace las veces de interfaz gráfica si se utiliza QEMU desde 
Windows. También existe una versión para Linux llamado qemu-launcher. En 
Mac OS X puede utilizarse el programa Q que dispone de una interfaz gráfica 
para crear y administrar las máquinas virtuales. 
 
Las principales características de QEMU son soporte SMP, aumento de 
velocidad respecto a la emulación básica, sistema de copia y recuperación de 
datos muy potente, soporte para ejecución de binarios Linux en otras 
arquitecturas, el sistema operativo invitado no necesita ser parcheado, 
utilidades de administración por línea de comandos y un modulo de kernel 
propio, llamado KQEMU, que mejora el rendimiento en sistemas UNIX. 
                                            
22
 Internet Information Services (Consultar ACRÓNIMOS) 
23
 Symmetric MultiProcessing (Consultar ACRÓNIMOS) 
24
 General Public License (Consultar ACRÓNIMOS) 
25
 Denominación genérica dada a ciertos microprocesadores de la familia Intel 
26
 Microprocesadores de la familia Intel con arquitectura de 64 bits 
27
 Arquitectura de procesador que utilizaba Apple 
28
 Scalable Processor ARChitecture (Consultar ACRÓNIMOS) 
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Sus inconvenientes son que únicamente soporta emulación y virtualización 
nativa de arquitectura x86, un soporte incompleto para Windows y poco 
rendimiento en entornos emulados.  
3.3.3.3 KVM 
Kernel Virtual Machine, creado por Qumranet, es una solución para 
implementar virtualización nativa con Linux, sobre hardware x86. Está formada 
por un módulo del núcleo (llamado kvm.ko) y herramientas en el espacio de 
usuario, siendo en su totalidad software libre.  
 
El componente KVM para el núcleo está incluido en el Kernel de Linux desde la 
versión 2.6.20. 
 
KVM utiliza una versión modificada de QEMU como interfaz de usuario y 
permite ejecutar máquinas virtuales utilizando imágenes de disco que 
contienen sistemas operativos sin modificar.  
 
Como módulo del Kernel con soporte para SMP, KVM permite un mejor 
rendimiento frente a otras soluciones. Aunque se trata de un proyecto muy 
nuevo y aun está en fase de desarrollo, lo que implica poca documentación y 
un entorno de usuarios aún muy pequeño. Además KVM sólo soporta 
virtualización nativa lo que limita su uso a un hardware específico.  
3.3.3.4 VMware  
Creado por VMware Inc., filial de EMC Corporation que proporciona la mayor 
parte del software de virtualización disponible para ordenadores compatibles 
x86.  
 
Entre sus soluciones se incluyen VMware ESX Server, VMware Workstation, y 
el software gratuito VMware Server y VMware Player. VMware puede funcionar 
en Windows, Linux, y en la plataforma Mac OS X que corre sobre procesadores 
INTEL, con el nombre de VMware Fusion, los 4 productos principales de 
VMware son: 
VMware Player  
Es un producto gratuito que permite ejecutar las máquinas virtuales creadas 
con otros productos de VMware, pero no permite crearlas él mismo. Las 
máquinas virtuales se pueden crear con productos más avanzados como 
VMware Workstation. 
 
Desde la liberación de VMware Player, han surgido páginas web donde es 
posible crear las máquinas virtuales, como VMX Builder29. 
También es posible crear y redimensionar discos duros virtuales usando 
QEMU. 
                                            
29
 http://petruska.stardock.net/software/Vmware.html#VMX%20Builder 
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VMware Server 
En un principio era una versión de pago, pero desde finales del 2006 puede ser 
descargada y utilizada de forma gratuita. Esta versión, a diferencia de la 
anterior, tiene un mejor manejo, una mejor administración de recursos y se 
ejecuta dentro de un sistema operativo invitado. 
 
Soporta virtualización por emulación, virtualización nativa de forma 
experimental, arquitecturas de 64 bits y SMP. 
 
Dispone de una interfaz de administración intuitiva, soporte técnico, 
documentación abundante y funciona sobre Linux y Windows. 
 
 
3-1 Arquitectura VMware Server 
VMware Workstation  
 
VMware Workstation es una versión comercial de virtualización mediante 
emulación. 
 
Permite la emulación en todas las plataformas de arquitectura x86, esto permite 
que cualquier ordenador de sobremesa pueda emular tantas máquinas 
virtuales como los recursos de hardware lo permitan.  
 
Esta versión es una aplicación que se instala dentro de un sistema operativo 
anfitrión como un programa estándar, de tal forma que las máquinas virtuales 
se ejecutan dentro de esta aplicación, pero tiene un aprovechamiento 
restringido de recursos. 
 
VMware ESX Server  
 
Esta versión de pago es un sistema complejo de virtualización, se ejecuta como 
sistema operativo propio dedicado al manejo y administración de máquinas 
virtuales, lo que implica que no necesita un sistema operativo padre sobre el 
cual instalarlo.  
 
Pensado para la centralización y virtualización de servidores, esta versión no 
es compatible con una gran lista de hardware doméstico y necesita de 
hardware específico para su correcto funcionamiento.  
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Para su administración, hay que instalar un software en una máquina remota, 
conectándose mediante una interfaz web. 
 
Soporta virtualización nativa y paravirtualización mediante un hypervisor propio 
de VMware, incluye soporte para SMP avanzado, rendimiento muy aproximado 
al nativo, documentación abundante y un buen soporte técnico, pero de pago. 
 
 
Fig. 3-2 Arquitectura VMware ESX Server 
3.3.3.5 Xen 
Xen fue originalmente un software de código abierto desarrollado por Ian Pratt 
de la Universidad de Cambridge en 2003. La meta del diseño era poder 
ejecutar instancias de sistemas operativos con todas sus características, de 
forma completamente funcional en un equipo sencillo. 
 
Posteriormente Ian Pratt fundó la compañía XenSource, Inc. la cual da soporte 
a la versión de código abierto y distribuye Xen comercialmente en versiones 
para empresas.  
 
A finales de octubre del 2007 Citrix Systems, compañía especializada en 
software de infraestructuras de acceso, compró Xen Source Inc.  
Actualmente dispone de tres soluciones comerciales adaptadas a las 
necesidades de las empresas y una de distribución libre: 
 
XenServer Express Edition 
 
Se trata de una versión comercial gratuita con funcionalidades limitadas.  El 
software incluye la instalación del hypervisor, herramientas de monitorización 
de servidores virtuales y  facilidad de uso. Al ser una versión comercial se 
distribuye como un paquete pre-compilado y no es posible modificarlo. 
 
XenServer Standard Edition 
 
Versión comercial de pago, con más funciones que la versión Express. Es la 
gama media del software comercial de virtualización de Citrix. 
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XenServer Enterprise Edition 
 
Gama alta de la versión comercial, con muchas funcionalidades, enfocada a 
centros de datos. Incluye mas funciones de virtualización, soporte para 
arquitecturas x86 de 64 bits, sistema de monitorización más completo y un 
mayor soporte técnico. 
 
Igual que las otras versiones comerciales, se distribuye pre-compilado y no 
permite su modificación. 
 
Xen Source 
 
Versión de código abierto, con una gran comunidad de desarrolladores y 
usuarios. Esta versión se ha ido desarrollando gracias a la comunidad desde la 
idea original de Ian Pratt. 
 
Actualmente se encuentra en la versión 3.2 y entre sus funcionalidades se 
encuentran: 
 
 Soporte de paravirtualización. 
 Soporte de virtualización nativa. 
 Migración de maquinas virtuales en tiempo real. 
 Rendimiento en paravirtualización y virtualización nativa cercano al de 
una máquina física. 
 
3.3.3.6 Conclusión 
Descartamos todas las soluciones de pago debido a que, no permiten ser 
modificadas y a la inversión monetaria necesaria para adquirirlas.  
 
También se descartan las soluciones libres de VMware, QUEMU y Microsoft ya 
que no soportan paravirtualización, requisito del proyecto.  
 
La elección entre KVM y Xen Source se ha basado en que KVM es aún un 
proyecto nuevo y no dispone de todas las funcionalidades que aporta Xen 
Source. 
 
Xen Source, al tratarse de software de código abierto, es posible modificarlo y 
adaptarlo a las necesidades de este proyecto. Además se pueden encontrar 
muchísimas herramientas libres que aportan a Xen Source diferentes 
funcionalidades adicionales. 
3.3.4 Hardware 
 
El tipo de virtualización en el cual se basa este proyecto es una arquitectura de 
x86, por esta razón el hardware necesario para la virtualización ha de ser una 
arquitectura de x86 de 32 o 64 bits. 
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En el caso de virtualización nativa es necesario hardware específico, basado 
en los últimos procesadores de Intel o AMD. Estos procesadores implementan 
soporte de virtualización mediante instrucciones del núcleo. 
 
En el caso de Intel, el soporte de virtualización se llama IVT30 y lo soportan los 
procesadores de la serie 5000 de Xeon en adelante. 
 
Para AMD el soporte viene dado con el nombre de AMD-V31 y lo podemos 
encontrar en los procesadores que van desde el Athlon 64 X2 hasta los últimos 
modelos de la compañía. 
3.3.5 Sistema Operativo 
 
El sistema operativo padre sobre el cual funcionará la capa de virtualización 
será basado en Linux debido a que la mayor parte del software funciona 
únicamente sobre esta plataforma. 
 
Se usarán diversas distribuciones de Linux entre las cuales podemos encontrar 
Gentoo, Ubuntu y Debian. 
3.4 Servicio 
 
Una vez la maquina virtual está creada debemos dar servicio al usuario. 
Podemos diferenciar dos tipos de servicio:  
3.4.1 Servicio post-contratación 
 
El servicio aportado por Virtmanager está enfocado a la gestión de las 
máquinas virtuales creadas por el usuario.  
 
Mediante ésta interfaz de usuario podremos observar los diferentes estados en 
que se encuentran las máquinas, la memoria RAM designada, el tamaño del 
disco duro de la máquina y el tiempo que lleva funcionando. 
 
Las funcionalidades de Virtmanager son:  
 
 Apagar una máquina virtual que está en servicio 
 Encender una máquina virtual que se encuentra apagada. 
 Reiniciar una máquina virtual. 
 Eliminar la máquina virtual, liberando los recursos como RAM y espacio 
en disco. 
3.4.2 Servicios adicionales 
 
Debido al enfoque de este proyecto, necesitamos implementar algunos 
servicios que aportarán facilidad de trabajo y mejorarán el uso de las máquinas. 
 
Entre los más necesarios encontramos:  
                                            
30
 Intel Virtualization Technology 
31
 AMD Virtualization 
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3.4.2.1 DHCP 
Servicio de red, el cual permite que las nuevas máquinas virtuales tengan 
asignada su IP de forma dinámica, consiguiendo además una mejora en el 
tiempo de creación de una nueva máquina virtual.  
 
La IP se configura en el mismo servidor de DHCP permitiendo tener la 
información centralizada en un punto y más accesible para un administrador. 
3.4.2.2 DNS 
Este servicio se usa para asignar nombres de dominio a direcciones IP y 
permitir la localización del servidor de correo electrónico. 
 
Además de ser más fácil de recordar, el nombre es más fiable, ya que la 
dirección IP podría cambiar por muchas razones, conservando el mismo 
nombre. 
3.4.2.3 NAT 
Se usa para traducir en tiempo real direcciones privadas de las red interna a 
direcciones públicas, permitiendo así el acceso de estas máquinas con IP 
privada a Internet. 
3.4.2.4 VPN 
Este servicio de red permite el acceso a la red privada desde un punto externo 
a la misma, permitiendo que la máquina externa pertenezca a la red privada sin 
ninguna limitación. 
3.4.2.5 Cortafuegos  
La finalidad de este servicio es proteger las máquinas de la red privada de 
ataques exteriores. 
3.4.2.6 Servidor de correo 
Es necesario implementar este servicio de usuario para agilizar y facilitar las 
comunicaciones, el servidor de correo permite enviar mensajes entre  los 
usuarios independientemente de la red donde se encuentren. 
3.4.2.7 Control de versiones 
El control de versiones facilita la administración de las distintas versiones del 
software en desarrollo. Facilita el trabajo cooperativo entre los desarrolladores, 
permitiendo tener siempre actualizado el código y un historial de todos los 
cambios realizados en el mismo. 
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4. Implementación 
 
En este capítulo se explica el desarrollo de los elementos diseñados en el 
capítulo anterior, centrándonos en los puntos de vista de contratación, provisión 
y servicio. 
4.1 Contratación 
 
Siguiendo el diseño anteriormente citado se ha implementado la parte de 
contratación mediante un patrón MVC32 con Struts, bajo un entorno de 
programación J2EE. 
 
 
Fig. 4- 1 Patrón MVC de Struts 
Como se ve en la figura 4-1 la contratación se puede separar en tres partes 
siguiendo el mismo patrón MVC que Struts. 
4.1.1 Vista 
 
La implementación de la capa de vista se ha realizado mediante páginas JSP, 
las cuales son las encargadas de recibir las peticiones del usuario y enviar las 
respuestas. 
 
Los estilos de la página están basados en la web principal de i2cat, 
manteniendo la tipografía y el color de las mismas. 
 
La primera página a la que se accede a la aplicación, una vez el usuario es 
autenticado en el servido, es una página simple de bienvenida, llamada 
index.jsp, la cual podemos ver en la figura 4-2. 
                                            
32
 Modelo Vista Controlador 
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Fig. 4- 2 Página de bienvenida 
 
Como podemos ver en la figura 4-3, la navegación de la aplicación consta de 
dos secciones. 
 
 
Fig. 4- 3 Navegación 
 
La primera sección se accede mediante el vínculo New Machine y nos muestra 
como resultado la página JSP de la figura 4-4. 
 
 
Fig. 4- 4 Página New Machine 
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Como podemos observar, esta página es un formulario en el cual se rellenan 
las características de la nueva máquina: 
 
 El nombre de la máquina, el cual se utiliza como su identificador. 
 La IP a la que se asigna a la máquina. 
 El sistema operativo que se desea instalar. 
 El tamaño de memoria RAM que dispondrá la máquina 
 El tamaño de disco duro que se reservará para la nueva máquina. 
 El tipo de virtualización que usará, paravirtualización o virtualización 
nativa (HVM) 
 
Una vez rellenados los campos, comenzamos la creación de la nueva máquina 
clicando en el botón Submit. Los datos introducidos en los campos del 
formulario se almacenan mediante el modelo y se envían al controlador. 
4.1.2 Modelo 
 
El modelo es la parte de la implementación, donde se almacenan los datos 
recogidos por la vista en el formulario. 
 
public class NewMachineForm extends ActionForm { 
 
 private Integer ram; 
 private String name; 
 
 public ActionErrors validate(ActionMapping mapping, 
   HttpServletRequest request) { 
  return null; 
 } 
 
 public void reset(ActionMapping mapping, HttpServletRequest 
request) { 
   
 }  
public Integer getRam() { 
  return ram; 
 } 
 public void setRam(Integer ram) { 
  this.ram = ram; 
 } 
 public String getName() { 
  return name; 
 } 
 public void setName(String name) { 
  this.name = name; 
 } 
Fig. 4- 5 NewMachineForma.java 
En la figura 4-5 apreciamos la implementación del modelo mediante 
NewMachineForm que extiende de ActionForm. Esta clase indica a través de 
los getters33 y setters34 como se recogen y guardan las variables del formulario 
y la forma en que se comunicaran con el controlador. 
                                            
33
 Del verbo Ingles get, coger. 
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4.1.3 Controlador 
 
Una vez recogidos los datos mediante la vista y siguiendo el modelo, éstos son 
usados por las acciones y la lógica de negocio para generar las máquinas 
virtuales. 
 
Tal como muestra la figura 4-6, el proceso de crear estas maquinas virtuales se 
genera a partir de las acciones de Struts que interactúan con la lógica de 
negocio. La lógica de negocio es la encargada de acceder al sistema operativo 
padre y trabajar conjuntamente con el sistema de provisión Xen 
 
 
Fig. 4- 6 Secuencia de provisión de una máquina virtual. 
La provisión de las máquinas virtuales será explicada con más detalle en el 
siguiente punto. 
 
Fig. 4- 7 Mapa de Acciones Struts de una nueva máquina 
                                                                                                                                
34
 Del verbo Ingles set, poner. 
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En la figura 4-7 vemos el mapa de acciones de Struts a  la hora de crear una 
nueva máquina virtual, estas acciones están configuradas en el archivo struts-
config.xml, tal como se puede apreciar en la figura 4-7. 
 
  <action-mappings > 
    <action 
      attribute="newMachineForm" 
      input="/pages/newMachine.jsp" 
      name="newMachineForm" 
      path="/newMachine" 
      scope="request" 
      type="net.i2cat.xen.struts.actions.action.NewMachineAction"> 
       
      <forward name="failed" path="/pages/error.jsp" /> 
      <forward name="success" path="/listMachines.do" /> 
       
    </action>  
Fig. 4- 8 Acción newMachine de Struts-config.xml 
Cuando recibimos los datos del formulario se envían a la acción 
NewMachineAction que es la encargada de hacer la provisión de la maquina 
virtual a través de la lógica de negocio. 
 
Si la creación de la máquina virtual tiene éxito, la acción devuelve un success y 
se pasa a la acción listMachines. Ésta es la encargada de recoger los datos 
necesarios para que la vista genere correctamente la página listMachines.jsp, 
la cual muestra al usuario la lista de máquinas activas. 
 
En caso de fallo, la acción devuelve un failed y se muestra una página de error. 
4.2 Provisión 
 
Una vez recogidos los datos de la nueva máquina virtual mediante la 
contratación, la provisión es la encargada de generar la nueva máquina virtual 
mediante la lógica de negocio. La lógica de negocio se ejecuta en el 
contenedor de servlets Tomcat35 e interactúa con el sistema operativo y el 
software de virtualización.  
 
NewMachineAction es el encargado de lanzar todo el proceso de creación, 
guardando los valores adquiridos del formulario en variables de entorno. Ésta 
acción llama a la función newMachine y comienza el proceso de creación. 
 
El primer paso es comprobar que el sistema operativo padre tenga los recursos 
suficientes para poder asignarlos a la nueva máquina virtual y cumpla con los 
requisitos necesarios para la virtualización. 
 
Dependiendo del tipo de virtualización escogido la creación de maquinas 
virtuales se procesa de forma diferente. 
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4.2.1 Paravirtualización 
 
En caso de no escoger la opción hvm del formulario, se desarrolla un proceso 
de virtualización por paravirtualización.  
 
Primero se crea un volumen lógico virtual mediante LVM36. 
 
Process lvm = rm.exec("lvcreate vservers -L "+size+"G -n "+name); 
 
El volumen lógico se crea con el mismo nombre que la máquina virtual y con el 
tamaño introducido en el formulario. 
 
A continuación da formato en ext337 al volumen lógico, para que el sistema 
operativo pueda tratarlo como una partición lógica de disco. 
 
Process mk = rm.exec("mke2fs -j /dev/vservers/"+name); 
 
Después se monta el volumen lógico virtual en el sistema operativo padre de 
forma que se pueda trabajar sobre él antes de crear la máquina virtual. 
 
Process mnt = rm.exec("mount /dev/vservers/"+name+" /mnt/vserv/"); 
 
Una vez montado se coge la imagen del sistema operativo escogido en el 
formulario y se instala en el volumen lógico. Además de la instalación también  
se configuran automáticamente las variables de entorno, la configuración de 
red y otros cambios necesarios para que el sistema operativo esté listo para su 
uso. 
 
Cuando finaliza la configuración del nuevo sistema operativo, se desmonta el 
volumen lógico y se continúa con el proceso de creación. 
 
Process umount = rm.exec("umount -l /mnt/vservers");  
 
A continuación se crea el fichero de configuración (figura 4-8) de la máquina 
virtual que será utilizado por Xen para crear la nueva máquina virtual. Éste 
fichero se genera automáticamente con los datos recogidos por el formulario. 
 
kernel  = '/boot/vmlinuz-2.6.18-xen' 
name    = 'Debian1' 
memory  = '128' 
disk = [ 'phy:/dev/vservers/Debian1,hda1,w' ] 
root    = '/dev/hda1 ro' 
vif  = [ 'ip=84.88.32.26' ] 
 
on_poweroff = 'destroy' 
on_reboot   = 'restart' 
on_crash    = 'restart'  
Fig. 4- 9 Ejemplo de fichero de configuración en paravirtualización 
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4.2.2 Virtualización Nativa 
 
La virtualización nativa se activa sólo si escogemos la opción hvm en el 
formulario. En este caso es necesario que el volumen lógico sea virtualizado de 
forma que el sistema operativo invitado lo reconozca como si fuera un disco 
duro. 
 
Para realizar esto primero se hizo una instalación limpia del sistema operativo 
invitado y se guardó en forma de volumen lógico.  
 
A la hora de crear una nueva máquina se crea un volumen lógico virtual 
mediante LVM con el mismo tamaño que el volumen lógico que tiene la imagen 
del sistema operativo que se desea instalar. 
 
A continuación se clona el volumen lógico que contiene el sistema operativo en 
el nuevo volumen lógico, de esta forma además de los datos del sistema 
operativo también obtenemos la copia de la tabla de particiones. 
 
Una vez finalizada la clonación, se aprovecha una funcionalidad de LVM para 
redimensionar el tamaño del volumen lógico al tamaño de disco introducido en 
el formulario. 
 
Process lv = rm.exec("lvresize /dev/vservers/"+name+” -L"+size+"G -n); 
 
Por último se crea el fichero de configuración, figura 4-10, con el nombre de la 
máquina que será utilizado por Xen para crear la nueva máquina virtual, 
rellenado automáticamente gracias a los datos del formulario. 
 
import os, re 
arch = os.uname()[4] 
if re.search('64', arch): 
        arch_libdir = 'lib64' 
else: 
        arch_libdir = 'lib' 
 
kernel  = '/usr/lib/xen/boot/hvmloader' 
builder = 'hvm' 
name    = 'win1' 
memory  = '512' 
device_model = '/usr/' + arch_libdir + '/xen/bin/qemu-dm' 
vif  = [ 'type=ioemu, bridge=xenbr0' ] 
keymap = 'es' 
disk = [ 'phy:/dev/vservers/win1,ioemu:hda,w', 
'file:/images/Windows.iso,ioemu:hdc:cdrom,r' ] 
boot = 'c' 
vnc = 1 
vncviewer = 1 
localtime = 1  
Fig. 4- 10 Ejemplo de fichero de configuración en virtualización nativa 
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En paravirtulización y virtualización nativa, una vez finalizado el proceso, se 
arranca la nueva máquina virtual con el archivo de configuración generado. 
 
Process create = rm.exec("xm create /etc/xen/"+name); 
4.2.3 Registro en el sistema 
 
Todo el proceso de creación de una nueva máquina virtual se registra en el 
sistema operativo padre, mediante registros de sistema en el archivo 
/var/log/virtmanager/vm.log, tal como muestra la figura 4-11. 
 
Wed Mar 26 20:40:37 CET 2008: Created disc /dev/vservers/Debian1 with 
3 Gb 
Wed Mar 26 20:40:58 CET 2008: Created filesystem for 
/dev/vservers/Debian1 
Wed Mar 26 20:40:58 CET 2008: Mounted filesystem in /dev/vservers for 
Debian1 
Wed Mar 26 20:41:38 CET 2008: Uncompressed operating system Debian for 
Debian1 
Wed Mar 26 20:41:40 CET 2008: Configured system Debian1 
Wed Mar 26 20:42:18 CET 2008: Umount /dev/vservers for Debian1 
Wed Mar 26 20:42:18 CET 2008: Created configfile for Debian1 in 
/etc/xen/Debian1 
Wed Mar 26 20:42:18 CET 2008: Finished procces, new virtual maquine 
Debian1 created  
Fig. 4- 11 Registro de la creación de una máquina virtual 
La lógica de negocio recoge todos los datos mientras se crea la máquina virtual 
y los registra. En caso de error, se puede acceder al registro y consultar cual ha 
sido el fallo. 
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4.3 Servicio 
 
Una vez que las máquinas virtuales están operativas hemos de dar servicio a 
los usuarios.  
 
Estos usuarios pueden acceder remotamente mediante la IP de la máquina 
virtual, ya que una vez terminado el proceso de provisión, la máquina está 
configurada y lista para usarse. 
 
La forma de conectar remotamente varía dependiendo el tipo de virtualización y 
el sistema operativo. Para virtualización nativa se dispone de un servidor de 
VNC38 que genera el sistema operativo padre para cada máquina virtual. 
 
Este servidor de VNC se genera mediante el sistema operativo padre, 
permitiendo acceder a la máquina aunque la máquina virtual no tenga todavía 
la red configurada. 
 
En caso de paravirtualización podemos acceder mediante el protocolo SSH39 a 
través de la IP asignada en la máquina. 
 
Para proporcionar servicio mediante la interfaz de usuario se ha creado una 
página JSP denominada listMachines.jsp usando Struts, la cual podemos ver 
en la figura 4-12.  
 
 
Fig. 4- 12 Página List Machines 
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Esta página nos muestra información relevante del estado de los servidores: el 
nombre de cada servidor, la memoria y disco asignados y el tiempo que lleva 
funcionando. 
 
A parte de ésta la información, en la página listMachines tenemos 4 funciones: 
4.3.1 Arrancar máquina  
 
Esta acción de Struts sólo es funcional en caso de que la máquina virtual se 
encuentre en el estado Stopped40 
 
 
Fig. 4- 13 Mapa acciones de arrancar máquina 
 
Al cliclar en el icono  la acción StartMachineAction desencadena el proceso 
de arrancar una máquina, mediante la función startMachine de la lógica de 
negocio.Esta función vuelve a reservar los recursos en sistema reactivando la 
máquina. 
 
Process p = rm.exec("xm unpause "+name); 
 
 
 
 
 
 
 
 
 
 
                                            
40
 Parado en Ingles. 
Implementación  35 
4.3.2 Parar máquina 
 
La acción de Struts parar máquina solo puede ser ejecutada cuando la 
máquina virtual se encuentre funcionando en estado Booted o Running. 
 
 
Fig. 4- 14 Mapa acciones de parar máquina 
Al clicar en el icono  se llama a la acción offMachineAction, la cual 
desencadena el proceso de parar una máquina, ejecutando la función 
stopMachine de la lógica de negocio. Esto provoca que el estado de la máquina 
cambie a Stopped y se liberen los recursos que estaba utilizando. 
4.3.3 Reiniciar máquina 
 
El botón  desencadena la acción de reiniciar una máquina, ejecutando la 
función rebootMachine de la lógica y reiniciando la máquina, tal como muestra 
la figura 4-15. 
 
 
Fig. 4- 15 Mapa acciones de reiniciar máquina 
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4.3.4 Eliminar máquina 
 
Esta acción elimina completamente los datos  de una máquina virtual y libera 
los recursos que utiliza. 
 
 
Fig. 4- 16 Mapa acciones de eliminar máquina 
El icono  desencadena el proceso de eliminar una máquina virtual usando la 
lógica de negocio: primero se para el servicio de la máquina mediante Xen. 
 
Process destroy = rm.exec("xm destroy "+name); 
 
A continuación se elimina el archivo de configuración de Xen y por último se 
borra el volumen lógico asignado. 
 
Esta función elimina completamente los datos, los cuales no podrán ser 
recuperados más adelante. 
 
Los procesos de arrancar, parar, reiniciar y eliminar una máquina quedan 
guardados en el registro de Virtmanager, tal como muestra la figura 4-17 
 
Wed Mar 12 13:21:01 CET 2008: Destroying virtual machine prueba 
Wed Mar 12 13:21:01 CET 2008: Configfile /etc/xen/prueba deleted 
Wed Mar 12 13:21:03 CET 2008: Disc /dev/vservers/prueba deleted 
Wed Mar 12 13:21:03 CET 2008: Virtual machine prueba deleted  
Fig. 4- 17 Registro de la eliminación de una máquina virtual 
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4.4 Entorno de pruebas  
 
Toda la infraestructura ha sido instalada en 3 servidores, de los cuales 
podemos diferenciar dos servidores Sgi altix xe210, llamados Xena y Xeno, que  
disponen de la siguiente configuración de hardware: 
 
 Procesador dual-core Intel Xeon 5100 con soporte para virtualización 
nativa. 
 2 Gb de memoria RAM DDR2.  
 Disco duro de 250 Gb a 7200 rev. 
 
El servidor restante es un Sun sunfire v60x llamado Lisa, con estos 
compontentes de hardware: 
 
 Procesador dual-core Intel Xeon. 
 1 Gb de memoria RAM DDR. 
 Disco duro de 73 Gb a 10000 rev.  
 
Aprovechando los dos tipos de servidores disponibles se han creado dos 
entornos de virtualización. El primero, con soporte de virtualización nativa, ha 
sido instalado en los servidores SGI donde se ha creado una granja de 
servidores virtuales dedicados a usuario. 
 
El segundo entorno, instalado en Lisa, se encarga de proveer los servicios 
adicionales mediante paravirtualización. 
4.4.1 Servidores SGI 
 
Tal como muestra la figura 4-18, sobre estos servidores se ha instalado un 
sistema operativo Debian etch 4.0-r1, con un kernel modificado 2.6.18 para dar 
soporte a la virtualización. Este kernel está adaptado al hardware de los 
servidores, para ofrecer un mayor rendimiento. 
  
 
Fig. 4- 18 Entorno de pruebas de los servidores SGI 
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En este sistema operativo se ha instalado Xen 3.1 compilado con soporte de 
virtualización nativa.  
 
Una vez instalado y configurado Xen, se ha instalado Xen-Tools, un paquete de 
administración de las maquinas virtuales mediante línea de comandos, el cual 
facilita la tarea de generar y gestionar una maquina virtual. 
 
Para el correcto funcionamiento de Virtmanager se ha instalado LVM y como 
contenedor de servlets, se ha instalado Tomcat, dentro del cual se instala 
Virtmanager. 
 
Se han creado imágenes de los sistemas operativos Windows XP, Debian etch 
4.0, Gentoo 2007.1 y Ubuntu server. Éstas son usadas por Virtmanager a la 
hora de crear una nueva máquina virtual. 
 
Para facilitar una instalación de Windows XP se ha creado una imagen del CD 
original en el sistema operativo padre y ésta se mapea virtualmente contra la 
unidad de CD de la máquina virtual, haciendo que cuando se crea la nueva 
máquina sea posible instalar desde cero el sistema operativo. 
4.4.2 Servicios Adicionales en Lisa 
 
En esta máquina, figura 4-19, se ha instalado como sistema operativo una 
Gentoo 2007.1, con un kernel 2.6.18, modificado para Xen y el hardware del 
sistema. Se ha instalado Xen 3.04 compilado para la maquina, el paquete de 
Xen-Tools para la gestión y LVM como gestor de volúmenes lógicos. 
 
 
Fig. 4- 19 Entorno de pruebas del servidor Lisa 
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En esta máquina se ofrecen los servicios adicionales, instalados en las 
máquinas virtuales Marge, Moe y Troy, mediante paravirtualización.  
 
Para añadir más seguridad se creó una LAN privada virtual interna que da 
conectividad entre todas las maquinas virtuales y Lisa. Lisa actúa como NAT 
entre la interfaz pública y la interfaz privada virtual, además de hacer de 
cortafuegos. 
 
Estos servicios se han configurado mediante iptables, tal como muestra la 
figura 4-20. Iptables es una herramienta disponible en el kernel Linux que 
permite interceptar y manipular paquetes de red. 
 
Chain PREROUTING (policy ACCEPT) 
target     prot opt source               destination 
DNAT       udp  --  anywhere             anywhere            udp 
dpt:openvpn to:192.168.1.3:1194 
DNAT       tcp  --  anywhere             anywhere            tcp 
dpt:smtp to:192.168.1.4:25 
DNAT       tcp  --  anywhere             anywhere            tcp 
dpt:urd to:192.168.1.4:465 
DNAT       tcp  --  anywhere             anywhere            tcp 
dpt:http to:192.168.1.4:80 
DNAT       tcp  --  anywhere             anywhere            tcp 
dpt:imap to:192.168.1.4:143  
Fig. 4- 20 Configuración NAT mediante iptables 
4.4.2.1 Máquina Virtual Marge 
En la primera máquina virtual creada, llamada Marge, se ha instalado una 
Gentoo 2007.1 con un kernel modificado para soportar paravirtualización. 
 
En esta máquina se dispone de un servidor de DHCP instalado y configurado 
(figura 4-21), con la versión 3.0.6 del paquete de la ISC41. 
 
deny bootp; 
authoritative; 
default-lease-time 7200; 
max-lease-time 9600; 
 
subnet 192.168.1.0 netmask 255.255.255.0{ 
        range 192.168.1.60 192.168.1.263; 
        option domain-name "i2cat.net"; 
        option domain-name-servers 192.168.1.3; 
        option routers 192.168.1.1; 
        option broadcast-address 192.168.1.264; 
} 
 
host MARGE { 
        hardware ethernet 00:e0:4c:d0:85:b8; 
        fixed-address 192.168.1.3; 
} 
Fig. 4- 21 Configuración del DHCP 
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Como servidor de DNS se ha utilizado y configurado (figura 4-22) Bind42 en su 
versión 9.4.1 del paquete de la ISC. 
 
lisa            A       192.168.1.1 
marge           A       192.168.1.3 
moe             A       192.168.1.4 
troy            A       192.168.1.10 
ns1             CNAME   marge 
vpn             CNAME   marge 
www             CNAME   moe 
svn             CNAME   moe 
bart            CNAME   troy  
Fig. 4- 22 Configuración de Bind 
Marge también dispone de un servidor de VPN, con el software OpenVPN en 
su versión 2.0.7, lo cual nos permite acceder al servicio desde una red externa. 
 
4.4.2.2 Máquina Virtual Troy 
En el segundo servidor virtual se ha instalado un sistema operativo Debian etch 
4.0, esta máquina virtual está destinada a ofrecer servicio multimedia mediante 
Flash Media Server43. 
 
4.4.2.3 Máquina Virtual Moe 
El tercero y último de los servidores utiliza una Gentoo 2007.1 como sistema 
operativo. Ofrece servicios de FTP seguro, sistema de control de versiones, 
servidor de páginas web y servidor de correo. 
 
El servidor de FTP que utilizamos es un software llamado Pure-ftp, con licencia 
GPLv2, el cual permite usuarios virtuales y configuración segura. 
 
Para el control de versiones hemos utilizado Subversion, de Tigris, que se 
distribuye bajo licencia Apache/BSD. El servidor de páginas web es un Apache 
2 que se distribuye con la misma licencia. 
 
El servidor de correo se ha creado mediante Postfix, para generar los buzones 
de correo. Además de instalar Squirrel 1.4 como interfaz de usuario para 
acceder a las cuentas de correo y Mailman para crear listas de correo. 
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5. Plan de trabajo 
 
En este capítulo se explica con detalle el plan de trabajo realizado y utilizado 
para la división en tiempo del proyecto. 
 
 
Fig. 5- 1 Escala de tiempo 
 
Como vemos en la figura 5-1, el proyecto ha durado desde principios de junio 
del 2007 hasta finales de marzo del 2008 esto suma un total de 9 meses 
trabajados si tenemos en cuenta las vacaciones. 
 
Las fases más importantes del proyecto son: 
 
Planificación del proyecto: Primera fase del proyecto, se hizo la propuesta 
del proyecto y un esbozo de planificación de tiempo. 
Estado del arte: Se analizaron los requerimientos del proyecto y las 
herramientas necesarias para crearlo. 
Diseño: Se planteó la arquitectura del proyecto, comparando las diferentes 
herramientas que disponíamos para resolver el proyecto. 
Implementación: Mediante las herramientas escogidas en el diseño se 
implementó el entorno. 
Pruebas: Se hicieron algunas pruebas de rendimiento y del correcto 
funcionamiento de la aplicación. 
Documentación: Tiempo invertido en escribir la documentación final del 
proyecto. 
 
En la figura 5-1 se puede observar el plan de trabajo de forma más detallada, 
con las horas invertidas en cada punto, su fecha de inicio, la fecha de final de 
tarea y las horas invertidas, un total de 565 horas. 
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Tema Descripción Inicio Duración Final 
 1. Planificación del proyecto         
   Propuesta de proyecto 04/06/2007 15 horas 08/06/2007 
 2. Estado del arte 
 
        
   Tipos de virtualización 11/06/2007 12 horas 13/06/2007 
   Servicios necesarios 14/06/2007 4 horas 14/06/2007 
   Arquitectura y Sistema Operativos 15/06/2007 4 horas 15/06/2007 
   Herramientas de gestión 19/06/2007 8 horas 20/06/2007 
 3. Diseño 
 
        
   Sotfware virtualización 20/06/2007 20 horas 25/06/2007 
   Sistema Operativo 25/06/2007 4 horas 25/06/2007 
   Servicios de red 26/06/2007 6 horas 27/06/2007 
   Servicios de usuario 27/06/2007 8 horas 27/06/2007 
  Virtmanager 28/06/2007 25 horas 02/06/2007 
 4. Implementación           
 4.1. Xena y Xeno   
   
  
   Instalación del Sistema Operativo 03/07/2007 1 hora 03/07/2007 
   Configuración y adaptación Kernel de Xen 03/07/2007 7 horas 03/07/2007 
   Instalación y configuración de Xen 3.1 04/07/2007 40 horas 10/07/2007 
   Instalación Xen-Tools 11/07/2007 4 horas 11/07/2007 
   Instalación del gestor de volumenes LVM 12/07/2007 8 horas 12/07/2007 
 4.2.Creación de Maquinas Virtuales         
  Sistema operativo  Windows 13/07/2007 12 horas 18/07/2007 
  Sistema operativo  Linux 19/07/2007 12 horas 20/07/2007 
   Instalación y Configuración Virtmanager 23/07/2007 26 horas 27/07/2007 
 4.3. Lisa 
 
        
   Instalación del Sistema Operativo 03/09/2007 2 horas 03/09/2007 
   Configuración y adaptación Kernel de Xen 03/09/2007 4 horas 03/09/2007 
   Instalación y configuración de Xen 3.04 04/09/2007 28 horas 06/09/2007 
   Configuración de Xen-Tools y LVM 07/09/2007 8 horas 07/09/2007 
   Creación de Maquinas Virtuales 10/09/2007 16 horas 11/09/2007 
 4.3.1.Servicios adicionales         
   Instalación de DCHP, NAT y Firewall 12/09/2007 4 horas 12/09/2007 
   Instalación de VPN 13/09/2007 4 horas 13/09/2007 
   Instalación de DNS 14/09/2007 4 horas 14/09/2007 
   Instalación de FTP 17/09/2007 4 horas 17/09/2007 
   Instalación de SVN y Apache 18/09/2007 8 horas 19/09/2007 
   Instalación del servidor de Correo 20/09/2007 12 horas 24/09/2007 
4.4 Interfaz de gestión           
  Implementación de Virtmanager 21/11/2007 115 horas 10/01/2008 
 5. Pruebas           
   Migración de Servicios 10/01/2008 12 horas 13/01/2008 
   Rendimiento 14/01/2008 8 horas 17/01/2008 
 6. Documentación           
  Documentación final del TFC 17/01/2008 120 horas 26/03/2008 
    
    
TOTAL     565 horas 
 
Fig. 5- 2 Plan de trabajo
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6. Conclusiones 
 
Este capítulo está dedicado a las conclusiones alcanzadas después de finalizar 
el proyecto, al aprendizaje realizado, al ahorro energético y monetario que 
permite la virtualización y al desarrollo necesario para mejorar el acabado final 
del proyecto.  
6.1 Conclusiones personales 
 
La realización del proyecto ha sido para mí un gran reto personal superado con 
grandes expectativas de futuro, que me ha permitido profundizar mis 
conocimientos en administración de sistemas. 
 
Este proyecto me ha permitido ampliar mis conocimientos en entornos de 
programación y herramientas de trabajo tales como Java y Struts, casi 
desconocidas para mí al inicio del proyecto. 
 
También ha mejorado mi forma de trabajar y enfocar mis ideas para alcanzar 
una meta. En general ha sido muy satisfactorio poder realizar este proyecto. 
6.2 Impacto medioambiental 
 
Gran parte de las virtudes de la virtualización provienen de aspectos vinculados 
con el área de la denominada “green IT”, gracias a los grandes ahorros en 
costes y eficiencia energética que pueden obtenerse gracias a la virtualización 
de servidores.  
 
Se calcula que por cada doscientos servidores virtualizados, las grandes 
empresas pueden llegar a ahorrarse en torno a un millón de dólares en un 
plazo de tres años, una cantidad que de por sí justifica en gran medida el fuerte 
interés en torno a este tipo de tecnologías. En empresas más pequeñas se 
estiman unos setecientos dólares y casi diez mil kWh por cada servidor 
virtualizado, además de importantes ahorros en espacio y en necesidades de 
climatización. 
 
La reducción más habitual y practicada a nivel de centros de proceso de datos 
es de 4:1, cuatro máquinas virtuales sobre cada ordenador físico, lo que 
supone una reducción de un 75% en recursos físicos, aunque se puede llegar a 
ratios de 8:1 (87.5%) o de 10:1 (90%).  
 
El paso a máquinas virtualizadas supone un incremento del tiempo de 
funcionamiento efectivo, un incremento de la flexibilidad en caso de averías de 
hardware (una máquina virtual puede ser trasladada a otra máquina física de 
manera prácticamente inmediata), así como mayores facilidades de cara a la 
realización de copias de seguridad y procedimientos de recuperación en caso 
de desastre. 
 
Estos ahorros de energía y hardware permiten que la contaminación 
medioambiental generada por los recursos utilizados por una empresa del 
sector sean ampliamente disminuidos. 
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6.3 Objetivos alcanzados 
 
En un principio se definieron unos objetivos a seguir. Para obtener todas las 
funcionalidades se han utilizado una serie de tecnologías que han ayudado en 
la implementación y el desarrollo. 
 
El objetivo principal era desarrollar un entorno de virtualización mediante las 
tecnologías existentes, este objetivo ha sido alcanzado y superado. 
 
Aparte de unir las tecnologías existentes para crear un entorno de virtualización 
robusto, se ha implementado una interfaz web que permite manejar la 
virtualización de los servidores de forma sencilla y intuitiva. 
6.4 Opciones de futuro 
 
A pesar de que los objetivos iníciales han sido alcanzados, este proyecto aun 
está en fase de desarrollo y sus funcionalidades pueden ser ampliadas 
enormemente y orientadas a gusto del usuario. 
 
La lista de trabajos futuros puede llegar a ser infinita, dependiendo del enfoque 
que se le quiera dar al proyecto, pero podemos comentar algunas de las tareas 
que serían interesantes de realizar: 
 
 Añadir una base de datos que se comunique con la aplicación web y 
permita guardar más datos relacionados con cada máquina, como el 
usuario a la que pertenece, los permisos que dispone, etc. 
 
 Mejorar el rendimiento de las máquinas virtuales instalando drivers 
específicos para el hardware virtualizado de Xen. 
 
 Guardar los volúmenes lógicos de las máquinas en un servidor 
centralizado permitiendo que el usuario pueda acceder a ellas desde 
cualquier servidor de máquinas virtuales. 
 
 Un sistema de copias de seguridad automatizado. 
 
 Reforzar la seguridad en la herramienta de gestión y añadirle control de 
usuarios. 
 
 Aprovechar la herramienta de migración de Xen para montar un sistema 
de carga balanceado entre servidores. 
 
 Mejorar la monitorización de los recursos utilizados por la máquina 
virtual. 
 
 Otras mejoras específicas que puedan necesitarse en un futuro. Debido 
a que todo está montado en software  libre la capacidad de mejorar el 
proyecto depende de la imaginación del desarrollador. 
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8. Acrónimos 
 
IT: Information Technology  (Tecnologias de la información) definido por la 
Asociación Americana de tecnologías de la información (ITAA) es el estudio, 
diseño, desarrollo, implementación, soporte y mantenimiento de un sistema 
informático de información.  
 
RAM:  Random Access Memory (Memoria de acceso aleatorio) se compone de 
uno o más chips y se utiliza como memoria de trabajo para programas y datos. 
Es un tipo de memoria volátil que pierde sus datos cuando se queda sin 
energía. 
 
IP: Internet Protocol (Protocolo de Internet) es un protocolo no orientado a 
conexión usado tanto por el origen como por el destino para la comunicación 
de datos a través de una red de paquetes conmutados. 
 
API: Application Programming Interface (Interfaz de programación de 
aplicaciones) es el conjunto de funciones y métodos que ofrece cierta biblioteca 
para ser utilizado por otro software como una capa de abstracción. 
 
XML: eXtensible Markup Language (Lenguaje de marcas extensible) es un 
metalenguaje extensible de etiquetas desarrollado por el World Wide Web 
Consortium (W3C). 
 
HTML: HyperText Markup Language (Lenguaje de etiquetas de hipertexto) es 
el lenguaje de marcado predominante para la construcción de páginas web, 
usado para describir la estructura y el propósito de información en forma de 
texto, así como para complementar el texto con objetos tales como imágenes. 
 
IIS: Internet Information Services (Servicios de información en Internet) es una 
serie de servicios del sistema operativo Windows, los cuales convierte a un 
ordenador en un servidor Web. 
  
SMP: Symmetric multiprocessing (Multiproceso simétrico) es un tipo de 
arquitectura de ordenadores en que dos o más procesadores comparten una 
única memoria central. 
 
GPL: General Public License (Licencia pública general) es una licencia creada 
por la Free Software Foundation a mediados de los 80, orientada 
principalmente a proteger la libre distribución, modificación y uso de software. 
 
SPARC: Scalable Processor ARChitecture (Arquitectura de procesador 
escalable) es una arquitectura con un conjunto reducido de instrucciones 
originalmente diseñada por Sun Microsystems. 
 
LVM: Logical Volume Manager es una implementación de un administrador de 
volúmenes lógicos para el kernel Linux. 
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EXT3: third EXTended filesystem (Tercer sistema de archivos extendido) es el 
sistema de archivos más usado en distribuciones Linux. 
 
VNC: Virtual Network Computing (Computación en Red Virtual) es un programa 
de software libre basado en una estructura cliente-servidor el cual nos permite 
tomar el control del ordenador servidor remotamente a través de un ordenador 
cliente, también llamado comúnmente escritorio remoto. 
 
SSH: Secure Shell es el nombre de un protocolo y del programa que lo 
implementa, y sirve para acceder a máquinas remotas a través de una red. 
Permite manejar por completo la computadora mediante un intérprete de 
comandos. 
 
ISC: Internet Sotfware Consorcium es una organización sin ánimo de lucro 
enfocada a apoyar y ayudar al desarrollo software orientado a Internet. 
 
BIND: Berkeley Internet Name Domain es el servidor de DNS más 
comúnmente usado en Internet, especialmente en sistemas Linux. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Anexos  49 
ANEXO A. 
Instalación de un nuevo sistema de virtualización 
 
Instalación basada en el Sistema Operativo Debian etch, Xen 3.1 y 
Virtmanager. 
 
Instalando Debian etch: 
 
1. Introduce el Cd y reinicia el ordenador para arrancar desde el disco. 
 
        
 
2. Presiona ENTER y escoge tu localización, el idioma y el tipo de teclado. 
 
3. Sigue las instrucciones para instalar la red. 
 
4. En la instalación de disco escoge, Partitioning method: Manual. 
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5.  Crea tres particiones: 
 
Partición raíz:  
 Tipo: Primaria 
 Tamaño: 15 Gb 
 Punto de montaje /  
 Sistema de ficheros ext3 
 Marca de arranque: Activada 
 Resto de opciones por defecto 
 
  Partición SWAP:  
 Tipo: Lógica 
 Tamaño: 1 o 2 Gb 
 Sistema de ficheros: área de intercambio  
 Marca de arranque: Desactivada 
 Resto de opciones por defecto 
 
Partición vservers:  
 Tipo: Lógica 
 Tamaño: El resto de espacio del disco 
 Punto de montaje: No montarla 
 Marca de arranque: Desactivada 
 Resto de opciones por defecto 
 
 
IMPORTANTE: Cuando crees la partición fíjate en si el disco pone sda, sdb, 
hda, hdb etc. y en el numero que le pone delante de la tercera partición (Tal 
como muestra la imagen), ya que será necesario más adelante. 
 
 
 
En este caso por ejemplo, la tercera partición es sda y el numero 8, por tanto 
nuestro disco estará en la sda8. 
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6. Se mostrara un mensaje de error, preguntante si deseas volver al menú 
de particionado, responde NO. 
 
7. Una vez creadas las particiones sigue con la instalación, introduce el 
contraseña de root, crea un nuevo usuario y a continuación se instalara 
el sistema base. 
 
8. Cuando te pregunte si quieres usar una réplica en red, responde SI y 
elige las opciones de configuración de país, replica de red (te 
recomiendo que uses la de ftp.es.debian.org) y cuando te pregunte por 
el http Proxy pulsa INTRO. 
 
 
 
9. Responde NO a la pregunta si quieres usar popularity-contest. 
 
10. Una vez en la pantalla de selección de software elige: 
 Desktop enviroment. 
 Standard system. 
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Necesitamos los paquetes de servidor de X para poder generar las 
conexiones VNC, sino no funcionará.  
 
11. Una vez instalado el sistema, responde SI a la pregunta si quieres 
instalar GRUB. 
 
 
 
Ahora finaliza la instalación y reinicia la maquina.  
 
12. Una vez reiniciada la maquina entra en ella y abre una consola con 
privilegios de root. Instala el servidor de ssh y el vim: 
 
$apt-get install openssh-server vim 
 
 Ya puedes entrar desde un terminal. 
 
13. Edita el fichero /etc/apt/sources.list, borra todo lo demás y déjalo igual 
que este: 
 
 
deb ftp://ftp.es.debian.org/debian/ etch main contrib non-free 
deb-src ftp://ftp.es.debian.org/debian/ etch main contrib non-free 
 
deb http://security.debian.org/ etch/updates main contrib 
deb-src http://security.debian.org/ etch/updates main contrib 
 
 
A continuación ejecuta: 
 
$apt-get update 
$apt-get upgrade 
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Instalando Xen 3.1: 
 
1. Borra los paquetes que pueden dar problemas: 
 
$apt-get remove exim4 exim4-base nfs-common portmap pidentd  
 
 
2. Instala los paquetes necesarios: 
 
$apt-get install screen ssh debootstrap python python-twisted iproute bridge-
utils libcurl3-dev libssl0.9.7 vncserver qemu 
 
3. Baja e instala Xen: 
 
$cd  /usr/src 
$wget http://bits.xensource.com/oss-xen/release/3.1.0/bin.tgz/xen-3.1.0-install-
x86_32.tgz 
$tar xvzf xen-3.1.0-install-x86_32.tgz 
$cd dist/ 
$./install.sh 
$mv /lib/tls /lib/tls.disabled 
 
4. Instala Xen-Tools y libc6-xen: 
 
$apt-get install xen-tools libc6-xen 
 
 
5. Configura Xen: 
 
$vi /etc/xen/xend-config.sxp 
 
Y añade al final: 
 
(vnc-listen '0.0.0.0') 
(vncpasswd 'servicat') 
 
6. Añade Xen al arranque. 
 
$update-rc.d xend defaults 20 21 
$update-rc.d xendomains defaults 21 20 
 
7. Instalando el Kernel de Xen y ramdisk: 
 
$depmod 2.6.18-xen 
$apt-get install yaird 
$mkinitrd.yaird -o /boot/initrd.img-2.6.18-xen 2.6.18-xen 
$update-grub  
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Reinicia la maquina. 
 
8. Una vez reiniciada comprueba que se ha instalado bien: 
 
$uname -a 
 
 
Debería aparecer, 2.6.18-xen: 
 
Linux xenu 2.6.18-xen #1 SMP Fri May 18 16:11:33 BST 2007 i686 GNU/Linux 
 
 
Instalando Virtmanager: 
 
1. Instala Java JDK, LVM y Tomcat 5.5 
 
$apt-get install sun-java5-jdk tomcat5.5 lvm2 
 
 
2. Crea la partición de LVM, para esto necesitas saber el tipo disco de la 
partición vservers y el numero de la misma (Punto 5 de Instalando 
Debian) 
 
$pvcreate /dev/sda8 
 
Canvia el sda8 por el propio de tu partición. 
 
Ahora creamos el volumen group: 
 
$vgcreate vservers /dev/sda8 
 
 
Igual que antes cambia el sda8 por el propio de tu partición, es importante que 
NO cambies el nombre del volumen group, si se llama diferente a vservers no 
funcionara. 
 
3. Configurando el tomcat5.5: 
 
$vi /et c/init.d/tomcat5.5 
 
Busca la linea en que pone TOMCAT5_USER=tomcat55 y cámbiala por  
 
TOMCAT5_USER=root 
 
 
Configura los permisos: 
 
$vi /etc/tomcat5.5/policy.d/04webapps.policy  
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Añade estas líneas dentro de grant{  
 
 
permission java.io.FilePermission "<<ALL FILES>>", "read, write, delete, 
execute"; 
permission java.util.PropertyPermission "*", "read,write"; 
permission java.lang.RuntimePermission "*"; 
 
}; 
 
4. Crea el usuario admin: 
 
$vi /var/lib/tomcat5.5/conf/tomcat-users.xml 
 
Y añade esto dentro de: 
<tomcat-users> 
 
  <role rolename="admin"/> 
  <user username="admin" password="servicat" roles="admin"/> 
  
</tomcat-users>  
 
Puedes cambiar el usuario y el password por el que prefieras. 
 
5. Instala virtmanager: 
 
Mete el cd de virtmanager y móntalo 
 
$mount /dev/cdrom /mnt/cdrom 
 
En caso de que no exista crea la carpeta: 
 
$mkdir /mnt/cdrom 
 
Copia la carpeta virtmanager y images: 
 
$cp /mnt/cdrom/virtmanager  /var/lib/tomcat5.5/webapps/ 
$cp /mnt/cdrom/images /  
 
Desmonta el cdrom y extráelo: 
 
$umount /mnt/cdrom 
 
Reinicia la maquina y el sistema está listo para usarse. 
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Usando virtmanager: 
 
Para acceder a la administración web de virtmanager, abre un navegador y 
escribe la siguiente dirección: 
 
http://X.X.X.X:8180/virtmanager 
 
Sustituye las X por la IP de la maquina en que hayas instalado virtmanager. 
 
Te aparecerá una ventana de autentificación donde tienes que introducir el 
usuario y el password que configuraste en el punto 4 de Instalando 
virtmanager. 
 
Virtmanager es muy intuitivo no es necesario dar mucha explicación, pero hay  
que tener en cuenta varios puntos: 
 
Para crear una nueva máquina virtual: 
 
 
 
 En el nombre no puede contener espacios. 
 La ip tiene que ser del mismo rango que la del domain-0. 
 Solo se puede usar el sistema operativo Windows o Sin SO si usamos 
hvm. 
 En las opciones de ram y tamaño  de disco solo usar números enteros. 
 
Si se produce algún error puedes mirar los logs en /var/log/virtmanager/ 
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Una vez creada la maquina virtual, te aparecerá una lista parecida a esta: 
 
 
 
 
Aquí aparecen todas las maquinas virtuales que vayas creando, con la 
siguiente información: 
 Nombre: El nombre de la máquina virtual.  
 Memoria: Memoria asignada a esa máquina. 
 Tamaño: El espacio de disco asignado a esa máquina. 
 Estado: El estado actual de la máquina, estados posibles: 
o Running: Significa que la máquina está funcionando. 
o Booted: La máquina esta arrancada y lista para funcionar. 
o Stopped: La máquina esta parada. 
o Waiting: La máquina está esperando a que el usuario interaccione 
con ella, esto es común cuando se escoge la opción de Hvm con 
Windows o sin SO ya que arranca la máquina pero se pone en 
modo Waiting mientras el usuario no la configure. 
o Crashed: La máquina se ha colgado. 
 
 Uptime: El tiempo que lleva la maquina en estado Running. 
 
Cada máquina también tiene asignado unos botones con la función de: 
 
 Arrancar una máquina que este en estado Stopped. 
 Parar una máquina que está funcionando. 
 Reiniciar la máquina 
 Borrar la máquina (Cuidado esta opción borra toda la máquina 
incluidos los datos que el usuario haya modificado dentro de ella) 
 
La primera máquina virtual (llamada Domain-0) es la máquina “Padre”, la 
maquina principal donde se ha instalado Debian y Xen. 
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Esta máquina tiene un tratamiento especial en la lista: 
 
 Los valores de Memoria y Tamaño hacen referencia a la memoria RAM 
y espacio de disco duro libre  en el Sistema Operativo principal. Nunca 
se puede asignar más memoria o tamaño de disco del que hay libre a 
una nueva máquina virtual. 
 Tampoco se puede borrar ni arrancar esta máquina desde la lista. 
 
 
Como acceder a la máquina virtual que acabo de crear: 
 
En cado de que la maquina virtual sea un Linux (Debian o Ubuntu) para 
acceder a ella tienes dos opciones: 
 Primera, a través de la consola de Xen: 
 
1. Entra como usuario root al servidor de maquinas virtuales. 
 
2. Ejecuta: 
 
$xm console NombreDelaMaquinVirtual 
 
3. Para abandonar la consola de Xen pulsa ctrl + la tecla ] 
 
 Por ssh, utiliza un termina de ssh para conectar con la ip que 
configuraste en la nueva máquina.  
La contraseña de root por defecto es servicat. 
 
Si elegiste Windows o SinSO como sistema operativo, debes utilizar un cliente 
de VNC, como por ejemplo el RealVNC, para conectar a: 
 
 Ipdelservidor:puerto 
 
Ejemplo: 12.34.56.78:5900  
 
La IP del servidor se refiere a la IP del servidor físico o “Padre”, el puerto varía 
dependiendo del número de maquinas virtuales activas de tipo Windows que 
tengamos en ese momento. 
 
En caso de ser la primera máquina el puerto será el 5900, si tenemos 1 
máquina anterior el puerto será el 5901, si tenemos dos máquinas anteriores el 
puerto será el 5902 y así sucesivamente, cada vez que se crea una nueva 
máquina virtual se suma +1 al puerto. 
 
La contraseña es la que pusiste en el punto 5 de instalando Xen 3.1 
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Problemas conocidos: 
 
La tarjeta funciona antes de instalar Virtmanager, pero una vez instalado a 
dejado de funcionar ¿Por qué? 
Asegúrate de que tu tarjeta no se una Bradcom Netextreme II 
 
$lspci 
 
Actualmente los drivers de Debian para las tarjetas Broadcom Netextreme II no 
funcionan bien con virtmanager ya que esta distribución usa los 1.4, en las 
nuevas versiones del driver ya está solucionado.  
 
 
No puedo entrar por ssh a la nueva máquina virtual. 
 
No puedes entrar por ssh si escoges el Sistema Operativo Windows o la opción 
sin Sistema Operativo. 
 
Asegúrate de poner bien la IP de la maquina, actualmente Virtmanager solo 
permite configurar correctamente las IP’s del rango publico de Mediacat. 
En caso de que quieras utilizar otra IP sigue este manual. 
 
Una vez creada la maquina virtual. 
 
4. Entra como usuario root al servidor de maquinas virtuales. 
 
5. Ejecuta: 
 
$xm console NombreDelaMaquinVirtual 
 
6. Una vez dentro de la maquina virtual, autentifícate como root y edita el 
fichero de configuración : 
 
$vi /etc/network/interfaces 
 
Introduce los datos correctos de la configuración ip 
 
7. Reinicia la configuración de red: 
 
$/etc/init.d/networking restart 
 
8. Abandona la consola de xen pulsando ctrl + la tecla ] 
 
Una vez hecho esto ya deberías poder entrar por ssh. 
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No me crea el disco, de la nueva máquina, correctamente: 
 
Asegúrate de que el nombre del volumen lógico es correo: 
 
$vgs 
 
Debería aparecer algo parecido al cuadro, asegúrate que ponga vservers: 
 
  VG       #PV #LV #SN Attr   VSize   VFree 
  vservers   1   5   0 wz--n- 217,04G 208,04G 
 
 
Asegúrate también de que la tercera partición que configuraste en punto 5 de 
Instalando Debian  no aparezca en el fstab: 
 
$vi /etc/fstab 
 
Si aparece bórrala.  
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