[1] In this study we aim to understand the effect of static and dynamic stress changes in promoting earthquake failures on secondary faults. Toward this goal we solve the equation of motion of a spring-slider dynamic system including inertia and using rate-and state-dependent constitutive laws. We separately investigate the dynamic response of this fault analog system to a sudden stress change represented either as a stress step or as a stress pulse, which are used to model permanent (static) and transient (dynamic) stress perturbations. The induced earthquake failure does not occur immediately at the application of the coseismic stress change, but it is delayed in time: we define this time interval as the triggering delay. For a given stress perturbation, we analyze the dependence of triggering delays on different system conditions and constitutive parameters. Our results clearly show that the effects of static and dynamic stress changes are quite different. While a static stress change is able to advance as well as to delay an induced instability depending on its sign, a dynamic stress pulse is only able to promote a nearly instantaneous failure, provided its amplitude is positive and large enough with respect to the direct effect of friction. In other words, dynamic stress changes can only cause nearly instantaneous failures, without any relevant triggering delay. These results should be considered in interpreting the seismicity rate changes caused by large earthquakes at least as long as seismic events are interpreted as sliding instabilities obeying rate-and state-dependent friction laws.
Introduction
[2] Observations and theoretical models support the idea that earthquakes perturb the state of stress of neighboring faults [Harris, 1998; Stein, 1999; King and Cocco, 2000] . These perturbations are represented by coseismic stress changes which modify the mechanical conditions of active faults yielding induced earthquake failures that can be advanced as well as delayed in time with respect to the unaltered (unknown) occurrence of seismic events. In this context, ''induced'' events are those whose failure times have been advanced (or delayed) with respect to the unperturbed stressing. Near the causative faults, the induced coseismic stress field consists both of transient (dynamic) and permanent (static) stress changes. While at remote distances transient stresses are dominant [Rybicki et al., 1985; Cotton and Coutant, 1997; Gomberg et al., 1997 Gomberg et al., , 1998 ], in the near-field these two factors cannot be separated and they act together in triggering impending earthquakes [see Harris, 1998; Belardinelli et al., 1999; Gomberg et al., 2000] . In this study we investigate the fault dynamic response to transient and permanent stress changes in order to understand if these two stress perturbations have the same capability to modify the mechanical conditions of active faults and to shed light on the physical processes underlying earthquake triggering. Gomberg [2001] discussed a similar problem with simple heuristic models presenting conflicting evidence on earthquake failure models. Here, we aim to contribute to this discussion by presenting numerical calculations and simulations to answer to this stimulating open question.
[3] The 1992 Landers earthquake provided the first striking examples of short-and long-range interactions, which were interpreted to support both static and dynamic triggering. Dynamic stress changes associated with the passage of seismic waves have been proposed to explain remotely triggered seismicity both after the 1992 Landers earthquake [Hill et al., 1993] and the 1999 Izmit event [Brodsky et al., 2000] . Recently, Kilb et al. [2000] suggested that dynamic stress changes, rather than static perturbations, better explain the distribution of the aftershocks that occurred within about 10 months following the 1992 Landers earthquake. This result implies that dynamically triggered events can occur at any time after the seismic waves have passed and even with considerable delay [see also Gomberg et al., 1997 Gomberg et al., , 1998 ]. In order to detect dynamic triggering, it is necessary to observe that the rate of earthquakes after the passage of seismic waves is larger than the rate of events before the transient perturbation. Dynamic triggering due to long range interactions can be verified and tested in a statistical sense only in a specified time window starting immediately after the arrival of the stress perturbation and lasting for days to months [Hill et al., 1993] . This time window is therefore much longer than the persistence of the stress perturbation. In the near field, however, it can be extremely difficult to test statistically if the dynamic stress perturbations can alter the aftershock distribution and the seismicity rate, because their effects on the rate of earthquake production may be indistinguishable from those caused by static stress changes.
[4] A particular goal of the present study is therefore to understand if dynamic stress changes can promote subsequent earthquakes at any time after the induced perturbation. In performing this investigation, we have to account for the fault constitutive properties and their variability [Gomberg et al., 1998; Belardinelli et al., 1999; King and Cocco, 2000] . We represent the fault frictional properties by using a rate-and state-dependent constitutive formulation [Dieterich, 1979 [Dieterich, , 1986 Ruina, 1980 Ruina, , 1983 . According to this description, Scholz [1998] proposed the earthquake insensitivity to dynamic transient stresses: The direct effect of friction and the finite size and duration of nucleation prohibit earthquakes from being triggered by high-frequency stress changes. These considerations emphasize that there is no general agreement on the role played by dynamic stress changes. We aim to clarify this controversy by investigating the dynamic response of a spring-slider system including inertia to transient and permanent changes of the external loads.
Simulation Strategy
[5] In this study we numerically solve the equation of motion of a spring-slider dynamic system (see Figure 1) including inertia
where d is the slip, m is the mass per unit surface, t f is the frictional resistance and t is the elastic traction on the slider. If d 0 is the displacement of the loading point moving at constant velocity V 0 ¼ _ d 0 and k is the elastic spring constant, then t = k(d 0 À d). The term Át(t) represents the time-dependent stress perturbation of the slider traction, such as that caused by a nearby earthquake. The stress perturbation Át(t) is assumed to be zero for times less than or equal to the external load application time (named the onset time in the remainder of the paper). The use of a spring-slider model to study earthquake triggering assumes that the nucleation patch, which has its own finite size, is a single degree of freedom dynamic system. Although a spring-slider analog model is a simplistic representation of an active fault, it allows modeling of repeated seismic events accounting for fault constitutive properties (fault restrengthening) and stress perturbations during the seismic cycle. For these reasons, it has been widely used in the literature [Rice and Gu, 1983; Roy and Marone, 1996; Boatwright and Cocco, 1996; Gomberg et al., 1997 Gomberg et al., , 1998 Gomberg et al., , 2000 .
[6] In this study we use the simulation strategy proposed by Boatwright and Cocco [1996] , which uses the quasistatic approximation at low values of the sliding velocity,
where V c is a suitable value of the slider velocity [Rice and Tse, 1986] . We have chosen V c = 100 mm/s to separate two constitutive regimes: the first one (V V c ) in which we solve the dynamic equation system with the quasi-static approximation and the other (V > V c ) where we include inertia and the motion is fully dynamic. We use rate-and state-dependent constitutive laws with both a slowness (Dieterich-Ruina) evolution equation, which implies true ageing
as well as a slip (Ruina) evolution equation [see Beeler et al., 1994] 
[7] In these equations, the constitutive parameters are A = as n , B = bs n and L, s n being the normal stress. The first equation in equations (1) and (2) relates fault friction to the sliding velocity and the state variable and is usually named the governing equation. The second relation represents the Figure 1 . Schematic representation of a spring-slider system. ESE 1 -2 temporal evolution of the state variable and it is named the evolution equation. The term A = as n accounts for the direct effect of friction, which is the sudden increase in friction caused by a sudden change in sliding velocity [see Scholz, 1990, and references therein] . For both constitutive formulations considered here, the constitutive parameters B and L control the evolution of the state variables x and Â [see Ruina, 1980 Ruina, , 1983 , which account for the properties of contact sliding surfaces. The evolution equations provide a time-dependence to fault friction and the state variables represent a memory of previous slip episodes. We numerically solve the equation of motion under unsteady conditions _ x 6 ¼ 0 and _ Â 6 ¼ 0, and therefore in our simulations, the state variable is always evolving from its initial value.
[8] Following Weeks [1993] we assume that, for both the constitutive laws considered in this study, friction becomes independent of velocity at high slip rates and we solve the equation of motion by using the following relation
[see Boatwright and Cocco, 1996] . We also consider the case, for the slowness evolution law (1), in which no constraints exist at high slip rates. This allows us to check the effect of friction behavior at high sliding velocities that we will discuss in the following section.
[9] In most of the cases considered here, the springslider parameters are chosen to make unstable the equilibrium state of the quasi-static system, which requires a stiffness smaller than its critical value k < (B À A)/L [see Gu et al., 1984] . The system in this case spontaneously becomes unstable in a finite time, even when unperturbed (Át(t) 0) with only the loading rate transmitted by the spring. During the instability, the slider velocity reaches very large values compared to the loading point velocity. In this model, the loading rate transmitted by the spring
Þ is representative of remote tectonic loading and the instability represents a seismic event. We identify a seismic slip event, or an instability, when the slip velocity becomes transiently larger than an assumed threshold V L = 10 cm/s (Figure 2 ). An earthquake can thus be expected in our model also in unperturbed conditions. We refer to the instability occurring for Át(t) = 0 as an unaltered or unperturbed dynamic event. We indicate the time of application of the induced perturbation (onset time) as T 0 , while the occurrence time of the instability is T u > T 0 for unperturbed load conditions, and T p > T 0 for perturbed system. The triggering delay is here defined as t p = T p À T 0 and the unperturbed time delay is defined as t u = T u À T 0 (see Figure 2 ). In the long term the slider is characterized by velocity and friction values that vary periodically with time, provided that k < (B À A)/L. The period of this variation defines the slider cycle time T, which is associated with the earthquake recurrence time on the same fault. The cycle of the system is represented by the phase diagram [see Gu et al., 1984; Rice and Tse, 1986 , among several others] which, for a spring-slider model (with a single state variable), plots friction as a function of the logarithm of the slider velocity. We plot in Figure 3 an example of a phase diagram corresponding to the slider cycle and we indicate with a color scale the temporal evolution of the dynamic system. In this case it is possible to associate a particular set of the system conditions at the onset time to a particular stage along the seismic cycle.
[10] The occurrence times T p and T u can be compared assuming the same system conditions at a time t 0 less than or equal to the application time of the induced load (T 0 ). In fact, to study the evolution of a dynamic system it is necessary to know the state at an arbitrary instant of time t 0 , called here the reference time. The system evolution for t > t 0 depends on the system conditions at the reference time (i.e., the reference state), which control the occurrence of instability under both unaltered and perturbed conditions when a known perturbation is applied at a time T 0 ! t 0 . Thus, both T p and T u depend on the reference state, unlike the cycle time. The system evolves to its cycle (Figure 3 ) after losing memory of the reference state, as we will see in the next sections. The cycle time cannot be obtained using spring-slider models which neglect inertia and for this reason previous analyses [Gomberg et al., 1998 , which used a quasi-static solution, identified the cycle time with the time T u of the unaltered slip instability. We emphasize that only the unperturbed time delay T u depends on the reference state. In the following we will identify the reference state with the state of the system at the onset time T 0 , immediately before the application of the stress perturbation. We used the slip law and the set of parameters listed in Table 1 (set 1) except for T a,f = 25 s and
bars/s. The initial friction is taken as the steady-state value for the assumed initial velocity. T p is the failure time under perturbed conditions, while T u is that in unaltered conditions. A dynamic instability is identified when the system exceeds the limiting velocity V L , defined as an assumed threshold V L = 10 cm/s. The triggering delay t p = T p À T 0 and the clock advance t u = T u À T p are graphically defined here. V c = 100 mm/s is the value of the slider velocity chosen to separate the quasi-static from the dynamic response (see text for the details). After the abrupt velocity change caused by the static stress step, the slip velocity slowly increases before the dynamic instability.
[11] We will investigate under which circumstances the triggering delay is smaller than the unperturbed time delay, in this case we assert that the stress perturbation promoted the earthquake. Alternatively, following Gomberg et al. [1997 Gomberg et al. [ , 1998 ], the amplitude of the clock advance, T u À T p , can be used to claim whether an earthquake is promoted by a stress perturbation. However, we believe that the estimate of the triggering delay is more practical than the estimate of the clock advance in earthquake triggering studies, since it provides T p with respect to a known reference time T 0 . The goal of the paper is to provide some modeling results that support the possibility of earthquake triggering on timescales much shorter than the recurrence time of earthquakes on a specific fault. To this aim, we investigate the resulting triggering delays for different applied loads, constitutive parameters and system conditions at the onset time.
Response to a Step Stress Change
[12] We first investigate the dynamic response of the spring-slider system to a stress change represented analytically by a step function with a prescribed height (see Figure 4 ), according to the following expression
[13] A sudden stress step equal to Át S can be modeled assuming r = 1 and p = 10 À3 s in equation (3), and it represents an induced static stress change. Figure 4 shows an example of dynamic response to a step stress change. We perturb the system a few seconds after the beginning of the simulation, starting the simulation at an initial state characterized by steady-state friction t f = t SS (V s ) at the assumed initial velocity V s , where the steady-state friction at a general sliding velocity V is defined as follows
[14] Therefore, the system state at the time of application of the stress perturbation (i.e., the onset time T 0 ) can be approximated with the initial conditions at the beginning of the simulation (in particular, V(T 0 ) ffi V s ). This is the case for all the simulations discussed in this paper unless differently specified. We will discuss in a different section the results of numerical simulations performed by applying the stress perturbation during the cycle of the slider. Figure 4 shows that a positive stress step Át S suddenly increases the slider velocity, leaving the state variable value unchanged. The values of initial and constitutive parameters used for the simulation shown in Figure 4 are listed in Table 1 (parameter set 1). According to the quasi-static approximation, we can thus estimate the Figure 3 . Plot of the closed trajectory (cycle) in the phase plane followed by the system in unperturbed conditions. We used the slowness law and the parameter values reported in set 1 of Table 1 and plotted the system trajectory after a few instabilities, when it has lost its memory of the initial conditions. Each state on the cycle is occupied at a given instant of time shown by the color scale. The system runs along the whole trajectory in a time interval equal to the cycle period T. Times are computed from the last time at which the system reached the maximum velocity (occupying the state marked by A in the phase diagram). They are expressed as a percentage of the cycle period from blue to red in the color scale. The direction of motion along the trajectory is indicated by the arrows. slip velocity response due to the stress step as V(T 0 + ), where T 0 + À T 0 $ p and
[15] Our results show that in general, if Át > 0, this perturbation of the sliding velocity is sufficient to advance the next instability, i.e., t p < t u . The sudden change in slip velocity increases with the applied stress-step amplitude Át S . This explains why the triggering delay decreases for increasing values of Át S , as will be shown in the following sections. On the contrary negative stress step changes suddenly decrease the slider velocity delaying the onset of the subsequent instability with respect to the unperturbed one, i.e., t p > t u .
[16] A rate-and state-dependent formulation with a slip evolution equation (2) has been used for the simulations shown in Figure 4 , assuming that friction becomes independent of slider velocity at high slip rates (V > V c ). In Figure 5 , we compare the response of the spring-slider system to the same perturbation used in Figure 4 (a static step stress change Át S = 12.4 bars) for both the constitutive laws described before (equations (1) and (2)); for the slowness law (1), we also considered the case in which friction becomes independent of velocity at high slip rates. This figure clearly shows that the choice of the constitutive law affects the resulting time of occurrence of the promoted instability. Moreover, the friction behavior at high slip rates also modifies the slider response: The transition from the quasi-static to the fully dynamic regime depends on the friction behavior at high slip rates, as shown in Figure 5 . This implies that the value of the triggering delay depends Table 1 . The initial friction is the steady-state value corresponding to the assumed initial velocity. The slider response to an abrupt stress change is a sudden step followed by a continuous increase in sliding velocity, which is driven by the state variable evolution. The dynamic instability occurs when the state variable abruptly drops to a new steady-state value and the sliding velocity suddenly increases to a dynamic failure. (2)) and a slowness law (equation (1)) (2) modified and (3) not modified at high slip rates for V ! V C (see text for more details). Initial and constitutive parameters are as in Figure 3 . [Rice and Tse, 1986] .
on the adopted law and on the friction behavior at high slip velocity for the same set of constitutive parameters and system conditions at the onset time. This is in agreement with previous results presented by Roy and Marone [1996] . For the slowness law, the friction behavior at high slip rates entails differences of the order of tens of seconds in the triggering delays, regardless of the system parameters, system conditions at the onset time and stress perturbation parameters. Thus, it produces a minor effect with respect to the choice of the constitutive law, which causes larger differences in the computed triggering delays.
[17] According to equation (5), the change of slip velocity depends on the stress amplitude, the constitutive parameters, and the system conditions at the onset time. We can thus expect that the triggering delays also depend on the same parameters and on the system conditions at the onset time. We will discuss separately these effects in the following sections.
Response to a Pulse Stress Change
[18] In this section we discuss the response of the springslider system to a transient stress change represented by a Gaussian pulse, whose analytic expression is given by
where Át G is the stress peak. The pulse is centered on T 0 + 3s and the pulse width is approximately given by 6s. Figure 6 shows an example of the slider response to a stress perturbation represented by a gaussian pulse whose peak is Át G = 12.4 bars. The initial conditions of the system are characterized by the steady-state value of friction at the assumed initial velocity V s and we perturb the system few seconds after the beginning of the simulation, as in Figure 4 . We use the slip evolution equation with the same constitutive parameters (see Table 1 ) of Figure 4 . This transient load is unable to promote a dynamic instability: It is evident that the applied stress change perturbs the system, which undergoes a transient slip episode of relatively high slip velocity and follows quite closely the applied stress time history. We will refer to this feature as ''the instantaneous response'', which might be interpreted as triggered aseismic slip or creep in the case of Figure 4 . We also note that this dynamic (pulse-like) stress perturbation leaves the slider velocity for t > T 0 + 6s almost unaltered. Actually, the slip velocity time history shown in Figure 6 closely follows the time evolution of the external load (see Appendix A). We can conclude that, unlike static stress changes of similar amplitudes (see Figure 4) , the dynamic pulse is unable to significantly and permanently modify the loading stress and the velocity of the system. The state variable is slightly decreased at the end of the stress perturbation, allowing the aseismic instantaneous response during the fully dynamic motion (shown in Figure 6 ). This variation, however, is very small if compared to that caused by the step stress change instability shown in Figure 4 . The simulations shown in Figures 4 and 6 lead us to conclude that the response of the slider to static and dynamic induced stress changes of the same amplitude, for the same set of constitutive parameters and system conditions at the onset time, is quite different.
[19] We have performed many simulations with different constitutive parameters and system conditions at the onset time. In the present study we will not discuss in detail the effect of pulse duration 6s; our results agree with those of Gomberg et al. [1997 Gomberg et al. [ , 1998 ], which show that the frequency content of the transient loads also contribute to the triggering delay. In particular, for pulse durations smaller than 500 s, the triggering delay increases almost linearly with the pulse duration (except when the pulse duration becomes very large), if the dynamic instability occurs within the pulse duration time interval. Our results show that transient stress changes can promote such an effect or, in general, a nearly ''instantaneous'' triggering effect (t p % 0 ( t u ) only for very large values of the applied stress amplitude. In other words, the instantaneous response of the slider reaches slip-velocity values of the order of V L only if the stress perturbation is larger than the constitutive parameter A (Át G ) A = as n ). In the opposite case (Át G A = as n ), we found that pulse-like stress changes do not promote dynamic instabilities, but they might trigger aseismic slip episodes; in this case the instability following the application of the perturbation occurs very close in time to the unperturbed failure episode. We define this case as the ''null'' triggering effect (t p ffi t u ).
[20] These results are summarized in Figure 7 , where we show the triggering delay as a function of the pulse amplitude. This figure points out that the triggering delay (t p ) remains close to the unperturbed time delay (t u ) for a large range of values of Át G (the null triggering effect), but it becomes very small (t p ffi 0) for large values of the induced stress peak (the instantaneous triggering). This transition is very sharp and may be discontinuous for this particular system; it suggests the existence of a stress threshold [see Harris, 1998 ] separating the field of null triggering from the instantaneous triggering. In other words, we were unable by applying a stress pulse change to have triggering delays very different from the nearly instantaneous (t p % 0 ( t u ) or the unperturbed (t p ffi t u ) values. For the simulations shown in Figure 7 , performed by using a slip evolution equation modified at high slip rates, the threshold in the step stress amplitude is nearly equal to 13.5 bars. This value coincides with the maximum value of the increment of the direct effect of friction starting from the onset time, that is A ln(V c /V i ) = 13.5 bars (the onset time velocity is estimated as V i ffi V s and V s and A are evaluated from the parameter values listed in Table 1 ). We obtained similar behavior with the slowness law either with or without modification at high slip rates. The minimum amplitude of dynamic stress promoting instantaneous failures depends on the assumed value of the limiting velocity V L , the stress pulse parameters (e.g., s), the system conditions at the onset time and the constitutive parameters. In general, perturbing the system from slip velocities smaller than 1 cm/yr and considering an onset time state close to the steady state, we found that the values of Át G causing an instantaneous seismic event are very large compared to the direct effect of friction A, as evident in Figure 7 . Our results show that the threshold value is larger than A ln(V c /V i ) when the direct effect of friction is not frozen at high velocity.
[21] We can conclude that dynamic stress changes are likely to cause induced instabilities only with very short triggering delays (t p % 0 ( t u , here called the instantaneous triggering effect), or do not produce relevant modifications to the system time response (t p % t u , here called the null triggering effect). We will further discuss and interpret this conclusion in the following sections.
The Effect of the System Conditions at the Onset Time
[22] We identify the mechanical conditions of the slider immediately before the application of the induced stress change (called here the onset time T 0 ) as a reference state for modeling the evolution of the dynamic system, as previously discussed. It is sufficient to know the mechanical state of the system at the time of application of the induced load to predict its response. The mechanical conditions of a fault are completely represented by the state of the dynamic system that, in the framework of rate-and state-dependent constitutive laws, can be represented by the values of sliding velocity, of the state variable and of the traction applied on the slider. In this study the dependence on the system conditions at the onset time is investigated for different constitutive parameters and stress time histories (transient and permanent induced loads).
[23] In most of the solutions presented in this study, the onset time is taken to be a few seconds after the beginning of the simulation. Therefore, the state assumed at the beginning of the simulation, called here the initial state of the system, well approximates the state at the onset time (OTS). We always started our simulations in quasi-static conditions (with initial velocity values V s < V c ). The state of the slider in the quasi-static approximation is fully represented by the values of the slip velocity and friction. Thus, the initial quasi-static state of the system is defined by the velocity (V s ) and the friction (t s ) values assumed at the beginning of the simulation, which in our calculations well approximate the values at the onset time V(T 0 ) V i , t f (T 0 ) t i [i.e., V i ffi V s and t i ffi t s ]. Accordingly, in order to vary the OTS in all of the cases considered in the previous and in the present sections, we have varied the velocity and/or friction values assumed at the beginning of the simulation. Our simulations clearly show that, for most of the adopted OTS and constitutive parameters, the slider evolution after a transient load does not differ substantially from the unperturbed evolution. This means that dynamic transient stress changes are generally unable to permanently and signifi- Figure 7 . Triggering delay as a function of the stress pulse peak Át G . The pulse duration is 6s = 7.5 s. The constitutive law and the initial and constitutive parameters are same as in Figure 6 . The triggering delay is indistinguishable from the unperturbed time delay for a large interval of Át G values (null effect), but for large values of the stress pulse amplitude (Át G > 13.5 bars), it is of the order of seconds and comparable to the duration of the transient stress perturbation (instantaneous effect). The transition between null and instantaneous effects is very steep and occurs for a specific range of peak stress amplitudes that approximate the maximum friction increase due to the direct effect. The gray box shows the range of triggering delays, comprised between the unperturbed and the instantaneous time response (both values depending on the constitutive law, the system parameters and the system conditions at the onset time), that are not likely to occur after a pulse stress change.
cantly modify the mechanical state of the slider. In these circumstances the triggering delay does not differ significantly from the unperturbed time delay, as we will show later in this section.
[24] Each couple of friction and velocity values (V, t f ) identifies a point in the phase diagram shown in Figure 3 [see Gu et al., 1984; Rice and Tse, 1986 for further details], which can lie above or below the steady-state stress level (the solid straight line in Figure 3 ). We show in Figure 8 an example of a phase diagram showing the slider response to a stress step of Át S = 5 bars and for an OTS characterized by a friction value t i corresponding to 99% of the steadystate friction value at the assumed onset time velocity V i (solid circle A). We perform this analysis considering the slowness law without any constraint at high slip rates. The black straight line represents the steady-state line, thus the OTS considered here lies below the steady-state curve. Figure 9 shows a similar test for the response to a gaussian pulse of Át S = 5 bars and for an OTS (solid circle A) characterized by a friction value t i corresponding to 99.5% of the steady-state friction value at the assumed onset time velocity V i . The two different initial states assumed for Figures 8 and 9 imply different values of the unperturbed time delays (216 and 126.2 years, respectively). In Figure 8 , we can note the state of the system is strongly perturbed by the stress change (the system is moved from the state A to state B above the steady-state line at the end of stress perturbation). Accordingly the triggering delay is much different from the unperturbed time delay. On the contrary, in Figure 9 the dynamic state of the system is not significantly or permanently perturbed by the applied stress change. The system trajectory in Figure 9 starts from state A and reaches state B when the stress perturbation reaches its maximum value, but at the end of the pulse stress change the system returns to a state A 0 very close to state A. This explains why in Figure 8 we find that t p is significantly different from t u whereas in Figure 9 we have t p ffi t u . With a similar reasoning we can interpret the results shown in Figures 4 and 6 .
[25] In order to perform a systematic investigation of the effects of the assumed OTS on the triggering delay caused by permanent and transient induced loads, we have chosen numerous states of the dynamic system in the phase diagram plotted in Figures 8 and 9 . Assuming that k < (B À A)/L, the equilibrium state of the system (V = V 0 , t f = t SS (V 0 )) is unstable and cannot be considered a long-term natural state of the system. We have performed many different tests with a static stress change and a stress pulse of the same amplitude equal to 5 bars, varying the distance of the OTS, (V i , t i ) from the steady-state curve, for the same velocity V i . We used the three distinct sets of constitutive parameters listed in Table 1 (sets 1, 2, and 3). Set 2 corresponds to that used by Gomberg et al. [1998] if a value of s n = 100 MPa is assumed. Figure 10 shows the resulting time delay as a function of the frictional resistance t i . The latter is represented as the percentage of the steadystate stress t SS (V i ) at the velocity value V i assumed at the onset time (values smaller or larger than 100% indicate stresses below or above the steady-state friction, respectively). Both the unperturbed time delays and the triggering delays associated with the two stress perturbation are reported in Figure 10 , even if, as expected, the triggering delay associated with the stress pulse does not differ from the unperturbed time delay. This means that in all cases Figure 8 . Phase diagram showing the dynamic response of a spring slider to a stress step Át S of 5 bars. The system trajectory (gray line) begins in A (onset time state) and is moved to the state B (slightly above the steady-state line) by the applied external stress perturbation. Then, the system remains above the steady-state line (solid line). The dashed arrows indicate the direction of motion along the system trajectory. The onset time state can be approximated by the initial state, which is represented by a friction equal to 99% of the steady-state friction value at the assumed initial velocity (see set 1 in Table 1 ). The slowness ageing law not modified at high velocity was used. The unperturbed time delay is 216 years (indicated). Figure 9 . Phase diagram showing the dynamic response of a spring slider to a stress pulse Át G of 5 bars and duration 6s = 11.25 s. The system trajectory starts in A (onset time state) and reaches the maximum velocity in B when the applied stress is at its peak. Then the system goes back to a state A 0 very close to the onset time state A and the trajectory transiently remains below the steady-state line. The onset time state can be approximated by the initial state, which is represented by a friction equal to the 99.5% of steady-state friction value at the assumed initial velocity (see set 1 in Table 1 ). The slowness law not modified at high velocity was used. Figure 10 , as well as in Figures 6 and 9 , we can exclude the instantaneous triggering effect of the stress pulse (discussed in the previous section and shown in Figure 6 ) and we have the null effect.
[26] In Figure 10 , we note that the unperturbed time delays decrease by orders of magnitude when the OTS is changed from below to above the steady-state line, leaving the other parameters unchanged. This is due to the change in sign of the time derivative of the state variable, which is related to the opposite of the acceleration of the system. Above the steady-state line, the state variable decreases with time and below it increases. If the state variable is a measure of the contact strength area, this implies that during the portion of the cycle above the steady-state line, the fault is weakening and accelerating (see also Figure 3 ), while below it the fault strengthens. Moreover in Figure 10 we can note that, starting from stress values smaller than the steady-state friction (t i 98.5% t SS (Vi)), both the triggering delay t p and the unperturbed time delay t u are comparable, regardless of the stress perturbation applied. In the case of the permanent stress perturbation, we have that t p < t u , but both the delays are of the same order of magnitude so that we do not have a strong triggering effect, i.e., the condition t p ( t u . This can be explained by considering that in these cases the slider state at the onset time is well below the steady-state curve, and the stress perturbation is not sufficient to overcome or to get very near this boundary. Accordingly the triggering delay is not significantly reduced with respect to the unaltered value related to the same OTS. However, we can note in Figure 10 that, approaching the steady state (t i > 98.5% t SS (V i )), the triggering delays associated with a stress step tend to become at least two orders of magnitude less than the unperturbed time delay or the triggering delay associated with a stress pulse of the same amplitude. Thus in this case we have a strong triggering effect, t p ( t u . This can be explained noting that in this case the stress step, unlike the stress pulse, forces the system to suddenly reach a state above the steady-state line as shown in Figure 8 . This is sufficient to reduce the time required to reach an instability starting from this perturbed state, as evident from the results shown in Figure  10 for the unperturbed time delay as a function of the distance from the steady-state line.
[27] The results presented in this section show that the dependence of the triggering delay on the OTS is not limited to the dependence on the velocity at the onset time [see Dieterich, 1994] . We point out that in all the simulations shown in Figures 8-10 the velocity value at the onset time is the same, but the frictional stress value is different. We also perturbed the system when it is on the steady-state line, as reported in the following section, assuming different values of the velocity V i and t i = t SS (V i ). In this case and for positive static stress perturbations, t p is expected to be much smaller than t u , since the system is always forced to reach a state above the steady-state line after the perturbation. Finally, we perturbed the system when it is on its cycle, namely we identify the OTS in this case as a point of the closed trajectory in the phase plane describing the slider cycle (see Figures 3, 8, and 9 ).
Adopted Constitutive Parameters
[28] In this section we aim to discuss how triggering delays depend on the adopted constitutive parameters for the same external applied loads. We will consider in the following only permanent (step) stress changes, since they are more efficient than transient (pulse) stress changes in changing the state of the system, as shown in previous sections. We are using rate-and state-dependent friction laws, and in this formulation the constitutive parameters are the parameter A, defining the direct effect of friction in the governing equation, and the parameters B and L, which 
The system condition at the onset time is well approximated by the system conditions at the beginning of the simulation since we perturb the system at few seconds after the beginning of the simulation. The slowness law not modified at high velocity was used. (a, b, and c) Results of simulations using the parameters listed in Table 1 for the sets 1, 2, and 3, respectively. The parameter set 2 in Table 1 can be obtained from the parameters used by Gomberg et al. [1998] if a normal stress s n = 100 MPa is assumed.
control the evolution of the state variable. The results of this parametric study are shown in Figure 11 . We use the set of parameters listed in Table 1 (set 4) for all the simulations considered here. We assume that at the time of application of the stress perturbation the system is at steady state, which means that the corresponding friction value is defined by the chosen onset time velocity V i (see equation 4). According to the results of the previous section, this produces a significant triggering effect characterized by triggering delays much shorter than the unperturbed time delays. In this case, the system is accelerating after the stress perturbation. We consider the following theoretical estimate of the triggering delay derived by Dieterich [1994] for a slowness evolution law under the hypothesis of close to failure conditions (i.e., an accelerating unstable process)
where
The results of our simulations are compared in Figure 11 with the theoretical estimates resulting from equation (7).
[29] In Figure 11a , we show the dependence of triggering delays on the stress step amplitude for the reference set of constitutive parameters either considering a Ruina-slip (SL, equation (2)) or a Dieterich-ageing (AL, equation (1)) slowness evolution law, each modified to have a constant value of friction at high slip rates. The resulting unperturbed time delays of the first instability are 2.6 Â 10 7 s (SL) and 3.1 Â 10 7 s (AL), respectively. After about three dynamic instabilities, the system reaches its cycle with a period of 4.3 Â 10 8 s (SL) and 8.8 Â 10 8 s (AL). This confirms that in general the unperturbed time delays are different from the recurrence time of slider instabilities when the system is on its cycle. This difference could not be noticed by previous investigations because they neglect inertia. Figure 11a confirms that the triggering delays are much smaller than the unperturbed time delays. As already demonstrated in Figure 5 , the triggering delays obtained with the SL are shorter than those obtained with the AL, and this is due to the stronger restrengthening effect in the evolution equation implicit in the ageing law.
[30] A general result emerging from Figure 11 is that, unlike transient (or pulse) stress perturbations, step stress changes can promote induced instabilities with a variety of triggering delays (0 t p t u ) that depend on the system parameters and the onset time conditions. Moreover, we can note that the values resulting from the slowness law are in good agreement with the predictions from equation (7). This implies that the triggering delay depends only on the velocity value V i at the onset time. Although this does not represent the general case, as discussed in the previous section, it is a good approximation for the simulations considered here. We recall that in Figure 11 the system is assumed to start from the steady-state friction level, so that after the stress perturbation the state variable decreases monotonically (because the system after the positive stress perturbation is above the steady-state line). This is one of the hypotheses used to derive the theoretical estimate of triggering delay from equation (7).
[31] Assuming an inverse dependence of the triggering delay on the sliding velocity immediately after the induced load application [equation (7) and Dieterich, 1994] we expect an exponential decrease of the triggering delay with increasing stress amplitude, which is confirmed by our results (Figure 11a ). In the simulations shown in the other panels of Figure 11 , we adopted a stress step of 10.4 bars and varied the remaining parameters around the reference values reported in Table 1 . Figure 11b shows that the time delay depends inversely on the onset time velocity V i . We show in this figure the curve (L/V i ) exp(ÀÁt S /A) as a function of V i . The resulting time interval would represent the time necessary to slip a distance equal to L with a constant velocity equal to that assumed immediately after the stress application, according to equation (5). This represents an upper estimate of the triggering delay, as evident in Figure 11b , since the slider velocity is increasing with time during the time interval t p . It is worth noting that, changing the onset time velocity V i , both t p and t u vary (the latter decreases with the onset time velocity remaining of the order 10 7 s), but the period of the slider cycle remains unchanged, since it does not depend on the particular adopted reference state. In Figures 11c and 11d , we represent the dependence of the triggering delay on the parameter A (which accounts for the direct effect of friction) and the critical slip distance L. The dependence of t p on L is almost linear, in agreement with the results shown by Roy and Marone [1996] . The results shown in Figures 11e and 11f suggest that the dependence of t p on the B parameter and the stiffness k is less important. The unperturbed time delay t u also remains of the order of 10 7 s when varying A, B, L and k.
[32] It is worth observing that both the unperturbed time delay and the triggering delay are not necessarily defined in the case of the slowness law when the condition k < (B À A)/L (the instability condition) is not verified. In the conditionally stable regime [k > (B À A)/L, see Scholz, 1990] , equation (7) predicts a negative triggering delay if k is larger than B/L. The parametric interval defining those values fulfilling the instability conditions is marked by dashed gray lines in Figure 11 (a gray arrow depicts the domain of parameters satisfying the instability conditions). The use of a slowness law implies that these curves are limited to the unstable regime. This is in agreement with the nonlinear stability analysis made by Raijnith and Rice [1999] , according to which the previous condition is necessary to have an instability; however, this is not true for the slip law. For the slowness law, we have instabilities in the stable regime only when we reach it by means of an increase of the A parameter (Figure 11c ). In the stable regime, the system eventually undergoes only one instability and after that it tends to attain its equilibrium state.
[33] On the basis of the results shown in Figure 11c , we point out that the assumption of a small direct effect of friction (small A) compared to the stress perturbation amplitude is one of the most effective ways to produce a value of t p ( t u , i.e., to have relevant triggering effects. Reducing A, in fact, means a larger velocity perturbation for the same amplitude of stress change (equation (5)). We remark that A and B include the effective normal stress, which implies that regions with low effective normal stress or high pore pressures might be more effectively triggered. Table 1 . The amplitude of the applied static stress perturbation is Át S = 10.4 bars (fixed). The direction of the gray arrows depicts the range of parameters fulfilling the instability conditions (k < k crit q.s. (B À A)/L), which is also delineated by dashed gray lines. In (b), we also plot (dash-dotted) the approximated dependence of triggering delay on the velocity at the onset time given in the text (t p % L/V i )exp(ÀÁt S /A). We assume initial conditions on the steady-state line, and we perturb the system a few seconds after the beginning of the simulation so that the velocity at the onset time is V i ffi V s and the friction value at the onset time is t i ffi t SS (V i ).
We emphasize that the variability of triggering delays with the parameters A, B and L should be taken into account when interpreting the effect of coseismic stress changes on aftershocks and seismicity rates in the volume surrounding the causative fault.
Stress Perturbation Applied on the Seismic Cycle: Dependence on the Onset Time
[34] In the simulations discussed above, we applied the induced perturbation shortly after the beginning of the simulation, and therefore the OTS does not differ from the state assumed at the beginning of the simulation. In this section, we present the results of numerical simulations performed by perturbing the system after the occurrence of several instabilities in order to be sure that the system has lost its memory of the initial state. In this case, the system is perturbed when it is on its cycle and it is possible to associate a particular OTS to a particular stage along the seismic cycle. The system cycle represents a natural set of reference conditions for a fault model: in fact, if the adopted parameters satisfy the instability condition k < (B À A)/L and if the system is subjected only to the tectonic loading rate, the system trajectory tends to attain the cycle. However, the system can also be moved from the cycle if subjected to relevant stress perturbations. Because of the dependence on the system condition at the onset time, shown in previous sections, this can lead to differences in the triggering delays. In this section we aim to discuss the dependence of triggering delays on the onset time T 0 , computed from the time of the last instability that occurred in the system cycle before the application of the induced stress perturbation (see Figure 12) . We use the slowness law without any constraint at high slip rates with the set of parameters listed in Table 1 and apply a stress step of about 5 bars. Figure 12 shows the sliding velocity as a function of time and emphasizes the effect of the perturbation applied along the cycle. The unperturbed time delay and the triggering delay are compared in Figure 13 , where we plot these values as functions of the onset time. We computed Figure 12 . Perturbation of the seismic cycle of the slider represented by its slip velocity time history caused by a static stress change of Át S = 5.21 bars. The perturbation is applied on the system trajectory after four instabilities from the beginning of the simulation. The system at the beginning of the simulation is at a friction value equal to 99% of the steady-state friction for the assumed initial velocity. After the first instability, the system tends to lose memory of this initial state. System parameters are listed in set 1 of Table 1 and the slowness law was used. The velocity values at the onset time T 0 and immediately after it are marked by two gray square symbols. The sudden, stepwise increase of velocity caused by the stress perturbation is evident (see also Figures 4 and 8) . The first instability after the onset time occurs at a time instant T p . If the system was not perturbed at T 0 , the first subsequent instability would have occurred at an instant of time T u > T p . The unperturbed occurrence at t = T u is marked by a dotted line. The cycle period T can be estimated as the distance between two subsequent instabilities occurring in unperturbed conditions, provided that the system lost memory of the initial state (e.g., T = T u À T u
À1
). The temporal distance between the last instability preceding the stress perturbation and occurring at the time instant T u À1 and the next one occurring at T p is markedly less with respect to the cycle period T.
the times T 0 , T u , and T p starting from the time that the last instability (T u À1 in Figure 12 ) occurred before the application of the stress perturbation. The triggering delay T p ÀT 0 appears to be smaller than the unperturbed time delay T u ÀT 0 , but in general, they are both comparable for a large fraction of the cycle (T); only if the induced load is applied after 80% of the cycle does the triggering delay become much shorter than the unperturbed time delay. These onset time conditions are equivalent to the ''close to failure conditions'' proposed by Gomberg et al. [2000] .
[35] The results shown in Figure 13 confirm those obtained by perturbing the system at the beginning of the simulation and discussed in the previous sections. We have plotted in Figure 3 the phase diagram corresponding to the unperturbed cycle where we have indicated with a color scale the temporal evolution of the dynamic system. That figure clearly points out that the slider lies well below the steady-state friction level for most of the cycle (more than 80% of the whole cycle). This explains why induced loads can efficiently trigger dynamic instabilities only when they are applied at the end of the cycle (after 80 -90% of temporal evolution). This corresponds to the close to failure conditions, which are characterized by an onset time state of the system (at t = T 0 ) relatively close to or above the steadystate line. The latter condition represents the requirement to have the most efficient triggering phenomena caused by either permanent or transient stress perturbations, i.e., the condition t p ( t u . This is consistent with the stability analysis discussed by Gu et al. [1984] . Because the system temporal evolution and its cycle depend on the adopted onset time conditions and constitutive parameters, we point out also that the ''close to failure conditions'' depend on system parameters. However, we can exclude a strong triggering effect (t p ( t u ) if we perturb the system in the first part of the cycle after the last instability.
[36] Our results are in agreement with those obtained by Gomberg et al. [1998 Gomberg et al. [ , 2000 . However, unlike previous studies, we can apply the external load on the true cycle of the system and not on a transient trajectory leading to the first instability (the only instability that can be obtained with a quasi-static approximation). Since in previous studies the close to failure conditions have been evaluated on this trajectory and the unperturbed occurrence time T u was identified with the cycle time, our results allow us to identify more properly the conditions for a strong triggering effect (t p ( t u ) when the fault is considered on its cycle. As an example, our results further restrict the range of close to failure conditions found by Gomberg et al. [1998] . She Figure 13 . Unperturbed time delay t u = T u ÀT 0 (gray line with open circles) and triggering delay t p = T p À T 0 (black line with solid diamonds) as functions of the onset time T 0 when the static stress perturbation of Át S = 5.21 bars is applied along the system cycle, as in Figure 12 . We used the slowness law, the parameter values reported in set 1 of Table 1 and the initial friction was 99% of the steadystate friction at the assumed initial velocity. The onset time T 0 is computed with respect to the occurrence time T u À1 of the last instability preceding T 0 in the unperturbed cycle (see Figure 12 for time definitions). The time intervals t u , t p , as well as the onset time T 0 , are expressed as a percentage of the cycle period T = T u À T u À1 .
obtained a significant triggering effect (t p /t u < 0.4) when perturbing the system at T 0 ! 87% T u , where T 0 and T u were counted from the beginning of the simulation (see Figure 5 of that paper). Using the corresponding system parameters, as in set 2 of Table 1 , and a static stress change of similar amplitude, we obtain an equivalent effect only when T 0 ! 99% T, where T 0 was counted from the last instability instant (T u
) and T is the cycle period.
Discussion and Concluding Remarks
[37] In order to model earthquake triggering by static and transient stress changes, we investigate in the present study the dynamic response of a simple analog system (a springslider obeying rate and state-dependent friction) to a sudden stress perturbation represented either as a step or a pulse. We estimate the time interval separating the application of the induced stress perturbation from the subsequent dynamic instability (the triggering delay t p ) and the time of failure under unperturbed conditions (t u ). For a given applied load, we analyze the dependence of triggering delays on different constitutive parameters and mechanical conditions at the time of the application of the stress perturbation. According to our results, we can conclude that, in the framework of validity of such a simple spring-slider system, the mechanisms underlying earthquake triggering by dynamic and static stress perturbations are different. In general, dynamic stress changes cause induced instabilities only with very short triggering delays or do not produce relevant modifications to the temporal system evolution. Static stress changes, in principle, can promote induced instabilities with a wide variety of triggering delays.
[38] We have shown that this difference is intrinsic to the dynamic response of the slider to permanent (static) and transient (dynamic) applied stress changes. An important conclusion emerging from our simulations is that the value of the triggering delay strongly depends on the state of the spring-slider dynamic system reached immediately after the stress perturbation. Only if this state is significantly different from that characterizing the system at the time of application of the external perturbation (or onset time) do we have differences between the triggering delay and the unperturbed time delay. This explains the different response of the system to dynamic and static stress perturbations of the same amplitude for the same system parameters and system conditions at the onset time. Unlike static stress changes, dynamic stress changes are generally unable to significantly perturb the state of the system and generally tend to produce a ''null'' triggering effect (t p % t u ). This conclusion is quite original with respect to previous investigations.
[39] It has been already pointed out by previous investigations that, while negative static stress changes can delay the occurrence of induced instabilities, negative dynamic stress changes do not produce any perturbing effect. Our results can provide an explanation of this problem, because only permanent stress perturbations are able to significantly change the mechanical conditions of the dynamic system (the slider in our simulations) and therefore modify (advance or delay) the time of occurrence of the impending failure. While a negative static step is able to move the system far away from the steady state and to maintain this position through time, a dynamic transient stress perturbation (positive or negative) is generally unable to permanently modify the state of the system, unless is positive and large enough to induce a nearly instantaneous failure occurring at times comparable with the duration of the external perturbation.
[40] From the results shown in the previous sections, the triggering delay and the unperturbed time delay are strongly affected by the state of the spring-slider dynamic system at the time of application of the external perturbation. In the framework of the rate and state formulations, this state is not completely specified only by the sliding velocity value but it depends also on the value of the state variable in quasi-static conditions. This implies that the triggering delay does not depend only on the velocity at the onset time, unless the system is already accelerating to a failure (the so-called close-to-failure conditions), as considered by Dieterich [1994] . In our study we demonstrate that, in order to have a significant triggering effect t p ( t u , it is necessary that the onset time state of the system is relatively close to or above the steady-state level.
[41] We have analyzed the slider response to stress perturbations applied either at the beginning of the simulations or after several instabilities, when the slider is on its cycle. The application of the induced perturbation along the cycle represents an attempt to consider natural onset time conditions for a tectonic fault. Our analysis confirms that only for particular onset time conditions the triggering effect is relevant (t p ( t u ). Our results suggest that the likelihood to promote an induced failure is large only if the fault is toward the end of its cycle. The application of the induced load during the cycle, instead of at the beginning of the simulation, allowed us to properly define the range of close to failure conditions. This range of relevant triggering effect (t p ( t u ) is restricted with respect to the results of previous investigations [see Gomberg et al., 1998 Gomberg et al., , 2000 . The range of close-to-failure configurations leading to strong triggering effects depends on system parameters, but it turns out to be smaller than the ultimate 10% of the cycle before the unperturbed instability, for the system parameters and stress perturbations amplitudes considered here. These results can provide an appropriate explanation of the similarity between Coulomb-like triggering behavior implicit in the rate and state formulation [see Gomberg et al., 2000] . The result that dynamic stress changes only cause short triggering delays is consistent with those of Voisin [2001] , who studied earthquake triggering by applying transient stress perturbations to a 2-D antiplane finite fault obeying a slip-dependent constitutive law.
[42] The triggering delays (or clock advances) also depend on the adopted constitutive parameters, on the assumed constitutive law and on the stress amplitude. Unfortunately, the lack of knowledge of the mechanical state of a fault, the expected heterogeneity of constitutive parameters and the difficulties in constraining the time history of the induced stress field make the prediction of the dynamic response of actual faults a very difficult task. Harris and Simpson [1998] have shown that a wide range of constitutive parameters in the rate and state friction formulation could satisfy the seismicity rate change in M $ 6 earthquakes from before to after the great (M 7.8) 1906 San Francisco earthquake. This implies that triggering delays estimated for single earthquake pairs do not constrain fault constitutive properties, and that we have to focus on the effects of stress perturbations on fault populations [as suggested by Dieterich, 1994] . Moreover the effects of heterogeneity of constitutive parameters should be taken into account when interpreting the effects of coseismic stress changes on seismicity rate changes, on the rate of aftershock production and on aftershock patterns.
[43] Gomberg [2001] presented a stimulating discussion on the limitations and failures of earthquake failure models to explain triggering of seismicity by dynamic stress changes. She suggests that ''accelerating'' earthquake failure models (including rate and state friction laws) do not predict the finite durations of sequences triggered by dynamic stress changes. According to our results, both static and dynamic stress changes can induce failures on those secondary faults that are already at end of their cycle as well as those that are already nucleating at the time of application of the induced load. For short time windows after an earthquake, both dynamic and static stress changes act together to promote failures. In the near field, the effect of static and dynamic stress changes is indistinguishable, then both static and dynamic stress changes are expected to modify the rate of aftershock production. However, according to the results presented in the previous sections, it emerges that the term ''triggering'' can be properly used in a broad meaning only for those perturbations that are able to permanently modify the mechanical conditions (the stress state) of dynamic systems (active faults). In these cases, we expect the triggering delay t p is of finite size and significantly different from the time of failure under unperturbed conditions t u , depending on the different system conditions at the onset time and constitutive parameters. Therefore permanent stress changes seem to be necessary to explain the observed temporal decay of aftershocks (or the Omori law). This is in agreement with the good explanation provided by static triggering models of many observations, such as the Omori law [e.g., Dieterich, 1994] . If some observational evidence of dynamic triggering is in contrast with the results of this study, for instance, if a finite triggering delay is actually observed at remote distances from the inducing seismic event, we are inclined to believe that this is a consequence of the incompleteness of the model used for dynamic triggering (a spring slider simply perturbed by a stress pulse), rather than a failure of the adopted constitutive law.
