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Abstract. Few-shot classification is challenging because the data dis-
tribution of the training set can be widely different to the test set as
their classes are disjoint. This distribution shift often results in poor
generalization. Manifold smoothing has been shown to address the dis-
tribution shift problem by extending the decision boundaries and reduc-
ing the noise of the class representations. Moreover, manifold smooth-
ness is a key factor for semi-supervised learning and transductive learn-
ing algorithms. In this work, we propose to use embedding propaga-
tion as an unsupervised non-parametric regularizer for manifold smooth-
ing in few-shot classification. Embedding propagation leverages inter-
polations between the extracted features of a neural network based on
a similarity graph. We empirically show that embedding propagation
yields a smoother embedding manifold. We also show that applying
embedding propagation to a transductive classifier achieves new state-
of-the-art results in miniImagenet, tieredImagenet, Imagenet-FS, and
CUB. Furthermore, we show that embedding propagation consistently
improves the accuracy of the models in multiple semi-supervised learn-
ing scenarios by up to 16% points. The proposed embedding propaga-
tion operation can be easily integrated as a non-parametric layer into
a neural network. We provide the training code and usage examples
at https://github.com/ElementAI/embedding-propagation.
Keywords: few-shot · classification · semi-supervised learning · met-
alearning
Deep learning methods have achieved state-of-the-art performance in com-
puter vision tasks such as classification [22], semantic segmentation [31], and
object detection [39]. However, these methods often need to be trained on a
large amount of labeled data. Unfortunately, labeled data is scarce and its col-
lection is expensive for most applications. This has led to the emergence of deep
learning methods based on transfer learning [59], few-shot learning (FSL) [9],
and semi-supervised learning [5], that address the challenges of learning with
limited data.
Few-shot learning methods have the potential to significantly reduce the need
for human annotation. This is because such methods learn new tasks with few la-
beled examples by transferring the knowledge gained across several tasks. Three
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Fig. 1: Illustration of the embedding propagation (EP) method. (a) Original deci-
sion boundaries for three classes. The color of a region represents the predicted
class, and the color of a node represents the node’s actual class. (b) Decision
boundaries after applying EP, which are smoother than in (a). (c) Predictions
after propagating the labels across the graph, leveraging unlabeled points (light
gray) to classify a query example (shown in dark gray). Best viewed in color.
recent approaches have been successful for few-shot classification (FSC): metric
learning, meta learning, and transfer learning. Metric learning approaches [53,45]
learn an embedding space where a set of labeled examples (support set) is used
to predict the classes for unlabeled examples (query set). Meta-learning ap-
proaches [10,42] learn to infer a set of parameters that can be adapted to new
tasks. Transfer learning [6,32] methods aim to learn a general feature represen-
tation and then train a classifier for each new task. In this work, we use an
approach between metric learning and transfer learning. During training, the
model attempts to learn a general feature representation that is fine-tuned using
a metric-based classifier.
A key challenge in few-shot classification is training models that generalize
well to unseen classes. This requires feature representations that are robust to
small changes in the data distribution. This issue has been addressed outside
the few-shot learning literature with a number of regularization techniques such
as dropout [46], batch normalization [19], and manifold mixup [52]. However,
regularization in few-shot learning remains unexplored. In this work, we show
that re-framing label propagation to perform manifold smoothing improves the
performance of few-shot classifiers, particularly in the transductive and semi-
supervised settings. Different from manifold mixup [52], the proposed method is
unsupervised and captures higher order interactions between the embedding.
We propose an embedding propagation (EP) method that outputs a set of
interpolations from the network output features using their similarity in a graph.
This graph is constructed with pairwise similarities of the features using the ra-
dial basis function (RBF). EP is non-parametric and can be applied on top of
any feature extractor. It can be used as part of a network in order to obtain
a regularized manifold for both training and testing. We refer to such network
as EPNet. For few-shot classification, we empirically show that the proposed
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regularization improves the performance for transductive and semi-supervised
learning. The hypothesis behind this improvement is based on the fact that
using interpolated embeddings result in smoother decision boundaries and in-
creased robustness to noise. These properties have been shown to be important
for generalization [1,27,52] and semi-supervised learning [5].
For semi-supervised learning (SSL), EPNet takes advantage of an unlabeled
set of images at test time in order to make better predictions of the query set. We
adapt the SSL approach proposed by Lee et al. [25] to the few-shot classification
setup. Thus, for each unlabeled image, EPNet selects the class that has the
maximum predicted probability as the pseudo label. EPNet then uses these
pseudo labels along with the support set to perform label propagation to predict
the labels of the query set. This approach achieves significant improvement over
previous state-of-the-art in the 1-shot SSL setting. We hypothesize that EPNet
is effective in the SSL setting because of the properties of smoother manifolds [5].
Overall, EPNet achieves state-of-the-art results on miniImagenet [53],
tieredImagenet [39], Imagenet-FS [15] and CUB [55] for few-shot classification,
and semi-supervised learning scenarios. In our ablation experiments, we evaluate
different variations of embedding propagation and their impact on the smooth-
ness of the decision boundaries. We also show that, with EP, we also achieve a
clear improvement on the SSL setup compared to the same model without EP.
Our main contributions can be summarized as follows. We show that embed-
ding propagation:
– Regularizes the manifold in an unsupervised manner.
– Leverages embedding interpolations to capture higher order feature interac-
tions.
– Achieves state-of-the-art few-shot classification results for the transductive
and semi-supervised learning setups.
1 Related Work
Our work focuses on few-shot classification, but also intersects with manifold
regularization, transductive learning, and semi-supervised learning. We describe
relevant work for each of these topics and point out their relevance to our method.
Few-shot classification. A common practice for training models for few-shot
learning is to use episodic learning [37,53,45]. This training methodology creates
episodes that simulate the train and test scenarios of few-shot learning.
Meta-learning approaches make use of this episodic framework. They learn a
base network capable of producing parameters for a task-specific network after
observing the support set. The task-specific network is then evaluated on the
query set and its gradient is used to update the base network. By doing so,
the base network learns to use the support set to generate parameters that are
suitable for good generalization. This was first introduced in [37]. Perhaps, the
most popular meta-learning approach is MAML [10] and other algorithms that
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derivate from it [33,36], which learn a set of initial weights that are adapted
to a specific task in a small amount of gradient steps. However, this choice of
architecture, while general, offers limited performance for few-shot image classi-
fication. This lead to variants of meta-learning methods more adapted to image
classification [34,42,13,35].
Most metric learning approaches are trained using episodes [53,45,30], they
can also be seen as meta-learning approaches. Concretely, metric learning ap-
proaches are characterized by a classifier learned over a feature space. They focus
on learning high-quality and transferable features with a neural network common
to all tasks. EPNet leverages the work of Liu et al. [30] for learning to propagate
labels, and thus falls into this category. Graph-based approaches can also be
framed into this category [44,18,57,23]. Gidaris et al. [14] proposed to generate
classification weights with a graph neural network (GNN) and apply a denoising
autoencoder to regularize their representation. EP does also perform a regular-
ization on a graph representation. Set-to-set functions have also been used for
embedding adaptation [58]. However, different from GNNs and set-to-set, our
graph is unsupervised and non-parametric, its purpose is manifold smoothing,
and we show it improves semi-supervised learning approaches.
While metric learning offers a convenient approach to learn transferable fea-
tures, it has been shown that neural networks trained with conventional su-
pervised learning already learn transferable features [2,6,32]. Hence, to learn a
classifier on a new task, it suffices to fine-tune the feature extractor to that task.
Also, this approach has shown to learn more discriminative features compared
to the episodic scenario. To take advantage of this transfer learning procedure,
we use it in our pre-training phase. Thus, EPNet combines a metric-based clas-
sifier with the pre-training of transferable features to achieve a more general
representation.
Regularization for Generalization. Regularization is a principled approach for
improving the generalization performance of deep networks. Commonly used
techniques such as dropout [46] and batch normalization [19] attempt to achieve
robustness towards input variations. Others are based on regularizing weights
[40,43]. Another line of work that is based on manifold regularization [62,52,50,3].
These works propose methods that aim to smooth the decision boundaries and
flatten the class representations, which are important factors for generaliza-
tion [27,1]. Similarly, we attempt to smooth the manifold by incorporating an
embedding propagation operation on the extracted features during training. A
concurrent work [32] and our work were the first to apply manifold regulariza-
tion on few-shot classification. However, the method presented in [32] differs
from ours in four ways. First, they perform smoothing in an additional train-
ing phase. Second, they train linear classifiers at inference time. Third, they
use an exemplar self-supervised loss in their training procedure. Fourth, they
do not show the efficacy of their method for semi-supervised learning. In the
few-shot classification benchmarks, we achieve better classification accuracy on
the Imagenet datasets and CUB dataset for the 1-shot, 5-shot, and 10-shot case.
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Fig. 2: Overview of the EPNet training procedure. EPNet is trained in two
phases: a pretraining phase and an episodic fine-tuning phase. (a) First, the
model is trained to learn general feature representations using a standard clas-
sification loss LC and an auxiliar rotation loss LR. (b) Then, the model is
fine-tuned using episodic learning to learn to generalize to novel classes by min-
imizing the standard classification loss LC and a label propagation loss LP . In
both phases the features are encoded using a feature extractor followed by our
proposed embedding propagation method (Sec. 2).
There are different lines of research showing that perturbing image represen-
tations results in better generalization [46,19]. The most closely related to our
work are based on feature interpolation. For instance, Zhao and Cho [7] proposed
to make predictions based on the interpolation of nearest neighbors to improve
adversarial robustness. In Manifold Mixup this idea was expanded to smooth
the representations of the neural architecture and achieve better generalization
[1,27]. Manifold Mixup has been applied to FSC architectures as a fine-tuning
step to improve their performance [32]. Differently, we propose a novel proce-
dure to smooth the manifold end-to-end. The proposed method is applied only
at the output layer and achieves higher classification accuracy than previous
approaches. Moreover, and also different from [32], we leverage the properties
of smoother manifolds for semi-supervised learning [4], further widening the im-
provement margin.
Transductive learning (TL). The idea of transduction is to perform predictions
only on the test points. In contrast, the goal of inductive learning is to output a
prediction function defined on an entire space [51]. Given a small set of labeled
examples, transductive learning has been shown to outperform inductive learn-
ing [30,20,29]. This makes TL a desirable method for few-shot classification. Liu
et al. [30] presented one of the few work using TL for FSC. Similar to this work,
we use label propagation [63] to predict the labels of the query set. However,
they do not incorporate a manifold smoothing method such as the embedding
propagation method investigated in this work.
Semi-Supervised learning. While the literature on semi-supervised learning is
vast, few works leverage the use of unlabeled data in few-shot image classifica-
tion. In [38], they develop a soft version of k-means to meta-learn how to use
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unlabeled data. Liu et al. [30,29] used label propagation to leverage a set of un-
labeled data. Their approach works with both semi-supervised and transductive
learning and improves results over soft k-means. In this work we use a similar
label propagation approach and show that the semi-supervised results can be fur-
ther improved by using pseudo-labels (labels obtained from the current model).
Recently, Sun et al. [28] used a meta-learning approach to cherry-pick examples
from the unlabeled set and label them with the current model to increase the
label set. In contrast, our method does not require cherry-picking which needs
an extra learning step.
2 Proposed Method
We propose an embedding propagation network (EPNet) that has the follow-
ing pipeline. Given an input image, EPNet first extracts image features using a
feature extractor. Then, we apply a novel embedding propagation method (de-
scribed in Sec. 2.1) to map the features to a set of interpolated features that
we refer to as embeddings. These embeddings are then used by a classifier to
label the images (Sec. 2.3). The goal of embedding propagation is to increase
the smoothness of the embedding manifold, which was shown to improve gen-
eralization [1,27] and the effectiveness of semi-supervised learning methods [4]
(Sec. 2.5). In the following sections, we explain EPNet in more detail.
2.1 Embedding propagation
Embedding propagation takes a set of feature vectors zi ∈ Rm, obtained from
applying a feature extractor (CNN) to the samples of an episode. Then, it out-
puts a set of embeddings z˜i ∈ Rm through the following two steps. First, for
each pair of features (i, j), the model computes the distance as d2ij = ‖zi − zj‖22
and the adjacency as Aij = exp
(−d2ij/σ2), where σ2 is a scaling factor and
Aii = 0, ∀i, as done in TPN [30]. We chose σ2 = Var
(
d2ij
)
which we found to
stabilize training.
Next we compute the Laplacian of the adjacency matrix,
L = D−
1
2AD−
1
2 , Dii =
∑
j Aij . (1)
Finally, using the label propagation formula described in [63], we obtain the
propagator matrix P as,
P = (I − αL)−1, (2)
where α ∈ R is a scaling factor, and I is the identity matrix. Then, the embed-
dings are obtained as follows,
z˜i =
∑
j
Pijzj . (3)
Since the z˜i are now a weighted sum of their neighbors, embedding propagation
has the effect of removing undesired noise from the feature vectors. Note that this
Embedding Propagation 7
operation is simple to implement and compatible with a wide range of feature
extractors and classifiers. Further, note that the computational complexity of
Eq. 2 is negligible for few-shot episodes [30] since the size of the episode is small.
2.2 Few-shot classification setup
Following the common few-shot setups [53,38], we are given three datasets: a
base dataset (Db), a novel dataset (Dn), and a validation dataset (Dv). The base
dataset is composed of a large amount of labeled images Db = {(xi, yi)}Nbasei=1 ,
where each image xi is labeled with class yi ∈ Ybase. The novel dataset Dn =
{(xj , yj)}Nnovelj=1 , where xj comes from previously unseen classes yj ∈ Ynovel, such
that Ybase ∩ Ynovel = ∅, is used to evaluate the transfer learning capabilities of
the model. The validation dataset Dv contains classes not present in Db and Dn
and is used to conduct hyperparameter search.
Furthermore, we have access to episodes. Each episode consists of n classes
sampled uniformly without replacement from the set of all classes, a support
set S (k examples per class) and a query set Q (q examples per class). This is
referred to as n-way k-shot learning.
2.3 Inference Phase
Given an episode, we perform inference by extracting features of an input image,
applying embedding propagation on those features, then applying label propa-
gation. More formally, this is performed as follows. Let Z˜ ∈ R(k+q)×m be the
matrix of propagated embeddings obtained by jointly applying Eq. 1-3 to the
support and query sets. Let PZ˜ be the corresponding propagator matrix. Fur-
ther, let YS ∈ Rk×n be a one-hot encoding of the labels in the support set and
0 ∈ Rq×n a matrix of zeros. We compute the logits for the query set (YˆQ) by
performing label propagation as described in [63].
2.4 Training procedure
EPNet is trained in two phases as illustrated in Fig. 2. First, the model is trained
on Db using the common pretraining procedure for few-shot classification [42]
in order to learn a general feature representation. Second, the model is fine-
tuned using episodes in order to learn to generalize to novel classes. Episodes
are drawn from the same dataset Db. In both phases, EPNet uses the same
feature extractor fθ(x) parametrized by θ to obtain the features z˜ extracted for
a given input image x. However, each phase relies on a different objective.
Pre-training phase. As shown in Fig. 2a, we train fθ using two linear classifiers,
which are linear layers with softmax activations parametrized by Wl and Wr,
respectively. The first classifier is trained to predict the class labels of examples
in Db. It is optimized by minimizing the cross-entropy loss,
Lc(xi, yi;Wl, θ) = − ln p(yi|z˜i,Wl), (4)
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where yi ∈ Yb and the probabilities are obtained by applying softmax to the
logits provided by the neural network.
For fair comparison with recent literature, we also add a self-supervision loss
[32,12] to obtain more robust feature representations. Hence, we use the second
classifier to predict image rotations and use the following loss,
Lr(xi, rj ;Wr, θ) = − ln p(rj |z˜i,Wr), (5)
where rj ∈ {0◦, 90◦, 180◦, 270◦}, and p(rj |z˜i,Wr) is the probability of the input
being rotated by rj as predicted by a softmax classifier with weights Wr.
Overall, we use stochastic gradient descent (SGD) with batches of size 128
and 4 rotations per image to optimize the following loss,
argmin
θ,Wl,Wr
128∑
i=1
4∑
j=1
Lc(xi, yi;Wl, θ) + Lr(xi, rj ;Wr, θ). (6)
Episodic Learning phase. As shown in Fig. 2b, after the pre-training phase,
we use episodic training to learn to recognize new classes. In this phase, we
also optimize EPNet using two classifiers. The first classifier is based on label
propagation. It computes class probabilities by applying a softmax to the query
set logits YˆQ defined in Sec. 2.3, i.e.,
Lp(xi, yi; θ) = − ln p(yi|z˜i, Z˜, YS). (7)
The second classifier is identical to the Wl-based classifier used in pretraining.
It is included to preserve a discriminative feature representation. Hence, we
minimize the following loss:
argmin
θ,Wl
 1|Q|∑
(xi,yi)∈Q
Lp(xi, yi; θ) + 1|S∪Q|
∑
(xi,yi)∈S∪Q
1
2Lc(xi, yi;Wl, θ)
 . (8)
2.5 Semi-supervised learning
In the semi-supervised learning scenario, we also have access to an unlabeled
set of images U . We use the unlabeled set as follows. First, we use the inference
procedure described in Sec. 2.3 to predict the labels cˆU for the unlabeled set
as pseudo-labels. Then, we augment the support set with U using their pseudo-
labels as the true labels. Finally, we use the inference procedure in Sec. 2.3 on
the new support set to predict the labels for the query set.
We also consider the semi-supervised scenario proposed by Garcia and Bruna
[11]. In this scenario the model is trained to perform 5-shot 5-way classification
but only 20% to 60% of the support set is labeled.
As shown by Lee et al. [25], this procedure is equivalent to entropy regular-
ization, an effective method for semi-supervised learning. Entropy regularization
is particularly effective in cases where the decision boundary lies in low-density
regions. With embedding propagation we achieve a similar decision boundary by
smoothing the manifold.
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3 Experiments
In this section, we present the results on three standard FSC datasets, miniImagenet
[53], tieredImagenet [38], CUB [55], and Imagenet-FS [15]. We also provide ab-
lation experiments to illustrate the properties of embedding propagation. As
common procedure, we averaged accuracies on Dn over 1000 episodes [53].
3.1 Datasets
miniImagenet [37]. A subset of the Imagenet dataset [41] consisting of 100
classes with 600 images per class. Classes are divided in three disjoint sets of 64
base classes, 16 for validation and 20 novel classes.
tieredImagenet [38]. A more challenging subset of the Imagenet dataset [41]
where class subsets are chosen from supersets of the wordnet hierarchy. The top
hierarchy has 34 super-classes, which are divided into 20 base (351 classes), 6
validation (97 classes) and 8 novel (160 classes) categories.
Imagenet-FS [15]. A large-scale version of ImageNet. It is split into 389 base
classes and 611 novel classes. The training set consists of 193 of the base classes.
Validation consists of 193 of the base classes plus 300 novel classes. The test set
consists of the remaining 196 base classes and the remaining 311 novel classes.
CUB [6,16]. A fine-grained dataset based on CUB200 [55] composed of 200
classes and 11,788 images split in 100 base, 50 validation, and 50 novel classes.
3.2 Implementation Details
For fair comparison with previous work, we used three common feature extrac-
tors: (i) a 4-layer convnet [53,45] with 64 channels per layer, (ii) a 12-layer
resnet [34], and (iii) a wide residual network (WRN-28-10) [42,61]. For mini,
tieredImagenet, and CUB, images are resized to 84 × 84. For Imagenet-FS, as
described in [12,13] we use a resnet-18 and images are resized to 224× 224.
In the training stage, the models are optimized using SGD with learning rate
of 0.1 for 100 epochs. The learning rate is reduced by a factor of 10 every time
the model reached a plateau, in which case the validation loss had not improved
for 10 epochs. α is cross-validated on the 4-layer convnet.
In the episodic fine-tuning stage we randomly sample 5 classes per episode,
where in each class k instances are selected for the support set and 15 for the
query set. Similar to the training stage, the model is optimized with SGD with
learning rate 0.001 reduced by a factor of 10 on plateau.
For training the wide residual networks (WRN), we apply the standard
data augmentation methods mentioned by Szegedy et al. [49,42]. For the other
architectures, we do not apply data augmentation.
For Imagenet-FS, we add EP right after the denoising autoencoder of wDAE-
GNN [14]. We use the original code provided by the authors.3. Different from
3 github.com/gidariss/wDAE_GNN_FewShot
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Table 1: Comparison of test accuracy against state-of-the art methods for 1-
shot and 5-shot classification using miniImagenet and tieredImagenet. The sec-
ond column shows the number of parameters of each model in thousands (K).
∗Robust− 20 uses an 18-layer residual network. --Net is identical to EPNet but
without EP. Gray colored results are obtained using 224× 224 pixels instead of
the standard 84× 84 pixel images.
miniImagenet tieredImagenet
Params 1-shot 5-shot 1-shot 5-shot
CONV-4
Matching [53] 112K 43.56 ±0.84 55.31 ±0.73 - -
MAML [30] 112K 48.70 ±1.84 63.11 ±0.92 51.67 ±1.81 70.30 ±0.08
ProtoNet [45] 112K 49.42 ±0.78 68.20 ±0.66 53.31 ±0.89 72.69 ±0.74
ReNet [48] 223K 50.44 ±0.82 65.32 ±0.70 54.48 ±0.92 71.32 ±0.78
GNN [11] 1619K 50.33 ±0.36 66.41 ±0.63 - -
TPN [30] 171K 53.75 ±0.86 69.43 ±0.67 57.53 ±0.96 72.85 ±0.74
CC+rot [12] 112K 54.83 ±0.43 71.86 ±0.33 - -
EGNN [21] 5068K - 76.37 - 80.15
--Net (ours) 112K 57.18 ±0.83 72.57 ±0.66 57.60 ±0.93 73.30 ±0.74
EPNet (ours) 112K 59.32 ±0.88 72.95 ±0.64 59.97 ±0.95 73.91 ±0.75
RESNET-12
ProtoNets++ [56] 7989K 56.52 ±0.45 74.28 ±0.20 58.47 ±0.64 78.41 ±0.41
TADAM [34] 7989K 58.50 ±0.30 76.70 ±0.30 - -
MetaOpt-SVM [26] 12415K 62.64 ±0.61 78.60 ±0.46 65.99 ±0.72 81.56 ±0.53
TPN [30] 8284K 59.46 75.65 - -
∗Robust-20++ [8] 11174K 58.11 ±0.64 75.24 ±0.49 70.44 ±0.32 85.43 ±0.21
MTL [47] 8286K 61.20 ±1.80 75.50 ±0.80 - -
CAN [17] 8026K 67.19 ±0.55 80.64 ±0.35 73.21 ±0.58 84.93 ±0.38
--Net (ours) 7989K 65.66 ±0.85 81.28 ±0.62 72.60 ±0.91 85.69 ±0.65
EPNet (ours) 7989K 66.50 ±0.89 81.06 ±0.60 76.53 ±0.87 87.32 ±0.64
WRN-28-10
LEO [42] 37582K 61.76 ±0.08 77.59 ±0.12 66.33 ±0.05 81.44 ±0.09
Robust-20++ [8] 37582K 62.80 ±0.62 80.85 ±0.43 - -
wDAE-GNN [14] 48855K 62.96 ±0.15 78.85 ±0.10 68.18 ±0.16 83.09 ±0.12
CC+rot [12] 37582K 62.93 ±0.45 79.87 ±0.33 70.53 ±0.51 84.98 ±0.36
Manifold mixup [32] 37582K 64.93 ±0.48 83.18 ±0.72 - -
--Net (ours) 37582K 65.98 ±0.85 82.22 ±0.66 74.04 ±0.93 86.03 ±0.63
EPNet (ours) 37582K 70.74 ±0.85 84.34 ±0.53 78.50 ±0.91 88.36 ±0.57
the other datasets, in this one evaluation is performed on the 311 test classes at
the same time (311-way), with the number of supports k ∈ {1, 2, 5, 10, 20}.
We evaluate 3 variations of our method: (i) EPNet as described in Sec. 2;
(ii) --Net, which is identical to EPNet but without EP; and (iii) EPNetSSL
(semi-supervised learning) as described in Sec. 2.5.
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Table 2: Comparison with the state of the art on CUB-200-2011. ∗Robust−20++
uses an 18-layer residual network, and Accuracies obtained with 224×224 images
appear in gray.
backbone 1-shot 5-shot
∗Robust-20++ [8] RESNET-18 68.68 ±0.69 83.21 ±0.44
EPNet (ours) RESNET-12 82.85 ±0.81 91.32 ±0.41
Manifold mixup [32] WRN-28-10 80.68 ±0.81 90.85 ±0.44
EPNet (ours) WRN-28-10 87.75 ±0.70 94.03 ±0.33
Table 3: Top-5 test accuracy on Imagenet-FS.
Novel Classes All classes
Approach K=1 2 5 10 20 K=1 2 5 10 20
Batch SGM [15] - - - - - 49.3 60.5 71.4 75.8 78.5
PMN [54] 45.8 57.8 69.0 74.3 77.4 57.6 64.7 71.9 75.2 77.5
LwoF [13] 46.2 57.5 69.2 74.8 78.1 58.2 65.2 72.7 76.5 78.7
CC+ Rot [12] 46.43 ±0.24 57.80 ±0.16 69.67 ±0.09 74.64 ±0.06 77.31 ±0.05 57.88 ±0.15 64.76 ±0.10 72.29 ±0.07 75.63 ±0.04 77.40 ±0.03
wDAE-GNN [14] 48.00 ±0.21 59.70 ±0.15 70.30 ±0.08 75.00 ±0.06 77.80 ±0.05 59.10 ±0.13 66.30 ±0.10 73.20 ±0.05 76.10 ±0.04 77.50 ±0.03
wDAE-GNN + EP (ours) 50.07 ±0.27 62.16 ±0.16 72.89 ±0.11 77.25 ±0.07 79.48 ±0.05 60.87 ±0.16 68.53 ±0.10 75.56 ±0.07 78.28 ±0.04 78.89 ±0.03
Table 4: SSL results with 100 unlabeled samples. --Net is identical to EPNet
but without embedding propagation. *Re-implementation [60]
miniImagenet tieredImagenet
Backbone 1-shot 5-shot 1-shot 5-shot
TPNSSL [30] CONV-4 52.78 66.42 55.74 71.01
k-Meansmasked,soft [38] CONV-4 50.41 ±0.31 64.39 ±0.24 - -
EPNet (ours) CONV-4 59.32 ±0.88 72.95 ±0.64 59.97 ±0.95 73.91 ±0.75
--NetSSL (ours) CONV-4 63.74 ±0.97 75.30 ±0.67 65.01 ±1.04 74.24 ±0.80
EPNetSSL (ours) CONV-4 65.13 ±0.97 75.42 ±0.64 66.63 ±1.04 75.70 ±0.74
LST [28] RESNET-12 70.10 ±1.90 78.70 ±0.80 77.70 ±1.60 85.20 ±0.80
EPNet (ours) RESNET-12 66.50 ±0.89 81.06 ±0.60 76.53 ±0.87 87.32 ±0.64
--NetSSL (ours) RESNET-12 73.42 ±0.94 83.17 ±0.58 80.26 ±0.96 88.06 ±0.59
EPNetSSL (ours) RESNET-12 75.36 ±1.01 84.07 ±0.60 81.79 ±0.97 88.45 ±0.61
*k-Meansmasked,soft [38] WRN-28-10 52.78 ±0.27 66.42 ±0.21 - -
TransMatch [60] WRN-28-10 63.02 ±1.07 81.19 ±0.59 - -
EPNet (ours) WRN-28-10 70.74 ±0.85 84.34 ±0.53 78.50 ±0.91 88.36 ±0.57
--NetSSL (ours) WRN-28-10 77.70 ±0.96 86.30 ±0.50 82.03 ±1.03 88.20 ±0.61
EPNetSSL (ours) WRN-28-10 79.22 ±0.92 88.05 ±0.51 83.69 ±0.99 89.34 ±0.59
3.3 Experimental Results
In this section we compare EPNet with previous methods in the standard few-
shot classification scenario, and semi-supervised learning scenarios.
Main Results. We first report the results for the methods that do not use an
unlabeled set. As seen in Tables 1 and 2, EPNet obtains state-of-the-art accu-
racies on miniImagenet, tieredImagenet, and CUB-200-2011 for the 1-shot and
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Table 5: SSL results for the 5-shot 5-way scenario with different amounts of
unlabeled data. The percentages refer to the amount of supports that are labeled
in a set of 5 images per class.
Params 20% 40% 60% 100%
GNN [11] 112K 52.45 58.76 - 66.41
EGNN [21] 5068K 63.62 64.32 66.37 76.37
--NetSSL (ours) 112K 58.52 ±0.97 64.46 ±0.79 67.81 ±0.74 57.18 ±0.83
EPNetSSL (ours) 112K 60.66 ±0.97 67.08 ±0.80 68.74 ±0.74 59.32 ±0.88
5-shot benchmarks even when compared with models that use more parameters
or higher resolution images. It can also be observed the effectiveness of EP in
isolation when comparing EPNet with an identical model without EP (--Net).
Higher-way and 10-shot results can be found in the supplementary material.
Note that EGNN [21] uses ×45 parameters. On the large-scale Imagenet-FS,
EP improves all benchmarks by approximately 2% accuracy, see Table 3. These
results demonstrate the scalability of our method and the orthogonality with
other embedding transformations such as denoising autoencoders [14].
Semi-supervised learning. We evaluate EPNet on the SSL setting where 100
additional unlabeled samples are available [38,30] (EPNetSSL). We observe in
Table 4 that including unlabeled samples increases the accuracy of EPNet for all
settings, surpassing the state of the art by a wide margin of up to 16% accuracy
points for the 1-shot WRN-28-10. Similar to previous experiments, removing
EP to EPNet (--Net) is detrimental for the model, supporting our hypotheses.
Following the same setting described in [11,21], we trained our model in the
5-shot 5-way scenario where the support samples are partially labeled. In Table
5, we report the test accuracy with conv-4 when labeling 20%, 40%, 60% and
100% of the support set. EPNet obtains up to 2.7% improvement over previous
state-of-the-art when 40% of the support are labeled. Moreover, EPNet also
outperforms EGNN [21] in the 40% and 60% scenarios, although EPNet has
45× less parameters.
3.4 Ablation Studies
In this section we investigate the different hyperparameters of our method and
the properties derived from embedding propagation. Additional ablations are
provided in the supplementary material.
Algorithm ablation. In Table 6, we investigate the impact of the rotation loss
(ROT), embedding fine-tuning (EFT), label propagation (LP), and embedding
propagation (EP) on the 1-shot miniImagenet accuracy. When label propaga-
tion is deactivated, we substitute it with a prototypical classifier. Interestingly,
it can be seen that the improvement is larger when using LP in combination
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Table 6: Algorithm ablation with conv-4 on 1-shot miniImagenet. EFT: Episodic
Fine-tuning, ROT: Rotation loss, LP: Label Propagation, EP: Embedding Prop-
agation
EXP 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
EFT X X X X X X X X
ROT X X X X X X X X
LP X X X X X X X X
EP X X X X X X X X
ACC 49.57 52.83 53.40 55.75 50.83 53.63 53.38 55.55 54.29 56.38 56.93 58.35 54.92 56.46 57.35 58.85
Fig. 3: Interpolation of embedding pairs of different classes vs probability of
belonging to the first of these two classes. The top row shows the class probability
for resnet-12 embeddings extracted from EPNet, and the second(--Net) from the
same network trained without embedding propagation. The scalar α controls the
weight of the first embedding in the linear interpolation.
with EP (Table 6; columns 2-4, and 10-12). This finding is in accordance with
the hypothesis that EP performs manifold smoothing, and this is beneficial for
transductive and SSL algorithms. We included a rotation loss for fair comparison
with other SotA [12,32], however, we see that the main improvement is due to the
combination of EP with LP. We also find that episodic fine-tuning successfully
adapts our model to the episodic scenario (Table 6; line 2).
Embedding propagation on manifold smoothness. We explore whether embed-
ding propagation helps the classifier to attain smoother decision boundaries. We
use EPNet to obtain image embeddings and select a set of random pairs zi, zj
that belong to different classes yi, yj . We then interpolate between each pair as
z˜ = α·zi+(1−α)zj where α ∈ [0..1], and plot this value against p(yi|z˜) (Sec. 7) in
Fig. 3. We also plot p(yi|zˆ) where embeddings were obtained using EPNet with-
out embedding propagation (--Net). We observe that EPNet has significantly
smoother probability transitions than --Net as the embedding z˜ changes from
zi to zj . In contrast, --Net yields sudden probability transitions. This suggests
that embedding propagation encourages smoother decision boundaries.
In Figure 4, we show the effect of embedding propagation on a toy dataset.
The dataset consists of embeddings that are arranged in two disjoint moons. The
embeddings in the top moon belong to first class, and the other to the second
class. Figure 4a) illustrates the effect of batch sampling during the pre-training
phase. Gray points correspond to the extracted embeddings when no embedding
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(b) Propagated embeddings
Fig. 4: Visualization of embedding propagation on the two moons dataset. The
embeddings are shown on the same scale.
propagation was applied. Each unique color shows multiple projections of the
same gray point. Each projection is performed using a different batch of the data.
This suggests that the projections of the same embedding fill a wide space in the
manifold. As a result, the density and smoothness at the inter-class boundary
increases. Figure 4b) shows the result of applying embedding propagation on
all the gray points in Figure 4a). The blue and red colors correspond to the
two-moon classes. We observe that the propagated manifold is denser and more
compact than the original one, possibly reducing the noise of the representations.
4 Conclusion
We have presented EPNet, an approach to address the problem of distribution
shift few-shot learning. EPNet introduces a simple embedding propagation step
to regularize the feature representations. Empirically, we have shown that em-
bedding propagation smooths decision boundaries, which is an important factor
for generalization. By leveraging the properties of smooth manifolds, we have
shown significant improvements on the transductive, and semi-supervised learn-
ing setup compared to methods that do not use embedding propagation. As a
result, EPNet achieves state-of-the-art results on miniImagenet, tieredImagenet,
and CUB for the standard and semi-supervised scenarios. Further, we have shown
that EP scales to the larger Imagenet-FS dataset, improving by more than 2%
the accuracy of the state-of-the-art wDAE-GNN [14] in all setups. We have
compared EPNet with a non-smooth version of the same model (--Net), show-
ing that smoothing alone accounts for 4.8% accuracy improvement on 1-shot
miniImagenet with Wide Residual Networks.
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Appendix
In the following sections, we provide results in the 10-shot scenario as well as
more challenging settings, such as 10-way, 15-way, and 20-way classification. We
also illustrate the effect of ablating different parts of the propagator matrix.
Finally, we report the CO2 emissions to produce this research.
10-shot test accuracy.
We report the results of EPNet and EPNetSSL in Table 7. Our methods improve
the accuracy over TADAM [34] and Discriminative [2] by 5% accuracy. Since
not many methods have been evaluated on this benchmark, it is challenging to
illustrate the impact of embedding propagation. Further, we see that EPNetSSL
does not improve much over EPNet, suggesting that embedding propagation has
larger impact with fewer labeled data.
Table 7: 10-shot test accuracy on miniImagenet, tieredImagenet, and CUB.
mini tiered CUB
RESNET-12
Discriminative [2] 78.50 - -
TADAM [34] 80.80 - -
EPNet (ours) 85.39 88.39 92.68
EPNetSSL (ours) 87.34 89.24 92.88
WRN-28-10
EPNet (ours) 87.03 89.46 93.99
EPNetSSL (ours) 89.02 89.56 94.11
Higher-way results
For higher way setups, we compare against previous state-of-the-art methods on
miniImagenet (Table 8). For a fair comparison, we use a WRN-28-10 [61] as our
feature extractor. Our results show that EPNet attains higher test accuracies
than previous state-of-the-art in all settings. For instance, in the 1-shot 20-way
scenario, EPNet improves results from 36.5% to 38.6% accuracy. This suggests
that embedding propagation generalizes effectively to higher number of classes.
Additional ablation experiments
While in Table 6 we ablate all the components of the proposed model, in Table
9 we focus only on EP and whether it leverages information from neighboring
embeddings (off-diagonal) or it just rescales them (diagonal). We show that
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Table 8: miniImagenet 1-shot and 5-shot test accuracies for the 10-way, 15-way
and 20-way scenarios. We report the accuracy with 95% confidence intervals over
600 episodes.
10-way 15-way 20-way
1-shot 5-shot 1-shot 5-shot 1-shot 5-shot
Baseline++ [6] 40.43 56.89 31.96 48.20 26.92 42.80
LEO [42] 45.26 64.36 36.74 56.26 31.42 50.48
DCO [26] 44.83 64.49 36.88 57.04 31.50 51.25
Manifold mixup [32] 50.40 70.93 41.65 63.32 36.50 58.36
EPNet (ours) 53.70± 0.59 72.17± 0.44 44.55± 0.28 64.44± 0.34 38.55± 0.19 59.01± 0.27
Table 9: Propagator ablation with resnet-12 on 5-shot miniImagenet. Pre-
training accuracy with (1) the full propagator matrix, (2) removing the diag-
onal of the propagator matrix, (3) removing the off-diagonal of the propagator
matrix. As shown, our method leverages information from the neighborhood to
attain optimal performance
VER OFF-DIAG DIAG ACC
1 X X 75.95 ±0.56
2 X - 74.66 ±0.38
3 - X 73.80 ±0.29
neighbor information is important for the performance of EP. We train three
versions of EPNet, (i) one with the full propagator matrix, (ii) one with only the
off-diagonal of the matrix, and (iii) one with the diagonal matrix only. Hence,
the second version only relies on information from neighboring embeddings to
make predictions. The third version is equivalent to multiplying the original
embeddings by a scalar. As seen in Table 9, the best performance is obtained
with the first version, confirming that information from neighboring nodes is
used.
CO2 Emission Related to Experiments
Experiments were conducted using a private infrastructure (located in Quebec,
Canada) with a carbon emission factor of 0.02 kg/kWh. A cumulative of 24480
hours of computation was performed on hardware of type Tesla V100 (with
a TDP of 250 W). Total emissions are estimated to be 146.88 kgCO2eq, and
1000 kgCO2eq (685%) were offsetted through Gold Standard. Estimations were
obtained using the MachineLearning Impact calculator [24].
