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ABSTRACT
ANALYSIS, DESIGN, AND MANAGEMENT
OF
SUPPLY CHAIN NETWORKS
WITH
APPLICATIONS TO TIME-SENSITIVE PRODUCTS
MAY 2012
MIN YU
B.E., TONGJI UNIVERSITY
M.E., TONGJI UNIVERSITY
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Anna Nagurney
With supply chains spanning the globe, and with increasing time-sensitivity for
various products in many markets, timely deliveries are becoming a strategy, as im-
portant as productivity, quality, and even innovation (see, e.g., Gunasekaran, Patel,
and McGaughey (2004), Christopher (2005), and Nagurney (2006)).
A product is considered to be time-sensitive, if there is a strict time requirement
regarding that product, either as a characteristic of the product itself or on the
demand side. In particular, a time-sensitive product must have at least one of the
following two properties:
• the product loses its value rapidly, due to either obsolescence or perishability,
which can lead to extra waste and cost, if unused;
vi
• the demand for it is sensitive to the elapsed time for the order fulfillment; the
failure to satisfy the demand on-time may result in the loss of potential market
share, or, even worse, additional injuries or death as in times of crises.
This dissertation formulates, analyzes, and solves a spectrum of supply chain
network problems for time-sensitive products, ranging from fast fashion to food to
pharmaceuticals. Specifically, I first develop a model that captures the trade-offs
between the operational costs and time issues in the apparel industry. I then construct
a sustainable fashion supply chain network model under oligopolistic competition
and brand differentiation. I, subsequently, capture the deterioration of fresh produce
along the entire supply chain through arc multipliers with time decay. Finally, I
consider the supply chain network design problem for critical needs products, as in
times of crises and humanitarian relief operations. I also develop a supply chain
network design/redesign model with multiple products, with particular relevance to
healthcare.
This dissertation consists of advances in the modeling, analysis, and design of sup-
ply chain networks for time-sensitive products, all unified through the methodology of
variational inequality theory (see Nagurney (1999)), coupled with network theory and
multicriteria decision-making. The framework captures the underlying behavior asso-
ciated with the operation and management of the associated supply chains, whether
that of central optimization or competition, allows for the graphical depiction of the
supply chain network structures, and efficient and effective solution.
vii
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CHAPTER 1
INTRODUCTION AND RESEARCH MOTIVATION
A supply chain is a complex network of facilities, with associated decision-makers,
engaged in such essential operations as production/manufacturing, storage, and the
distribution/transportation of products to demand markets (see, e.g., Simchi-Levi,
Kaminsky, and Simchi-Levi (2000), Christopher (2005), and Nagurney (2006)). In
this dissertation, I focus on the analysis, design, and management of supply chains
for time-sensitive products.
A product is considered to be time-sensitive, if there is a strict time requirement
regarding that product, either as a characteristic of the product itself or on the
demand side. In particular, a time-sensitive product must have at least one of the
following two properties:
• the product loses its value rapidly (see, e.g., Guide Jr., Muyldermans, and van
Wassenhove (2005), Nordas, Pinali, and Geloso Grosso (2006), Blackburn and
Scudder (2009), and Bruns (2011)), due to either obsolescence or perishability
(Nahmias (1982, 2011)), which can lead to extra waste and cost, if unused (see
Cheeseman (2011)).
• the demand for it is sensitive to the elapsed time for the order fulfillment; the
failure to satisfy the demand on-time may result in the loss of potential market
share (see, e.g., Christopher (2005) and Gustafson, von Schmiesing-Korff, and
Ng (2004)), or, even worse, additional injuries or death as in times of crises (see,
e.g., van Wassenhove (2006) and Kova´cs and Spens (2007)).
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Note that obsolescence typically means that the utility of the product decreases from
the consumers’ perspective when superseded by a more recent version, whereas the
product itself does not change (see also Nahmias (2011)). In contrast to obsolescence,
perishability implies that the physical status of the product deteriorates significantly
over a short period of time (see also Nahmias (1982, 2011)).
Hence, ‘time-sensitive products’ cover a wide range of different products, from fast
fashion apparel to perishable food products to critical products in humanitarian relief
operations, as well as pharmaceuticals and medicines in healthcare. Although such
applications present unique challenges and have their own specific characteristics, they
are all unified under the time-sensitive umbrella. Moreover, time-sensitive products
range from those which consumers desire (such as fast fashion) to products that
sustain life (fresh food) to products that are of a life-saving nature (medicines as well
as pharmaceuticals plus critical needs products in humanitarian operations).
In this dissertation, I contribute to the analysis, design, and management of supply
chain networks with a focus on time-sensitive products, drawn from the above-noted
applications. The dissertation is motivated by the spectrum of time-sensitive products
and their associated supply chain networks and the need to develop rigorous, relevant
models for their analysis and solution.
The dissertation is organized into several parts, with the first part consisting of
the introduction and research motivation as well as the foundational methodologies.
The second part of the dissertation focuses on applications to fashion supply chains.
The third part of the dissertation concentrates on perishable food supply chains in
the case of fresh produce and the final part is on time-sensitive supply chains in
humanitarian logistics and healthcare.
The dissertation consists of a spectrum of advances in the modeling, analysis, and
design of supply chain networks for time-sensitive products, all unified through con-
sistent methodologies – variational inequality theory (see Nagurney (1999)), which
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captures the underlying behavior of the operation of the associated supply chains,
whether optimization or competition, coupled with network theory, which allows for
the depiction of the supply chain network structures graphically, and allows for effi-
cient computation algorithms. In addition, since conflicting objectives may arise in
the case of time-sensitive product supply chains, multicriteria decision-making is also
utilized, as appropriate.
This chapter is organized as follows: I first provide an overview and the research
motivation. I then present the literature review for each of the relevant time-sensitive
applications.
Time is a critical factor in the apparel industry, especially in what has come to be
known as fast fashion. The volatile demand in this sector forces fashion companies
to react to new trends and consumer requirements quickly (see, e.g., Christopher,
Lowson, and Peck (2004) and Gustafson, von Schmiesing-Korff, and Ng (2004)).
Fashion retailers, such as Benetton, H&M, Topshop, and Zara have revolutionized
the fashion industry by following the strategy in which retailers respond to shifts in
the market within just a few weeks versus an industry average of six months (Sull and
Turconi (2008)). Fast fashion aims to satisfy the desire of consumers for trendy, short-
cycle, and relatively inexpensive clothing (Doeringer and Crean (2006)), resulting in,
on the average, 9% higher profit margins than those of traditional retailers (Sull and
Turconi (2008)).
Supply chains are central to fast fashion, and make it possible to obtain fabrics, to
manufacture samples, and to start shipping products with far shorter lead times than
those of more conservative rivals (Doeringer and Crean (2006)). However, superior
time performance cannot be achieved without some sacrifice of the operational cost.
Therefore, in Chapter 3 of this dissertation, I explore the trade-offs between cost
and time in fashion supply chain management. In Chapter 3, I focus on system-
optimization and the associated management of such supply chains.
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Another issue that I examine in my dissertation, in Chapter 4, is that of fashion
supply chain network competition as well as sustainability. I develop a supply chain
network model that captures oligopolistic competition among fashion firms that allows
for not only brand differentiation but also includes environmental issues. Zeller Jr.
(2011) emphasized the vast challenges faced by the fashion and apparel industry
in terms of the environmental impacts. The manufacturing of both man-made and
natural fibers may leave a large environmental imprint (see, e.g., Claudio (2007),
Greer, Egan Keane, and Lin (2010), and Tucker (2010), not to mention the textile
dyeing process (see UPI.com (2010) and Zeller Jr. (2011)).
Consequently, it is imperative that individual companies reexamine and clean up
their supply chains even way back to the inputs, such as through fabric selection
(see, e.g., Tucker (2010) and Zeller Jr. (2011)). It is interesting to note that the
demand to minimize the use (and discarding) of toxic dyes, raw materials such as
cotton grown with pesticides, as well as the generation of waste in terms of textiles
and byproducts (including packaging) is coming not only from consumers but, more
recently, even from firms such as Levi’s, Gap, H&M, and Wal-Mart that wish to
enhance or to maintain a positive brand identity (see, e.g., Claudio (2007), Glausiusz
(2008), Rosenbloom (2010), Tucker (2010), and Zeller Jr. (2011)) and may compete
accordingly.
I then focus on a perishable product in the form of fresh produce and utilize,
as a foundation, the competitive supply chain network oligopoly model with brand
differentiation developed in Chapter 4. However, in Chapter 5, in contrast, I do
not consider environmental issues but, rather, demonstrate how the time-decaying
nature of fresh produce can be elegantly captured through arc and path multipliers.
Hence, in Chapter 5, I develop a generalized network oligopoly model with product
differentiation for fresh produce, a highly time-sensitive product.
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Today, food supply chains are complex, global networks, creating pathways from
farms to consumers, involving production, processing, distribution, and even the dis-
posal of food (see Boehlje (1999), van der Vorst (2000), Aramyan et al. (2006), Mon-
teiro (2007), Trienekens and Zuurbier (2008), and Ahumada and Villalobos (2009)).
Consumers’ expectation of year-around availability of fresh food products has encour-
aged the globalization of food markets (see Cook (2002), Monteiro (2007), Trienekens
and Zuurbier (2008), and Ahumada and Villalobos (2009)). For instance, the United
States is ranked number one as both importer and exporter in the international trade
of horticultural commodities, accounting for about 18% of the $44 billion global hor-
ticultural trade even a decade ago (Cook (2002)). In the US alone, consumers now
spend over 1.6 trillion dollars annually on food (Plunkett Research (2011)). Moreover,
statistics from the United States Department of Agriculture (USDA (2011)) suggest
that the consumption of fresh vegetables has increased at a much faster pace than
the demand for traditional crops such as wheat and other grains.
With growing global competition (Ahumada and Villalobos (2009)), coupled with
the associated greater distances between food production and consumption locations
(Monteiro (2007)), there is increasing pressure for the integration of food production
and distribution along the chain (Boehlje (1999) and Cook (2002)) and, hence, new
challenges for food supply chain modeling and management, analysis, and solutions.
In addition, it is estimated that approximately one third of the global food produc-
tion is wasted or lost annually (Gustavsson et al. (2011)). In any country, 20%–60%
of the total amount of agricultural fresh products has been wasted or lost (Widodo et
al. (2006)). In developed countries, the overall average losses of fruits and vegetables
during post-production supply chain activities are approximately 12% of the initial
production (Gustavsson et al. (2011) and Aiello, La Scalia, and Micale (2011)). The
corresponding losses in developing regions are even severer (Gustavsson et al. (2011)).
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The immense food waste/loss, further stresses food supply chains and the associated
quality and profitability.
I then return, in the context of humanitarian and healthcare applications, to an
optimization setting (rather than a competitive equilibrium one) but focus on supply
chain network design issues. In times of crises, ‘time is life’ (far more than money).
I, hence, dedicate Chapter 6 to the supply chain network design problem in the case
of urgent demands as may occur, for example, in disasters, emergencies, pending
epidemics, and attacks affecting national security. Note that the average annual
number of disasters between 2000 and 2004 was 55% higher than in the period 1994
through 1999, with 33% more humans affected in the former period than in the latter
(see, e.g., Balcik and Beamon (2008) and Nagurney and Qiang (2009)). Unfortunately,
there were significant shortfalls in the average percentage of needs met by different
sectors in the period 2000 through 2005. Based on data in the Financial Tracking
System of the Office for the Coordination of Humanitarian Affairs (Development
Initiatives (2006)), from 2000–2005, the average needs met by different sectors in
disasters were: 79% by the food sector; 37% of the health needs; 35% of the water
and sanitation needs; 28% of the shelter and non-food items, and 24% of the economic
recovery and infrastructure needs.
In Hurricane Katrina and the 2010 Haiti earthquake, essential services failed com-
pletely (Guidotti (2006)). Getting the humanitarian relief supplies and associated
services to the victims was a major challenge with the absence of well-planned and
coordinated logistics. It is clear that better-designed supply chains would have facil-
itated the relief efforts and would have resulted in less suffering and lives lost.
On March 11, 2011, a magnitude-9.0 earthquake struck off northeastern Japan,
and triggered a tsunami with up to 33-foot high waves, which led to explosions and
leaks of radioactive gas at the Fukushima Daiichi Nuclear Power Station (see, e.g.,
CNN (2011), The New York Times (2011), and CBS News (2011)). As reported by
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Herskovitz (2011), the severe wintry weather conditions and the lack of fuel hindered
the humanitarian relief process in Japan. This catastrophe also shook the global
economy (see Lohr (2011)), with supply disruptions in the automotive and high tech
industries (see Kachi and Takahashi (2011), Taylor III (2011), and Plume (2011)).
Also, with the advent of increasing globalization, viruses are spreading more
quickly and creating new challenges for medical and health professionals, researchers
and government officials. However, the vaccine supply chain often relies on only one
or two manufacturers for critical products (see, e.g., Mowery and Mitchell (1995) and
Treanor (2004)), in spite of the fact that vaccines are considered one of the most effec-
tive tools of public health policy, with current vaccination programs saving millions of
lives a year and new vaccines enabling the protection of millions more, including those
in some of the poorest countries in the world (see Mowery and Mitchell (1995) and
World Health Organization (2009)). The number of licensed vaccine manufacturers
in the United States decreased from 26 in 1967 to only 6 in 2006 (Klein and Myers
(2006)). Between 2000 and 2004 there were nationwide shortages in the United States
of six recommended childhood vaccines, and the supply of adult influenza vaccine was
interrupted several times (Coleman et al. (2005)).
New illnesses, in turn, pose further stresses for vaccine (and medicine) develop-
ment, production, and distribution, since the complex nature and time-consuming
procedure of vaccine manufacturing make it difficult for the supply chain to respond
rapidly to sudden changes in demand (US General Accounting Office (2002)). The
epidemic of the H1N1 virus (also known as the swine flu) in 2009 took more than
18, 449 lives with over 214 countries reporting confirmed cases (World Health Or-
ganization (2010)). In late 2009, parts of the globe experienced serious flu vaccine
shortages (both seasonal and H1N1 ones) with citizens clamoring for vaccines. In
2009, the five corporations that are licensed to make seasonal flu vaccine shots for
the US (see McNeil Jr. (2009) and Dooren (2009)): GlaxoSmithKline, Novartis,
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Sanofi-Aventis, CSL, and Medimmune, originally planned on producing only slightly
more than 118 million units of the seasonal flu vaccine that they produced the year
before. However, GlaxoSmithKline, because of production problems, cut its run by
half, whereas Novartis’s yield was reduced by 10 percent. With the urgent demand
for H1N1 vaccine, all the flu vaccine manufacturers switched from the production of
seasonal flu vaccine to the production of the H1N1 vaccine, causing increased short-
ages of the former and delayed deliveries of the latter (see McNeil Jr. (2009)), which
resulted in severe shortfalls in the vaccine supply chains, inspiring me to take up
the challenge of optimizing multiproduct supply chain network design. This topic is
addressed in a formal modeling and computational framework in Chapter 7.
As discussed above, there are numerous exciting challenges and opportunities em-
bedded in the formulation, analysis, and computation of solutions to time-sensitive
product supply chain networks. However, to-date there have been few rigorous, gen-
eral supply chain network models developed, leaving a big gap in the supply chain
literature. Therefore, it is worthwhile and necessary to conduct research in this area,
with potentially broad impacts on the economy as well as positive effects on the health
and well-being of societies.
1.1. Literature Review
This review of the literature begins with a discussion of time issues in supply chain
management, including the development and limitations of time-based competition,
supply chain management with time-sensitive demand, and lead time reduction. Then
I introduce supply chains associated with different time-sensitive products, that is,
those in fashion supply chains, food supply chains, humanitarian logistics, and health-
care supply chains, with the emphasis on the relevant mathematical models.
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1.1.1 Time Issues in Supply Chain Management
As early as 1988, Stalk Jr. claimed: “as a strategic weapon, time is the equivalent
of money, productivity, quality even innovation.” Moreover, according to the survey
of Gunasekaran, Patel, and McGaughey (2004), performance metrics for time issues
associated with planning, purchasing, manufacturing, and delivery are consistently
rated as important factors in supply chain management. As a major source of com-
petitive advantage (see Bower and Hout (1988) and Christopher (2005)), the total
order cycle time, referring to the time elapsed in between the receipt of customer
order until the delivery of finished goods to the customer, is considered an important
measure of time issues in supply chains, directly influencing the customer satisfaction
level (see, e.g., Towill (1997) and Gunasekaran, Patel, and Tirtiroglu (2001)).
Time-based competition theory formally recognized the strategic role of time,
which appeared in the late 1980s and early 1990s, and developed as the competitive
paradigm of the 1990s. In general, time-based competition strategy is a manage-
rial approach to shrink and compress the time required for business, by all means,
sequentially, to generate substantial profits (see, e.g., Stalk Jr. and Hout (1990),
Blackburn (1991), Hum and Sim (1996), de Toni and Meneghetti (2000b), Christo-
pher (2005), and Thomas (2008)). A series of tactics for time-based competition has
been proposed and analyzed qualitatively in a large number of descriptive articles,
based on case studies and with managerial implications (see, e.g., Stalk Jr. (1988),
Hise (1995), Carter, Melnyk, and Handfield (1995), Bozarth and Chapman (1996),
and Thomas (2008)). Such studies encompass just-in-time inventory strategies, flexi-
ble manufacturing systems, closer supplier relationships, cross-functional teams, and
integrated information systems. Vickery et al. (1995) and Jayaram, Vickery, and
Droge (1999) conducted empirical research to study the relationship between time
compression and overall business performance in particular markets. In the litera-
ture, the relevant mathematical modeling (see, e.g., Li (1992) and Rich and Hines
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(1997)), here, focuses on time reduction for a single specific activity, such as trans-
portation, inventory, and supplier selection (Hum and Sim (1996)), instead of the
entire supply chain.
Exclusive time-concentrated strategies cannot deliver attractive profits (see, e.g.,
Stalk Jr. and Webber (1993) and Blackburn (2002)). It can be costly to deliver
superior time performance, since delivery time performance generally depends on the
available capacity and on the operating efficiency of the system (So (2000)). There-
fore, it is important to develop an appropriate supply chain management framework
that captures both the operational (and other) cost dimension as well as the time
dimension, especially in the case of time-sensitive products.
Conventionally, there have been several methodological approaches utilized for
time-dependent supply chain management, including multiperiod dynamic program-
ming and queuing theory (see, e.g., Lederer and Li (1997), Palaka, Erlebacher, and
Kropp (1998), So and Song (1998), So (2000), Boyaci and Ray (2003), Ray and Jewkes
(2004), Guide Jr., Muyldermans, and van Wassenhove (2005), and Liu, Parlar, and
Zhu (2007)). Blackburn et al. (2004), Guide Jr., Muyldermans, and van Wassen-
hove (2005), and Guide Jr. et al. (2006) discussed profit maximization in reverse
supply chains for time-sensitive returns. Blackburn and Scudder (2009) developed
a cost minimization model for one specific perishable product supply chain design,
concerning the declining value of the product over time. In addition, Wang, Lin,
and Yu (2011) discussed inventory policies for a time-sensitive product, but based on
a simple supply chain system consisting of one producer, one distributor, and only
one retailer. According to the review by Goetschalckx, Vidal, and Dogan (2002),
the paper by Arntzen et al. (1995) is the only one that has captured the time issue
in the modeling and design of a global logistics system, with the expression of time
consumption explicitly in the objective function.
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In particular, Arntzen et al. (1995) applied the Global Supply Chain Model
(GSCM) to the Digital Equipment Corporation so as to evaluate global supply chain
alternatives and to determine the worldwide manufacturing and distribution strate-
gies. In their mixed-integer linear programming model to minimize the weighted
combination of total cost and activity days, the authors adopted a weighted activity
time to measure activity days throughout the supply chain, as is the sum of process-
ing days for each individual segment multiplied by the number of units processed or
shipped through the link. However, the authors oversimplified the weighted activity
time in assuming that the unit processing activity days are fixed, regardless of the
facility capacities and the product flows. Also, in other mathematical models dealing
with time-sensitive demand, the lead time is used as the only indicator to differen-
tiate the demand groups (see Cheong, Bhatnagar, and Graves (2004)). It is worth
pointing out that bicriteria decision-making involving cost and time has also garnered
attention in transportation assignment problems (see Raith (2009) and Wang, Raith,
and Ehrgott (2010)).
1.1.2 Fashion Supply Chains
The fashion and apparel industry is notable for its short product life cycle, low
predictability, high volatility, and tremendous product variety (see, e.g., Bruce, Daly,
and Towers (2004), Christopher, Lowson, and Peck (2004), S¸en (2008), and Sull and
Turconi (2008)). Time is one crucial factor in the fashion industry, and the success
or failure of a fashion company largely depends on its responsiveness and agility
(see Christopher, Lowson, and Peck (2004), Gustafson, von Schmiesing-Korff, and
Ng (2004), and Thaver and Wilcock (2006)), since accurate prediction is difficult, if
not impossible. Fast fashion may be the most notable business strategy for survival
in time-sensitive competition, aiming at lead time reduction, in order to satisfy the
demand at its peak (see Barnes and Lea-Greenwood (2006), Sull and Turconi (2008),
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and MacCarthy and Jayarathne (2010)). Of course, other management strategies
have also been explored for the time-efficient apparel supply chain (see, e.g., Forza and
Vinelli (1997), Sullivan and Kang (1999), Oxborrow (2000), Bruce, Daly, and Towers
(2004), Christopher, Lowson, and Peck (2004), Gustafson, von Schmiesing-Korff, and
Ng (2004), Barnes and Lea-Greenwood (2006), Oh and Kim (2007), Cao et al. (2008),
and S¸en (2008)), such as, just-in-time logistics, supply chain coordination, quick
response strategies, vendor-managed inventory, and lean and agile supply chains.
Specifically, Choi and Chow (2008) adopted a classic Markowitz’ mean-variance
model to identify how to achieve a win-win situation in quick response programs in
the case of fashion supply chains. Cachon and Swinney (2011) demonstrated the
profitability of fast fashion systems by comparing them with traditional systems,
quick response systems, and enhanced design systems. With regard to uncertain
demand, Cattani, Dahan, and Schmidt (2008) proposed a two-stage model for the
cost-minimization production capacity planning problem. They explored applications
to the fashion industry through numerical examples with linear cost functions. Choi
(2007), in turn, formulated a dynamic optimization problem from the fashion retailers’
perspective, for the optimal stocking policy along with the pricing policy. De Toni
and Meneghetti (2000a) earlier investigated the impact of production planning on the
firm’s time performance, using a mixed integer programming model. Their simulation
results further proved that lead time reduction leads to the increase in cost. As early
as Fisher (1997) it has been recognized that different products may require distinct
supply chains. Hence, it is imperative to have a methodological framework that can
provide decision-makers with both cost and time information associated with the
complex network of fashion supply chain activities (see, e.g., S¸en (2008)).
One corporate exemplar mentioned repeatedly in the business press and aca-
demic research, is Zara, a leader in ‘fast fashion.’ Since 2003, Zara has been able
to limit its delivery time to stores within 15 days after the design (Gustafson, von
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Schmiesing-Korff, and Ng (2004)). Zara only maintains the capital-intensive and com-
plicated operations in-house, such as computer-guided fabric cutting, and outsources
labor-intensive operations to a network of local manufacturers (see, e.g., Christopher,
Lowson, and Peck (2004), Sull and Turconi (2008), and MacCarthy and Jayarathne
(2010)). Ferdows, Lewis, and Machuca (2004) recognized the nonlinear relationship
between capacity and time in the context of the fashion industry and fast response,
with a focus on Zara and, hence, an appropriate model for fashion supply chain
management must be able to handle such nonlinearities.
In the last three decades, there has been a migration of clothing manufactur-
ers from developed to developing countries (see Gereffi and Memedovic (2003) and
MacCarthy and Jayarathne (2010)), coupled with a transformation of this industry
through an increased prominence of brands and buyer-driven value chains. Whereas
in 1992, about 49% of all retail apparel sold in the United States was actually made
there, by 1999, the proportion had fallen to just 12% (Rabon (2001)). Between 1990
and 2000, the value of apparel imports to the US increased from $25 billion to $64
billion. Interestingly, and importantly, Nordas, Pinali, and Geloso Grosso (2006)
identified that lengthy, time-consuming administrative procedures for exports and
imports reduce the probability that firms will even enter export markets for time-
sensitive products. They presented two case studies of the textile and clothing sector
in Bulgaria and the Dominican Republic, respectively, and noted that, despite higher
production costs than in China, their closeness to major markets gave these two
countries the advantage of a shorter lead time that allowed them to specialize in fast
fashion products.
Recall that, the fashion and apparel industry is particularly sensitive to sustain-
ability (see also de Brito, Carbone, and Blanquart (2008)). I would like to emphasize
that lower production cost is not the only reason for the globalization of apparel
manufacturing. Some firms may be taking advantage of a looser environmental reg-
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ulatory system and/or lower environmental impact awareness in developing nations
(see Allwood et al. (2006)). Given its global dimensions, it is crucial to realize the
seriousness of emissions generated along the entire supply chains associated with the
fashion and apparel industry. Yeung et al. (2008) claimed that as an attribute of
customer knowledge, social compliance, including environmental concerns, is one of
the influentials of operational performance in the clothing manufacturing industry,
especially for imported fashion products.
Confronted with the challenges of sustainable development, the Sustainable Ap-
parel Coalition (SAC), which includes Nike, Gap Inc, H&M, Levi’s, etc., has been
working to develop sustainability strategies and evaluation tools for the apparel in-
dustry (see Kaye (2011) and Zeller Jr. (2011)). For example, H&M, a fast fashion
company, is cognizant of the environmental impact of even the fuels used in the
transportation of its fashion products as well as the number of shipments needed for
distribution. H&M has identified that 51% of its carbon imprint in 2009 was due
to transportation. In order to reduce the associated emissions, it began more direct
shipments that avoided intermediate warehouses, decreased the volumes shipped by
ocean and air by 40% and increased the volume of products shipped by rail (H&M
(2010)).
In this dissertation, I extend the existing literature in sustainable supply chain
management to build a sustainable fashion supply chain management model. Indeed,
as early as Beamon (1999), Sarkis (2003), Corbett and Kleindorfer (2003), Nagur-
ney and Toyasaki (2003, 2005), Sheu, Chou, and Hu (2005), Kleindorfer, Singhal,
and van Wassenhove (2005), Nagurney, Liu, and Woolley (2007), Linton, Klassen,
and Jayaraman (2007), Piplani, Pujawan, and Ray (2008), Nagurney and Nagurney
(2010), and Nagurney and Woolley (2010), it has been argued that sustainable sup-
ply chains are critical for the examination of operations and the environment, with
sustainable fashion being a more recent topic in both research and practice. Policies
14
to reduce emissions have been recently explored within rigorous frameworks (see Wu
et al. (2006), Nagurney, Liu, and Woolley (2006), and Chaabane, Ramudhin, and
Paquet (2012)). For a thorough survey of sustainable supply chain management until
2008, see Seuring and Muller (2008).
1.1.3 Food Supply Chains
Food supply chains are distinct from other product supply chains. The funda-
mental difference between food supply chains and other supply chains is the contin-
uous and significant change in the quality of food products throughout the entire
supply chain until the points of final consumption (see Sloof, Tijskens, and Wilkin-
son (1996), van der Vorst (2000), Lowe and Preckel (2004), Ahumada and Villalobos
(2009), Blackburn and Scudder (2009), Akkerman, Farahani, and Grunow (2010), and
Aiello, La Scalia, and Micale (2011)). This is especially the case for fresh produce
supply chains with increasing attention being placed on both freshness and safety.
Clearly, many consumers prefer the freshest produce at a fair price (Cook (2002),
Wilcock et al. (2004), and Lu¨tke Entrup et al. (2005)).
Given the thin profit margins in the food industries, product differentiation strate-
gies are increasingly used in food markets (Lowe and Preckel (2004), Lusk and Hudson
(2004), and Ahumada and Villalobos (2009)) with product freshness considered one
of the differentiating factors (Ka¨rkka¨inen (2003) and Lu¨tke Entrup et al. (2005)) and
with a successful example being fresh-cut produce, including bagged salads, washed
baby carrots, and fresh-cut melons (Cook (2002)). Retailers, such as Globus, a Ger-
man retailer, are also now realizing that food freshness can be a competitive advantage
(Lu¨tke Entrup et al. (2005); see also Aiello, La Scalia, and Micale (2011)).
Moreover, the high perishability of food products has resulted in immense food
waste/loss. Food products often require special handling, transportation, and stor-
age technologies (Zhang, Habenicht, and Spieß (2003), Lowe and Preckel (2004),
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Trienekens and Zuurbier (2008), and Rong, Akkerman, and Grunow (2011)). Further-
more, the quality of food products is decreasing with time, even with the utilization
of the most advanced facilities and conditions (Sloof, Tijskens, and Wilkinson (1996)
and Zhang, Habenicht, and Spieß (2003)). Therefore, some food wastage and losses
are inevitable in food supply chain network links (Thompson (2002), Widodo et al.
(2006), and Gustavsson et al. (2011)).
Such challenges have underlined the need for the efficient management of food
supply chains, which is critical to profitability. Therefore, food supply chains have
been receiving increasing attention. Nahmias (1982, 2011) and Silver, Pyke, and
Peterson (1998) provided extensive reviews of the inventory management of perish-
able products. The reviews by Glen (1987) and Lowe and Preckel (2004) focused on
farm planning. In addition, Lu¨tke Entrup (2005) discussed thoroughly how to inte-
grate shelf life into production planning within three sample food industries (yogurt,
sausages, and poultry). Akkerman, Farahani, and Grunow (2010) outlined quanti-
tative operations management applications in food distribution management. The
survey by Lucas and Chhajed (2004) presented applications related to location prob-
lems in agriculture and recognized the challenges of strategic production-distribution
planning problems in the agricultural industry. Due to the added complexity caused
by food perishability, there are fewer articles related to perishable food products
than those related to non-perishable ones, and even fewer models developed for fully
integrated supply chain system approaches (Ahumada and Villalobos (2009)).
Zhang, Habenicht, and Spieß (2003) studied a physical distribution system in order
to minimize the total cost for storage and shipment with the product quality require-
ment fulfilled. Widodo et al. (2006) developed mathematical models dealing with
flowering-harvesting and harvesting-delivering problems of agricultural fresh products
by introducing a plant maturing curve and a loss function to address, respectively, the
growing process and the decaying process of the fresh products. Ahumada and Vil-
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lalobos (2011) discussed the packing and distribution problem of fresh produce, with
the inclusion of perishability. They handled the perishability of the crops through
storage constraints, and used a loss function in the objective function. In addition,
Kopanos, Puigjaner, and Georgiadis (2012) studied the production-distribution plan-
ning problem of a multisite, multiproduct, semicontinuous food processing industry
within the framework of mixed integer programming.
As noted by van der Vorst (2006), it is imperative to analyze food supply chains
within the context of the full complexity of their network structure. Monteiro (2007)
claimed that the theory of network economics provides a powerful mathematical
framework in which the supply chain can be graphically represented and analyzed.
He further adopted the theory of network economics to study the economics of trace-
ability in food supply chains theoretically. Blackburn and Scudder (2009) suggested
a cost minimization model for specific perishable product supply chain design, cap-
turing the declining value of the product over time. They noticed that product value
deteriorates significantly over time at rates that highly depend on temperature and
humidity. Rong, Akkerman, and Grunow (2011), in turn, presented a mixed integer
linear programming model for the planning of food production and distribution with a
focus on product quality, which is strongly related to temperature control throughout
the supply chain.
Liu and Nagurney (2012) presented a multiperiod supply chain network equilib-
rium model. That model can address perishability of products through changes in
the underlying network topologies. Nagurney and Aronson (1989), Masoumi, Yu,
and Nagurney (2012), Nagurney, Masoumi, and Yu (2012), Nagurney and Masoumi
(2012), and Nagurney and Nagurney (2011) have adopted arc multipliers to capture
the perishability/waste of product flows in a network. The latter three studies devel-
oped a system-optimization approach from a single firm/organization’s perspective.
Nagurney and Aronson (1989) constructed a general dynamic spatial price equilib-
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rium model, which can handle perishable products through the use of arc multipliers.
Masoumi, Yu, and Nagurney (2012) studied a generalized oligopoly model with par-
ticular relevance to the pharmaceutical industries.
1.1.4 Humanitarian Logistics
Humanitarian logistics is defined by Thomas (2004) as “the process of planning,
implementing and controlling the efficient, cost effective flow and storage of goods
and materials as well as related information from the point of origin to the point of
consumption for the purpose of alleviating the suffering of vulnerable people” (see also
Tomasini and van Wassenhove (2009a)). An efficient response to disasters will never
be achieved without the timely delivery of critical goods (see, e.g., van Wassenhove
(2006), Tomasini and van Wassenhove (2009a, 2009b), Boin, Kelle, and Whybark
(2010), and Vitoriano et al. (2011)). Meanwhile, it is extremely difficult to create and
maintain effective humanitarian relief logistics (Boin, Kelle, and Whybark (2010)).
Van Wassenhove (2006) pointed out the complexity of supply chain management
in humanitarian aid logistics, mainly due to the uncertain demand, the damaged
infrastructure (see also Nagurney (2008) and Nagurney and Qiang (2009)), and the
need for coordination among many stakeholders (see also Stephenson Jr. (2005),
Balcik et al. (2010), and Tatham and Kova´cs (2010)).
The challenges and key factors in humanitarian relief have been explored at the
operational level based on case studies (see, e.g., Sharp et al. (2002), Russell (2005),
Holgu´ın-Veras et al. (2007), Rao (2007), and Oloruntoba (2010)). Nevertheless,
the academic research on humanitarian logistics is “still in its infancy” (Balcik et
al. (2010)), especially in terms of the mathematical modeling, despite the fact that
logistics and supply chain management in the commercial business sector has gained
a lot of attention in academic circles (see also Altay and Green III (2006), Kova´cs
and Spens (2007), Boin, Kelle, and Whybark (2010), and Vitoriano et al. (2011)).
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Humanitarian relief logistics supply chains are distinct from commercial supply
chains (see, e.g., van Wassenhove (2006), Balcik and Beamon (2008), Beamon and
Balcik (2008), Schulz and Heigh (2009), Tomasini and van Wassenhove (2009b), and
Vitoriano et al. (2011)). Humanitarian relief chains are characterized by unpre-
dictable and urgent demand, short lead times, and limited initial resources with de-
ficient infrastructures and elevated security concerns. Humanitarian relief chains are
supposed to provide necessities against time, in order to minimize avoidable injuries
and death (see, e.g., van Wassenhove (2006) and Balcik and Beamon (2008)). Thus,
the use of a profit maximization criterion is not appropriate in times of crises (see,
e.g., Kova´cs and Spens (2007), Tomasini and van Wassenhove (2009a, 2009b), and
Vitoriano et al. (2011)).
Haghani and Oh (1996) formulated a multicommodity and multimodal network
flow problem for disaster operations as a linear programming model, with a single cost-
minimization objective. In turn, Barbarosogˇlu and Arda (2004) resolved multicom-
modity and multimodal transportation planning problems for emergency response via
two-stage stochastic programming in order to handle the randomness in disaster op-
erations. Inspired by the humanitarian relief operations in South Sudan, Beamon and
Kotleba (2006a, 2006b) discussed single-item inventory management quantitatively
for humanitarian organizations subject to total cost minimization. Jia, Ordo´nˇez,
and Dessouky (2007a) constructed a general facility location model for large-scale
emergencies, combining covering, P-median, and P-center models. Jia, Ordo´nˇez, and
Dessouky (2007b) then suggested heuristic solution approaches for the covering mod-
els for facility location of medical supplies.
Distinct from single criterion decision-making, Tzeng, Cheng, and Huang (2007)
designed relief delivery systems to minimize the cost and travel time and to maximize
the minimal satisfaction, in pursuit of efficiency and fairness in humanitarian relief.
Balcik, Beamon, and Smilowitz (2008) proposed a mixed integer programming model
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for the the final stage of a humanitarian relief chain, the delivery of relief supplies
from local distribution to the affected areas, also known as last mile distribution. The
problem was to minimize transportation costs and to maximize victims’ benefits si-
multaneously, with restricted vehicle capacity, delivery time, and supply. Vitoriano et
al. (2011) developed a multicriteria optimization model for aid distribution problems,
taking time, cost, reliability, security, and equity into account.
Instead of focusing on disaster response, Balcik and Beamon (2008) studied facil-
ity location problems in favor of disaster preparedness via a mixed integer program-
ming model in order to maximize the total expected coverage. Mete and Zabinsky
(2010) considered disaster preparedness and response jointly in terms of the storage
and distribution problem of medical supplies within a stochastic optimization frame-
work. With the integration of the vehicle routing problem and the multicommodity
network flow problem, O¨zdamar, Ekinci, and Ku¨c¸u¨kyazici (2004) investigated emer-
gency logistics planning with mathematical tools. In summary, there is a clear lack of
mathematical models analyzing the humanitarian relief logistics from a system-wide
perspective.
1.1.5 Healthcare Supply Chains
Interest in and research on healthcare supply chains is expanding rapidly, with
patient care and safety as intrinsic goals, which distinguish the healthcare supply chain
from those for consumer goods (see, e.g., Lambert, Adams, and Emmelhainz (1997),
Koh et al. (2003), and Sinha and Kohnke (2009)). In the search for supplier selection
criteria in the healthcare industry, Lambert, Adams, and Emmelhainz (1997) found
that price was the least important factor, competing with product quality, service, and
delivery. Furthermore, Sinha and Kohnke (2009) outlined a conceptual 3-A framework
– “affordability, access, and awareness” – for the design of a high-quality and cost-
effective healthcare supply chain providing timely care (see also Tetteh (2009)).
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Everard (2001) identified concerns about the ‘broken’ healthcare supply chain,
due to serious fragmentation in the chain (see also Burns (2002)), where instead
of the overall efficiency of the chain, the outcome of each activity is mistaken to
be optimized in healthcare supply chain operations. The extraordinary difficulty of
advanced supply chain management implementation in the healthcare industry has
stimulated experts and researchers to investigate the reasons and the possible solu-
tions to healthcare supply chain integration (see, e.g., Brennan (1998), Jarrett (1998),
Burns (2002), Nicholson, Vakharia, and Erenguc (2004), McKone-Sweet, Hamilton,
and Willis (2005), Chabrol et al. (2006), Schneller and Smeltzer (2006), and Ford and
Scanlon (2007)). According to Keen, Moore, and West (2006), there have been few
studies that integrate systems and network approaches to assist in the understanding
of healthcare processes (see also Ford and Scanlon (2007)).
Rivard-Royer, Landry, and Beaulieu (2002) proposed a hybrid stockless method
for financial savings and healthcare quality, as an improvement of a stockless replen-
ishment policy for medical supply chains. Nicholson, Vakharia, and Erenguc (2004)
studied the management of inventory in healthcare, focusing on non-critical items.
They claimed that, in the health industry, outsourcing the distribution of non-critical
items is always a viable alternative, in order to reduce the inventory cost without
compromising the quality of care (see also Brennan (1998)). Shah et al. (2008) used
a case study approach to study coordination and collaboration in decentralized or-
ganizations in the healthcare industry and noted that high performance of a specific
healthcare supply chain may be due to the application of lean principles. Additionally,
Enyinda (2008) and Enyinda, Briggs, and Bachkar (2009) applied the analytic hier-
archy process to identify optimal strategies for pharmaceutical global supply chains
with risk management.
Shah (2004) painted a comprehensive picture of pharmaceutical supply chains,
and pointed out that the time to market is an important driver in the pharmaceutical
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industry, which can secure companies with returns above the industry average, in the
early life of a successful drug. Capacity planning and supply chain network design
are vital strategic issues to balance future capacity with anticipated demands. I
emphasize that, typically, a pharmaceutical manufacturer produces multiple types of
drugs (see Yost (2005)), as in the case of vaccine production (CDC (2012)), leading
to a relatively new topic of healthcare multiproduct supply chain network design.
Rotstein et al. (1999) adopted a stochastic programming model for capacity plan-
ning. Gatica, Papageorgiou, and Shah (2003) extended the model to a more com-
plicated case of different products at different stages in their life-cycles. Maravelias
and Grossmann (2001) considered the problems of product development and capacity
planning simultaneously. The authors developed a multiperiod mixed-integer linear
programming (MILP) model in order to maximize the expected net present value of
multiple projects. Reimann and Schiltknecht (2009), in turn, discussed the manufac-
turing capacity allocation problem for a given portfolio of products, focusing on the
market of specialty chemicals with applications to pharmaceuticals.
Papageorgiou, Rotstein, and Shah (2001) formulated a commercial pharmaceutical
supply chain optimization problem as a mixed integer linear programming model in
order to maximize the net present value over a fairly long horizon of interest, thereby,
capturing the product development and introduction strategy and a capacity planning
and investment strategy. Chahed et al. (2009) proposed a mixed integer model deal-
ing with an anti-cancer drug supply chain in the French context. The authors divided
the drug supply chain process into production, storage, distribution, and home admin-
istration. Pacheco and Casado (2005) studied a real health resources case by solving
two location models (the p-center problem and the maximum set covering problem)
with few facilities. Tsang, Samsatli, and Shah (2006) considered medium-term plan-
ning and scheduling in a flu vaccine manufacturing facility. Banerjee (2009) studied
the multiproduct distribution problem in order to align the production schedule of
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multiple products in a manufacturing facility with a periodic full truckload shipping
plan. For a survey of vaccine distribution and delivery issues in the United States,
see Jacobson, Sewell, and Jokela (2007).
Interestingly, the majority of the previous studies as well as those in the general
supply chain design literature have utilized mixed integer programming as a method-
ology (see, e.g., Pirkul and Jayaraman (1998), Jayaraman and Pirkul (2001), Eskigun
et al. (2005), Keskin and U¨ster (2007), and Mula et al. (2010)). With exclusively
linear cost functions, however, such models may not capture possible congestion and
risk associated with supply chain activities (see, e.g., Nagurney et al. (2005) and
Qiang, Nagurney, and Dong (2009)). Moreover, according to the recent review by
Melo, Nickel, and Saldanha da Gama (2009), there are only a limited number of re-
search publications that combine both capacity expansion with locational decisions
(see, e.g., Melo, Nickel, and Saldanha da Gama (2005)).
Nagurney, Masoumi, and Yu (2012) developed a network optimization model for
the management of the procurement, testing and processing, and distribution of a
special healthcare product – human blood. The model allowed for nonlinear cost
functions, and captured the perishability of blood. In that model, however, the ca-
pacities associated with the supply chain activities were assumed to be fixed. In
contrast, in this dissertation, I develop a supply chain network design model with
particular relevance to healthcare, considering the capacities as explicit decision vari-
ables.
1.2. Dissertation Overview
This dissertation consists of eight chapters. In Chapter 2 of the dissertation, I
review the methodologies that I utilize in this dissertation, in particular, variational
inequalities, system optimization, multicriteria decision-making, game theory, and
the relevant algorithms.
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In Chapter 3 of the dissertation, I consider fashion supply chain management
through cost and time minimization, from a network perspective. I develop a mul-
ticriteria decision-making optimization model subject to multimarket demand satis-
faction, and provide its equivalent variational inequality formulation. Furthermore,
I allow the cost on each network link, be it one corresponding to manufacturing (or
procurement), to transportation/shipment, and/or to storage, or to any other type of
product processing, which may also include administrative processing associated with
importing/exporting, to be an increasing function of the flow in order to capture the
aspect of capacity and, in effect, congestion, as would result in queuing phenomena.
Similar assumptions I impose on the link time functions since, clearly, the time to
process a volume of fashion product should be dependent on the flow. This chapter
is based on Nagurney and Yu (2011).
In Chapter 4 of the dissertation, I establish a novel model of oligopolistic competi-
tion for fashion supply chains in the case of differentiated products with the inclusion
of environmental concerns. I assume that each fashion firm’s product is distinct by
brand and the firms compete until an equilibrium is achieved. The network-based
model, which is formulated and studied as a variational inequality problem, captures
competition among the firms in manufacturing, transportation/distribution, and stor-
age, and assumes that the firms seek not only to maximize their profits but also care,
in an individual way, about the emissions that they generate. This chapter is based
on Nagurney and Yu (2012).
In Chapter 5 of the dissertation, I study food supply chain oligopolistic competi-
tion problems from a network perspective, with the inclusion of food deterioration.
I focus on fresh produce items, such as vegetables and fruits, with simple or limited
required processing, whose life cycle can be measured in days. The food supply chain
network activities include the production, processing, storage, and distribution of the
food products. The model incorporates the disposal of the spoiled food products, and
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considers product differentiation by consumers at the demand markets, due to prod-
uct freshness and food safety concerns. The model also allows for the assessment of
alternative technologies involved in each supply chain activity. This chapter is based
on Yu and Nagurney (2012).
In Chapter 6 of the dissertation, I develop an integrated supply chain network
design model for critical needs that allows for the simultaneous determination of
link capacities, through investments, and the product flows on various links, that is,
the manufacturing, storage, distribution/shipment links, etc. At the same time, the
flexibility associated with outsourcing is allowed. Moreover, I also model uncertainty
associated with the demand for the product at the demand points (see also Qiang,
Nagurney, and Dong (2009) and the references therein). As demonstrated in Section
1.1.4, in times of crises, cost-minimization, rather than profit-maximization is a more
appropriate objective function for decision-makers, representing social responsibility
and sensitivity. Therefore, I use a system-optimization approach to guarantee that
the demands for critical supplies are met (as nearly as possible) at minimal total cost.
This model is based, in part, on the concept of system-optimization in transportation
and regional science (see, e.g., Beckmann, McGuire, and Winsten (1956), Dafermos
and Sparrow (1969), and Boyce, Mahmassani, and Nagurney (2005)). Importantly, I
consider a generalized cost associated with the various supply chain activities in order
to subsume not only the financial cost but also the time element, any risk, etc. This
chapter is based on Nagurney, Yu, and Qiang (2011).
In Chapter 7 of the dissertation, I construct a multiproduct supply chain net-
work design model, with particular relevance to healthcare that, when solved, yields
the optimal capacity enhancements associated with supply chain network activities
of manufacturing, storage, and transportation/shipment of multiple products that a
firm is involved in producing. The model is qualified for the design or the redesign
problem and is able to handle nonlinear total cost functions, which capture conges-
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tion. Through the model, the firm may evaluate alternative technologies associated
with its manufacturing facilities, alternative modes of transportation/shipment of the
products from the manufacturing facilities to the storage/distribution centers, and,
finally, to the demand points, as well as alternative modes of storage that may reflect,
for example, different energy requirements, or different requirements to minimize per-
ishability, an issue in the case of both certain vaccines and medicines. This chapter
is based on Nagurney, Yu, and Qiang (2012).
In Chapter 8 of the dissertation, I provide the summary and conclusions with the
future research plan.
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CHAPTER 2
METHODOLOGIES
In this chapter, I review the fundamental theories and methodologies that are
adopted in this dissertation. I first present the theory of finite-dimensional varia-
tional inequalities, which is utilized as the essential methodology throughout this
dissertation. Then I introduce the system-optimized problem, which is related to
Chapters 3, 6, and 7. Moreover, I provide a brief overview of multicriteria decision-
making, with the focus on the multiobjective optimization problems and the weighted
sum method. I further discuss the relationships between variational inequalities and
game theory, which are used in Chapters 4 and 5. Finally, I recall the algorithms: the
equilibration algorithm for the solution of the system-optimization network problem,
and the modified projection method and the Euler method, which can be employed
to solve variational inequality problems. Additional theorems and proofs associated
with finite-dimensional variational inequalities can be found in Nagurney (1999).
2.1. Variational Inequality Theory
In this section, I briefly review the theory of variational inequalities. All defini-
tions and theorems are taken from Nagurney (1999) except where noted. For further
discussion and proofs, see Nagurney (1999).
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Definition 2.1
The finite-dimensional variational inequality problem, VI(F,K), is to determine a
vector X∗ ∈ K ⊂ Rn, such that
〈F (X∗)T, X −X∗〉 ≥ 0, ∀X ∈ K, (2.1)
where F is a given continuous function from K to Rn, K is a given closed convex set
and 〈·, ·〉 denotes the inner product in n-dimensional Euclidean space.
It has been shown that optimization problems, including constrained and un-
constrained, can be reformulated as variational inequality problems (see Nagurney
(1999)). I will briefly discuss the relationship of variational inequalities and opti-
mization problems, which is utilized in Chapters 3, 6, and 7 of this dissertation.
Proposition 2.1
Let X∗ be a solution to the optimization problem:
Minimize f(X) (2.2)
subject to:
X ∈ K,
where f is continuously differentiable and K is closed and convex. Then X∗ is a
solution of the variational inequality problem:
〈∇f(X∗)T, X −X∗〉 ≥ 0, ∀X ∈ K, (2.3)
where ∇f(X) is the gradient vector of f with respect to X.
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Proposition 2.2
If f(X) is a convex function and X∗ is a solution to VI(∇f,K), then X∗ is a solution
to the optimization problem (2.2). In the case that the feasible set K = Rn, then the
unconstrained optimization problem is also a variational inequality problem.
The variational inequality problem can be reformulated as an optimization prob-
lem under certain symmetry conditions. I first present the definitions of positive
semidefiniteness, positive definiteness, and strongly positive definiteness, and then
state the above relationship rigorously in a theorem.
Definition 2.2
An n× n matrix M(X), whose elements mij(X); i, j = 1, ..., n, are functions defined
on the set S ⊂ Rn, is said to be positive semidefinite on S if
vTM(X)v ≥ 0, ∀v ∈ Rn, X ∈ S. (2.4)
It is said to be positive definite on S if
vTM(X)v > 0, ∀v 6= 0, v ∈ Rn, X ∈ S. (2.5)
It is said to be strongly positive definite on S if
vTM(X)v ≥ α‖v‖2, for some α > 0, ∀v ∈ Rn, X ∈ S. (2.6)
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Theorem 2.1
Assume that F (X) is continuously differentiable on K and that the Jacobian matrix
∇F (X) =

∂F1
∂X1
. . . ∂F1
∂Xn
... . . .
...
∂Fn
∂X1
. . . ∂Fn
∂Xn
 (2.7)
is symmetric and positive semidefinite. Then there is a real-valued convex function
f : K 7−→ R1 satisfying
∇f(X) = F (X) (2.8)
with X∗ the solution of VI(F,K) also being the solution of the mathematical program-
ming problem:
Minimize f(X)
subject to:
X ∈ K,
where f(X) =
∫
F (X)Tdx, and
∫
is a line integral.
Therefore, the variational inequality is a more general problem formulation, which
can also handle a function F (X) with an asymmetric Jacobian (see Nagurney (1999)).
I now provide the qualitative properties of variational inequality problems, especially,
the conditions for existence and uniqueness of a solution.
Theorem 2.2
If K is a compact convex set and F (X) is continuous on K, then the variational
inequality problem admits at least one solution X∗.
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Theorem 2.3
If the feasible set K is unbounded, then VI(F,K) admits a solution if and only if
there exists an R > 0 and a solution of VI(F,S), X∗R, such that ‖X∗R‖ < R, where
S = {X : ‖X‖ ≤ R}.
Theorem 2.4
Suppose that F (X) satisfies the coercivity condition
〈(F (X)− F (X0))T, X −X0〉
‖X −X0‖ → ∞ (2.9)
as ‖X‖ → ∞ for X ∈ K and for some X0 ∈ K. Then VI(F,K) always has a solution.
In Theorem 2.4, the coercivity condition guarantees the existence of a solution
to a variational inequality problem. Next, I utilize certain monotonicity conditions
to discuss the qualitative properties of existence and uniqueness. I first recall some
basic definitions.
Definition 2.3 (Monotonicity)
F (X) is monotone on K if
〈(F (X1)− F (X2))T, X1 −X2〉 ≥ 0, ∀X1, X2 ∈ K. (2.10)
Definition 2.4 (Strict Monotonicity)
F (X) is strictly monotone on K if
〈(F (X1)− F (X2))T, X1 −X2〉 > 0, ∀X1, X2 ∈ K, X1 6= X2. (2.11)
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Definition 2.5 (Strong Monotonicity)
F (X) is strongly monotone on K if
〈(F (X1)− F (X2))T, X1 −X2〉 ≥ α‖X1 −X2‖2, ∀X1, X2 ∈ K, (2.12)
where
α > 0.
Definition 2.6 (Lipschitz Continuity)
F (X) is Lipschitz continuous on K if there exists an L > 0, such that
〈(F (X1)− F (X2))T, X1 −X2〉 ≤ L‖X1 −X2‖2, ∀X1, X2 ∈ K. (2.13)
L is called the Lipschitz constant.
Theorem 2.5
Suppose that F (X) is strictly monotone on K. Then the solution to the VI(F,K)
problem is unique, if one exists.
Theorem 2.6
Suppose that F (X) is strongly monotone on K. Then there exists precisely one solu-
tion X∗ to VI(F,K).
Therefore, strong monotonicity of the function F guarantees both existence and
uniqueness, in the case of an unbounded feasible setK. If the feasible setK is compact,
that is, closed and bounded, then the continuity of F guarantees the existence of a
solution, and strict monotonicity of F is sufficient to guarantee its uniqueness.
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2.2. The System-Optimized Problem
In this section, I focus on the system-optimized (S-O) problem, which is utilized
in Chapters 3, 6, and 7 of my dissertation, for supply chain network design and
management, with applications to time-sensitive products. This is a classical network
optimization problem and originates in the context of transportation problems (see
Dafermos and Sparrow (1969) and Dafermos (1971)). It is to be contrasted with the
user-optimized (U-O) model.
Consider a network G with the set of links L with nL elements, the set of paths P
with nP elements, and the set of origin/destination (O/D) pairs W with nW elements.
Let Pw denote the set of (acyclic) paths connecting O/D pair w. Links are denoted
by a, b, etc.; the paths by p, q, etc., and the O/D pairs by w1, w2, etc.
Let xp and fa denote the flow on path p and the flow on link a, respectively. x
denotes the column vector of all path flows and f denotes the column vector of all
link flows. The demand associated with O/D pair w is denoted by dw and is assumed
to be known and fixed.
The following conservation of flow equations must hold:
dw =
∑
p∈Pw
xp, ∀w, (2.14)
that is, the demand associated with each O/D pair must be satisfied.
In addition, the following conservation of flow equations relate the link flows to
the path flows:
fa =
∑
p∈P
xpδap, ∀a ∈ L, (2.15)
where δap = 1, if path p contains link a, and δap = 0, otherwise. Hence, the flow on a
link is equal to the sum of the flows of paths that contain that link.
The path flows must be nonnegative, that is,
xp ≥ 0, ∀p ∈ P. (2.16)
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The user cost on a link a is denoted by ca. The user link cost functions are assumed
to be continuous. For the sake of generality, the user cost on a link is assumed to be
a function of all the link flows, f , so that
ca = ca(f), ∀a ∈ L. (2.17)
Hence, the total cost on link a, denoted by cˆa, can be expressed as:
cˆa(f) = ca(f)× fa, ∀a ∈ L, (2.18)
that is, the total cost of a link is equal to the user cost on the link times the flow on
the link.
Let Cp denote the user cost on a path p, where
Cp =
∑
a∈L
caδap, ∀p ∈ P. (2.19)
Then, the total cost on path p, denoted by Cˆp can be calculated as:
Cˆp(x) = Cp × xp, ∀p ∈ P. (2.20)
In the system-optimized problem, there is a central controller who routes the flows
in an optimal manner so as to minimize the total cost in the network, where the total
cost, TC, is expressed as
TC =
∑
a∈L
cˆa(f). (2.21)
The S-O problem is, thus, given by:
Minimize
∑
a∈L
cˆa(f), (2.22)
subject to constraints (2.14)–(2.16).
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Let K1 denote the feasible set such tat
K1 ≡ {f |(2.14)− (2.16) are satisfied}. (2.23)
In view of (2.15), (2.17), and (2.19), the cost on a path p can be expressed as
a function of the path flow variables and, hence, the S-O problem with objective
function (2.22) can be re-expressed in path flow variables, as follows:
Minimize
∑
p∈P
Cp(x)× xp, (2.24)
subject to constraints (2.14) and (2.16).
The feasible set of the above S-O problem, denoted by K2, is
K2 ≡ {x|(2.14) and (2.16) are satisfied}. (2.25)
Given the assumption of increasing user link cost functions, the objective function
(2.22) in the S-O problem is convex, and the feasible set K1 is also convex. Hence,
the optimality conditions, that is, the Kuhn-Tucker conditions (see Bazaraa, Sherali,
and Shetty (1993)) can be expressed in the following definition.
Definition 2.7 (System-Optimality Conditions)
The optimality conditions for each O/D pair w ∈ W and each path p ∈ Pw, the
path flow pattern x (and the corresponding link flow patter f), satisfying constraints
(2.14)–(2.16), must satisfy:
Cˆ ′p(x)
 = µw, if xp > 0,≥ µw, if xp = 0, (2.26)
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where Cˆ ′p(x) denotes the marginal of the total cost on path p, given by:
Cˆ ′p(x) ≡
∑
a∈L
∑
b∈L
∂cˆb(f)
∂fa
δap, (2.27)
evaluated in (2.26) at the solution and µw is the Lagrange multiplier associated with
constraint (2.14) for that O/D pair w.
Based on the optimality conditions (2.26), in the S-O problem, the marginal of the
total cost on each used path connecting an O/D pair is equalized and minimal (see
also, e.g., Dafermos and Sparrow (1969) and Dafermos (1971)). The equilibration
algorithm (cf. Dafermos and Sparrow (1969) and Nagurney (1999)) may be used to
obtain the solution to the S-O problem with linear and separable user cost functions,
which will be introduced in Section 2.5.
2.3. Multicriteria Decision-Making
The central problem of multicriteria decision-making (MCDM) is to evaluate a
set of alternatives in terms of a number of conflicting criteria (Keeney and Raiffa
(1976), Cohon (1978), and Triantaphyllou (2000)), according to the preferences of
the decision-maker (Gal, Stewart, and Hanne (1999) and Jones, Mirrazavi, and Tamiz
(2002)). In this section, I briefly overview the multiobjective optimization problem
and the weighted sum method.
The multiobjective optimization problem with n decision variables, can be gener-
alized as (see Marler and Arora (2004)):
Minimize F(X) = [F1(X), F2(X), . . . , Fk(X)]
T (2.28)
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subject to:
gj(X) ≤ 0, j = 1, 2, . . . ,m, (2.29)
hl(X) = 0, l = 1, 2, . . . , e, (2.30)
where k is the number of objective functions, m is the number of inequality con-
straints, e is the number of equality constraints, and X is the n-dimensional vector
of decision variables. The feasible set K is defined as:
K ≡ {X|(2.29) and (2.30) are satisfied}. (2.31)
The Pareto optimality of a solution to a multiobjective problem is defined by
Pareto (1971), as follows.
Definition 2.8 (Pareto Optimal)
A point, X∗ ∈ K, is Pareto optimal iff there does not exist another point, X ∈ K,
such that F(X) ≤ F(X∗), and Fi(X) < Fi(X∗) for at least one function.
Steuer (1989), in turn, provided the definitions of efficient and inefficient solutions,
and efficient frontier, following the same idea as that of the Pareto optimality.
Definition 2.9 (Efficient and Inefficient)
A point, X∗ ∈ K, is efficient (non-dominated) iff there does not exist another point,
X ∈ K, such that F(X) ≤ F(X∗) with at least one Fi(X) < Fi(X∗). Otherwise, X∗
is inefficient (dominated).
Definition 2.10 (Efficient Frontier)
The set of all efficient points is called the efficient frontier.
The weighted sum method is the most common approach to multiobjective opti-
mization problems (see Marler and Arora (2004)), which is adopted in Chapters 3 and
4 of this dissertation. Associated with a vector of weights, denoted by ω, representing
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the decision-maker’s preferences, the multiobjective objective function (2.28) can be
expressed as:
U =
k∑
i=1
ωiFi(X). (2.32)
As noted by Zadeh (1963), the optimal solution to (2.32) is Pareto optimal if all of
the weights are positive.
Quandt (1967) and Schneider (1968) were the first to study multicriteria decision-
making on networks, focusing on transportation networks. Dafermos (1981) developed
the first flow-dependent model, which could handle congestion, and considered two
criteria.
Multicriteria supply chain management can accommodate factors, such as cost,
service levels, and on-time delivery, into a performance measurement system (Sabri
and Beamom (2000) and Xu, Liu, and Wang (2008)). For instance, Dong, Zhang, and
Nagurney (2002) discussed multicriteria decision-making problems in supply chain
management with two tiers of decision-makers and fixed demands. Dong et al. (2005),
in turn, provided a multicriteria network equilibrium model for a multitiered supply
chain network, which allowed for random demands at multiple consumer markets.
The first theoretical multicriteria framework with environmental considerations was
developed by Nagurney and Toyasaki (2003), in which the weights of the total emis-
sions were decided by decision-makers at different tiers. In the above literature, the
weighted sum method was utilized to seek the optimal flow patterns in supply chain
network management.
2.4. The Relationships between Variational Inequalities and
Game Theory
In this section, I briefly discuss some of the relationships between variational
inequalities and game theory. Except where noted, all the definitions and theorems
can be found in Nagurney (1999).
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Nash (1950, 1951) formally developed noncooperative game theory, involving mul-
tiple players, each of whom acts in his/her own interest. In particular, consider a game
with m players, each player i having a strategy vector Xi = {Xi1, ..., Xin} selected
from a closed, convex set Ki ⊂ Rn. Each player i seeks to maximize his/her own
utility function, ui: K → R, where K = K1 × K2 × . . . × Km ⊂ Rmn. The utility of
player i, ui, depends not only on his/her own strategy vector, Xi, but also on the
strategy vectors of all the other players, (X1, . . . , Xi−1, Xi+1, . . . , Xm). An equilibrium
is achieved if no one can increase his/her utility by unilaterally altering the value of
its strategy vector. I first recall the formal definition of the Nash equilibrium.
Definition 2.11 (Nash Equilibrium)
A Nash equilibrium is a strategy vector
X∗ = (X∗1 , . . . , X
∗
m) ∈ K, (2.33)
such that
ui(X
∗
i , Xˆ
∗
i ) ≥ ui(Xi, Xˆ∗i ), ∀Xi ∈ Ki, ∀i, (2.34)
where Xˆ∗i = (X
∗
1 , . . . , X
∗
i−1, X
∗
i+1, . . . , X
∗
m).
Given continuously differentiable and concave utility functions, ui, ∀i, the Nash
equilibrium problem can be formulated as a variational inequality problem defined
on K (cf. Hartman and Stampacchia (1966) and Gabay and Moulin (1980)).
Theorem 2.7 (Variational Inequality Formulation of Nash Equilibrium)
Under the assumption that each utility function ui is continuously differentiable and
concave, X∗ is a Nash equilibrium if and only if X∗ ∈ K is a solution of the variational
inequality
〈F (X∗)T, X −X∗〉 ≥ 0, X ∈ K, (2.35)
where F (X) ≡ (−∇X1u1(X), . . . ,−∇Xmum(X))T is a column vector and where
∇Xiui(X) = (∂ui(X)∂Xi1 , . . . ,
∂ui(X)
∂Xin
).
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I now provide conditions for existence and uniqueness of a Nash equilibrium.
Rosen (1965) presented existence under the assumptions that K is compact and each
ui is continuously differentiable.
Theorem 2.8 (Existence under Compactness and Continuous Differentia-
bility)
Suppose that the feasible set K is compact and each ui is continuously differentiable.
Then existence of a Nash equilibrium is guaranteed.
Gabay and Moulin (1980), on the other hand, proved existence of a Nash equi-
librium after imposing a coercivity condition on F (X), without the requirement of
compactness of K.
Theorem 2.9 (Existence under Coercivity)
Suppose that F (X), as given in Theorem 2.7, satisfies the coercivity condition (2.9).
Then there always exists a Nash equilibrium.
Under the strong monotonicity assumption, Karamardian (1969) demonstrated
both existence and uniqueness of a Nash equilibrium.
Theorem 2.10 (Existence and Uniqueness Under Strong Monotonicity)
Assume that F (X), as given in Theorem 2.7, is strongly monotone on K. Then there
exists precisely one Nash equilibrium X∗.
Additionally, uniqueness of a Nash equilibrium can be guaranteed under the as-
sumptions that F (X) is strictly monotone and an equilibrium exists, based on The-
orem 2.5.
Theorem 2.11 (Uniqueness Under Strict Monotonicity)
Suppose that F (X), as given in Theorem 2.7, is strictly monotone on K. Then the
Nash equilibrium, X∗, is unique, if it exists.
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2.5. Algorithms
In this section, I present the general S-O equilibration algorithm of Dafermos
and Sparrow (1969) (see also Nagurney (1999)), the modified projection method of
Korpelevich (1977), and the Euler-type method, based on the general iterative scheme
of Dupuis and Nagurney (1993).
2.5.1 The Equilibration Algorithm
Dafermos and Sparrow (1969) constructed one equilibration algorithm for the so-
lution of the S-O problem in the case of linear and separable user link travel cost
functions (see also Nagurney (1999)), as mentioned in Section 2.2. Besides, Dafer-
mos (1971) provided another equilibration algorithm to solve the S-O problems with
nonseparable, but symmetric user link costs. Here I present the classical algorithm
introduced by Dafermos and Sparrow (1969), which is utilized in Chapters 3 and 7
of this dissertation. This algorithm can also be embedded in the modified projection
method.
Hence, the user link cost functions (cf. (2.17)) are assumed to be of the form
ca(fa) = gafa + ha, ∀a ∈ L; ga, ha ≥ 0, ∀a. (2.36)
Following (2.18), the total cost on link a can be defined as:
cˆa(fa) = (gafa + ha)× fa, ∀a ∈ L; ga, ha ≥ 0, ∀a. (2.37)
Then, based on (2.27), the marginal of the total cost on path p, Cˆ ′p is given as
Cˆ ′p =
∑
a∈L
cˆ′aδap, ∀p ∈ P, (2.38)
where
cˆ′a = 2gafa + ha, ∀a ∈ L; ga, ha ≥ 0, ∀a. (2.39)
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I first provide the S-O equilibration algorithm for a single O/D pair, for clarity,
and then the general one for multiple O/D pairs.
2.5.1.1 Single O/D Pair Equilibration
Step 0: Initialization
Determine an initial feasible path flow pattern that induces a feasible link flow pattern.
Set T = 1 where T represents an iteration counter.
Step 1: Selection and Convergence Verification
Determine
r = {p|maxp Cˆ ′p and xT −1p > 0}, (2.40)
q = {p|minp Cˆ ′p}. (2.41)
If |Cˆ ′r − Cˆ ′q| ≤ , with the prespecified tolerance,  > 0, then stop; else go to Step 2.
Step 2: Computation
Compute the following:
∆′ =
[Cˆ ′r − Cˆ ′q]∑
a∈L 2ga(δaq − δar)2
(2.42)
∆ = min{∆′, xT −1r }. (2.43)
Set:
xTr = x
T −1
r −∆; xTq = xT −1q + ∆;
xTp = x
T −1
p , ∀p 6= q ∪ r.
Let T = T + 1 and go to Step 1.
2.5.1.2 Multiple O/D Pair Equilibration
Let E1 ≡ EwJ ◦ · · · ◦Ew1 , where Ewi is the equilibration operator for a fixed O/D
pair wi.
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Step 0: Initialization
Determine an initial feasible path flow pattern that induces a feasible link flow pattern.
Set T = 1 where T represents an iteration counter.
Step 1: Equilibration
Apply E1, which equilibrates only one pair of paths for an O/D pair before switching
to the next O/D pair, and so on.
Step 2: Convergence Verification
If the convergence requirement is satisfied for all the O/D pairs, then stop; otherwise,
let T = T + 1 and go to Step 1.
For convergence conditions, see Dafermos and Sparrow (1969).
2.5.2 The Modified Projection Method
The modified projection method can be applied to solve a variational inequality
problem (cf. (2.1)). The monotonicity and Lipschitz continuity of the function F can
guarantee the convergence of the algorithm.
I now recall the modified projection method, and let T denote an iteration counter.
Step 0: Initialization
Set X0 ∈ K. Let T = 1 and let α be a scalar such that 0 < α ≤ 1
L
, where L is the
Lipschitz continuity constant (cf. (2.13)).
Step 1: Computation
Compute X¯T by solving the variational inequality subproblem:
〈X¯T + αF (XT −1)−XT −1, X − X¯T 〉 ≥ 0, ∀X ∈ K. (2.44)
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Step 2: Adaptation
Compute XT by solving the variational inequality subproblem:
〈XT + αF (X¯T )−XT −1, X −XT 〉 ≥ 0, ∀X ∈ K. (2.45)
Step 3: Convergence Verification
If max |XTl − XT −1l | ≤ , for all l, with  > 0, a prespecified tolerance, then stop;
else, set T = T + 1, and go to Step 1.
Theorem 2.12 (Convergence of the Modified Projection Method)
If F (X) is monotone and Lipschitz continuous (and a solution exists), the modified
projection algorithm converges to a solution of variational inequality (2.1).
2.5.3 The Euler Method
The Euler method can be utilized to compute the solution to a finite-dimensional
variational problem (cf. (2.1)), and can also be used for the computation of solu-
tions to the related finite-dimensional projected dynamic systems (see Dupuis and
Nagurney (1993) and Nagurney and Zhang (1996)).
Specifically, recall that, at an iteration T of the Euler method (see also Nagurney
and Zhang (1996)), where T denotes an iteration counter, one computes:
XT +1 = PK[XT − αT F (XT )], (2.46)
where F is the function in (2.1), and PK is the projection on the feasible set K, defined
by
PK(X) = argminX′∈K‖X
′ −X‖. (2.47)
I now state the algorithm.
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Step 0: Initialization
Set X0 ∈ K.
Let T = 1 and set the sequence {αT } so that
∑∞
T =1 αT = ∞, αT > 0 for all T , and
αT → 0 as T → ∞.
Step 1: Computation
Compute XT ∈ K by solving the variational inequality subproblem:
〈XT + αT F (XT −1)−XT −1, X −XT 〉 ≥ 0, ∀X ∈ K. (2.48)
Step 2: Convergence Verification
If |XT − XT −1| ≤ , with  > 0, a pre-specified tolerance, then stop; otherwise, set
T = T + 1, and go to Step 1.
Dupuis and Nagurney (1993) provided the convergence conditions for this algo-
rithm.
2.5.4 Comparison of the Modified Projection and the Euler Method
The modified projection method focuses on the solution to the variational inequal-
ity, while the Euler method can also provide an alternative discrete-time approxima-
tion method for the continuous-time projected dynamical system (cf. Dupuis and
Nagurney (1993)). Moreover, the modified projection method has a fixed step size α,
whereas the Euler method uses a varying step size αT , which diminishes with T .
In the following chapters, I provide the variational inequality formulations of the
supply chain network models for time-sensitive applications, and adopt computational
algorithms accordingly, which fully exploit the underlying network structure.
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CHAPTER 3
FASHION SUPPLY CHAIN MANAGEMENT THROUGH
COST AND TIME MINIMIZATION FROM A NETWORK
PERSPECTIVE
With this chapter I begin the second part of this dissertation with a focus on fast
fashion apparel. I consider fashion supply chain management through cost and time
minimization, from a network perspective and in the case of multiple fashion products.
I develop a multicriteria decision-making optimization model subject to multimarket
demand satisfaction, and provide its equivalent variational inequality formulation.
The model allows for the determination of the optimal multiproduct fashion flows
associated with the supply chain network activities, in the form of: manufacturing,
storage, and distribution, and identifies the minimal total operational cost and total
time consumption. The model also allows the decision-maker to weight the total time
minimization objective of the supply chain network for the time-sensitive fashion
products, as appropriate. Furthermore, I discuss potential applications to fashion
supply chain management through a series of numerical examples.
This chapter is based on Nagurney and Yu (2011), and is organized as follows.
In Section 3.1, I develop the fashion supply chain management model and reveal the
generality of the associated network framework. The multicriteria decision-making
optimization model is provided, as well as its equivalent variational inequality formu-
lation. The latter is given, for the sake of generality, since it is the foundation to also
develop models for multiproduct competition in the fashion industry, with results on
supply chain network design under oligopolistic competition and profit maximization
obtained in Nagurney (2010a). I also provide some qualitative properties. In addi-
46
tion, the variational inequality form allows for the efficient and effective computation
of the multiproduct supply chain network flows. In Section 3.2, the model and its
potential applications to fashion supply chain management are illustrated through a
series of numerical examples. In Section 3.3, I summarize the results and provide
suggestions for future research.
3.1. The Fashion Supply Chain Management Model
In this section, I assume that the fashion firm is involved in the production, stor-
age, and distribution of multiple fashion products and is seeking to determine its
optimal multiproduct flows to its demand points (markets) under total cost mini-
mization and total time minimization, with the latter objective function weighted by
the fashion firm.
I consider the fashion supply chain network topology depicted in Figure 3.1 but
emphasize that the modeling framework developed here is not limited to such a net-
work. This network is only representative, for definiteness. The origin node in the
network in Figure 3.1 consists of node 1, which represents the beginning of the product
processing, and the destination nodes, R1, . . . , RnR , are the demand points (markets)
located at the bottom tier of the network. The paths joining the origin node to
the destination nodes represent sequences of supply chain network activities corre-
sponding to directed links that ensure that the fashion products are produced and,
ultimately, delivered to the demand points. Hence, different supply chain network
topologies to that depicted in Figure 3.1 correspond to distinct fashion supply chain
network problems. For example, if the fashion product(s) can be delivered directly
to the demand points from a manufacturing plant, then there would be, as depicted,
links joining the corresponding nodes.
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Figure 3.1. The Fashion Supply Chain Network Topology
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The fashion producing firm is involved in the production, storage, and transporta-
tion/distribution of J products, with a typical product denoted by j. In particular,
as illustrated in Figure 3.1, the fashion firm has, at its disposal, nM manufacturing
facilities/plants; nD distribution centers, and must serve the nR demand points. The
links from the top-tiered node are connected to the manufacturing facility nodes of the
firm, which are denoted, respectively, by: M1, . . . ,MnM . The links from the manufac-
turing facility nodes, in turn, are connected to the distribution/storage center nodes
of the firm, which are denoted by D1,1, . . . , DnD,1. Here I allow for the possibility of
multiple links joining each such pair of nodes to reflect possible alternative modes
of transportation/shipment between the manufacturing facilities and the distribution
centers, an issue highly relevant to the fashion industry.
The links joining nodes D1,1, . . . , DnD,1 with nodes D1,2, . . . , DnD,2 correspond
to the possible storage links for the products. Finally, there are multiple trans-
portation/shipment links joining the nodes D1,2, . . . , DnD,2 with the demand nodes:
R1, . . . , RnR . Distinct such links also correspond to different modes of transporta-
tion/shipment.
The outermost links in Figure 3.1 can also depict the option of possible outsourcing
of the transportation and storage activities, with appropriate assigned costs and time
values, as will be discussed below. Indeed, this supply chain network framework is
sufficiently general and flexible to also capture alternatives (such as outsourcing of
some of the supply chain network activities) that may be available to the fashion firm.
It is assumed that in the supply chain network topology there exists one path (or
more) joining node 1 with each destination node. This assumption for the fashion
supply chain network model guarantees that the demand at each demand point will
be satisfied. The supply chain network consists of the graph G = [N,L], where N
denotes the set of nodes and L the set of directed links.
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The demands for the fashion products are assumed as given and are associated
with each product and each demand point. Let djk denote the demand for the product
j; j = 1, . . . , J , at demand point Rk. A path consists of a sequence of links originating
at the top node and denotes supply chain activities comprising manufacturing, stor-
age, and transportation/shipment of the products to the demand nodes. Note that,
if need be, one can also add other tiers of nodes and associated links to correspond
to import/export administrative activities. Let xjp denote the nonnegative flow of
product j on path p. Let Pk denote the set of all paths joining the origin node 1 with
destination (demand) node Rk. The paths are assumed to be acyclic.
The following conservation of flow equations must hold for each product j and
each demand point Rk:
∑
p∈Pk
xjp = d
j
k, j = 1, . . . , J ; k = 1, . . . , nR, (3.1)
that is, the demand for each product must be satisfied at each demand point.
Links are denoted by a, b, etc. Let f ja denote the flow of product j on link a. The
following conservation of flow equations must be satisfied:
f ja =
∑
p∈P
xjpδap, j = 1, . . . , J ; ∀a ∈ L, (3.2)
where δap = 1 if link a is contained in path p and δap = 0, otherwise. In other words,
the flow of a product on a link is equal to the sum of flows of the product on paths
that contain that link. Here P denotes the set of all the paths in Figure 3.1. The
path flows must be nonnegative, that is,
xjp ≥ 0, j = 1, . . . , J ; ∀p ∈ P. (3.3)
The path flows and the link flows are grouped into the respective vectors x and f .
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Below I present the optimization problems in path flows and in link flows.
There is a unit operational cost associated with each product and each link (cf.
Figure 3.1) of the network. The unit cost on a link a associated with product j
is denoted by cja. The unit cost of a link associated with each product, be it a
manufacturing link, a transportation/shipment link, or a storage link, etc., is assumed,
for the sake of generality, to be a function of the flow of all the products on the link,
that is,
cja = c
j
a(f
1
a , . . . , f
J
a ), j = 1, . . . , J ; ∀a ∈ L. (3.4)
Note that in the case of an outsourcing link for a fashion product the unit cost
may be fixed, as per the negotiated contract.
Let Cjp denote the unit operational cost associated with product j; j = 1, . . . , J ,
on a path p, where
Cjp =
∑
a∈L
cjaδap, j = 1, . . . , J ; ∀p ∈ P. (3.5)
Then, the total operational cost for product j; j = 1, . . . , J , on path p; p ∈ P , in
view of (3.2), (3.4), and (3.5), can be expressed as:
Cˆjp(x) = C
j
p(x)× xjp, j = 1, . . . , J ; ∀p ∈ P. (3.6)
The total cost minimization problem, hence, is formulated as:
Minimize
J∑
j=1
∑
p∈P
Cˆjp(x), (3.7)
subject to constraints (3.1) and (3.3).
In addition, the firm also seeks to minimize the time consumption associated with
the demand satisfaction for each product at each demand point. Let tja denote the
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average unit time consumption for product j; j = 1, . . . , J , on link a, a ∈ L. The
link average unit time consumption is, also, for the sake of generality, assumed to be
a function of the flow of all the products on that link, that is,
tja = t
j
a(f
1
a , . . . , f
J
a ), j = 1, . . . , J ; ∀a ∈ L. (3.8)
Therefore, the average unit time consumption for product j on path p is:
T jp =
∑
a∈L
tjaδap, j = 1, . . . , J ; ∀p ∈ P, (3.9)
with the total time consumption for product j on path p, in view of (3.2), (3.8), and
(3.9), given by:
Tˆ jp (x) = T
j
p (x)× xjp, j = 1, . . . , J ; ∀p ∈ P. (3.10)
The objective of time minimization problem is to minimize the total time associ-
ated with the supply chain network processing of all the products, which yields the
following optimization problem:
Minimize
J∑
j=1
∑
p∈P
Tˆ jp (x), (3.11)
subject to constraints (3.1) and (3.3).
The optimization problems (3.7) and (3.11) can be integrated into a single mul-
ticriteria objective function (cf. Dong et al. (2005)) using a weighting factor, ω,
representing the preference of the decision-making authority. Please note that ω
here can be interpreted as the monetary value of a unit of time. Consequently, the
multicriteria decision-making problem, in path flows, can be expressed as:
Minimize
J∑
j=1
∑
p∈P
Cˆjp(x) + ω
J∑
j=1
∑
p∈P
Tˆ jp (x), (3.12)
subject to constraints (3.1) and (3.3).
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The optimization problem (3.12), with the use of (3.2), (3.4), (3.5), (3.8), and
(3.9), can be equivalently reformulated in link flows, rather than in path flows, as
done above, as:
Minimize
J∑
j=1
∑
a∈L
cˆja + ω
J∑
j=1
∑
a∈L
tˆja, (3.13)
subject to constraints (3.1)–(3.3), where cˆja ≡ cja(f 1a , . . . , fJa ) × f ja and the tˆja ≡
tja(f
1
a , . . . , f
J
a ) × f ja . The total link cost functions cˆja and total time functions tˆja are
assumed to be convex and continuously differentiable, for all products j and all links
a ∈ L.
Let K denote the feasible set such that
K ≡ {x|(3.1) and (3.3) are satisfied}. (3.14)
I now derive the variational inequality formulations of the problem in both path
flows and link flows, respectively. Having alternative formulations allows for the
application of distinct algorithms (see, e.g., Nagurney (2006)).
Theorem 3.1
A path flow vector x∗ ∈ K is an optimal solution to the optimization problem (3.12),
subject to constraints (3.1) and (3.3), if and only if it is a solution to the variational
inequality problem in path flows: determine the vector of optimal path flows, x∗ ∈ K,
such that:
J∑
j=1
∑
p∈P
[
∂Cˆjp(x
∗)
∂xjp
+ w
∂Tˆ jp (x
∗)
∂xjp
]
× (xjp − xj∗p ) ≥ 0, ∀x ∈ K, (3.15)
where
∂Cˆjp(x)
∂xjp
≡∑Jl=1∑a∈L ∂cˆla(f1a ,...,fJa )∂fja δap, and ∂Tˆ jp (x)∂xjp ≡∑Jl=1∑a∈L ∂tˆla(f1a ,...,fJa )∂fja δap.
A link flow vector f ∗ ∈ K1 is an optimal solution to the optimization problem (3.13),
subject to constraints (3.1)–(3.3), in turn, if and only if it is a solution to the vari-
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ational inequality problem in link flows: determine the vector of optimal link flows,
f ∗ ∈ K1, such that:
J∑
j=1
J∑
l=1
∑
a∈L
[
∂cˆla(f
1∗
a , . . . , f
J∗
a )
∂f ja
+ ω
∂tˆla(f
1∗
a , . . . , f
J∗
a )
∂f ja
]
× (f ja − f j∗a ) ≥ 0, ∀f ∈ K1,
(3.16)
where K1 ≡ {f |(3.1)− (3.3) are satisfied}.
Proof: The result follows from the standard theory of variational inequalities (cf.
Section 2.1) since the functions comprising the objective functions are convex and
continuously differentiable under the imposed assumptions and the respective feasible
sets consisting of the constraints are nonempty, closed, and convex. 
In addition, the following theoretical results in terms of the existence of solutions
as well as the uniqueness of a link flow solution are immediate from the theory of
variational inequalities (cf. Section 2.1). Indeed, the existence of solutions to (3.15)
and (3.16) is guaranteed since the underlying feasible sets, K and K1, are compact
and the corresponding functions of marginal total costs and marginal total time are
continuous, under the above assumptions. If the total link cost functions and the
total time functions are strictly convex, then the solution to (3.16) is guaranteed to
be unique.
It is worth noting that the above model contains, as a special case, the multiclass
system-optimization transportation network model of Dafermos (1972) if ω equals to
0. The fashion supply chain management network model developed here is novel since
it captures both the reality of multiple products in this application domain as well as
the significant relevant criteria of cost minimization as well as time minimization in
the production and delivery of the fashion products to the demand markets.
Variational inequality (3.15) can be put into standard form (cf. (2.1)): determine
X∗ ∈ K such that:
〈F (X∗)T, X −X∗〉 ≥ 0, ∀X ∈ K, (3.17)
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where K ≡ K, X ≡ x, and
F (X) ≡
[
∂Cˆjp(x)
∂xjp
+ ω
∂Tˆ jp (x)
∂xjp
; j = 1, . . . , J ; p ∈ P
]
. (3.18)
Similarly, if X ≡ f and
F (X) ≡
[
∂cˆla(f
1
a , . . . , f
J
a )
∂f ja
+ ω
∂tˆla(f
1
a , . . . , f
J
a )
∂f ja
; j = 1, . . . , J ; l = 1, . . . , J ; a ∈ L
]
,
(3.19)
and K ≡ K1 then (3.16) can be re-expressed as (2.1).
Note that the above model may be transformed into a single product network
model by making as many copies of the network in Figure 3.1 as there are products
and by constructing appropriate link total cost and time functions, which would be
nonseparable, and by redefining the associated link flows, path flows, and demands
accordingly. For details, see Nagurney and Qiang (2009) and the references therein.
3.2. Numerical Examples
I now, for illustration purposes, present fashion supply chain numerical examples,
both single product and multiproduct ones.
3.2.1 Single Product Fashion Supply Chain Examples
The fashion firm was assumed to be involved in the production of a single fash-
ion product. It has, at its disposal, two manufacturing plants and two distribution
centers, and must supply two different demand points. Hence, the topology is as
depicted in Figure 3.2.
The manufacturing plant M1 is located in the U.S., while the manufacturing plant
M2 is located off-shore and has lower operating cost. The average manufacturing time
consumption of one unit of product is identical at these two plants, while the related
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costs vary mainly because of the different labor costs. The total cost functions and
the total time functions for all the links are given in Table 3.1.
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Figure 3.2. The Fashion Supply Chain Network Topology for the Numerical Exam-
ples in Section 3.2
Table 3.1. Total Link Operational Cost and Total Time Functions for the Numerical
Examples in Section 3.2.1
Link a cˆa(fa) tˆa(fa)
1 10f 21 + 10f1 f
2
1 + 10f1
2 f 22 + 5f2 f
2
2 + 10f2
3 f 23 + 3f3 .5f
2
3 + 5f3
4 f 24 + 4f4 .5f
2
4 + 7f4
5 2f 25 + 30f5 .5f
2
5 + 25f5
6 2f 26 + 20f6 .5f
2
6 + 15f6
7 .5f 27 + 3f7 f
2
7 + 5f7
8 f 28 + 3f8 f
2
8 + 2f8
9 f 29 + 2f9 f
2
9 + 5f9
10 2f 210 + f10 f
2
10 + 3f10
11 f 211 + 5f11 f
2
11 + 2f11
12 f 212 + 4f12 f
2
12 + 4f12
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The demands for this fashion product at the demand points were:
d1 = 100 and d2 = 200,
that is, the market at demand point R1 was half that at demand market R2.
The general equilibration algorithm of Dafermos and Sparrow (1969) (cf. Section
2.5.1) was implemented in Matlab, for the solution of the numerical examples.
I conducted sensitivity analysis by varying the value of time, ω, for ω = 0, 1, 2, 3, 4, 5.
The computed optimal link flows are reported in Table 3.2.
Table 3.2. Computed Optimal Link Flows f ∗a as ω Increases for the Numerical
Examples in Section 3.2.1
Link a ω = 0 ω = 1 ω = 2 ω = 3 ω = 4 ω = 5
1 48.66 66.02 78.41 87.71 94.94 100.73
2 251.34 233.98 221.59 212.29 205.06 199.27
3 31.06 36.68 42.13 46.49 49.97 52.80
4 17.60 29.34 36.29 41.22 44.97 47.93
5 127.66 116.89 109.82 104.67 100.72 97.58
6 123.68 117.09 111.76 107.62 104.34 101.69
7 158.72 153.57 151.95 151.16 150.69 150.38
8 141.28 146.43 148.05 148.84 149.31 149.62
9 75.23 62.87 58.43 56.14 54.74 53.80
10 83.49 90.70 93.51 95.02 95.95 96.58
11 24.77 37.13 41.57 43.86 45.26 46.20
12 116.51 109.30 106.49 104.98 104.05 103.42
I now display the optimal link flows as ω varies for the manufacturing links in
Figure 3.3; for the first set of transportation links in Figure 3.4; for the set of storage
links in Figure 3.5, and for the bottom tier of transportation links in Figure 3.6.
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Figure 3.3. Optimal Link Flows on Manufacturing Links 1 and 2 as ω Increases
Figure 3.4. Optimal Link Flows on Transportation Links 3, 4, 5, and 6 as ω Increases
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Figure 3.5. Optimal Link Flows on Storage Links 7 and 8 as ω Increases
Figure 3.6. Optimal Link Flows on Transportation Links 9, 10, 11, and 12 as ω
Increases
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It is interesting to note from Figure 3.3 that, with the increase of the value of time,
part of the fashion production is shifted from offshore manufacturing plant M2 to
onshore facility M1, due to the onshore facility’s advantage of shorter transportation
time to distribution centers (or demand markets). Consequently, there is an increase
in transportation flow from the onshore facility M1 to the distribution centers, as
depicted in Figure 3.4. Figure 3.5, in turn, illustrates that distribution center D2 is
getting to be an appealing choice as the time performance concern increases, although
the storage cost there is slightly higher than atD1. Also, as the value of time increases,
a volume of the fashion product flow switches from transportation link 9 (or link 12)
to transportation link 11 (or link 10), to reduce the total time consumption of the
distribution activities (as shown in Figure 3.6).
In Table 3.3, I provide the values of the total costs and the total time at the
optimal solutions for the examples as ω increases.
Table 3.3. Total Costs and Total Times as ω Increases for the Numerical Examples
in Section 3.2.1
ω = 0 ω = 1 ω = 2
Total cost 227, 590.89 231, 893.93 239, 656.04
Total time 164, 488.11 154, 652.53 149, 329.07
ω = 3 ω = 4 ω = 5
Total cost 247, 949.30 255, 864.62 263, 121.79
Total time 145, 965.20 143, 684.11 142, 061.79
The values of the minimal total costs and the minimal total time for varying ω
are displayed graphically in Figure 3.7. As can be seen from Figure 3.7, as the weight
ω increases the minimal total time decreases, as expected, since a higher value of ω
represents an increase in the decision-maker’s valuation of time as a criterion.
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Figure 3.7. Minimal Total Costs and Minimal Total Times as ω Increases
3.2.2 Multiproduct Fashion Supply Chain Examples
I then considered multiproduct fashion supply chain problems. The fashion firm
was assumed to provide two different fashion products with the same supply chain
network topology as depicted in Figure 3.2. The total cost functions and the total
time functions for all the links associated with product 1 and product 2 are given in
Table 3.4 and 3.5, respectively.
The demands for the two fashion products at the demand points were:
d11 = 100, d
1
2 = 200, d
2
1 = 300, and d
2
2 = 400.
For the solutions to these problems, the modified projection method of Korpelevich
(1977) (cf. Section 2.5.2) was implemented in Matlab, embedded with the general
equilibration algorithm of Dafermos and Sparrow (1969) (cf. Section 2.5.1).
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Table 3.4. Total Link Operational Cost and Total Time Functions for Product 1 for
the Numerical Examples in Section 3.2.2
Link a cˆ1a(f
1
a , f
2
a ) tˆ
1
a(f
1
a , f
2
a )
1 10(f 11 )
2 + 1f 11 f
2
1 + 10f
1
1 1(f
1
1 )
2 + .3f 11 f
2
1 + 10f
1
1
2 1(f 12 )
2 + .4f 12 f
2
2 + 5f
1
2 1(f
1
2 )
2 + .3f 12 f
2
2 + 10f
1
2
3 1(f 13 )
2 + .3f 13 f
2
3 + 3f
1
3 .5(f
1
3 )
2 + .2f 13 f
2
3 + 5f
1
3
4 1(f 14 )
2 + .2f 14 f
2
4 + 4f
1
4 .5(f
1
4 )
2 + .2f 14 f
2
4 + 7f
1
4
5 2(f 15 )
2 + .25f 15 f
2
5 + 30f
1
5 .5(f
1
5 )
2 + .1f 15 f
2
5 + 25f
1
5
6 2(f 16 )
2 + .3f 16 f
2
6 + 20f
1
6 .5(f
1
6 )
2 + .1f 16 f
2
6 + 15f
1
6
7 .5(f 17 )
2 + .1f 17 f
2
7 + 3f
1
7 1(f
1
7 )
2 + .5f 17 f
2
7 + 5f
1
7
8 1(f 18 )
2 + .1f 18 f
2
8 + 3f
1
8 1(f
1
8 )
2 + .5f 18 f
2
8 + 2f
1
8
9 1(f 19 )
2 + .5f 19 f
2
9 + 2f
1
9 1(f
1
9 )
2 + .2f 19 f
2
9 + 5f
1
9
10 2(f 110)
2 + .3f 110f
2
10 + 1f
1
10 1(f
1
10)
2 + .4f 110f
2
10 + 3f
1
10
11 1(f 111)
2 + .6f 111f
2
11 + 5f
1
11 1(f
1
11)
2 + .25f 111f
2
11 + 2f
1
11
12 1(f 112)
2 + .7f 112f
2
12 + 4f
1
12 1(f
1
12)
2 + .25f 112f
2
12 + 4f
1
12
Table 3.5. Total Link Operational Cost and Total Time Functions for Product 2 for
the Numerical Examples in Section 3.2.2
Link a cˆ2a(f
1
a , f
2
a ) tˆ
2
a(f
1
a , f
2
a )
1 8(f 21 )
2 + 1f 11 f
2
1 + 10f
2
1 1(f
2
1 )
2 + .5f 11 f
2
1 + 8f
2
1
2 1(f 22 )
2 + .5f 12 f
2
2 + 4f
2
2 1(f
2
2 )
2 + .5f 12 f
2
2 + 8f
2
2
3 1.5(f 23 )
2 + .2f 13 f
2
3 + 3f
2
3 1(f
2
3 )
2 + .1f 13 f
2
3 + 3f
2
3
4 1(f 24 )
2 + .3f 14 f
2
4 + 4f
2
4 1(f
2
4 )
2 + .2f 14 f
2
4 + 3f
2
4
5 2(f 25 )
2 + .3f 15 f
2
5 + 25f
2
5 .8(f
2
5 )
2 + .1f 15 f
2
5 + 20f
2
5
6 3(f 26 )
2 + .4f 16 f
2
6 + 20f
2
6 .8(f
2
6 )
2 + .2f 16 f
2
6 + 12f
2
6
7 1(f 27 )
2 + .1f 17 f
2
7 + 3f
2
7 1(f
2
7 )
2 + .4f 17 f
2
7 + 4f
2
7
8 .5(f 28 )
2 + .2f 18 f
2
8 + 3f
2
8 1(f
2
8 )
2 + .6f 18 f
2
8 + 4f
2
8
9 2(f 29 )
2 + .3f 19 f
2
9 + 2f
2
9 1(f
2
9 )
2 + .1f 19 f
2
9 + 7f
2
9
10 1(f 210)
2 + .5f 110f
2
10 + 1f
2
10 1(f
2
10)
2 + .3f 110f
2
10 + 6f
2
10
11 2(f 211)
2 + .5f 111f
2
11 + 8f
2
11 1(f
2
11)
2 + .3f 111f
2
11 + 3f
2
11
12 1(f 212)
2 + .4f 112f
2
12 + 7f
2
12 1(f
2
12)
2 + .5f 112f
2
12 + 4f
2
12
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I also conducted sensitivity analysis, as in Section 3.2.1, by varying the value of
time, ω, for ω = 0, 1, 2, 3, 4, 5. The computed optimal link flows associated with
products 1 and 2 are, respectively, reported in Tables 3.6 and 3.7.
Table 3.6. Computed Optimal Link Flows f 1∗a as ω Increases for Product 1 for the
Numerical Examples in Section 3.2.2
Link a ω = 0 ω = 1 ω = 2 ω = 3 ω = 4 ω = 5
1 53.81 71.31 83.38 92.24 99.02 104.39
2 246.19 228.69 216.62 207.76 200.98 195.61
3 41.58 43.44 47.03 50.23 52.90 55.10
4 12.23 27.87 36.35 42.01 46.13 49.29
5 125.73 114.20 106.97 101.86 98.02 95.01
6 120.45 114.49 109.64 105.90 102.96 100.60
7 167.32 157.64 154.00 152.09 150.91 150.11
8 132.68 142.36 146.00 147.91 149.09 149.89
9 73.27 63.60 60.07 58.25 57.14 56.39
10 94.05 94.04 93.93 93.84 93.78 93.73
11 26.73 36.40 39.93 41.75 42.86 43.61
12 105.95 105.96 106.07 106.16 106.22 106.27
Table 3.7. Computed Optimal Link Flows f 2∗a as ω Increases for Product 2 for the
Numerical Examples in Section 3.2.2
Link a ω = 0 ω = 1 ω = 2 ω = 3 ω = 4 ω = 5
1 150.04 192.14 219.13 237.85 251.58 262.07
2 549.96 507.86 480.87 462.15 448.42 437.93
3 17.38 63.50 87.28 102.35 112.87 120.65
4 132.66 128.64 131.85 135.50 138.71 141.42
5 309.57 278.09 259.11 246.45 237.40 230.61
6 240.39 229.77 221.75 215.70 211.02 207.32
7 326.95 341.59 346.39 348.80 350.27 351.26
8 373.05 358.41 353.61 351.20 349.73 348.74
9 141.99 145.71 147.19 148.00 148.52 148.88
10 184.96 195.88 199.20 200.80 201.75 202.38
11 158.01 154.29 152.81 152.00 151.48 151.12
12 215.04 204.12 200.80 199.20 198.25 197.62
I now display the optimal link flows of products 1 and 2 as ω varies for the
manufacturing links in Figure 3.8; for the first set of transportation links in Figure
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3.9; for the set of storage links in Figure 3.10, and for the bottom tier of transportation
links in Figure 3.11.
With the increase of the value of time, parts of the production of fashion products
1 and 2 are shifted from offshore manufacturing plant M2 to onshore facility M1 (as
depicted in Figure 3.8), resulting in an increase in transportation flow from M1 to
the distribution centers for both fashion products (as shown in Figure 3.9). However,
Figure 3.10 illustrates that the distribution center D2 is getting to be appealing for
product 1 as the value of time increases, while the distribution center D1 becomes
attractive for product 2, since the distribution center D1 is more time-efficient for
product 2. In Figure 3.11, as the time performance concern increases, a volume of
fashion product 1 switches from transportation link 9 to link 11; in contrast, the
volume of flow of fashion product 2 on link 9 increases. Also, a volume of fashion
product 2 switches from link 12 to link 10, while the flows of fashion product 1 on
link 10 and 12 change slightly.
Figure 3.8. Optimal Link Flows on Manufacturing Links 1 and 2 as ω Increases
64
Figure 3.9. Optimal Link Flows on Transportation Links 3, 4, 5, and 6 as ω Increases
Figure 3.10. Optimal Link Flows on Storage Links 7 and 8 as ω Increases
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Figure 3.11. Optimal Link Flows on Transportation Links 9, 10, 11, and 12 as ω
Increases
The values of the total costs and the total time at the optimal solutions for the
examples as ω increases are provided in Table 3.8, and displayed graphically in Figure
3.12. As expected, the minimal total time decreases as ω increases.
Table 3.8. Total Costs and Total Times as ω Increases for the Numerical Examples
in Section 3.2.2
ω = 0 ω = 1 ω = 2
Total cost 1, 722, 082.05 1, 745, 201.77 1, 788, 457.21
Total time 1, 291, 094.62 1, 222, 959.73 1, 189, 192.37
ω = 3 ω = 4 ω = 5
Total cost 1, 831, 689.80 1, 870, 523.21 1, 904, 398.75
Total time 1, 169, 656.19 1, 157, 297.60 1, 148, 975.34
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Figure 3.12. Minimal Total Costs and Minimal Total Times as ω Increases
3.3. Summary of Chapter 3
In this chapter, I developed a fashion supply chain management model, using a
network economics perspective, that allows for multiple fashion products. The model
consists of two objective functions: total cost minimization, associated with supply
chain network activities, in the form of: manufacturing, storage, and distribution,
and total time consumption minimization. A weighted objective function was then
constructed with the weighting factor, representing the monetary value of a unit of
time, decided by the firm.
I also provided the optimization model’s equivalent variational inequality formula-
tion, with nice features for computational purposes. The solution of the model yields
the optimal multiproduct fashion flows of supply chain network activities, with the
demands being satisfied at the minimal total cost and the minimal total time con-
sumption. The model was illustrated with a spectrum of numerical examples with
potential application to fashion supply chain management.
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The fashion supply chain network model allows the cognizant decision-maker to
evaluate the effects of changes in the demand for its products on the total operational
costs and time. It also allows for the evaluation of changes in the cost functions
and the time functions on total supply chain network costs and time. In addition,
the flexibility of the network framework allows for the evaluation of the addition of
various links (or their removal) on the values of the objective function(s). Finally,
the model, since it is network-based, is visually graphic.
The research in this chapter can be extended in several directions. One can
construct a fashion supply chain management model with price-sensitive and time-
sensitive demands under oligopolistic competition. One can also incorporate envi-
ronmental concerns and associated trade-offs. In addition, one can explore computa-
tionally as well as empirically large-scale fashion supply chain networks within this
modeling framework.
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CHAPTER 4
SUSTAINABLE FASHION SUPPLY CHAIN
MANAGEMENT UNDER OLIGOPOLISTIC
COMPETITION AND BRAND DIFFERENTIATION
Inspired by the challenges faced by the fashion and apparel industry in terms
of the environmental impacts, I develop a novel model of oligopolistic competition
for fashion supply chains in the case of differentiated products with the inclusion of
environmental concerns in this chapter. The model assumes that each fashion firm’s
product is distinct by brand and the firms compete until an equilibrium is achieved.
Each fashion firm seeks to maximize its profits as well as to minimize its emissions
throughout its supply chain with the latter criterion being weighted in an individual
manner by each firm. The competitive supply chain model is network-based and
variational inequality theory is utilized for the formulation of the governing Nash
equilibrium as well as for the solution of the case study examples. The numerical
examples illustrate both the generality of the modeling framework as well as how the
model and computational scheme can be used in practice to explore the effects of
changes in the demand functions; in the total cost and total emission functions, as
well as in the weights.
This chapter is based on Nagurney and Yu (2012). This chapter is organized as
follows. In Section 4.1, I develop the new sustainable fashion supply chain network
oligopoly model with brand differentiation and provide some qualitative properties,
especially, the conditions for existence and uniqueness of a solution. Moreover, I
discuss the computational procedure which then is applied in Section 4.2 to compute
solutions to a spectrum of numerical examples that comprise the case study. The
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case study illustrates both the generality of the framework and its applicability. I
also provide managerial insights based on the computational case study. In Section
4.3, I summarize the findings, discuss the directions that future research can take,
and present the conclusions.
4.1. The Sustainable Fashion Supply Chain Network Oligopoly
Model
In this section, I consider a finite number of I fashion firms, with a typical firm
denoted by i, who are involved in the production, storage, and distribution of a
fashion product and who compete noncooperatively in an oligopolistic manner. Each
firm corresponds to an individual brand representing the product that it produces.
Each fashion firm is represented as a network of its economic activities (cf. Figure
4.1). Each fashion firm seeks to determine its optimal product quantities by using
Figure 4.1 as a schematic. Each fashion firm i; i = 1, . . . , I, hence, is considering
niM manufacturing facilities/plants; n
i
D distribution centers, and serves the same nR
demand markets. Let Li denote the set of directed links representing the economic
activities associated with firm i; i = 1, . . . , I. Let G = [N,L] denote the graph
consisting of the set of nodes N and the set of links L in Figure 4.1, where L ≡
∪i=1,...,ILi.
The links from the top-tiered nodes i; i = 1, . . . , I, representing the respective
fashion firm, in Figure 4.1 are connected to the manufacturing nodes of the respec-
tive firm i, which are denoted, respectively, by: M i1, . . . ,M
i
niM
, and these links rep-
resent the manufacturing links. The links from the manufacturing nodes, in turn,
are connected to the distribution center nodes of each fashion firm i; i = 1, . . . , I,
which are denoted by Di1,1, . . . , D
i
niD,1
. These links correspond to the shipment links
between the manufacturing plants and the distribution centers where the product is
stored. Observe that there are alternative shipment links to denote different possible
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modes of transportation (which would also have associated with them different levels
of emissions). Different modes of transportation may include: rail, air, truck, sea, as
appropriate.
The links joining nodes Di1,1, . . . , D
i
niD,1
with nodes Di1,2, . . . , D
i
niD,2
for i = 1, . . . , I
correspond to the storage links. Finally, there are possible shipment links joining the
nodes Di1,2, . . . , D
i
niD,2
for i = 1, . . . , I with the demand market nodes: R1, . . . , RnR .
Here I also allow for multiple modes of transportation, as depicted using multiple arcs
in Figure 4.1.
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Figure 4.1. The Fashion Supply Chain Network Topology of the Oligopoly
In addition, in order to represent another possible option, as was noted for H&M
in Section 1.1.2, I allow for the possibility that a firm may wish to have the product
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transported directly from a manufacturing plant to a demand market, and avail itself
of one or more transportation shipment modes.
I emphasize that the network topology in Figure 4.1 is only representative, for
definiteness. In fact, the model can handle any prospective supply chain network
topology provided that there is a top-tiered node to represent each firm and bottom-
tiered nodes to represent the demand markets with a sequence of directed links,
corresponding to at least one path, joining each top-tiered node with each bottom-
tiered node. Hence, different supply chain network topologies to that depicted in
Figure 4.1 correspond to distinct fashion supply chain network problems.
Let dik denote the demand for fashion firm i’s product; i = 1, . . . , I, at demand
market Rk; k = 1, . . . , nR. Note that in this model, I consider the general situation
where the products of all these fashion firms are not homogeneous but are differenti-
ated by brand . For more details on the theory of product differentiation, see Beath
and Katsoulacos (1991), Shy (1996), and Carlton and Perloff (2004).
Let xp denote the nonnegative flow on path p joining (origin) node i; i = 1, . . . , I
with a (destination) demand market node. Then the following conservation of flow
equations must hold:
∑
p∈P ik
xp = dik, i = 1, . . . , I; k = 1, . . . , nR, (4.1)
where P ik denotes the set of all paths joining the origin node i; i = 1, . . . , I with
destination node Rk, and P ≡ ∪i=1,I ∪k=1,nR P ik, denotes the set of all paths in Figure
4.1. According to (4.1), the demand for fashion firm i’s product at demand point Rk
must be equal to the sum of the product flows from firm i to that demand market.
The demands dik; i = 1, . . . , I; k = 1, . . . , nR are grouped into the I×nR-dimensional
vector d.
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It is assumed that there is a demand price function (sometimes also referred to
as the inverse demand function) associated with each fashion firm’s product at each
demand market. The demand price of fashion firm i’s product at demand market Rk
is denoted by ρik and the demand price functions are assumed to be as follows:
ρik = ρik(d), i = 1, . . . , I; k = 1, . . . , nR, (4.2)
that is, the price for fashion firm i’s product at a particular demand market may
depend upon not only the demands for this fashion product at the other demand
markets, but also on the demands for the other substitutable fashion products at all
the demand points. Hence, (4.2) captures competition on the demand side of the
competitive fashion supply chain network. Such demand price functions are of the
form utilized in the study of differentiated oligopolies (cf. Singh and Vives (1984),
Ha¨ckner (2000), Shy (1996), and Carlton and Perloff (2004)) but are not limited to
being linear, as is commonly assumed in economics. Also, this model is not limited to
a single demand market since the firms compete in multiple demand markets. Recall
that (4.2) reflects the price that consumers at demand market Rk are willing to pay
for the brand produced by firm i. The demand price functions are assumed to be
continuous, continuously differentiable and monotone decreasing.
In addition, let fa denote the flow on link a. There must be the following conser-
vation of flow equations satisfied:
fa =
∑
p∈P
xpδap, ∀a ∈ L, (4.3)
where δap = 1 if link a is contained in path p and δap = 0, otherwise. In other words,
the flow on a link is equal to the sum of flows on paths that contain that link.
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The path flows must be nonnegative, that is,
xp ≥ 0, ∀p ∈ P. (4.4)
Observe that, since the firms share no links, there is no need to distinguish with
superscripts the individual firm path and link flows. The path flows are grouped into
the vector x ∈ RnP+ . Note that all vectors are column vectors.
The total operational cost on a link, be it a manufacturing/production link, a
shipment/distribution link, or a storage link is assumed, in general, to be a function
of the product flows on all the links, that is,
cˆa = cˆa(f), ∀a ∈ L, (4.5)
where f is the vector of all the link flows. The above total cost expressions capture
competition among the firms for resources used in manufacturing, transportation,
and storage of their fashion products. The total cost on each link is assumed to be
convex and is continuously differentiable.
Let Xi denote the vector of strategy variables associated with firm i; i = 1, . . . , I,
where Xi is the vector of path flows associated with firm i, that is, Xi ≡ {{xp}|p ∈
P i}} ∈ RnPi+ , where P i ≡ ∪k=1,...,nRP ik, and nP i denotes the number of paths from
firm i to the demand markets. X is then the vector of all the firms’ strategies, that
is, X ≡ {{Xi}|i = 1, . . . , I}.
The profit function pii of firm i; i = 1, . . . , I, is the difference between the firm’s
revenue and its total costs, that is,
pii =
nR∑
k=1
ρik(d)
∑
p∈P ik
xp −
∑
a∈Li
cˆa(f). (4.6)
In addition, all the fashion firms are concerned with their environmental impacts
along their supply chains, but, possibly, to different degrees. The emission-generation
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function associated with link a, denoted by eˆa, is assumed to be a function of the
product flow on that link, that is,
eˆa = eˆa(fa), ∀a ∈ L. (4.7)
These functions are assumed to be convex and continuously differentiable.
Each fashion firm aims to minimize the total amount of emissions generated in
the manufacture, storage, and shipment of its product. Hence, the other objective of
firm i; i = 1, . . . , I, is given by:
Minimize
∑
a∈Li
eˆa(fa). (4.8)
I can now construct a weighted function as the utility function (cf. Fishburn
(1970), Keeney and Raiffa (1976), Chankong and Haimes (1983), Yu (1985), and
Nagurney and Dong (2002)), associated with the two criteria faced by each firm.
The term ωi is assumed to be the price that firm i would be willing to pay for each
unit of emission on each of its links. This term, hence, represents the environmental
concern of firm i, with a higher ωi denoting a greater concern for the environment.
Consequently, the multicriteria decision-making problem faced by fashion firm i; i =
1, . . . , I, is:
Ui =
nR∑
k=1
ρik(d)
∑
p∈P ik
xp −
∑
a∈Li
cˆa(f)− ωi
∑
a∈Li
eˆa(fa). (4.9)
In view of (4.1)–(4.9), I can write:
U = U(X), (4.10)
where U is the I-dimensional vector of all the firms’ utilities.
In the usual oligopolistic market mechanism, the I firms select their product
path flows (which correspond to quantity decision variables in the Cournot oligopoly
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framework) in a noncooperative manner, each one trying to maximize its own utility,
until an equilibrium is achieved, according to the definition below.
Definition 4.1: Supply Chain Network Cournot-Nash Equilibrium
A path flow pattern X∗ ∈ K = ∏Ii=1Ki is said to constitute a supply chain network
Cournot-Nash equilibrium if for each firm i; i = 1, . . . , I:
Ui(X
∗
i , Xˆ
∗
i ) ≥ Ui(Xi, Xˆ∗i ), ∀Xi ∈ Ki, (4.11)
where Xˆ∗i ≡ (X∗1 , . . . , X∗i−1, X∗i+1, . . . , X∗I ) and Ki ≡ {Xi|Xi ∈ RnPi+ }.
Note that, according to (4.11), an equilibrium is established if no firm can individ-
ually improve its utility, by changing its production path flows, given the production
path flow decisions of the other firms.
The variational inequality formulations of the Cournot-Nash (Cournot (1838),
Nash (1950, 1951), and Gabay and Moulin (1980)) sustainable fashion supply chain
network problem satisfying Definition 4.1, in both path flows and link flows, respec-
tively, are given in the following theorem.
Theorem 4.1
Assume that for each fashion firm i; i = 1, . . . , I, the utility function Ui(X) is concave
with respect to the variables in Xi, and is continuously differentiable. Then X
∗ ∈ K
is a sustainable fashion supply chain network Cournot-Nash equilibrium according to
Definition 4.1 if and only if it satisfies the variational inequality:
−
I∑
i=1
〈∇XiUi(X∗)T, Xi −X∗i 〉 ≥ 0, ∀X ∈ K, (4.12)
where 〈·, ·〉 denotes the inner product in the corresponding Euclidean space and ∇XiUi(X)
denotes the gradient of Ui(X) with respect to Xi. The solution of variational inequality
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(4.12) is equivalent to the solution of the variational inequality: determine x∗ ∈ K1
satisfying:
I∑
i=1
nR∑
k=1
∑
p∈P ik
∂Cˆp(x∗)
∂xp
+ ωi
∂Eˆp(x
∗)
∂xp
− ρik(x∗)−
nR∑
l=1
∂ρil(x
∗)
∂dik
∑
p∈P il
x∗p
× [xp − x∗p] ≥ 0,
∀x ∈ K1, (4.13)
where K1 ≡ {x|x ∈ RnP+ }, ∂Cˆp(x)∂xp ≡
∑
a∈Li
∑
b∈Li
∂cˆb(f)
∂fa
δap and
∂Eˆp(x)
∂xp
≡∑a∈Li ∂eˆa(fa)∂fa δap.
In addition, (4.13) can be re-expressed in terms of link flows as: determine the vector
of equilibrium link flows and the vector of equilibrium demands (f ∗, d∗) ∈ K2, such
that:
I∑
i=1
∑
a∈Li
[∑
b∈Li
∂cˆb(f
∗)
∂fa
+ ωi
∂eˆa(f
∗
a )
∂fa
]
× [fa − f ∗a ]
+
I∑
i=1
nR∑
k=1
[
−ρik(d∗)−
nR∑
l=1
∂ρil(d
∗)
∂dik
d∗il
]
× [dik − d∗ik] ≥ 0, ∀(f, d) ∈ K2, (4.14)
where K2 ≡ {(f, d)|∃x ≥ 0, and (4.1) and (4.3) hold}.
Proof: Variational inequality (4.12) follows directly from Gabay and Moulin (1980);
see also Dafermos and Nagurney (1987). Observe now that
∇XiUi(X) =
[
∂Ui
∂xp
; p ∈ P ik; k = 1, . . . , nR
]
, (4.15)
where for each path p; p ∈ P ik,
∂Ui
∂xp
=
∂
[∑nR
l=1 ρil(d)
∑
p∈P il xp −
∑
b∈Li cˆb(f)− ωi
∑
b∈Li eˆb(fb)
]
∂xp
=
nR∑
l=1
∂
[
ρil(d)
∑
p∈P il xp
]
∂xp
− ∂
[∑
b∈Li cˆb(f)
]
∂xp
− ωi
∂
[∑
b∈Li eˆb(fb)
]
∂xp
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= ρik(d) +
nR∑
l=1
∂ρil(d)
∂dik
∂dik
∂xp
∑
p∈P il
xp −
∑
a∈Li
∂
[∑
b∈Li cˆb(f)
]
∂fa
∂fa
∂xp
− ωi
∑
a∈Li
∂
[∑
b∈Li eˆb(fb)
]
∂fa
∂fa
∂xp
= ρik(d) +
nR∑
l=1
∂ρil(d)
∂dik
∑
p∈P il
xp −
∑
a∈Li
∑
b∈Li
∂cˆb(f)
∂fa
δap − ωi
∑
a∈Li
∂eˆa(fa)
∂fa
δap. (4.16)
The demand price functions (4.2) can be re-expressed in light of (4.1) as functions
of path flows. By making use then of the definitions of ∂Cˆp(x)
∂xp
and ∂Eˆp(x)
∂xp
above, varia-
tional inequality (4.13) is immediate. In addition, the equivalence between variational
inequalities (4.13) and (4.14) can be proved with (4.1) and (4.3).
Variational inequalities (4.13) can be put into standard form (cf. (2.1)): determine
X∗ ∈ K such that:
〈F (X∗)T, X −X∗〉 ≥ 0, ∀X ∈ K, (4.17)
where K ≡ K1, X ≡ x, and
F (X) ≡
[
∂Cˆp(x)
∂xp
+ ωi
∂Eˆp(x)
∂xp
− ρik(x)−
nR∑
l=1
∂ρil(x)
∂dik
∑
p∈P il
xp;
p ∈ P ik; i = 1, . . . , I; k = 1, . . . , nR
]
. (4.18)
Similarly, if X ≡ (f, d) and F (X) ≡ (F1(X), F2(X)), such that:
F1(X) =
[∑
b∈Li
∂cˆb(f)
∂fa
+ ωi
∂eˆa(fa)
∂fa
; a ∈ Li; i = 1, . . . , I
]
, (4.19a)
F2(X) =
[
−ρik(d)−
nR∑
l=1
∂ρil(d)
∂dik
dil; i = 1, . . . , I; k = 1, . . . , nR
]
, (4.19b)
and K ≡ K2 then (4.14) can be re-expressed as (2.1).
For completeness, some qualitative properties of the solution to variational in-
equalities (4.13) and (4.14) are provided. In particular, I derive existence and unique-
ness results.
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Since the feasible set K1 is not compact the existence of a solution cannot be
obtained simply from the assumption of the continuity of F . However, a rather weak
condition can be imposed to guarantee the existence of a solution pattern. Considering
that the demand prices should be nonnegative, the demand dik for fashion firm i’s
product; i = 1, . . . , I, at every demand market Rk; k = 1, . . . , nR, is actually bounded.
Consequently, in light of (4.1), I have that:
Kb ≡ {x|0 ≤ x ≤ b}, (4.20)
where b > 0 and x ≤ b means that xp ≤ b for all p ∈ P ik; k = 1, . . . , nR and
i = 1, . . . , I. Then Kb is a bounded, closed, and convex subset of RnP+ . Thus, the
following variational inequality
〈F (Xb)T, X −Xb〉 ≥ 0, ∀X ∈ Kb, (4.21)
admits at least one solution Xb ∈ Kb, from the standard theory of variational in-
equalities (cf. Section 2.1), since Kb is compact and F is continuous. Following
Kinderlehrer and Stampacchia (1980) (see also Theorem 2.3 in Section 2.1), I have
the following theorem:
Theorem 4.2: Existence
There exists at least one Nash Equilibrium, equivalently, at least one solution to vari-
ational inequality (4.13) (equivalently, (4.14)), since in the light of the demand price
functions (4.2), there exists a b > 0, such that variational inequality (4.21) admits a
solution in Kb with
xb ≤ b. (4.22)
In addition, I now provide a uniqueness result.
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Theorem 4.3: Uniqueness
With Theorem 4.2, variational inequality (4.21) and, hence, variational inequality
(4.14) admits at least one solution. Moreover, if the function F (X) of variational
inequality (4.14), as defined in (4.19), is strictly monotone on K ≡ K2, that is,
〈(F (X1)− F (X2))T, X1 −X2〉 > 0, ∀X1, X2 ∈ K, X1 6= X2. (4.23)
then the solution to variational inequality (4.14) is unique, that is, the equilibrium
link flow pattern and the equilibrium demand pattern are unique.
Theorem 4.3 provides a condition, which is reasonable in practice, that will guar-
antee that, for each firm, the quantities manufactured at each plant, stored at each
distribution center, and shipped, via each mode of transportation, will be unique. For
other applications to supply chain problems in which strict monotonicity is assumed,
see Nagurney (2006) and the references therein.
Furthermore, variational inequality (4.13) can be easily solved by the Euler method
(cf. Section 2.5.3).
Explicit Formulae for the Euler Method Applied to the Sustainable Fashion
Supply Chain Network Oligopoly Variational Inequality (4.13)
(2.46) for the sustainable fashion supply chain network oligopoly model governed by
variational inequality problem (4.13) yields the following closed form expressions for
the fashion product path flows:
xT +1p = max{0, xTp + aT (ρik(xT ) +
nR∑
l=1
∂ρil(x
T )
∂dik
∑
p∈P il
xTp −
∂Cˆp(x
T )
∂xp
− ωi∂Eˆp(x
T )
∂xp
)},
∀p ∈ P ik; i = 1, . . . , I; k = 1, . . . , nR. (4.24)
In the next section, the above algorithmic scheme will be used to solve sustainable
fashion supply chain network oligopoly problems.
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4.2. Case Study with Managerial Insights
In this section, a case study is presented in which sustainable fashion supply chain
management problems under oligopolistic competition and brand differentiation were
solved numerically. In this case study there are two fashion firms, Firm 1 and Firm 2,
each of which is involved in the production, storage, and distribution of a single fashion
product, which is differentiated by its brand. Each firm has, at its disposal, two
manufacturing plants, two distribution centers, and serves a single demand market.
Hence, the topology is as depicted in Figure 4.2. The manufacturing plants M11 and
M21 are located in the United States, whereas the manufacturing plants M
1
2 and M
2
2
are located off-shore with lower operational costs. However, the demand market is in
the United States as are the distribution centers.
The case study consists of three problem sets of examples.
For the computation of solutions to the numerical examples, I implemented the
Euler method, using Matlab. The convergence tolerance was  = 10−6, and the
sequence aT = .1(1, 12 ,
1
2
, 1
3
, 1
3
, 1
3
. . .). The algorithm was considered to have converged
(cf. (4.24)) when the absolute value of the difference between successive path flows
differed by no more than the above . I initialized the algorithm by setting the demand
of each fashion firm’s product at 10 and equally distributed the demand among all
the paths for each firm.
4.2.1 Problem Set 4.1
In the first set of examples, fashion Firm 1 cared about the emissions that it gen-
erates much more than Firm 2 did, which was indicated by the respective values of
ω1 and ω2, where ω1 = 5 and ω2 = 1. In addition, Firm 1 utilized more advanced
technologies in its supply chain activities in order to lower the emissions that it gen-
erates, but at relatively higher costs. The total cost and the total emission functions
for all the links are given in Table 4.1.
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Figure 4.2. The Fashion Supply Chain Network Topology for the Case Study
4.2.1.1 Example 4.1
At the demand market R1, the consumers revealed their preferences for the prod-
uct of Firm 1, through the demand functions, with the demand price functions for
the two fashion products being given by:
ρ11(d) = −d11 − .2d21 + 300, ρ21(d) = −2d21 − .5d11 + 300.
The computed equilibrium link flows are reported in Table 4.1. For completeness,
I also provide the computed equilibrium path flows. There were four paths for each
firm, which were labeled as follows (please refer to Figure 4.2):
for Firm 1:
p1 = (1, 5, 13, 17), p2 = (1, 6, 14, 18), p3 = (2, 7, 13, 17), p4 = (2, 8, 14, 18);
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and for Firm 2:
p5 = (3, 9, 15, 19), p6 = (3, 10, 16, 20), p7 = (4, 11, 15, 19), p8 = (4, 12, 16, 20).
The computed equilibrium path flow pattern was:
x∗p1 = 2.85, x
∗
p2
= 3.24, x∗p3 = 8.63, x
∗
p4
= 11.31,
x∗p5 = 3.67, x
∗
p6
= 1.17, x∗p7 = 9.28, x
∗
p8
= 10.64.
Therefore, the demand for the Firm 1’s product was 26.03 and the price was 269.02,
while the demand for Firm 2’s product was 24.76 and the price was 237.47.
Table 4.1. Total Cost and Total Emission Functions with Link Flow Solution for
Example 4.1
Link a cˆa(f) eˆa(fa) f
∗
a
1 10f 21 + 10f1 .05f
2
1 + .5f1 6.09
2 f 22 + 7f2 .1f
2
2 + .8f2 19.94
3 10f 23 + 7f3 .1f
2
3 + f3 4.83
4 f 24 + 5f4 .15f
2
4 + 1.2f4 19.93
5 f 25 + 4f5 .08f
2
5 + f5 2.85
6 f 26 + 6f6 .1f
2
6 + f6 3.24
7 2f 27 + 30f7 .15f
2
7 + 1.2f7 8.63
8 2f 28 + 20f8 .15f
2
8 + f8 11.31
9 f 29 + 3f9 .25f
2
9 + f9 3.67
10 f 210 + 4f10 .25f
2
10 + 2f10 1.17
11 1.5f 211 + 30f11 .4f
2
11 + 1.5f11 9.28
12 1.5f 212 + 20f12 .45f
2
12 + f12 10.64
13 f 213 + 3f13 .01f
2
13 + .1f13 11.48
14 f 214 + 2f14 .01f
2
14 + .15f14 14.55
15 f 215 + 1.8f15 .05f
2
15 + .3f15 12.95
16 f 216 + 1.5f16 .08f
2
16 + .5f16 11.81
17 2f 217 + f17 .08f
2
17 + f17 11.48
18 f 218 + 4f18 .1f
2
18 + .8f18 14.55
19 f 219 + 5f19 .3f
2
19 + 1.2f19 12.95
20 1.5f 220 + f20 .35f
2
20 + 1.2f20 11.81
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The total cost for Firm 1 was: 2, 860.11; the total emissions that it generated:
182.03, and its revenue was: 7, 002.35 yielding a profit of 4, 142.25. The total cost for
Firm 2 was: 2, 386.61; its total emissions: 368.50, and its revenue: 5, 879.36 yielding
a profit of 3, 492.75. The utilities (cf. (4.9)) for Firm 1 and for Firm 2 were: 3, 232.11
and 3, 124.25, respectively.
4.2.1.2 Example 4.2
Example 4.2 had the identical data to that of Example 4.1 except that the con-
sumers were more price-sensitive with respect to fashion Firm 2’s product. The
demand price function associated with Firm 2’s product was now:
ρ21(d) = −3d21 − .5d11 + 300.
4.2.1.3 Example 4.3
Example 4.3 had the same data as Example 4.1 but now the consumers were even
more price-sensitive with respect to fashion Firm 2’s product, with the demand price
function for Firm 2’s product now given by:
ρ21(d) = −4d21 − .5d11 + 300.
4.2.1.4 Example 4.4
Example 4.4 had the identical data as Example 4.1 except that the demand price
function associated with fashion Firm 2’s product was now:
ρ21(d) = −5d21 − .5d11 + 300.
The computed equilibrium demands, prices, profits, emissions, and utilities for
Examples 4.1, 4.2, 4.3, and 4.4 are reported in Table 4.2.
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I now provide some managerial insights from these examples. Note that the
changes in the demand price function for fashion Firm 2’s product (cf. Example 4.1
through Example 4.4) indicate that the consumers are becoming more price-sensitive
with respect to fashion Firm 2’s product. With the consumers’ increasing environ-
mental concerns, the demand for fashion Firm 2’s product decreases significantly,
since fashion Firm 2 does not have as good of a reputation in terms of environmental
sustainability as Firm 1 does. In addition, the profit of fashion Firm 2 drops dra-
matically. The total emissions of Firm 1 increase slightly, whereas those of Firm 2
decrease substantially from Example 4.1 through Example 4.4.
Table 4.2. Computed Equilibrium Demands, Prices, Profits, Total Emissions, and
Utilities for Examples 4.1, 4.2, 4.3, and 4.4
Ex. 4.1 Ex. 4.2 Ex. 4.3 Ex. 4.4
The demand for Firm 1’s product 26.03 26.12 26.18 26.22
The demand for Firm 2’s product 24.76 20.68 17.75 15.55
The price of Firm 1’s product 269.02 269.75 270.27 270.67
The price of Firm 2’s product 237.47 224.91 215.91 209.14
The profit of Firm 1 4, 142.25 4, 168.39 4, 187.19 4, 201.36
The profit of Firm 2 3, 492.75 2, 881.09 2, 451.92 2, 134.32
The emissions of Firm 1 182.03 183.00 183.70 184.23
The emissions of Firm 2 368.50 269.75 208.22 167.04
The utility of Firm 1 3, 232.11 3, 253.39 3, 268.70 3, 280.23
The utility of Firm 2 3, 124.25 2, 611.34 2, 243.70 1, 967.27
4.2.2 Problem Set 4.2
Problem Set 4.2 also consisted of four examples. In this set of examples, Firm 2
was now more environmentally conscious and raised ω2 from 1 to 5. Hence, in this
set of examples, Firm 1 and Firm 2 both had their ω weights equal to 5. Examples
4.5 through 4.8 had their data identical to the data in Examples 4.1 through 4.4,
respectively, except for the larger value of ω2.
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The computed equilibrium demands, prices, profits, emissions, and utilities for
Examples 4.5, 4.6, 4.7, and 4.8 are reported in Table 4.3.
Table 4.3. Computed Equilibrium Demands, Prices, Profits, Total Emissions, and
Utilities for Examples 4.5, 4.6, 4.7, and 4.8
Ex. 4.5 Ex. 4.6 Ex. 4.7 Ex. 4.8
The demand for Firm 1’s product 26.18 26.23 26.27 26.30
The demand for Firm 2’s product 17.35 15.13 13.41 12.04
The price of Firm 1’s product 270.34 270.74 271.05 271.30
The price of Firm 2’s product 252.20 241.50 233.23 226.65
The profit of Firm 1 4, 189.75 4, 204.08 4, 215.16 4, 224.00
The profit of Firm 2 3, 019.58 2, 563.82 2, 225.83 1, 965.67
The emissions of Firm 1 183.79 184.33 184.74 185.07
The emissions of Firm 2 191.27 152.71 125.73 106.03
The utility of Firm 1 3, 270.78 3, 282.44 3, 291.47 3, 298.66
The utility of Firm 2 2, 063.20 1, 800.29 1, 597.17 1, 435.52
Interestingly, the weights, the ωis, may also be interpreted as taxes in that a gov-
ernmental authority may impose a tax associated with carbon emissions, for example,
that each firm must pay. Hence, this set of examples in which the ωi terms are equal
for both firms with a value of 5 reflects also this scenario (see, e.g., Dhanda, Nagurney,
and Ramanujam (1999)).
Comparing the results of Examples 4.5, 4.6, 4.7, and 4.8 with the results for
Examples 4.1, 4.2, 4.3, and 4.4, respectively, as expected, Firm 2 now emits a sig-
nificantly lower amount of emissions for each demand price function that it is faced
with whereas Firm 1 now emits, in each example in this problem set, a slightly higher
amount than it emitted in the corresponding example in the first problem set.
Nevertheless, an increase in environmental concerns is not sufficient for fashion
Firm 2 to attract more demand and to increase its profits, since it has not modified
its pollution-abatement technologies and, indeed, its total cost functions and total
emission functions remain as in Problem Set 4.1. Such information is clearly useful to
managers and the theoretical and computational framework allows managers to con-
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duct sensitivity analysis to investigate the effects on profits and emissions of changes
in the data.
4.2.3 Problem Set 4.3
In the third and final problem set, I varied both the total cost functions and the
total emission functions of Firm 2, and also investigated the situation that the firms
faced identical functions throughout the supply chain.
4.2.3.1 Example 4.9
Example 4.9 had the identical data to that in Example 4.5 except that fash-
ion Firm 2 now acquired more expensive advanced emission-reducing manufacturing
technologies, resulting in new total cost and emission functions associated with the
manufacturing links, as below:
cˆ3(f) = 10f
2
3 + 10f3, cˆ4(f) = f
2
4 + 7f4,
eˆ3(f3) = .05f
2
3 + .5f3, eˆ4(f4) = .1f
2
4 + .8f4.
4.2.3.2 Example 4.10
Example 4.10 had the same data as Example 4.9 but now fashion Firm 2 made
even a greater effort to lower its emissions, not only focusing on its manufacturing
processes, but also on all other supply chain activities. The total cost and the total
emission functions for all the links are provided in Table 4.4.
4.2.3.3 Example 4.11
Example 4.11 had the identical data as in Example 4.10 except that the effort
made by fashion Firm 2 to protect the environment was now also disseminated to the
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consumers, leading to the change in the demand for Firm 2’s product, with the new
demand price function faced by Firm 2 given by:
ρ21(d) = −d21 − .2d11 + 300.
Table 4.4. Total Cost and Total Emission Functions for Example 4.10
Link a cˆa(f) eˆa(fa)
1 10f 21 + 10f1 .05f
2
1 + .5f1
2 f 22 + 7f2 .1f
2
2 + .8f2
3 10f 23 + 10f3 .05f
2
3 + .5f3
4 f 24 + 7f4 .1f
2
4 + .8f4
5 f 25 + 4f5 .08f
2
5 + f5
6 f 26 + 6f6 .1f
2
6 + f6
7 2f 27 + 30f7 .15f
2
7 + 1.2f7
8 2f 28 + 20f8 .15f
2
8 + f8
9 f 29 + 4f9 .08f
2
9 + f9
10 f 210 + 6f10 .1f
2
10 + f10
11 2f 211 + 30f11 .15f
2
11 + 1.2f11
12 2f 212 + 20f12 .15f
2
12 + f12
13 f 213 + 3f13 .01f
2
13 + .1f13
14 f 214 + 2f14 .01f
2
14 + .15f14
15 f 215 + 3f15 .01f
2
15 + .1f15
16 f 216 + 2f16 .01f
2
16 + .15f16
17 2f 217 + f17 .08f
2
17 + f17
18 f 218 + 4f18 .1f
2
18 + .8f18
19 2f 219 + f19 .08f
2
19 + f19
20 f 220 + 4f20 .1f
2
20 + .8f20
Hence, in Example 4.11, Firm 1 and 2 were identical.
The computed equilibrium demands, prices, profits, emissions, and utilities for
Examples 4.1, 4.5, 4.9, 4.10, and 4.11 are given in Table 4.5.
Based on the results for Examples 4.5, 4.9, and 4.10, the advanced manufacturing
technologies utilized by fashion Firm 2 did improve its performance, but not sig-
nificantly, while Firm 2’s environmental efforts throughout its supply chain notably
enhanced its profit and utility. Furthermore, and this is relevant also to managers,
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the change in consumers’ attitudes towards Firm 2 can assist Firm 2 in obtaining as
much profit as that of Firm 1. Observe that the profit of Firm 1 in Example 4.11,
however, was not as high as what it achieved in Example 4.1, which means that if
Firm 1 wishes to maintain its competitive advantage, it must pay continuing atten-
tion to its emissions. A comparison of the results in Example 4.10 and Example 4.11,
in turn, suggests that the development of a positive image for a firm in terms of its
environmental consciousness and concern may also be an effective marketing strategy
for fashion firms.
Table 4.5. Computed Equilibrium Demands, Prices, Profits, Total Emissions, and
Utilities for Examples 4.1, 4.5, 4.9, 4.10, and 4.11
Ex. 4.1 Ex. 4.5 Ex. 4.9 Ex. 4.10 Ex. 4.11
The demand for
26.03 26.18 26.18 26.11 26.00
Firm 1’s product
The demand for
24.76 17.35 17.75 20.80 26.00
Firm 2’s product
The price of
269.02 270.34 270.27 269.73 268.80
Firm 1’s product
The price of
237.47 252.20 251.40 245.34 268.80
Firm 2’s product
The profit of Firm 1 4, 142.25 4, 189.75 4, 187.18 4, 167.60 4, 134.29
The profit of Firm 2 3, 492.75 3, 019.58 3, 020.61 3, 137.78 4, 134.29
The emissions of Firm 1 182.03 183.79 183.70 182.97 181.73
The emissions of Firm 2 368.50 191.27 182.55 127.73 181.73
The utility of Firm 1 3, 232.11 3, 270.78 3, 268.68 3, 252.75 3, 225.64
The utility of Firm 2 3, 124.25 2, 063.20 2, 107.85 2, 500.92 3, 225.64
The above case study demonstrates that consumers’ environmental consciousness
can be a valuable incentive to spur fashion companies to reexamine their supply chains
so as to reduce their environmental pollution, which can, in turn, help such companies
to obtain competitive advantages and increased profits.
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4.3. Summary of Chapter 4
In this chapter, I focused on the fashion and apparel industry, which presents
unique challenges and opportunities in terms of environmental sustainability. I devel-
oped a competitive supply chain network model, using variational inequality theory,
that captures oligopolistic competition with fashion product brand differentiation.
The variational inequality model assumes that each firm seeks to maximize its profits
and to minimize the emissions that it generates throughout its supply chain as it
engages in its activities of manufacturing, storage, and distribution, with a weight
associated with the latter criterion. This model allows for alternative modes of trans-
portation from manufacturing sites to distribution centers and from distribution cen-
ters to the demand markets, since different modes of transportation are known to
emit different amounts of emissions.
The variational inequality-based competitive supply chain network model ad-
vances the state-of-the-art of supply chain modeling in several ways: 1. it cap-
tures competition through brand differentiation, which is an important feature of
the fashion industry; 2. it allows each firm to individually weight its concern for the
environment in its decision-making, and 3. alternatives such as multiple modes of
transportation can be investigated.
In order to demonstrate the generality of the model and the proposed computa-
tional scheme, a case study was presented, in which, through a series of numerical
examples, I demonstrated the effects of changes in the demand price functions; the
total cost and total emission functions, as well as the weights associated with the envi-
ronmental criterion on the equilibrium product demands, the product prices, profits,
and utilities. It has been noted that the environmental weights could also be in-
terpreted as taxes and, thus, in exploring different values an authority such as the
government could assess a priori the effects on the firms’ emissions and profits.
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The case study also demonstrated that consumers can have a major impact,
through their environmental consciousness, on the level of profits of firms in their
favoring of firms that adopt environmental pollution-abatement technologies for their
supply chain activities. The numerical examples in the case studies were selected for
their transparency and for reproducibility purposes.
Future research may take several directions, including: the empirical application of
this framework to a large-scale problem; the inclusion of multiple products produced
by each firm, with the retainment of brand differentiation, and the incorporation of
multiple pollutants.
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CHAPTER 5
COMPETITIVE FOOD SUPPLY CHAIN NETWORKS
WITH APPLICATION TO FRESH PRODUCE
In this chapter, I transition to another time-sensitive product – that of fresh
produce, which is notable for its high perishability. I study the food supply chain
management oligopolistic competition problem from a network perspective, with the
inclusion of food deterioration. This chapter focuses on fresh produce items, such
as vegetables and fruits, with simple or limited required processing, whose life cycle
can be measured in days. The model handles the exponential time decay through
the introduction of arc multipliers (more details are given in Section 5.1 as to how to
determine the arc multipliers), with the inclusion of the discarding costs associated
with the disposal of the spoiled food products. Furthermore, the model allows for
product differentiation due to product freshness and food safety concerns, as well as
the assessment of alternative technologies involved in each supply chain activity. A
case study focused on the cantaloupe market is investigated within this modeling and
computational framework, in which I analyze different scenarios prior/during/after a
foodborne disease outbreak.
The model can also be applicable to supply chain management of other perishable
products under oligopolistic competition, and even with quality competition, albeit
after appropriate modifications.
This chapter is based on Yu and Nagurney (2012). This chapter is organized
as follows. In Section 5.1, I develop the new fresh produce supply chain network
oligopoly model and derive variational inequality formulations. I also provide some
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qualitative properties. In Section 5.2, I apply the proposed model to a case study
focused on fresh produce in the case of cantaloupes. I summarize the results and
present the conclusions in Section 5.3.
5.1. The Fresh Produce Supply Chain Network Oligopoly
Model
In this section, I consider a finite number of I food firms, with a typical firm
denoted by i. The food supply chain network activities include the production, pro-
cessing, storage, distribution, and disposal of the food products. The food firms
compete noncooperatively in an oligopolistic manner. The model allows for product
differentiation by consumers at the demand markets, due to product freshness and
food safety concerns that may be associated with a particular firm. In other words,
the fresh food products are not necessarily homogeneous. Each firm seeks to deter-
mine its optimal product flows throughout its entire supply chain network by using
Figure 5.1 as a schematic.
Each food firm is represented as a network of its economic activities. Each food
firm i; i = 1, . . . , I possesses niM production facilities, n
i
C processors, and n
i
D distribu-
tion centers, in order to satisfy the demands at nR demand markets. Let G = [N,L]
denote the graph consisting of the set of nodes N and the set of links L in Figure 5.1;
and L ≡ ∪i=1,...,ILi, where Li denotes the set of directed links corresponding to the
sequence of activities associated with firm i.
The first set of links connecting the top two tiers of nodes corresponds to the food
production at each of the production units of firm i; i = 1, . . . , I, which may involve
such a sequence of seasonal operations as soil agitation, sowing, pest control, nutrient
and water management, and harvesting. The multiple possible links connecting each
top tier node i with its production facilities, M i1, . . . ,M
i
niM
, capture different possible
production technologies that may be associated with a given facility.
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The second set of links from the production facility nodes is connected to the pro-
cessors of each firm i; i = 1, . . . , I, which are denoted by Ci1,1, . . . , C
i
niC ,1
. These links
correspond to the shipment links between the production units and the processors.
The alternative shipment links denote different possible modes of transportation,
which represent the varying time durations and environmental conditions associated
with the shipment links.
The third set of links connecting nodes Ci1,1, . . . , C
i
niC ,1
to Ci1,2, . . . , C
i
niC ,2
; i =
1, . . . , I denotes the processing of fresh produce. The major food processing ac-
tivities are cleaning, sorting, labeling, and simple packaging. Different processing
technologies may result in dissimilar levels of quality degradation associated with the
processing activities.
The next set of nodes represents the distribution centers, and, thus, the fourth
set of links connecting the processor nodes to the distribution centers is the set of
shipment links. Such distribution nodes associated with firm i; i = 1, . . . , I are
denoted byDi1,1, . . . , D
i
niD,1
. There are also multiple shipment links, in order to capture
different modes of transportation.
The fifth set of links, in turn, connects nodes Di1,1, . . . , D
i
niD,1
to Di1,2, . . . , D
i
niD,2
;
i = 1, . . . , I, which represents the storage links. Since fresh produce items may require
different storage conditions, these alternatives are represented through multiple links
at this tier.
The last set of links connecting the two bottom tiers of the supply chain network
corresponds to distribution links over which the stored fresh produce items are shipped
from the distribution centers to the demand markets. Here I also allow for multiple
modes of transportation.
In addition, the curved links joining the top-tiered nodes i with the processors,
which are denoted by Ci1,2, . . . , C
i
niC ,2
; i = 1, . . . , I, capture the possibility of on-site
production and processing.
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Figure 5.1. The Fresh Produce Supply Chain Network Topology
Most of fresh produce items reach their peak quality at the time of production,
and then deteriorate substantially over time (Blackburn and Scudder (2009)). Micro-
biological decay is one of the major causes of the food quality degradation, especially
for the fresh produce (Fu and Labuza (1993)). Therefore, food deterioration usu-
ally follows the first-order reactions with exponential time decay (see Labuza (1982),
Nahmias (1982), Tijskens and Polderdijk (1996), Blackburn and Scudder (2009), Nga
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(2010), and Rong, Akkerman, and Grunow (2011)). In contrast to fixed lifetime per-
ishability, exponential time decay is a special case of random lifetime perishability,
which means that the time to spoilage is uncertain (Nahmias (1982); see also van Zyl
(1964)). It also has been recognized that the decay rate varies significantly with differ-
ent temperatures and under other environmental conditions (Blackburn and Scudder
(2009) and Rong, Akkerman, and Grunow (2011)). Hence, based on various tem-
perature requirements, food supply chains can be grouped into three types: frozen,
chilled, and ambient. The normal temperature of the frozen chain is −18◦C, while
temperatures range from 0◦C for fresh fish to 15◦C for, e.g., potatoes and bananas for
the chilled chain (Smith and Sparks (2004) and Akkerman, Farahani, and Grunow
(2010)). There is no required temperature control in an ambient chain (Akkerman,
Farahani, and Grunow (2010)).
In the existing literature on perishability, exponential time decay has been uti-
lized, in order to describe either the decrease in quantity or the degradation in quality.
The decrease in quantity, which has been discussed in studies on perishable inven-
tory (see Nahmias (1982)), represents the number of units of decayed products (e.g.
vegetables and fruits), while the degradation in quality emphasizes that all the prod-
ucts deteriorate at the same rate simultaneously (see Tijskens and Polderdijk (1996),
Blackburn and Scudder (2009), and Rong, Akkerman, and Grunow (2011)), which is
more relevant to meat, dairy, and bakery products. With a focus on such fresh pro-
duce items as vegetables and fruits, the model adopts exponential time decay so as
to capture the discarding of spoiled products associated with all the post-production
supply chain activities (see Thompson (2002) and Gustavsson et al. (2011)).
As mentioned in Section 1.1.3, the food products deteriorate over time even under
optimal conditions. In this model, it is assumed that the temperature and other
environmental conditions associated with each post-production activity/link are given
and fixed. Following Nahmias (1982), I assume that each unit has a probability of
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e−λt to survive another t units of time, where λ is the decay rate, which is given and
fixed. Let N0 denote the quantity at the beginning of the time interval (link). Then,
the quantity surviving at the end of the time interval (which is reflected in each link
in the network) follows a binomial distribution with parameters n = N0 and p = e
−λt.
Hence, the expected quantity surviving at the end of the time interval (specific link),
denoted by N(t), can be expressed as:
N(t) = N0e
−λt. (5.1)
As in Nagurney, Masoumi, and Yu (2012) (see also Nagurney and Nagurney
(2011), Nagurney and Masoumi (2012), and Masoumi, Yu, and Nagurney (2012)),
a multiplier can be assigned to each post-production link in the supply chain net-
work, be it a processing link, a shipment/distribution link, or a storage link, in order
to capture the decay in number of units. Let αa denote the throughput factor asso-
ciate with every link a in the supply chain network, which lies in the range of (0, 1].
Therefore, only αa×100% of the initial flow of product on link a reaches the successor
node of that link.
Hence, the throughput factor αa for a post-production link a can be represented
as:
αa = e
−λata , (5.2)
where λa and ta are the decay rate and the time duration associated with the link
a, respectively, which are given and fixed. The value of αa for a production link is
set equal to 1. In rare cases, food deterioration follows the zero order reactions with
linear decay (see Tijskens and Polderdijk (1996) and Rong, Akkerman, and Grunow
(2011)). Then, αa = 1− λata for a post-production link.
Let fa denote the (initial) flow of product on link a; and f
′
a denote the final flow
on link a; i.e., the flow that reaches the successor node of the link after deterioration
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has taken place. Therefore,
f ′a = αafa, ∀a ∈ L. (5.3)
Consequently, the number of units of the spoiled fresh produce on link a is the
difference between the initial and the final flow, fa − f ′a, where
fa − f ′a = (1− αa)fa, ∀a ∈ L. (5.4)
Associated with the food deterioration is a total discarding cost function, zˆa,
which, in view of (5.4), is a function of flow on the link, fa, that is,
zˆa = zˆa(fa), ∀a ∈ L, (5.5)
which is assumed to be convex and continuously differentiable. It is worth noting
that it is imperative to remove the spoiled fresh food products from the supply chain
network. For instance, fungi are the common post-production diseases of fresh fruits
and vegetables, which can colonize the fruits and vegetables rapidly (Sommer, Fort-
lage, and Edwards (2002)). Here, the model mainly focuses on the disposal of the
decayed food products at the processing, storage, and distribution stages (see also
Thompson (2002)).
xp represents the (initial) flow of product on path p joining an origin node, i, with
a destination node, Rk. The path flows must be nonnegative:
xp ≥ 0, ∀p ∈ P ik; i = 1, . . . , I; k = 1, . . . , nR, (5.6)
where P ik is the set of all paths joining the origin node i; i = 1, . . . , I with destination
node Rk.
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The multiplier, αap, which is the product of the multipliers of the links on path p
that precede link a in that path, is defined as follows:
αap ≡

δap
∏
b∈{a′<a}p
αb, if {a′ < a}p 6= Ø,
δap, if {a′ < a}p = Ø,
(5.7)
where {a′ < a}p denotes the set of the links preceding link a in path p, and Ø denotes
the null set. In addition, δap is defined as equal to 1 if link a is contained in path p,
and 0, otherwise. If link a is not contained in path p, then αap is set to zero. Hence,
the relationship between the link flow, fa, and the path flows can be expressed as:
fa =
I∑
i=1
nR∑
k=1
∑
p∈P ik
xpαap, ∀a ∈ L. (5.8)
Let µp denote the multiplier corresponding to the throughput on path p, defined
as the product of all link multipliers on links comprising that path:
µp ≡
∏
a∈p
αa, ∀p ∈ P ik; i = 1, . . . , I; k = 1, . . . , nR. (5.9)
The demand for food firm i’s fresh food product; i = 1, . . . , I, at demand market
Rk; k = 1, . . . , nR, denoted by dik, is equal to the sum of all the final flows – subject
to perishability – on paths joining (i, Rk):
∑
p∈P ik
xpµp = dik, i = 1, . . . , I; k = 1, . . . , nR. (5.10)
The consumers may differentiate the fresh food products, due to food safety and
health concerns. The demands dik; i = 1, . . . , I; k = 1, . . . , nR are grouped into the
I × nR-dimensional vector d.
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The demand price of food firm i’s product at demand market Rk is denoted by
ρik, which is assumed that
ρik = ρik(d), i = 1, . . . , I; k = 1, . . . , nR. (5.11)
Note that the price of food firm i’s product at a particular demand market may
depend not only on the demands for its product at the other demand markets, but
also on the demands for the other substitutable food products at all the demand
markets. These demand price functions are assumed to be continuous, continuously
differentiable, and monotone decreasing.
In order to address the competition among various food firms for resources used
in the production, processing, storage, and distribution of the fresh produce, the total
operational cost on link a is assumed to, in general, depend upon the product flows
on all the links, that is,
cˆa = cˆa(f), ∀a ∈ L, (5.12)
where f is the vector of all the link flows. The total cost on each link is assumed to
be convex and continuously differentiable.
Let Xi denote the vector of path flows associated with firm i; i = 1, . . . , I, where
Xi ≡ {{xp}|p ∈ P i}} ∈ RnPi+ , P i ≡ ∪k=1,...,nRP ik, and nP i denotes the number of
paths from firm i to the demand markets. Thus, X is the vector of all the food firms’
strategies, that is, X ≡ {{Xi}|i = 1, . . . , I}.
The profit function of a food firm is defined as the difference between its revenue
and it total costs, where the total costs are composed of the total operational costs
as well as the total discarding costs of spoiled food products over the post-production
links in the supply chain network. Hence, the profit function of firm i, denoted by
Ui, is expressed as:
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Ui =
nR∑
k=1
ρik(d)dik −
∑
a∈Li
(
cˆa(f) + zˆa(fa)
)
. (5.13)
Of course, depending on the fresh food product, as well as on the firm, discarding
may be done on only certain links of the firm’s supply chain network.
In view of (5.10), the demand prices can be re-expressed as:
ρˆik(x) = ρik(d), i = 1, . . . , I; k = 1, . . . , nR. (5.14)
In lieu of the conservation of flow expressions (5.8) and (5.10), and the functional
expressions (5.5), (5.12), and (5.14), Uˆi(X) = Ui for all firms i; i = 1, . . . , I can be
defined as follows, with the I-dimensional vector Uˆ being the vector of the profits of
all the firms:
Uˆ = Uˆ(X). (5.15)
Recall that as mentioned in Section 4.1, in the Cournot-Nash oligopolistic market
framework, each firm selects its product path flows in a noncooperative manner,
seeking to maximize its own profit, until an equilibrium is achieved, according to the
definition below.
Definition 5.1: Supply Chain Network Cournot-Nash Equilibrium
A path flow pattern X∗ ∈ K = ∏Ii=1Ki constitutes a supply chain network Cournot-
Nash equilibrium if for each firm i; i = 1, . . . , I:
Uˆi(X
∗
i , Xˆ
∗
i ) ≥ Uˆi(Xi, Xˆ∗i ), ∀Xi ∈ Ki, (5.16)
where Xˆ∗i ≡ (X∗1 , . . . , X∗i−1, X∗i+1, . . . , X∗I ) and Ki ≡ {Xi|Xi ∈ RnPi+ }.
In other words, an equilibrium is established if no firm can unilaterally improve
its profit by changing its product flows throughout its supply chain network, given
the product flow decisions of the other firms.
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Next, I derive the variational inequality formulations of the Cournot-Nash equi-
librium for the fresh produce supply chain network under oligopolistic competition
satisfying Definition 5.1, in terms of both path flows and link flows (see Cournot
(1838), Nash (1950, 1951), Gabay and Moulin (1980), and Nagurney (2006)).
Theorem 5.1
Assume that, for each food firm i; i = 1, . . . , I, the profit function Uˆi(X) is concave
with respect to the variables in Xi, and is continuously differentiable. Then X
∗ ∈ K
is a supply chain network Cournot-Nash equilibrium according to Definition 5.1 if and
only if it satisfies the variational inequality:
−
I∑
i=1
〈∇XiUˆi(X∗)T, Xi −X∗i 〉 ≥ 0, ∀X ∈ K, (5.17)
where 〈·, ·〉 denotes the inner product in the corresponding Euclidean space and ∇XiUˆi(X)
denotes the gradient of Uˆi(X) with respect to Xi. Variational inequality (5.17), in
turn, for this model, is equivalent to the variational inequality: determine the vector
of equilibrium path flows x∗ ∈ K1 such that:
I∑
i=1
nR∑
k=1
∑
p∈P ik
∂Cˆp(x∗)
∂xp
+
∂Zˆp(x
∗)
∂xp
− ρˆik(x∗)µp −
nR∑
l=1
∂ρˆil(x
∗)
∂xp
∑
p∈P il
µpx
∗
p

× [xp − x∗p] ≥ 0, ∀x ∈ K1, (5.18)
where K1 ≡ {x|x ∈ RnP+ }, and for each path p; p ∈ P ik; i = 1, . . . , I; k = 1, . . . , nR,
∂Cˆp(x)
∂xp
≡
∑
a∈Li
∑
b∈Li
∂cˆb(f)
∂fa
αap,
∂Zˆp(x)
∂xp
≡
∑
a∈Li
∂zˆa(fa)
∂fa
αap, and
∂ρˆil(x)
∂xp
≡ ∂ρil(d)
∂dik
µp.
(5.19)
Variational inequality (5.18) can also be re-expressed in terms of link flows as: de-
termine the vector of equilibrium link flows and the vector of equilibrium demands
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(f ∗, d∗) ∈ K2, such that:
I∑
i=1
∑
a∈Li
[∑
b∈Li
∂cˆb(f
∗)
∂fa
+
∂zˆa(f
∗
a )
∂fa
]
× [fa − f ∗a ]
+
I∑
i=1
nR∑
k=1
[
−ρik(d∗)−
nR∑
l=1
∂ρil(d
∗)
∂dik
d∗il
]
× [dik − d∗ik] ≥ 0, ∀(f, d) ∈ K2, (5.20)
where K2 ≡ {(f, d)|x ≥ 0, and (5.8) and (5.10) hold}.
Proof: See Masoumi, Yu, and Nagurney (2012).
Variational inequalities (5.18) and (5.20) can be put into standard form (cf. (2.1)):
determine X∗ ∈ K such that:
〈F (X∗)T, X −X∗〉 ≥ 0, ∀X ∈ K, (5.21)
where X ≡ x and
F (X) ≡
[
∂Cˆp(x)
∂xp
+
∂Zˆp(x)
∂xp
− ρˆik(x)µp −
nR∑
l=1
∂ρˆil(x)
∂xp
∑
p∈P il
µpxp;
p ∈ P ik; i = 1, . . . , I; k = 1, . . . , nR
]
, (5.22)
and K ≡ K1. Similarly, for the variational inequality in terms of link flows, if the
column vectors are defined as : X ≡ (f, d) and F (X) ≡ (F1(X), F2(X)), where
F1(X) =
[∑
b∈Li
∂cˆb(f)
∂fa
+
∂zˆa(fa)
∂fa
; a ∈ Li; i = 1, . . . , I
]
, (5.23a)
F2(X) =
[
−ρik(d)−
nR∑
l=1
∂ρil(d)
∂dik
dil; i = 1, . . . , I; k = 1, . . . , nR
]
, (5.23b)
and K ≡ K2, then (5.20) can be re-written as (2.1).
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Since the feasible set K1 is not compact, and the same holds for K2, the existence
of a solution cannot be obtained simply based on the assumption of the continuity
of F . However, the demand dik for each food firm i’s product; i = 1, . . . , I at every
demand market Rk; k = 1, . . . , nR, may be assumed to be bounded, since the popu-
lation requiring these products is finite (although it may be large). Consequently, in
light of (5.10), I have that:
Kb ≡ {x| 0 ≤ x ≤ b, }, (5.24)
where b > 0 and x ≤ b means that xp ≤ b for all p ∈ P ik; i = 1, . . . , I, and k =
1, . . . , nR. Then Kb is a bounded, closed, and convex subset of K1. Thus, the following
variational inequality
〈F (Xb)T, X −Xb〉 ≥ 0, ∀X ∈ Kb, (5.25)
admits at least one solution Xb ∈ Kb, since Kb is compact and F is continuous.
Therefore, following Kinderlehrer and Stampacchia (1980) (see also Theorem 2.3 in
Section 2.1), I have the following theorem:
Theorem 5.2: Existence
There exists at least one solution to variational inequality (5.18) (equivalently, to
(5.20)), since there exists a b > 0, such that variational inequality (5.25) admits a
solution in Kb with
xb ≤ b. (5.26)
In addition, I now provide a uniqueness result.
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Theorem 5.3: Uniqueness
With Theorem 5.2, variational inequality (5.25) and, hence, variational inequality
(5.20) admits at least one solution. Moreover, if the function F (X) of variational
inequality (5.20), as defined in (5.23), is strictly monotone on K ≡ K2, that is,
〈(F (X1)− F (X2))T, X1 −X2〉 > 0, ∀X1, X2 ∈ K, X1 6= X2, (5.27)
then the solution to variational inequality (5.20) is unique, that is, the equilibrium
link flow pattern and the equilibrium demand pattern are unique.
The proposed supply chain network model can also be applied to other fresh food
supply chain oligopoly problems under quality competition, which is highly relevant to
meat, dairy, and bakery products. In such cases, all the food products get delivered to
the demand markets eventually, with distinct levels of quality degradation. Thus, the
arc multiplier for a post-production link, αa, captures the corresponding food quality
degradation associated with that link, instead of the number of the spoiled products.
For thorough discussions about food quality deterioration, see Labuza (1982) and
Man and Jones (1994).
In addition, variational inequality (5.18) can be solved by the Euler method (cf.
Section 2.5.3) with elegant features for computation.
Explicit Formulae for the Euler Method Applied to the Fresh Produce
Supply Chain Network Oligopoly Variational Inequality (5.18)
(2.46) for the fresh produce supply chain network oligopoly model governed by vari-
ational inequality problem (5.18) yields the following closed form expressions for the
fresh produce path flows:
xT +1p = max{0, xTp + aT (ρˆik(xT )µp +
nR∑
l=1
∂ρˆil(x
T )
∂xp
∑
p∈P il
µpx
T
p −
∂Cˆp(x
T )
∂xp
− ∂Zˆp(x
T )
∂xp
)},
∀p ∈ P ik; i = 1, . . . , I; k = 1, . . . , nR. (5.28)
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In the next section, the above algorithmic scheme will be utilized to solve the fresh
produce supply chain network oligopoly problems.
5.2. Case Study
In this section, I focus on the cantaloupe market in the United States. Most
of cantaloupes consumed in the United States are originally produced in California,
Mexico, and in some countries in Central America. In this case study, there are two
firms, Firm 1 and Firm 2, which may represent, for example, one food firm in Califor-
nia and one food firm in Central America, respectively. Each firm has two production
sites, one processor, two distribution centers, and serves two geographically separated
demand markets, as depicted in Figure 5.2. The production sites and the processor
of Firm 1 are located in California, whereas the production sites and the processor
of Firm 2 are located in Central America, with lower operational costs. However, all
the distribution centers are located in the United States as are the demand markets.
The distribution centers D11 and D
2
1 are located closer to their respective production
sites than the distribution centers D12 and D
2
2 are. The demand market R1 is located
closer to the distribution centers D11 and D
2
1, whereas the demand market R2 is lo-
cated closer to the distribution centers D12 and D
2
2, that is, the demand market R1 is
located closer to the production sites.
Typically, cantaloupes can be stored for 12–15 days at 2.2◦ to 5◦C (36◦ to 41◦F)
(Suslow, Cantwell, and Mitchell (1997)). It has been noticed that the decay of
cantaloupes may result from such post-production disease as Rhizopus, Fusarium,
Geotrichum, etc., depending on the season, the region, and the handling technologies
utilized between production and consumption (see Suslow, Cantwell, and Mitchell
(1997) and Sommer, Fortlage, and Edwards (2002)). As discussed in Section 5.1,
the food deterioration can be captured through the arc multipliers. The values of
the decay rates and the time durations, although hypothetical, were selected so as to
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Figure 5.2. The Fresh Produce Supply Chain Network Topology for the Case Study
reflect the different technologies associated with the various supply chain activities.
The values of the arc multipliers were, in turn, calculated using equation (5.2), which
captured the percentage of the spoiled fresh food products at the post-production
supply chain stages (see, e.g., Gustavsson et al. (2011)). For instance, Firm 1 utilizes
more effective cleaning and sanitizing equipment for its processing activities of the
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cantaloupes, which results in relatively higher operational costs, but lower decay rates
associated with the successive supply chain activities.
The Euler method (cf. (5.28)) was implemented for the solution of variational in-
equality (5.18), using Matlab. The sequence aT = .1(1, 12 ,
1
2
, · · · ), and the convergence
tolerance was 10−6. In other words, the absolute value of the difference between each
path flow in two consecutive iterations was less than or equal to this tolerance. The
algorithm was initialized with the path flows equal to 20.
5.2.1 Case 5.1
In Case 5.1, consumers at the demand markets were indifferent between can-
taloupes of Firm 1 and Firm 2. Furthermore, consumers at demand market R2 were
willing to pay relatively more as compared to those at demand market R1. The
corresponding demand price functions were as follows:
Firm 1: ρ11 = −.0001d11 − .0001d21 + 4, ρ12 = −.0001d12 − .0001d22 + 6;
Firm 2: ρ21 = −.0001d21 − .0001d11 + 4, ρ22 = −.0001d22 − .0001d12 + 6.
The arc multipliers, the total operational cost functions, and the total discarding
cost functions are reported in Table 5.1, as well as the decay rates (/day) and the
time durations (days) associated with all the links. These cost functions have been
constructed based on the data of the average costs available on the web (see, e.g.,
Meister (2004a, 2004b)).
Table 5.1 also provides the computed equilibrium product flows on all the links in
Figure 5.2. The computed equilibrium demands for cantaloupes were:
d∗11 = 7.86, d
∗
12 = 123.62, d
∗
21 = 27.19, and d
∗
22 = 139.38.
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Table 5.1. Arc Multipliers, Total Operational Cost and Total Discarding Cost Func-
tions, and Equilibrium Link Flow Solution for Case 5.1
Link a λa ta αa cˆa(f) zˆa(fa) f
∗
a
1 – – 1.00 .005f 21 + .03f1 0.00 76.32
2 – – 1.00 .006f 22 + .02f2 0.00 75.73
3 – – 1.00 .001f 23 + .02f3 0.00 103.74
4 – – 1.00 .001f 24 + .02f4 0.00 105.62
5 .150 0.20 .970 .003f 25 + .01f5 0.00 76.32
6 .150 0.25 .963 .002f 26 + .02f6 0.00 75.73
7 .150 0.30 .956 .001f 27 + .02f7 0.00 103.74
8 .150 0.30 .956 .001f 28 + .01f8 0.00 105.62
9 .040 0.50 .980 .002f 29 + .05f9 .001f
2
9 + 0.02f9 147.01
10 .060 0.50 .970 .001f 210 + .02f10 .001f
2
10 + 0.02f10 200.14
11 .015 1.50 .978 .005f 211 + .01f11 0.00 65.98
12 .015 3.00 .956 .01f 212 + .01f12 0.00 78.12
13 .025 2.00 .951 .005f 213 + .02f13 0.00 96.47
14 .025 4.00 .905 .01f 214 + .01f14 0.00 97.76
15 .010 3.00 .970 .004f 215 + .01f15 .001f
2
15 + 0.02f15 64.51
16 .010 3.00 .970 .004f 216 + .01f16 .001f
2
16 + 0.02f16 74.68
17 .015 3.00 .956 .004f 217 + .01f17 .001f
2
17 + 0.02f17 91.77
18 .015 3.00 .956 .004f 218 + .01f18 .001f
2
18 + 0.02f18 88.45
19 .015 1.00 .985 .005f 219 + .01f19 .001f
2
19 + 0.02f19 7.98
20 .015 3.00 .956 .015f 220 + .1f20 .001f
2
20 + 0.02f20 54.62
21 .015 3.00 .956 .015f 221 + .1f21 .001f
2
21 + 0.02f21 0.00
22 .015 1.00 .985 .005f 222 + .01f22 .001f
2
22 + 0.02f22 72.48
23 .020 1.00 .980 .005f 223 + .01f23 .001f
2
23 + 0.02f23 27.74
24 .020 3.00 .942 .015f 224 + .1f24 .001f
2
24 + 0.02f24 59.99
25 .020 3.00 .942 .015f 225 + .1f25 .001f
2
25 + 0.02f25 0.00
26 .020 1.00 .980 .005f 226 + .01f26 .001f
2
26 + 0.02f26 84.56
The incurred equilibrium prices at each demand market were as follows:
ρ11 = 4.00, ρ12 = 5.97, ρ21 = 4.00, and ρ22 = 5.97.
Furthermore, the profits of two firms were:
U1 = 370.46 and U2 = 454.72.
109
Since consumers do not differentiate the cantaloupes produced by these two firms,
the prices of these two firms’ cantaloupes at each demand market are identical. Due
to the difference in consumers’ willingness to pay, the price at demand market R1 is
relatively lower than the price at demand market R2. Consequently, the distribution
links: 21 and 25, connecting Firm 1 and Firm 2 to demand market R1, respectively,
have zero product flows. In other words, there is no shipment from distribution
centers D12 and D
2
2 to demand market R1. In addition, the volume of product flows on
distribution link 22 (or link 26) is higher than that of distribution link 20 (or link 24),
which indicates that it is more cost-effective to provide fresh fruits from the nearby
distribution centers. As a result of its lower operational costs, Firm 2 dominates both
of these two demand markets, leading to a substantially higher profit.
5.2.2 Case 5.2
The Centers for Disease Control (CDC) has reported 23 cantaloupe-associated
outbreaks between 1984 and 2002, which resulted in 1, 434 people falling ill, 42 hospi-
talizations, and 2 deaths (Bowen et al. (2006)). In Case 5.2, I considered the scenario
that the CDC reported a multi-state cantaloupe-associated outbreak. Due to food
safety and health concerns, the regular consumers of cantaloupes switched to other
fresh fruits. The demand price functions were no longer as in Case 5.1 and were given
by:
Firm 1: ρ11 = −.001d11 − .001d21 + .5, ρ12 = −.001d12 − .001d22 + .5;
Firm 2: ρ21 = −.001d21 − .001d11 + .5, ρ22 = −.001d22 − .001d12 + .5.
The longer time durations associated with shipment links 13 and 14 in Table 5.2,
represent the prolonged transportation from Firm 2’s processor to its distribution
centers in the United States, because of more imported food inspections by the U.S.
Food and Drug Administration (FDA). Therefore, the values of arc multipliers as-
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sociated with links 13 and 14 in Table 5.2 are lower than those in Table 5.1, which
implies more perished cantaloupes generated at this stage. The other arc multipliers,
the total operational and the total discarding cost functions are the same as in Case
5.1, as shown in Table 5.2. The new computed equilibrium link flows are also reported
in Table 5.2.
Table 5.2. Arc Multipliers, Total Operational Cost and Total Discarding Cost Func-
tions, and Equilibrium Link Flow Solution for Case 5.2
Link a λa ta αa cˆa(f) zˆa(fa) f
∗
a
1 – – 1.00 .005f 21 + .03f1 0.00 4.43
2 – – 1.00 .006f 22 + .02f2 0.00 4.40
3 – – 1.00 .001f 23 + .02f3 0.00 5.94
4 – – 1.00 .001f 24 + .02f4 0.00 6.94
5 .150 0.20 .970 .003f 25 + .01f5 0.00 4.43
6 .150 0.25 .963 .002f 26 + .02f6 0.00 4.40
7 .150 0.30 .956 .001f 27 + .02f7 0.00 5.94
8 .150 0.30 .956 .001f 28 + .01f8 0.00 6.94
9 .040 0.50 .980 .002f 29 + .05f9 .001f
2
9 + 0.02f9 8.53
10 .060 0.50 .970 .001f 210 + .02f10 .001f
2
10 + 0.02f10 12.31
11 .015 1.50 .978 .005f 211 + .01f11 0.00 4.82
12 .015 3.00 .956 .01f 212 + .01f12 0.00 3.54
13 .025 3.00 .928 .005f 213 + .02f13 0.00 6.86
14 .025 5.00 .882 .01f 214 + .01f14 0.00 5.09
15 .010 3.00 .970 .004f 215 + .01f15 .001f
2
15 + 0.02f15 4.72
16 .010 3.00 .970 .004f 216 + .01f16 .001f
2
16 + 0.02f16 3.38
17 .015 3.00 .956 .004f 217 + .01f17 .001f
2
17 + 0.02f17 6.36
18 .015 3.00 .956 .004f 218 + .01f18 .001f
2
18 + 0.02f18 4.49
19 .015 1.00 .985 .005f 219 + .01f19 .001f
2
19 + 0.02f19 4.58
20 .015 3.00 .956 .015f 220 + .1f20 .001f
2
20 + 0.02f20 0.00
21 .015 3.00 .956 .015f 221 + .1f21 .001f
2
21 + 0.02f21 0.00
22 .015 1.00 .985 .005f 222 + .01f22 .001f
2
22 + 0.02f22 3.28
23 .020 1.00 .980 .005f 223 + .01f23 .001f
2
23 + 0.02f23 6.08
24 .020 3.00 .942 .015f 224 + .1f24 .001f
2
24 + 0.02f24 0.00
25 .020 3.00 .942 .015f 225 + .1f25 .001f
2
25 + 0.02f25 0.00
26 .020 1.00 .980 .005f 226 + .01f26 .001f
2
26 + 0.02f26 4.29
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The computed equilibrium demands for cantaloupes were:
d∗11 = 4.51, d
∗
12 = 3.24, d
∗
21 = 5.96, and d
∗
22 = 4.21.
The incurred equilibrium prices at each demand market were as follows:
ρ11 = 0.49, ρ12 = 0.49, ρ21 = 0.49, and ρ22 = 0.49.
Furthermore, the profits of two firms were:
U1 = 1.16 and U2 = 1.63.
The demand for cantaloupes is battered by the cantaloupe-associated outbreak,
with significant decreases in demand prices at demand markets R1 and R2. Both
Firm 1 and Firm 2, in turn, experience dramatic declines in their profits. In addition,
additional distribution links: 20, 21, 24, and 25, have zero product flows (as compared
to Case 5.1), since the extremely low demand price cannot cover the costs associated
with long-distance distribution.
5.2.3 Case 5.3
Given the severe shrinkage in the demand for cantaloupes, Firm 1 has real-
ized the importance of regaining consumers’ confidence in its own product after the
cantaloupe-associated outbreak. Thus, Firm 1 had its label of cantaloupes redesigned
in order to incorporate the guarantee of food safety, with additional expenditures as-
sociated with its processing activities. The demand price functions corresponding to
the two demand markets for cantaloupes from these two firms were given by:
Firm 1: ρ11 = −.001d11 − .0005d21 + 2.5, ρ12 = −.0003d12 − .0002d22 + 3;
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Firm 2: ρ21 = −.001d21 − .001d11 + .5, ρ22 = −.001d22 − .001d12 + .5.
The arc multipliers, the total operational and the total discarding cost functions
are the same as in Case 5.2, except for the total operational cost function associated
with the processing link 9. The computed values of the equilibrium link flows are
given in Table 5.3.
The computed equilibrium demands for cantaloupes were:
d∗11 = 17.52, d
∗
12 = 46.46, d
∗
21 = 5.81, and d
∗
22 = 3.58.
The incurred equilibrium prices at each demand market were as follows:
ρ11 = 2.48, ρ12 = 2.99, ρ21 = 0.48, and ρ22 = 0.45.
Furthermore, the profits of two firms were:
U1 = 84.20 and U2 = 1.38.
Based on the above results, consumers differentiate cantaloupes due to food safety
and health concerns in Case 5.3. With the newly designed label, Firm 1 has managed
to encourage the consumption of its cantaloupes at both of these two demand markets,
whereas the demands for Firm 2’s cantaloupes are even lower than those in Case 5.2.
Considering the cantaloupe-associated outbreak, it is certainly not easy to reclaim
the same profit level as in Case 5.1. A comparison of the results in Case 5.2 and
Case 5.3 suggests that practicing product differentiation may be an effective strategy
for a food firm to maintain its profit at an acceptable level. It is also interesting to
note that the demand for Firm 1’s product at demand market R1 in Case 5.3 is even
higher than that of Case 5.1, which is probably caused by the remarkable decrease in
the price as well as the introduced guarantee of food safety.
113
Table 5.3. Arc Multipliers, Total Operational Cost and Total Discarding Cost Func-
tions, and Equilibrium Link Flow Solution for Case 5.3
Link a λa ta αa cˆa(f) zˆa(fa) f
∗
a
1 – – 1.00 .005f 21 + .03f1 0.00 36.92
2 – – 1.00 .006f 22 + .02f2 0.00 36.64
3 – – 1.00 .001f 23 + .02f3 0.00 5.43
4 – – 1.00 .001f 24 + .02f4 0.00 6.44
5 .150 0.20 .970 .003f 25 + .01f5 0.00 36.92
6 .150 0.25 .963 .002f 26 + .02f6 0.00 36.64
7 .150 0.30 .956 .001f 27 + .02f7 0.00 5.43
8 .150 0.30 .956 .001f 28 + .01f8 0.00 6.44
9 .040 0.50 .980 .003f 29 + .06f9 .001f
2
9 + 0.02f9 71.11
10 .060 0.50 .970 .001f 210 + .02f10 .001f
2
10 + 0.02f10 11.35
11 .015 1.50 .978 .005f 211 + .01f11 0.00 36.33
12 .015 3.00 .956 .01f 212 + .01f12 0.00 33.38
13 .025 3.00 .928 .005f 213 + .02f13 0.00 6.68
14 .025 5.00 .882 .01f 214 + .01f14 0.00 4.33
15 .010 3.00 .970 .004f 215 + .01f15 .001f
2
15 + 0.02f15 35.52
16 .010 3.00 .970 .004f 216 + .01f16 .001f
2
16 + 0.02f16 31.91
17 .015 3.00 .956 .004f 217 + .01f17 .001f
2
17 + 0.02f17 6.20
18 .015 3.00 .956 .004f 218 + .01f18 .001f
2
18 + 0.02f18 3.82
19 .015 1.00 .985 .005f 219 + .01f19 .001f
2
19 + 0.02f19 17.78
20 .015 3.00 .956 .015f 220 + .1f20 .001f
2
20 + 0.02f20 16.69
21 .015 3.00 .956 .015f 221 + .1f21 .001f
2
21 + 0.02f21 0.00
22 .015 1.00 .985 .005f 222 + .01f22 .001f
2
22 + 0.02f22 30.96
23 .020 1.00 .980 .005f 223 + .01f23 .001f
2
23 + 0.02f23 5.93
24 .020 3.00 .942 .015f 224 + .1f24 .001f
2
24 + 0.02f24 0.00
25 .020 3.00 .942 .015f 225 + .1f25 .001f
2
25 + 0.02f25 0.00
26 .020 1.00 .980 .005f 226 + .01f26 .001f
2
26 + 0.02f26 3.65
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5.3. Summary of Chapter 5
This chapter focused on food deterioration between production and consump-
tion locations, which poses unique challenges to food supply chain management. In
particular, I developed a network-based food supply chain model under oligopolistic
competition and perishability, with a concentration in fresh produce, such as veg-
etables and fruits. Each food firm is involved in such supply chain activities as the
production, processing, storage, distribution, and even the disposal of the food prod-
ucts, and seeks to determine its optimal product flows throughout its supply chain,
in order to maximize its own profit.
The model captures the food exponential time decay in number of units through
the introduction of arc multipliers, which depend on the time duration and environ-
mental conditions associated with each post-production supply chain activity. The
model also incorporates the discarding costs associated with the disposal of the spoiled
food products at the processing, storage, and distribution stages. Moreover, the com-
petitive model allows consumers to differentiate food products at the demand markets
due to product freshness and food safety concerns. In addition, the flexibility of the
supply chain network topology allows decision-makers to evaluate alternative tech-
nologies involved in various supply chain activities.
I derived the variational inequality formulations of the food supply chain network
Cournot-Nash equilibrium conditions, and studied the qualitative properties of the
equilibrium pattern. I also adopted an algorithm which yields subproblems at each
iteration with nice features for computation. I then illustrated the proposed model
as well as the algorithm by presenting several numerical cases, which focused on the
cantaloupe market in the United States. The results of the case study suggested that
product differentiation may be an effective strategy for a firm to keep itself financially
resilient, especially in times of outbreaks of foodborne diseases.
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This model can be applied – albeit after appropriate modifications – to other
perishable product supply chain problems under oligopolistic competition, and even
with quality competition. The model can further include the supply side as well as
the demand side variability.
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CHAPTER 6
SUPPLY CHAIN NETWORK DESIGN FOR CRITICAL
NEEDS WITH OUTSOURCING
In Chapters 6 and 7, I concentrate on supply chain network design problems in
the humanitarian and healthcare arenas, which are characterized by time-sensitive
demands. In these two chapters, I do not consider elastic demands (as in Chapters
4 and 5), since meeting the humanitarian healthcare needs should be achieved first.
Therefore, in humanitarian logistics and healthcare, cost minimization may be an
appropriate and most relevant criterion or objective function, coupled with the need
to ensure that the demands are met. Note that, the total costs, in these two chap-
ters, are generalized costs associated with various supply chain activities in order to
incorporate not only the financial cost but also the time element, any risk, etc.
In this chapter I consider the design of supply chain networks in the case of critical
needs as may occur, for example, in disasters, emergencies, pending epidemics, and
attacks affecting national security. Here “critical needs” represent products that are
essential to the survival of the population, which can include, for example, vaccines,
medicine, food, water, etc., depending upon the particular application. “Critical”
implies that the demand for the product should be met as nearly as possible in a
timely manner, since otherwise there may be additional loss of life.
The model considers a single organization, such as the government or a major
health organization or corporation that seeks to “produce” the product at several
possible manufacturing plants, have it stored, if need be, and distributed to the de-
mand points. It is assumed that the organization is aware of the total costs associated
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with the various operational supply chain network activities, knows the existing ca-
pacities of the links, and is interested in identifying the additional capacity outlays,
the production amounts, and shipment values so that the demand is satisfied with
associated penalties if the demand is not met (as well as penalties with oversupply,
which are expected to be lower). In addition, the organization has the option of out-
sourcing the production/storage/delivery of the critical product at a fixed/negotiated
price and with the capacities of those entities being fixed and known. The solution of
the model provides the optimal capacity enhancements and volumes of product flows
so as to minimize the total cost, subject to the demands being satisfied, as nearly as
possible, under demand uncertainty.
This chapter is based on Nagurney, Yu, and Qiang (2011). This chapter is orga-
nized as follows. In Section 6.1, I develop the supply chain network design model for
critical needs with outsourcing and derive variational inequality formulations with
elegant features for computations. I also discuss two distinct applications of the
model to vaccine production and emergency preparedness and humanitarian logis-
tics, and provide, for illustration purposes, several simple numerical examples. For
completeness, in Section 6.2, I provide solutions to additional supply chain network
design numerical examples. In Section 6.3, I summarize the results and present the
conclusions.
6.1. The Supply Chain Network Design Model for Critical
Needs
In this section, I develop the supply chain network design model for critical needs.
The organization (the government, corporation, humanitarian organization, etc.) re-
sponsible for ensuring that the demand for the essential product be met is considering
the possible supply chain activities, associated with the product (be it medicine, vac-
cine, water, etc.), which are represented by a network. For clarity and definiteness, I
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consider the network topology depicted in Figure 6.1, but emphasize that the model-
ing framework developed here is not limited to such a network.
The paths joining the origin node to the destination nodes represent sequences
of supply chain network activities that ensure that the product is produced and,
ultimately, delivered to those in need at the demand points. Hence, different supply
chain network topologies to that depicted in Figure 6.1 correspond to distinct supply
chain network problems. For example, if a product can be delivered directly to the
demand points from a manufacturing plant, then there would be a direct link joining
the corresponding nodes.
It is assumed that in the supply chain network topology there exists one path (or
more) joining node 1 with each destination node. This assumption for the supply
chain network design model guarantees that the demand at each demand point will
be met as closely as possible, given the demand uncertainty, as discussed below.
The solution of the model will then yield the optimal product flows and capacity
investments at minimum total cost. Note that the supply chain network schematic,
as in Figure 6.1, provides the foundation upon which the optimal supply chain network
design will be determined.
In particular, as depicted in Figure 6.1, the organization is considering nM man-
ufacturing facilities/plants; nD distribution centers, but must serve the nR demand
points with respective demands given by: d1, d2, . . ., dnR . The links from the top-
tiered node 1 are connected to the possible manufacturing nodes of the organization,
which are denoted, respectively, by: M1, . . . ,MnM , and these links represent the man-
ufacturing links. The links from the manufacturing nodes, in turn, are connected
to the possible distribution center nodes of the organization, and are denoted by
D1,1, . . . , DnD,1. These links correspond to the possible shipment links between the
manufacturing plants and the distribution centers where the product will be stored.
The links joining nodes D1,1, . . . , DnD,1 with nodes D1,2, . . . , DnD,2 correspond to the
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possible storage links. Finally, there are possible shipment links joining the nodes
D1,2, . . . , DnD,2 with the demand nodes: R1, . . . , RnR . There are also outsourcing
links, which are represented by the curved links, joining the top node to each bottom
node. The organization does not control the capacities on these links since they have
been established by the particular firm that corresponds to the outsource link prior.
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Figure 6.1. Supply Chain Network Topology with Outsourcing
The supply chain network consists of the graph G = [N,L], where N denotes the
set of nodes and L the set of links. Let L1 and L2 denote the links associated with
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“in house” supply chain activities and the outsourcing activities, respectively. Then
L ≡ L1 ∪ L2. Let nL1 and nL2 denote the number of links in the link set L1 and L2
respectively. Note that G represents the topology of the full supply chain network
possibilities (as in Figure 6.1, for example). The ultimate solution of the complete
model will yield the optimal supply chain network design.
A path p in the network (see, e.g., Figure 6.1) joining node 1, which is the origin
node, to a demand node, which is a destination node, represents the activities and
their sequence associated with producing the product and having it, ultimately, de-
livered to those in need. Let wk denote the pair of origin/destination (O/D) nodes
(1, Rk) and let Pwk denote the set of paths, which represent alternative associated
possible supply chain network processes, joining (1, Rk). P then denotes the set of all
paths joining node 1 to the demand nodes. Let nP denote the number of paths from
the organization to the demand markets.
Let xp represent the nonnegative flow of the product on path p joining (origin)
node 1 with a (destination) demand node that the organization is to supply with the
critical product. Note that the paths corresponding to outsourcing consist of single
links. In addition, these links are not contained in any other paths in the network.
For the convenience of expression, let
vk ≡
∑
p∈Pwk
xp, k = 1, . . . , nR, (6.1)
where vk can be interpreted as the projected demand at demand market Rk; k =
1, . . . , nR.
The demand at each demand point is assumed to be uncertain with a known prob-
ability distribution. Let dk denote the demand at demand point Rk; k = 1, . . . , nR,
which is a random variable with probability density function given by Fk(t). Let
Pk be the probability distribution function of dk, that is, Pk(Dk) = Pk(dk ≤ Dk) =∫ Dk
0
Fk(t)d(t). Then,
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∆−k ≡ max{0, dk − vk}, k = 1, . . . , nR, (6.2)
∆+k ≡ max{0, vk − dk}, k = 1, . . . , nR, (6.3)
where ∆−k and ∆
+
k represent the supply shortage and surplus at demand point Rk,
respectively.
It has been argued by researchers that the demand in networks such as humani-
tarian aid supply chains is uncertain. At the same time, a relatively prompt response
time may be required. It is, therefore, imperative for the cognizant organization to be
fully prepared in terms of demand estimation in order to be able to fulfill the demand
in a timely fashion (see, e.g., Beamon and Kotleba (2006a) and Altay (2008)).
The expected values of ∆−k and ∆
+
k are given by:
E(∆−k ) =
∫ ∞
vk
(t− vk)Fk(t)d(t), k = 1, . . . , nR, (6.4)
E(∆+k ) =
∫ vk
0
(vk − t)Fk(t)d(t), k = 1, . . . , nR. (6.5)
The unit penalty of supply shortage at demand point Rk is λ
−
k and that of supply
surplus is λ+k . The expected total penalty at demand point Rk; k = 1, . . . , nR, is,
hence,
E(λ−k ∆
−
k + λ
+
k ∆
+
k ) = λ
−
k E(∆
−
k ) + λ
+
k E(∆
+
k ). (6.6)
Note that λ+k denotes the unit penalty cost of having excessive supply at Rk, which
includes the inventory cost, the cost of spoilage for a perishable product, as well as the
disposal cost, if relevant. λ−k , in turn, denotes the unit penalty cost of having a supply
shortage at Rk, which corresponds to the social cost, associated with the loss of the
well-being of the population, due to a shortage. Similar examples of penalty costs due
to excessive supplies as well as to shortages, respectively, can be found in the literature
(see, e.g., Dong, Zhang, and Nagurney (2004) and Nagurney and Matsypura (2005)).
In the case of critical needs products such penalty costs are especially relevant since
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excessive supplies of critical needs products may lead to waste and environmental
damage whereas shortages of critical needs products may lead to suffering and even
death. These penalties can be assessed by the authority who is contracting with the
organization to deliver the critical needs product.
Links are denoted by a, b, etc. Let fa denote the flow of the product on link a.
Hence, the following conservation of flow equations must be satisfied:
fa =
∑
p∈P
xpδap, ∀a ∈ L, (6.7)
that is, the total amount of a product on a link is equal to the sum of the flows of
the product on all paths that utilize that link.
Of course, the path flows must be nonnegative, that is,
xp ≥ 0, ∀p ∈ P, (6.8)
since the product will be produced in nonnegative quantities.
The path flows, the link flows, and the projected demands are grouped into the
respective vectors x, f , and v.
Associated with each link (cf. Figure 6.1) of the network is a total cost that
reflects the total cost of operating the particular supply chain activity, that is, the
manufacturing of the product, the shipment of the product, the storage of the product,
etc., over the time horizon underlying the design problem. Recall that, the total costs
are generalized costs and may include, for example, time, risk, etc. The total cost on
a link, be it a manufacturing/production link, a shipment link, or a storage link is
assumed to be a function of the flow of the product on the link (see Nagurney (2006,
2009) and the references therein), that is,
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cˆa = cˆa(fa), ∀a ∈ L. (6.9a)
The total cost on an outsource link is also of the form in (6.9a), with the proviso
that a fixed positive price ρa is assumed to be charged for a unit of the product,
which is negotiated between the outsource firm associated with that link and the
organization. Hence, the total cost on an outsource link a takes the explicit form:
cˆa = ρafa, ∀a ∈ L2. (6.9b)
The total cost on each link is assumed to be convex and is continuously differen-
tiable.
The nonnegative existing capacity on a link a is denoted by u¯a, ∀a ∈ L. Note
that the organization can add capacity to the “in house” link a; ∀a ∈ L1. The total
investment cost of adding capacity ua on link a is denoted by pˆia, ∀a ∈ L1, and is
assumed to be a function of the added capacity on the link, that is,
pˆia = pˆia(ua), ∀a ∈ L1. (6.10)
These functions are assumed to be convex and continuously differentiable. The added
link capacities are grouped into the vector u.
The supply chain network design optimization problem for critical needs faced by
the organization can be expressed as follows. The organization wishes to determine
which manufacturing plants it should operate and at what level; the same for the
distribution centers, as well as how much of the product should be outsourced. In
addition, the organization seeks to determine the capacity levels of the shipment
links as well. The organization seeks to minimize the total costs associated with
124
its production, storage, and distribution activities, along with the total investment
outlays to achieve the activity levels as given by the capacities on its various links,
and the volumes of the product outsourced, subject to the demand being satisfied
as nearly as possible at the demand points with associated penalties if the demands
are not met. The total cost includes the total cost of operating the various links, the
total cost of capacity investments, and the expected total supply shortage/surplus
penalty. Hence, the organization must solve the following problem:
Minimize
∑
a∈L
cˆa(fa) +
∑
a∈L1
pˆia(ua) +
nR∑
k=1
(λ−k E(∆
−
k ) + λ
+
k E(∆
+
k )), (6.11)
subject to: constraints (6.1), (6.7), (6.8), and
fa ≤ u¯a + ua, ∀a ∈ L1, (6.12)
fa ≤ u¯a, ∀a ∈ L2, (6.13)
0 ≤ ua, ∀a ∈ L1. (6.14)
Constraint (6.13) reflects that the outsource firms cannot produce/deliver more of
the product than their existing capacity on the corresponding link. Constraint (6.14)
indicates that the existing capacities are not allowed to be reduced in this problem,
but can be increased or remain unchanged. Constraint (6.12), in turn, guarantees
that the product flow on a link does not exceed that link’s capacity.
In view of (6.1) through (6.5), λ−k E(∆
−
k ) + λ
+
k E(∆
+
k ) is a function of the path
flow vector x. Objective function (6.11), in light of the above, and in lieu of (6.7),
can, hence, be expressed solely in terms of the path flow variables and the capacity
enhancement variables, and the same holds true for the constraints (6.12) through
(6.14) with the proviso of (6.8).
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I now present some additional preliminaries. For each O/D pair wk,
∂E(∆−k )
∂xp
=
∂E(∆−k )
∂vk
· ∂vk
∂xp
= Pk
 ∑
p∈Pwk
xp
− 1, ∀p ∈ Pwk , (6.15)
∂E(∆+k )
∂xp
=
∂E(∆+k )
∂vk
· ∂vk
∂xp
= Pk
 ∑
p∈Pwk
xp
 , ∀p ∈ Pwk , (6.16)
and
∂2
∂x2p
[λ−k E(∆
−
k ) + λ
+
k E(∆
+
k )] = (λ
−
k + λ
+
k )Fk
 ∑
p∈Pwk
xp
 , ∀p ∈ Pwk . (6.17)
Hence, it is obvious that λ−k E(∆
−
k ) + λ
+
k E(∆
+
k ) is convex.
Clearly, the solution of the above optimization problem will yield the product flows
and the link capacities that minimize the total costs associated with the supply chain
network design faced by the organization. Under the above imposed assumptions, the
optimization problem is a convex optimization problem.
The Lagrange multiplier ωa is assigned to constraint (6.12) for link a ∈ L1 and
the associated optimal Lagrange multiplier is denoted by ω∗a. Similarly, Lagrange
multiplier γa is associated with constraint (6.13) for link a ∈ L2 with the optimal
multiplier denoted by γ∗a. These two terms may also be interpreted as the price or
value of an additional unit of capacity on link a. These Lagrange multipliers are
grouped into the vectors ω and γ, respectively.
Let K denote the feasible set such that
K ≡ {(x, u, ω, γ)|x ∈ RnP+ , u ∈ RnL1+ , ω ∈ RnL1+ , and γ ∈ RnL2+ }. (6.18)
I now provide variational inequality formulations of the problem in both path
flows and in link flows, respectively.
126
Theorem 6.1
The optimization problem (6.11), subject to the constraints above, is equivalent to
the variational inequality problem: determine the vector of optimal path flows, the
vector of optimal link capacity enhancements, and the vectors of optimal Lagrange
multipliers (x∗, u∗, ω∗, γ∗) ∈ K, such that:
nR∑
k=1
∑
p∈Pwk
∂Cˆp(x∗)
∂xp
+
∑
a∈L1
ω∗aδap +
∑
a∈L2
γ∗aδap + λ
+
k Pk
 ∑
p∈Pwk
x∗p

−λ−k
1− Pk
 ∑
p∈Pwk
x∗p
× [xp − x∗p]
+
∑
a∈L1
[
∂pˆia(u
∗
a)
∂ua
− ω∗a
]
× [ua − u∗a] +
∑
a∈L1
[
u¯a + u
∗
a −
∑
p∈P
x∗pδap
]
× [ωa − ω∗a]
+
∑
a∈L2
[
u¯a −
∑
p∈P
x∗pδap
]
× [γa − γ∗a] ≥ 0, ∀(x, u, ω, γ) ∈ K, (6.19)
where ∂Cˆp(x)
∂xp
≡∑a∈L ∂cˆa(fa)∂fa δap for paths p ∈ Pwk ; k = 1, . . . , nR.
In addition, (6.19) can be re-expressed in terms of links flows as: determine the
vector of optimal link flows, the vectors of optimal projected demands and link capacity
enhancements, and the vectors of optimal Lagrange multipliers (f ∗, v∗, u∗, ω∗, γ∗) ∈
K1, such that:
∑
a∈L1
[
∂cˆa(f
∗
a )
∂fa
+ ω∗a
]
×[fa − f ∗a ] +
∑
a∈L2
[
∂cˆa(f
∗
a )
∂fa
+ γ∗a
]
× [fa − f ∗a ]
+
∑
a∈L1
[
∂pˆia(u
∗
a)
∂ua
− ω∗a
]
× [ua − u∗a]
+
nR∑
k=1
[λ+k Pk(v
∗
k)− λ−k (1− Pk(v∗k))]× [vk − v∗k]
+
∑
a∈L1
[u¯a + u
∗
a − f ∗a ]× [ωa − ω∗a]
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+
∑
a∈L2
[u¯a − f ∗a ]× [γa − γ∗a] ≥ 0, ∀(f, v, u, ω, γ) ∈ K1, (6.20)
where K1 ≡ {(f, v, u, ω, γ)|∃x, such that (6.1), (6.7), (6.8), and (6.14) hold, andω ≥
0, γ ≥ 0}.
Proof: See Bertsekas and Tsitsiklis (1989) page 287.
Variational inequalities (6.19) can be put into standard form (cf. (2.1)), which
can be expressed as: determine X∗ ∈ K such that:
〈F (X∗)T, X −X∗〉 ≥ 0, ∀X ∈ K, (6.21)
where K ≡ K, X ≡ (x, u, ω, γ), and F (X) ≡ (F1(X), F2(X), F3(X), F4(X)), such
that
F1(X) =
∂Cˆp(x)
∂xp
+
∑
a∈L1
ωaδap +
∑
a∈L2
γaδap + λ
+
k Pk
 ∑
p∈Pwk
xp

−λ−k
1− Pk
 ∑
p∈Pwk
xp
 ; p ∈ Pwk ; k = 1, . . . , nR
 , (6.22a)
F2(X) =
[
∂pˆia(ua)
∂ua
− ωa; a ∈ L1
]
, (6.22b)
F3(X) =
[
u¯a + ua −
∑
p∈P
xpδap; a ∈ L1
]
, (6.22c)
F4(X) =
[
u¯a −
∑
p∈P
xpδap; a ∈ L2
]
. (6.22d)
Specifically, variational inequality (6.19) can be solved using the Euler method,
which is induced by the general iterative scheme of Dupuis and Nagurney (1993) and
which I fully discussed in Section 2.5.3.
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Explicit Formulae for the Euler Method Applied to the Supply Chain
Network Design Variational Inequality (6.19)
(2.46) for the supply chain design network problem governed by variational inequality
problem (6.19) yields the following closed form expressions for the product path flows,
the capacity enhancements, and the Lagrange multipliers, respectively:
xT +1p = max{0, xTp + aT (λ−k (1− Pk(
∑
p∈Pwk
xTp ))− λ+k Pk(
∑
p∈Pwk
xTp )
−∂Cˆp(x
T )
∂xp
−
∑
a∈L1
ωTa δap −
∑
a∈L2
γTa δap)}, ∀p ∈ P ; (6.23)
uT +1a = max{0, uTa + aT (ωTa −
∂pˆia(u
T
a )
∂ua
)}, ∀a ∈ L1; (6.24)
ωT +1a = max{0, ωTa + aT (
∑
p∈P
xTp δap − u¯a − uTa )}, ∀a ∈ L1. (6.25)
γT +1a = max{0, γTa + aT (
∑
p∈P
xTp δap − u¯a)}, ∀a ∈ L2. (6.26)
Once problem (6.19) is solved, I can obtain the solution (f ∗, u∗) (by using (6.7),
which relates the link flows to the path flows) that minimizes the total cost (cf. (6.11))
associated with the design of the supply chain network for critical needs.
6.1.1 Applications to Vaccine Production and Emergency Preparedness
and Humanitarian Logistics
I now provide two specific applications of the above model. The first application
is to the production of H1N1 vaccine and the second application is to a specific
humanitarian logistics operation which also illustrates the importance of emergency
preparedness.
Consider a vaccine manufacturer such as Sanofi-Aventis who is gearing up for next
year’s production of H1N1 (swine) flu vaccine. Since it already has been involved in
such a vaccine production this year it has some existing capacity. Governments around
the world are beginning to contract with this company for next year’s flu vaccine.
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By applying the general theoretical model to the company’s data, which would also
include the projected demand forecasts based on the needs of the populations that it
is to serve (and based on information provided by the contracting governments), the
firm can determine whether it needs to expand its facilities (or not), how much of the
vaccine to produce where, how much to store where, and how much to have shipped
to the various demand points. Also, it can determine whether it should outsource
any of its vaccine production and at what level. The solution of the model yields the
minimal total cost with the inclusion of penalties, in this application, to be higher for
underproduction and lower for overproduction. These penalties, in this case, can be
assessed also by the contracting governments. The firm by solving the model with its
company-relevant data can then ensure that the price that it receives for its vaccine
production and delivery is appropriate and that it recovers its incurred costs and
obtains, if negotiated correctly, an equitable profit.
Another application is to emergency preparedness and humanitarian logistics. In
August 2005, Hurricane Katrina hit the US and this natural disaster cost immense
damage with repercussions that continue to this day. Wal-Mart, the global corpora-
tion, was at the forefront of hurricane relief (see Barbara and Gillis (2005)). While US
state and federal officials came under severe criticism for their handling of the storm’s
aftermath, Wal-Mart had prepared in advance and through its logistical efficiencies
had dozens of trucks loaded with supplies for delivery before the hurricane even hit
landfall. It was able to deliver much needed supplies in the form of food and water
to the needy citizens and took advantage of its major distribution center which is
located in the state of Mississippi.
A company can, using the above model, prepare and plan for an emergency such
as a natural disaster in the form of a hurricane and identify where to store a necessary
product (such as food packets, for example) so that the items can be delivered to the
demand points in a timely manner and at minimal total cost. Note that, in the case of
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Wal-Mart and Hurricane Katrina, Wal-Mart had existing capacity in the form of its
large distribution center and numerous stores in the southern region of the US where
Hurricane Katrina had its greatest physical impact. Hence, it was able to distribute
needed supplies and, in addition, achieved an enormous amount of goodwill.
6.1.2 Simple Supply Chain Network Design Numerical Examples
In order to further illustrate the above model, I now present several simple exam-
ples.
Consider the supply chain network topology in Figure 6.2 in which the organization
is considering a single manufacturing plant, a single distribution center for storing the
critical need product and is to serve a single demand point. The links are labeled as
in Figure 6.2, that is, a, b, c, d, and e, with e denoting the outsourcing link.
Below I provide solutions to four supply chain network design examples, all of
which consider the initial topology given in Figure 6.2.
Organization
e
1k
a
?
M1k
?
b
D1,1k
c
?
d
D1,2k
?kR1
Demand Point
Figure 6.2. Simple Network for the Numerical Examples in Section 6.1.2
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6.1.2.1 Example 6.1
The total cost functions on the links were:
cˆa(fa) = .5f
2
a + fa, cˆb(fb) = .5f
2
b + 2fb, cˆc(fc) = .5f
2
c + fc, cˆd(fd) = .5f
2
d + 2fd,
cˆe(fe) = 5fe.
The capacity investment cost functions were: pˆia(ua) = .5u
2
a + ua, ∀a ∈ L1.
The existing capacities were: u¯a = 0, ∀a ∈ L1, and u¯e = 2.
The paths were defined as: p1 = (a, b, c, d) and p2 = e with O/D pair w1 = (1, R1).
The demand for the product followed a uniform distribution on the interval [0, 10]
so that: P1(
∑
p∈Pw1 xp) =
∑
p∈Pw1
xp
10
.
The penalties were: λ−1 = 10 and λ
+
1 = 0.
The path flow solution was: x∗p1 = 0.00, x
∗
p2
= 2.00, which corresponds to the link
flow pattern: f ∗a = f
∗
b = f
∗
c = f
∗
d = 0.00, f
∗
e = 2.00.
The capacity investments were: u∗a = 0.00, ∀a ∈ L1.
The optimal Lagrange multipliers were: ω∗a = 1.00, ∀a ∈ L1, and γ∗e = 3.00.
Hence, the critical product was obtained and delivered to the demand point ex-
clusively through outsourcing.
It is easy to verify that, indeed, the above solution satisfies variational inequality
(6.19). Since the current capacities on the “in-house” supply chain links are zero,
it is more costly to expand them than to outsource. Consequently, the organization
chooses to outsource the product for production and delivery. The optimal supply
chain network design for Example 6.1, hence, corresponds to the network in Figure
6.2 but with the only remaining link being link e since the capacities (and flows) on
all other links are zero at the optimal solution.
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6.1.2.2 Example 6.2
Example 6.2 had the same data as Example 6.1 except that the penalty associated
with product shortage was increased from 10 to 50, that is, λ−1 = 50.
The new solution was as follows. The path flow solution was now: x∗p1 = 2.31,
x∗p2 = 2.00, which corresponds to the link flow pattern: f
∗
a = f
∗
b = f
∗
c = f
∗
d = 2.31,
f ∗e = 2.00.
The capacity investments were: u∗a = 2.31, ∀a ∈ L1.
The optimal Lagrange multipliers were: ω∗a = 3.31, ∀a ∈ L1, and γ∗e = 23.46.
Hence, the critical product was now manufactured and distributed by the organi-
zation and also outsourced.
Since the penalty cost for under-supplying is increased, the organization increases
its “in-house” capacity and product output. The optimal supply chain network design
is as in Figure 6.2 since now all links have positive capacities and flows.
6.1.2.3 Example 6.3
Example 6.3 had the same data as Example 6.2 except that u¯a = 3 for all the
links a ∈ L1. This means that the organization does not have to construct its supply
chain activities from scratch as in Examples 6.1 and 6.2 but does have some existing
capacity.
The new path flow solution was: x∗p1 = 3.23, x
∗
p2
= 2.00, which corresponds to the
link flow pattern: f ∗a = f
∗
b = f
∗
c = f
∗
d = 3.23, f
∗
e = 2.00.
The capacity investments were: u∗a = 0.23, ∀a ∈ L1.
The optimal Lagrange multipliers were: ω∗a = 1.23, ∀a ∈ L1, and γ∗e = 18.84.
Given the existing capacities on the “in-house” supply chain links, the organization
chooses to supply more critical product from the local manufacturers and distributors.
The optimal supply chain network design remains as in Figure 6.2 since now all links
have positive capacities and flows.
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6.1.2.4 Example 6.4
Example 6.4 had the total cost functions on the links given by:
cˆa(fa) = f
2
a , cˆb(fb) = f
2
b , cˆc(fc) = f
2
c , cˆd(fd) = f
2
d , cˆe(fe) = 100fe.
The capacity investment cost functions were: pˆia(ua) = u
2
a, ∀a ∈ L1.
The existing capacities were: u¯a = 10, ∀a ∈ L.
The paths were defined, as in the previous examples, that is: p1 = (a, b, c, d) and
p2 = e.
The demand for the product followed a uniform distribution on the interval [10, 20]
so that P1(
∑
p∈Pw1 xp) =
∑
p∈Pw1
xp−10
10
.
The penalties were: λ−1 = 1000 and λ
+
1 = 10.
The path flow solution was: x∗p1 = 11.25, x
∗
p2
= 7.66, which corresponds to the
link flow pattern: f ∗a = f
∗
b = f
∗
c = f
∗
d = 11.25, f
∗
e = 7.66.
The capacity investments were: u∗a = 1.25, ∀a ∈ L1.
The optimal Lagrange multipliers were: ω∗a = 2.50, ∀a ∈ L1, and γ∗e = 0.00.
In this example, since the penalty cost for under-supplying is much higher than
that of over-supplying, the organization needs to both expand the “in-house” capac-
ities and to outsource the production and delivery of the product to the demand
point.
6.2. Additional Numerical Examples
The Euler method for the solution of variational inequalities (6.19) was imple-
mented in FORTRAN. A Unix system at the University of Massachusetts Amherst
was used for all the computations below. As reported in Nagurney, Yu, and Qiang
(2011), the sequence aT was set to be .1(1, 12 ,
1
2
, . . .). The convergence tolerance was
 = 10−5. The projected demand at each demand point was initialized to 100, and
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was equally distributed among the paths joining node 1 to each demand point. All
other variables were initialized to zero.
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Figure 6.3. The Supply Chain Network Topology for the Examples in Section 6.2
The supply chain network topology for all the examples in this section is as de-
picted in Figure 6.3, with the links defined by numbers as in Figure 6.3. The numeri-
cal examples, hence, consisted of an organization faced with 3 possible manufacturing
plants, 2 distribution centers, and had to supply the 3 demand points. Also, as in Fig-
ure 6.3, there were 3 outsourcing possibilities, with each such firm (or firms) serving
a specific demand point.
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The data for the specific examples along with the solutions are reported in the
corresponding tables below. The solutions are reported in link form due to the number
of paths.
6.2.1 Example 6.5
The demands at the three demand points were assumed to follow a uniform prob-
ability distribution function on the intervals [0, 10], [0, 20], and [0, 30], respectively,
so that
P1(
∑
p∈Pw1
xp) =
∑
p∈Pw1 xp
10
,
P2(
∑
p∈Pw2
xp) =
∑
p∈Pw2 xp
20
,
P3(
∑
p∈Pw3
xp) =
∑
p∈Pw3 xp
30
,
where w1 = (1, R1), w2 = (1, R2), and w3 = (1, R3).
The penalties were:
λ−1 = 50, λ
+
1 = 0,
λ−2 = 50, λ
+
2 = 0,
λ−3 = 50, λ
+
3 = 0.
The capacities associated with the three outsourcing links were:
u¯18 = 5, u¯19 = 10, u¯20 = 5.
u¯a = 0 for all links a ∈ L1. In other words, the organization began its supply
chain network activities from “scratch” and was assumed in this example to have no
existing capacities.
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The total cost functions are provided in Table 6.1 where the computed solution
using the Euler method is also reported.
Note that the optimal supply chain network design for Example 6.5 is, hence, as in
Figure 6.3 but with links 13, 15, and 16 removed since those links have zero capacities
and associated flows. Note that the organization takes advantage of outsourcing to
the full capacity available.
Table 6.1. Total Cost Functions and Solution for Example 6.5
Link a cˆa(fa) pˆia(ua) f
∗
a u
∗
a ω
∗
a γ
∗
a
1 f 21 + 2f1 .5u
2
1 + u1 1.34 1.34 2.34 –
2 .5f 22 + f2 .5u
2
2 + u2 2.47 2.47 3.47 –
3 .5f 23 + f3 .5u
2
3 + u3 2.05 2.05 3.05 –
4 1.5f 24 + 2f4 .5u
2
4 + u4 0.61 0.61 1.61 –
5 f 25 + 3f5 .5u
2
5 + u5 0.73 0.73 1.73 –
6 f 26 + 2f6 .5u
2
6 + u6 0.83 0.83 1.83 –
7 .5f 27 + 2f7 .5u
2
7 + u7 1.64 1.64 2.64 –
8 .5f 28 + 2f8 .5u
2
8 + u8 1.67 1.67 2.67 –
9 f 29 + 5f9 .5u
2
9 + u9 0.37 0.37 1.37 –
10 .5f 210 + 2f10 .5u
2
10 + u10 3.11 3.11 4.11 –
11 f 211 + f11 .5u
2
11 + u11 2.75 2.75 3.75 –
12 .5f 212 + 2f12 .5u
2
12 + u12 0.04 0.04 1.04 –
13 .5f 213 + 5f13 .5u
2
13 + u13 0.00 0.00 0.45 –
14 f 214 .5u
2
14 + u14 3.07 3.07 4.07 –
15 f 215 + 2f15 .5u
2
15 + u15 0.00 0.00 0.45 –
16 .5f 216 + 3f16 .5u
2
16 + u16 0.00 0.00 0.45 –
17 .5f 217 + 2f17 .5u
2
17 + u17 2.75 2.75 3.75 –
18 10f18 – 5.00 – – 14.77
19 12f19 – 10.00 – – 13.00
20 15f20 – 5.00 – – 16.96
6.2.2 Example 6.6
Example 6.6 had the identical data to that in Example 6.5 except that now the
organization was assumed to have capacities on its supply chain network activities
where u¯a = 10, for all a ∈ L1. The complete data for Example 6.6 and the solution
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are given in Table 6.2. As can be seen from Table 6.2, links 13 and 15 now have
positive associated flows although at very low levels.
Table 6.2. Total Cost Functions and Solution for Example 6.6
Link a cˆa(fa) pˆia(ua) f
∗
a u
∗
a ω
∗
a γ
∗
a
1 f 21 + 2f1 .5u
2
1 + u1 1.84 0.00 0.00 –
2 .5f 22 + f2 .5u
2
2 + u2 4.51 0.00 0.00 –
3 .5f 23 + f3 .5u
2
3 + u3 3.85 0.00 0.00 –
4 1.5f 24 + 2f4 .5u
2
4 + u4 0.88 0.00 0.00 –
5 f 25 + 3f5 .5u
2
5 + u5 0.97 0.00 0.00 –
6 f 26 + 2f6 .5u
2
6 + u6 1.40 0.00 0.00 –
7 .5f 27 + 2f7 .5u
2
7 + u7 3.11 0.00 0.00 –
8 .5f 28 + 2f8 .5u
2
8 + u8 3.47 0.00 0.00 –
9 f 29 + 5f9 .5u
2
9 + u9 0.38 0.00 0.00 –
10 .5f 210 + 2f10 .5u
2
10 + u10 5.75 0.00 0.00 –
11 f 211 + f11 .5u
2
11 + u11 4.46 0.00 0.00 –
12 .5f 212 + 2f12 .5u
2
12 + u12 0.82 0.00 0.00 –
13 .5f 213 + 5f13 .5u
2
13 + u13 0.52 0.00 0.00 –
14 f 214 .5u
2
14 + u14 4.41 0.00 0.00 –
15 f 215 + 2f15 .5u
2
15 + u15 0.00 0.00 0.00 –
16 .5f 216 + 3f16 .5u
2
16 + u16 0.05 0.00 0.00 –
17 .5f 217 + 2f17 .5u
2
17 + u17 4.41 0.00 0.00 –
18 10f18 – 5.00 – – 10.89
19 12f19 – 10.00 – – 11.59
20 15f20 – 5.00 – – 11.96
6.2.3 Example 6.7
Example 6.7 had the same data as Example 6.6 except that the probability dis-
tributions were different so that:
P1(
∑
p∈Pw1
xp) =
∑
p∈Pw1 xp
110
,
P2(
∑
p∈Pw2
xp) =
∑
p∈Pw2 xp
120
,
P3(
∑
p∈Pw3
xp) =
∑
p∈Pw3 xp
130
.
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The complete total cost data and solution for Example 6.7 are reported in Table
6.3. The optimal supply chain network design for Example 6.7 has the topology given
in Figure 6.3 since there are now positive flows on all the links. It is also interesting
to note the increase in production volumes by the organization at its manufacturing
plants; see f ∗1 , f
∗
2 , and f
∗
3 in Table 6.3, as compared to the analogous flows for
Examples 6.5 and 6.6 in Tables 6.1 and 6.2, respectively.
Table 6.3. Total Cost Functions and Solution for Example 6.7
Link a cˆa(fa) pˆia(ua) f
∗
a u
∗
a ω
∗
a γ
∗
a
1 f 21 + 2f1 .5u
2
1 + u1 4.23 0.00 0.00 –
2 .5f 22 + f2 .5u
2
2 + u2 9.06 0.00 0.00 –
3 .5f 23 + f3 .5u
2
3 + u3 8.61 0.00 0.00 –
4 1.5f 24 + 2f4 .5u
2
4 + u4 2.05 0.00 0.00 –
5 f 25 + 3f5 .5u
2
5 + u5 2.18 0.00 0.00 –
6 f 26 + 2f6 .5u
2
6 + u6 3.28 0.00 0.00 –
7 .5f 27 + 2f7 .5u
2
7 + u7 5.77 0.00 0.00 –
8 .5f 28 + 2f8 .5u
2
8 + u8 7.01 0.00 0.00 –
9 f 29 + 5f9 .5u
2
9 + u9 1.61 0.00 0.00 –
10 .5f 210 + 2f10 .5u
2
10 + u10 12.34 2.34 3.34 –
11 f 211 + f11 .5u
2
11 + u11 9.56 0.00 0.00 –
12 .5f 212 + 2f12 .5u
2
12 + u12 5.82 0.00 0.00 –
13 .5f 213 + 5f13 .5u
2
13 + u13 2.38 0.00 0.00 –
14 f 214 .5u
2
14 + u14 4.14 0.00 0.00 –
15 f 215 + 2f15 .5u
2
15 + u15 2.09 0.00 0.00 –
16 .5f 216 + 3f16 .5u
2
16 + u16 2.75 0.00 0.00 –
17 .5f 217 + 2f17 .5u
2
17 + u17 4.72 0.00 0.00 –
18 10f18 – 5.00 – – 34.13
19 12f19 – 10.00 – – 31.70
20 15f20 – 5.00 – – 29.66
6.2.4 Remark
In Tables 6.1, 6.2, and 6.3, there are no γ∗a values for links 1 through 17 since γa
is the Lagrange multiplier associated with constraint (6.13), which only relates to the
outsourcing links. Furthermore, links 18, 19, and 20 are outsourcing links and they
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do not have any added capacities. Hence, the associated capacity investment costs
and the Lagrange multipliers are not needed in the formulation and solution.
6.3. Summary of Chapter 6
In this chapter, I developed an integrated framework for the design of supply chain
networks for critical products such as vaccines, medicines, food, etc., which may be
used in preparation (and response) to pandemics, disasters, attacks, etc. The model
utilizes cost minimization within a system-optimization perspective as the primary
objective and captures rigorously the uncertainty associated with the demand for
critical products at the various demand points. In addition, the supply chain network
design model allows for the investment of enhanced link capacities associated with
such supply chain activities as manufacturing, storage, and distribution. Moreover,
it allows for nonnegative initial capacities on the supply chain activities that the
organization controls. The organization contracts the outsource product volumes at
a fixed price. Finally, the model allows for the investigation of whether the product
should be outsourced or produced in-house.
The methodology utilized for the formulation and solution of the supply chain
network design model for critical needs is that of the theory of variational inequal-
ities. The formulation allows for the implementation of an algorithm which yields
subproblems at each iteration, each of which can be solved explicitly and in closed
form. Since the model makes use of continuous variables exclusively (as opposed
to binary variables), this feature enables effective and efficient solution of numerical
problems based on this framework.
The framework developed here can be applied in numerous situations in which the
goal is to produce and deliver a critical product at minimal cost so as to satisfy the
demand at various demand points, as closely as possible, given associated penalties
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for under-supply (and, if also relevant, for over-supply, expected to be lower than the
former).
The model was discussed in the context of distinct applications, specifically, to
vaccine production as well as to emergency preparedness and humanitarian logistics.
The model was also illustrated with a spectrum of numerical examples for which
the optimal product flows, capacity enhancements, as well as Lagrange multipliers
associated with the constraints were computed.
This chapter is a contribution to the literature of supply chain networks with a
focus on design, and humanitarian and healthcare applications.
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CHAPTER 7
MULTIPRODUCT HUMANITARIAN HEALTHCARE
SUPPLY CHAIN NETWORK DESIGN
In this chapter, I extend the supply chain network design/redesign model devel-
oped by Nagurney (2010b) to the case of multiple products, with particular relevance
to humanitarian healthcare. The model allows for the determination of the optimal
capacities of supply chain network activities, in the form of: manufacturing, storage,
and distribution, as well as the optimal multiple product flows, and identifies at what
minimal total cost the demands for the products at the various points are achievable.
Recall that, the total cost is a generalized cost and can also capture time consumption
associated with various supply chain activities.
I focus on the production of multiple products at minimal total cost (see also
Nagurney (2010b)). I allow, as described in Section 7.1, for the total cost function
associated with a given product and a given supply chain link to be distinct for each
product and each supply chain network link. The model may be utilized for the de-
termination of the optimal allocation of resources for multiple vaccine and medicine
production, storage, and distribution to points of need in the case of disasters, epi-
demics, or pandemics. The flexibility of the model in this chapter allows a firm to
evaluate the redesign of its supply chain network in the case of increased demands,
for example, as might occur during a pending health crisis, including a flu pandemic.
Therefore, the model is sufficiently general to handle supply chain network design,
as well as redesign, and can be used by organizations to quantify the humanitarian
healthcare supply chain costs in a transparent way to stakeholders, including govern-
ments and funding agencies.
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This chapter is based on Nagurney, Yu, and Qiang (2012). This chapter is orga-
nized as follows. In Section 7.1, I introduce the multiproduct supply chain network
design model and also present several numerical examples, for definiteness and in-
sights. In Section 7.2, I present a case study in which I further illustrate the breadth
and depth of the modeling framework. In Section 7.3, I summarize the results and
present the conclusions.
7.1. The Multiproduct Supply Chain Network Design Model
This section develops the multiproduct supply chain network design model with
the incorporation of explicit capacities on the various links as the design decision vari-
ables and the different product flows as additional decision variables. I also provide a
variational inequality formulation of the optimal multiproduct supply chain network
design.
It is assumed that the firm is involved in the production, storage, and trans-
portation/distribution of J products, with a typical product denoted by j and is
represented as a network of its possible supply chain activities, as depicted in Figure
7.1. In the network there are nM possible manufacturing facilities, nD possible dis-
tribution centers, and the firm must serve nR demand points. The network in Figure
7.1 represents the topology over which the final optimal design will be determined.
The links from the top-tiered node are connected to the manufacturing facility
nodes of the firm, which are denoted, respectively, by: M1, . . . ,MnM . Note that the
model allows for the possibility of multiple possible links connecting the top tier node
with each manufacturing facility in order to represent different possible technologies
associated with manufacturing associated with a given facility. These links represent
the possible manufacturing links. The links from the manufacturing facility nodes,
in turn, are connected to the distribution/storage center nodes of the firm, which are
denoted by D1,1, . . . , DnD,1. The model allows, thus, for the possibility of multiple
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links joining each such pair of nodes to reflect possible alternative modes of trans-
portation/shipment between the manufacturing facilities and the distribution centers
where the products are stored. The links joining nodes D1,1, . . . , DnD,1 with nodes
D1,2, . . . , DnD,2 correspond to the possible storage links for the products. Here the
model also allows for multiple links since there may be different storage technologies
for the products requiring, for example, different amounts of energy, etc. Finally,
there are multiple transportation/shipment links joining the nodes D1,2, . . . , DnD,2
with the demand nodes: R1, . . . , RnR , which represent possible alternatives that the
firm wishes to evaluate for the supply chain network design. Distinct such links
correspond to different modes of transportation/shipment.
Let G = [N,L] denote the graph consisting of nodes [N ] and directed links [L]
representing the possible supply chain activities associated with the firm as depicted
in Figure 7.1. The optimal supply chain network design will provide the final supply
chain network topology with the links that have optimal positive capacities. The
initial network topology, as in Figure 7.1, is an abstraction to enable the evaluation
of the possible alternatives.
As claimed by Klein and Myers (2006), the demand market for vaccines is rela-
tively fixed (see also Zoon (2002)). The demands for the products are assumed as
given and are associated with each product and demand point. Let djk denote the
demand for product j; j = 1, . . . , J , at demand point Rk. A path consists of a se-
quence of links originating at the top origin node 1 and denotes supply chain activities
comprising manufacturing, storage, and transportation/shipment of the products to
the demand nodes. Let xjp denote the nonnegative flow of product j on path p. Let
Pk denote the set of all paths joining the origin node 1 with destination (demand)
node Rk.
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Figure 7.1. Initial Supply Chain Network Topology for the Optimal Design
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The following conservation of flow equations must hold for each product j and
each demand point Rk:
∑
p∈Pk
xjp = d
j
k, j = 1, . . . , J ; k = 1, . . . , nR, (7.1)
that is, the demand for each product must be satisfied at each demand point.
Links are denoted by a, b, etc. Let f ja denote the flow of product j on link a. The
following conservation of flow equations must be satisfied:
f ja =
∑
p∈P
xjpδap, j = 1 . . . , J ; ∀a ∈ L, (7.2)
where δap = 1 if link a is contained in path p and δap = 0, otherwise. Here P denotes
the set of all possible paths in Figure 7.1. The path flows must be nonnegative, that
is,
xjp ≥ 0, j = 1, . . . , J ; ∀p ∈ P. (7.3)
The path flows are grouped into the vector x.
Note that the different products flow on the supply chain network depicted in
Figure 7.1. There is a total cost associated with each product j; j = 1, . . . , J , and
each link (cf. Figure 7.1) of the network. The total cost on a link a associated with
product j is denoted by cˆja. The total cost of a link associated with a product, be it a
manufacturing link, a transportation/shipment link, or a storage link is assumed to
be a function of the flow of all the products on the link, that is,
cˆja = cˆ
j
a(f
1
a , . . . , f
J
a ), j = 1, . . . , J ; ∀a ∈ L. (7.4)
The total cost function for each product on each link is assumed to be convex, contin-
uously differentiable, with a bounded second order partial derivative. Such conditions
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will guarantee convergence of the proposed algorithmic scheme that used in this chap-
ter.
The top tier links in Figure 7.1 have multiproduct total cost functions associated
with them that capture the manufacturing costs of the products using the identified
possible alternative technologies; the second tier links have multiproduct total cost
functions associated with them that correspond to the total costs associated with
the subsequent transportation/distribution to the storage facilities via alternative
modes, and the third tier links, since they are the storage links, have associated with
them multiproduct total cost functions that correspond to storage using alternative
technologies. Finally, the bottom-tiered links, since they correspond to the alternative
modes of transportation/shipment links to the demand points, have multiproduct
total cost functions associated with them.
Recall that, the total cost associated with each product and each link is assumed
to be a generalized cost, which can capture not only the capital cost, but also the
time consumption, risk, etc, associated with each supply chain activity. For instance,
yield uncertainty is an important issue in vaccine production, considering its specific
complex process (see Jacobson, Sewell, and Jokela (2007)).
Furthermore, the nonnegative existing capacity on a link a is denoted by u¯a,
∀a ∈ L. The firm is considering the addition of capacity to link a, ∀a ∈ L. Of course,
if for a link a, u¯a = 0, this means that the link, in effect, does not yet exist but is
being considered in the design option. The total investment cost of adding capacity
ua on a link a is denoted by pˆia, ∀a ∈ L, and is assumed to be a function of the added
capacity on the link, that is,
pˆia = pˆia(ua), ∀a ∈ L. (7.5)
These functions are assumed to have the same properties as the multiproduct total
link cost functions (7.4).
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The firm seeks to determine the optimal levels of capacity investments in its supply
chain network activities coupled with the optimal levels of each product processed on
each supply chain network link subject to the minimization of the total cost where
the total cost includes the total cost of operating the various links for each of the
products and the total cost of capacity investments. Hence, the firm must solve the
following problem:
Minimize
J∑
j=1
∑
a∈L
cˆja(f
1
a , . . . , f
J
a ) +
∑
a∈L
pˆia(ua), (7.6)
subject to: constraints (7.1)–(7.3) and the following capacity constraints:
J∑
j=1
αjf
j
a ≤ u¯a + ua, ∀a ∈ L, (7.7)
ua ≥ 0, ∀a ∈ L. (7.8)
The term αj denotes the volume taken up by product j. Constraint (7.7) guarantees
that the flows of all the products on a link do not exceed that link’s capacity. Con-
straint (7.8) indicates that the existing capacities are not allowed to be reduced in this
problem, but can be increased or remain unchanged. Such constraints are especially
relevant in the context of healthcare applications, including vaccine production, since
in this case the health and well-being of the population would be of primary concern
and, therefore, the capacities would not be expected to be reduced but, rather, to
remain the same or to be increased.
Observe that this problem is, as is well-known in the transportation literature (cf.
Beckmann, McGuire, and Winsten (1956), Dafermos and Sparrow (1969), and Dafer-
mos (1972)), a system-optimization problem but with capacity investments on the
various links as design variables and with the extension to multiple products. Under
the above imposed assumptions and the assumption that in the initial topology (see
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Figure 7.1) there exists one (or more) path from the origin node 1 to each destination
node Rk; k = 1, . . . , nR, this optimization problem is a convex optimization prob-
lem, and it follows from the standard theory of nonlinear programming (cf. Bazaraa,
Sherali, and Shetty (1993)) that an optimal solution exists.
The Lagrange multiplier λa is assigned to constraint (7.7) for link a and the
associated optimal Lagrange multiplier is denoted by λ∗a. This term may also be
interpreted as the price or value of an additional unit of capacity on link a; it is also
sometimes referred to as the shadow price. The Lagrange multipliers are grouped into
the vector λ.
Let K denote the feasible set such that
K ≡ {(f, u, λ)|∃x, such that (7.1)− (7.3) and (7.8) hold, andλ ≥ 0}, (7.9)
where f is the vector of link flows, u is the vector of link capacity enhancements, and
x is the vector of path flows.
I now provide the variational inequality formulation of the problem.
Theorem 7.1
The optimization problem (7.6) subject to constraints: (7.1)–(7.3), (7.7), and (7.8)
is equivalent to the variational inequality problem: determine the vector of link flows,
link capacity enhancements, and Lagrange multipliers (f ∗, u∗, λ∗) ∈ K, such that:
J∑
j=1
J∑
l=1
∑
a∈L
[
∂cˆla(f
1∗
a , . . . , f
J∗
a )
∂f ja
+ αjλ
∗
a
]
× [f ja − f j∗a ] +
∑
a∈L
[
∂pˆia(u
∗
a)
∂ua
− λ∗a
]
× [ua − u∗a]
+
∑
a∈L
[
u¯a + u
∗
a −
J∑
j=1
αjf
j∗
a
]
× [λa − λ∗a] ≥ 0, ∀(f, u, λ) ∈ K. (7.10)
Proof: See Bertsekas and Tsitsiklis (1989) and Nagurney (1999).
149
Variational inequalities (7.10) can be put into standard form (cf. (2.1)): determine
X∗ ∈ K such that:
〈F (X∗)T, X −X∗〉 ≥ 0, ∀X ∈ K, (7.11)
where K ≡ K, X ≡ (f, u, λ), and F (X) ≡ (F1(X), F2(X), F3(X)), such that
F1(X) =
[
∂cˆla(f
1
a , . . . , f
J
a )
∂f ja
+ αjλa; j = 1, . . . , J ; l = 1, . . . , J ; a ∈ L
]
, (7.12a)
F2(X) =
[
∂pˆia(ua)
∂ua
− λa; a ∈ L
]
, (7.12b)
F3(X) =
[
u¯a + ua −
J∑
j=1
αjf
j
a ; a ∈ L
]
. (7.12c)
In the special case in which there is only a single product to be produced and
delivered, I have the following result, with the proof being straightforward.
Corollary 7.1
In the case of a single product, the variational inequality formulation (7.10) collapses
to: determine (f ∗, u∗, λ∗) ∈ K, such that
∑
a∈L
[
∂cˆa(f
∗
a )
∂fa
+ αλ∗a
]
× [fa − f ∗a ] +
∑
a∈L
[
∂pˆia(u
∗
a)
∂ua
− λ∗a
]
× [ua − u∗a]
+
∑
a∈L
[u¯a + u
∗
a − αf ∗a ]× [λa − λ∗a] ≥ 0, ∀(f, u, λ) ∈ K, (7.13)
where I have suppressed the superscript “1” on the total link cost functions, the link
flows, and the product volume factor (and the same is done for the conservation of
flow equations: (7.1)–(7.3)).
The potential applications of the framework in this chapter are numerous. For
example, the model developed here can be utilized by a pharmaceutical firm to eval-
uate how much it will cost to manufacture, store, and have distributed its portfolio
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of products, which can include vaccines and medicines, at minimal total cost, given
the demands for its various products. By realizing what the minimal total costs
are, the firm can then plan accordingly and also contract wisely with the cognizant
governments or other authorities, including humanitarian organizations. In addition,
the model explicitly allows for alternative technologies associated with manufacturing
since, as is well-known, vaccine production may be achieved in distinct ways, with
some technologies, nevertheless, dating back decades.
To illustrate the model, I now present several examples for which I provide the
complete input data and the optimal solution.
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Figure 7.2. The Initial Supply Chain Network Topology for Example 7.1
7.1.1 Example 7.1: Supply Chain Network Design
Example 7.1 is a single product example and, hence, governed by variational
inequality (7.13). There were no initial capacities on the links and, therefore, u¯a = 0
for all links a ∈ L where L is as depicted in Figure 7.2. Specifically, the firm was
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involved in the production of a single product, such as a vaccine, and had two distinct
technologies available for production of the product at a single manufacturing plant;
two modes of shipment that it was considering to the single distribution center, which,
in turn, had two alternative technologies associated with storage. There were also
two possible modes of shipment that the firm was considering from the distribution
center to the demand point. The demand at the demand point was d1 = 1, 000, and
α was assumed to be 1.
Table 7.1. Total Cost Functions and Solution for Example 7.1
Link a cˆa(fa) pˆia(ua) f
∗
a u
∗
a λ
∗
a
1 f 21 + 2f1 .5u
2
1 + u1 571.15 571.15 572.15
2 .5f 22 + f2 1.5u
2
2 + 3u2 428.85 428.85 1, 286.59
3 .5f 23 + f3 2.5u
2
3 + u3 454.91 454.91 2, 275.54
4 f 24 + f4 1.5u
2
4 + 5u4 545.09 545.09 1, 640.27
5 .5f 25 + f5 u
2
5 + 2u5 188.92 188.92 379.84
6 .25f 26 + f6 .1u
2
6 + u6 811.08 811.09 163.22
7 1.5f 27 + 2f7 u
2
7 + u7 56.32 56.32 113.64
8 .1f 28 + .5f8 .05u
2
8 + u8 943.68 943.68 95.37
The total cost functions are as reported in Table 7.1 where I also provide the
computed solution using the modified projection method (cf. Section 2.5.2). This
algorithm was used for all the numerical examples in this chapter, with the general
equilibration algorithm of Dafermos and Sparrow (1969) (cf. Section 2.5.1) embed-
ded to solve the fixed demand network optimization problems at each step for the
product flows. The modified projection method for the solution of variational in-
equalities (7.10) was implemented in FORTRAN. A Unix system at the University
of Massachusetts Amherst was used for all the computations. The resolution of the
modified projection method for the multiproduct supply chain network design yields
closed form expressions for the capacity investments and the Lagrange multipliers at
each iterative step. Hence, it is an easy algorithm to implement for the new modeling
framework developed in this chapter.
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The value of the objective function (cf. (7.6)) at the computed optimal solution
for this problem, which reflects the minimal total cost, was: 2, 656, 176.75.
Note that the optimal capacities on all the links are positive, as are the optimal
link flows. Hence, the optimal supply chain network design for Example 7.1 consists
of the network topology depicted in Figure 7.2.
7.1.2 Increasing Demand Examples
Then sensitivity analysis was conducted for Example 7.1 in which the demand of
1, 000 was increased to 2, 000, to 3, 000, to 4, 000, and, finally, to 5, 000. The minimal
computed total costs at these demands (and at the original demand of 1,000) are
displayed in Figure 7.3. For definiteness, and easy reproducibility, I now also provide
these values: the minimal total cost at d1 = 2, 000 was 10, 604, 506.00; the minimal
total cost at d1 = 3, 000 was 23, 844, 958.00; the minimal total cost at d1 = 4, 000 was
42, 377, 556.00, and the minimal total cost at d1 = 5, 000 was 66, 202, 280.00.
Figure 7.3. Minimal Total Cost Obtained for Example 7.1 Supply Chain Network
Design as Demand Increases
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7.1.3 Example 7.2: Supply Chain Network Redesign
In Example 7.2 the following scenario was considered. Suppose that the firm has
been operating according to the optimal design for the particular production period
but now the demand for the product has doubled from the original level of 1, 000 so
that d1 = 2, 000. The total link cost functions remain as in Example 7.1 as do the
link capacity investment cost functions. However, now the firm already has the link
capacities determined in the optimal solution to Example 7.1. Example 7.2 is, hence,
a supply chain network redesign problem.
The complete input data and the solution to this problem are reported in Table
7.2. The total cost was: 5, 885, 470.50.
Table 7.2. Total Cost Functions, Initial Capacities, and Solution for Example 7.2
Link a cˆa(fa) pˆia(ua) u¯a f
∗
a u
∗
a λ
∗
a
1 f 21 + 2f1 .5u
2
1 + u1 571.15 1, 040.80 469.65 470.65
2 .5f 22 + f2 1.5u
2
2 + 3u2 428.85 959.20 530.35 1, 594.05
3 .5f 23 + f3 2.5u
2
3 + u3 454.91 967.57 512.66 2, 564.30
4 f 24 + f4 1.5u
2
4 + 5u4 545.09 1, 032.43 487.34 1, 467.01
5 .5f 25 + f5 u
2
5 + 2u5 188.92 436.38 247.46 496.93
6 .25f 26 + f6 .1u
2
6 + u6 811.08 1, 563.61 752.53 151.51
7 1.5f 27 + 2f7 u
2
7 + u7 56.32 116.37 60.05 121.10
8 .1f 28 + .5f8 .05u
2
8 + u8 943.68 1, 883.63 939.95 95.00
7.1.4 Iterated Redesign with Increasing Demands
The impact on the minimal total cost of iterated redesign was investigated through
a series of supply chain network redesigns. The new link capacities determined for
the demand of 2, 000 was utilized as inputs to compute the redesign for a demand of
3, 000, and, so on, until the demand was 5, 000. The minimal total costs obtained are
displayed in Figure 7.4. For definiteness, these numerical values are also provided:
the minimal total cost at d1 = 2, 000 was 5, 885, 470.00; the minimal total cost at d1 =
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3, 000 was 12, 231, 536.00; the minimal total cost at d1 = 4, 000 was 17, 356, 920.00,
and the minimal total cost at d1 = 5, 000 was 25, 985, 176.00.
Figure 7.4. Minimal Total Cost Obtained for Example 7.2 Iterated Supply Chain
Network Redesigns as Demand Increases
7.2. Multiproduct Supply Chain Network Design Case Study
In this section, I present a multiproduct supply chain network design case study
along with solutions to both design and redesign problems. Consider a firm involved
in the production of two vaccines, which correspond to two products, such as, for
example, a seasonal flu vaccine and the H1N1 vaccine, referred to as vaccine 1 and
vaccine 2, respectively.
7.2.1 Design Problem – Example 7.3
The firm is considering two manufacturing plants, each of which has the potential
to produce the two vaccines, and two distribution centers at which the vaccines may
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be stored. It must supply two different demand points. Hence, the initial possible
topology that this firm is considering is as depicted in Figure 7.5.
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Figure 7.5. Initial Supply Chain Network Topology for the Multiproduct Vaccine
Manufacturer
The link total cost functions are given Table 7.3 and the capacity investment cost
functions provided in Table 7.4. Note that in the design problem, the initial link
capacities are all zero, that is, u¯a = 0 for all links a = 1, . . . , 12. Also, since the two
vaccines are similar in size I set, for transparency and simplicity, that α1 = α2 = 1.
The demands for the two vaccines at the demand points were:
d11 = 100, d
1
2 = 200, d
2
1 = 300, d
2
2 = 400.
Hence, the demand for the new vaccine was assumed to be higher since people were
not expected to have immunity against the associated new flu.
As mentioned in Section 7.1, the modified projection method was utilized for the
solution of all the numerical examples in this chapter, embedded with the general
equilibration algorithm (cf. Section 2.5.1). The convergence criterion was that the
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absolute value of two successive iterates of each of the flows, each of the capacity
investments, and each of the Lagrange multipliers was less than or equal to the con-
vergence tolerance, which was set to .00001.
Table 7.3. Total Cost Functions for Design Problem Example 7.3
Link a cˆ1a(f
1
a , f
2
a ) cˆ
2
a(f
1
a , f
2
a )
1 1(f 11 )
2 + .2f 21 f
1
1 + 11f
1
1 3(f
2
1 )
2 + .2f 21 f
1
1 + 7f
2
1
2 2(f 12 )
2 + .4f 22 f
1
2 + 8f
1
2 4(f
2
2 )
2 + .4f 22 f
1
2 + 4f
2
2
3 3(f 13 )
2 + .25f 23 f
1
3 + 7f
1
3 4(f
2
3 )
2 + .25f 23 f
1
3 + 6f
2
3
4 4(f 14 )
2 + .3f 24 f
1
4 + 3f
1
4 4(f
2
4 )
2 + .3f 24 f
1
4 + 6f
2
4
5 1(f 15 )
2 + .2f 25 f
1
5 + 6f
1
5 1(f
2
5 )
2 + .2f 25 f
1
5 + 4f
2
5
6 3(f 16 )
2 + .3f 26 f
1
6 + 4f
1
6 4(f
2
6 )
2 + .3f 26 f
1
6 + 9f
2
6
7 4(f 17 )
2 + .2f 27 f
1
7 + 7f
1
7 4(f
2
7 )
2 + .2f 27 f
1
7 + 7f
2
7
8 4(f 18 )
2 + .3f 28 f
1
8 + 5f
1
8 2(f
2
8 )
2 + .3f 28 f
1
8 + 5f
2
8
9 1(f 19 )
2 + .3f 29 f
1
9 + 4f
1
9 4(f
2
9 )
2 + .3f 49 f
1
9 + 3f
2
9
10 2(f 110)
2 + .6f 210f
1
10 + 3.5f
1
10 3(f
2
10)
2 + .6f 210f
1
10 + 4f
2
10
11 1(f 111)
2 + .5f 211f
1
11 + 4f
1
11 4(f
2
11)
2 + .5f 211f
1
11 + 6f
2
11
12 4(f 112)
2 + .6f 212f
1
12 + 6f
1
12 3(f
2
12)
2 + .6f 212f
1
12 + 4f
2
12
Table 7.4. Link Capacity Investment Cost Functions for Design Problem Example
7.3
Link a pˆia(ua)
1 5u21 + 100u1
2 4u22 + 80u2
3 u23 + 20u3
4 u24 + 10u4
5 1.5u25 + 10u5
6 u26 + 15u6
7 4u27 + 110u7
8 4.5u28 + 120u8
9 u29 + 10u9
10 .5u210 + 15u10
11 u211 + 20u11
12 .5u212 + 10u12
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The optimal computed solution consisting of the optimal multiproduct links flows,
the optimal link capacity investments, and the associate optimal Lagrange multipliers
for the links is reported in Table 7.5. The total cost (cf. (7.6)) at the optimal solutions
was: 8, 160, 102.00.
From the optimal solution, reported in Table 7.5, it is clear that the optimal supply
chain network design is as depicted in Figure 7.5 since all links representing the supply
chain activities have capacities greater than zero. The second manufacturing plant
produces more of vaccine 1 than the first plant, whereas the first manufacturing
plant produces more of vaccine 2. The first distribution center stores more of vaccine
1 than the second distribution center does, whereas the second distribution center
stores more of vaccine 2 than the first center does.
Table 7.5. Optimal Multiproduct Flows, Link Capacities, and Lagrange Multipliers
for Design Problem Example 7.3
Link a f 1∗a f
2∗
a u
∗
a λ
∗
a
1 97.84 392.69 490.51 5005.05
2 202.16 307.31 509.44 4155.55
3 53.65 197.92 251.58 523.15
4 44.19 194.77 238.96 487.91
5 118.06 145.71 263.77 801.23
6 84.10 161.60 245.70 506.40
7 171.10 343.64 515.32 4232.54
8 128.29 356.36 484.63 4481.70
9 30.23 188.32 218.56 447.11
10 141.47 155.31 296.78 311.78
11 69.77 111.68 181.44 382.89
12 58.53 244.69 303.22 313.21
7.2.1.1 Sensitivity Analysis
Then the following question was asked: At what fixed cost associated with the
capacity investment on link 1, corresponding to the first manufacturing plant, would
the total cost minimizing optimal solution be such that the capacity u∗1 = 0.00?
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Hence, the first manufacturing plant would not be constructed and the manufacturing
of both vaccines would take place exclusively at manufacturing plant 2. Please refer
to Table 7.4 for the original pˆia; a = 1, . . . , 12, functions. Specifically, the fixed
unit cost term associated with pˆi1 was varied, which was originally equal to 100,
until, computationally, the optimal solution was such that u∗1 = 0.00, which means
that there is no capacity on link 1 and, hence, link 1, which corresponds to plant
1, should not be constructed. The computational result indicated that when the
fixed term was equal to 20, 000 (or greater) then u∗1 = 0.00, and also then both u
∗
3
and u∗4 were also equal to 0.00. Therefore, since the first manufacturing plant had
zero capacity, it did not produce any vaccines, and there was no need to invest in
the transportation/shipment capacities associated with transportation out of that
possible plant.
The final supply chain network topology, consequently, in this case, which reflects
the optimal design, was as depicted in Figure 7.6.
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Figure 7.6. Optimal Supply Chain Network Topology for the Multiproduct Vaccine
Manufacturer Under the High Fixed Capacity Cost for Plant 1
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7.2.2 Redesign Problem – Example 7.4
Furthermore, the following situation was considered. The supply chain network
link capacities, u¯a; a = 1, . . . , 12, were as in Table 7.6. Note that these values are
lower than the optimal values, the u∗as, for Example 7.3, except for u¯5, which is higher
than u∗5, and the same for link 6, where u¯6 is higher than u
∗
6. The demands were as
in Example 7.3 as was the remainder of the input data.
Table 7.6. Link Capacities (Original) for Redesign Problem Example 7.4
Link a u¯a
1 400.00
2 500.00
3 200.00
4 200.00
5 300.00
6 300.00
7 500.00
8 400.00
9 200.00
10 200.00
11 100.00
12 300.00
The computed optimal solution for Example 7.4 is given in Table 7.7. The total
cost (cf. (7.6)) at the optimal solution was: 3, 217, 957.50, which is significantly lower
than that encountered in the design problem Example 7.3, since there were positive
initial capacities on all the links.
With some existing positive capacities on all the links, although the production
quantities of vaccine 2 produced at the two plants do not change much relative to the
optimal amounts for Example 7.3, there is now a substantial decrease in production of
vaccine 1 at the first manufacturing plant and a corresponding increase in the second
plant. There is also a shift in storage of vaccine 1 from the second distribution center
to the first one. Also, since there is sufficient capacity already on link 6 there is no
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need to increase that link’s capacity and, therefore, u∗6 = 0.00, as reported in Table
7.7. Similarly, only a small investment is needed for link 5.
Table 7.7. Optimal Multiproduct Flows, Enhanced Link Capacities, and Lagrange
Multipliers for Redesign Problem Example 7.4
Link a f 1∗a f
2∗
a u
∗
a λ
∗
a
1 89.38 391.00 80.37 903.70
2 210.62 309.00 19.63 237.00
3 43.30 190.40 33.70 87.39
4 46.08 200.60 46.68 103.36
5 141.16 159.61 0.76 12.29
6 69.47 149.39 0.00 0.00
7 184.45 350.01 34.46 385.65
8 115.55 349.99 65.54 709.84
9 49.48 196.62 46.10 102.21
10 134.97 153.39 88.35 103.35
11 50.52 103.38 53.90 127.79
12 65.03 246.61 11.65 21.65
7.3. Summary of Chapter 7
In this chapter, I developed a multiproduct supply chain network design model
with applications to healthcare. The variables in the model are supply chain network
link capacities as well as the product flows associated with the supply chain activities
of production, transportation/shipment, and storage/distribution. I demonstrated
that the optimization problem underlying this multiproduct supply chain network
design problem can be formulated and solved as a variational inequality problem, with
nice features for computational purposes. Numerical examples, including a case study,
were presented in order to demonstrate the flexibility and generality of the modeling
framework, which allows for both design and redesign problems to be handled in
a unified manner. When the capacities are sufficient to meet the demands and no
enhancement of capacity is needed, the model collapses to a humanitarian healthcare
operations optimization model.
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The solution of the model yields the optimal capacity investments and product
flows on the links at minimal total cost, with the demand for the various products
being satisfied at the various demand points. With this information, a firm involved
in the production and distribution of healthcare products can identify the total cost
associated with the provision of its products. The framework can handle both the
design and the redesign problems with the latter being especially relevant for health-
care, since, for example, vaccine manufacturers may have to regear from year to
year depending on the forecasted flu viruses; the same holds for the manufacture of
associated medicines.
Given the paucity of multiproduct supply chain network mathematical models and
associated methodologies in the literature that can handle both link capacities and
product flows as decision variables, along with nonlinear cost functions to capture
congestion, as well as risk, this chapter has made a contribution of specific relevance
to humanitarian healthcare supply chains. Possible extensions might include the
consideration of demand uncertainty as well as cost uncertainty (see, for example,
Nagurney et al. (2005)) and the explicit incorporation of perishability factors for
particular products.
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CHAPTER 8
CONCLUSIONS AND FUTURE RESEARCH
8.1. Conclusions
This dissertation contributes to the analysis, design, and management of supply
chain networks with a focus on time-sensitive products. I first provided a comprehen-
sive description of time-sensitive products, based on the existing literature. I then
formulated, analyzed, and solved a spectrum of supply chain network problems for
time-sensitive products, ranging from fast fashion apparel to fresh produce to criti-
cal products in humanitarian logistics, as well as pharmaceuticals and medicines in
healthcare. This dissertation demonstrates how to handle time issues under different
competitive scenarios, as appropriate to the specific time-sensitive product applica-
tions, in a quantitative manner. The methodologies utilized in this dissertation in-
cluded: variational inequality theory, network theory, multicriteria decision-making,
game theory, optimization theory, and risk analysis.
In Chapters 3 and 4, I focused on the apparel industry, in which time is a crit-
ical factor. Specifically, in Chapter 3, I explored the trade-offs between the opera-
tional costs and time issues in the case of multiple fashion products, from a system-
optimization perspective. I constructed a weighted objective function with the weight-
ing factor representing the monetary value of a unit of time and decided by the firm.
I captured the time issues in fashion supply chain management through the explicit
expression of time consumption associated with various supply chain activities. In
contrast to the fixed unit processing activity days in Arntzen et al. (1995), I al-
lowed the average unit time consumption associated with each network link, be it a
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manufacturing link, a transportation/shipment link, or a storage link, etc., to be an
increasing function of the product flow in order to capture the aspect of capacity and
congestion. I also imposed similar assumptions on the unit link cost functions.
In Chapter 4, I developed a novel model of oligopolistic competition for fashion
supply chains in the case of brand differentiation with the inclusion of environmental
concerns. The model captured the Cournot competition among fashion firms who seek
to maximize their profits as well as to minimize the emissions generated throughout
their supply chains. The model allowed each fashion firm to weight its environmental
concern in its decision-making in an individual way. It was noted that the environ-
mental weights could also be interpreted as taxes associated with pollutant emissions,
imposed by a governmental authority. The model also allowed for alternative modes
of transportation.
I dedicated Chapter 5 to another time-sensitive product – that of fresh produce
with high perishability. I investigated competitive food supply chain networks, and
captured food deterioration, post production to final consumption, through the in-
troduction of arc multipliers. With a focus on such fresh produce items as vegetables
and fruits, I adopted exponential time decay for the calculation of arc multipliers,
so as to handle the discarding of spoiled food products associated with the post-
production supply chain activities. Hence, the model incorporated the discarding
costs of spoiled products at the processing, storage, and distribution stages. With
particular relevance to the food industries, I considered product differentiation due to
product freshness and food safety concerns. In addition, I allowed for the assessment
of alternative technologies involved in each supply chain activity, which could affect
the time durations and environmental conditions associated with that activity.
Finally, Chapters 6 and 7 concentrated on the humanitarian and healthcare arenas,
in which the demands are definitely time-sensitive, although the products are not
necessarily subject to either obsolescence or perishability. In contrast to previous
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chapters, in these two chapters, I considered supply chain network design problems,
in which the capacity levels and product flows are endogenous decision variables.
The generalized costs associated with various supply chain activities were utilized
in these two chapters in order to incorporate not only the financial cost but also
the time element, different kinds of risk, etc. I proposed cost minimization within a
system-optimization perspective as the primary objective function, since the demands
in humanitarian logistics and healthcare should be satisfied as nearly as possible in a
timely manner. In particular, in Chapter 6, I considered the design of supply chain
networks in the case of critical needs products as may occur in times of crises, with
the inclusion of demand uncertainty and the option of outsourcing. In Chapter 7, I
extended the supply chain design/redesign model in Nagurney (2010b) to multiple
products, with particular contributions to humanitarian healthcare and emergency
preparedness.
8.2. Future Research
Following the work of this dissertation, many potential directions are possible for
future research. I now discuss some topics I intend to pursue.
It has been noted that, in supply chain management, outsourcing has moved on
from such peripheral activities as cleaning, catering, and security, to critical areas
such as design, manufacture, marketing, distribution, and information systems “with
almost the entire value chain open to the use of outside supply” (Jennings (1997)
and McIvor (2000)), leading to potential competition for the capacities/resources
of outside suppliers. I plan to introduce capacity competition into supply chain
network design and management, with particular relevance to time-sensitive prod-
ucts. I will investigate inter-firm competition for capacities of manufacturers and
distribution centers shared by oligopolistic firms, as well as capacities of shared ship-
ment/transportation.
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Furthermore, I plan to integrate the work in Chapters 3 and 4, and apply game
theoretical approaches to analyze the dynamic fashion supply chain networks with
price-sensitive and time-sensitive demands. As the production of apparel has become
global (see Gereffi and Memedovic (2003) and MacCarthy and Jayarathne (2010)), I
will extend the framework to include such topics as global outsourcing, exchange rate
risk, and the associated environmental considerations, which can also be applicable
to other time-sensitive product supply chain networks.
Moreover, the work on food supply chain management in this dissertation can be
extended to incorporate quality competition (see, e.g., Nagurney and Li (2012)), as
well as traceability and asymmetric information concerning food quality (see Monteiro
(2007) and Nga (2010)). It would also be beneficial to incorporate weather-related
variability (see Salin (1998), Lowe and Preckel (2004), and Ahumada and Villalobos
(2009)) and time-varying demands (see, e.g., van der Vorst (2000)) into the modeling
and analysis of general food supply chain networks.
In addition, given the the recent increasing number of disasters, it is timely to fur-
ther my recent research on humanitarian logistics and healthcare. I plan to construct
an innovative modeling framework for the design of an adaptable, resilient, and robust
supply chain network, with the consideration of supply disruptions, demand uncer-
tainty, and network degradation. I am also interested in exploring product priority
and resource allocation issues in the case of multiple products.
Finally, I plan to evaluate time-concentrated strategies, such as just-in-time in-
ventory, quick-response production, and flexible manufacturing, in order to further
the understanding of supply chain responsiveness and agility with a focus on time-
sensitive products.
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