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Background
Computing has become an indispensable component of modern science and engi-
neering research. This may be viewed as a natural legacy of Moore’s Law. As
has been repeatedly observed and documented, processing speed measured in ﬂoat-
ing point operations per second has experienced exponential growth for several
decades. To a large degree, hardware eﬃciencies have been accompanied by in-
novations in programming languages, mathematical algorithms, and numerical soft-
ware. The result is that, by any measure, the modern computer is many orders of
magnitude more powerful than its early predecessors, capable of simulating phys-
ical problems of unprecedented complexity. In short, it would appear that the
“Performance Challenge”—designing and building high performance computers for
scientiﬁc computation—is largely being met [4].
Given computing’s success as a research tool, it is natural that scientists, en-
gineers, and policy makers attempt to harness this immense potential by using
computational models for critical decision-making, e.g., to supplement experiments,
to prototype engineering systems, or to predict the safety and reliability of high-
consequence systems. However, there is a barrier in this use which takes the form
of a simple question, “How good are these simulations?”
The simplicity of the question is deceptive. It can be interpreted as one of accu-
racy assessment and its counterpart quantiﬁcation of uncertainty (UQ). How should
1Program Manager, Virtual Measurement Systems, National Institute of Standards and Tech-
nology (NIST), Boulder, Colorado, USA. Email: andrew.dienstfrey@nist.gov
2Chief, Mathematical and Computational Sciences Division, NIST, Gaithersburg, Maryland,
USA. Email: boisvert@nist.gov
1the accuracy of a computational model be determined? In some cases simulations
are meant to serve as predictions of the future and are being sought as virtual exper-
imental instruments to aide in making policy decisions today. The idea of waiting
for some future time so as to compare direct measurement with the computational
results is nonsensical as it undermines the reason for the computation in the ﬁrst
place. Thus, one is lead to notions of calibration and uncertainty propagation. The
former characterizes the accuracy and uncertainty of the model under controlled
conditions. Typically a calibration process allows for tuning of inaccessible exper-
imental parameters and/or auxiliary numerical parameters so as to best match a
careful set of benchmarks [6]. Once this exercise is completed, the code is used to
simulate conditions that are diﬃcult if not impossible to achieve experimentally. In
this sense the computation is an extrapolation and the tools of uncertainty quantiﬁ-
cation are used to quantify and, where possible, control the errors in this process.
Concerning the notion of error, a distinction must be made between errors relating
the numerical solutions to the underlying equations, and errors of potentially more
substantial concern which relate the computational results to the physical process
under simulation. We make this more precise in the following.
Delving into the ﬁner scale structure of the problem, we ask, “How does one
determine accuracy?” and “What are the sources of uncertainty in a computational
model?” Calibration of a simulation can be divided into two processes, veriﬁcation
and validation (V&V). Concerning veriﬁcation, a code can can have errors, “bugs”.
Alternatively, algorithms for implementing a set of mathematical formulas have pa-
rameters: discretization, decision thresholds, etc. Both, “creatures” and “features”,
can have quantiﬁable impact on the accuracy and uncertainty associated with an im-
plementation of a mathematical model. Additionally, more often than not, analytic
answers to mathematical statements do not exist despite the apparent simplicity of
the mathematical formulas. Thus one naturally encounters the need for benchmark
problems to serve as numerical ground truths with which to compare computational
results. To be successful, such benchmarks must be designed with care. Further-
more, determining solutions of the desired problems with suﬃcient accuracy so as
to be of service during calibration can be a challenge in its own right [6]. In the
modeling and simulation community the process of determining the ﬁdelity of a
computation to its mathematical description is called veriﬁcation. A counterpart to
veriﬁcation is validation, which can be deﬁned loosely as the process of determining
the accuracy of a simulation with respect to the underlying the physical phenomena
that are being modeled. Validation processes characterize the eﬀectiveness of the
mathematical model itself, that is, the accuracy of its predictions as a function of
model parameters, the sensitivity of results to small changes in these parameters,
etc. Most importantly, the uncertainty associated with each such choice should be
quantiﬁed.
With a simulation successfully calibrated, how does one propagate the resulting
2uncertainty forward into a predictive context? Several new strategies are emerg-
ing to treat this problem ranging from classical probabilistic frameworks involving
Bayesian inference [3], to propagation of moments by generalized polynomial chaos,
to adjoint analysis in which the problem is “inverted” so as to answer the question
in the form, “How much dispersion is allowed on input such that the simulation
output has tolerance ?” [1]
Finally, moving up from the details and returning to the larger context, the
growing availability of numerical software and computational simulation tools entails
that increasingly users are unfamiliar with the underlying mathematical models and
numerical methods as well as the intricacies discussed above. Hence, there is a
need for a mechanism and language for describing the trust and conﬁdence that
can be ascribed to the output of a simulation, as well as a process of certifying
these notions independent of the researchers, vendors, and contractors producing
the computational models.
In summary, whereas the creation of more powerful computers has been a bright
success of the past decades, and the design of numerical software to run eﬃciently
on modern hardware architectures is ongoing and has shown considerable progress,
the “prediction challenge” for computational simulation is far from being met. Post
and Votta call it “the most serious limiting factor for computational science” [5].
Too rarely is there a serious attempt to quantify uncertainty in computational sim-
ulations. Furthermore, techniques and tools for doing so are presently inadequate.
This situation was illustrated at a recent Validation Challenge Workshop where
models from heat transfer, structural statics, and structural dynamics were consid-
ered. According to the workshop report [2],
The workshop provided a forum for comparing and contrasting validation
approaches applied to deﬁned problems. Various approaches to validation
were demonstrated, various statistical and mathematical methods were
utilized, and a wide range of results was obtained. This range is discon-
certing, especially from the perspective of the decision maker, given the
relatively simple models used in the exercise.
Until this situation improves, modeling and simulation will not achieve its potential
as a tool for critical decision making.
The Conference
This working conference will bring together experts in mathematical modeling, nu-
merical analysis, and numerical software engineering, along with scientists from a
variety of key applications to assess our current ability to quantify uncertainty in
modeling and simulation, to raise awareness of this issue within the numerical soft-
3ware community, and to help envision a research agenda to address this critical
need.
Among the topics that will be considered at the working conference are the
following.
– predictive modeling and simulation
– numerical software veriﬁcation
– model calibration
– model validation
– design of validation experiments
– benchmarking
– uncertainty quantiﬁcation
– principal component analysis
– sensitivity analysis
– stochastic and Bayesian methods
– response surface methodology
– risk analysis
– software tools for uncertainty quantiﬁcation
Case studies from application areas such as the following will be sought.
– ﬂuid dynamics
– climate modeling
– mechanical engineering
– chemical engineering
– electromagnetics
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