Introduction
Let (Ω, F, P, (X t ) t≥0 ) be a continuous-time two-dimensional homogeneous Markov process with state space . The transition rate from state (i, j) to state (k, ) is given by the element in the position (j, ) of the matrix Q ik . Markov processes with an innitesimal generator matrix of the form (1.2) are known as continuous-time Quasi-Birthand-Death processes. These models have many applications in the evaluation of communicating systems and queueing systems [see e.g. Neuts (1981) , Ost (2001) , Dayar and Quessette (2002) ] and have been analyzed by many authors [see e.g. Bright and Taylor (1995) , Ramaswami and Taylor (1996) , Latouche, Pearce and Taylor (1998) ]. The case d = 1 corresponds to a classical Birthand-Death process with a tridiagonal innitesimal generator which has been investigated in great detail using the theory of orthogonal polynomials by McGregor (1957, 1957a) . Since this pioneering work several authors have used these techniques to derive interesting properties of Birth-and-Death processes in terms of orthogonal polynomials and the corresponding measure of orthogonality [see e.g. van Doorn (2002 [see e.g. van Doorn ( , 2003 ].
It is the purpose of the present paper to extend some of these results to Quasi-Birth-and-Death processes with a generator of the form (1.2) using the theory of matrix measures and corresponding orthogonal matrix polynomials.
We associate to a matrix of the form (1.2) a sequence of matrix polynomials, recursively dened by −xQ n (x) = A n Q n+1 (x) + B n Q n (x) + C T n Q n−1 (x) (1.3) with initial conditions Q −1 (x) = 0 and Q 0 (x) = I d . In Section 2 we formulate sucient conditions on the innitesimal generator (1.2) such that there exists a matrix measure Σ on the real line with
i.e. the matrix polynomials are orthonormal with respect to the matrix measure Σ [see Sinap and Van Assche (1996) ]. In this case we derive an integral representation for the blocks of the transition function in terms of the orthogonal matrix polynomials Q i and the matrix measure Σ, which generalize the representation of Karlin and McGregor (1957) to the case d > 1. We also investigate relations between the Stieltjes transforms of random walk measures corresponding to two Quasi-Birth-and-Death processes, where only a few blocks dier. In Section 3 we discuss several examples to illustrate the theory. Finally, in Section 4 the theoretical results are used to characterize α-recurrence of Quasi-Birth-and-Death processes [for a denition see van Doorn (2006) ].
2 Quasi-Birth-and-Death processes and matrix polynomials A matrix measure Σ = {σ ij } i,j=1,...,d on the real line is a function for which Σ(A) = {σ ij (A)} i,j=1,...,d is a symmetric and nonnegative denite matrix in R d×d for each Borel set A ⊂ R, where the entries σ ij are nite signed measures. The moments of the matrix measure Σ are dened by the d × d
and throughout this paper we will only consider matrix measures with existing moments of all order. The 'left' inner product with respect to Σ of two matrix polynomials Q and P is dened by
If {S n } n≥0 is a sequence of matrices such that the block Hankel matrices
are positive denite, then there exists a matrix measure Σ with moments S n , n ≥ 0, and a sequence of matrix polynomials {Q n (x)} n≥0 which is orthogonal with respect to Σ [see Marcellán and Sansigre (1993) ]. The following theorem characterizes the existence of a matrix measure Σ such that there is a sequence of matrix polynomials which is orthogonal with respect to Σ. The proof follows by similar arguments as presented in Dette et al. (2006) and is therefore omitted.
Theorem 2.1 Let the matrices A n , n ≥ 0, and C T n , n ≥ 1, in (1.2) be nonsingular and assume that {Q n (x)} n≥0 is a sequence of matrix polynomials dened by recursion (1.3). There exists a matrix measure Σ with positive denite block Hankel matrices H 2m , m ≥ 0, such that the sequence of matrix polynomials {Q n (x)} n≥0 is orthogonal with respect to Σ if and only if there is a sequence of nonsingular matrices {R n } n≥0 with
and the matrices {R n } n≥0 = {U n R n } n≥ 0 , where U n , n ≥ 0, are orthogonal matrices, also satisfy condition (2.1).
If condition (2.1) is satised, the corresponding measure Σ is called a spectral measure corresponding to {Q n (x)} n≥0 and Q, respectively. The innitesimal generator matrix (1.2) is called conservative, if Anderson (1991) ]. In this case there exists a transition function
which satises the Kolmogorov forward dierential equation
and the Kolmogorov backward dierential equation
The probability P (X t = (i , j )| X 0 = (i, j)) of going from state (i, j) to (i , j ) in time t is given by the element in the position (j, j ) of the matrix P ii (t).
The innitesimal generator Q is called regular, if there exists only one transition function (2.2) such that the Kolmogorov dierential equations are satised [see Anderson (1991) ]. Throughout this paper we will assume that there exists a transition function P (t) such that the Kolmogorov forward dierential equation (2.3) is satised. If additionally a spectral measure Σ corresponding to the generator matrix (1.2) exists, we can derive an integral representation for the block of the transition function P (t) in the position (i, j) in terms of the spectral measure and the corresponding matrix orthogonal polynomials, which generalizes the famous Karlin and McGregor representation.
Theorem 2.2 Assume that the assumptions of Theorem 2.1 are satised and that there exists a transition function P (t) which satises the Kolmogorov forward equation (2.3) for all t ≥ 0. Then the following representation holds for the block P ij (t) ∈ R d×d in the position (i, j) of the transition function P (t)
T denote the vector of orthogonal matrix polynomials Q i (x) with respect to the spectral measure Σ. Then the recursive relation (1.3) is equivalent to
we obtain the dierential equation
and the condition P (0) = I yields
Hence, it follows that
which implies (integrating with respect to dΣ(x))
Because of the orthogonality of the matrix polynomials Q n (x), n ≥ 0, we obtain for the blocks P ij (t) of the transition function the representation
, which completes the proof of Theorem 2.
2
In what follows we present two results, which relate the Stieltjes transforms of the spectral measures of two Quasi-Birth-and-Death processes, which have an innitesimal generator of similar structure. The rst result refers to the case where the entry B 0 has been replaced by the matrix B 0 . The proof is similar to a corresponding result in Dette et al. (2006) and is therefore omitted.
Theorem 2.3 Consider the innitesimal generator dened by (1.2) and the matrix
Let Σ be a spectral measure corresponding to the innitesimal generator Q with positive denite block Hankel matrices such that the matrix R 0B0 R −1 0 is symmetric, and such that {R n } n≥0 is a sequence of matrix polynomials which satises condition (2.1). Then there exists a spectral measurē Σ corresponding toQ. If the spectral measures Σ andΣ are determined by their moments, then the Stieltjes transforms of the measures satisfy
Given a sequence {Q n (x)} n≥0 of matrix polynomials dened by recursion (1.3), the corresponding associated sequence of matrix polynomials {Q
, is dened by a recursion of the form (1.3), in which the matrices A n , B n and C n have been replaced by the matrices A n+k , B n+k and C n+k , respectively [see van Doorn (2006) ]. The following result gives a relation between the Stieltjes transform of the spectral measure corresponding to the sequence of matrix polynomials {Q n (x)} n≥0 and the Stieltjes transform of the spectral measure corresponding to {Q (k) n (x)} n≥0 . The associated Quasi-Birth-and-Death process will be denoted by (X (k) t ) t≥0 with state space E dened by equation (1.1) (throughout this paper we use the notation X
Theorem 2.4 Consider the innitesimal generator Q dened by (1.2) and the matrix
The matrix Q (k) is called the associated matrix of order k, k ≥ 1, corresponding to Q. Assume that Σ is a spectral measure corresponding to Q with positive denite block Hankel matrices, that is, there exists a sequence {R n } n≥0 of nonsingular matrices, which satises condition (2.1) of Theorem 2.1. Then there exists a spectral measure Σ (k) corresponding to Q (k) with positive denite block Hankel matrices. If the measures are determined by their moments, then the Stieltjes transforms of the measures are related by
, where
and the Stieltjes transforms of the matrix measures Σ (k) and Σ (k+1) are related by
Proof. Let the sequence of polynomials {Q n (x)} n≥0 be dened by recursion (1.3) with corresponding spectral measure Σ. Then the polynomials W n (x) := R n Q n (x) are orthonormal with respect to the matrix measure Σ and satisfy the three term recurrence relation
with initial conditions W −1 (x) = 0 and W 0 (x) = R 0 , where
Assume that the sequence of polynomials {Q (k) n (x)} n≥0 is dened by recursion (1.3), where the matrices B n , A n and C n have been replaced by the matrices B n+k , A n+k and C n+k , respectively, that is −xQ
From Theorem 2.1 we obtain the symmetry of the matrices
Therefore, from Theorem 2.1 it follows that there exists a spectral measure Σ (k) with positive denite block Hankel matrices corresponding to the sequence of polynomials {Q
n (x) are orthonormal with respect to the measure Σ (k) and satisfy the recursion
Therefore, it follows from Zygmunt (2002) dΣ
A combination of the equations (2.8) and (2.9) yields
, and from equations (2.9) and (2.7) we obtain
, which completes the proof of the theorem. 2
Remark 2.5 Note that in the literature, many queueing models are considered, where the matrices C n do not have full rank [see Latouche and Ramaswami (1999) ]. Following the arguments used in Remark 2.7 in Dette et al. (2006) the conditions
are sucient for the existence of a spectral measure Σ corresponding to Q, where {E n } n≥0 is a sequence of symmetric matrices and
In other words: the assumption of nonsingularity of the matrices C n can be relaxed. The same arguments as used in Theorem 2.2 then imply
3 Examples , and exponential service distributions with rate µ i , i = 1, 2, and it was assumed that γ = λ 1 + λ 2 + µ 1 + µ 2 . This system can be described by a homogeneous Markov process
, where L 1 (t) and L 2 (t) denote the length of the rst queue at time t and the length of the second queue at time t, respectively. The entries of the corresponding innitesimal generator (1.2) have the form
It is easy to see that Q is conservative. A straightforward calculation shows that the conditions of Theorem 2.1 are satised with the matrices
This implies the existence of a spectral measure.
Example 3.2 Consider a homogeneous Markov process (X t ) t≥0 with innitesimal generator (1.2), where
A generator matrix of this form can be associated to a queueing model which consists of d dierent M/M/1-systems. Each M/M/1-system has a Poisson arrival process with rate α 1 and an exponential service time distribution with rate α 2 . If the model is situated in system i, then it changes to the system i − 1 and i + 1 with the rate β i,i−1 and β i,i+1 , respectively. This model can be described by the two dimensional homogeneous Markov process (N t , S t ) t≥0 with state space E = N 0 × {0, . . . , d − 1}, where N t denotes the number of customers in the whole model at time t and S t denotes the number of the system at time t.
If β ij = 0 for all i, j = 0, . . . , d − 1, then the conditions of Theorem 2.1 are satised with
This implies the existence of a spectral measure Σ corresponding to Q. Example 3.3 We now specify the situation of Example 3.2 to the case, where the parameters in the innitesimal generator Q satisfy
Then the matrices in (2.6) have the form
The eigenvalues of the matrix E are given by
with corresponding eigenvectors given by u
With the notation H
, . . . , u (d) ), it follows that
LetQ be the innitesimal generator obtained from Q by replacing the rst diagonal block B 0 by the block B 1 (which coincides with all other blocks B i , i ≥ 2) and denote byΣ the spectral measure corresponding toQ. From Duran (1999) we obtain for the Stieltjes transformΦ(z) of the matrix measureΣ
and Theorem 2.3 gives the Stieltjes transform Φ(z) of the measure Σ. Moreover, the results in Duran (1999) also show that the support of the spectral measure is given by
α-recurrence
The decay parameter of continuous-time Quasi-Birth-and-Death processes was introduced by van Doorn (2006) . To be precise assume that (X t ) t≥0 is an irreducible Quasi-Birth-and-Death process with state space (1.1) and innitesimal generator Q dened by (1.2), where
Then the decay parameter α of the process (X t ) t≥0 , is dened by
The process (X t ) t≥0 is called α-recurrent if and only if for some state (i, ) ∈ E (and then for all states in E) The following results characterize α-recurrence of the process (X t ) t≥0 in terms of the spectral measure Σ, the corresponding orthogonal polynomials Q j (x) and the blocks of the innitesimal generator. Throughout this section it will be assumed that condition (2.1) of Theorem 2.1 is satised.
Theorem 4.1 Assume that the conditions of Theorem 2.1 are satised with a spectral measure supported in the interval [α, ∞), and that there exists a transition function, which satises the Kolmogorov forward dierential equation (2.3). The process (X t ) t≥0 is α-recurrent if and only if for some state (i, ) ∈ E (and then for all states in E)
Proof. With the representation (2.4) and Fubini's Theorem condition (4.1) is equivalent to
which implies (4.3). 2
In the following we dene for a matrix measure Σ with existing moments the d × d matrices ζ 0 = 0 
respectively [see Dette und Studden (2002) ]. The next result gives a representation of the Stieltjes transform of the spectral measure Σ in terms of the quantities ζ j and the blocks of the generator matrix (1.2).
Theorem 4.2 Assume that the conditions (2.1) of Theorem 2.1 are satised. Let {Q n (x)} n≥0 denote the corresponding orthogonal matrix polynomials dened by the recursion (1.3). Assume that the corresponding spectral measure Σ is supported in the interval [0, ∞) and that it is determined by its moments. Then the Stieltjes transform of the measure Σ can be represented as
In particular, the following representations hold
Proof. From Dette and Studden (2002) it follows that the monic orthogonal matrix polynomials {P n (x)} n≥0 with respect to a matrix measure Σ supported in [0, ∞) satisfy the recursive relation
, where the matrices
T are positive denite. Then the polynomials
are orthonormal with respect to the matrix measure Σ and satisfy the recursion
n (z) denote the rst associated polynomials for P n (z). An application of Markov's Theorem [see Duran (1996) ], (4.7) -(4.9) and (4.10) now yields
If z = 0, then we obtain from (4.11) and Fair (1971) 
An induction argument yields X n = (−1)
, n ≥ 1, and the rst representation in (4.4) follows. For the second part we note that the polynomials Q n (x) := (−1)
, n ≥ 0, have leading coecient I d and because of (1.3) they satisfy the recursion
A comparison with the polynomials P n (x) in (4.6) now yields
Dene T n := Q n (0), n ≥ 0. Then (4.12) and (4.13) imply
Therefore, we can dene the polynomialsQ n (x) := T −1 n Q n (x). From (1.3) it follows that these polynomials satisfy the recurrence relation
andÂ n +B n +Ĉ T n = 0. Consequently we obtain from (4.12) and (4.13) that
and hence
which completes the proof of the Theorem. 2
In the following, the α-recurrence condition will be represented in terms of properties of the spectral measure, the corresponding orthogonal matrix polynomials and the blocks of the innitesimal generator (1.2). For this purpose, consider the process (X t,α ) t≥0 with state space E dened in (1.1) and innitesimal generator matrix
The corresponding sequence {Q n,α (x)} n≥0 of matrix polynomials satises the recurrence relation
with initial conditions Q −1,α (x) = 0, Q 0,α (x) = I d . If the conditions (2.1) of Theorem 2.1 are satised, then the matrix Q α can be symmetrized with the matrices
An induction argument shows the representation (4.14) and therefore
where the matrix measure Σ α is dened by
If representation (2.4) holds, it is easy to see that Theorem 4.4 Assume that the conditions of Theorem 2.1 are satised and that the corresponding matrix measure Σ is supported in the interval [α, ∞) and determined by its moments. If a transition function P (t) satisfying P (t) = P (t)Q exists, then the process (X t ) t≥0 is α-recurrent if and only if for some state (0, ) ∈ E (and then for all states in (0,
where
Proof. Because condition (2.1) holds for the polynomials {Q n (x)} n≥0 , this condition is also fullled for the polynomials {Q n,α } n≥0 with R n,α := R n Q n (α), n ≥ 0. From equation (4.14) it follows that Q j,α (0) = I d for all j ≥ 0. Therefore we obtain with equation (4.5) 
Remark 4.5 Assume that the conditions of Theorem 4.4 are satised, and let Σ
(1) be a spectral measure corresponding to the sequence of associated matrix polynomials {Q
n (x)} n≥0 . 1. The state (0, ) ∈ E is α-recurrent if and only if 
Note that conditions (4.1) and (4.2) reduce to recurrence and positive recurrence, if α = 0. Therefore, with Theorem 4.2 we obtain the following conditions for recurrence and positive recurrence of a Quasi-Birth-and-Death process.
Corollary 4.6 Assume that the conditions of Theorem 2.1 are satised, that the corresponding matrix measure Σ is supported in the interval [0, ∞) and determined by its moments. If a transition function P (t) satisfying P (t) = P (t)Q exists, then the following statements hold. 
n (x) are the rst associated polynomials corresponding to Q
n (x), and Q
n (x) are the associated polynomials of order k = 1 corresponding to Q n (x). Therefore it follows for the Stieltjes transform of the spectral measure corresponding to the associated orthogonal polynomials that 
holds.
