The effects of the finite size of the network on the evolutionary dynamics of a Boolean network are analyzed. In the model considered, Boolean networks evolve via a competition between nodes that punishes those in the majority. Previous studies of the model have found that large networks evolve to a statistical steady state that is both critical and highly canalized, and that the evolution of canalization, which is a form of robustness found in genetic regulatory networks, is associated with a particular symmetry of the evolutionary dynamics. Here it is found that finite size networks evolve in a fundamentally different way than infinitely large networks do. The symmetry of the evolutionary dynamics of infinitely large networks that selects for canalizing Boolean functions is broken in the evolutionary dynamics of finite size networks. In finite size networks there is an additional selection for input inverting Boolean functions that output a value opposite to the majority of input values. These results are revealed through an empirical study of the model that calculates the frequency of occurrence of the different possible Boolean functions. Classes of functions are found to occur with the same frequency. Those classes depend on the symmetry of the evolutionary dynamics and correspond to orbits of the relevant symmetry group. The empirical results match analytic results, determined by utilizing Pólya's theorem, for the number of orbits expected in both finite size and infinitely large networks. The reason for the symmetry breaking in the evolutionary dynamics is found to be due to the need for nodes in finite size networks to behave differently in order to cooperate so that the system collectively performs as well as possible.
I. INTRODUCTION
to a statistically steady, nontrivial critical state with this evolutionary mechanism. Later it was discovered that the critical state the network evolves to is highly canalized [16] .
Canalization [24] is a type of network robustness known to exist in genetic regulatory networks [25, 26, 27] . It exists when certain expression states of a subset of the genes that regulate the expression of a gene control the expression of the gene regardless of whether or not the other genes that otherwise affect its expression are being expressed. In this case, the states of the subset of regulatory genes that control the expression of a gene are "canalizing" inputs to the gene. Canalization is thought to be an important property of developmental biological systems because it buffers their evolution, allowing greater underlying variation of the genome and its regulatory interactions before some deleterious variation can be expressed phenotypically [28] .
The canalized nature of the evolved steady state was demonstrated by preforming an ensemble of similar simulations [16] . Each simulation in the ensemble involved a different random network and began with a different initial condition. After they were run long enough to allow the networks to evolve to a steady state, the average frequency that the various possible Boolean functions occurred was measured and averaged over the ensemble of simulations. For Boolean networks of size N = 999 nodes in which each node has K = 3 inlinks, it was found that the 256 = 2 2 K possible Boolean functions of three variables organize into 14 different classes in which all of the functions in each class occur with approximately the same frequency. It was then found that the various classes of functions mostly could be distinguished by the fraction of canalizing inputs that their functions have. Moreover, the classes whose functions have larger fractions of canalizing inputs, that is, the ones that are more canalizing, occurred with larger frequency.
The reason that there are 14 different classes of K = 3 Boolean functions is due to the symmetry properties of the evolutionary dynamics [23] . The set of Boolean functions of K inputs maps one-to-one onto the set of configurations of the K-dimensional Ising hypercube in which each of the vertices of the hypercube have a binary state. The different classes correspond to the group orbits of the "Zyklenzeiger" group [29] which is the hyper-cubic, or hyper-octahedral symmetry group combined with parity. In this case, parity means simultaneously inverting the binary states of each of the vertices. A group orbit is the set of configurations that map into each other through applications of a group's symmetry operations. The number of orbits a group has can be calculated using Pólya's theorem, and using Pólya's theorem it has been shown that there are 14 different group orbits of the 3 dimensional Zyklenzeiger group [23] . Thus, the function classes correspond to orbits of the symmetry group of the evolutionary dynamics, and for large networks that group is the 3d
Zyklenzeiger group.
In this paper, the effects of the finite size of the network on the self-organized evolution of networks of competing Boolean nodes are studied. Other EBN models [14, 18] have important finite size effects, indicating that small networks may behave in a fundamentally different way than large networks. Most previously reported results on this model have been
for relatively large networks with nearly 1000 nodes. Here, we find that small networks evolve very differently than large networks. In particular, it will be shown that the competition of nodes in very small networks does not result in the evolution of a canalized network.
Instead, the evolutionary mechanism preferentially selects for "input inverting" Boolean functions that have output states opposite to the majority of the inputs they receive. We will also see empirically that for finite size networks the K = 3 Boolean functions have 46 different classes, instead of 14. Finally, it will be shown that this change from 14 to 46
classes is due to a type of symmetry breaking in the evolutionary dynamics of finite size networks. Pólya's theorem will be used to show that, indeed, 46 classes are expected from the reduced symmetry of the finite size evolutionary dynamics.
The remainder of this paper is organized as follows. In Sec. II, the definition of random Boolean networks (RBNs) and of canalizing Boolean functions is given, a few important properties of RBNs are noted, and the algorithm used for the evolution of Boolean networks based on a competition between nodes is stated. Section III presents empirical results obtained from simulations of finite sized networks. In Sec. IV, Pólya's theorem is used to calculate the number of function classes in finite size networks based on a group of symmetry operations that is reduced from that which is relevant to the evolution of infinitely large networks. Section V explains that the symmetry breaking occurs because the behavior of nodes in finite size networks must differ from those in infinitely large networks in order for them to cooperate so that they collectively perform as efficiently as possible. Finally, a summary of our results and a discussion of what they may imply about the importance of finite size and symmetry in the evolutionary dynamics of real-world complex networks is discussed in Sec. VI.
II. THE MODEL A. Random Boolean Networks
In general, a RBN consists of N nodes, i = 1, . . . , N, each of which has a dynamical Boolean state, σ i = 0 or 1, that is a function of the Boolean states of K i other random nodes that regulate its behavior. The regulatory interactions are therefore described by a directed graph. As simple models of genetic networks, nodes can be interpreted as genes and their Boolean states indicate whether they are "not being expressed" or are "being expressed". Different interpretations apply in other cases. For example, as agent-based models of financial markets, nodes can be interpreted as traders and their Boolean states indicate whether they are "buying" or "selling". For synchronously updating RBNs, which are the only ones considered here, the state of each node at time t + 1 is a function of all state of its K i regulatory nodes at time t. Therefore, the discrete dynamics of the network is governed by
where i 1 ,i 2 ,· · · ,i K i are those K i nodes that regulate node i. The function f i is a Boolean function of K i inputs that determines the output of node i for all 2 K i possible sets of input values. In this study, for simplicity, we consider only homogeneous RBNs in which each node has three input nodes, that is, K i = K = 3 for all i. No self-links, or multiple in-links from the same node are allowed. Figure 1 illustrates an example of the type of homogeneous RBNs we consider.
Note that random Boolean functions can be generated with an "interaction bias" p by setting the output value for each set of input to be '1' with probability p, and '0' with probability 1 − p. In modeling gene regulatory networks, the bias p can be interpreted as a biochemical reaction parameter that defines the probability that a gene becomes "active" due to a particular set of regulatory inputs.
Given the Boolean state of each node i at time t, σ i (t), the system state of network is defined as Σ(t) = (σ 1 (t), · · · , σ N (t)). The path that Σ(t) takes over time t is a dynamical trajectory in the phase space of system. Note that there are 2 N different system states that are possible. For synchronous updating of the nodes, because the dynamics defined in Eq. 1 is deterministic and the phase space is finite, all dynamical trajectories eventually become periodic. That is, after some possible transient behavior, each trajectory will repeat itself forming a cycle given by
for some time Γ. The periodic part of the trajectory is the attractor of the dynamics, and the minimum Γ > 0 that satisfies this equation is the period of the attractor.
The study of the dynamics of RBNs has a long history [30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44] . It is known that two distinct phases of dynamical behavior, "chaotic" and "ordered", exist for RBNs that have Boolean functions that are randomly chosen depending on value of the interaction bias parameter p [30, 31, 32] . For such homogeneous RBNs with K > 2, the "chaotic" phase occurs for values of p near 0.5, and the "ordered" phase occurs for values of p near either 0 or 1. One way of distinguishing the two phases is to measure the distribution of its attractor periods beginning with random initial states [33] . For RBNs in the chaotic phase the distribution of attractor periods is sharply peaked near an average value that grows exponentially with system size N, and for RBNs in the ordered phase the distribution of attractor periods is sharply peaked near an average value that is nearly independent of N. There is a continuous transition between the two phases, the so-called "edge of chaos." At the phase transition, RBNs are "critical" and have a broad, power-law distribution of attractor periods. inputs is can be quantified by a set of numbers P k , k = 0, 1, · · · , K − 1, which are defined the fraction of the different possible sets of k input values that are canalyzing [2] . Note that for Boolean functions that have K inputs in total, there are 2 Note also that each of the 2 2 K different Boolean functions of K inputs, or their equivalent colorings of K−dimensional Ising hypercubes, can be uniquely distinguished by an integer 
possible. For example in Fig. 2 , the whole cube is not homogeneously colored and so P 0 = 0, it has one homogeneously colored face and so P 1 = 1/6, and it has 7 homogeneously colored edges and so P 2 = 7/12.
With the Ising hypercube representation of Boolean functions it is easy to see that certain functions are related to others by symmetry. For example, if you permute the order of the labels of the inputs to a function, the resulting function and corresponding hypercube coloring will be related to the original by symmetry. Furthermore, since the ordering of the input labels is arbitrary the two symmetric functions should be indistinguishable in the evolutionary dynamics of the network. This observation suggests that the symmetry properties of Boolean functions is important in the dynamics EBNs. In particular, any symmetry in the dynamics for evolving the Boolean functions should be reflected in the symmetry of the evolved steady state, for instance in the symmetry in the frequency at which the different functions occur.
C. Evolutionary Game
We consider the following variant of the Minority game for evolving the Boolean functions of a RBN [12] .
1. Begin with an unbiased RBN, that is, one whose functions are randomly chosen such that all of the different possible Boolean functions are equally likely to be chosen by each node, and with a random initial state.
2. Update the output state of nodes using Eq. 1, and determine the attractor of the dynamics [18] .
3. For each update on the attractor, determine whether '0' or '1' is the output state of the majority of nodes, and give a point to each node that is part of the majority.
4. Determine which node is in the majority most often over the length of the attractor.
That is, determine the node with the largest number of points. That node loses the game. If two, or more, nodes are tied with the largest score, pick one of them randomly to be the loser.
5. Replace the function of the losing node with a new randomly chosen unbiased Boolean function.
6. Return to step 2.
In practice, if the dynamical attractor is longer than some limiting time, Γ max , then score is kept only over that limited time. One iteration of the game is called an "epoch". Exactly one evolutionary change is made to the network each epoch. Note that only the Boolean functions of the nodes evolve, the topology of the networks links does not change. The essential features of the game are (1) frustration [22, 45] , since most nodes lose each time step, (2) negative reinforcement, since losing behavior is punished, and (3) extremal dynamics [46] , since only the worst performing node's Boolean function is changed. As mentioned above, previous studies involving large networks with N = 999 nodes have found that this game causes the networks to evolve to a critical steady state that is highly canalized.
III. SIMULATIONS AND RESULTS
Here we report results of simulations of ensembles of different size networks playing this game of competing Boolean nodes. Again, all of the networks simulated were homogeneous random networks with K = 3 inputs per node. The sizes of the networks studied range from N = 999 to N = 5. Note that N = 5 is the smallest network with an odd number of nodes that can be formed without self or multiple connections. For each N we found that the game caused the networks to evolve to a statistical steady state, and we measured the frequency that each of the 256 different functions occurred in the evolved steady state. This was accomplished by simulating, for each N, an ensemble of 10 7 independent realizations. Each realization started with an independent random network with random links and different unbiased random functions, and with an independent random initial state. The simulation of each realization was run for 10 4 epochs to allow the network to evolve to the steady state.
At the end of each simulation the functions used by each node were recorded, and then used to calculate the average frequency of each function for the ensemble of realizations.
We used the algorithm described in Ref. [18] to find the dynamical attractor each epoch.
In searching for the attractor, the maximum attractor period allowed, Γ max , varied with N.
For N = 999 it was 10 5 updates, and this limit was reached in about half the evolutionary game's epochs. For all other N, Γ max = 10000. As N decreased, the period limit was reached in a decreasing fraction of the epochs, until only a small fraction, about 10%, reached the limit for N = 19. For N = 5 the maximum possible length of an attractor is 32, since 2 N is the number of different system states. Therefore, for networks of this size, the limit was never reached. If Γ max is varied from these values, the quantitative results reported below do change, but the main qualitative findings concerning the symmetry breaking in the dynamics of finite size networks do not. Note also for N = 5, that, in contrast to N = 999, there is not a monotonic decrease in frequency of the functions with increasing g D , and therefore the evolutionary process does not select for canalization. Instead, the evolutionary dynamics selects for "input inverting" functions that output the value opposite to the majority of their input values. How input inverting a Boolean function f is can be quantified by its value of 
IV. SYMMETRY BREAKING
Many of the empirical simulation results presented in the previous section are caused by a breaking of symmetry in the evolutionary dynamics of finite size networks. As discussed earlier, each of the 256 Boolean functions of K = 3 inputs maps one-to-one onto a coloring of the 3d Ising hypercube, or, equivalently, the Ising cube. The symmetry of the evolutionary dynamics causes classes of functions to evolve "symmetrically" with the same frequency.
Thus, the function classes correspond to orbits of the symmetry group of the evolutionary dynamics [23] . In this case, a group orbit is the set of colorings that map into each other through applications of the group's symmetry operations. The number of orbits a group has can be calculated using Pólya's theorem [47] .
Pólya's theorem states that the number of orbits P G a permutation group G acting on the K-dimensional Ising hypercube has is
where |G| is the number of operators g ∈ G, X is the set of 2 2 K colorings, and X g is the set of colorings that are left invariant by g. To evaluate |X g |, the size of X g , first express each operator g in terms of its cycle structure, which is given by its cycle index x Alternatively, the number of orbits, P G , can be calculated by first finding the "cycle polynomial" of G by adding the cycle indices for each g ∈ G together and dividing by |G|. Then, because there are two possible colors of each vertex, replace each x in the cycle polynomial with 2 and evaluate the expression. The result will be P g .
For infinitely large networks, the group describing the evolutionary dynamics is the 3d "Zyklenzeiger" group, which is the cubic group combined with parity [23] . Note that this is precisely how many function classes are found empirically in the large network limit.
However, for finite sized networks 46 classes are found empirically. What symmetry group describes the evolutionary dynamics of finite sized networks? To answer this question recall that, as shown in Fig. 4 and discussed in the previous section, the 46 classes appear from splitting many of the 14 classes that occur in the large network limit. This indicates that the symmetry group describing the dynamics of finite size networks is a subgroup of the one for infinitely large networks. Thus, the symmetry of the dynamics in the large network limit is reduced, or broken, in the dynamics of finite size networks. However, not all of the symmetry operations in the 3d Zyklenzeiger group that describes the evolutionary dynamics of infinitely large networks are consistent with input inversion.
Only those that correspond to changes in the Ising cube that are symmetric about the (000)- These 12 operations form a group. This group is input inversion symmetric. The number of orbits of this group can also be calculated using Pólya's theorem. Table I lists the cycle structure and cycle index for each of the operations in this group. Adding the cycle indices together, we find that the cycle polynomial for this group is (1/12)(x 2 ), and that the number of group orbits is
This is exactly what is found empirically. Thus, the input inversion symmetry group describes the evolutionary dynamics of finite size networks. The precise form of the evolution-
(e) (0)(41)(2)(63)(5)(7) 
ary dynamics is complicated
It is important to note that, although, as discussed earlier, not all of the classes that split from the same large network class can be distinguished by the value of I that their functions have and that class F a splits even though all of the functions in the class are explicitly not inverting, the selection for input inverting functions by the evolutionary dynamics is still responsible for the splitting in these cases. Because the dynamics of finite size networks selects for input inverting functions, and because not all of the operations of the symmetry group for infinitely large networks are input inversion symmetric, the symmetry of the evolutionary dynamics of infinitely large networks is broken. Once this happens the number of group orbits, or, equivalently, function classes, increases. Since functions in different classes are not related by the symmetry of the evolutionary dynamics there is no reason that they should occur with the same frequency. It is complicated to calculate the quantitative values of the frequencies of the functions in the evolved steady state. They depend on more than just their fractions of canalizing inputs P k or their input inversion value I.
Their frequencies also depend on dynamical interactions of functions on different nodes.
Therefore, in general, it should be expected that unless functions are in the same orbit of the symmetry group of the evolutionary dynamics that they not occur with the same frequency. However, if functions are in the same orbit, then they are constrained by the symmetry of the evolutionary dynamics to occur with the same frequency.
V. WHY DOES THE SYMMETRY BREAK?
The remaining question to answer is why the evolutionary dynamics of finite size networks break the symmetry of the evolutionary dynamics of infinitely large networks. To answer this question note that the evolutionary game the nodes are playing is a variant of the minority game [12, 22] that effectively punishes nodes when their output is in the majority and rewards nodes whose output is in the minority. It has been shown that this effect of the evolutionary dynamics can result in the emergence of cooperation and organization of nodes throughout the system in an attempt to collectively perform as efficiently as possible [12, 16, 22, 45, 48, 49, 50] . The result being that at any time the number of nodes whose output is '0' is almost equal to, or balanced by, the number of nodes whose output is '1'. This is true for any size network. However, the way that this balance is achieved in finite size networks is different from the way it is achieved in infinitely large networks.
The balance is easier to achieve in large networks than it is in small networks because the system has greater flexibility to balance the two states in order to achieve the global cooperation. In large networks every one of the 2 2 K different Boolean functions is likely to be chosen by some node in every epoch in each realization. Moreover, any local structure, or motif [51, 52] , of the network that occurs, including the Boolean functions of the associated nodes, is likely to be simultaneously occurring somewhere else in the network with opposite parity. Thus, the balance between nodes with output '0' and nodes with output '1' can be achieved simply by this "stochastic" balance that occurs naturally in large networks. For infinitely large networks this stochastic balance is exact.
For finite size networks, though, the balance can not be exactly achieved in this way.
There will always be statistical fluctuations that prevent it from happening, and, for small networks, since each node chooses only one function in any epoch, there are not enough functions being used for the balance to be achieved stochastically. The lack of diversity in functions forces the evolutionary dynamics to place some extra selection pressure on these small number of chosen functions in order for the system to balance the output of the nodes.
Because of this, it selects for input inverting functions.
To see why input inverting functions help balance the output of the nodes, consider the extreme case of N = 5. In many epochs the attractor that is found has period Γ = 1. That is, it is a fixed point, and all nodes always output the same Boolean value. Clearly, in this case, the best way for a function to work to achieve a collective balance in the network's output is for it to output the value opposite to the majority of its input values, that is, for it to be input inverting. If a node's function is not input inverting, then its output will always be in the majority and the node may lose the game and have its function changed.
Input inverting functions are also favored in epochs with longer period attractors, but not as strongly. This mechanism for selecting input inverting functions also works in larger networks, but becomes decreasingly important as N grows and the nodes become able to balance the collective behavior stochastically. This is why, as we found empirically, the symmetry breaking decreases as N increases, and vanishes in the limit of infinitely large networks when exact collective balance can be achieved stochastically.
It is therefore in epochs where the attractor period is short that the selection for input inverting functions occurs. This contrasts with how canalization is selected for. It has previously been demonstrated that canalization is selected for by large networks in epochs in which attractors with long periods are found [16] . Thus, in the evolved steady state of finite size networks, since a broad distribution of attractor periods are found, selection for both canalizing functions and input inverting functions occurs. However, as we also found empirically, as N increases and the average length of an attractor period increases, the selection pressure for input inverting functions decreases while the selection pressure for canalizing functions increases.
VI. CONCLUSIONS
In this study of Boolean networks that evolve because of a competition between nodes for limited resources, we have found that the finite size of a network significantly affects the way that the network evolves and what the emergent properties of the system are.
In small networks, the evolutionary dynamics selects for input inverting functions, but as the size of the network increases the evolutionary dynamics shifts from selecting for input inverting functions to selecting for canalizing functions until for infinitely large networks only canalization is selected for. This result can be understood in terms of the symmetry of the evolutionary dynamics. For networks in which each node receives 3 inputs, if the network is infinitely large, then the evolutionary dynamics has the symmetry of the 3d
Zyklenzeiger group, which is the cubic group combined with parity, but, if the network is of finite size, then the evolutionary dynamics has the reduced symmetry of the subgroup consistent with input inversion. Thus, the symmetry of the evolutionary dynamics of infinite size networks is broken in the evolutionary dynamics of finite size networks. The symmetry of the evolutionary dynamics was revealed by the distribution of the frequency of occurrence of the various Boolean functions, which shows that there are classes of functions that all occur with the same frequency, and thus evolve symmetrically. Fourteen function classes are found for infinitely large networks, while 46 are found for finite size networks. The function classes correspond to orbits of the symmetry group of the evolutionary dynamics, and the number of orbits for both of the symmetry groups were calculated using Pólya's theorem and found to match the above numbers. The reason for the symmetry breaking is that the way the nodes must behave to collectively perform as well as possible requires that the evolutionary dynamics be different for infinitely large and finite size networks, and this difference requires that they select for different properties in the Boolean functions.
Our previous work on the co-evolution of topology and dynamics of Boolean networks similarly found that finite size can affect the evolution of a network. In that study, which considered a different type of evolutionary dynamics, we found that finite size networks evolve to have a broadly distributed in-degree connectivity, whereas infinitely large networks evolve to have a homogeneous indegree connectivity [18] . Bornholdt and Rohlf also found important finite size effects in another evolutionary Boolean network model [13] .
As mentioned in the introduction, Boolean networks have been used to model a wide range of biological, physical, social, and economic systems, including both gene regulatory networks and financial markets. Many of these systems evolve through some evolutionary dynamics, and can be modeled by an EBN. Although we have focused on just one particular EBN model in this study, our results show that symmetry and finite size can have important effects on the evolutionary process. The properties of the evolved state can indicate much about the evolutionary process that leds to it. Real networks, even if they can't be modeled by Boolean networks, are, of course, always of finite size, and symmetries exist in many real-world evolutionary processes. Therefore, our results suggest that finite size effects and symmetry may be important in the evolution of the complex networks describing many real-world systems.
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