Many fundamental problems are undecidable for in nite matrix groups. Polycyclic matrix groups represent a large class of groups for which these same problems are known to be decidable. In this paper we describe a suite of new algorithms for studying polycyclic matrix groups | algorithms for testing membership and for uncovering the polycyclic structure of the group. We also describe an algorithm for deciding whether or not a group is solvable, which, in the important context of subgroups of GL(n; Z), is equivalent to deciding whether or not a group is polycyclic. In contrast to previous algorithms, the algorithms in this paper are practical: experiments show that they are e cient enough to be useful in studying some reasonably complex examples using current technology.
Introduction
The development of e cient matrix group algorithms is one of the most active areas of computational group theory, but until recently, most of that activity has focused on algorithms for studying nite matrix groups. In that context, considerable progress has been made in the development of algorithms for such fundamental problems as the membership problem: given a nite set X of n n invertible matrices and given another such matrix a, decide whether or not a is an element of the group generated by X under multiplication. (For polynomial-time algorithms for nite matrix groups, see 15] and 3], for example.) When we pass to in nite matrix groups, this same question becomes undecidable 16] . Therefore, when studying in nite matrix groups it makes sense to restrict our attention somewhat.
It is natural to consider the class of polycyclic groups | solvable groups in which every subgroup is nitely generated. Polycyclic groups are generalizations of nitely generated abelian groups in the same sense that solvable groups are generalizations of abelian groups. Polycyclic-by-nite groups represent a large class of groups for which many fundamental problems (such as the membership problem) are decidable. In this paper we describe a new algorithm for deciding membership in a polycyclic-by-nite matrix group; our algorithm is suitable for computer implementation. In the special case of a nitely generated abelian matrix group, we can also test membership constructively and nd a presentation for the group, and we can do so practically.
The basic structure of a polycyclic-by-nite matrix group G is well-known. Let P be a polycyclic subgroup of nite index in G. Then P contains a nite-index triangularizable group T, the commutator of which is a unipotent group U:
G . P . T . U: nite nite abelian
We describe a new algorithm for nding P, T and U and for nding a special sequence of elements (called a polycyclic generating sequence) which re nes the normal series P . T . U to a series with cyclic quotients: P 1 . P 2 . . P k . T 1 . T 2 . . T l . U 1 . U 2 . . U m :
We can also decide whether or not a given group is triangularizable (Section 2.5) or simply solvable-by-nite (Section 2.8). A subgroup of GL(n; Z) is solvable if and only if it is polycyclic, so in GL(n; Z) we can also decide whether or not a given group is polycyclic-by-nite.
In 2] many fundamental and useful problems concerning polycyclic matrix groups, including all of the problems discussed in this paper, are proved to be decidable. Many of the algorithms in 2] are not suitable for computer implementation as that was not the goal of that paper (Section 3). On the other hand, the algorithms in this paper are suitable for computer implementation. Indeed, experiments testing the algorithms for triangularizable groups show that these algorithms are certainly practical enough to be useful in studying some reasonably complex examples (Section 4). They also suggest that in order to increase the complexity of the matrix groups which can be handled practically, it will be necessary to develop fast algorithms for working with unitriangular groups (Section 5).
If F is a number eld such that F : Q] = d, then the elements of F can be represented as d d matrices over Q. Therefore, all of the algorithms above can also be used to study subgroups of GL(n; F).
The algorithms depend on two structure theorems concerning subgroups of GL(n; Q):
one describes the structure of triangularizable matrix groups (Section 2.5), and the other describes the structure of polycyclic-by-nite matrix groups (Section 2.7). In both cases, we show that through a change of basis over Q, the groups have a certain block upper triangular form. Part of this paper is based on the author's Ph. D. thesis 17, 18].
Notation and de nitions
Throughout this paper let Z denote the ring of integers, Q the eld of rationals, and C the eld of complex numbers. Let R denote either Z or Q. If p is a prime, then the eld of p-adic numbers is denoted by Q p , its algebraic closure by Q p , and the ring of p-adic integers by Z p . The eld with p elements is denoted by F p . If n is a positive integer, the group of n n matrices invertible over R is denoted by GL(n; R) or by GL(V ), where V is a free R-module of rank n. The ring of n n matrices over R is denoted by M(n; R). If G is a subgroup of GL(n; R), then the enveloping algebra of G, Env(G), is de ned to be the smallest Q-subalgebra A of the algebra of n n matrices over Q such that A G. Let F be any eld, and let E be an extension eld of F. If G is a subgroup of GL(n; F), then G is triangularizable over E if there is a basis for E n relative to which every matrix in G is upper triangular, and G is triangularizable if it is triangularizable over the algebraic closure of F. If G is a subgroup of GL(n; F) and if G is triangularizable over some extension eld E of F, then there exists a nite extension L of F over which G is triangularizable.
(See p. 33 of 19].) Therefore, a subgroup G of GL(n; Q) is triangularizable if and only if it is triangularizable over C.
Let Tr 1 (n; R) denote the group of upper triangular matrices with entries in R and 1's along the diagonal. Elements of Tr 1 (n; R) are called unitriangular. An element of GL(n; R) is unipotent if all of its eigenvalues are 1. If G < GL(n; R) consists entirely of unipotent elements, then G is said to be unipotent. In this case there is a basis for R n with respect to which G is unitriangular. (The case when R = Q is proved as Corollary 1.21 in 21], and the case when R = Z follows easily.) If G is a subgroup of GL(n; R), then there is a unique normal unipotent subgroup of G which is maximal among all such subgroups of G. ( Polycyclic groups are nitely presented. It is often convenient to assume that a polycyclic group is given by a special presentation known as a consistent polycyclic presentation. Intuitively, a consistent polycyclic presentation is one from which the polycyclic structure of the group is easily gleaned. In particular, the generators in a consistent polycyclic presentation form a polycyclic generating sequence for G. (See Section 9.6 of 20] for a precise de nition.)
Throughout this paper we rely on basic algorithms in 20] for working with polycyclic groups given by consistent polycyclic presentations. For example, practical algorithms exist for testing membership in a subgroup of a polycyclic group, and for nding the kernel of a homomorphism between two polycyclic groups, providing these groups are given by consistent polycyclic presentations. We also rely on the fact that a polycyclic group satis es the ascending chain condition on subgroups. In Section 2, we will refer in some detail to two algorithms in Section 9.6 of 20] for testing membership in a subgroup H of G: POLY SUBGROUP and POLY MEMBER. POLY SUBGROUP calculates a polycyclic generating sequence for H. POLY MEMBER uses such a sequence to test membership in H. POLY MEMBER is constructive; that is, given a polycyclic generating sequence h 1 ; : : :; h l for H and y 2 H, POLY MEMBER can nd an x in Z l such that h x = y.
Facts about GL(n; Z p )
We rst establish a connection between nitely generated subgroups of GL(n; Q) and subgroups of GL(n; Z p ). If G is a nitely generated subgroup of GL(n; Q), then the subring S of Q generated by the entries of the elements of G is nitely generated as a ring. Therefore, there exists a prime p such that if r 2 S, then r = u v , where u; v 2 Z and (v; p) = 1. Notice that G can be embedded in GL(n; Z p ): the obvious embedding of Q into Q p maps S into Z p , and thus there exists a group embedding of G into GL(n; Z p ). As we saw in Section 1.1, G is triangularizable over Q p if and only if G is triangularizable over C.
In 7] Dixon gives a su cient condition for a subgroup of GL(n; Z p ) to be triangularizable over Q p . Consider the ring homomorphism Z p ! Z p =pZ p = F p and its extension to a group homomorphism : GL(n; Z p ) ! GL(n; F p ). The kernel of this homomorphism is called the principal p-congruence subgroup of GL(n; Z p ). 
Algorithms for Matrix Groups
In this section we develop a suite of algorithms for studying polycyclic-by-nite matrix groups. We will start by considering two special cases, abelian groups (Sections 2.1 and 2.4) and unitriangular groups (Sections 2.2 and 2.3). From there, we will generalize to triangularizable groups (Sections 2.5 and 2.6) and then to polycyclic-by-nite groups (Sections 2.7, 2.8 and 2.9).
Abelian groups embedded in elds
In order to develop an algorithm to nd a presentation for an abelian subgroup G of GL(n; Q), we consider two special cases. Let A be the enveloping algebra of G. In the rst case A is a eld, and in the second case G Tr 1 (n; Q). In Section 2.4 we prove a structure theorem for abelian matrix groups that shows that these two cases are su cient. The rst case is discussed in this section, and the second case is discussed in Sections 2.2 and 2.3.
Let G be an abelian subgroup of GL(n; Q) given by a nite set fg 1 ; : : : ; g k g of generators.
Suppose that A, the enveloping algebra of G, is a eld. We want to nd generators for the subgroup H of Z k consisting of elements x such that g x = 1. This problem was solved in 11].
Ge assumes that the eld is described by d Ge makes no claims concerning the practicality of his algorithm. However, we independently discovered an algorithm to nd a presentation in the special case when G GL(n; Z).
Our algorithm is similar to that of Ge, and experiments show that our algorithm is practical.
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We continue the notation established at the beginning of this section, but now we assume furthermore that G < GL(n; Z). Let then is a root of unity.
The run-time of the algorithm in 4] is polynomial in s + k and the size of the input data. The authors illustrate the practicality of their algorithm by nding (for real quartic elds with discriminants below 100000) a multiplicative relation between four given units.
Having found a presentation for (G) (that is, having found generators k 1 ; : : :; k j for K), let us turn our attention back to the problem of nding a presentation for G ( T \ G = hg k i : i = 1; : : : ; ji: It is not hard in practice to nd a cyclic generator for T \ G. Since H is the kernel of the map from K to T \ G taking x to g x , we can use the techniques of Section 9.6 of 20] to nd generators for H.
Ge uses a technique which is similar to that described above, but he uses complex logarithms instead of real logarithms. He shows that the length of the shortest nonzero vector in the resulting lattice is bounded below by 1=16.
Unitriangular subgroups of GL(n; Z)
Let G be a subgroup of Tr 1 (n; Z) given by a nite set fg 1 ; : : : ; g k g of generators. In order to test membership in G, we rely on algorithms which have been developed for working with polycyclic groups given by consistent polycyclic presentations. When G is both unitriangular and abelian, we can also nd a presentation for G in terms of g 1 ; : : :; g k , i.e., we can nd generators for the subgroup H of Z k consisting of elements z such that g z = 1. We do so as follows. Since G is free abelian, we can use POLY SUBGROUP to nd a basis h 1 ; : : :; h l for G. There is a homomorphism from Z k to Z l taking u in Z k to the vector v in Z l such that h v = g u . An integer matrix representing can be computed as follows: if e i is the i-th vector in the usual basis for Z k , then POLY MEMBER can be used to nd (e i ), the vector in Z l such that g i = h
(e i )
. The kernel H of is then easy to compute. As we saw in Section 2.1, if we can nd a presentation for G, then it follows that our membership test for G can be made constructive.
Unitriangular subgroups of GL(n; Q)
Let G be a nitely generated subgroup of Tr 1 (n; Q). We reduce the problem of testing membership in G to the problem of testing membership in a subgroup of Tr 1 (n; Z). In 19] (Lemma 2, Chapter 6), Segal shows that if G = hg 1 ; : : : ; g k i is a nitely generated subgroup of Tr 1 (n; Q), then it is easy to nd an x in GL(n; Q) such that x ?1 Gx Tr 1 (n; Z): nd a Thus, membership testing in a nitely generated subgroup of Tr 1 (n; Q) is reduced to the analogous problem in Tr 1 (n; Z). As with subgroups of Tr 1 (n; Z), if G is also abelian, then we can make our membership test constructive, and we can nd a presentation for G. Alternative methods for working with abelian subgroups of Tr 1 (n; Q) are described in 1].
Abelian groups
The following proposition indicates how the problem of nding presentations for nitely generated abelian groups can be reduced to the corresponding problems for abelian groups embedded in elds and nitely generated abelian unitriangular groups.
Proposition 2.3 Let G be an abelian subgroup of GL(n; R). There exist a basis B for R n and positive integers n 1 ; : : : ; n r such that n 1 + + n r = n and all matrices in G have the following block structure with respect to B: where for 1 i r, a i is an n i n i matrix, and if G i is the image of G under the map that takes g to a i , then the enveloping algebra of G i is a eld. Proof. Let A be the enveloping algebra of G, and suppose A is not a eld. There exists a zero divisor a of A. (If R = Z, then ensure a 2 M(n; Z) by clearing denominators.) Let V = fv 2 R n j va = 0g. Since 0 < V < R n and V is invariant under G, by induction we can choose a basis D for V relative to which Gj V has the desired form. There is a complement W to V in R n . (If R = Z, then R n =V is torsion-free.) Choose a basis for W and thereby a basis for R n =V . Consider the map that takes an element of G to the matrix representing its action on R n =V relative to this basis. By induction again, we can nd a basis C for W such that relative to the corresponding basis for R n =V , (G) has the desired form. Then C; D is a basis for R n that satis es the criteria of the proposition. The problem of computing a basis B satisfying the criteria of Proposition 2.3 is closely related to the problem of nding the primary decomposition of the radical J(A) of A, where A is the enveloping algebra of G. Given a basis B satisfying the criteria of Proposition 2.3, we can compute vector space generators for M i , the kernel of the map that takes a matrix g to a i . Then M i is a maximal ideal, and
Conversely, if we are given ideal generators for the maximal ideals M 1 ; : : :; M l in the primary decomposition of J(A), then it follows from the uniqueness of the primary decomposition and Proposition 2.3 that there exists an i such that the nullspace V i of M i is a nontrivial, invariant subspace on which the enveloping algebra of G is a eld.
The development of practical algorithms for nding primary decompositions is an active area of research. In 10], for example, the authors show that there exists a polynomial time algorithm for computing the primary decomposition of the radical of a matrix algebra. In 9], the authors discuss the problem of nding a practical algorithm for computing the primary decomposition of an ideal in a polynomial ring. IBM's symbolic computation package AXIOM has a function for nding the primary decomposition for a zero-dimensional ideal in a polynomial ring. Further research on practical algorithms for computing the primary decomposition will shed light on how best to achieve the reduction we seek here. One method is to mimic the proof of Proposition 2.3, relying on methods in 9] or 10] for deciding whether or not A is a eld and, if it is not, for nding a zero divisor a in A. Note that when R = Z, we nd a basis for Z n relative to which G has the desired form. Now let us assume that G is an abelian subgroup of GL(n; R) given by a nite set fg 1 ; : : :; g k g of generators, and that we have found a basis for R n satisfying the criteria of Proposition 2.3. We now show that we can obtain a presentation for G, i.e., we can nd generators for the subgroup H of Z k consisting of elements z such that g z = 1. Let be the group homomorphism given below. 
Let S be the s k matrix whose i-th row is k i . The image of K (under the map that takes x to g x ) is an abelian subgroup of Tr 1 (n; Z) and hence is free. As described in Section 
where a i 2 G i for all i. Clearly, G is triangularizable. In this section we show that given a nite set of generators for a triangularizable subgroup G of GL(n; R), we can nd a basis for R n relative to which G has this form. Furthermore, we describe an algorithm for deciding whether or not a subgroup of GL(n; R) given by a nite set of generators is triangularizable. Clearly, a triangularizable subgroup is unipotent-by-abelian: after a change of basis over C the group is upper triangular, and the commutator of two upper triangular matrices is an upper triangular matrix with 1's on the diagonal. We will now show that all unipotent-byabelian subgroups have the desired form. For any positive integer n and for any subgroup L of GL(n; R), let V (L) = fv 2 R n j vl 1 l 2 = vl 2 l 1 8 l 1 ; l 2 2 Lg:
The following lemma establishes some obvious properties of V (L). Proof. Assume that V i (G) 6 = R n . Let G be the image of the map taking G to GL(R n =V i (G)).
Then G is unipotent-by-abelian since G 0 = G 0 is unipotent. Since V (G) 6 = 0, V i (G) < V i+1 (G). Therefore, there exists a positive integer r such that V r (G) = R n . The quotient R n =V i+1 (G) is isomorphic to (R n =V i (G))=V (G), and this latter quotient is free since V (G) has a complement in R n =V i (G). Therefore V i+1 (G) has a complement in R n . It follows from the de nition of V i+1 (G) that the image of G under the map to GL(V i+1 (G)=V i (G)) is abelian. Our structure theorem for unipotent-by-abelian matrix groups now follows immediately.
Proposition 2.7 Let G be a unipotent-by-abelian subgroup of GL(n; R). There exist a basis B for R n and positive integers n 1 ; : : :; n r such that n 1 + + n r = n and all matrices in G have the following block structure with respect to B: where for 1 i r, a i is an n i n i matrix, and the image of G under the map that takes g to a i is abelian.
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Note that when R = Z, we nd a basis for Z n relative to which G has the desired form.
The following corollary is an immediate consequence.
Corollary 2.8 Let G be a subgroup of GL(n; R). Then G is triangularizable if and only if G is unipotent-by-abelian. Let A be the enveloping algebra of G, where G is a triangularizable subgroup of GL(n; R). Just as in the case of abelian matrix groups (Section 2.4), the problem of computing a basis for R n satisfying the criteria of Proposition 2.7 is closely related to the problem of expressing the radical J(A) as the intersection of maximal ideals. Let i be the map that takes g to a i . As we saw in Section 2.4, we may assume that for each i, the enveloping algebra of i (G) is a eld. In this case, the kernel M i of the algebra homomorphism extending i is a maximal ideal, and
Further research into practical algorithms for nding primary decompositions will shed light on how best to compute a desired basis for R n . One possibility is to use an algorithm based on Lemma 2.6 both to decide whether or not a subgroup G of GL(n; R) (given by a nite set of generators) is triangularizable, and, if so, to nd a desired basis for R n . We can do so as follows. 
Testing membership in triangularizable groups
Let G be a triangularizable, polycyclic subgroup of GL(n; R) given by a nite generating set, and let a 2 GL(n; R). We will now reduce the problem of deciding whether or not a 2 G to two cases considered previously, namely, when G is nitely generated and abelian, or when G is nitely generated and unitriangular. Note that a triangularizable subgroup of GL(n; Z) is always polycyclic, but this is not the case for triangularizable subgroups of GL(n; Q). For example, let G be the subgroup of GL(2; Q) generated by Therefore, G 0 is not nitely generated.
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As we saw in the previous section, we may assume that we have found a basis for R n satisfying the criteria of Proposition 2.7. We may also assume that a has a block structure like that of G with respect to this basis. Let be the map from hG; ai to GL(n; R) given Thus we are left with the problem of deciding whether or not ag ?1 is in the intersection H of G and the kernel of .
Notice that H is precisely the unipotent part U of G. Clearly, H is a normal, unipotent subgroup of G, and hence H U. As before, let G i be the image of G under the map i that takes a matrix to the i-th block along the block diagonal, and let n i be the size of the matrices in G i (so that G i GL(n i ; R)). Suppose g is an element of U. Let a i = i (g).
Since g is unipotent, (a i ? 1) n i = 0. But A i , the enveloping algebra of G i , is a eld, and hence a i ? 1 = 0. Therefore, g 2 H.
Find a nite set of generators for H as follows. Recall from Section 2.4 that we can nd a presentation for (G) in terms of our given generators, i.e., we can nd generators k 1 ; : : :; k s for the subgroup K of vectors v in Z k such that (g v ) = 1. Let X be a nite set of normal generators for G 0 , and let f H = hg k 1 ; : : :; g ks ; Xi. Then 
A structure theorem for polycyclic-by-nite groups
Let G be a polycyclic-by-nite subgroup of GL(n; R). In this section we prove the following proposition concerning the structure of G. Proposition 2.9 Let G be a polycyclic-by-nite subgroup of GL(n; R). There exist a basis B for R n and positive integers n 1 ; : : :; n r such that n 1 + + n r = n and all matrices in G where for 1 i r, a i is an n i n i matrix and the image of G under the map that takes g to a i is abelian-by-nite.
Proof. We now show by induction on i that V i (H)g = V i (H). This is trivial in the case when i = 0. By induction we may assume that V i?1 (H)g = V i?1 (H). Then H is abelian on V i (H)g=V i?1 (H). Therefore V i (H)g V i (H) (by our de nition of V i (H)), and hence V i (H)g = V i (H). The proposition now follows.
Deciding if a matrix group is solvable-by-nite
Let G be a subgroup of GL(n; R) given by a nite set fg 1 ; : : :; g k g of generators. Let p be an odd prime which does not divide the denominator of any of the entries of g 1 ; : : :; g k ; g ?1 1 ; : : : ; g ?1 k . (For example, if G GL(n; Z), then let p = 3.) In Section 1.3 we saw that G can be embedded in GL(n; Z p ), and we de ned a homomorphism : GL(n; Z p ) ! GL(n; F p ). Let K be the intersection of G with the kernel of . By Lemma 
Testing membership in a polycyclic-by-nite group
We now discuss the problem of deciding whether or not a given matrix a in GL(n; Q) is an element of G, where G is a polycyclic-by-nite matrix group given by a nite set fg 1 ; : : : ; g k g of generators. We describe two algorithms for this problem. (We have not yet compared the e ciency of these algorithms.)
We carry over our notation from Section 2.8: S is the subring of Q generated by the entries of g 1 ; : : : ; g k ; g ?1 1 ; : : : ; g ?1 k ; p is an odd prime which does not divide the denominator of any of the entries of g 1 ; : : :; g k ; g ?1 1 ; : : :; g ?1 k ; is the map from GL(n; Z p ) to GL(n; F p ) de ned in Section 1.3; K is the intersection of G with the kernel of ; T is a set of coset representatives for G=K. We may assume that the entries of a are in S, and as we saw in the Section 2.8, we may assume that we have generators for K.
The rst algorithm for deciding whether or not a 2 G relies on the algorithm in Section 2.6 for testing membership in a triangularizable matrix group. If jG=Kj is small, then nd a set T of coset representatives for G=K and simply try each t 2 T, testing whether or not at ?1 2 K. If jG=Kj is large, then use techniques for matrices over nite elds to decide whether or not (a) 2 (G) and, if so, to nd g in G such that (a) = (g). Then a 2 G if and only if ag ?1 2 K. This approach might be particularly e cient in the case when G is polycyclic, since then we can use algorithms developed for working with solvable matrix groups over nite elds. (See 15] .)
The second algorithm for deciding whether or not a 2 G relies on the algorithms in 3]
for working with abelian-by-nite matrix groups as well as the algorithm in Section 2.3 for testing membership in a unitriangular matrix group. Recall that K /G, jG : Kj < 1, and K is triangularizable. Find a basis for R n relative to which K has the block structure described in Proposition 2.7. With respect to this basis for R n , G has the block structure described in Proposition 2. We can obtain generators for the intersection H of G with the kernel of much as we found the unipotent part of a triangularizable matrix group in Section 2.6. Use the algorithm in 3] to nd a presentation for (G), and from that obtain a set fh 
Related Work
In 2] many fundamental and useful problems concerning polycyclic matrix groups, including all of the problems discussed in this paper, are proved to be decidable. Many of the algorithms in 2] are not suitable for computer implementation as that was not the goal of that paper.
On the other hand, as will be shown in the Section 4, the algorithms in this paper are suitable for computer implementation. We will not describe the algorithms in 2] completely here, but we will highlight several particularly ine cient steps in order to contrast them with the algorithms in Section 2. Suppose that G is a polycyclic-by-nite matrix group. In 2] an algorithm is given to decide whether or not a given matrix a is an element of G. If m is a positive integer, let m be the map from GL(n; Z) to GL(n; Z=mZ). If a is not an element of G, then there exists an m such that m (a) is not an element of m (G) (Theorem 5 in Chapter 5 of 19]). In 2], the authors verify that a is not an element of G by simply trying all positive integers m, testing whether or not m (a) is an element of m (G), and stopping if it is not. They verify that a is an element of G by enumerating the elements of G, stopping if a is found. These two procedures are then run in parallel. Eventually one of them stops, and then it is known whether or not a 2 G. The algorithm in 2] to decide whether or not a given matrix group is polycyclic-by-nite relies on this algorithm for testing membership in such a group.
In 2] an algorithm is given to verify that G is triangularizable. This algorithm enumerates the algebraic number elds F and enumerates for each F the n n nonsingular matrices p over F, testing whether or not p ?1 Gp is upper-triangular, stopping if this is the case. If G is polycyclic, a triangularizable subgroup H of nite index in G is found by enumerating all the { 16 { normal subgroups H of G, testing each H to see if it is triangularizable and stopping when such an H is found. The unipotent part of G is then found by triangulating the matrices in H over F. Note that one might have to consider number elds F whose degree over Q is as much as n!. It is clear that these algorithms in 2] are not practical, even for simple examples.
Algorithms for testing membership in an abelian subgroup of GL(n; R), as well as algorithms to nd a presentation for such a group, were discovered independently by the author and 1]. The algorithm in 1] is proved to have a run-time which is polynomial in the length of the input. While that algorithm is in some respects similar to the one presented here, the method for testing membership in a matrix group which is both unipotent and abelian is quite di erent since the algorithm described in this paper works for all nitely generated unipotent groups.
In 3] an algorithm is given for deciding whether or not a given nitely generated subgroup of GL(n; R) is solvable-by-nite. The author proves that the run-time of his algorithm is polynomial in the length of input; the practicality of the algorithm has not been tested. We described in Section 2.8 a practical alternative to the algorithm in 3].
As we saw in Sections 2.8 and 2.9, our algorithms for solvable-by-nite matrix groups rely on the observation in 7] that solvable-by-nite subgroups of the p-congruence subgroup of GL(n; Z p ) are triangularizable for p an odd prime. We also saw that it is an easy consequence of this result that problems concerning solvable-by-nite matrix groups can be reduced to problems about triangularizable matrix groups. Dixon illustrates this himself by using such a reduction to solve the stabilizer and orbit problems for a nilpotent-by-nite matrix group G: given u in R n , nd the stabilizer of u in G, and given u; v in R n , decide whether or not u and v are in the same orbit under the action of G.
In 3] the work in 1] concerning abelian matrix groups is extended to the case of abelianby-nite matrix groups. In this paper, we described two algorithms for testing membership in a polycyclic-by-nite subgroup of GL(n; R), one of which relies on these abelian-by-nite results and the other of which does not. Experimentation is needed to compare the e ciency of all of these algorithms in practice.
Experiments
In this section I summarize the results of 14 experiments in which I traced through the algorithms for working with triangularizable subgroups of GL(n; Z). Some of the algorithms have been implemented (in Maple). The computational number theory algorithms described in Section 2.1 have not been fully implemented. Therefore, I stepped through parts of those algorithms by hand. Examples ranged from 4 4 matrices with 1 digit entries to 9 9 matrices with 4 digit entries. The experiments all ran quickly (with no noticeable wait) except in one part of the algorithm|the part which calculates a polycyclic generating sequence for a unipotent group (as described in Sections 2.2 and 2.3). Because of this bottleneck, the 9 9 matrix group with 4 digit entries still had not terminated after 21 cpu hours. Were it not for this bottleneck, it seems very likely that I could have handled much larger examples. This is encouraging, since unipotent groups are nitely generated torsion-free nilpotent groups, and these should be much easier to handle computationally than general polycyclic groups. In Section 5, I discuss some possible approaches to removing this bottleneck.
Only triangularizable groups were considered in these experiments. In Section 2.5, we saw that all triangularizable matrix groups can be conjugated into a certain block form, where each of the groups arising along the block diagonal is abelian with a eld as its enveloping algebra. The algorithms for nding the desired block form, nding the unipotent part, nding a polycyclic generating sequence for the group, and testing membership all appear to be practical for triangularizable groups. The algorithm to decide whether a given subgroup of GL(n; Z) is triangularizable is an easy extension of the algorithm to nd the desired block form for a triangularizable subgroup; therefore, it is reasonable to expect that it, too, is practical. For abelian groups, the algorithms for testing membership and nding a presentation appear to be practical.
In order to perform experiments on polycyclic-by-nite groups which are not triangularizable, one would need implementations of algorithms for working with matrix groups over nite elds. One could then implement the algorithms in Sections 2.8 and 2.9.
Creating examples
Proposition 2.7, the structure theorem for triangularizable groups, shows that canonical examples can be created from abelian matrix groups which are embedded in elds. To create examples of such abelian groups, I used the tables in 5] describing over 200 number elds of degree two or three. For a given eld F, the table gives an irreducible polynomial f over Z such that F = Q x]=(f), and a system of fundamental units as linear combinations of powers of , where is a root of f. Let m be the companion matrix for f. By taking suitable linear combinations of powers of m, I computed the fundamental units as matrices. I then formed three words in these units (products of the units and their inverses), and thus I got three generators for an abelian matrix group with a eld as its enveloping algebra. (Notice that an abelian group created in this way is torsion-free, and its matrices have dimension 2 or 3.) I restricted my attention to examples with integral entries with between 1 and 4 digits. I did this for seven di erent elds, and thereby created seven di erent abelian groups, each given by three generators. To build a triangularizable group, I strung two or three of the abelian groups along a diagonal, thereby obtaining three generators for an abelian group in block diagonal form. For each of these three generators I then chose random integers (in a certain range) for each of the entries above the block diagonal. In this way, I created seven di erent triangularizable subgroups of GL(n; Z), where n equaled 4, 6, or 9; each of these groups was given by three generators. For each of the seven triangularizable groups, I constructed four elements to test for membership. The rst was a word of length six in the generators, and the second was a word of length 11 in the generators. The third was identical to the rst apart from a random change in one of the o -diagonal elements. The fourth was identical to the rst in the odiagonal elements, but the matrices along the diagonal were each chosen independently, thus reducing the chances of ending up with an element of the triangularizable group.
In order to test the algorithm to nd the desired block form, I created seven triangularizable groups which were not in this form by performing a change of basis on the original seven block upper triangular groups created above. The change of basis matrix was obtained by doing n elementary row operations (over Z) to the identity matrix, where n (4, 6, or 9) was the dimension of the matrix group in question.
Methods
In this section, I provide some details about how the algorithms were implemented (and how I worked around the fact that some of them were not fully implemented).
Let G be a triangularizable group which is not in the desired block form. The algorithm for nding this form as described in Section 2.5 calls for calculating a basis for Env(G) over Q and then considering the Lie bracket of each pair of basis elements. In my experiments, I simply considered the Lie bracket of each pair of group generators. Using simple linear algebra, I found the intersection V of the nullspaces of these Lie brackets, and in all cases, I found that V was in fact a nontrivial invariant subgroup of Z n . Using linear algebra again, I found a complement W to V , and proceeded inductively to nd a suitable change of basis for W. In this way, I obtained a basis with respect to which G was in block upper triangular form, with abelian groups along the diagonal. I then checked to see whether or not these abelian groups were embedded in elds as follows. Let H be one of the abelian groups along the block diagonal of G. I picked one of the elements h of H appearing in the block diagonal of one of the generators for G. I decided whether or not h was a primitive element for Env(H) by checking whether or not the other group generators for H were linear combinations of powers of h; in every case h was a primitive element. I then computed the minimal polynomial f for h; in every case f was irreducible, from which I could deduce that Env(H) was a eld. This algorithm was partially implemented as a Maple program; running the full algorithm required some user interaction. Now let G be a triangularizable group which is in the desired block form, and let a 1 ; : : : ; a 4 be the elements which I was testing for membership. Let H = hG; a 1 ; : : :; a 4 i, and let be the map from H to the block diagonal abelian group as described in Section 2.6. The rst step was to test membership in (G) and to nd a presentation for (G), both of which were accomplished by nding a presentation for (H). In my examples (H) was the direct product of several torsion-free abelian groups, and the enveloping algebra of (H) was the direct sum F 1 F r of several elds. Therefore, I was able to simplify the algorithms of Section 2.4 as follows. Using the logarithmic homomorphism for each of the elds F 1 ; : : :; F r , I constructed a map from from H to R s for some s; in my examples was actually an embedding (since my abelian groups were torsion-free). Let L be the image of this map, a lattice in a hyperplane of R s . The algorithm in 4] was used to nd a presentation for (H) and hence for H; the algorithm requires as input a lower bound for the length of a nonzero vector in L. In these experiments, the elds in question were of low degree; therefore, I computed the lower bound using the fundamental units for each of the For n = 6, the routine to compute the power of a matrix was optimized by Eddie H. Lo. Lo's idea is based on an observation by Hall that collection in a nitely presented nilpotent group can be performed using polynomials 20]. Choose any ordering on the 15 o -diagonal entries in a given matrix in Tr 1 (6; Z). Compute 15 , then the entries of a x are given by the polynomials. When raising matrices to very large exponents, this optimization resulted in a substantial improvement in run-time.
Results
I give each of the seven triangularizable groups in the desired block form a name of the form G:b:s:d, where b is the number of blocks along the diagonal, s is the size of each block, and d is the maximum number of digits in each entry. For example, G:3:2:4 has 3 2 2 blocks along the diagonal, it has random entries above the block diagonal, and the maximum number of digits in an entry is 4. The seven groups obtained from these via a change of basis are referred to as XG:b:s:d. Note that in each case, the entries in the resulting matrix are larger than d. For example, XG:3:2:4 is derived from G:3:2:4, and the maximum number of digits in an entry of XG:3:2:4 is 7.
The algorithm for nding the desired block form completed successfully (with no noticeable wait) for all seven of the groups XG:2:2:1, XG:2:2:4, XG:2:3:1, XG:2:3:4, XG:3:2:1, XG:3:2:4, and XG:3:3:4. There was never any growth in the number of digits in the entries in the desired block form, and in some cases the number of digits decreased.
The algorithm for testing membership, nding the unipotent part, and nding a polycyclic generating sequence for a triangularizable group completed successfully for the following groups: G:2:2:1, G:2:2:4, G:2:3:1, G:2:3:4, G:3:2:1, and G:3:2:4. It was aborted after 21 cpu hours for G:3:3:4.
In the six successful cases, the algorithm found that the rst three test matrices were in the group and that the fourth was not. The reason that the third test matrix was in the group is that in each of the experiments, the unipotent part of the group was large in the following sense. Let G be a given triangularizable group in the desired block form. Let H be the group consisting of all matrices with the same block form and with identity matrices { 20 { along the diagonal. The unipotent part of G was of small nite index in H.
It appears that POLY SUBGROUP is the source of the serious bottleneck that occurs in NORMAL CLOSURE: in the six completed experiments, the subroutine POLY SUBGROUP was only called from NORMAL CLOSURE between 2 and 20 times, but each call to POLY SUBGROUP took an average of between :3 and 30 cpu minutes, depending on the dimension of the matrix group and the size of the original entries. In the 9 9 example with 4 digit entries, NORMAL CLOSURE still had not terminated after 21 cpu hours, and the average time for a call to POLY SUBGROUP up to that time was 3:5 cpu hours. One reason that POLY SUBGROUP appears to be so slow is that in the process of calculating a polycyclic generating sequence it often raises matrices to huge powers: a 16 digit exponent arose in the smallest example, and a 4200 digit exponent arose in the largest example. Despite the alarmingly large exponents, in the experiments that run successfully, the generators for the unipotent part always had single digit entries.
Future Work
A full implementation of these algorithms, including the algorithms for triangularizable groups, would be a signi cant and worthwhile project. Ideally, an implementation platform would include some primitives for working with nitely generated abelian groups, number elds and matrix groups over nite elds. As described in Section 4, the experiments presented here suggest that the algorithms would be e cient enough to handle signi cantly larger examples were they provided with e cient routines for working with unitriangular groups. A thorough investigation of e cient algorithms for unitriangular groups is beyond the scope of this paper, but my experiments suggest a couple of possible approaches.
The unipotent part of G will typically have a large normal abelian subgroup (corresponding to the upper right-hand block). Indeed, in the experiments in which G was constructed from two abelian groups, the unipotent part is abelian. It would be wise to exploit this! Secondly, as discussed in Section 9.5 of 20], POLY SUBGROUP can be viewed as a generalization of an algorithm to compute the Hermite normal form h of an integer matrix m. The powers to which we raise group elements in POLY SUBGROUP correspond to the entries in a matrix p such that pm = h. When performing Hermite normal form calculations, it is not unusual to encounter alarmingly large entries in the matrix p (despite small entries in h) much as I encountered alarmingly large exponents in my calculations (despite small entries in my nal generating set). 13] describes very successful techniques for avoiding this problem. Havas' techniques are based on the work in 14] and 12]. It would be interesting to investigate whether his techniques can be adapted to our context.
