Users' feedback information as the ground-truth has attracted a lot of attention in recommender systems. However, the feedback that could be contaminated by users' misoperations or malicious operations is probably not true in real scenarios. This work aims to develop a technique based on an improved Bayesian personalized ranking (BPR), called adversarial training-based mean Bayesian personalized ranking (AT-MBPR). In this method, we divide the feedback information into three categories based on the mean Bayesian personalized ranking (MBPR), then gain the implicit feedback from the mean and non-observed items of each user, following which, adversarial perturbations are added on the embedding vectors of the users and items by playing a minimax game to reduce the noise. The experiments demonstrate in five datasets that our approach outperforms the traditional BPR methods and state-of-the-art methods used for the recommendation. Our implementation is available at: https://github.com/ HanXia001/ Adversarial -Training-based-Mean-BPR-for-Recommender.
I. INTRODUCTION
The personalized recommender is a specific type of intelligent information, which determines users' preferences by analyzing their behavior data history and then recommends items that may be of interest to those users. On the one hand, it helps users to find information that is valuable to them while on the other hand, it allows personalized information to be displayed in front of users who are interested in it, thus achieving a win-win situation for information consumers and producers.
The recommendation techniques commonly used are roughly divided into content-based and collaborative filtering-based methods. Collaborative filtering (CF) is more widely used in areas where users express their preferences by rating items [1] , such as movies, books and music [2] - [5] . The recommendation list is generated mainly according to the rating of the adjacent users or items to get a rating prediction [6] , [7] . However, those ratings generally belong to the explicit feedback data, compared to which, the implicit feedback that uses rankings is more widespread and easier to be collected. However, implicit feedback data is also more difficult to analyze, since there is only positive or negative feedback, such as users buying a product, reading a piece of The associate editor coordinating the review of this manuscript and approving it for publication was Guanjun Liu . news or mouse clicks. For solving the problem of converting the explicit feedback to implicit feedback, the traditional method used is to transform a rating into a ranking [8] , [9] . To the best of our knowledge, the ranking is divided into the pointwise approach and the pairwise approach [10] . As compared with the pointwise approach [11] , [12] , the pairwise approach predicts the partial order relationship between different items and has the advantage of not being restricted by the quality of the neighboring user ratings [13] . The Bayesian personalized ranking (BPR) is a well-known method used for generating personalized recommendations based on implicit feedback data due to its high performance in the pairwise ranking [14] - [16] . It treats all unobserved feedback the same as negative feedback, all observed items as positive examples and assumes that the preferences of users are independent; it assumes that the users prefer items with observed positive feedback rather than items without it. In rating or ranking, the items that the users do not participate in account for a vast majority of the items. Thus, there are shortcomings in simply defining the items that do not participate as negative feedback.
In order to further get feedback types more accurately and to get realistic scenarios, especially for converting the explicit feedback data into implicit feedback data, we propose a mean Bayesian personalized ranking algorithm (MBPR). The algorithm classifies items into three categories: (1) users participate in and like the item; (2) users participate in but do not like the item; (3) users do not participate in the item and it cannot be determined whether they like it or not. Thus, the MBPR algorithm is closer to the real user's behavior. Further details of this classification can be read from Section III.B.
However, while studying the process of the modified BPR, we have observed that either the traditional BPR or the MBPR algorithm, for the Movielens100k and Yelp datasets, show a significantly degraded performance, as shown in figure 1 . In the study, the normalized discounted cumulative gain (NDCG) was used as the evaluation metric and the noise varied from 0 to 1. In the Movielens100k dataset, BPR performance decreased by 82.9% while MBPR performance decreased by 58.2%. In the Yelp dataset, the BPR performance decreased by 76.5% while MBPR performance decreased by 75.9%. It was observed that on the one hand, the sparsity of the data leads to inaccuracy of the results, while on the other hand, those ratings come from the deviation of user behavior when encountering a noise, owing to users' misoperations or malicious operations. This motivated us to further improve the robustness of the MBPR method by incorporating adversarial training [17] in deep learning to reduce the impact of noise.
Thus, this paper presents a personalized recommendation algorithm called adversarial training-based mean Bayesian personalized ranking (AT-MBPR), which uses the idea of adversarial training in generative adversarial nets (GAN) to relax all the above constraints of BPR and can run without using any additional information except the rating.
The key aspects of this paper are highlighted as follows.
• We present the MBPR algorithm to solve the problem of converting rating into explicit feedback and implicit feedback which is closer to realistic user behavior.
• We train the MBPR algorithm by adversarial training in order to minimize the noise and improve the robustness of the algorithm.
• We perform extensive experiments on five real-world datasets for demonstrating the effectiveness of the AT-MBPR approach and the premise of deep learning for collaborative filtering.
The rest of this paper is organized as follows. Some background knowledge pertaining to the present work and the related studies have been discussed in Section II. The proposed model and algorithm have been described in Section III. Section IV contains a discussion on the empirical evaluation of the proposed algorithm and comparison with other state-of-the-art algorithms. Finally, conclusions from the present work and prospects of future work on this topic have been given in Section V.
II. RELATED WORK
In this section, a review of the existing work done on BPR and adversarial training, especially the recommender systems most relevant to this work, has been given. Here, we highlight the differences between the existing algorithms with our algorithm.
A. COLLABORATIVE FILTERING ALGORITHM
CF is a popular technique used by recommender systems [18] , [19] . As the state-of-the-art method among various CF techniques, matrix factorization (MF) has always been the basic and most effective recommendation model in many fields, which makes predictions and recommendations based on the ratings focusing originally on the explicit feedback. As compared to the explicit feedback, implicit feedback is more widespread and easier to be collected. The focus of recent studies has been increasingly turning to the study of implicit feedback [14] , [20] . However, the rating in most of the existing datasets is explicit feedback. Typical CF methods rely mainly on explicit feedback, i.e., explicit ratings. Typically, these types may be extremely sparse and this can result in poor recommendation performance [21] , [22] .
A major challenge is then to convert the explicit feedback data into implicit feedback data. The general approach in solving this type of problem is to turn CF into a ranking problem and generate a recommendation list of items for the target user.
Huang et al. [23] proposed a pointwise guaranteed approach to find a mixture of generators that collectively cover every data point and thus every mode with a lowerbound probability density. Though this improves the recommender precision, its existence is vulnerable to the quality of neighbors. Recently developed pairwise models have the advantage of not being affected by the quality of neighboring users and thus many algorithms incorporate the pairwise models for solving explicit and implicit data problems [24] , [25] . Previous works exploring solutions for explicit and implicit data problems have been mostly based on absolute rating assumptions and pairwise ranking methods with relative score assumptions. Jian et al. [26] proposed a learning-to-rank-based integration algorithm (LORI), in which a confidence coefficient is applied to each user in the integration process in order to optimize the recommendation performance. However, LORI exhibits serious performance degradation in the case of different recommendation considerations. Weike and Chen [17] constructed a group Bayesian personalized ranking (GBPR). There have been limited efforts taken in scaling the pairwise ranking methods in a large scale distributed setting.
We points out that the items that the user did not participate in include the following two situations: (1) items that the user does not like and (2) items that the user did not notice. However, it does not take into account that the items that the user participates in are not all items that the user likes.
B. GAN-ADVERSARIAL TRAINING
Recently, adversarial training has achieved great success in speech recognition [27] , [28] , computer vision [29] , [30] and natural language processing [31] , [32] . Some works have also explored learning models based on confrontational training [33] - [35] .
Goodfellow et al. [36] proposed a new framework for estimating generative models via an adversarial process. This framework corresponds to a minimax two-player game. Ledig et al. [29] presented a generative adversarial network (GAN) for image super-resolution (SR), SRGAN, to differentiate between the super-resolved images and the original photo-realistic images. Chen et al. [37] and Li et al. [38] proposed the use of GAN to characterize the implicit association between dialogues for generating dialogue texts. In order to solve the non-trivial problem of balancing the current score and the future one once the entire sequence has been generated in the model. Yu et al. [39] devised a sequence generative adversarial nets, namely SeqGAN. By modeling the data generator as a stochastic policy in reinforcement learning (RL), SeqGAN bypasses the generator differentiation problem by directly performing a gradient policy update. The optimization goal of GAN is to achieve Nash equilibria [40] and provide intrinsic necessary and sufficient first and second-order conditions, ensuring that the strategies constitute local Nash equilibria. However, when a subtle targeted noise is added to the model, its performance drops dramatically [41] . In order to improve the robustness of the model, a new adversarial training method was proposed [34] , [42] and the ability of the training model to correctly classify dynamically generated antagonistic samples was explored.
III. AT-MBPR ALGORITHM
In this section we first briefly introduce some basic concepts. Then we analyze the shortcomings of BPR algorithm, and propose MBPR. Besides, to improve the robustness of MBPR algorithm, we are training MBPR by adversarial training.
A. MEAN BAYESIAN PERSONALIZED RANKING ALGORITHM
The BPR is a pairwise method and has been widely used in recommender systems to realize personalized ranking. BPR derive from the MF [43] , [44] that decomposes the useritem rating matrix R into user embedding matrix W and item embedding matrix H . In implicit feedback, it is assumed that the observed interactions should be ranked higher than the unobserved ones, i.e., given a triplet (u, i, j), if a user u has an interaction with an item i rather than an item j, then the triplet is defined as a positive instance and labeled +1; else the triplet is defined as a negative instance and labeled 0. Its purpose is to maximize the margin between an observed interaction and its unobserved counterparts. Formally, the objective function of BPR is:
wherex u,i is the preference of the user u for the item i, σ (x) is a sigmoid function, λ are the model-specific regularization parameters to prevent overfitting, are the parameters W and H that are involved in equation (1) and D denotes the set of pairwise training instances. Since the number of training instances in BPR is very large, the optimization of BPR is usually done by performing stochastic gradient descent (SGD) to get the training parameters. Due to this, a personalized recommendation list for the target user, based on the value ofx u,i , can be obtained.
The BPR assumes the observed interactions as positive instances and unobserved ones as negative. However, most users observed and interacted with only a small percentage of the total number of items, i.e., about 90.1% of responses correspond to users who have participated in only for 4% of the total items in Yahoo dataset. In reality, the users who have observed the items do not always mean that they prefer it. Besides, in the case of unobserved items among the vast majority of all items, it is thoughtless to simply regard unobserved items as negative feedback.
In order to deal with these shortcomings, we propose a novel algorithm named mean Bayesian personalized ranking algorithm (MBPR) based on BPR. This algorithm defines the observed interactions that are higher than the average rating as positive feedback and label them +1; observed interactions that lower are than the average rating as negative feedback and label them 0 and label the unobserved interactions as random values between (0, 1) since we cannot ensure whether a user prefers it. For each user, we divide the interactions as shown in figure 2.
Our approach consists of two steps:
1) OBJECTIVE FUNCTION MBPR, according to the maximum posteriori estimation and Bayesian formula, gives the parameter matrices of W and H as follows:
where > u denotes a total ordering relation of a user u for different items, denotes the parameter matrices of W and H . It is assumed that the individual pairwise preference of a user over two items is independent. The individual preference by two users is also assumed to be independent. Thus, we get equation (3),
where
Here, D S denotes the training sample, r u is the mean rating of user u, δ(t) is a binary function. Equation (3) is simplified as follow:
From equation (7), the probability of choosing the item j rather than the item i can be defined as,
Here, σ (x) is the sigmoid function,x u,i,j denotes the user preferring the item i rather than the item j,x u,i is the preference of the user choosing the item i. We use equation (8) as the loss function. We can get equation (10) according to the basic idea of MF [43] which is to map users and items to latent factors and use these factors for the recommendation.
where w u,f is character f of user u in user-character matrix, h i,f is character f of item i in item-character matrix, K is the number of characters.
In order to determine the posterior probability of parameters W and H , obtaining its prior probability is necessary. We assume that the parameter matrices W and H have a normal distribution which, with zero mean and covariance matrix, equals λ I . Thus, we can get part of equation (2) as follows:
where I denotes the matrix corresponding to the observed interactions. From equation (11), it can be seen that p( ) and 2 are directly proportional. Thus, we get equation (12):
The parameter matrices W and H are determined based on the maximum posterior probability. The object function of MBPR is written as follows:
2) TRAINING PARAMETERS Learning parameter matrices W and H using SGD:
The following steps are done for optimizing parameters by SGD:
(1) Initializing parameter matrices W and H by obeying normal distribution; (2) Iteratively update parameters:
(3) Judging whether convergence is attained after each iteration. If convergence is attained, terminate the iteration; else execute step (2). After optimizing the parameters, the matrices W and H are obtained. Using equation (10) the users' preference for items is determined, a recommendation list is generated based on the preferences of users and the items that the user has participated in are removed.
The pseudocode of the MBPR algorithm is shown in Algorithm 1. It consists of initialization and iterative training process. To reduce the noise interference in MBPR, we combined MBPR with adversarial training and proposed a novel algorithm, termed as AT-MBPR. Substituting the object function of the MBPR in the optimization model proposed in the literature [13] , we get equation (17),
where denotes the perturbations of the model parameters, ε ≥ 0 controls the magnitude of the perturbations, denotes the current model parameters. In this formulation, the adversarial term L MBPR (D| + adv ) can be seen as regularizing the model by stabilizing the classification function in MBPR and use λ to control its strength. Constructing the adversarial training process we get equation (18), * , * = arg min max , ≤ε
where * are the model parameters and * are the perturbations after the convergence of the formulation is attained. The variable maximizes the objective function while minimizes it, which aims to identify the worst-case perturbations against the current model. The two players alternately play the game until convergence. Constructing adversarial perturbations: Given a training instance (u, i, j), the problem of constructing adversarial perturbations adv can be formulated as maximizing equation (19) .
where is a constant set denoting the current model parameters and can be considered as a constant during the process of getting adversarial perturbations. It is hard to get the exact optimal solution of adv [45] . Thus, we employ the fast gradient method [46] , a common choice made in adversarial training. The idea is to approximate the objective function around as a linear function. For maximizing the approximated linear function, we need to move toward the gradient direction of the objective function with respect to shown in equation (20) .
We get the solution for adv as follows:
where ε ≥ 0 controls the magnitude of the perturbations. The pseudocode of AT-MBPR algorithm is shown in Algorithm 2. It consists of an initialization step and an iterative training process. // The triplet be received by MBPR 5:
6: // Updating model parameters 7:
// Constructing adversarial perturbations 9: adv = ε ; 10: T = T − 1; 11: end 12: return C. COMPUTATIONAL COMPLEXITY From Algorithm 1, it can be seen that the most timeconsuming step in the proposed model is evaluating the objective function L MBPR and its gradients against latent factor vectors. According to equation (13) , the complexity of evaluating the loss function L MBPR is O |U | 2 , where |U | the number of users in dataset is. As compared to the state-ofthe-art literature [47] , our work only adds time to calculate the positive and negative feedback in each iteration of the training process. Meanwhile, from Algorithm 2, the total computational complexity is equal to the literature [13] , except for calculating the positive and negative feedback.
IV. MATERIALS AND METHODS
In this section, we first describe the evaluation methodology, datasets, evaluation metrics and baselines. Then, we evaluate the performance of MBPR and compare with several stateof-the-art recommendation methods in experiment 1. Finally, we focused on comparing and analyzing the performance of AT-MBPR between different datasets and different evaluation criteria in experiment 2.
A. METHODOLOGY
We illustrate the experimental methodology shown in figure 3. First, we compare the recommendation performance of MBPR with the some baselines. Using the MBPR algorithm we get and also obtain adv by adversarial training. We gain parameters by adding the adversarial perturbation model parameters into the current model parameter and further comparing the robustness by AMF framework until convergence [13] . Finally, we analyze the AT-MBPR model performance with other methods. 
B. EXPERIMENTAL DETAILS 1) DATASETS
We use five real-world datasets in the two experimental evaluation, namely, (1) Movielens (shortly ML), 1 including two sub-datasets, ML-100K, ML-1M. ML-100K contains 100,000 explicit ratings assigned by 943 users on 1,682 movies which is usually used for improving the current collaborative filtering technology; ML-1M contains 1,000,209 explicit ratings assigned by 6,040 users on 3,952 movies. (2) Yahoo, 2 which includes 365,704 ratings assigned by 15,400 users on 1000 items. (3) Yelp, 3 which includes 25,677 users and 25,815 local businesses with 730,790 ratings and covers user ratings and merchant comments on businesses. (4) Pinterest 4 allows 55,187 users to save or pin 9,916 items and has 1,500,809 ratings. For all datasets, the explicit ratings were converted to the implicit feedback based on the MBPR method. Table 1 summarizes the statistics of the datasets.
2) EVALUATION METRICS
In order to study the empirical performance of the AT-MBPR algorithm extensively, three ranking oriented metrics have been adopted, namely, Hit Ratio (HR), NDCG, and Precision, which have been widely used in the evaluation of information retrieval and recommendation algorithms. The metrics are defined as follows:
Precision = 1 #users #users u=1 #items u_hits #items u_recommended (24) where #items u_hits is the number of items be recommended to u and be observed, #items u is the number of items be observed by u, #users denotes the number of users, #items u_recommended denotes the number of items be recommended to u, p i is the position of the test item in the list for the i-th hit. 
3) BASELINES
• BPR [27] : BPR optimizes the matrix factorization by primarily converting the rating to explicit/implicit feedback.
• CDAE [45] : The collaborative denoising auto-encoder (CDAE) approach is a top-N recommendation based on the denoising auto-encoder. We use the author's code.
• MPR [48] : Multiple pairwise ranking (MPR) relaxes the BPR preference assumption by popular ranking among non-observed items with the multiple pairwise ranking criteria based on BPR.
• AMF [13] : Adversarial personalized ranking (APR) enhances the pairwise ranking method, BPR, by performing adversarial training. This is the first use of the adversarial idea of GAN in recommendation systems.
• MLP [49] : Multi-layer perceptron (MLP) is neural network that can be used to learn the potential characteristics between users and items and to process non-linear data.
• NeuMF [50] : Neural matrix factorization (NeuMF) is a network model with non-convexity objective function, gradient-based optimization methods to find locallyoptimal solutions.
• LRML [51] : Latent relational metric learning (LRML) is collaborative ranking for implicit feedback with a new neural architecture, it can alleviate the potential geometric inflexibility of existing metric learning methods by learning latent relations that describe each user item interaction.
• JRL [52] : Joint representation learning (JRL) learn the corresponding user and item representations based on available deep representation learning architectures by using multi-source information. C. EXPERIMENT 1 In this section, we compare MBPR method with the baseline models, i.e., MLP, NeuMF, LRML, JRL, CDAE, BPR, and MPR, in terms of their recommendation performance i.e., Precision and NDCG. To ensure convergence of algorithms, the super parameters of MBPR have been set as follows: iterative times T = 10, 000, learning rate η and regularization parameter λ have been adopted to be 0.01 as per the popular setting and character numbers K = 20. We evaluate the performance in terms of Precision (P@5, P@10), NDCG (@5, @10) shown in figure 4 , where MBPR achieve remarkable enhancement on ML-100K dataset.
We can more clearly see that MBPR outperforms (P@5, P@10, NDCG@5, NDCG@10) other baselines in recommendation performance. Table 2 gives the comparison results of the baselines in three datasets. Especially in Yahoo dataset, since the number of users is much higher than the number of items, we can get more accurate user preferences through our method. Particularly, MBPR outperforms the others methods consistently. The reason is that there is a personal preference in the user rating item, and it further proves that we cannot simply treat the user rating items as positive feedback and the non-observed items as negative feedback.
D. EXPERIMENT 2
As can be seen from figure 2, those ratings that correspond to positive feedback come from the deviation of user behavior and noise. The goal of this experiment is to minimize the effect of noise on the performance (HR@5, NDCG@5) of the AT-MBPR.
The parameters settings are as follows: iterative times T = 2, 000, learning rate η = 0.05, regularization parameter λ = 1, magnitude of adversarial perturbations noise ε = 0.5, character numbers K = 64 and number of recommended items n = 100.
The performance of different algorithms for each dataset is shown in figure 5 .
In figure 5 , the performance has been compared in steps of 20 iterative times. BPR and MBPR algorithms do not involve adversarial training while AMF and AT-MBPR are BPR and MBPR algorithms, respectively involving adversarial training. From these results, the following conclusions are obtained:
(1) For the first 1000 iterations, the recommendation performance of MBPR and BPR algorithms show a similar trend. After 1000 iterations, both the MBPR and BPR algorithms, which do not involve adversarial training, show only a minor change in the performance and achieve convergence. From figure 5 (a) , it can be seen that for the Yelp dataset, the NDCG values corresponding to MBPR improve by 10.8% shown in the figure whereas the HR values improve by 8.3% as compared to those corresponding to BPR, as can be seen from figure 5 (c). From figure 5 (b) , for the Pinterest dataset, the NDCG values corresponding to MBPR improve by 9.4% whereas the HR values improve by 8.2% as compared to those corresponding to BPR, as seen in figure 5 (d) . From the values of the metrics for all datasets, we can see that AT-MBPR outperforms as compared to the other methods consistently by excavating users' positive feedback rating on items to make them more suitable for actual users' preferences.
V. CONCLUSION
Inspired by the learning models based on confrontational training in GAN, this work explored the AT-MBPR model for recommender systems. We first devised the MBPR algorithm for solving the problem of the BPR algorithm simply taking the user's participation as positive feedback and the user's non-participating items as negative feedback. MBPR divides the feedback information into three categories based on the BPR and gets the implicit feedback according to the mean and non-observed items of each user. In training the MBPR objective function, we add adversarial perturbations on embedding vectors of users and items by playing a minimax game in GAN to reduce the noise. From a comparison of AT-MBPR with traditional BPR and some state-of-the-art algorithms, AT-MBPR is seen to be robust against the noise problems encountered in traditional algorithms.
