Abstract-Nowadays in the world of Soft Computing there is a new challenge which consists of working with low quality data. To test the techniques that are designed in this area, there is the need for repositories of low quality datasets. Currently we can find various data mining techniques that are designed to handle some kind of low quality data. But, as far as we get our knowledge, it has not yet designed a software tool focused on the creation/management of low quality datasets that will help us to create repositories to facilitate the testing and comparison of the above techniques. We present in this paper a software tool which can create/manage low quality data. Even if a technique doesn't manage low quality data, the tool permits to transform the low quality data by other data that technique can manage.
I. INTRODUCTION
A new challenge in the area of Soft Computing is to deal with the inherent imperfection of the real world information. Although many data mining techniques, [14] , are based on the assumption of perfect information, in the reality data are never as good as the engineers would like. Very often, data suffer damage which affect their interpretation. If the data mining techniques do not take into account this imperfection in the information, the models generated are low-quality defective or unnecessarily complex models. Finally, this affects the interpretation and decision-making that we make basing on these data.
There is a wide range of data mining techniques based on different theoretical proposals, [13] , [18] , [21] , [25] . Unfortunately, most of the conventional techniques have not considered the sources of imperfection. As a result, incomplete and imprecise data have usually been discarded or ignored in their learning phases and in their subsequent inference processes. However, these data are inevitable when dealing with real-world applications.
In this situation, we can analyze different alternatives. We could transform low quality data, which a technique can not manage, by other kinds of values trying not to lose too much information in this change. In this alternative, we need a software tool to be able to make this transformation. Another alternative is to modify the technique in order that it can work with low quality data, but in this case the problem is to find public datasets to check the technique, so that we know how a technique behaves when it deals with different levels of imperfection. Besides we could need to introduce expert information expressed by linguistic labels or to discretize certain values by a fuzzy partition to make interpretable the dataset. In these latter situations, we also need a software tool to be able to create datasets with the desired features.
In the previous paragraph we have discussed some of the reasons why is necessary to have a software tool for this purpose. In version 1.5, we designed a software tool, called NIP, intended to start with the management of low quality datasets. In this work, we present a new version, NiP 2.0 , of that software tool with new functionalities. Moreover, this software tool allows to define different formats for input/output datasets both predefined and custom by user.
This paper is organized as following. In Section II we present different kinds of low quality data that this software tool can manage. In Section III we expose a brief study about some software tools that can process datasets. Also in Section IV we explain the new functionalities of the software tool NiP 2.0 . Finally, in Section IV we present an example to show the transforming of a dataset and the conclusions of this paper in Section VI.
II. LOW QUALITY DATA
Low quality information inevitably appears in realistic domains and situations. Instrument errors or corruption from noise during experiments may give rise to information with incomplete data when measuring a specific attribute. In other cases, the extraction of exact information may be excessively costly or unfeasible. Moreover, it might be useful to complement the available data with additional information from an expert, which is usually elicited by imperfect data (interval data, fuzzy concepts, etc). In most real-world problems, data have a certain degree of imprecision. Due to this situation, datasets from which to extract knowledge or model systems will contain low quality information. In this section we develop a brief study about some kind of low quality data and how techniques handle with them.
A. Missing Values
An important factor to consider when working with data mining techniques is the treatment that they perform on missing values. Namely: 
B. Noise
Noise is a broad term that has been interpreted in different ways. For example, it has been defined as a random error in a measured attribute. Another definition states that noise is any property in the detected pattern that is not due to real underlying model but the randomness in the world or the sensors [15] . In these definitions, the noise is considered an error occurred randomly. The noise in the data can happen for several reasons:
• First, due to problems with measuring instruments or equipment.
• Second, it is due to the fact that large datasets are obtained by automated methods.
Depending on the data mining technique with which we work, it maybe:
• If it is possible to detect the values with noise, the treatment may be similar to the case of missing values.
• It is sometimes possible to know the errors of the measuring instrument (mean and standard deviation). This allows us to incorporate this information in the set of values of attribute with noise by means of some transformation.
C. Uncertainty
Other two kinds of low quality information can be found in our environment and our thinking process: imprecision and uncertainty. Imprecision and uncertainty can be considered as two complementary aspects of imperfect information [4] , [8] , [11] . From a practical viewpoint, an item of information can be represented as a four-tuple (attribute, object, value, confidence). The attribute is a function which assigns a value (or a set of values) to the object. The value is a subset of the reference domain associated to the attribute. Confidence indicates the likelihood of the item of information. In this context, imprecision is related to the value of the item of information, while uncertainty is related to the confidence in the item. Thus, an item of information will be precise when its value cannot be subdivided. Otherwise, we will talk about imprecision. Furthermore, when there are no crisp constraints on the set of values that an imprecise item can take, we will talk about fuzzy imprecision. On the other hand, uncertainty is a property of belief. We say that we are certain of an event if we assign it a maximum belief value. We can define uncertainty as the absence of certainty, and this may arise from the randomness of some experimenting (objective uncertainty), or from subjective judgments by human reasoning (subjective uncertainty).
In [12] the concepts of imprecision and uncertainty are described in terms of stochastic and epistemic uncertainties. Stochastic uncertainty arises from random variability related to natural processes. Epistemic uncertainty arises from the incomplete/imprecise nature of available information. While stochastic uncertainty is adequately addressed using classical probability theory, several uncertainty theories have been developed in order to explicitly handle incomplete/imprecise information that basically are convex probability sets, random sets and possibility theory.
Some simple representations of uncertain/imprecise information based on intervals and its generalization are:
• Using an interval [a, b], so we assume that the attribute value is within it.
• Using a set or fuzzy interval that assigns a degree of possibility between 0 and 1 to each value of the interval as a possible attribute value.
Depending on carrying out the treatment of uncertainty/imprecision in different data mining techniques, we can:
• Allow those values in the dataset when the technique is robust to the existence of such kind of values.
• Remove attributes with uncertainty/imprecision of the dataset.
• Remove samples with uncertainty/imprecision of the dataset.
• Replace/impute values with uncertainty/imprecision.
III. SOFTWARE TO PRE-PROCESS DATA
In this section we are going to revise the main characteristics of some software tools of data mining and learning from the viewpoint of pre-processing of data. We only focus on exposing the main features of free software, although some private software tools which perform pre-processing of data are DataPreparator [24] , Simulink Design Optimization [16] , etc.
• Sodas2 [10] : is a tool that supports symbolic analysis of data. It tries to generalize the data mining and statistical process in a higher level, described by symbolic data. In this way, data are transformed in more manageable and more complex data. The running of Sodas2 allows to build a set of symbolic data that summarizes the information of initial dataset, and after this, to perform the symbolic analysis. The use of symbolic data allows to introduce different types of low quality data: multivalued attributes, intervals and multi-valued attributes with weights. These types of attributes represent other types of low quality data, such as fuzzy, imprecise and uncertain data. However, Sodas2 does not allow: a) the direct use of fuzzy technology; b) the introduction of missing values and noise; c) the modification of data to introduce any kind of imperfection. cleaning, treatment of null values and selection of relevant attributes. The only allowed kind of low quality data is missing values, allowing deleting the samples containing them or replacing them by the mode, media or by an imputation method. There are other tools that focus on the process of knowledge extraction, Adam [23] , D2K [17] , KNIME [3] , Orange [9] or Tanagra [22] , among others, but do not put too much attention to the treatment of low quality data. Table I shows a summary where we can see the main features of the software tools that we have previously presented. In this table we write: "Y" when the tool has the feature which is described in the corresponding row, "I" when feature is only developed intermediate way, and "N" when the tool does not have the feature.
IV. NIP 2.0 : A TOOL TO MANAGE LOW QUALITY DATA NiP 2.0 , [5] , is a tool that allows us to generate and manage datasets with low quality data, created with the main purpose of being used in investigation due to absence of similar software that allows to establish a common framework for this kind of data. There is an earlier version of the tool, NIP 1.5. The new version, in general, improves most of the functionalities of the latest version, allowing: work with low Fig. 2 . Tracking process quality data from the input to the output, the replacement of values (note that in the NiP 2.0 tool, this last functionality is shown as replacement/imputation -soon, the tool will incorporate some imputation algorithms), introduce expert information from partition file and to discretize attributes using several algorithms of partitioning crisp and fuzzy (Figure 1) .
In this section we show new functionalities of the system, describing the new options of each one. Figure 1 shows, in a general way, the functionalities of NiP 2.0 where we draw in shading options from the previous version, and highlighted the new features.
In the tool, when we are processing a dataset, we can see in what part of the process we are, because in the left side we can see a menu, shown in Figure 2 . This menu shows different options presented for the tool.
A. Input Format
As we have commented throughout this paper, NiP 2.0 has been updated to allow to work with low quality data, specifically, with values: 1) missing, 2) described by means of a membership function or 3) described by an interval. In the Figure 3 , we show the screen where users can configure their own input format. To show better options we have activated the check box about delimiters, heading and foot. Also, users can select a predefined format as UCI, KEEL, WEKA or CSV.
On the other hand, once the input format is chosen, NiP 2.0 automatically detects all information and features of the dataset including low quality data such as: missing, interval or fuzzy values.
B. Adding low quality data in datasets
One of the more important aspects of this tool is to be able to add percentages of low quality values to the datasets. This functionality allows the generation of synthetic experiments which enable to measure the robustness of different data In this subsection we describe the new functionalities that NiP 2.0 offers to add low quality data in datasets.
Once we have set the input format, we can add into the dataset missing, noise and imprecise values. For this, we must select one of the options shown in Figure 4 .
In the table in Figure 4 we can view all information about the dataset and when we make changes in it, this information is updated in the table. In this way, we can know the kind of values that each attribute has. We focus in options referring to the adding of noise and imprecise values, because this is the part where there has been a major expansion of its functionality:
• Imprecise values: As we have explained in previous sections, the Possibility and Interval Theories are used to represent imprecise information. As Figure 5 shows we can add imprecise information to datasets changing values of one numeric attribute for a fuzzy or interval value which contains the value of the attribute. Furthermore, users can decide which attribute has imprecision and which does not. There are two ways to add imprecision. The first way is introducing fuzzy values. In this case, we need to have a fuzzy partition of the attribute that we want to change. Once we have a fuzzy partition, with a determined percentage, the crisp values will be changed for the fuzzy value of the partition that they belong with the greatest degree. Regarding creating a fuzzy partition of the attributes, we have two options. In the first option we can create an automatic fuzzy partition from one of two algorithms that are available in the tool. Algorithms are OF P CLASS, [6] , which carry out a fuzzy partition using a fuzzy decision tree and a genetic algorithm, and a version of the Yoon-Seok Choice's algorithm, [7] , which constructs a fuzzy partition only using a genetic algorithm. In the second option we can indicate a file with a partition which can be contributed through an expert (in this case we introduce expert information in the dataset) or by mean of another algorithm of automatic partitioning. The second way is introducing interval values. In this case we have three possibilities. First of one, we could generate an interval by adding and subtracting a fixed amount to the value that we want to modify. Another possibility is to generate an interval by adding and subtracting a random amount under the maximum value specified in the option. In both cases, the values that form the intervals obtained will be adjusted to the limits of the attribute domain. The latter option is to add interval values from an automatic crisp partition.
Also, in the imprecision option of NiP 2.0 , we can create a fuzzy or crisp partition of the numerical attributes without introduce imprecision in the dataset.
• Values with noise: We can introduce values with noise, both in nominal and numerical attributes. Figure 6 shows the screen to add noise to the several attributes with different percentages in each attribute. In the case of the numerical attributes, the noise that we add is gaussian noise. In this kind of noise, it's necessary to indicate in the attribute that we want to modify the mean and the standard deviation and percentages of noise. In the case of the nominal attributes it's only necessary to express the percentage of noise to indicate the number of values of that attribute that will be changed randomly by another value of the domain. Figure 6 does not show attributes in the nominal part, because the dataset only have numerical attributes. 
C. Output Format
In the same way at input, users can define output formats ( Figure 7) . We can choose to configure the output of the dataset in standard formats such as: WEKA, KEEL, UCI or CSV, or we can define output formats or even if we have already used NiP 2.0 and we kept old formats, we can load them. In the background of Figure 7 we show the options to select standard formats like an output format, and in the foreground, we show the window that gives us the possibility to configure an own output format to work with low quality data. This way, we can define how we prefer to express the fuzzy values, either the name of a linguistic label or the values of a membership function. Also we can configure different options for a fuzzy Moreover, we can replace/impute some types of values. This option is useful when we want to test a technique with low quality data with the same data but replaced/imputed or when a technique can't work with fuzzy, missing or interval values allowing to generate a crisp dataset.
In Figure 8 , we show the different options to make a replacement of values. In this case NiP 2.0 has automatically detected that the dataset has low quality data: missing and interval values. For this reason, the screen only shows activated the options of missing and interval values allowing to modify these values. It's important to note that in the right side of this foreground screen we can choose which attribute we want to transform, or in otherwise, we can choose to modify all.
V. BUILDING A LOW QUALITY DATASET USING NIP 2.0
In this section, we show an example to explain the functionality of the tool NiP 2.0 . To carry out this example, we have selected the dataset "hepatitis.arff" in WEKA format. This dataset is composed of 20 attributes including the class attribute and 155 instances. These attributes are nominal and numerical. In Figure 9 , we show the first instances of the dataset. In those instances, we can see that "hepatitis.arff" has missing values in some attributes and the class attribute is the last. Once we have selected the working directory and the dataset, we must select the input format of this dataset. In this example, the input format is a predefined format, WEKA format, where the attributes of each instance are separated by commas, the missing values are represented by question marks, and attributes are of the specified type at the typical header of this format (Figure 10 ). If the dataset has another format, mark the appropriate format or define an own format using the option of custom format, as shown in Figure 3 . In the cases of UCI or CSV formats, where we can find a specification file attached to the dataset (in the UCI format, the .name file), we must change the features of the dataset read by NiP 2.0 using the column "nominal/numerical" (Figure 11 ) to adapt them to such specification.
We want to note that it may be that the file .data can include a particular attribute that takes values "1" and "2" to represent the values "YES or "NOT". When reading the dataset and the values "1" and "2", NiP 2.0 understands that this attribute is numeric. Therefore, according to the specification attached to the dataset, we must change this attribute to indicate to NiP 2.0 that is a nominal attribute.
When the dataset is read (and adjusted the types of attributes, if necessary), we have the table with a summarized Fig. 12 . Adding imprecision to "hepatitis.arff" dataset information about the dataset. This is the moment when we can add or modify the features of attribute values to create a new dataset with low quality data.
Suppose we want to change the missing values for interval values and we want to add imprecision into some attributes.
To add imprecise information we must select the option imprecision and press the button "choose". After pressing "choose", a screen as in Figure 5 appears. In this screen we can configure different options such as: to create an automatic fuzzy or interval partition or to add imprecise information by fuzzy or interval values with different percentages in the attributes we want. In this example we choose the option to add imprecise information from an automatic partition in all numerical attributes. These are the options that are selected in Figure 12 . Also we have selected 20% of imprecision for all attributes.
The partition generated is saved in a file shown in Figure  13 . In this file, to each attribute the first line shows the name of attribute following of the number of fuzzy sets generated for such attribute. In the next lines, the different fuzzy sets generated are shown. In Figure 13 , we only show the fuzzy partition of some numerical attributes. When we have chosen the fuzzy partition option and press the "Confirm" and "Ok" buttons respectively, we return to the screen where summarized information is shown in the Afterwards, as we do not want to add any information to the dataset, we press the button "Next" and we get the screen to configure the output format. In this case, we want to configure an own output format, that's why we press the button "new" and we have a screen similar to Figure 15 . In this screen, we indicate how we want to write the values of the dataset, and besides it is in this screen where we must indicate if we want replace/imputate some values. First, we define that interval values are represented by a format "(n 1 , n 2 )", fuzzy values are represented by a format "[v 1 , v 2 , v 3 , v 4 ]" and attributes are separated by commas. Second, using the option "Replacement/Imputation", we replace missing values by intervals in numerical attributes and by mode in nominal ones ( Figure 16 ).
Finally, we have obtained the configuration of the dataset as we want and, in the file that we indicate, we have the transformed dataset. In Figure 17 we show the first instances of the transformed dataset where the missing values are interval values and a percentage of the numerical attributes have been transformed for fuzzy values corresponding to a fuzzy The output of NiP 2.0 is the following: a file (with extension **.arff (to WEKA format), **.dat (to KEEL format), **.data (to UCI format), **.csv (to CSV format) or **.custom (to custom format) that contains the low quality dataset, a specification file with the types of attributes and the types of values that contains if the dataset is in UCI, CSV or custom formats (**.data.spec, **.csv.spec or **.custom.spec respectively) and a file with the partition of the numerical attributes.
VI. CONCLUSIONS
The lack of datasets representing the inherent imperfection in any data collection makes it difficult to develop data mining techniques to manage low quality data. Moreover, it is possible to improve some datasets generated automatically by introducing expert knowledge. With the main objective to improve the creation and management of low quality datasets, in this paper we have presented the improvements that have been made to a tool developed in Java, which we have called NiP 2.0 . This way, we think that the tool can be used as a common framework to create low quality datasets and so, for testing and comparison of data mining techniques and algorithms.
When we compare it with other similar software tools, we can conclude that this tool is able to handle more types of low quality data allowing custom formats in both input and output and so it becomes a more flexible tool.
