Coulomb interaction is one of the major time-consuming components in a density functional theory ͑DFT͒ calculation. In the last decade, dramatic progresses have been made to improve the efficiency of Coulomb calculation, including continuous fast multipole method ͑CFMM͒ and J-engine method, all developed first inside Q-Chem. The most recent development is the advent of Fourier transform Coulomb method developed by Fusti-Molnar and Pulay, and an improved version of the method has been recently implemented in Q-Chem. It replaces the least efficient part of the previous Coulomb methods with an accurate numerical integration scheme that scales in O͑N 2 ͒ instead of O͑N 4 ͒ with the basis size. The result is a much smaller slope in the linear scaling with respect to the molecular size and we will demonstrate through a series of benchmark calculations that it speeds up the calculation of Coulomb energy by several folds over the efficient existing code, i.e., the combination of CFMM and J-engine, without loss of accuracy. Furthermore, we will show that it is complementary to the latter and together the three methods offer the best performance for Coulomb part of DFT calculations, making the DFT calculations affordable for very large systems involving thousands of basis functions.
I. INTRODUCTION
Density function theory ͑DFT͒ is the most widely applied electronic structure method. It is the only tool that enables researchers in molecular sciences to carry out accurate ab initio simulations with reasonable computational cost. The computation of Coulomb interaction is one of the major components in a DFT calculation, and very often the most time consuming one with generalized gradient approximation ͑GGA͒ functionals. [1] [2] [3] In this paper, we will present how we have recently reduced the computational cost of the Coulomb interaction by several folds. The methods discussed here apply to calculations using Gaussian functions as basis, the dominant type of basis functions in electronic structure calculations. Due to the linear scaling nature of the DFT calculation, the increase of computational efficiency will be directly translated into the increase of the size of the molecule that can be calculated with the same amount of CPU time.
More than a decade ago before the application of DFT became the mainstream, Coulomb interaction was calculated together with the exact exchange as part of the ab initio Hartree-Fock ͑HF͒ formulism. The calculation involves the computation of four-center integrals of Gaussians and scales as O͑N 4 ͒, where N is the number of basis functions. Those integrals are also called electron repulsion integrals ͑ERIs͒. When the size of the molecule increases, the cost scales as O͑N 2 ͒, or more precisely O͑V 2 ͒, V being the volume of the molecule, when the overlap of two distant Gaussian basis functions is negligible. 4, 5 After the advent of more accurate functionals such as Becke's exchange 1 and other GGA functionals, the need for faster evaluation of Coulomb interaction rose since the HF exchange was absent from the formulism. For a DFT calculation with GGA functionals, there are three time-consuming steps. Among them, the numerical integration of DFT exchange-correlation ͑XC͒ can be implemented in linear-scaling fashion, i.e., in O͑V͒, using Becke's weighting scheme. 6, 7 The CPU time for the diagonalization of the Fock matrix is insignificant compared with that of the computation of either XC or Coulomb for systems with up to several thousand basis functions, although it scales cubically. For larger systems, several linear-scaling alogorithms have been developed in recent years. [8] [9] [10] Thus Coulomb part became the bottleneck. The first linear-scaling Coulomb algorithm for DFT was proposed and implemented in Q-Chem program 11 in 1996 by White et al. whose continues fast multipole method [12] [13] [14] [15] ͑CFMM͒ was a generalization of Greengard's fast multipole method 16 for continuously charged matter. CFMM calculates the well-separated charges in O͑V͒, and leaves the calculation of the interactions among near-field charges to the conventional ERI methods. To speed up the calculation of near field Coulomb energy, White, Shao, and Head-Gordon developed the J-engine technique [17] [18] [19] in Q-Chem that reduced the ERI cost by moving some computationally intensive operations involving nonzero angular momentum basis functions from the quartic to the quadratic loops. The speed-up can be several times with large basis sets. The combination of CFMM and J-engine offers to date the fastest calculation of total Coulomb energy in Gaussian basis that can reproduce the result of the conventional four-center integration at arbitrary precision.
We have recently implemented a Coulomb technology called the Fourier transform Coulomb method ͑FTC͒ in Q-Chem, first introduced by Fusti-Molnar and Pulay. 20 It replaces the most expensive part of the Coulomb interactionthe contribution from ERIs involving three or four Gaussian basis functions with small exponents-with an accurate numerical evaluation, using plane waves as the auxiliary basis. 21 The computational cost of FTC scales in O͑N 2 ͒ with respect to the basis function size and in O͑V ln V͒ with respect to the size of the molecule. A detailed study for the accuracy and the scaling properties of FTC has been published recently, 22 as well as an essential localization technique for the compact functions ͑Gaussians with large exponents͒. More than 17 times of computational efficiency has been gained for the largest calculation ͑alanine 15 molecule with 3660 basis functions 22, 23 ͒ without loss of accuracy. The cost of plane wave part itself was more than two orders of magnitudes smaller than that of the ERI evaluation parts it replaced.
In the above FTC benchmark studies, the rest of the Coulomb interaction was calculated with the conventional ERI techniques, which dominated the cost of the calculation. That cost can be further reduced by the CFMM and J-engine techniques. The reason is that certain types of integrals-the ERIs that involve two or more compact basis functionscannot be efficiently replaced by plane wave procedures. On the other hand, most of those integrals are for interactions between well-separated charge distributions since the compact functions are well localized in space. The ERI calculation involving those integrals can be replaced with CFMM. The remaining near-field ERIs can be treated effectively with J-engine technique. We will demonstrate that the three methods are complimentary to each other, especially between FTC and CFMM, and the combination of the three leads to a unique and efficient solution of the Coulomb problem.
II. FTC THEORY AND IMPLEMENTATION
The conventional analytical calculation of Coulomb matrix as part of Fock matrix can be expressed as a summation over four-center repulsion integrals or ERIs of basis functions:
Its computational cost scales formally in O͑N 4 ͒. FTC method replaces this step by one O͑V ln V͒ and two O͑N 2 ͒ steps. The O͑N 2 ͒ steps also scale in O͑V͒ asymptotically. The first step in FTC is to build the electron density on an even spaced cubic grid,
where P , is the density matrix element belonging to the ͑r i ͒ , ͑r i ͒ basis function pairs. This step scales in O͑N 2 ͒ and O͑V͒ asymptotically because a basis function only overlaps with other basis functions within a certain radius.
The second step is to transform the density values on the grid to the momentum space with fast Fourier transformation, and form the potential ͑k͒ using the following diagonal operator:
21,24
where D is the maximum possible distance between the two interacting electrons in the given molecule. It is determined by the molecular structure and the basis set. This potential is then transformed back to the position space to form the Coulomb potential ͑r i ͒ on the cubic grid. This step scales as O͑V ln V͒. The third step is to calculate the Coulomb matrix by numerical integration using ͑r i ͒ obtained in the previous step:
It scales the same as the first step. Due to its numerical nature, the above integration procedure is not applicable accurately to all the basis functions. In a straightforward application of above procedure, the basis function pair , which is also a Gaussian when and are single Gaussians ͑Gaussian primitives͒, needs to be expandable in the given plane wave space defined by the grid density. The expandability is determined by the exponent and the angular momentum of the Gaussian. To identify the ERIs that could be replaced by FTC, the basis functions were classified into two categories in the original implementation of FTC: 20, 22, 23 diffuse ͑denoted as "D"͒ and compact ͑denoted as "C"͒. The use of the term "diffuse" had a different meaning from that of the diffuse function͑s͒ in a Gaussian basis set. In the latter case, a diffuse basis function was a Gaussian with an extra-small exponent. In the context of FTC, the term diffuse was used to refer to the functions that were expandable in the given plane wave space, versus the C type functions that were not expandable. Note that the number of expandable basis functions ͑D-type functions͒ is usually much larger than the number of diffuse functions in a basis set. For the given grid, a certain limit LIMIT ͑L͒ was determined for the exponent for a given basis function, or rather the basis function shell, where L was the angular momentum. A shell refers to the spherical part of a set of basis functions that share the same exponent and angular momentum. A shell was classified as D type if its exponent was smaller or equal to LIMIT ͑L͒. Otherwise, it is of C type. In this implementation, we introduce a classification that is based on the shell pairs ͑corresponding to basis function pairs͒. The limit LIMIT ͑L 2 ͒ is dependent on the combined angular momentum L 2 . We will consider the basis function pairs associated with the shell-pair expandable in a plane wave space if the sum of the exponents of the two shells is smaller or equal to 22 The shellpairs that are neither DD nor CD are called CC type. This scheme of classification removes the need of uncontracting the basis set, which was an inconvenient necessity in the earlier implementation 20, 22, 23 and classify slightly more integrals to the part of smooth plane waves. We have also significantly improved the loop structure and the data storage over the original design and achieved an efficiency gain of two to three times for the plane wave part.
It is very difficult for FTC to handle the remaining types of integrals, namely, ͗CC ͉ DD͘, ͗CD ͉ CD͘, ͗CC ͉ CD͘, ͗CC ͉ CD͘, and the cost of those ERIs still dominates while the relative cost of the plane wave part is almost negligible. 22, 23 Fortunately, methods already exist in Q-Chem to handle them. Those ERIs contain two or more compact functions, most of which can be handled effectively with CFMM, especially those that have compact functions on both sides of the operator, namely, ͗CD ͉ CD͘, ͗CC ͉ CD͘, and ͗CC ͉ CD͘. Function pairs containing compact basis functions are well separated in space beyond a few bonds, and majority of the Coulomb interactions among those function pairs can be calculated using CFMM when the molecule contains more than a dozen atoms. The remaining ERIs belong to the near field, and the more expensive ones among them involve basis functions with nonzero angular momentums, such as p, d, and f functions. Integrals involving those functions can be treated efficiently with J-engine. 18, 19 CFMM and J-engine have already been implemented in Q-Chem. 11 It is straightforward to modify the code for CFMM and J-engine to avoid computing integrals involving certain types of shell pairs since the original implementations are based on the loops over shell pairs.
We shall note that FTC, as CFMM and J-engine, is accurate and capable of reproducing the result of the conventional ERI algorithms to arbitrary precision, in contrast to other fast but approximate Coulomb methods developed in recent years, such as Gaussian-augmented plane-wave ͑GAPW͒ method 25 and density-fitting method. 26 To illustrate this, we have made side-by-side comparisons of accuracy between the FTC of this implementation and the latter two in Tables I and II . One can see from Table I that the error of GAPW program, which is widely used in solid state physics, is about two to three orders of magnitude larger than that of FTC with the same plane wave basis set ͑same energy cutoff͒. The accuracy of FTC is also compared with that of a density-fitting scheme 26 in Table II , which also has errors in the range of several hundred microhartrees for small molecules ͑the errors in relative energy are smaller͒, whereas the error of FTC is a few microhartrees or less with the default set of parameters. When the grid density and the cutoff thresholds are set tighter, the error of FTC becomes at least an order of magnitude less, which shows that the error of FTC is controllable. In the benchmark calculations in the following section, we have used the default set of parameters with the grid density of 3.75 a 0 −1 ͑or 139 Ry͒ and LIMIT ͑L 2 ͒ being Ϸ5 a 0 −2 . The error for this setup is less than 10 −6 hartree per atom, which is less than the error in the numerical evaluation of DFT exchange-correlation part and sufficient for most applications. We should note that the total error using O͑N 2 ͒ algorithms such as FTC and CFMM increases more slowly with respect to the increase of molecular size than that of the conventional techniques that generate the explicit ERIs because the number of intermediates of the former, in O͑N 2 ͒, is much smaller than that of the latter in O͑N 4 ͒. On computers with fixed precision, less number of operations yields less error in general.
III. RESULTS AND DISCUSSIONS
The effects of FTC and that of the combination of all three algorithms-FTC, CFMM, and J-engine-will be shown in terms of the scaling behaviors with respect the size of the molecule and the size of the basis set. A series of three-dimentional carbon clusters ͑diamonds͒ are chosen to demonstrate the scaling in system size with the largest cluster having 366 carbon atoms. The C-C bond lengths were 1.52 Å. 6-311G͑d , p͒ and 6-311G͑df , pd͒ basis sets 27 are Table I. used to demonstrate the scaling with respect to the size of the basis set. The larger basis set has one additional f shell on each carbon atom compared to the basis set 6-311G͑d , p͒. Each Coulomb CPU time has been taken from the second cycle of the self-consistent-field ͑SCF͒ iteration and BeckeLee-Yang-Parr ͑BLYP͒ ͑Refs. 1-3͒ exchange-correlation functional was used. All the calculations have been done on an IBM Power4 P-680. 
to or larger than C 150 . For the largest job of C 366 with 6-311G͑df , pd͒ basis set, the Coulomb CPU time for one SCF cycle has gone from 13.5 h to 2.1 h at 9150 basis functions. For smaller jobs, the CPU times are in the range of minutes instead of hours. We note here that the second cycle of the SCF is usually most expensive because the density matrix was nearly full. The average CPU time for an SCF cycle is about 30%-50% less when the difference density matrix is used in later cycles to explore some negligible differences of density matrix between SCF cycles. The job throughput time can be further decreased through parallelization, which is under development in our group.
One can also see that all four lines show linear scaling after the molecule is larger than C 150 . The linear scaling of the dashed lines is due to CFMM, and that of the solid lines due to the combination of CFMM and FTC, both of which are linear scaling algorithms. The ones with FTC, however, have a much smaller slope than those without. Furthermore, the calculations with FTC show much less increase of CPU time when a larger basis set is used. Adding one f shell to each carbon atom amounts to the addition of 2562 basis functions, which has resulted in an increase of CPU time by 2.3 times without FTC, and by a mere 30% with FTC. The better performance of FTC is due to the fact that FTC scales in O͑N 2 ͒ with respect to the basis set size, whereas J-engine still scales like O͑N 4 ͒, although it has a much smaller prefactor than conventional ERI methods.
Before the advent of FTC, CFMM and J-engine have provided a great deal of gain of efficiency for Coulomb calculations over the conventional methods. It would be interesting to see how the two work together with FTC, especially since it has been shown that the cost of the conventional ERIs still dominates with the presence of FTC. 22, 23 Our results in Table IV and Fig. 2 demonstrate in details how these techniques work separately and together. Figure 2 shows the effect of the combination of all three methods and the corresponding numbers are listed in Table IV . There are four lines in the figure. The top one is FTC with conventional ERI algorithms, 4,5 the second line is the combination of FTC and J-engine, the third line reflects the addition of CFMM to the top line, i.e., combination of FTC and CFMM with the conventional methods for the near field, and the bottom line the combination of all three methods. One can see that the combination of FTC with either CFMM or J-engine has yielded significant speed-up of calculations. For the job of C 242 at 6-311G͑df , pd͒, CFMM has sped up the calculation by 7.4 times, and J-engine 3.4 times. CFMM and J-engine together have provided an efficiency gain of 11.5 times. The reason for the more efficiency gain by CFMM is that it and FTC handle different types of ERIs. As we have explained in the last section, CFMM replaces most of the ERIs that have at least two compact functions when the molecule is large enough, whereas FTC does those that have one compact function at most. On the other hand, J-engine has the most efficiency for those that involve highest angular momentums, most of which are also D-type functions. FTC is more efficient than J-engine at handling those ERIs containing three or four D-type functions due its better scaling property. Still J-engine provides an efficient route to calculate those ERIs that cannot be covered by FTC and CFMM, majority of which have functions with nonzero angular momentums beyond the simplest molecules and basis sets. Furthermore, J-engine becomes more significant when the molecule is not large enough to provide sufficient separation distances for CFMM. One can see from Table II that CFMM plays no role for the structures up to C 44 , whereas J-engine provides up to 2.6 times speed-up with the presence of FTC.
Also listed in the last columns of Tables III and IV are the CPU times of the XC numerical integration and the diagonalization of Fock matrix. In addition to Coulomb, the XC integration and the diagonalization of Fock matrix are the two other major computational components of a DFT calculation with GGA functionals. The diagonalization step has received a great deal of attention for improvement in the last decade [8] [9] [10] since it is of a formally scaling of O͑N 3 ͒, whereas the other two scale linearly. Those so-called O͑N͒ methods, however, have not been applied widely in practice so far, mostly because the Coulomb step has dominated the cost for the application studies using DFT. The cost of XC evaluation is asymptotically linear ͓O͑V͔͒ and has been lower than the Coulomb part. It now becomes the most expensive part for our benchmark calculations. Our group is now working on reducing the cost of XC and the preliminary results show that some parts of XC can be reduced significantly through combination with FTC, due to the numerical nature of the latter.
IV. CONCLUSION
FTC is the latest of a string of developments for efficient Coulomb calculations in recent years. It replaces the least efficient part of the previous Coulomb methods-the integrals involving well expandable functions within a predefined plane wave space-with an accurate numerical integration scheme that is far more efficient. The result is a much smaller slope in the linear scaling with respect to the molecular size and it has been demonstrated through a series of benchmark calculations that it speeds up the Coulomb calculation by several folds over the efficient existing Coulomb code, i.e., the combination of CFMM and J-engine. Furthermore, we have shown that it is complementary to the latter and together the three methods offer the best performance for Coulomb part of DFT calculations with no loss of accuracy, making the DFT calculations affordable for very large systems involving thousands of basis functions.
