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A B S T R A K 
PERAMALAN JUMLAH KELAHIRAN SAPI POTONG 
DENGAN INDIKASI JUMLAH AKSEPTOR INSEMINASI BUATAN SAPI POTONG 
DI KABUPATEN BLITAR 
MenyimaK K~berhasilan 1nsem1nas1 buatan di negara-
negara l)erKembang hingga saat ini, mal-<:.a Jawa Timur sebagai 
salah satu propinsi di InLionesia yang cuKup berpotensi dalam 
usalla pemenuhan Kebutuhan Konsumsi untuK peningKatan gizi 
masyaraKat yang berasal dari daging, telur dan susu, insemi-
nasi buatan diharapKan dapat menunjang peningKatan penyediaan 
daging dan susu dalam rangKa perbaiKan gizi masyaraKat 
tersebut. 
Penerapan teKnologi inseminasi buatan aKh~rnya maKin 
berKembang di beberapa kabupaten di wilayah Jawa Timur. 
PerKembangan tersebut menunjukKan semaKin meningKatnya minat 
t1an Kebutul1an petani ternal<. terlladap inseminasl buatan. Dari 
sinilah maKa perlu adanya peramalan jumlah akseptor insemina-
s i untul<. mengeta11ui se j atlh mana per:taml)al1annya. Ana 1 isis 
StatistiKa yang Liapat digunaKan untuK masa1a11 ini adalah 
Analisis Time Series. Analisis ini mengg~naKan data yang 
saling tergantung antar waKtu, dengan mempelajari pola yang 
ada aKan dipero 1 eh sua t u mode 1 yang dapa t cii gunaKan untuK 
meramalKan jumlah aKseptor inseminasi buatan di masa yang 
aKan datang. 
Peramalan per-tambahan jU:mlah ternaK .sapi JUga 
dilaKuKan. UntuK tujuan ini digunakan model Time Series dan 
model Fungsi Transfer. Model Fungsi Transfer bertujuan 
mendapat1-<:.an mo(te 1 . dinamiK untuK input JUml ah aKseptor serta 
output Jt1m1a11 l<.ela11lran. Dengan mendapatl-<:.an model-model ini 
dilaKuKan peramalan bel)erapa periode Kedepan untuK melil1at 
Kebagusan dari Kedua model tersebut. 
Peramalan pertambahan jumlah ternak sapi 
mengikuti perKembangan jumlah akseptor inseminasi 
dilaKuKan dengan pertimbangan jumlah penduduK yang 
bertambal1. dan perlu adanya perbaiKan gizi, sedang 
wi 1 ayah peternaKan tetap. 
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2. i. Analisis Time Series 
2. 1. i. Xonsep Da.sar Analisi.s Time Series 
Time Series adalah serangkaian pengamatan terhadap 
suatu variabel yang diambil dari waktu ke waktu dan d1 ca-
tat menurut urutan-urutan terjadinya dan disusun sebagai 
data. Pengamatan Time Series ini dapat didekati dengan hu-
kum-hukum probabilitas yang disebut Proses StoKastik, arti~ 
nya setiap nilai dari suatu variabel random yang mempunyai 
£ungsi distribusi tertentu. Secara umum, Time Series pada 
t2, tn mempunyai variabel random z 1 , z 2 , 
Zn dapat dipandang sebagai var~abel random berdi-
mensi N dengan fungsi distribusi bersama P(z 1, z2, 
zn>. 
Pengamatan yang dilakukan dalam data Time Series ha-
rus mempunyai interval waktu yang sama. D1samping itu dalam 
Analisis Time Series pengamatan dari satu periode secara 
statistik bergantung pada pengamatan periode sebelumnya. 
Model time series sebenarnya merupakan model regresi 
Least Square yang mempunya1 keKhususan variabel responnya 
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merupakan data runtun waktu yang diamati/dicatat pada inter 
val waktu yang tetap, seh1ngga var1abel prediKtor yang di-
paka1 adalah data urutan waktu pengamatan dan pengamatan 
masa lalu, sering diKataKan model autoregres1. B1asanya da-
ta time series mempunyai autokorelas1 yang s1gn1£1Kan, 
tetapi ada beberapa kasus time series yang tidak 
berautokorelasi sehingga dikatakan model random, walaupun 
diamati/dicatat dengan interval waktu yang tetap tetapi 
waktu pengamaan tidak berpengaruh. Kasus seperti ini lebih 
tepat hila dimodelKan dengan model regresi. 
2. L L 1 Stasioner Time Series 
Time Series d1katakan stas1oner j1ka bentuk distr1-
busi bersama dari pengamatan Zt1• Ztn yang 
dilakukan pada urutan waktu t 1, t 2 , tn sama dengan 
bentuk d1stribus1 terpadu dari Zt 1+k• Zt2+k , , Ztn+K 
yang dilakukan pada urutan waktu t1+k , t2+k , 
Atau dengan kata lain dapat dikatakan 
Ztn+K) 
(2. 1. 1) 
Kondisi pada persamaan (2. 1. 1) menunjukkan si£at stasioner 
yang kuat. Artinya rata-rata, variansi dan kovariansi tidak 
dipengaruhi oleh waktu pengamatan atau tidak berubah dengan 
berubahnya waktu. Jadi 
(2.1.2) 
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(2. 1. 3) 
E(Zt - ~) (Zt+K - ~) = E(Zt+n - ~) (Zt+n+K - ~) = rK 
(2. 1. 4) 
2. i. i. 2. Autokorelasi dan Autokovariansi 
Untuk menyatakan derajat Ketergantungan dari unsur-
unsur deret waKtu dengan selisih waKtu (lag) K, maka pengu-
Kuran dapat dilaKuKan dengan menghitung autoKorelasi untuK 
lag K yaitu 
(2. 1. 5) 
f E(Zt - ~)2 E(Zt+k - ~)2 
E (Zt - ~) (Zt+k - ~) = autokovarians = rk 
(2.2.6) 
Jadi 
rk rk rK 
rk = = = 
O'z 2 ro 
.f. O'z 2 O'z 2 
(2. 1. 7) 
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2. 1. 2. Hodel Stasioner Linier 
2. 1. 2. 1. Hodel Linier dari Proses Stol<astil< 
Suatu proses stol<astik mempunyai proses yang linier 
jika tiap-tiap observasi Zt dapat dinyatakan dalam bentuk 
Zt = 1.1 + at + q1at-1 + q2at-2 +. 
Zt : 1.1 + at + q1B at + q2 B2 at-2 + • 
Zt - 1.1 = q(B) at 
Zt = q (B) at 
(2.1.8) 
(2. 1. 9) 
dimana : q (B) = ( 1 + q 1B + q2B2 + • • ) 
Dari persamaan (2. 1. 9) terlihat bahwa q(B) merupal<an ope-
rator 11nier yang mentrans£ormasikan at menjadi suatu Time 
Series Zt. Sedangkan at mempunyai si£at white noise, arti-
nya at mempunyai distr1bus1 normal dengan rata-rata nol dan 
var1ans1 cr2a IIDN ( o , cr2a ) ). Berdasarkan persamaan 
(2. 1. 9) dapat diturunkan model-model Autoregresi (AR), Mo-
v1ng Average (MA) dan model campuran ARMA. Apabila deret 
waktu tidal< stas1oner maka modelnya dlsebut model ter1nte-
gras1. 
2. 1. 2. 2. Hodel Auto Regresi ( AR(p) 
Model Autoregresi dengan orde p yang dlsingkat AR(p) 
atau ARIMA (p,O,O) menyatakan bahwa nilai pengamatan pacta 
waktu ke t merupakan hasil regresi dari nilai Z pengamatan 
sebelumnya. 
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BentUK persamaan dari model AR(p) adalah 
(2. 1. 10) 
Zt ¢1 Zt-1 - ¢2 Zt-2 - ¢p Zt-p = at 
Zt - ¢1BZt - ¢2B2 Zt - - ¢pBP Zt = at 
¢(B) Zt = at (2.1.11) 
Zt = ¢-1 (B) at a tau 
Zt = W(B) at 
D1mana : ¢(B) sebaga1 operator Autoregresi dan ~t merupa-
:k.an wh.1te-JJ0.1se. 
Syarat :k.estasioneran dari proses AR(p) adalah 
¢ (B) = 0 
merupa:k.an persamaan :k.arakteristi:k.. Dari persamaan 1n1, 
a:k.ar-a:k.ar persamaannya harus lebih besar dari satu. 
Contoh untu:k. p = 1 atau AR(1), ma:k.a (1 - ¢ 1B) = o. 
Model AR(1) di atas a:k.an memenUhi syarat :k.estasioneran apa-
bila IBI > 1. Jadi supaya w(B) :k.onvergen, ma:k.a 1¢
1
1 < 1 a-
tau -1 < ¢ 1 < 1. Bila p = 2 atau AR(2), supaya w(B) :k.onver-
gen, syarat dari :k.oefisien AR harus memenUh1: 
-1 < ¢1 < 1 
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Fungsi Autokorelasi pada model AR(p) 
Bila persamaan (2. 1. 10) dikalikan dengan Zt-k maka 
ZtZt-k = ¢1Zt-1Zt-k + ¢2Zt-2Zt-k + 
¢pZt-pZt-k + atZt-k 
Sehingga ekspektasinya adalah 
+ 
E(ZtZt-k) = ¢1 E{Zt-1Zt-k) + ¢2 E(Zt-2Zt-k) + · · 
+ ¢p E(Zt-pZt-k> + E{atZt-k> 
(2. 1. 12) 
Bila persamaan (2. 1. 12) d1bag1 dengan ro (variansJ.), maka 
diperoleh : 
(2. 1. 13) 
Dengan memasukkan k = 1, 2, 3, . ,p akan dldapat sekum-
pulan persamaan 11n1er dengan parameter ¢ 1 , ¢2, ... ,¢p 
r1 = ¢1 + ¢2r1 + 
r2 = ¢1r1 + ¢2 + 
+ ¢p 
(2. 1. 1.1.J.) 
Bentuk persamaan (2. 1. 13) disebut juga persamaan Yule-Wal-






























Autokorelas1 pars1al d1gunakan untuk mengukur hubung-
an antara Zt dan Zt-k dengan memperh1tungkan pengarUh pe-
ngamatan yang terletak antara Zt dan Zt-k· Tujuannya untuk 
1dent1f1kas1 dalam pendekatan mencar1 model ARIMA. 
Dengan mod1fikas1 ¢kj adalah koef1s1en ke j dar1 
proses AR orde ke k, maka ¢kk merupakan koef1s1en yang ter-
akhir dari model AR (p). Dari persamaan (2. 1. 13) didapat 
hubungan : 
(2. 1. 15) 
d1mana j = 1, 2, 3, . ,k 
Persamaan (2. 1. 15) dapat d1tul1s dalam bentuk persamaan 




(2. 1. 16) 
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2. 1. 2. 3. Hodel Hoving Average ( HA(q) 
Model autoregresi dalam keadaan tertentu tidak dapat 
menjelaskan hubungan dari data Time Series, oleh karena itu 
pada pendekatan Box-Jenkins mempertimbangkan model lain un-
tUk mengatasi masalah tersebut. Model tersebut adalah Model 
Moving Average ( MA(q) ). 
Model ini diperoleh jika q pertama dari bobot qi dari 
persamaan (2. 1. 8) bernilai tidak nol dan selebihnya berni-
lai nol. 
Jadi model MA(q) adalah 
Zt - ~ = at - e1at-1 - e2at-2 ~ 
Zt : 9(B) at 
- eqat-q 
(2. 1. 19) 
dengan 9(B) sebagai operator Moving Average dan at adalah 
white noise. 
Persamaan (2. 1. 19) harus memenUhi syarat invertibel, arti-
nya e-1(B) harus konvergen. 
Jadi at = e- 1 (B) Zt e- 1 (B) akan konvergen bila 
persamaan 6(B) = o dimana akar persamaan karakteristiknya 
terletak diluar lingkaran satuan atau 1 B 1 > 1. 
contoh untUk MA(1) 
Zt = at - 61 at-1 
Zt = ( 1 - e 1B ) at 
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Model MA(1) akan memenUhi syarat 1nvert1bel bila persamaan 
(1 - 9 1B) = o dimana akar-akar persamaannya lebih besar 
dar1 satu dan 1 atau -1 < 9 
1 
< 1. 
Untuk syarat model MA(2) syarat 1nvert1belnya adalah 
Fungsi Autokorelasi pada Proses HA(q) 
Dari persamaan (2. 1. 19) dapat diperoleh fungsi auto-
kovarians yaitu 
= E{(at- 9 1at_ 1 - 82at-2-
9qat-q > (at+k - 91at+k-1 - 92at+k-2 - · · 
9qat+k-q) 1 
Karena E(a a ) = o untUk 1 T J 
i j 
Maka 
(-9 +9 9 +e 9 + . 
k 1 k+ 1 2 k+2 
k : 1, ,2, 
0 k > q 
I q 
+ 9 9 >o-2 
q q+k a 
(2. 1. 20) 
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( -e +e e + . + e e > 









( 1 + e2 + e2 + . + e2 
1 2 q 
0 1 }{ ) q 
(2.1.21) 
rk =0 untUk k > q artinya fungs1 autokorelasi dari proses 
1ni terpotong pada lag q, 
Fungsi Autokorelasi Parsial Proses HA(q) 
Dengan menggunakan persamaan (2. 1. 16) dapat dipero-
leh fungsi autokorelasi parsialnya. Misalnya untUk q = 1 
atau MA(1). 
1 + e21 
dan rk = o untUk k > 1 
e1 
Bila k = 1 mal<. a f6kk = eu = r1 = 
1 + e21 
Dapat juga d!bentuk menjadi : 
-e1k ( 1 - e21> 
¢}{}{ = 
( 1 - 91 2(1<.+1) ., 
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2. 1. 2. 4. Hodel Campuran Autoregresi dan Hoving Average 
Model ini merupaKan gabungan dari model AR(p) dan mo-
del MA(q) yang biasa ditulis sebagai ARMA (p,q) atau 
ARIMA(p,O,q), dengan bentliK persamaannya adalah 
(2.1.22) 
Persamaan ( 2. 1. 22) dapat juga di tul is sebagai beriKut 
¢(B)Zt = 6(B)at 
nt BPZ = rp t 
- eqBqat 
(2. 1. 23) 
Proses ARMA(p,q) stasioner bila aKar-aKar dari persamaan 
¢(B) = o lebih besar dari satu, dan aKan invertibel bila 
aKar-aKar dari persamaan e {B) = 0 lebih besar dari satu. 
Fungsi Autokorelasi dari Proses ARHA(p,q} 
Dari persamaan (2. 1. 23) dapat diperoleh fungsi auto-
Korelasinya yaitu : 
rK = E (Zt Zt+K) 
p 








rk = ~1rk-1 + ~2rk-2 + 
e1rza<k-1)-





+ ~prk-p - rza(k) -
- eqrza<k-q) 
(2. 1. 25) 
bila k > o 
bila k 0 
+ ~prk-p , k 1 q+1 
(2. 1. 26) 
k l q+1 
(2. 1. 27) 
at au , ~ (B) r.k = 0 un t Uk k l q + 1 
Fungs1 Autokorelas1 Parsial Proses ARMA(p,q) 
Dar1 persamaan (2. 1. 12) dapat d1tul1s sebaga1 
at = e-1 (B) ~(B) Zt d1mana e-1 (B) merupakan suatu de-
ret yang infinite (tak hingga). Oleh karena itu fungsi au-
tokorelasi parsial pada proses ARMA(p,q) juga infinite dan 
didominasi oleh bentuk eksponensial teredam dan bentuk ge-
lombang yang teredam . D1samping itu tergantung juga pada 
order dari proses MA dan n11a1-n11a1 parameter yang terKan-
dung d1 da 1 amnya. 
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2. 1. 3. Model Non Stas1oner L1n1er 
suatu data Time Series dalam kenyataannya tidak semua 
memenUhi syarat stationer, untuk itu perlu dibuat agar sta-
tioner dengan mengambil pembedanya (dirrerence) diantara 
pengamatannya. Suatu proses nonstasioner dalam bentuk umum 
adalah 
F (B) Zt : e(B) at (2. 1. 28) 
F (B) = operator dar1 AR yang t1dak stas1oner, karena akar-
akar dari F (B) : o ada yang sama dengan satu. 
B1la d adalah derajat dar1 pembedaan, ma'Ka persamaan 
(2. 1. 28) menjadi 
(2. 1. 29} 
¢ (B) merupakan operator autoregresi yang sudah membuat 
Time Series stas1oner. Karena adanya pembedaan maka 
Jad1 persamaan (2. 1. 29) dapat d1tul1s menJact1 
¢(B) (1-B)d Zt : S(B) at 
¢(B) Ft : S(B) at 
Ft = (1-B)d zt (2. 1. 30) 
Model ter1ntegrasi merupakan model yang stasioner . untuk 
Time Series F t· Jadi s1£at-sifat ctari proses model-model 
M!UI(. 1-l:R~-'U::.! . c;.,~AAfl I 
lNSTiTUT IEJ,H0l.0(;H .... li'. 
StPULUH - rW~E.(fllllft . 
~,)!c~•· ~ :';"'" • .', •• o:,,;••-'=•--" 
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ARIMA-nya akan mengikuti proses dari model-model yang sta-
sioner yang telah dijelaskan sebelumnya. 
2. 1. 4 Model Multipl1katt1£ ARJMA (p, d,q) (P,D,G) 8 
Proses musiman pada data time series sering menambah 
kerumitan pada idenifikasi model ARIMA. Data time series 
yang mempunyai pola musiman (pada s periode tertentu 
kembali pada pola s periode sebelumnya) yang terjadi oleh 
adanya pengaruh proses stokastik yang periodik. Model 
multiplikatif ini sering ditulis sebagai 
ARIMA (p, d, q) (P, D, Q) s 
dimana pada kurung pertama menyatakan model nonseasenal, 
sedang pada kurung kedua merupakan model seasenal dengan 
periode s. Dalam bentuk lain model diatas dengan meng-
ambil contoh model ARIMA (1, 1, 1) (1, 1, 1) 4 dapat ditulis: 
Persamaan (2. 1. 31) dapat juga ditulis sebagai : 
Zt = (1-¢1) Zt-1 - ¢1 Zt-2 + (1+Q1) Zt-4 - (1+¢1+Q1+¢1Q1) 
Zt-5 + (¢1+¢1Q1) Zt-6 - Qi Zt-8 + (Qi+¢1¢1) Zt-9 
- ¢1¢1 At-10 + at + 61 at-1 - 81 at-4 + 6181 at-5 
(2.1.32) 
model multiplikatif diatas untuk d ! 1 dan D ! 1 merupakan 
model terintegrasi yang merupakan model stationer untuk ti-
me series Zt, sedang untuk d = D = 0 berlaku untuk deret 
yang stationer. 
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2. 1. 5. Perumusan Model 
Pengamatan dalam model Anal1sis Time Series yang te-
lah dijelaskan sebelumnya d1anggap sebagai suatu proses 
ARIMA, art1nya sesua1 dengan Konsep stat1st11< d1anggap po-
pulas1. SedangKan sampelnya adalah real1sas1 dar1 pengamat-
an tersebut. 
Dalam praRteKnya dar1 data real1sas1nya akan d1buat 
suatu pendugaan model yang dapat mewaK111 proses ARIMA ter-
sebut. Kemud1an dar1 model in1 dapat diperoleh n1la1 ramal-
annya. Ada beberapa hal yang mendasar1 perumusan model 
ARIMA ya1tu 
(1). B1la fungsi waktu bersifat stasioner maka graf1K 
dari fungs1 autokorelasinya aKan menurun atau 
menuju nol dengan cepat . Sebal1Knya bila deret 
waktu tidak stasioner, maKa graf1K fungsi auto-
Korelasinya akan menurun atau menuju nol dengan 
lambat. 
(i1). Penentuan model ARIMA dilakukan dengan mel1hat 
pola dari fungsi autokorelas1 dan autokorelas1 
pars1al dari deret waktu stas1oner yang dapat 
menunjuKkan proses AR, MA, dan ARMA. 
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TABEL II. L 1 Karakteristik Utama Yang Hembedakan Jenis Dari 
Hodel ARIHA 
Proses Fungsi AutoKorelasi 
AR MengeKor dan mengecil 
menuju nol 
MA Terpotong sesudah lag 
q Kemudian menuju nol 




Terpotong sesudah lag 
p Kemudian menuju nol 
MengeKor dan mengecil 
menuju nol 
MengeKor dan mengecil 
menuju nol 
(iii). Penduga dari autoKorelasi adalah 
dimana 
n-K 
E (Zt - Z) (Zt+K - Z) 
t=1 
n 
E (Zt - Z)2 
t=1 
n 
Z = E Zt /n 
t = 1 
(2.1.33) 
UntuK sampel yang cuKup besar maKa rK mendeKati 
d1str1bus1 normal dengan rata-rata nol dan stan-
dart errornya adalah : 
K-1 
SE ( rK) = ( 1/n ( 1 + 2 E r i 2 ) ) Yr 
1=1 
(2. 1. 34) 
(iv). Setelah rK d1Ketahu1 maKa penduga autoKorelas1 









1 l" l" 
1 2. 
l" 1 l" 
1 1 
l" l" 1 
2 1 
l" l" l" 
:K-1 :K-2. :K-3 
1 r r 
1 2 
l" 1 l" 
1 1 
l" r 1 
2 1 
r r r 
K-1 :K-2. 1<-3 
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Penduga auto:Korelasi parsial dengan sampel cu:Kup 
besar a:Kan mendekati distribusi normal dengan 
rata-rata nol dan standart errornya adalah 
(2. 1. 36) 
(v). Mal<simum Likelihood Estimasi parameter ARIMA. 
Asumsi yang harus dipenUhi dalam pendugaan para-
meter ARIMA adal ah at harus bersi fat w111 te-no1se 
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dengan rata-rata nol dan var1ans oa2· 
Dengan asumsi tersebut maka fungsi distribusi 
terpadu dar1 at untuk t = 1, 2, 3, , n ada-
lah 
exp (- (2. 1. 37) 
Fungs1 likelihoodnya adalah 




Sedang n1la1 S(¢,9) = E a2t 
t=1 
(2. 1. 38) 
(2. 1. 39) 
MLE untlik parameter ¢ dan e diperoleh dengan 
memaksimum persamaan (2. 1. 37). Karena pengarUh 
¢ dane hanya terdapat pada S(¢,9), maka untlik 
memaksimumkan persamaan (2. 1. 37) adalah dengan 
mem1n1mumkan persamaan (2. 1. 39). 
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(Vi). Uji StatistiK Box-Pierce 
StatistiK ini digunaKan untuK menguji asumsi at 
yang bersifat w111te no1se artinya tidaK saling 
berKorelasi satu dengan yang lainnya. 
m 
G* = n E rK2 (2. 1. 40) 
K=i 
n-K 
E at at+K 
t=i 
rK = I K = 1 1 2, m 
n-K 
E a2t (2.1.41} 
t = 1 
Dengan hipotesis 
Ho r1 (a) = = rK (a) · = o 
H1 ada satu yang tidaK sama dengan nol 
Keputusan, jiKa : 
Q* < X2 (K-m, aZ) maKa Ho diterlma 
G* > X2 (K-m, a%) maKa H1 di to 1 aK 
dimana : m = jumlahan dari parameter 
(vii). Peramalan pacta Model ARIMA 
Model ARIMA dapat ditulis dalam bentuK random 
shocKnya (at), artinya pacta model AR dapat disa-
jiKan sebaga1 deret yang infinite dalam model MA. 
Seperti telah dijelasKan dalam butir (V} bahwa 
Kriteria dalam pembuatan model ramalan adalah 
meminimumKan E a2t· 
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AndaiK.an Zt(l) adalah nilai ramalan dar1 Zt+l• 
mal<a residual mean square dari Zt(l) adalah : 
RMS ( Zt ( 1 ) ) = E ( Zt + 1 - Zt ( 1 ) ) 2 ( 2. 1. 42) 
dibuat minimum. Hal ini dapat dilaK.uK.an dengan 
mengambil eK.speK.tasi bersyarat dari Zt+l setelah 
, Zn diK.etahui. 
(2.1.43) 
UntuK. menentuK.an nilai Zt(l) dari model ARIMA 
(p, d, q) maK.a persamaan ( 2. 1. 28) dapat di tul is 
menjadi 
¢(B) Zt+l ::: 8(B) at+l 
Zt+l = ¢1 Zt+l-1 + ¢2 Zt+l-2 + · + 
¢p+q Zt+l-p-q + at+l -e1 at+l-1 -
9q at+l-q (2. 1. 44) 
Jadi eK.speK.tasi bersyarat dari Zt(l) adalah 
Zt(l) = ¢1E(Zt+l-1)+¢2E(Zt+l-2)+ · + 
¢p+qE(Zt+l-p-q) + E(at+l) - 61E(at+l-1) 
- 6qE(at+l-q) (2. 1. 45) 
Dengan K.etentuan 
' Zn) = Zt- j ' 
j = 0, 1, 2, . 
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, Zn) = Zt ( j ) , 
j = 1, 2, . 
j = 0, 1, 2, 
(2. 1. 1!6) 
, Zn> = o 
j = 1, 2, 3, 
Bi l a Zt ( 1) dinyata:Kan da lam bentu:K rand-om slwcl< 
(at>• persamaan (2. 1. 1!5) menjadi : 
(2. 1. 1!7) 
Hubungan antara q dengan ¢ dan 8 dar1 persamaan 
( 2. 1. 1! 7) ada 1 ah 
q1 = ¢1 - 81 
q2 = ¢1q1 + ¢2 82 
q3 = ¢1q2 + ¢2q1 + ¢3 - 83 
untuK nilai j selanjutnya 
qj = ¢1qj-1 + ¢2qj-2 + + ¢p+dqJ-d-p - 8J 
dimana q 0 = 1 ; qJ = o untuK J < o dan ej = 0 
untu:K j > q. 
Menurut persamaan (2.1.11) Zt+l dapat dinyata:Kan 
sebagai ber1Kut : 
_(/~1l_~>)-~} C\1Jv)l , 
+ 
(2. 1. 1!8) 
MIll K Pf:H~'U$1).i.JC..AAI\ 
INST rnn lHNOLOW 
SEPUlU~I - NOPUdlllE• \#SO 
L----~---~--~'----------------------~ 
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Dari persamaan (2. 1. 47) dan (2. 1. 48) maKa resi-
dual ramalannya adalah 
+ ql-1at+1 
(2. 1. 49) 
E (at+J) : o untuK J > o sepertl Ketentuan per-
samaan ( 2. 1. 46). 
Jadl E (et(l)) = 0 artlnya eKspeKtasl error darl 
1 ramalan setelah waKtu t sama dengan nol. 
Dengan demiKian maKa E (Zt(l)) = Zt+l 
atau dengan Kata lain Zt(l) merupaKan ramalan 
taK bias dari Zt+l· varians ramalannya adalah : 
V (et(l)) = (1 + q21 + q22 +. + q21-1> cr2a 
(2. 1. 50) 
SedangKan standart error dari ramalannya = 
(2.1.51) 
2. 2. Analisis Fungsi Transfer 
2. 2. 1. Hodel Fungs1 Transfer L1nier 
Fungsi Transfer merupai~an pemodelan suatu deret wal<tu 
Xt sebagal varlabel input dan deret waKtu Yt sebagal varl-
bel output pacta suatu proses yang dinamis. Sebagai ilustra-
si dapat dilihat pada gambar beriKut. 
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Xt Sistem Yt 
Input Dinamis output 
Gambar II. 2. 1. Variabel Input Dan Variabel output Dalam 
Sistem Dinamis 
Kedua variabel Xt dan Yt ini berada dalam :Kondisi di-
nami:K, menyebab:Kan sistem yang mempengarUhinya juga a:Kan 
berada dalam :Kondisi dinamis. 
Model Fungsi Transfer yang me~upa:Kan sistem d1nam1s 
pengarUhnya tidal< hanya se:Kedar hubungan linear antara wa:K-
tu :Ke-t pada input X dan wa:Ktu :Ke-t pada output Y. A:Kan te-
tapi juga merupa:Kan hubungan pada saat t input X dan saat 
t, t+i, t+2, t+K pada output Y. Atau dapat di:Kata:Kan, 
deret input Xt memberi:Kan pengarUh terhadap deret output Yt 
dimana pengarUh Xt ini berlangsung sampai beberapa periode 
wa:Ktu mendatang. Pada hubungan seperti ini, dalam fungs1 
transfer :Kemung:Kinan a:Kan timbul time delay (wa:Ktu senjang) 
antara variabel input dan variabel output. Dimana pengaruh 
Xt tampa:K setelah wa:Ktu t pada output Yt· 
Seperti pada Analisis Time series Univariabel, :Konsep 
dinamis yang ter:Kendali juga berla:Ku d.isini. Input dan out-
put harus berapa dalam kondisi stasioner. Kestasioneran un-
tu:K :Kedua variabel ini dila:Ku:Kan agar mean serta variansi 
masing-masing variabel tidal< dipengaruhi oleh waktu penga-
mat an. 
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Proses membuat data menjadi stasioner dalam Fungsi 
Trans :fer disebut prew111 ten1ng. Prew111 ten1ng ini dapat diar-
ti:K.an usaha untu:K. menghilang:K.an seluru11 pattern (pola) yang 
ada dalam deret data sehingga deret tersebut menjadi :K.ons-
tan. 
Pada variabel input, p.rewlJJ.t.en1ng dilaku:K.an sampai 
mendapatkan :K.ondisi input yang w111t.e no1se, atau dengan la-
in kata mendapatkan operator prew111 t.en1ng yang menyebab:K.an 
input wh1te noJ.se. Setelah mendapatKan operator prewl11t.e-
n1ng variabel input, operator ini Kemudian diKenaKan pada 
deret output. Proses ini disebut PrewlJ.J.t.enJ.ng output. Pada 
prewh1t.en1ng output tidaK harus mengubah deret output men-
jadi w111 te no1se, aKan tetapi Kestasionerannya harus tetap 
di 1 a:K.uKan. 
Dari prewlJ.i t.en.ing input dan prew111 t.en1ng output, aKan 
diperoleh deret O:t untu:K. input dan at untu:K. output. Kedua 
deret ini yang digunaKan dalam identifiKasi model Fungsi 
Trans:fer dengan membuat Korelasi silangnya. 
Model linear Fungsi Transfer secara umum dapat ditu-
lis sebagai 
Yt = VoXt + V1Xt-1 + V2Xt-2 + 
= ( Vo + V 1 B + y2 2B + , (2.2.1) 
= V(B) Xt 
Dimana output pada wal\.tu Ke t menyatal\.an jumlah linear dari 
input pada waKtu t, t-1, t-2, dengan operator v(B) yang 
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disebut sebagai filter fungsi transfer dan v 0 , v 1, v2, 
merupa:Kan :respon impuls dari sistem. 
Hubungan antara pengamatan t denga pengamatan t-1 adalah 
Yt = Yt - Yt-1 = (1 - B) Yt 
Xt = Xt - Xt_ 1 = ( 1 - B) Xt 
Hal ini untu:K menanda:Kan suatu deret yang di difference 
(pembedaan) dalam usa11a untul<. mendapat:Kan deret yang stasi-
oner. Dengan demi:Kian persamaan (2. 2. 1) menjadi 
Yt = V(B) Xt 
infinite, akan konvergen 
untu:K nilai 1 B 1 1, ma:Ka sistem akan stasioner. 
Dari wal<:.tu l<.e wa:Ktu, al{an dl tunjukkan tlngkat st.ea<1Y 
st.at.e dari output yang diperoleh dari deret input. dengan 
demikian nilai Y (X) merupa:Kan output dari sistem yang 
stabil dengan input yang mempunyal nilai tetap X. Hubungan 
antara Y (X) dan X merupa:Kan hubungan linier. Dimana bila 
diguna:Kan Y dan X dengan penyimpangan dari dari situasi 
sebenarnya, maka dapat di tul is suatu hubungan st.ea<1Y state 
y = g X (2.2.2) 
dimana g merupa:Kan £ungsi pertambahan yang tetap dan Y me-
g = (2.2.3) 
2. 2. 2. Model Dinamik 
Sistem dinamis diskrit sering dinyatakan dalam persa-
maan linier dengan pembedaan sebagai berikut. 
(1 + x1~ + x2~2 + + Xr~r) Yt 
= g ( 1 + h 1 ~ + h2 ~2 + + hs~s) Xt-b 
Model diatas merupakan model fungsi transfer orde 
jika ditulis dalam operator back-ward menjad1 : 
(1 - a1B - a2B2 - - orBr) Yt 
= (wo - w1B - w2B2 - - WsBs) Xt-b 
a tau 
o(B) Yt = w(B) Xt-b 
jika nilai Q(B) = w(B)Bb, maka model menjadi 
(2. 2. 4) 
(r, s), 
(2. 2. 5) 
o(B) Yt = Q(B) Xt (2.2.5) 
Dengan membandingkan persamaan (2. 2. 5) dan persamaan 
(2. 2. 1) terlihat bahwa fungsi transfer untuk 
adalah 
V(B) = a-1 (B)Q(B) 
model ini 
(2. 2. 7) 
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maKa fungsi transfer dapat dinyataKan dengan perbandingan 
antara dua polinomial dalam B. 
Suatu model stoKastiK dinamis dari ARIMA 
f(B) Zt = 6(B) at 
dapat digunaKan untuK menyataKan deret waKtu Zt dan dengan 
at dengan menggunaKan operasi filter linier 
dimana at adal ah wlJi te noise. MaKa mode 1 deret waKtu dapat 
dinyataKan sebagai output dari sistem dinamis, yang mana 
inputnya adalah white noise. 
Kestasioneran dari fungsi transfer yang ternyata se-
jalan dengan Kestasioneran dari model stoKastiK dari deret 
waKtu, maKa Kestasioneran ini diperluKan untuK mendapatKan 
aKar-aKar KaraKerisiK dari persamaan 
a (B) = o 
sebagai contoh untul~ mode 1 orde satu, maKa nil a1 est1mas1 
parameter a1 adalah 
-1 < a1 < 1 
dan untuK or de dua, nilai parameter dari o1 dan o2 a(1alah 
02 + 01 < 1 
02 - 01 < 1 
-1 < 02 < 1 
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seandainya persamaan (2. 2. 5) ditulis secara lengKap maRa 
diperoleh 
(2. 3. 8) 
Model £ungsi trans£er yang telah dide£inisiKan pada persa-
maan (2. 2. 5) disubtitusi dengan : 
Y.t : V(B) Xt 
maRa diperoleh persamaan 
= 
- drBr) (Yo + V1B + 
WsBs) Bb 
(2. 2. 9) 
(2. 2. 10) 
Dengan memperhatiKan Koe£isien dari pada B diperoleh Keten-
tuan : 
vJ = 0 
vj = C!1Vj-1 
vJ = d1Vj-1 
j :: 
vJ = d1Vj-1 
+ C!2Vj-2 
+ d2Vj-2 





+ drVj-r - Wj-b 
1 b+S 
j < b 
j = b 
(2.2.11) 
j > b+s 
Model £ungsi trans£er yang telah diberiKan pada per-
samaan terdahulu adalah : 
Yt - 0 1Yt-1 - 0 2Yt-2 - · 





Yt ; a-1 (B) W(B) Xt-b 
dimana o(B) = 1 - a 1B- a 2B2 
W (B) = Wo - w 1B - .. , wBS 
Dalam fungsi transfer terdapat deret input (Xt> yang 
diharapkan akan mempengarUhi deret output (Yt>• serta dipe-
ngaruhi oleh deret input lain yang disebut no1se (Nt>· 
Untuk sistem linier dengan Nt pada output dan mengasumsikan 
dibangkitkan dengn proses ARIMA yang menjamin bahwa Nt in-
dependen dar1 input Xt. J1ka dalam Model Fungs1 Transfer 
digunakan order r dan s untuk parameter a, w dan waktu sen-
jang b. Dan penambahan Nt bertujuan untuk membuat est1mas1 
dari parameter p, d,q dari proses ARIMA yang menggambarkan 
noise at pada output dan untuk memperoleh estimasi parame-
ter ¢ dan e dalam model. Model yang menggabungkan antara 
Xt, Yt dan Nt dapat ditulis. 
Yt = a-1 (B) W(B) Xt-b + Nt (2. 2. 12) 
atau dengan menggunakan model ARIMA 
(2. 3. 13) 
Model 1n1 digunakan bila dalam menguji Nt masih terdapat 
pola yang dapat di1dent1f1kas1 sebaga1 model stakastik 
-----~-----_____.;.:__---____ ____....,...-- I'(AAR 
I ('}>;;:_;.) MILIK pt;RPUSTA 
'\ rt.:~r~·\-\ INSTITUT fiKMOLOGf. . 
. ~._!\~~.>~))~ SEPULUH - NOPE.Yalll 
. '-r<~:IJ'--~~------:----
--l· .. ~ ---
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ARIMA. Jika dalam pengujian Nt tidak ditemukan pola lagi, 
model (2. 2. 12) yang digunakan sebagai model fungsi Trans-
fer. 
2. 2. 3. Xorelas1 Silang 
Dengan cara yang sama pada 1dent1fikasi model stokas-
tik yaitu dengan menggunakan autokorelasi, maka untuk meng-
identifikasi model fungsi transfer digunakan korelasi si-
lang antara deret input dan deret output. 
Sebagai gambaran deret waktu input Xt berhubungan 
sistem dengan deret waktu output Yt dari proses stokastik 
bivariate yang berpasangan (Xt,Yt)· Suatu proses stoKast1K 
linier mempunyai mean ~ dan autoKovariansi 9K• atau eK1va-
len dengan mean ~ dan var1ans1 o2 serta autoKorelas1 rK. 
Apabila data dar1 proses stokast1K (Xt,Yt) tidak stasioner, 
maka dilakuKan pembedaan sehingga proses menjadi stasioner 
Kestas1oneran tercapai apabila Xt dan Yt mempunya1 mean 
yang Konstan <~x· ~y) serta varians1 yang Konstan ya1tu 
J1Ka proses d1asums1Kan mempunyal d1strlbus1 
normal, maka mempunya1 karaKter1st1k mean ~x dan ~Y serta 




Koefisien autokovariansi dari masing-masing deret di-
definisikan sebagai : 
9xx(k) = E[(Xt-IJx)(Xt+k-IJx)J = E[(Xt-IJx)(Xt-k-1-'x)J 
(2. 2. 1.1!) 
9 yy ( k) = E [ ( Y t -IJ y) ( Y t + k -p y) ) = E [ ( Y t- IJ Y) ( Y t-k- IJ Y) ] 
BentUk kovariansi lain yang dapat disusun ke dalam bentuk 
matrik adalah kovariansi silang antara deret waktu Xt dan 
deret waktu Yt· 
k ::. 1' 2, . 
(2. 2. 15) 
k = 1' 2, . 
Secara umum 9xy tidak sama dengan 9yx• namun apabila di-
atur kembali pada persamaan diatas diperoleh : 
lah 
9xy(k) = E[ (Xt-k-IJx) (Yt-!Jy)) ::. E[ (Yt-IJy) (Xt-k-IJx)) 
= g yx ( - k ) ( 2 . 2. 1 6 ) 
Koefisien korelasi silang dari proses bivariate ada-
rxy(k) : 9xy(k) {ox oyl-1 
k = !1, !2, . 
(2.3.17) 
Dalam model Fungsi Transfer, selain digunakan untuk 
identifikasi korelasi Silang digunakan untuk melihat apakah 
4-0 
no.ise at pada model ARIMA sudah w111 t.e no.ise. 
UntUk mengetahui dibuat ~orelasi silang antara deret at dan 
at yang diperoleh pada waktu melakukan prewhitening input. 
2. 2. 4. Perumusan model 
Kombinasi fungsi transfer dengan no.ise adalah 
(2.2.18) 
a tau 
j1~a persamaan (2. 2. 18) di~ali~an dengan Xt-~ untu~ ~ l 0 
diperoleh : 
(2. 2. 19) 
dengan asums1 bahwa Xt-k tidak ber~orelasi dengan nt untuk 
semua nila1 ~. ma~a persamaan (2. 2. 19) apabila die~spe~ta-
si~an menjadi 
k = 0, 1' 2, (2. 2. 20) 
2. 2. 4. 1. Prewh1ten1ng Deret Input Dan Output 
Identif1~as1 dapat d1la~u~an apabila deret input ada-
lah w11.1t.e-no1se yang stas1oner dalam mo4e1 Autoregres1 dan 
Moving Average. 
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dinyatakan dalam : 
(2.2.21) 
dimana Xt dan at tidak berkorelasi. 
untuk mempertahankan integritas hubungan antara deret input 
dan output, 
deret input. 
maka deret output juga dimodelkan sama seperti 
¢(B) e- 1 (B) Yt = St. (2. 2. 22) 
Model dari persamaan (2. 2. 17) dapat ditulis 
(2. 2. 23) 
et adalah rriodel dari deret no1se yang dimodelkan sebagai 
(2.2.24) 
Persamaan (2. 2. 23) jika dikallkan dengan at-k untuk kedua 
sisinya dan diekspektasikan diperoleh : 
(2. 2. 25) 
dimana 9as<k) = E(at-k St> adalah kovarians silang antara a 
dan S pada lag k, maka 
atau dengan mensubtitusikan korelasi silang diperoleh 
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Dalam praktek korelasi silang dan standart deviasi diesti-
masi dengan raa{k), Sa dan sa, Maka persamaan (2. 2. 26) men-
jadi: 
(2.2.27) 
Memperhat1kan dua deret whi t.e 1101 se yang bebas, maka kore-
1 asi sil ang an tara kedua deret w111 t.e 1101 se tersebut d1ha-
rapkan akan nol dan kesalahan standar d1perk1rakan n-Ye. 
Bartllet memperluas gagasan untuk dua kasus yang tidak ber-
korelas1 satu diantaranya wh1t.e-no1se, dan untul'{ korelasi 
silang dengan lag k mempunyai standar dev1asi 
SE raa (k) = (n-k) -Ye 
l!-3 
2. 2. 4. 2. Model Deret Nojse 
Model yang telah diberikan pada persamaan terdahulu 
adal ah : 
Yt = V(B) Xt + nt 
Dengan menggunakan estimasi dari bobot respons impuls V(B) 
dar1 fungsi transfer diperoleh estimasi dari deret no1se 
yaitu : 
nt = o(B)Yt - W(B) Xt (2. 2. 28) 
Sehingga diperoleh suatu model dari deret no1se yang be~a­
asal dar1 deret input output. 
2. 2. 4. 3. Menentukan H1la1 r, s, b 
Konstanta fungsi transfer adal ah r, s, b serta p, d, 
dan q. Untuk nilai r, s dan adalah sebagai berikut : 
1. Nila1 b menyatakan bahwa Yt tidak d1pengaruh1 oleh 
Xt sampai periode t+b atau 
Yt = OXt+ 0Xt+1+ . + WXt+b 
2. N1la1 s menyatakan untliK seberapa lama deret out-
put (Yt> terus d1pengaruh1 oleh nilai X yang baru 
Yt d1penga~Uh1 oleh (Xt-b-1• Xt-b-2• ,Xt-b-s> 
3. N1lai r menunjukkan bahwa Yt berkaitan dengan 
n1la1 masa lalunya. 
' Yt-r> 
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Dar1 s1n1 dapat digar1s bawah1 bahwa n11a1 (r, s,b) menun-
jUkkan : 
1. sampa1 lag ke b korelasi silang tidaK berbeda de-
ngan nol secara statistik. 
2. Untuk s lag selanjutnya, korelas1 Silang tidaK a-
kan menunjukKan pola yang jelas. 
3. UntUK r lag selanjutnya , korelasi silang menun-
jUkkan pola yang jelas. 
2. 2. 4. 4. Estimasi Parameter 
Estimasi parameter dalam perumusan model adalah pen-
ting untuk melihat keterkaitan dar1 pada variabel yang ada 
dalam model. Dengan mengambil n1la1 awal x0 , Yo dan a 0 yang 
berguna untuk mem111h parameter (b, d,w,¢,e) berturut-turut 
nilai at adalah : 
a = a (b a w ¢ e1 x Y a ) untUK t > 1 
t t 0 0 0 
dengan mengasumsikan at berd1stribusi normal, maka pende-
katan maKsimum likelihood dapat diperoleh dengan memini-
mumkan kondis1 dari jumlahan kuadrat 
n 
s0 cb a w ¢ e) = E at2 (b a w ¢ e) 
t:i 
(2. 2. 29) 
UntUK mendapatkan nilai estimate parameter dari a dan w de-
ngan menggunakan subtitusi dar1 persamaan (2. 2. 11) 
45 
2.2.4. 5 Stat1st1k Uj1 
Uji Stat1st1K dalam model fungs1 transfer d1gunakan 
untUk menguj1 residualnya. Model Fungs1 Transfer telah se-
suai b1la : 
1. AutoKorelasi dar1 a ya1tu raa(K) t1daK s1gn1fiKan 
dengan nol. 
2. Korelasi s1lang yang melibatkan input dan residu-
alnya, dalam hal 1n1 Korelasi silang antara resi-
dual at dengan at secara statistik tidak signifi-
Kan. 
Untuk pengujian secara KeselurUhan dar1 model dengan meng-
gunakan dapat uj1 Ch1-kuadrat 
m 
G = n E ra:a(k)2 
k=1 
dimana n = jumlah pengamatan 
m = lag yang d1perh1tungkan 
(2. 2. 30) 
n1la1 dari perhitungan persamaan (2. 2. 30) d1band1ngkan de-
ngan n1la1 dar1 Chi-Kuadrat tabel dengan derajat Kebebasan 
(m-p-q-r-s). 
2. 2. 4. 6. Feramalan Fungsi Transfer 
Dalam meramalKan fungsi transfer deret waKtu Yt, Yt-1• 
diperlukan 1nformas1 yang d1has11Kan dari de-
Xt-1 • , apabila fungs1 transfer telah d1-
modelkan 
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Yt: a-1(B) w(B) Xt-b + ¢-1 (B) 6(B) at 
b 2 0 
dimana no1se independen tidak tergantung pada input Xt· 
Persamaan diatas dapat ditulis 
Yt : V(B) at + q(B) at (2.2.31) 
maka peramalan Yt(l) dari Yt+l adalah 
co co 
Yt(l) = E vl+J aJ + E ql+J at 
j:O j:O 
+ 
0p+r<Yt+l-p-r) + Wo(Xt+l-b) + Wi(Xt+l-b-1) -
- Wp+s<Xt+l-b-p-s) + at+l - ei<at+l-1> 
dimana 
y { yt+j t+j Yt(J) 
j 0 












j 2 0 
dan at dihitung dari 
at = Yt - Yt-1(1) 
• 
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ma.Ka variansi peramalan adalah 
dan 
1-1 ro 
Yt+l - Yt(l) = r: (Vi<Xt+l-1 + qiat+1-1l + r: ((V1+j-
1=0 J=O 
E(Yt+1- Yt(l>J 2 = £V2o + V2 1 + 
( 1 + q21 + 
ro 
+ y21-1 o2a + 
+ q1-12l o2a + 
r: ( (Vl+J - vl+j. )o2a + (ql+j -
j = 0 
akan minimum j1Ka v 1+J' = vl+j dan q 1+J' = ql+j maKa var1ans 
dari perama1an selang 1 tahap Kedepan ada1ah : 
Var (1 ) = E ( Y t + 1 - Y t (1 ) ) 2 
1-1 1-1 
= o2a r: y2J + o2a r: q2j 
J=O J=O 
(2.2.32) 
2. 3 Analisis Regresi 
Ana11sis Regresi merupakan sa1ah satu cara untuK 
mengh11angKan adanya pola determ1nist1K dari suatu data 
Time Series agar deret tersebut menjadi stasioner. M1sa1Kan 
suatu data Time Series yang mempunyai loncatan (jump), 
·trend, atau gabungan antara Kedusnya 
Analisis Regresi adalah suatu metoda yang digunaKan 
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untuk mencari pola hubungan antara beberapa variabel bebas 
(prediktor) dengan satu variabel respon (dependen). 
Suatu data yang mempunyai loncatan, data tersebut 
akan digunakan sebagai variabel respon (X) dan sebagai va-
riabel bebas (D) digunal<.an varia:bel dummy dimana : 
0 untuk X < X dan 1 untuk X > X 
sedangkan untuk data yang mempunyai trend, sebagai variabel 
bebas (D) digunakan variabel dummy urutan waktu pada data 
saat mul ai menampakkan trend sampai tidal-<. ada trend sedang 
yang lainya d1paka1 nilai o. 
Model Regresi Linier dapat ditulis sebagai 
1 : 1, 2, n 











secara umum dapat ditulis 















dengan X = variabel respon, D = matriks variabel prediktor, 
13 = parameter model, w = residual 
2. 3. 1 Menaksir Parameter Regresi 
UntuK mendapatKan nilai parameter-parameter dila.KuKan 
estimasi terhadap ~ 0 , ~1 , 
dengan mengguna.Kan metoda Least. Square. Metoda ·1n1 a.Kan 
memberikan penaksir tida.K bias dan terbaiK bagi ~. Nilai 
estimasi parameter ini diperoleh dengan meminimuffiKan 
varians sedemiKian rupa sehingga E w12 minimum. Hal ini 
diperoleh dengan jalan menurunKan secara partial terhadap 
b 0 , b1, ... , bp dan menyamaKan dengan nol. 
Dari persamaan (2. 3. 1) didapatkan: 
X = Db + W 
W = X - Db 
sehingga didapatkan 
W'W = (X- Db)' (X- Db) 
= X'X - b'D'X - X'Db + b'D'Db 
= X'X - 2b'D'X + b'D'Db 
dengan jal.an menurunKan w·w terhadap b secara partial 
berdasarkan aturan turunan matriK diperoleh 
o (W' W) 
= -2 D'X + 2 D'D b (2. 3. 2) 
db 
Kemudian disama.Kan dengan nol, didapatkan 
D'Db = D'X 
b = (D'D)-1 D'X 
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dengan syarat (D'D)-1 non singular, 
dimana b' bp ], jadi model regresi dapat 
ditulis (2. 3. 3) 
2. 3. 2 Pengujian Parameter a1 
Setelah mendapatkan est1mas1 dari P&rameter, model 
yang dipcroleh diuji. Pengujian in1 dengan maksud untuk 
mengetahui apakah model persamaan regresi tersebut sesua1 
dengan data yang dipakai. Ada dua macam uji untuk persamaan 
Regresi : 
1. Uji Hodel Serentak 
Hipotesis dari Uji model serentak 
l3i = 0 1=0,1,2, ... ,p 
H1 ada salah satu yang tidak sama dengan nol 
UntUk mengetahui diterima atau ditolak dar1 h1potes1s 
diatas Qigunakan tabel Analisis Variansi. 
TABEL II. 3. i Anal1s1s Var1ans1 Untuk Hegresi 
Sumber dK Jumlah Kuadrat Rata-Rata Kuadrat 
Regresi 1 JK RK 
regresi regresi 
Residual n-2 JK RK 
residual residual 
Total n-1 JK 
-tot a 1 
Dimana 
1\ 
JKregres1 = r: (Xi - X)2 
JKtotal = r: (Xi - X1)2 
" 
JKresidual = r: (Xi - Xi)2 
secara matrik dapat d1tul1s 
JKregresi = (b' D' X - nx2) 
JKtotal 
JKresidual= (X'X - b'D'X) 








- Tolak H0 j1ka Fratio > Ftabel (p,n-p, a) 
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yang berart1 ada paling sedik1t satu koef1sien dari 
variabel bebas mempunyai sumbangan yang nyata terhadap 
variabel respon. 
- Terima H0 jika Fratio < Ftabel (p,n-p,a) 
Yang berart1 koefisien dari variabel bebas tidak mem-
punyai sumbangan yang nyata terhadap variabel respon. 
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2. Uji Hodel Secara Individu 
Untuk menguji tiap koefisien model persamaan regres1 
d1gunakan uj1 Model Secara Individu. Bentuk dar1 h1potesis 
individu : Ho l3i = 0 
H 13 =r 01 1 1 i = 0 I 1 I I 
p 
bi - 131 
Uji t thit = 
Sd(bi) 
dimana : 
b 1 = nila1 taksiran untuk 131 yang ada dalam model 
131 = nilai dari 131 dengan menganggap_H1 benar 
s 
n E (D 1 - D) 2 
S = RKresidual 
Keputusan : 
- Jika thi tung > ttabe 1 (n-pl 11 <X/2) 
yang berarti bru~wa 13 0 tidak sama dengan 
nol 
- Jika thitung < ttabel (n-pl ila/2) 
maka terima H0 1 yang berarti bahwa 13 0 sama dengan nol 
---ooo---
BAB III 
BAHAN DAN METODA PENELITIAN 
3. 1. BAHAN PENELITIAN 
Untul< penyelesaian masalah, data merupal<an sal ah 
satu bahan penelitian yang sangat penting untuK mengungKap-
kan dan menguji dugaan-dugaan yang tlmbul. UntuK ltu 
perlu diupayakan ~ntuk mendapatkan data yang selengkap-
lengKapnya sehingga penyelesaian masalah sesuai dengan 
Kenyataan yang ada. 
Bahan penelitian ini diperolel1 melalui pencatatan 
terakl1ir pada tiap bulan mulai April 1984 sampai Maret 1990 
dari Dinas Peternakan Dati I Daerah Propinsi Jawa TiffiUP 
dengan daerah penelitian kabupaten Blitar. 
Tabel 3. 1.1 Jumlah Akseptor IB Sapi Potong (Ekor) 
'84/'85 '85/'86 '86/'87 '87/'88 '88/'89 '89/'90 
Apr 207 299 138 153 254 232 
Mei 162 248 238 15l!- 214 226 
Jun 158 169 220 147 274 271 
Jul 133 243 264 2.04 354 296 
Agt 167 297 207 211 332 287 
Spt 191 298 289 251 359 WT5 
OKt 188 310 247 217 365 L! 10 
Nop 193 214 324 342 374 405 
Des 286 282 323 323 336 414 
Jan 269 294 271 246 258 351 
Feb 257 275 287 222 293 238 
Mar 240 265 284 259 311 328 
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Tabel 3. i. 2 Jumlah Kelahiran Sapi Potong (Ekor) 
'84/'85 '85/'86 '86/'87 '87/'88 '88/'89 '89/'90 
Apr 48 64 79 -77 76 129 
Mei 37 49 68 107 106 165 
Jun 45 87 96 67 104 156 
Jul 27 39 106 117 131 203 
Agt 30 150 104 106 134 130 
Sep 41 133 91 72 152 209 
OKt 42 81 89 110 151 166 
Nop 24 86 106 110 133 119 
Des 67 101 37 135 133 193 
Jan 53 77 68 91 143 178 
Feb 76 95 57 126 115 119 
Mar 63 77 101 99 167 123 
3. 2. METODE PENELJTIAN 
3. 2. L Analisis Time Series 
Analisis Time Series digunaKan untuK mendapat:Kan 
model dari variabel d1Ketahu1. Adapun langKah-langKah pada 
Analisis ini adalah : 
1. Plot data Time Series 
LangKah pertama yang ba1K untu:K menganal1s1s data 
Time series adalah membuat plot data secara graf1s. Dar1 
plot ini dapat diduga per1laKu pola data tersebut, apa-
Kah plot tersebut mempunyai trend atau pengarUh musiman. 
Dan dapat dilihat apa:Kah data stasioner pada rata-rata 
dan variansinya. Bila dijumpai plot yang tidaK stasio-
ner, pembedaan satu Kali dapat dilaKu:Kan agar data men-
jadi stasioner. Dengan cara transformasi, d1laKu:Kan un-
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tuk data yang mempunyai variansi yang tidak stasioner 
atau data yang mempunyai trend tertentu. 
Dalam suatu kasus dapat juga ditemui plot data 
yang mempunyai pola deterministil<, seperti loncatan 
(jump), trend, atau gabungan dari kedua pola tersebut. 
Untuk menghilangkan pola deterministik 1n1 'digunakan 
Analisis Regresi. Dari residual Analisis Regresi akan 
didapat data yang sudah tidak mem111ki loncatan. 
2. Mendapatkan koefisien Autokorelasi dan Parsial Autokore-
lasi 
Dari perhitungan koefisien Autokorelas1 dan Par-
sial Autokorelasinya akan dapat memperjelas apakah data 
yang digunakan merupakan data stasioner atau data yang 
belum stasioner. Hal ini dapat dilihat dari plot koefi-
sien tersebut, data yang tidak stasioner biasanya plot 
Autokorelasinya menurun dengan lambat menuju nol, bila 
hal 1ni terjadi dapat dilal<.ukan pembedaan satu kali agar· 
mendapatkan data yang stasioner. Bila dalam pembedaan 
satu kali masih didapat data yang tidak stasioner, pem-
bedaan dapat dilakukan satu kali lagi sampai diperoleh 
data yang stasioner. Dalam praktek, pembedaan ini paling 
banyak dilakukan dua kali, pembedaan tiga Kali atau le-
bih j arang sel<al i di 1 akul<.an. 
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3. Identifikasi 
Pada langkah ini dilakukan setelah mendapatkan da-
ta yang telah stasioner, dengan melihat plot Autokorela-
si maupun plot Parsial Autokorelasinya. 
Terdapat berbagai cara untul< menentukan model ARIMA dari 
plot-plot tersebut (lihat tabel II. 2. 2). Biasanya untuk 
menentukan model, diperoleh beberapa macam dugaan model 
ARIMA. 
4. Estimasi 
Dari model yang telah ditentukan, dilakukan perhi-
tungan untuK menaKsir parameter-parameter model ARIMA. 
Ada beberapa cara untuk mendapatKan estimasi para-
rameter dari model. Box - Jenkins lebih mendukung pema-
kaian menurut kri teria maksimum Li]{el i11ood untuk penen-
tuan parameter. 
Hasil yang diperoleh dari perhitungan ini, dapat 
dipakai untuk memeriksa apakru1 model sudah memenuhi sya-
rat-syarat yang harus dipenUhi dalam model ARIMA (lihat 
sub-bab 2. 1. 2. 2 dan 2. 1. 2. 3). Untuk itu penetapan bebe-
rapa model ARIMA lebih baik dilal<ul<an agar dapat terli-
hat adanya model-model yang memenuhi syarat. 
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5. Penguj ian Mode 1 
Langl<.ah ini di 1 aKul<.an untuK memer1l<.sa Ketetapan 
suatu model dari deret wa.Ktu. Cara yang digunakan adalah 
dengan menguji residu~lnya. 
Residual dari model ARIMA yang diperoleh l1.arus me-
menuhi asumsi wlJite-no.i.se yaitu tidak adanya korelasi 
antar residualnya atau tidak mempunyai· pola apapun. Hal 
ini dapat dilihat dari plot autol<.orelasinya. Untuk uji 
distribusi normal residualnya dapat digunakan kertas 
plot normal. 
Uji Statistik yang diguna.Kan untuk memeriksa apa-
kah residual dari Time Series berupa white noise adalah 
lah pende.Katan statisti.K Chi-kuadrat (stat1st1k Box-
Pierce). 
6. Peramalan 
Untuk melaku.Kan peramalan, model yang dipakai ha-
rus melalui ke 5 langkah diatas. Hal ini penting agar 
ramalan yang diperoleh dapat mendekati a.Ktualnya. 
Setelah mendapatkan model yang sesuai, dengan memasukkan 
data yang ada dapat dihitung nilai ramalan sampai perio-
de waktu yang diharapkan. 
3. 2. 3. Analisis Fungsi Transfer 
Analisis ini dila.Ku.Kan untuk mendapatkan model yang 
menghubungkan dua data Time Series, dimana Xt sebaga~ __ deret 
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input dan deret Yt sebagai deret output. 
Pada penelitian ini akan digunakan data bahan baku 
dari hasil yang diperoleh pada Analisis Multivariate seba-
gai deret input dan sebagai deret output digunakan hasil 
produksi semen dengan periode waktu yang sama dengan deret 
input tersebut. 
Langkah-langH.ah untuk Analisis Fungsi Transfer ada-
lah ; 
1. PrewhltenJng Deret Input 
Data yang telah ditetapkan sebagai deret input 
terlebih dahulu dilakukan pengecekan untuk mengetahui 
adanya data yang stasioner. Hal ini perlu karena proses 
prewhJt.enJng menggunakan data yang telah stasioner. Usa-
ha mendapatkan data stasioner seperti pada saat mengana-
lisis Time Series Univariabel (3. 1. 2). 
Setelah mendapatkan data stasioner langkah selan-
jutnya menetapkan model ARIMA terbaik untuk mendapatkan 
at· 
2. Prewhiteninc Deret Output 
Agar dapat mempertahanl-~.:.an integri tas hubungan fung-
sional antara deret input dan deret output, apa yang te-
lah diperlakuKan pada deret input juga harus dilakukan 
pada deret output. Misalnya : bila untuk mendapatKan da-
ta stasioner dari deret input perlu dilakukan transfor-
masi logaritma natural maka deret output juga harus di-
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lakukan transformasi logaritma natural. 
Untuk mendapat prew111 t.en1ng deret output d1paka1 
model ARIMA yang telah ditetapkan pada deret input. 
Dari sini akan diperoleh deret St untuk deret output. 
3. Perhitungan Korelasi Silang Deret Input Dan Deret Output 
Yang Telah di Prewh1ten1nC 
Langkah pertama yang dapat dilakukan untuk tahap 
ini adalah menghitung mean dan varians dari at dan St· 
Perhitungan korelasi silang dilakukan untuk mengetahui 
hubungan antara at dan ~t• dari plot korelasi silang 
akan dapat dilihat pola hubungan antara at dan St terse-
but. 
4. Penaksiran Bobot Impuls serta 1dentif1kas1 (r, s,b) 
Penaksiran bobot impuls dapat dilakukan secara 
1 angsung dengan menggunal<an rumus : 
Akan tetapi penal<siran ini dapat menghasi lkan juml ah bo-
bot impuls yang cukup besar. Untuk itu dapat dihindari 




dimana w(B) = w0 - w1B - w2B2 - . 
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a (B) = 1 
Persamaan 1n1 lebih singkat, karena n1la1 r dan s biasa-
nya jauh lebih kecil dari nilai k. 
Penentuan nilai (r, s,b) dapat d111hat pacta plot korelasi 
silang antara at dan St, cara menentukan telah dibahas 
disub bab 2. 2. 4. 3 
Dengan menggunakan bobot respons impuls, akan 
dapat dihitung nilai estimasi dari noJse nt dari model 
Fungsi Transfer. Kemudian dipilih model ARIMA yang sesu-
ai untuk deret noise tersebut .. Dari memodelkan deret 
noJse nt ini, akan diperolel1 suatu model fungsi transfer 
w (B) e (B) 
Yt = Xt-b + 
a (B) ¢ (B) 
5. Estimasi Parameter 
Nilai parameter yang perlu .ditaksir adalah w, a, 
e dan ¢. Untuk mendapatkan parameter w dan a dari subti-
tusi persamaan-persamaan yang menyatakan hubungan antara 
V(B) dengan w(B) dan d(B) yang dapat dilihat pacta subbab 
2. 2. 2. Sedangkan untuk mengestimasi nilai dari parameter 
deret noise ¢ dan e dapat digunakan identifikasi model 
seperti pada Analisis Time Series. 
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6. Fengujian Fungsi Transfer 
Seperti pada Anallsis Time Series Univariate pe-
ngujian model fungsi transfer juga dilakukan untuk dapat 
mengetahui validitas model yang diperoleh. Yang perlu 
diperhatikan adalah nilai residual at dalam hubungan 
serial dengan dir1nya sendiri atau juga terhadap deret 
input at. Untuk 1-<.eperl uan penguj ian bahwa residual maka 
dapat dila.Kukan dengan melil1at nilai autokorelasinya. 





4. 1 ANALISIS TIME SERIES 
Lang:Kah awal untu:K melal~u:Kan suatu peramalan 
adalah melalui pembentu:Kan model peramalan, dimana salah 
satu metode untu:K mendapat:Kannya adalah Analisis Time 
Series. syarat utama untu:K memodelkan suatu data kedalam 
model time series ialah K.estasioneran dari data tersebut. 
Tetapi kondisi data yang demikian dalam realita sulit 
di temui, yang antara lain disebab:Kan karena ada pengarUh 
musiman ataupun pengarUh pola yang bersifat deterministik. 
Untuk melihat apakah syarat kestasionairan tersebut terpe-
nUhi maka dilakukan plot dari data terhadap waktu. 
4. 1. 1 Analisis Jumlah X:elahiran Sapi Potong 
Data jumlah kelahiran sapi di Kabupaten Blitar 
mempunyai informasi statistika sebagai berikut: 





















Sebagai dasar penysunan model Arima, syarat 
kestasionairan harus dipenuhi dengan melihat plot series 
dari data jumlah kelahiran. 
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Gamhar ll. 1. 1 P 1 ot Deret Juml ah Ke l ahiran Sapi 
Dari hasil plot diatas terlihat bahwa variansi 
sama besar pada setiap periode, ini merupakan salah satu 
petunjuk bahwa data sudah stasionair. Dilain hal series 
belum berada di sekitar rata-ratanya karena terlihat pola 
semakin naik. Untuk lebih meyakinkan kestasionairan data 
sekaligus memperoleh taksiran model sementara dapat dilihat 
melalui plot autokorelasi dan plot parsial autokorelasinya. 
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Gamhar ll. 1. 2 Plot Autokorelasi Der.et Jumlah Xelahiran 
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Partial Autocorrelations 
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Gambar 4. L 3 Plot Parsial Autokorelasi Deret Jumlah 
Kelahiran 
Dari plot parsial autoKorelasi terlihat memiliKi 
pola cut.t off pada lag 1, lag 2 dan lag 3. Pada AutoKorela-
si mempunyai pola mengeKor, maKa model sementara yang dapat 
diduga adalah ARIMA (2 0 0 ). 
Setelah mendapatKan model sementara,Kemudian meng-
hitung estimasi parameternya. Hasil estimasi dapat dilihat 
pada tabel beriKut : 
Tabe I 4. 1. 2 Estimasi Mode 1 AR IMA ( 2 0 0) 
Deret Jumlah Kelahiran 
Parameter Estimasi Std. Error t-rasio prob (> 1 t 1} 
AR ( 1) 0. 39634 o. 10575 3. 74797 0. 00037 
AR(2) o. 51508 o. 10685 4. 82046 0. 00001 
Mean 8.91197 21. 39637 3.13714 o. 00254 
Estimasi variansi wh1 t.e no1se = 826. 597 df=67 
Chi -Kuadrat ( 2 1 ) :: 15. 0962 
probabilitas w111 te no1se :: 0. 716465 
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ketiga paramet~r lebih kecj,J dari a = 51., ini menunjukkan 
bahwa parameter tersebut significant. Untuk meyakinkan 




AR ( 1) = 0 
H1 AR ( 1) = 0 
Dengan thitung = 3. 74797 dan ttabel = 1. 98 
Karena thitung > ttabel maka Ho ditolak yang artinya 
AR(i) significant pada a = 5/. 
AR (2) = 0 
AR ( 2) = 0 
Dengan thitung = 4. 82046 dan ttabel = 1. 98 
Karena thitung > ttabel maka Ho ditol~{ yang artinya 
AR(2) significant pada a = 5/. 
3. H0 1-11 = o • 
Hi 1-'1 = 0 
Dengan thitung = 3. 13714 dan ttabel = 1. 98 
Karena th1 tung > ttabe 1 mal{a Ho d1 to 1 a:K yang artinya 1-11 
significant pada a = 5/. 
Disamping :Pengujian diatas juga harus 
diperhatikan syarat yang harus dipenuhi untuk model ARIMA 
tersebut. 
AR ( 1) = o. 39634 
AR ( 2) + AR ( 1) = 0. 91142 





UntuK menguji residual dari model ARIMA ini 




H1 ada satu yang tidaK sama dengan nol 
Dengan test statistik Q* (21) = 15.0962 dan x 2 
(21) = 32.7 ( a = 5/. ). Karena Q* < x2 maKa Ho diterima. 
Ini artinya residual independent pacta a = 5/. dengan 
probabilitas wh1te no1se = 0. 716465. Hal ini dapat 
diperkuat dengan plot autokorelasi dan plot parsial autoKo-
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Gambar 4. 1. 4 Plot Residual Autokorelasi 
Model ARIMA (2 o 0) Deret Residual Jumlah 
Kelahiran 
Residual Partial Autocorrelations 
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Gambar 4. 1. 5 Plot Residual Parsial Autokorelasi 
Model ARIMA (2 o OJ Deret Residual Jumlah 
Kelahiran 
Sebagai pembanding per 1 u di 1 akuK.an overf 1 t. t.Jng 
untuk mengetahui bahwa model terbaiK. yang diperoleh adalah 
model yang paling baiK.. Kemungkinan model yang dicobaK.an 
adalah ARIMA (1 0 0) dan ARIMA (3 0 0). 
Tahel 4. 1. 3 Estimasi Model ARIMA ( 1 o 0) Pada Jumlah 
Kelahiran 
Parameter Estimasi Std. Error t-rasio Proh (> 1 t 1} 
AR(1) 0. 68356 o. 08844 7. 72896 0. 0000 
Mean 31.8372 11.2139 8. 63903 0.0000 
Estimasi Variansi Wl'11 t.e 110.1 se = 103. 29 d:f = 69 
Chi - kuadrat (22) = 26. 5878 
Probabilitas wl:li t.e no.i.se = 0. 18492 
Dar1 tabel diatas terlihat probabilitas whit.e 
no1se terlalu kecil sehingga tidal~ memenuhi syarat. MaK.a 
model ARIMA (1 o 0) belum sesuai untuk deret jumlah Kelahi-
ran . 
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Tabel 4. 1. 4 Estimasi Model ANIMA (3 o OJ Pada Deret Jumlah 
.Kelahiran 
Parameter Est1masi Std. Error t-ras1o Frob ( > 1 t 1 J 
AR ( 1) 0. 26275 0. 12005 2. 18861 0. 03222 
AR(2) 0.4-3123 o. 11263 3. 82869 0. 00029 
AR(3) 0. 28577 o. 124-96 2. 28688 o. 254-70 
Mean 2. 0374-3 21. 8396 2. 14-24-1 0. 03591 
Est1mas1 var1ans1 WlJ.i t e no.tse 758. 39 d:f = 65 
Chi - Kuadrat ( 20) = 8. 904-16 
Probabilitas wh.i te no.ise = o·. 94-322 
Dari tabel estimasi diatas terlihat probabilitas 
white noise sang at tingg i, tetapi estimas·i parameter AR ( 3) 
ternyata tidaK significant pada a = 5/.. Ma.Ka model ARIMA 
(3 0 0) belum sesuai untu.K deret jumlah Kelahiran. 
Dari dua model yang dicoba.Kan ternyata model 
ARIMA (2 0 0) merupa.Kan model yang paling sesuai untuK 
deret jumlah .Kelahiran sapi. 
4. 1. 1 Peramal an 
Untu.K melihat sejauh mana Kebagusan dari model 
tersebut untu.K meramal, ma.Ka dicoba dengan cara data yang 
asli dipotong sebanya.K enam buah Kemudian diramall<.an enam 
periode .Kedepan dan hasilnya dibandingkan dengan data actu-
al. Model terbaiK yang didapat adalah : 
Zt = 8. 91197 + 0. 39634- Zt-i + 0. 51508 Zt-2 + at 
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Dari model terbaik menghasilkan estimasi perama -
Ian sebagai berikut : 
t bln/thn bat as bawah peramalan bat as at as actual simpangan 
67 Okt/89 106.730 158.111 209. 492 166 4. 75 
58 Nop/89 138. 524 192. 891 247. 259 119 62. 09 
69 Des/89 103. 553 171.178 238. 803 193 11. 31 
70 Jan/90 114. 388 186. 7 30 259. 072 178 4. 90 
71 Peb/90 97. 106 177.712 258. 318 119 49. 34 
72 Mrt/90 99. 123 184. 904 270. 682 123 50. 33 
Rata-rata penyimpangan 30. 45 
Hasil peramalan d!atas bila dibandingkan dengan 
series jumlah kelahiran mulai periode 1 dapat dilihat plot 
berikut 
Plot of Forecast Function with 




.............. •[• .............. '[ ............... ;· ... ·~/~-- ... . 
···············:-···············:···············~·~~'/f~/····· ....... : ... r. ~· ............... :· ......... ;,/\~~· bll· ~·~A--.... . 
\ . . /! o I { /'\ -• p I . A · · · · · · :~ · i r ·vvq~\' ·lv\l~v · ·V\r · · · · · ·1· · · · · · "·'~ · · · · 
.. ·r{· .~ ."\ ~· .. : .......... \d: .. ~ ............... ; ............. . 





Gambar 4. L 6 Plot Peramalan Enam Periode Kedepan Hodel 









4. 2 ANALISIS FUNGSI TRANSFER 
Fungsi transfer digunaKan untuK mendapatKan model 
yang menyataKan hubungan dinamis antara dua variabel yaitu 
variabel input dan variabel output. 
Dalam penelitian ini, aKan digunaKan dua macam 
variabe 1 yai tu juml ah aKseptor .tnsem.tnas.t btzatan sapi 
potong sebagai varibel input dan jumlah Kelahiran sapi 
potong sebagai variabel output. Informasi statistiKa yang 
didapat dari deret jumlah aKseptor .tnsem1nas1 buatan dapat 
dilihat pada tabel beriKut 



















4. 2. i Frewhi tening Deret Input Juml ah A.kseptor IB 
Syarat deret input adalah stasioner, langKah 
pertama yang dapat dilaKuKan adalah membuat plot data asli 
serta melihat pola-pola yang ada pada plot autoKorelasi dan 
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Gambar JL 2. i Plot Deret Jumlah Akseptor IE 
Dari basil plot diatas dan dari informasi 
statistika dapat dilihat bahwa variansi sangat besar, dan 
pada periode yang lebih panjang kemungkinan terjadi trend 
naik, ini menunjukkan adanya pola deterministik yang menye-
babkan data belum stasioner. Dan sebelum melangkah untuk 
mendapatkan model time series perlu dilakukan cara untuk 
menghilangkan adanya pola deterministik tersebut. 
Dengan menggunakan prinsip Least Square dapat 
diambil pola deterministik yang ada, dalam hal ini menghi -
langkan adanya trend pada jumlah akseptor inseminasi buatan 
agar diperoleh data yang stasioner. 
Untuk langkah ini series jumlah akseptor diguna -
kan sebagai variabel respon, sedangkan variabel 
digunakan data urutan waktu dengan model 





dimana X = Jumlah aKseptor IB 
D = WaKtu yang diambil 1 . '72 
















Dari tabel diatas maKa pola deterministiK yang 
diperoleh adalah : 
""' X = 196. 608 + 1. 8897 D + e 
dengan hasil Analisis Variansi sebagai beriKut 
Tabel 4. 2. 2 Analisis Variansi Pada Analisis Regresi Untuk 
Deret Jumlah Akseptor IB 
Sumber Jumlah Kuadrat dl< Rerata Kuadrat F-rasio 
Regresi 1110511-.10 1 1110511-.10 31. 67 
Residual 211-511-63.11- 70 3506. 62 
Total 356517.50 71 
R2 = 55. 8 I. 
s = 59. 216'7 
UntuK meyal{inKan bahwa model yang didapat telah 
sesuai, maka dilakukan pengujian berikut : 
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1. Pengujian Hodel Secara Serentak 
Hipotesis yang digunaKan 
Ho f31 = o 
H1 ada salah satu yang tidaK sama dengan nol 
Dari tabel ~. 2. 2 diperoleh Fhitung = 31. 67 dan Ftabel 
( 1, 70, a= 51. ) = 3. 92 . 
Karena Ftabel < Fhitung maKa Ho ditolaK, ini artinya 
model telah signi£icant. 
2. Pengujian Secara Individu 
Hipotesis : Ho 





Dari ttabel = 1. 98 pada a = 5 1., ternyata untuK semua 
parameter > t MaKa H ditolaK yang 
tabel o 
artinya parameter b 1 semua signi£icant . 
Setelah diKetahui model pola deterministiKnya, 
residual yang diperoleh digunaKan untuK dipaKai dalam men -
dapatKan model time series. Dari data residual yang dipero-
leh punya in£ormasi statistiKa beriKut: 
Tabel 4. 2. 3 Data Statistik Deret Residual 




















kemudian membuat plot series residual akseptor inseminasi 
buatan berikut 
Gambar 4. 2:2 Plot Residual Analisis Regresi Deret Jumlah 
Akseptor IE 
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Pada gambar diatas terlihat bill~wa series sud~ 
berada disekitar rata-ratanya yang menunjukkan sud~ stasi-
oner. Untuk memperoleh taksiran model sementara dapat dili-
hat melalui plot autokorelasi dan plot parsial autokorelasi 
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Estimated Autoconelations 
5 10 15 
lag 
Gambar 4. 2. 3 Plot Aotokorelasi Residual Deret Akseptor IE 
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Gambar 4. 2.4 Plot Parsial Autol<orelasi Residual Deret 
Akseptor IE 
Dari plot parsial autokorelasi terlihat memiliki 
polacutt off pada lag 1 dan lag 5. Pada Autokorelasi mem -
punyai pola mengekor, maka .model sementara yang dapat didu-
ga adalah ARIMA (1 0 0) (1 0 0)5. 
Sete 1 ah mendapatl<an mode 1 semen tara, kemudi an meng-
hltung estimasi parameternya. Hasil estimasi dapat dilihat 
pada tabel berikut : 
--~"·-·~· 
~,.,.__.,...__. ... -~ 
'-""-·"" ~ :.~ 
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Tabel 4. 2. 4 Estimasi Model AHIMA ( 1 0 0) ( 1 0 O) 5 
Deret Residual Jumlah Al<septor IE 
Parameter Estimasi Std. Error t-rasio prob ( > 1 t 1) 
AR ( 1) o. 49235 0. 10056 '-L 89588 0. 0000 
SAR(5) -0. 30846 o. 10577 -2. 91643 0. 00486 
Estimasi variansi wi11 te no1se = o. 72597 df=65 
Chi-kuadrat (22) = ·9. 89629 
probabilitas w111 t.e no1se = 0. 970005 
Dapat dilihat diatas bahwa prob (>ltl) untuk 
ketiga parameter 1 ebih keci 1 dari a = 5%, ini menunjukkan 
bahwa parameter tersebut significant. Untuk meyakinkan 




AR ( 1) = 0 
H1 AR ( 1) : 0 
Dengan thitung = 4. 89588 dan ttabel = 1. 98 
Karena thitung > ttabel maka Ho ditolak yang artinya 
AR(1) significant pada a = 5% 
SAR (5) = 0 
H1 SAR (5) : 0 
Dengan thitung = -2. 91643 dan ttabel = 1. 98 
Karena th1tung > ttabel maka Ho ditolak yang artinya 
AR(2) significant pada a = 5% 
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Disamping pengujian diatas juga harus 
diperhatiKan syarat yang harus dipenuhi untuK model ARIMA 
tersebut. 
AR ( 1) = o. 49235 < 1 
AR ( 1 ) + SAR ( 5 ) = 0. 0. 1 8 3 8 9 < 1 
SAR ( 5) - AR ( 1) = -0. 80081 < 1 
UntuK menguji residual dari model ARIMA ini 




H1 ada satu yang tidaK sama dengan nol 
Dengan test ·StatistiK Q* (22) = 9. 89629 dan x2 
(22) = 32.7 ( a = 5/. ). Karena G* < x2 maKa Ho diterima. 
Ini artinya residual independent pacta a = 5/. dengan 
probabilitas w11i t.e noise = 0. 0. 9700058. Hal ini dapat 
diperKuat dengan plot autokorelasi dan plot parsial autoko-
re 1 asi dibawah ini. 
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Gambar 4. 2. 5 Plot Residual AutoKorelasi Model ARIMA (1 0 0) 
(1 0 0} 5 Deret Residual Jumlah AKseptor 
Residual Partial Autocorrelations 
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Gamhar 4. 2. 6 Plot Residual Parsial Autokorelasi Hodel ARIMA 
(1 0 0) (1 0 0)5 Deret Residual Jumlah Akseptor 
Sebagai pembanding perlu dilakukan overf.it.t..tng 
untuk rnengetahui bahwa model terbaik yang diperoleh adalah 
model yang paling baik. Kernungkinan model yang dicobaKan 
adalah ARIMA ( 1 0 0) . 
Tabel 4. 2. 5 Estimasi Hodel ARIHA (1 0 0) Deret Residual 
Jumlah Akseptor 
Parameter Estimasi Std. Error t-rasio Frob ( > 1 t 1 ) 
AR ( 1) o. 50897 0. 10289 Ji.. 9Ji.696 0.0000 
Estirnasi Variansi wJ1.i t. e no.ise = 0. 7623Ji. df = 70 
Chi - Kuadrat (23) = 22.5731 
Probabilitas wh.t t. e no.ise = 0. Ji-26159 
Dari tabel diatas terlihat probabilitas wl1.it.e 
no.ise terlalu Kecil sehingga tidaK memenuhi syarat. MaKa 
model ARIMA (1 0 0) belurn sesuai untuK deret jurnlah 
79 
al<.septor. 
Dari model yang dicobal<.an ternyata model ARIMA 
(1 0 0) (1 0 0)5 merupal<.an model yang paling sesuai untul<. 
deret jumlah akseptor IB. 
Untul<. me~~ul<.til<.an I<.ebagusan model tersebut mal<.a 
dilakukan peramalan en am peri ode l<.edepan I<.emudian 
dibandingkan dengan data actual untuk mengetahui berapa ra-
ta-rata penyimpangan yang terjadi. Tahapan mendapatl<.an 
nilai peramalan adalah sebagai beril<.ut 
1. Meramall<.an nilai Wt dengan model Wt 
- 0. 30846 Wt_ 5 + 0. 15187 Wt-6 + at 
dimana Wt adalah residual dari 
deterministil<: 
:: 0.49235 Wt-1 
model pol a 
dengan Xt : 196. 608 + 1. 88974 Dt 
2. Dari peramalan terhadap W I<.emudian dimasul<.l<.an per -
samaan 






















70 Jan/90 -1.4173 o. 56757 2. 55247 
71 Peb/90 -2. 4779 -0. 4885 1. 50091 
72 Mrt/90 -2. 8482 -·0. 8125 1. 22317 
Dengan memasukkan nilai Wt ke model deterministik 
yang didapat diperoleh nilai peramalan berikut 
t bln/thn bat as bawah peramalan bat as at as actual simpangan 
67 Okt/89 323. 3900 325. 0770 326. 7649 410 20. 71 I. 
68 Nop/89 324. 4145 326. 3250 328. 2354 405 19.43 I. 
69 Des/89 325. 7867 328. 7550 329. 7242 414 20. 59 I. 
70 Jan/90 327. 4725 329. 4574 331. 442 3 351 6. 14 I. 
. 
71 Peb/90 328.3016 330. 2910 332. 2805 338 2. 28 I. 
72 Mrt/90 329. 8211 331.8570 333. 8925 328 1. 18 /. 
Rata-rata penyimpangan 11. 7 2 I. 
Jadi untuk memperoleh deret jumlah akseptor IB 
yang stasioner harus dilakukan langkah penghilangan adanya 
trend, dalam hal ini menggunaKan metoda least square· untuK 
mendapatkan nilai residual. Guna memperoleh peramalan yang 
mendekati nilai actual. 
Sehingga dipero 1 eh persamaan prew111 teni.ng berikut 
O:t :: (1 - 0. 49235 B) (1 + 0. 30846 B5 ) Xt 
dapat juga ditulis 
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O:t = Xt - 0. 49235 Xt_ 1 + 0. 30846 Xt-5 - 0. 15187 Xt-6 
in£ormasi yang diperoleh dari deret a:t adalah 
input 
Rata-rata 0. 0214925 
Variansi 0. 6920160 
4. 2.. 2 Analisis Fungsi Trans£er Untuk Variabel Input Jumlah 
Akseptor Dan Variabel Output jumlah Kelahiran 
Dalam analisis sub bab 4. 2. 1 talah didapat model 
ARIMA untuk nilai residual dari deret jumlah akseptor IB 
(Xt) yang stasioner. Untuk mempertahankan hubungan antara 
variabel input dan output maka untuk mendapatkan 
stasioneritas variabel output perlu juga dilakukan penghi -
langan ternd, dalam hal ini menggunakan metoda least square 
Berikut adalah tabel estimasi dan tabel analisa varians 
dari regresi linier jumlah kelahiran terhadap waktu. 










t-value Frob value 
6. 46606 1. 16E-5 
11. 3566 0. 00000 
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dengan hasil Analisis Variansi sebagai beriKut : 
Tabel 4. 2. 6 Analisis Variansi Pada Analisis Regresi Untuk 
Deret Jumlah Kelahiran 
Sumber Jumlah kuadrat dk Rerata kuadrat F-rasio 
Regresi 86246. 721 1 86246. 721 128. 973 
Residual 46810. 39 70 668. 720 
Total 133057. 111 71 
R2 = 80. 51 I. 
s = 25. 8596 
Untuk meyakinkan bahwa model yang didapat telah 
sesuai, maka dilakukan pengujian berikut : 
i. Pengujian Hodel Secara Serentak 
Hipotesis yang digunakan 
Ho ~i = o 
H1 ada salah satu yang tidak sama dengan nol 
Dari tabel 4. 2. 8 diperoleh Fhitung = 128. 97 dan Ftabel 
( 1,70,a=5Z) = 3.92. 
Karena Ftabel < Fhitung maka Ho ditolak, ini artinya 
model telah significant. 
2. Pengujian Secara Individu 
Hipotesis ~i = 0 










Dari ttabel = 1. 98 pada a = 5 %, ternyata untuk semua 
parameter 
lthitungl 
> t Maka H ditolak yang 
tabel o 
artinya parameter bi semua significant . 
Setelah diketahui model pola deterministiknya, 
residual yang diperoleh mempunyai informasi statistika be -
rikut : 
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Gambar 4. 2. 7 Plot Residual Analisis Regresi Deret Jumlah 
Kelahiran 
Pada gambar diatas terlihat bahwa series sudah 
berada disekitar rata-ratanya yang menunjukkan sudah stasi-
oner. Hal ini diperkuat dari plot autokorelasi dan plot 
parsial autokorelasi berikut 
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Gambar 4. 2. 8 Plot Aotokorelasi Residual Deret Kelahiran 
Partial Autocorrelations 85 
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Gamhar 4. 2. 9 Plot Parsial Autokorelasi Residual Deret 
Jumlah Kelahiran 
Dengan kondisi jumlah kelahiran (Yt) yang stasi -
oner, maka ~t dapat dihitung melalui persamaan berikut : 
~t = Yt - 0. 49235 Yt-1 + 0. 30846 Yt-5 - 0. 15187 Yt-6 
informasi yang diperoleh dari deret ~t adalah 
input 
Rata-rata o. 023lt32 
Variansi 1. 043500 
Untu:K dapat mengidentifi:Kasi model fungsi 
transfer perlu menghitung :Korelasi silang. Plot :Korelasi 
silang antara at dan ~t dapat dilihat pacta gambar 4. 2. 10 
beri:Kut 
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Gamhar 4. 2. iO Plot Koralasi Silang Antara at Deret Input 
Jumlah Akseptor dan 13t Deret Output Jumlah 
Kelahiran 
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Pa~a plot Korelasi silang terlihat pacta lag 1, 
lag 4, lag 6 dan lag 8 secara significant jauh dari nol. 
Dari nilai Korelasi silang dapat dihitung bobot respon im -
puls sebagai beriKut : 
vo = 0 
V1 = 0. 196 X S13/So; = 0. 23871 
V2 = 0.075 X s13/So; = 0. 09134 
V3 = 0.071 X SJ3/So; = 0.08647 
VJ.!. = 0.113 X S13/So: = 0.13762 
V5 = 0. 087 X s13/So: = 0. 10596 
V5 = 0.112 X s13/So; = 0.13641 
-0.1121 
v 8 = o. 2 1 1 x s 13; so: = o. 2 56 9 8 
UntuK menetapKan (r, s,b) dapat dilihat pada plot 
Korelasi silang pada lag 1 mulai nampaK pengaruhnya ini 
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digunakan untuk menetapkan nilai b = 1. Kemudian pengaruh 
dari jumlah akseptor inseminasi buatan dan jumlah kelahiran 
masa lalu masih mempengaruhi sampai pada lag 8, maka r+s !8 
pacta 3 lag setelah b significant, menunjukkan nilai s = 3 
yang menjelaskan pengaruh jumlah akseptor inseminasi buatan 
selama 3 periode, sedangkan pengaruh jumlah kelahiran masa 
lalu mempengaruhi sampai pacta 5 periode setelah b (r=5) 
sehingga dugaan model sementara : 
Wo + Wt B + w2 B2 + w3 B3 
Yt = Xt-1 + nt 
(1 - a 1 B - a 2 B2 - a 3 B3 - a 4 B4 -a 5 B5) 
Dari perhitungan bobot respon impuls dapat 
dihitung estimasi parameter model dengan melalui persamaan 
sebagai berikut : 
vi = 01 vo + wo 
v2 = 01 vi + 02 vo w1 
v3 = 01 v2 + 02 vi + 03 vo w2 
Vq_ = d1 v3 + 02 v2 + 03 vi + oq. vo - w3 
v5 = 01 Vq. + a2 v3 + a3 v2 + dq. vi + a5 vo 
v6 = a1 v5 + a2 Vq_ + a3 v3 + dq. v2 + a5 vi 
v7 - 01 v6 + a2 v5 + 03 Vq_ + dq. v3 + 05 v2 
v8 = 01 v7 + 02 v6 + a3 v5 + dq. Vq_ + 05 v3 
dari persamaan-persamaan diatas diperoleh 
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wo = 0. 23871 w 1 = -0. 34869 w2 = -0.7114 w3 = -0.41746 
a 2 = -2. 73314 a3 = -o.oo17 04 = 2. 23965 
a 5 = 1. 91059 
sehingga model yang didapat 
0. 2 3 8 7 - 0. 3 4 8 6 9 B - 0. 7 1 1 4 B 2 - 0. 4 1 7 £~6 B 3 
Yt = Xt-1 + Tit 
(1+1. 3964B +2. 73314B2 +0. 00167B3 -2. 23965B4 -1. 91059B5) 
Dari model ini kemudian dihitung nilai nt dan 
melihat apakah nilai nt tersebut masih mempunyai pola ARIMA 
atau telah white noise. Kemudian dibuat plot autokorelasi 
dan plot parsial autokorelasi. 
Gambar 4. 2. 11 Plot Autokorelasi nt Pada Model Fungsi 
Transfer untuk Deret Input Jumlah Akseptor 
IB Dan Deret Output Jumlah Kelahiran 
lag 
89 
Gambar l!. 2. 12 Plot Parsial Autokorelasi :Nilai nt Pada Model 
Fungsi Transfer Untuk Deret Input Jumlah Al< -
septor Dan Deret Output Jumlah Kelahiran 
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Pacta kedua plot diatas menunjukkan bahwa nt masih 
mempunyai pola ARIMA. Untuk plot autokorelasi menonjol pacta 
lag 1 dengan diikuti penurunan yang cepat menuju nol pada 
lag-lag selanjutnya dan pada parsial autokorelasi menonjol 
pacta lag 1 dan lag 3 kemudian menurun secara cepat 
membentuk exponensial. Ini dapat diartikan bahwa 
memiliki model MA (0 0 1). Perhitungan estimasi dapat 
dilihat pada tabel berikut : 
Tabel l!. 2. 8 Estimasi Hodel ARIHA (0 0 1) Untuk :Nilai nt 
Pada Deret Input Jumlah Akseptor Dan Deret 
Output Jumlah Kelalliran 
Parameter Estimasi Std. Error t-rasio prob ( > 1 t 1 ) 
MA ( 1) -0. 5041 0. 1070 -4. 71 0. 0005 
Estimasi variansi wi1.tt.e no.tse = 1. 0140 df=69 
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Chi-Kuadrat (22) = 24. 0873 
probabi 1 i tas wll.i t.e noJ. se = o. 28885 
Dapat dilihat diatas bahwa prob untuK 
parameter MA (1) lebih kecil dari a = 51., ini menunjukkan 
bahwa parameter tersebut significant. Untuk meyaKinKan 
dapat diuji memaKai uji t-statistik dengan hipotesis seba -
gai berikut 
Ho MA (1) = 0 
H1 MA ( 1) = 0 
Dengan thitung = -4. 710 dan ttabel = 1. 98 
Karena thitung > ttabel maka Ho ditolak yang artinya 
MA(1) significant pada a = 5/. 
Disamping pengujian diatas juga harus 
diperhatikan syarat yang harus dipenuhi untuk model ARIMA 
tersebut. 
MA ( 1) = -0. 5041 < 1 
Untuk menguji residual dari model ARIMA ini 




H1 ada satu yang tidak sama dengan nol 
Dengan test statistik QK (23) : 24. 0873 dan x2 
(23) = 32.7 ( a = 51. ). Karena Qw < x2 maKa Ho dlterima. 
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Ini artinya residual independent pacta a = 5/. dengan 
probabilitas wl'l.it.e JJ()ise = o. 9700058. Hal ini dapat 
diperkuat dengan plot residual autokorelasi dan 
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Gambar 4. 2.13 Plot Residual Autokorela.si Nilai at Model 
Fungsi Transfer Untuk Deret Input Jumlah 
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Gambar 4. 2. 14 Plot Residual Parsial Autokorelasi Nilai at 
Model Fungsi Transfer Untuk Deret Input Jum-
lah Akseptor Dan Deret Output Jumlah Kelahi-
ran 
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Dari pengujian residual serta syarat-syarat yang 
telah dipenuhi, maka model ARIMA untuk nt telah sesuai, mo-
del £ungsi trans£er secara keseluruhan dapat ditulis 
0. 2387- 0. 34869 B- 0. 7114 B2- 0.41746 B3 
Yt = Xt-1 + 
(1+1. 3964B +2. 73314B2 +0. 00167B3 -2. 23965B4 -1. 91059B5) 
( 1 + 0. 5041 B ) at 
untuk menguji £ungsi transfer perlu dilihat korelasi silang 
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Gambar 4. 2. 15 Plot Korelasi Silang Deret at Dan Deret at 
untuk Dari ·Fungsi Transfer 
Dilihat dari koe£isien korelasi silang at dan at 
untuk lag-lag yang positif cenderung mendekati nol, ini 
berarti bahwa residual dari £ungsi trans£er sudah tidak 
bergantung dari deret a. 
4. 2. 3 Peramalan 
Untuk peramalan jumlah kelahiran sap1 potong 
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hasil peramalan dari series residual kemudian dikembalikan 
melalui model pola deterministiknya. Dari model yang 
didapatkan dengan analisis fungsi transfer dengan deret 
jumlah akseptor inseminasi buatan sebagai input dan deret 
jumlah kelahiran sebagai output, dibuat peramalan untuk 
enam periode kedepan yaitu Oktober '89 sampai Maret '90 
Model fungsi transfer jumlah kelahiran sapi potong adalah 
0. 2387 - 0. 34-869 B - 0. 7111! B2 - 0. 41746 B3 
Yt = Xt-1 + 
(1+1. 3964-B +2. 73314-B2 +0. 00167B3 -2. 23965B1! -1. 91059B5) 
( 1 + o. 5041 B ) at 
Pada peramalan didapatkan nilai residual W, untuk 
mengembalikan pada data outputnya, maka dimasukkan pada 
residual pola deterministik berikut 
Yt = 39. 8259 + 1. 66535 X + Wt 
didapat peramalan jumlah kelahiran berikut 
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Tabel 4. 2. 8 Estimasi Peramalan Deret Jumlah Kelahiran 
t bln/thn peramalan actual simpangan 
residual output 
67 Okt/89 5. 3018 156. 706 166 5. 60 /. 
68 Nop/89 o. 6436 153.713 119 29. 17 % 
69 Des/89 -0. 359 154. 375 193 20. 01 I. 
70 Jan/90 -3. 489 152. 912 178 14. 09 /. 
71 Peb/90 o. 3531 158.419 119 33. 13 I. 
72 Mrt/90 -9.0868 150. 640 123 22. 47 % 
Rata-rata penyimpangan 20. 75 % 
BAB V 
PEHBAHASAN 
Dalam penelitian ini data jumlah kelahiran sapi 
potong yang dipakai diperoleh dari data pencatatan bulanan 
mulai bulan April 1984 sampai Maret 1990 dari Dinas Peter -
nakan Dati I Daerah Propinsi Jawa Timur dengan wilayah 
penelitian Kabupaten Blitar. 
Series jumlah kelahiran menunjukkan Kedinamisan 
yang terjadi dalam dunia peternakan di Jawa Timur, kemudian 
digunakan untuk mendapatkan model time series. Dari model 
time series kemudian dipakai untuk peramalan enam periode 
kedepan. 
untuK mendapatkan model yang sesuai dengan data 
yang digunaKan, harus melakukan tahap identifikasi model, 
estimasi parameter dari model sementara yang dipilih. Dan 
setelah itu melakukan uji parameter serta overfit.t.ing agar 
model yang dipilih benar-benar paling sesuai untuk deret 
data. 
Pada analisis time series, series jumlah Kelahi -
ran menunjukkan bahwa series sudah stasioner, sehingga 
untuk identifikasi . model yang sesuai perlu melihat plot 
autokorelasi dan plot parsial autokorelasi. Dari plot 
tersebut ternyata dengan analisis time series model yang 
didapat adalah ARIMA (2 0 0) 
Yt = 8. 91197 + 0. 39634 Yt_ 1 + 0. 51508 Yt_ 2 + at 
95 
96 
Model diatas memberil<.an pengertian bahwa series 
Yt yaitu jumlah kelahiran sapi potong tergantung pada 
jumlah kelahiran sapi potong periode t-1 dan t-2. 
Dari model time series diatas dipakai untuk 
peramalan enam periode kedepan dengan rata-rata penyimpa-
ngan sebesar 30.453 I. 
Untuk mengetahui indikator apa saja yang mempenga 
ruhi £luktuasi jumlah kelahiran sapi potong dipakai anali -
sis fungsi trans£er dengan input jumlah akseptor 1nsem1nas1 
l)uatan dan output jumlah kelahiran. 
Dengan menggunakan variabel input dan variabel 
output tersebut didapatkan pesrsamaan pemutihan untuk a dan 
~ sebagai berikut : 
at = Xt 0. 49235 Xt_ 1 + 0. 30846 Xt-5 
~t : Yt - 0. 49235 Yt-1 + 0. 30846 Yt-5 
0. 15187 Xt-6 
0. 15187 Yt-6 
setelah deret input dan deret output diputihkan kemudian 
dengan fungsi transfer didapat output jumlah kelahiran sapi 
potong dengan time delay (b = 1) 
Yt = -1. 3964 Yt-1 - 2. 73314 Yt-2 - 0. 00167 Yt-3 + 2. 23965 
Yt-4 + 1. 91059 Yt-5 + 0. 23871 Xt-1 - 0. 34869 Xt-2 
0.7114 Xt-3- 0.41746 Xt-l!- +at+ 0.5041 at-i 
Dengan ·model (r, s, b) = ( 5, 3, 1) output Yt ini 
tergantung pada deret indikator mulai Xt-i selama 4 periode 
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sebelumnya, Yt-1• ,Yt_ 5 jumlah kelahiran selama 5 pe-
riode sebelumnya dan tergantung juga pada noise 1 periode 
sebe 1 umnya. 
Dari model fungsi transfer ini menghasilkan 
peramalan 6 periode kedepan dengan rata-rata prosentase pe-
nyimpangan sebesar 20. 75 1.. 
Dengan perbandingan antara rata-rata prosentase 
penyimpangan dari peramalan time series dengan peramalan 
fungsi transfer, lalu dipilih model terbaik dengan 
prosentase penyimpangan minimum. 
---------- oOo ----------
BAB VI 
KESIHPULAN DAN SARAN 
6. 1 XESIMPULAH 
Dalam usaha mencari model peramalan jumlah l<ela -
hiran dari sapi potong untul< daerah Kabupaten Blitar hanya 
berdasar data masa lalu tanpa memperhatil<an indil<ator lain 
yang mungKin mempengaruhi besar l<ecilnya jumlah Kelahiran, 
mempunyai model time series ARIMA (2 0 0) dengan persamaan: 
Yt = 8. 91197 + 0:39634 Yt_ 1 + 0. 51508 Yt- 2 ~ at 
menyataKan bahwa jumlah Kelahiran sapi potong memiliKi pola 
nonseasonal, dan tergantung pada jumlah l<elahiran saat t-1 
dan t-2. 
Secara multivariabel jumlah Kelahiran sebagai 
output dapat dimodelKan bersama-sama dengan jumlah al<septor 
inseminasi buatan sebagai input dengan analisis fungsi 
transfer, didapatl<an model : 
0. 23871 - 0. 34869 B - 0. 7114 B2 - 0. 41746 B3 
Yt = Xt-1 
(1 +1. 3964B +2. 73314B2 +0. 00167B3 -2. 2396B4 -1. 9106B5) 
+ ( 1 + o. 5041 ) at 
persamaan ini menyataKan bahwa jumlah l<elahiran sapi po-
tong saat t tergantung pacta juml ah aKseptor saat t-1, t-2, 
t-4, dan jumlah Kelahiran dari sapi potong sendiri 
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saat t-1, 1 t-5, 
Dari peramalan dengan model-model diatas didapat-
kan rata-rata prosentase penyimpangan : 
Series Time Series Fungsi Transfer 
Jumlah Kelahiran 
Sa pi Po tong 30.45 % 20.75 % 
Penyimpangan peramalan dari time series dan 
fungsi transfer lebih kecil fungsi transfer, maka indikator 
jumlah aKseptor inseminasi buatan cocok untuk dipakai 
sebagai indikator yang mempengaruhi jumlah kelahiran sapi. 
potong. 
6.2 SARAH 
UntuK mengetahui fluktuasi jumlah kelahiran sapi 
potong di Wilayah Kabupaten Blitar dapat menggunakan model-
model yang telah di dapatkan pada analisis data dengan 
memperhatikan time delay-nya serta seberapa jauh jumlah 
kelahiran sebelumnya mempengaruhi jumlah kelahiran saat 
sekarang, sehingga berbagai pihak yang terkait dalam 
pemanfaatan hasil ternaK dapat mengantipasi gejolak yang 
telah timbul. 
Karena dalam pemodelan menghilangKan intervensi-
intervensi dari luar sehingga pada saat terjadi lonjakan 
lagi model dapat disesuaikan, karena model ini berlaKu 
untuK n1la1 simpangan (residual) dari model pol a 
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determinlstik. 
Agar perkiraan jumlah kelahiran mendekati realita 
yang ada maka untuk wilayah kabupaten lain yang ada dl Jawa 
Timur dapat menggunakan anallsis sepertl dlatas untuk 
menghindari terjadinya penyimpangan yang sangat besar. 
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LAN JUT AN LAMPI RAN 2 
-0. 42496 -1.47157 
-1.03579 -0. 05595 
1. 05946 -0. 12088 
0. 70408 o. 713885 
-0. 63926 -0. 99182 
-f. 0805'1- 0. 30830 
-0.48256 -0. 81028 
-0. 60021 -1. 77357 
-1. 31496 -0. 66763 
-0. 32396 -0.81116 
1. 00943 o. 17890 
0.60189 o. 23120 
1.03139 0. 87063 
1.10229 0. 76677 
1. 22466 -0. 00335 
0. 54242 -0. 06865 
-o. 8261 Ll 0. 2583l!-
-0. 2589'7 -0. 90634 
0.01730 1. 07097 
-1.37193 -0.48815 
-1. 50869 o. 86290 
-0. 76834 0, 4Lt348 
-0. 37109 2. 23147 
-0.55913 -0.71332 
2.65113 2. 34119· 
1. 49865 0. 57721 
1.38111 -1.34873 
1. 50565 1. 51645 
o. 38308 0. 85696 
-1. 60931 -1. 55169 
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LAMPI RAN 3 
at St nt at 
-0. 29382 -0. 37651 -li-.5018 -0. 9647 
-0. 37197 -1.21118 -3.7376 -1. 9767 
1.35074 0.44783 -1. 9183 0. 8876' 
1. 55259 o. 03534 0. 3901 2. 1964 
1.11966 0.72515 -1. 2573 -2. 7607 
. o. 76054 0.28133 3. 1562 -6. 5277 
1. 55209 o. 30417 4. 9358 1. 3683 
o. 65104 -0. 65106 4. 6444 -1. 2143 
-0. 84453 0. 82654 -0. 0100 -0. 1457 
-0. 26323 -1. 07583 -0. 0444 -1. 7191 
1. 29669 3. 0'~955 -1..5257 -1.5267 
1. 33400 2, 919'JL~ li-, 0824 -1.7011 
1. 94092 0. 82LJ:.08 4. 3797 2.9173 
o. 65766 o. 39464 11.6L!-22 2. 7600 
0.38119 1. 30123 9. 5627 -0. 1560 
1. 01803 -0. '1-0576 -0. 5'±74 -2. 3945 
o. 89463 o. 31819 -7. 7l!30 -~. 9327 
0. 46335 -0.01813 -1. 72t'>6 -2. 289'~ 
- 1. 2 9 '{ 9 1! -0. 1(H)31 -0. 3'f()l! -7.1046 
-1. JQ()29 · U. 'f C• () 1 (\ ·O. t:.n<Jn -1. Ji)J7 
-0. 70993 0. 37419. -1.6303 0. il.l-35 
-0. 02351 0.71267 -2. 2225 6. 4390 
-0. 6714'T 0. 76255 -2. 3010 -1. 3334 
0.85170 0. 14950 2. 2304 0. 8116 
-0.07211 0. 00951 ll, 3764 -4. 6980 
1. 19460 0. 321 36 1. 3819 o. 7439 
1. 50024 -2. 30923 -2. 3108 -1.8349 
o. 97417 -1. 51670 -4. 9653 -2. 7266 
0. 19733 -1. 75248 -4. 0891 -0. 3036 
o. 66495 -0. 16394 -8. 0848 2. 5087 
-2. 13916 -1.01970 -4. 7753 3. 3228 
-3. 05383 0. 40946 -0. 3901 -3. 5520 
-2. 93912 -1. 31545 6. 6720 -2.4124 
-2. 28702 o. 44691 2. 0392 -4. 6631 
-1. 68003 -0. 07034 o. 3081 -3.9135 
-0. 30936 -1.31984 -4. 1318 -0. 7752 
-0. 93716 -0. 31543 -1.4376 2.4683 
0.90317 0. 12564 -1. 3024 4. 6013 
1. 26357 0. 66557 -3. 4802 3. 7973 
-0. 13976 -0. 85500 -1.5019 3.4873 
-1 .. 42421 0. 41537 2. 5188 o. 3406 
-0. 75785 -0. '(9253 4.735'!- -1.0561 
-1.31639 -1.87019 -1. 7334 -2. 0310 
-1. 66560 -1.05870 -'L 022 3 0. 5761 
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LAN JUT AN LAMPI RAN 3 
-0.66617 -0. 71829 -5.7047 -2.2137 
1. 08605 -0.01384 -6. 0775 3. 4063 
1. 08180 0. 40245 -2. 5654 -0. 0394 
1.43755 1. 18633 2. 2432 0. 0036 
1.92004 0. 96186 5, 9938 -0.0179 
1. 66627 o. 22fn2 6. 2~535 -0. 0071 
o. 78401 -0.11941 5. 5425 -0. 0125 
-0. 59365 0. 21 347 2. 2412 -4. 6571 
-o. 88911 -1.0.1220 -0. 7248 -1. 5766 
-0. 29252 0. 83186 -2. 3962 -1.2935 
-1. 57338 -0. 31574 -0. 2753 o. 8737 
-2. 16277 o. 80472 - 1. 7649 -1. 8545 
-1. 17236 o. 52115 2. 4638 3. 9196 
-0.79175 2. l~5572 1. 6383 2. 8196 
-0. 78492 -0. 59892 3. 2 300 3. 0768 
2. 80039 2. 34853 0. 8380 -1. 7059 
3. 05288 0. 75297 5. 2725 0. 6448 
2. 12385 -1. 32076 -2. 1539 -2. 0088 
2.18017 o. 95393 0. 0239 4. 922.7 
1. 23576 1. 24984 0. 3942 1. 76 32 
-2.31796 -1. 84571 -2. 2963 10. 6014 
-0. 93041 -1.72393 o. 0633 4. 1142 
107 
LAMPIRAN 4 Hasll Pengolahan Anal1s1s Regresl UntuK Deret 
Juml a11 AKseptor Insem1nas1 Buatan Dan Deret 
Jumlah Kelal'lj.ran Dengan PaKet Program Statgraf 
Ana11s1s Regres1 D~ret Jumlah AKseptor Inseminasl Buatan 
3!mple Regression of xi on ct1 
Standard 












Analysis of Variance 
---------------------------------------------------------------------
Source Sum of S(tuar·es Df i·'lean S.:!ua1··e F-F:ati o 
f'loclel 111054. 10 1 111054. 10 
,•,,t 
·J.i. 67 
Error 245463.40 70 3506. 6') "' ---------------------------------------------------------------------
Total ( Corr.) 
Correlation Coefficient = 0.558119 
3tnc!. Error of Est. = ~59, 2167 
71 
Analisis Regres1 Deret Jumlah Kelahiran 













Analysis of Variance 
Sum of :;.Fnnes Df 
86246. 721 1 
46810. 390 70 
13:3057.11 71 
Correlation Coefficient = 0.805104 
















LAMPIRAN 5 Hasil Pengolahan Estimasi Model ARIMA Yang 
DicobaKan Dengan PaKet Program Statgraf 
Deret Jumlah Kelahiran Sapi Potong 
1. Model ARIMA ( 2 0 0 
p a.r a.rr,e t e r 
AR ( U 
SUt1MARY G? FITTED MODEL 
.10575 








ESTIMATED WH!TI NOISE VARIANCE: 826.597 WITH 67 DEGREES OF FiEfDOM. 
CHI-SQUARE TEST STATISTIC ON FIRST 21 RIS!DUAL AUTOCDRRELAT!ON3 = 15.0352 
WITH PROBABILITY GF A LAE~ER VALUE G!VEN WHITE NOISE= 0.7164E5 
2. Model ARIMA ( 1 0 0 ) 
SUMMARY OF FITTED MODEL 
parameter estimate stnd.error t-value prob\ >It I ) 
AR ( 1) ,68356 .08844 7 72896 .00000 I . 
t'1EAN '36. 87777 11.21397 8.63903 .00000 
CONSTANT :31. 8:3721 
ESTIMATED WHITE NOISE VARIANCE= 1037.29 WITH 69 DEGREES OF FREEDOM. 
CHI-SQUARE TEST STATISTIC ON FIRST 20 RESIDUAL AUTOCORRELATIONS = 26.5517 
WITH PROBABILITY OF A LARGER VALUE GIVEN WHITE NOISE'= 0.115536 
3. Model ARIMA ( 3 0 0 ) 
parameter 
AF: 1) 
A" ( 2) 
AR { 3) 











ESTIMATED WHITE NGISE ~/ARIANCI = 738.39 81TH&~ DEGREES OF FREE~O~~~ 
CHI-SQUARE TEST ST~TIST!C ON FI~ST 20 RESIDUAL AUTOCORRE:AT!ONS = 8.30415 
WiTH PEOB~BILITY OF A L~PGER !JALUE Gl!)E~~ WHITE NOISE= 0,94322 
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LANJUTAN LAMPIRAN 5 
Deret Jumlah AKseptor Inseminasi Buatan 
1. Mode 1 ARIMA ( 1 0 0 ) ( 1 0 0 ) 5 
---------------------------------------------------------------------------
SUMMARY OF FITTED MODEL 
---------------------------------------------------------------------------
parameter estimate stnd. err•Jr t-value prot•< )I tl) 
AR ( 1) . 492:3:, .10135 4.85800 .00001 
SAR< 5) -.30844 .10661 -2.89306 .00521 
~lEAN .00579 . 12624 .04591 . 96353 
CONSTANT .00030 
---------------------------------------------------------------------------
ESTIMATED WHITE NOISE VARIANCE = 0.737286 WITH 64 DEGREES OF FREEDOM. 
CHI-SQUARE TEST STATISTIC ON FIRST 20 RESIDUAL AUTOCORRELATIONS = 9.80751 
WITH PROBABILITY OF A LARGER VALUE GIVEN WHITE NOISE= 0.938008 
2. Model ARIMA 1 0 0 ) 
!STH1ATI ON BEG! NS ..... 
SUMMARY OF FITTED MODEL 
parameter est.imat.e stnd. errc•r t.-value pro \::•( > I t I ) 
AR ( 1) . 50901 .10363 4.91187 .00001 
MEAN .00310 . 20660 .01502 .98806 
CONSTANT .00029 
ESTIMATED WHITE NOISE VARIANCE = 0.77338 WITH 69 DEGREES OF FREEDOM. 
CHI-SQUARE TEST STATISTIC ON FIRST 20 RESIDUAL AUTOCORRELATIONS = 19.5156 
WITH PROBABILITY OF A LARGER VALUE GIVEN WHITE NOISE = 0.424237 
1 1 (1 
I.M1Pll</\N e. 'l'alH'I Ntl.ll t:r'l tt::: tln\111< ::t<lll.s\ llr.. l 
0. 25 0. 10 0. 0'5 0. 025 0. 010 o. 005 
---~--------------·-----··-----·--------
1 1. 000 3. 078 6. 31lJ. 12. 706 31. 821 63. 657 
2 o. 816 1. 886 2. 920 4. 303 6. 965 9. 925 
3 0. 765 1. 635 2. 353 3. 182 4. 541 5. 841 
4 o. 741 1. 533 2. 132 2. 776 3. 747 4. 601 
5 o. 727 1. 476 2. 015 2. 571 3. 365 4. 032 
6 o. 718 1. 440 1. 943 2.447 3. 143 3. 707 
7 0. 711 1. 415 1. 895 2. 365 2. 998 3.499 
8 o. 706 1. 397 1. 860 2. 306 2. 896 3. 355 
9 o. 703 1. 383 1. 8 33 2. 262 2. 821 3. 250 
10 o. 700 1. 372 1. 812 2. 228 2. 764 3. 169 
1 1 o. 697 1. 363 1. 796 2. 201 2. 718 3. 106 
12 o. 695 1. 356 1. 782 2. 179 2. 681 3. 055 
1 3 o. 694 1. 350 1. 7 7 1 2. 160 2. 650 3. 012 
14 o. 692 1, 3Lt5 1. 761 2. 145 2. 624 2. 977 
1 5 o. 691 1. 341 1. 753 2. 1 31 2. 602 2. 947 
16 o. 690 1. 3 :~7 1, 7LJ.6 2. 120 2. 583 2. 921 
17 o. 689 1. 333 1. 740 2. 1 1 0 2. 567 2. 898 
1 8 o. 658 1. 330 1. 7 Jlj. 2. 1 01 2. 552 2. 8'78 
19 o. 688 1. 328 1. 7 29 2. 093 2. 539 2. 861 
20 0. 687. 1. 325 1.'725 2.086 2. 528 2. 845 
21 o. 686 1. 32 3 1.. 7 21 2. 080 2. 518 2. 8 31 
22 0.686 1. 3 21 1. 717 2. 07'1· 2. f·08 2. 819 
23 0. 6tH\ 1. 319 1 . 7 1 11 2. 0(.-'.9 2. 500 2. 807 
24 o. 685 1. 318 1. 7 11 2. 06'± 2. '1-92 2. 797 
25 o. 684 1. 316 1. 708 2.060 2.485 2. 787 
26 0. 68'1· 1. 31 5 1. 706 2. 056 2. 479 2. 779 
27 o. 6C\'l 1 . 3 .1 ll 1. 703 2. 018 2. WT3 2. 7'71 
28 o. 683 1. 313 1. 'TO 1 2. 048 2.467 2. '763 
29 o. 683 1. 31 1 1. 699 2. 045 2.462 2. 756 
30 o. 683 1. 310 1' 697 2. 042 2.457 2. 750 
40 o. 681 1.. 303 1. 68Lt 2. 021 2.423 2. 704 
60 o. 679 1. 296 1. f·71 2.000 2. 390 2. 660 
120 o. 677 1.('!(19 1.b58 (!. 980 2. 358 2. 617 
0. 6 'l 'l 1.281-~ 1 . 6'1- 5 2. 960 . 2. 326 2. 5'76 
---
1 11 
LAMPIRAN 7 Tabel N.1la.i Krlt.is UntuH. Chl-Kuadrat 
. 995 . 990 . 975 . 950 . 050 . 010 
1 39270-Ei 1571-E9 9821-E9 39321-E8 3. 8414 6. 6349 
2 . 0100 . 0201 . 0506 . 1026 5. 9915 9. 2103 
3 . 0717 , 11L!-8 . 2158 . 3518 7. 8147 11. 3449 
4 . 4117 . 5543 . 8312 . 7107 9. 4877 13.2767 
5 . 6757 . 87 21 1.2373 1. 1455 11. 0705 15.0863 
6 . 9893 1. 2 390 1. 6899 1. 6354 12. 5916 16.8119 
7 1. 3444 1. 646 5 2. 1797 2. 1674 14. 0671 18. 4753 
8 1. 7 349 2. 0879 2. 7004 2. 7326 15. 5073 20. 0902 
9 2. 1559 2. 5582 3. 2470 3. 3251 16.9190 21. 6660 
10 2. 6032 3. 0535 3. 8158 3. 9403 18. 3070 23.2093 
1 1 3. 0738 3. 5706 '!. ll-0 3 5 '*· 5'fl~8 19. 6751 24. 7250 
12 3. 5650 l!-, 1069 5.0087 5. 2260 21. 0261 26.2170 
1 3 4. orr47 4. 6604 5. 6287 5. 8919 22. 3621 2'7. 6883 
14 4. 6009 5. 229l!- 6. 2621 6. 5706 23. 6848 29. 1413 
1 5 5. 1422 5. 8122 6. 9077 7. 2609 24. 9958 30. 5779 
16 5. 6972 6, L!-Q7 8 7. 5642 7. 9616 26. 2962 31. 9999 
17 6. 2648 7. 0149 8. 2308 8. 6718 27. 5871 33. 4087 
18 6. 8440 7. 6327 8. 9066 9. 3905 28. 8693 34. 8053 
19 7.4339 8. 2604 9. 5908 10. 8508 30. 1435 36. 1908 
20 8. 0337 8. 8972 10.2829 11.5913 31. 4104 37. 5662 
21 8. 6427 9. 5425 10.9823 12. 3380 32. 9244 38. 9321 
22 9. 2604 10. 1957 11.6885 13.0905 33. 9244 40. 2894 
23 9. 8862 10. 8564 12.4011 13.8484 35. 1725 41.6384 
24 10. 5197 11. 5240 13. 1197 14.6114 36.4151 42. 9798 
25 11. 1603 12. 1981 13.8439 15.3791 37. 6525 44. 3141 
26 11.1!-613 12. 8786 14. 5'733 16. 1513 38. 8852 45.6417 
27 12.4613 13. 56'!-8 15. 3079 16. 9279 40.1133 46. 9630 
28 13.1211 14. 2565 16. "0471 17.7083 41. 3372 48. 2782 
29 13.0100 14. 9535 16. 7908 18.4926 42. 5569 49. 5879 
30 13. 7867 22. 1643 24.4331 26. 5093 43. 7729 50. 8922 
40 20. 7065 29. 7067 32. 3574 34. 7642 55. 7585 63. 6807 
50 27. 9907 37, L!-81!8 40. l!-817 43. 1879 67. 5048 76. 1539 
60 35. 53LHi ~~ 5, I~ 11 1 8 '-18. 7f.76 ~)1. 7393 79.0819 88. 3794 
70 'I :J. 2 5 ·r 2 '521. ~'>'100 ';.)'(. 1 ~) Jl~ ('.(), 391 t"• C,l0,5312 100.11250 
80 51. 1720 6 1 . 'ft) 111 65. 6'!66 b9. 1260 101. 8790 112. 3290 
90 59. 1963 70. 16'!8 '7'!. 2219 7LL 2 219 113.1450 12Ll. 1160 
100 67. 3276 72.0101 'T ll, 2 2 1 9 '77. 9295 1 2Ll. 3Ll20 135.8070 
---·--- ------·-·----,.---------·----M---··-·-· ·--
r,rom "B1omet.r1l<i3 'I'a.111es for 8tat..t.st.tcans," Vol. 1, (3rcl Edlt.l...-ln) 
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