The Hardy operator Ta on a tree Γ is defined by
1 Introduction.
In [1] , [2] and [6] results were established for the Hardy operator
as a map from L p (0, ∞) to L p (0, ∞), for 1 ≤ p ≤ ∞. When p ∈ (1, ∞), it was proved in [2] that under appropriate conditions on u and v the approximation numbers a n (T ) of T satisfy for a specified constant α p depending on p. For the cases p = ∞ and p = 1 similar estimates were derived in [6] but with v s (t) = lim ε→0 v ∞,(t−ε,t+ε) instead of v(t) when p = ∞ and u s (t) instead of u(t) in the case p = 1. Furthermore, in [2] and [6] two-sided estimates are given for the l α and weak-l α norms of the sequence of approximation numbers in the case when the Hardy operator is compact.
A special case of the main result in this paper is that the counterpart of (1.2) in L p (0, ∞), namely holds for all p ∈ (1, ∞); the general result is that the analogue of (1.4) when the interval (0, ∞) is replaced by a tree Γ is true. Such Hardy operators on trees have already been investigated in [5] where it was shown that they occur naturally in spectral problems defined on domains with irregular boundaries. Necessary and sufficient criteria for the boundedness of Hardy operators between various Lebesgue spaces on Γ are established in [7] , but the complex nature of the problem is such that the neat abstract result is difficult to apply even for the most elementary of trees. It is therefore to be expected that the problems of compactness and estimating the approximation numbers are likely to be much more complicated than in the interval case. This, confirmed in this paper, is what makes it so surprising that the analogue of (1.4) for a tree is established here when p = 2 before it was known for an interval. Estimates for l q and weak-l q norms of the approximation numbers of T are also obtained. In [9] the case p = 2 of the problem subsequently studied in [2] and [6] for general p ∈ [1, ∞] was considered and (1.2) proved, using Hilbert space methods which do not extend to general values of p. The same problem on a tree Γ is the subject of [8] where an intensive study is made of problems on trees which are closely related to those here, but in the case p = 2 only, and using methods which are very different from those in this paper. The conditions imposed to ensure the validity of the analogue of (1.4) for a tree in [8] are similar to those here, but a comparison seems difficult in general (see Remark 6.12 ). The main difference is that in [8] they relate to arbitrary partitions of Γ into intervals, whereas our partitions are into connected subsets specifically determined by functions which have a fundamental role in the analysis.
Preliminaries.
In this section we recall the definition of a tree Γ, introduce a Hardy-type operator on the tree and quote from [7] the criterion for the boundedness of the operator as a map from L p (Γ) into L p (Γ). A tree Γ is a connected graph without loops or cycles, where the edges are non-degenerate closed line segments whose end-points are the vertices. Each vertex of Γ is of finite degree, i.e. only a finite number of edges emanate from each vertex. For every x, y ∈ Γ there is a unique polygonal path in Γ which joins x and y. The distance between x and y is defined to be the length of this polygonal path and in this way Γ is endowed with a metric topology.
Lemma 2.1 Let τ (Γ) be the metric topology on Γ. Then (i) a set A ⊂ Γ is compact if and only if it is closed and meets only a finite number of edges;
(ii) τ (Γ) is locally compact;
(iii) Γ is the union of a countable number of edges. Thus if Γ is endowed with the natural 1-dimensional Lebesgue measure it is a σ-finite measure space.
Proof. See [5] . 2 Let x, y ∈ Γ and denote by (x, y) the unique path joining x, y in Γ. For a ∈ Γ we define t a x (or x a t) to mean that x lies on the path (a, t). We write x ≺ a t for x a t and x = t. This is a partial ordering on Γ and the ordered graph so formed is referred to us a tree rooted at a and denoted by Γ a . If a is not a vertex we make it one by replacing the edge on which it lies by two edges. In this way Γ a is the unique finite union of subtrees Γ a,i which intersect only at a.
Note that if x / ∈ (a, b) then x a y if and only if x b y. We shall use the following notation. For a subtree K of Γ, V (K), E(K) will denote respectively the sets of vertices, edges of K and ∂K will denote the set of boundary points of K in Γ. The notation K ⊂⊂ Γ will be used to mean that the closure of K is a compact subset of Γ; note that, from Lemma 2.1 (i) this implies that K meets only a finite number of edges of Γ. The characteristic function of a set E will be denoted by χ E . The integral is interpreted in the following sense :
being over the set of points lying in the path (c, d). For a measurable subset K of Γ we define the norm
The L p (Γ) norm will be denoted by · p if there is no chance of confusion. Also, if the value of p is clear from the context, we shall write · K , · for the L p norms on K, Γ respectively. If A is a bounded map between normed spaces X, Y we denote its norm by A|X → Y This will be simplified to A if the spaces X, Y are unambiguous.
A connected subset of Γ is a subtree if we add its boundary points to the set of vertices of Γ, and hence form new edges from existing ones. Hereafter we shall always adopt this convention when we refer to subtrees. Definition 2.2 Let K be a subtree of Γ containing a. A point t ∈ ∂K is said to be maximal if every x ≻ a t lies in Γ \ K. We denote by I a (Γ) (or simply I a ) the set of subtrees K of Γ containing a whose boundary points are all maximal.
We assume throughout, unless mentioned otherwise, that u, v satisfy the following conditions:
We may assume, without loss of generality, that u, v ≥ 0. This is because multiplication by sgn u and sgn v are isometries on L p (Γ); recall that sgn u = u/|u| when u = 0 and 1 otherwise. Definition 2.3 Let Γ be a tree, 1 ≤ p ≤ ∞, and let u and v be measurable functions on Γ which satisfy (2. 1) . For x ∈ Γ and f ∈ L p (Γ) we define the Hardy operator by
In [7] the following necessary and sufficient condition for the boundedness of T a was obtained.
Theorem 2.4 Let 1 ≤ p ≤ ∞, a ∈ Γ, and suppose u and v satisfy (2. 1). For
Moreover, A ≤ T a ≤ 4A.
Bounds for the approximation numbers
We recall that, given any m ∈ N, the m-th approximation number of a bounded operator T :
where the infimum is taken over all bounded linear maps F :
A measure of non-compactness of T is given by
where the infimum is taken over all compact linear maps P :
has the approximation property for 1 ≤ p ≤ ∞, T is compact if and only if a m (T ) → 0 as m → ∞, and β(T ) = lim n→∞ a n (T ).
Definition 3.1 Let K be a subtree of Γ and a ∈ Γ. We define:
where
Proof. Denote by S the canonical map of L p (K) into its quotient by the space of scalar multiples of v.
Note that if Λ is a subtree of Γ, a ∈ Γ and b the nearest point of Λ to a then
Let x ∈ Γ. Denote by Γ x,i i = 1, . . . , n x the non-overlapping subtrees of Γ which are the closures of the connected components of Γ \ {x}, and set T x,i ≡ T x,Γx,i and
We suppose that the numbering is done in the order of descending norms of the T x,i :
Call a point x ∈ Γ simple if there is just one T x,i with maximal norm, so that T x,1 > T x,2 . If a is a simple point and (a, y) the first edge of Γ a,1 then by continuity either there is a point z of (a, y) which is not simple or a / ∈ Γ y,1 . If the latter, continue the path beginning with (a, y) along the initial edge of Γ y,1 . By induction thus define a path l in Γ satisfying one of the following:
(i) l is finite and its end b is not simple;
(ii) l is finite, its end b is simple and {x : x a b} = ∅; (iii) l is infinite. Now (ii) is impossible since lim x→b T x,1 = 0, and T x,1 ≥ A(Γ). Also (iii) implies T is not compact. For if x is in l, T x,1 ≥ A(Γ) and hence there is a compact subset K of Γ x,1 and a function f supported in K with f ≤ 1 and T a f K ≥ 1 2 A(Γ). It follows that there is a sequence of disjoint compact sets K n and functions f n with the same property. Then, if m > n,
. From this we have the following result which will be an important tool for determining a lower bound for A(K) once Theorem 3.8 below is available.
Lemma 3.5 Suppose T a is compact and that there exist
Proof. The result is a consequence of the discussion preceding the lemma if a is not simple. If a is simple, then, with b the non-simple end-point of the path l in (i) above, and min{ T a,i , T a,j } = T a,i , say, we have T a,i < T a and Γ a,i is a subtree of some tree Γ b,k . Thus
Proof. Since f − ce p,µ is continuous in c and tends to ∞ as c → ∞, the existence of c f is guaranteed by the local compactness of C. For 1 < p < ∞ the uniqueness follows from the uniform convexity of L p (Γ, dµ). Let p = ∞, and suppose that there are two values of c f , c 1 = c 2 . This yields the contradiction
Proof. Suppose that c gn → c as g n → f . Then
and so
which gives c = c f 2
Proof. There is a non-simple point b at which T x attains its minimum. If
and f 1 positive, f 2 negative. Clearly the same is true of the corresponding values of c f , say c 1 , c 2 . Then by continuity there is a λ
Since α < T b is arbitrary, A(Γ) ≥ T b and the result follows from Corollary 3.3.2
The next lemma establishes an important geometrical property of a tree which is an essential ingredient of the subsequent analysis. First we make some observations.
Suppose w is a non-negative function defined on the set of all closed subtrees of a tree Γ, satisfying
#F where S ε := {F ; F is a set of non-overlapping closed subtrees of Γ such that
#G where L ε := {G; G is a set of non-overlapping closed subtrees of Γ such that i)
Two non-overlapping closed subtrees of Γ can have at most one point in common, for otherwise Γ would contain a cycle. A chain C of closed subtrees is a sequence X 1 , . . . , X l of closed subtrees such that X i ∩ X i+1 = {x i } (i = 1, . . . , l − 1) where the x i are distinct. The length of C is l.
There is a set F ∈ S ε (Γ) with #F = N ε (Γ) (possibly ∞). Let C be a chain of elements of F of maximal length l. Then we have the following:
, and then
by an argument similar to that of (i).
If b), define a i by {a i } = X l−1 ∩ Z i and, for i = j, a ij = a i ∧ a j = max{u : u a i and u a j } in the ordering of Γ arising from taking x 1 as root. Then a ij ∈ X l−1 . Define ̺ i := #{a jk ; a jk a i }. Without loss of generality we may suppose ̺ 1 = max i ̺ i and that a jk a 12 for all a jk a 1 . Define Y = {x; (∃u)a 12 ≺ u a 1 or a 12 ≺ u a 2 and u x} ∪ {a 12 }. Then Y is a closed subtree of Γ and
′ is a closed subtree of Γ and it follows by arguments similar to those in (ii) that, since C is a chain of maximal length in F and F is a covering of Γ,
the arguments of i) ii) iii) above and induction prove the result. For by i) l = 1 and by ii) or iii)
compact tree, let w be a function satisfying (3. 1) and, for every (c, d) ∈ E(K), suppose that w(c, .) is a continuous function on (c, d). Then there exists a set G of non-overlapping subtrees of K with
By the continuity of ω on (c, d) and the minimality of #F , there exists b
The lemma follows from this.2 Definition 3.11 Let K be a subtree Γ. We denote by P(K) the set of partitions
Hereafter we shall write T, T K for T a , T a,K respectively, unless there is a possibility of confusion. The following lemma will yield a one-dimensional approximation to T on a subtree K of Γ. We recall the notation
Proof. Define the linear function w on the constants in L p (K, dµ) with w(c.1) = c. Then w(1) = 1 and w p = 1/µ(K) for 1 ≤ p < ∞ while w = 1 when p = ∞. The existence of w K follows by the Hahn-Banach theorem, and (3.4) is immediate. The case p = 2 is obvious. 2 Remark 3.13 For 1 ≤ p < ∞ and Γ = (0, ∞) the choice w K (ϕ) = 1 µ(K) K ϕdµ is appropriate, and was that used in [2] . In [6] Lemma 2.4, when p = ∞ and Γ = (a, b), w K was defined as the limit along a filter base of subsets w β of the unit ball in {L ∞ (K)} * defined by
Lemma 3.14 Let K be a subtree of Γ, a ∈ K, 1 < p ≤ ∞, and suppose that T a,K is compact. Then
where ̟ is the bounded linear functional
Proof. We know from Theorem 3.8 that there exists a b ∈ K such that
where U is the linear isometry defined in the proof of Lemma 3.2, and with respect to which
Thus, if we define
and the lemma follows.2
where γ p = 2 when p = 2 and γ 2 = 1.
Proof. Let {Γ i } N 1 be the partition of K which defines N := N (K, ε, v, u) in Definition 3.11 and set P f = N i=1 P i f where
T K ≡ T a,K , a i is the point in Γ i nearest a and w i ≡ w Γi is the linear function from Lemma 3.12. Then rank P ≤ N and, on using Lemma 3.12, and setting
whence the lemma.2
Lemma 3.16 Let 1 < p ≤ ∞, ε > 0, and suppose that T K is compact. Then,
Proof. The same argument as in Lemma 3.15 applies but with
where ̟ i , b i are as in Lemma 3.14 corresponding to K = Γ i .2
be bounded with rank(P ) < M . Then, there are constants λ 1 , . . . , λ M not all zero, such that
Then, noting that the following summation is over λ i = 0, and denoting by a i the point of Γ i nearest a, where
where γ p = 2 when p = 2 and γ 2 = 1, and
The measure of non-compactness of T, β(T ), satisfies
where the symbol ≍ means that the quotient of the two sides lies between positive constants. Hence, T is compact if and only if
Proof. The first inequality follows from Lemma 3.15. The second inequality follows from Lemmas 3.9 and 3.17 on putting w(·) := A(·). The two inequalities imply the result about the measure of non-compactness, and hence the compactness, of T . The last statement is a consequence of Lemma 3.16.2 From Lemmas 3.10, 3.16, 3.17 and 3.18 with w(X) := A(X) we derive Lemma 3.19 Let 1 < p < ∞, ε > 0, and let K be a compact tree. Then
where N = N (K, ε, u, v), and M ≥ N − 3#E(K).
Since, by Lemma 3.2, A(Γ a ) is independent of a ∈ Γ, the approximation numbers are independent of a ∈ Γ. Note that the above proof of Lemma 3.19 requires A(c, .) to be continuous (see Lemma 3.10 ). This is not true for p = 1 or ∞. ((0, 1), 1, 1 ).
Local properties of
Proof. We have
= |v||u| sup
= |v||u||I|A((0, 1), 1, 1).
2
Note that α 1 = α ∞ = 1/2 and α 2 = 1/π.
The same holds with u 1 , u 2 interchanged. 2
Similarly with v 1 and v 2 interchanged. 2
Lemma 4.4 Let 1 < p < ∞ and suppose that
Proof. We see that A(K 1 ) = A(Γ, uχ K1 , vχ K1 ) and A(K 2 ) = A(Γ, uχ K2 , vχ K2 ). The lemma then follows from Lemmas 4.2 and 4.3.2
In order to treat the cases p = 1, ∞ we need the following terminology.
where B(t, ε) is the ball center t, radius ε on Γ.
Definition 4.6 Let g be a function defined on a real interval I. Then
where g * (t) := |{x ∈ I; g(x) ≥ t}|. The function g * is the non-increasing rearrangement of g.
Note that since we have ≥ in the definitions above, g * and g * are leftcontinuous functions. For the case p = ∞ we have the following two lemmas. 
Proof. See [6, Lemma 4.6]. 2 For the case p = 1 we have Lemma 4.9 Let I be a bounded interval, γ, δ ∈ R with δ ≥ u s (t) ≥ 0 and
and
Proof. In the first inequality
For any f 2 1,I ≤ 1 there exists f 1 such that f 1 1,I ≤ f 2 1,I ≤ 1 and
In the second inequality, we have
≥ |γ| sup
where M β := {y ∈ I; u s (y) ≥ β} and 0 ≤ β ≤ u s ∞,I . Put f = δ x β , where
Hence, we have for every 0 ≤ β ≤ u s ∞,I
A(I; u s , γ) ≥ |γ||β||M β | 1 4
and so Proof. Since K is a compact tree it has a bounded number of vertices, i.e. K is a finite union of intervals. The argument in [2, Theorem 5] , with A replacing the function L there, continues to go through and yields the first equation of the lemma. The second identity follows from the first identity and Lemma 3.10 since A is a continuous function on an interval. 2
Proof. There exist compact subtrees Γ n of Γ, n = 1, 2, . . . such that Γ n ⊂ Γ and Γ n → Γ (i.e. |Γ − Γ n | → 0) as n → ∞. By Lemma 5.1 we have
whence the result. 2
Proof. Let L be a maximal such that #L = M (Γ, ε) ≡ M (Γ, ε, u, v) and S a minimal cover such that #S = N (Γ, ε) ≡ N (Γ, ε, u, v).
and similarly for S 1 , S 2 , S 3 with respect to S. We know that Γ \ K is the union of disjoint connected components {Γ *
Consider now the union of S 1 , S 3 and those subtrees in the definition of the N (Γ * i , ε). This covers Γ and so
by Lemma 3.9. Let Γ * i (j) be the subtrees in the definition of M (Γ * i , ε). Then
Then, by Lemma 5.1,
We get the same for lim inf and so
by (5.1). Hence, as before,
Proof. Note that the application of Theorem 3.18 to Theorem 5.3 implies that lim n→∞ a n (T ) = 0 and hence that T is compact. Let {Γ l } ∞ l=1 be as in the proof of Lemma 5.2, and set T l = T a,Γ l for some a ∈ Γ. Since Γ l is compact then from Lemma 3.19 and Theorem 5.1 we have
An operator of rank < n on Γ l can be considered as the restriction to Γ l of such an operator on Γ and also
and a ∈ Γ l . It follows that a n (T ) ≥ a n (T l ) and so lim inf
But, we know from Lemma 5. 
where v s is defined in Definition 5.4.
Lemma 5.6 Let K be a compact subtree of Γ and p = 1. Then
Both lemmas follow from the results for intervals in [6] since K is a finite union of intervals. Lemmas 5.5 and 5.6 yield, as in Lemma 5.2,
Proof. Let p = ∞. We need only prove the last inequality. Let {Γ l } ∞ l=1 be compact subtrees of Γ which are such that
Fix l ∈ N. There exist intervals W (j) in Γ l and step functions u n , v n on Γ l ,
which are such that
6 The main results for 1 < p < ∞.
We suppose throughout this section that T := T a and Γ := Γ a for some a ∈ Γ. Also we write
, where the Z k,i are the connected components of Z k . Corresponding to each admissible k we set
and σ
For non-admissible k we set σ k = 0. We also set σ k,
that is, B k,i is the number of boundary points of Z k,i excluding its root.
Proof. This follows from [7, Proposition 5.1], which asserts that
where (a, x) c = {y ∈ Γ : x a y}. For then, by (6. 1),
Proof. From Theorem 2.4, for c > 4, there exists
we may assume that Y is compact and hence
is attained, and so
whence (6. 6). 2 Lemma 6.3 Let {Γ i } L be a finite set of non-overlapping subtrees of Γ and set 8) where η and η 0 are finite sets.
Proof. Let Γ λ ∈ {Γ l } L , and, in the notation of Lemma 6.2, set
. There are two cases to consider for Γ λ :
In this case b λ ∈ Z k λ ,i λ , S λ = S(Γ λ ) = {i λ } and, for any c > 4,
(ii) b λ ∈ Z k λ . Denote by Λ the subset of L which is such that for l ∈ Λ, b l ∈ Z k λ ,i l for some unique i l ∈ S λ and so S l = {i l }.
Then, by (6. 6), for q ≥ 1,
Also in case (ii), from (6. 6),
Also, by (6. 6),
The lemma follows from (6. 10)-(6. 13) since c > 4 is arbitrary. 2 Proof. Given η > 0, we choose l to be such that k≥l 
for some positive constant c, by Lemma 6.3 with q = 1. The proofs of the first two identities then follow that of Theorem 5.3. Theorem 3.18 and Lemma 3.16 complete the proof. Note that the convergence of
To see this, let K j = ∪ k≤j Z k , and so
and, by Lemma 6.2, for some k
Thus T − T Kj → 0 as j → ∞, and T is compact since the T Kj are compact.2
Theorem 6.5 Let 1 < q ≤ p. Then, for some positive constant c,
Proof: Let Γ l , l = 1, 2, . . . , M (Γ, ε) be a maximal set of subtrees of Γ from the definition of M (Γ, ε), so that A(Γ l ) > ε. Then, from (6. 7) and Corollary 3.3,
Since a 3M(Γ,ε)+4 (T ) ≤ 2ε by Lemma 3.9 and Theorem 3.18, it follows that
We now proceed as in the proof of the Marcinkiewicz Interpolation Theorem (see [11] ); we give the proof for completeness. Define
a 2n−1 (T ) ≤ a n (T 1 ) + a n (T 2 ) and so {n : a 2n−1 (T ) > t} ⊆ {n : a n (T 1 ) > t/2} ∪ {n : a n (T 2 ) > t/2} and #{n : a 2n−1 (T ) > t} ≤ #{n : a n (T 1 ) > t/2} + #{n : a n (T 2 ) > t/2}. (6. 19)
, and let 1 < q < q 1 . Then, on using (6. 18) and (6. 19),
whence (6. 17), since a n (T ) decreases with n. 2 Theorem 6.6 Let q ∈ (p, ∞). Then, for some positive constant c,
In the next theorem l q ω denotes weak-l q , that is, the space of sequences {x k } such that
Theorem 6.7 For some positive constant c,
, F j be as in the proof of Theorem 6.6. Then, from the proof of Lemma 6.3,
and hence (6. 21). The proof of (6. 22) is similar, starting from
Let us now suppose that the tree Γ satisfies the following condition:
B k,i < B < ∞ for each admissible k and i. Proof. It is sufficient to prove the result for S(ε) finite, for this will imply the result when #S(ε) = ∞. The elements of S(ε) fall into two subsets according as k is odd or even. At least one of them, say S 1 (ε), has cardinal at least half that of S(ε). Thus, we may suppose that #S 1 (ε) > B.
Denote by ζ k,j the point of Z k,j nearest to a, and define n(x) := #{(k, j) : ζ k,j ≻ a x, (k, j) ∈ S 1 (ε)}. Let l be a path in Γ starting at a and consisting of edges (x, y) of Γ, (x, y) at each stage chosen so that n(y) is as large as possible. Terminate the path at the point x = ζ r,s at which n(x) = 0. Define ξ ∈ l by ξ := inf{x ∈ l : n(x) = n(ζ r−1,j ), ζ r−1,j ∈ l}, ( the infimum, which is being taken with respect to the total ordering on l induced by a , exists since n(a) > B and n(ζ r−1,j ) ≤ B ). There are two possibilities : (i) ξ may be a point ζ k,j , in which case define Γ 1 := {x : x ≻ a ξ}, or (ii) ξ may be a vertex of Γ joined by a path l 1 to a point ζ m,n ≻ a ξ, where (m, n) ∈ S 1 (ε). In the latter case we define Γ 1 := {x : x ≻ a y, y ∈ l ∪ l 1 }. Then, in both cases, the closure of Γ 1 is a subtree and so is its complement. Moreover, Proof. By Lemma 6.1,
The result then follows from Lemma 6.10. 2 (ii) Naimark and Solomyak [8] take u = 1, and in [8,(4.8) ] they make the assumption that, for every edge y, z ∈ E(Γ), and hence (6. 23 ) is satisfied.
(iii) Theorem 4.1 in [9] is valid under assumptions made on a sequence {η j } which is defined as follows : for any partition Ξ of Γ into a countable union of non-overlapping segments I j = y j , z j ,
Note that in our notation, the case p = 2, u = 1 is what is considered in [9] . It is proved in [9, Theorem 4.1 (i) The condition (6. 27 ) is satisfied if the tree Γ is, in the terminology of [9] , b regular of type (b, 2) and Ξ consists of edges of Γ. This means that every vertex of Γ has fixed branching number b, and any edge y, z of the k-th generation is such that |y| = 2 k , |z| = 2 k+1 . Hence, in this case, (6. 27 ) is satisfied with c = 1.
