A Search For Charged Massive Stable Particles At Do by Eads, M T & Hedin, D
ABSTRACT
Name: Michael Terry Eads Department: Physics
Title: A Search for Charged Massive Stable Particles at DØ





A search for charged massive stable particles has been performed with the
DØ detector at the Fermilab Tevatron. The signature is two particles recon-
structed as muons, but with speed and invariant mass inconsistent with beam-
produced muons. No excess of events is observed and limits are set on the pro-
duction cross-section for pair-produced stable stau sleptons based on 390 pb−1
of data. Limits vary from 0.06 pb to 0.62 pb, depending on the stau mass,
and are the strictest Tevatron limits to date. Mass limits are also set for stable
charginos. The limits are 140 GeV/c2 for a higgsino-like chargino and 174 GeV/c2
for a gaugino-like chargino. These are currently the best limits to date for stable
charginos.
NORTHERN ILLINOIS UNIVERSITY
A SEARCH FOR CHARGED MASSIVE STABLE PARTICLES AT DØ
A DISSERTATION SUBMITTED TO THE GRADUATE SCHOOL









Certification: In accordance with departmental and Graduate
School policies, this dissertation is accepted in




I would like to thank all members of the physics department for their flexibil-
ity in allowing me to complete both a Master’s degree and a Doctorate following
an unconventional path. I would also like to thank all the members of the DØ col-
laboration, without whom this research would not have been possible.
In particular, I would like to thank David Hedin for his advice and suggestions
over the past several years and his careful reading of this document. I would also
like to thank Gerald Blazey for always having time for me, even with his busy
schedule. My discussions and classes with Steve Martin were also an invaluable
source of knowledge about particle physics, supersymmetry, and physics in gen-
eral. I would like to thank Volker Buescher, Jean-Francois Grivaz, Dave Cutts,
and all the members editorial board 20 who stuck with me in taking this analysis
to approval. Finally, thanks to all my students over the years who have helped
make sure I don’t lose sight of the big picture.
I would like to acknowledge the financial support of the U.S. Department of
Education and the National Science Foundation.
DEDICATION
For Tessa and Grant
TABLE OF CONTENTS
Chapter Page
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . 1
A. The Standard Model of Particle Physics . . . . . . . . . . . . . . 1
B. Supersymmetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
C. Supersymmetry Breaking . . . . . . . . . . . . . . . . . . . . . . . 9
2 MASSIVE STABLE PARTICLES . . . . . . . . . . . . . . . . . 11
A. Models Predicting Massive Stable Particles . . . . . . . . . . . . . 11
B. Charged Massive Stable Particle Detector Signature . . . . . . . . 16
C. Previous CMSP Searches . . . . . . . . . . . . . . . . . . . . . . . 19
3 EXPERIMENTAL APPARATUS . . . . . . . . . . . . . . . . . 22
A. The Fermilab Accelerator Complex . . . . . . . . . . . . . . . . . 22
B. The DØ Detector . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
4 MUON RECONSTRUCTION . . . . . . . . . . . . . . . . . . . 34
A. Muon Hits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
B. Muon Segments . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
C. Muon Tracks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
vi
D. Central Track Matching . . . . . . . . . . . . . . . . . . . . . . . 37
E. Time-of-Flight Corrections . . . . . . . . . . . . . . . . . . . . . . 37
5 THE STAU ANALYSIS . . . . . . . . . . . . . . . . . . . . . . . 54
A. Signal Sample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
B. Data Sample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
C. Preselection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
D. Analysis Cuts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
E. Background Estimation . . . . . . . . . . . . . . . . . . . . . . . . 81
F. Systematic Uncertainties . . . . . . . . . . . . . . . . . . . . . . . 84
G. Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
6 THE CHARGINO ANALYSIS . . . . . . . . . . . . . . . . . . . 92
A. Signal Sample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
B. Data Sample . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
C. Preselection and Analysis Cuts . . . . . . . . . . . . . . . . . . . 95
D. Background Estimation . . . . . . . . . . . . . . . . . . . . . . . . 101
E. Systematic Uncertainties . . . . . . . . . . . . . . . . . . . . . . . 101
F. Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
G. Effect of a Finite Lifetime . . . . . . . . . . . . . . . . . . . . . . 108
7 CONCLUSION . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
LIST OF TABLES
Table Page
1.1 The Fundamental Standard Model Fermions . . . . . . . . . . . . 3
1.2 The Fundamental Standard Model Bosons . . . . . . . . . . . . . 3
1.3 The Standard Model Particles and Their Superpartners . . . . . . 7
1.4 Superpartner Mixing States . . . . . . . . . . . . . . . . . . . . . 8
4.1 Summary of Time-of-Flight Correction Factors . . . . . . . . . . . 47
4.2 Summary of scintillator timing resolutions before and after correc-
tions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
5.1 GMSB Model Parameters . . . . . . . . . . . . . . . . . . . . . . 55
5.2 Measured Scintillation Counter Resolutions and Offsets . . . . . . 58
5.3 Muon System Trigger Gates . . . . . . . . . . . . . . . . . . . . . 62
5.4 Integrated Luminosity by Trigger List . . . . . . . . . . . . . . . . 64
5.5 Scintillator time resolutions before and after run-by-run corrections. 65
5.6 Mean value of the speed uncertainty for counters in the muon system 69
5.7 Cumulative trigger and preselection efficiencies for stau signal events. 73
5.8 Optimized Cut Parameters . . . . . . . . . . . . . . . . . . . . . . 80
5.9 Background event cut efficiency . . . . . . . . . . . . . . . . . . . 82
5.10 Comparison of timing distribution widths and means between all
tight muons and muons from Z boson decays. . . . . . . . . . . . 85
5.11 Summary of systematic uncertainties on the signal acceptance. . . 85
viii
Table Page
5.12 Summary of systematic uncertainties on the background estimate. 86
5.13 Events remaining and signal acceptance after cuts. . . . . . . . . . 87
5.14 Analysis results for all six stau mass points. . . . . . . . . . . . . 88
5.15 Limits and NLO cross section for pair-produced staus. . . . . . . 89
5.16 Events passing all cuts for the 60 GeV mass point. . . . . . . . . . 91
6.1 SUSY parameters used in chargino analysis . . . . . . . . . . . . . 94
6.2 Cumulative trigger and preselection efficiencies for higgsino-like
chargino signal events. . . . . . . . . . . . . . . . . . . . . . . . . 98
6.3 Cumulative trigger and preselection efficiencies for gaugino-like
chargino signal events. . . . . . . . . . . . . . . . . . . . . . . . . 99
6.4 Signal acceptance for the two chargino models. . . . . . . . . . . . 100
6.5 Events remaining and signal acceptance after cuts for higgsino-like
charginos. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.6 Analysis results for all six higgsino-like chargino mass points. . . . 103
6.7 Events remaining and signal acceptance after cuts for gaugino-like
charginos. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
6.8 Analysis results for all six gaugino-like chargino mass points. . . . 105
6.9 Limits and NLO cross section for pair-produced charginos. . . . . 107
LIST OF FIGURES
Figure Page
2.1 The chargino lifetime and branching fractions to various final states
as a finction of the chargino-neutralino mass difference . . . . . . 15
2.2 Speed distributions for muons from Z boson decays, 100 GeV/c2
staus, and 300 GeV/c2 staus . . . . . . . . . . . . . . . . . . . . . 17
2.3 The energy loss of muons in material as a function of momentum 18
2.4 Combined LEP excluded region in the cross section versus mass
plane for stable sleptons . . . . . . . . . . . . . . . . . . . . . . . 20
2.5 Combined LEP excluded region in the cross section versus mass
plane for stable charginos . . . . . . . . . . . . . . . . . . . . . . . 21
3.1 A schematic diagram of the sequence of accelerators at Fermilab . 23
3.2 The DØ Detector . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.3 The DØ Central Tracking System . . . . . . . . . . . . . . . . . . 29
3.4 The DØ Silicon Detector . . . . . . . . . . . . . . . . . . . . . . . 29
3.5 The DØ Calorimeter . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.1 Idealized view of a muon scintillator . . . . . . . . . . . . . . . . . 39
4.2 A plot of time versus deviation from the center of the counter in
the z-direction for A-layer scintillators . . . . . . . . . . . . . . . 42
4.3 A plot of time versus deviation from the center of the counter in
the z-direction for B-layer scintillators . . . . . . . . . . . . . . . 43
xFigure Page
4.4 A plot of time versus deviation from the center of the counter in
the z-direction for B-layer scintillators . . . . . . . . . . . . . . . 44
4.5 A plot of time versus deviation from the center of the counter in
the φ-direction for C-layer scintillators . . . . . . . . . . . . . . . 45
4.6 A plot of time versus deviation from the center of the counter in
the z-direction for C-layer scintillators . . . . . . . . . . . . . . . 46
4.7 Timing distributions (in ns) for raw (uncorrected) and corrected
scintillator times for A-layer counters . . . . . . . . . . . . . . . . 49
4.8 Timing distributions (in ns) for raw (uncorrected) and corrected
scintillator times for side B-layer counters . . . . . . . . . . . . . 50
4.9 Timing distributions (in ns) for raw (uncorrected) and corrected
scintillator times for bottom B-layer counters . . . . . . . . . . . . 51
4.10 Timing distributions (in ns) for raw (uncorrected) and corrected
scintillator times for side/top C-layer counters . . . . . . . . . . . 52
4.11 Timing distributions (in ns) for raw (uncorrected) and corrected
scintillator times for bottom C-layer counters . . . . . . . . . . . . 53
5.1 A-layer scintillator times for muons from data compared to the
simulated time for staus of mass 100 GeV/c2 and 300 GeV/c2 . . 57
5.2 Timing in the forward muon scintillation counters for muons in
data and muons simulated with PMCS . . . . . . . . . . . . . . . 59
5.3 Distribution of muons in data with scintillator hits in the north
C-layer pixel plane. . . . . . . . . . . . . . . . . . . . . . . . . . . 60
xi
Figure Page
5.4 Distribution of staus in PMCS with scintillator hits in the north
C-layer pixel plane. . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.5 Fraction of all staus arriving within the trigger gate versus mass
for the three layers of muon scintillation counters. . . . . . . . . . 63
5.6 The mean of the muon timing distribution versus the run number
for forward A-layer muon scintillators . . . . . . . . . . . . . . . . 65
5.7 Calculated speed for real muons in data, 100 GeV/c2 simulated
staus, and 300 GeV/c2 simulated staus . . . . . . . . . . . . . . . 70
5.8 The two-dimensional distribution of the speed of each muon for
muon pairs in data, 100 GeV/c2 staus, and 300 GeV/c2 staus . . . 71
5.9 Speed significance for muons in data, 100 GeV/c2 staus, and 300
GeV/c2 staus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.10 The two-dimensional distribution of the speed significance of each
muon for dimuons in data, 100 GeV/c2 staus, and 300 GeV/c2 staus 76
5.11 Significance product distribution for muon pairs in data and 100
GeV/c2 staus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
5.12 Invariant mass of muon pair for muons in data, 100 GeV/c2 staus,
and 300 GeV/c2 staus . . . . . . . . . . . . . . . . . . . . . . . . 78
5.13 Invariant mass versus significance product for muon pairs in data
and 60 GeV/c2 staus . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.14 Significance product distribution used to estimate background . . 82
5.15 Invariant mass distribution used to estimate background . . . . . 83
5.16 95% CL cross-section limit and NLO production cross section ver-
sus stau mass for pair-produced staus . . . . . . . . . . . . . . . . 90
xii
Figure Page
6.1 Momentum distribution for staus, higgsino-like charginos, and gaugino-
like charginos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
6.2 Speed distribution for staus, higgsino-like charginos, and gaugino-
like charginos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
6.3 Signal acceptance after all cuts for staus, higgsino-like charginos,
and gaugino-like charginos . . . . . . . . . . . . . . . . . . . . . . 101
6.4 95% CL cross section for higgsino-like charginos and the NLO cross
section prediction . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
6.5 95% CL cross section for gaugino-like charginos and the NLO cross
section prediction . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
6.6 Acceptance versus lifetime for staus, higgsino-like charginos, and
gaugino-like charginos . . . . . . . . . . . . . . . . . . . . . . . . 110
7.1 Momentum versus speed for muons from data, 100 GeV/c2 staus
, and 300 GeV/c2 staus . . . . . . . . . . . . . . . . . . . . . . . . 113
7.2 Momentum versus speed significance for muons from data, 100
GeV/c2 staus, and 300 GeV/c2 staus . . . . . . . . . . . . . . . . 114
CHAPTER 1
INTRODUCTION
This chapter gives a very brief description of the Standard Model of particle
physics. The theory of Supersymmetry is described as a possible solution to
some of the shortcomings of the Standard Model. Finally, the breaking of Super-
symmetry is discussed.
A. The Standard Model of Particle Physics
One of the great triumphs of twentieth-century particle physics was the Standard
Model of particle physics. The Standard Model is a relativistic quantum field
theory. Particles are represented by excitations of fields above the vacuum state.
Standard Model particles can be divided into two categories. The first category
consists of particles whose spin is an odd integer multiple of ~/2 and are known
as fermions. The second category of particles has spin which is a multiple of ~
and are known as bosons. The fundamental fermions of the Standard Model are
the matter particles that make up all familiar matter, such as protons, neutrons,
and electrons. The fundamental Standard Model bosons are the force carriers.
For example, two electrically charged particles will either be attracted to each
other (if they have opposite charge) or repelled from each other (if they have
identical charge). In the Standard Model, this force of attraction (or repulsion)
2is explained by the two charged particles exchanging a gauge boson (a photon in
this case).
The dynamical behavior of Standard Model particles is summarized in the
Standard Model Lagrangian. The specific interactions of the Standard Model
particles with the Standard Model forces are determined by transformation prop-
erties of the corresponding field in the Lagrangian. Each of the forces in the
Standard Model (strong, electromagnetic, and weak) has an associated symme-
try group. The complete group structure of the Standard Model is SU(3)C ×
SU(2)L × U(1)Y . The SU(3)C group corresponds to strong interactions, the
SU(2)L group corresponds to weak interactions, and the U(1)Y group is known
as weak hypercharge. In the Standard Model, the SU(2)L × U(1)Y group are
spontaneously broken to form the familiar U(1)EM group of electromagnetism.
The behavior of each of the Standard Model particles with respect to each of the
forces is determined by the particular group representation of the corresponding
field. For example, particles which are in an SU(3) singlet will not feel the strong
force. All particles transform under the U(1)Y weak hypercharge group, so the
charge of the particle is the relevant parameter. The properties of the funda-
mental Standard Model fermions are shown in Table 1.1 and bosons in Table
1.2.
It should be noted that the particles listed in Table 1.1 are the gauge eigen-
states, while the particle listed in Table 1.2 are mass eigenstates. The gauge
eigenstates are the particle states that have definite interactions with the gauge
bosons in the Lagrangian. The gauge eigenstates are labeled by their interac-
tions with the W -boson. Left-handed states interact with the W -boson, while
right-handed states do not. However, in general these gauge eigenstates will mix
3Table 1.1: The Fundamental Standard Model Fermions
SU(3)C SU(2)L U(1)Y
Particle Generation Representation Representation Charge
νe, νµ, ντ 1, 2, 3 1 2 +1/2
eL, µL, τL 1, 2, 3 1 2 -1/2
eR, µR, τR 1, 2, 3 1 1 -1
uL, cL, tL 1, 2, 3 3 2 1/6
dL, sL, bL 1, 2, 3 3 2 1/6
uR, cR, tR 1, 2, 3 3 1 2/3
dR, sR, bR 1, 2, 3 3 1 -1/3
Table 1.2: The Fundamental Standard Model Bosons
Particle Force Mediated Electric Charge Mass (GeV/c2)
Photon (γ) electromagnetic 0 0
Z-boson weak 0 91.2
W±-bosons weak ±1 80.4
Gluons (g) strong 0 0
(Graviton)a (G) gravity 0 0
aThe graviton has yet to be experimentally observed.
4to form the states with definite mass, the mass eigenstates. The electron that
we are familiar with is actually a mass eigenstate, which is a mixture of both eL
and eR. The U(1)Y gauge boson is known as the B-boson and the SU(2)L gauge
bosons are the W +, W−, and W 0. After spontaneous symmetry breaking the B
and W 0 mix to form the physical photon (γ) and Z-boson states.
Although the Standard Model of particle physics has been a remarkably suc-
cessful description of nature, it is not a complete description of the world we live
in. For example, the Standard Model does not contain a description of the grav-
itational force. For this reason alone, the Standard Model cannot be a complete
desription of nature. However, there are additional reasons to believe that the
Standard Model is incomplete.
One of the missing pieces of the Standard Model is an explanation of the
measured masses of the particles in the theory. Fermion mass terms are not
allowed in the Lagrangian, so the Higgs mechanism has been suggested as the
source of the mass of most of the particles in the Standard Model. The Higgs
field is a scalar field that has a non-zero vacuum expectation value. Yukawa
couplings between the Higgs field and the Standard Model fermions result in
effective masses for the particles of the theory. Furthermore, since the minimum
of the Higgs potential is not unique, nature will choose a particular minimum and
the SU(2)L × U(1)Y electroweak symmetry of the Standard Model Lagrangian
will be broken in the vacuum, resulting in the familiar U(1)EM electromagnetic
symmetry and also resulting in the masses of the W± and Z vector bosons.
One issue with the Higgs mechanism is known as the hierarchy problem. Since
all massive particles couple to the Higgs boson, a virtual particle loop will result
in corrections to the Higgs propagator and effective corrections to the Higgs boson
5mass. The corrections are divergent, and so the usual procedure is to cut off the
integral at some high mass scale (such as the GUT or Planck scale). So, if there is
any new physics between the weak scale and the Planck scale, one would naively
expect that the large corrections to the Higgs boson mass would drive the mass
up near the Planck scale, while precision electroweak data suggest that the Higgs
mass should be of order 100 GeV/c2.
One possible solution to the hierarchy problem is a very careful choice of the
parameters of the theory in order for the large mass corrections to cancel and
result in a Higgs boson mass near the weak scale. While this is not ruled out, it
is usually considered theoretically distasteful.
Another possible solution to the hierarchy problem utilizes symmetries of
the theory in order to ensure cancellations in the Higgs boson mass corrections,
making a mass near the weak scale natural. The correction from a scalar loop
will be of the opposite sign as the correction resulting from a fermion loop. So, if
the theory contains a scalar partner of similar mass for each fermion, there will
be large cancellation in the correction factor, stabilizing the Higgs boson mass
near its preferred value at the weak scale.
B. Supersymmetry
Supersymmetry is a proposed symmetry between bosons and fermions. A super-
symmetry transformation transforms a fermion into a boson and vice-versa. The
particles of the theory should fall into supermultiplets. A chiral supermultiplet
consists of a Weyl fermion and a complex scalar field. A gauge supermultiplet
consists of a massless vector boson and a Weyl fermion. Finally, a massless spin-
62 particle will be in a supermultiplet with a massless spin-3/2 particle. Other
than the spin, the quantum numbers of the particles in a supermultiplet will be
identical.
No pair of Standard Model particles satisfy the requirement to be placed
together in a supermultiplet. This is because none of the Standard Model particles
that differ by 1/2 unit of spin share the same remaining quantum numbers. So,
if Supersymmetry is realized in nature, the number of the particles in the theory
will double. All of the Standard Model fermions will have scalar superpartners.
The names for these scalar superpartners are denoted by prepending an “s-” to
the name of the corresponding Standard Model particle. Also note that chiral
supermultiplets contain Weyl fermions. So, in Supersymmetry, the partner of
the left-handed electron (the left-handed selectron) is a distinct particle from the
partner of the right-handed electron (the right-handed selectron). The partners
of the Standard Model gauge bosons will fall into a gauge supermultiplet and
hence be fermions. The names of the fermionic partners of the gauge bosons are
denoted by appending an “-ino” to the corresponding name of the Standard Model
particle. Finally, the partner of the spin 2 graviton is the spin 3/2 gravitino. The
Standard Model particles and their supersymmetric partners are shown in Table
1.3.
7Table 1.3: The Standard Model Particles and Their Superpartners
SM Particle SM symbol Superpartner name Superpartner symbol
Leptons Sleptons
RH electron, muon, tau eR, µR, τR RH selectron, smuon, stau e˜R, µ˜R, τ˜R
LH electron, muon, tau eL, µL, τL LH selectron, smuon, stau e˜L, µ˜L, τ˜L
Electron, muon, tau neutrino νe, νµ, ντ Electron, muon, tau sneutrino ν˜e, ν˜µ, ν˜τ
Quarks Squarks
RH up, charm, top quark uR, cR, tR RH up, charm, top squark u˜R, c˜R, t˜R
LH up, charm, top quark uL, cL, tL LH up, charm, top squark u˜L, c˜L, t˜L
RH down, strange, bottom quark dR, sR, bR RH down, strange, bottom squark d˜R, s˜R, b˜R
LH down, strange, bottom quark dL, sL, bL LH down, strange, bottom squark d˜L, s˜L, b˜L
Gauge Bosons Gauginos
Charged Higgs H± Charged Higgsino H˜±
W-bosons W±, W 0 Winos W˜±, W˜ 0
Neutral Higgs h0, H0, A0 Neutral Higgsinos H˜0u, H˜
0
d
B-boson B Bino B˜
Gluon g Gluino g˜
Graviton G Gravitino G˜
8Note that in the Standard Model one complex Higgs doublet is sufficient.
After electroweak symmetry breaking one physical Higgs boson remains. In su-
persymmetry, two complex Higgs doublets are necessary. After electroweak sym-
metry breaking, five physical Higgs particles are present - two charged (H±), two
scalar (h0 and H0), and one pseudoscalar (A0).
Many of the superpartners share the same quantum numbers, and hence the
gauge eigenstates listed in Table 1.3 will mix to form mass eigenstates. This
is shown in Table 1.4. The charged gauginos mix to form four chargino mass
eigenstates. The four neutral gauginos will mix to form the four neutralino mass
eigenstates. Finally, mixing is also possible in the squark and slepton sector.
This occurs because of non-zero off-diagonal elements in the mass matrices in
the supersymmetric Lagrangian. Since the size of these off-diagonal elements is
proportional to the Yukawa coupling, the mixing is only important for squarks
and sleptons in the third generation. The mass eigenstates are labeled with
subscripts according to mass, with the lightest mass eigenstate having a subscript
of one.
Table 1.4: Superpartner Mixing States
Gauge Eigenstates Mass Eigenstates
W˜±, H˜± χ˜±1 , χ˜
±
2











τ˜R, τ˜L τ˜1, τ˜2
t˜R, t˜L t˜1, t˜2
b˜R, b˜L b˜1, b˜2
In order to avoid rapid proton decay, a new quantum number is usually as-
sumed to be conserved for particles and their superpartners. This is known as
9R-parity. All Standard Model particles have odd R-parity (R = +1), while all
superparticles have even R-parity (R = −1). In any process, the product of R-
parity for the particles in the initial state must equal the product for the final
state particles. This means that superparticles are always produced in pairs (at
least in collisions of Standard Model particles) and also that the lightest super-
symmetric particle (LSP) will be stable (providing a candidate for dark matter).
Although strict R-parity conservation is not a requirement, we will assume that
R-parity is strictly conserved.
C. Supersymmetry Breaking
If supersymmetry were an exact symmetry of nature, then the superpartners
would have exactly the same masses as their Standard Model partners. Since
superpartners share the same couplings as their Standard Model partners, at
least some of the superpartners would have already been discovered.
So, it is usually assumed that supersymmetry is a broken symmetry and hence
the superpartners are heavier than their Standard Model partners and thus have
escaped detection. This breaking can be realized by including terms in the La-
grangian that preserve gauge invariance but have positive mass dimension. In
order to preserve the cancellations necessary to solve the hierarchy problem, these
mass terms should not be much more than of order 1 TeV. If all possible terms
that preserve gauge invariance and have positive mass dimension are included in
the Lagrangian, an additional 105 parameters are necessary. To reduce the num-
ber of parameters to a more manageable level, some mechanism for spontaneously
breaking supersymmetry is usually assumed.
10
One possibility is that supersymmetry is broken by interactions that occur at
gravitational strength, which implies a mass scale at the Planck scale. The most
common of these models is known as Supergravity [1]. Another possibilty is that
supersymmetry is broken by standard gauge interactions at a much lower scale.
One example is known as gauge-mediated supersymmetry breaking or GMSB [2].
Still another possibility is known as anomaly-mediated supersymmetry breaking or
AMSB [3]. All of these supersymmetry-breaking models are very predictive and
have only a few free parameters, although there is nothing that would suggest




The term stable is used somewhat ambiguously in particle physics. In some
cases, it refers to particles that are absolutely stable and never decay. In other
situations, it can refer to particles that have lifetimes comparable to or longer than
the time interval of interest. We shall use the term stable to refer to particles that
have a lifetime long enough to escape the detector before decaying. In practice,
this means particles having a lifetime on the order of a microsecond or more. So,
for example, even though a muon is not absolutely stable, it has a lifetime long
enough to completely penetrate the detector, and so for our purposes the muon
is stable.
A. Models Predicting Massive Stable Particles
There are many models that can predict the existence of massive stable particles
beyond the Standard Model. (For an experimental and theoretical review, see
Ref. [4].) In general, a massive stable particle could be electrically neutral or have
unit or fractional electrical charge. Cosmological arguments disfavor electrically
charged massive particles that are absolutely stable, as these particles would have
been produced in the big bang and hence should be observable today, but have
not been observed. However, there are no such restrictions on particles that are
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electrically charged and have lifetimes that are stable on collider detector time
scales but small on cosmological time scales. Furthermore, these massive stable
particles could interact via the strong force as well. We are interested in massive
stable particles that are electrically charged, as their signature in the detector is
well known and easily modeled.
There are a few general conditions that can lead to the stability of a particle.
One is a conserved quantum number. For example, in Supersymmetry, R-parity
is usually assumed to be conserved. This means that the lightest supersymmetric
particle must be absolutely stable. Even if R-parity is not absolutely conserved,
in order to avoid constraints from proton decay experiments it must be violated
at only a small level. This could result in a lightest supersymmetric particle that
is stable on detector time scales.
Another source of stability is a very weak coupling. If a particle has only one
allowed decay mode and the coupling present in this mode is very small, then
the particle can acquire a lifetime long enough to appear stable in the detector.
For example, if the only allowed decay mode involves the decay to a graviton
(or gravitino), then the decay will proceed with gravitational strength, which
can result in a long lifetime. Another possibility is that a decay can only occur
through a virtual particle that is very heavy and hence very far off mass shell
(and highly suppressed).
A final source of stability can come from kinematic considerations. If there
is very little available phase space for the decay to proceed, the lifetime of the
particle can be large. This can occur if the only allowed decay mode of the
particle in question is to another particle that is nearly degenerate in mass. The
smaller the mass difference between the two particles, the longer the lifetime of
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the heavier particle will be.
There are many models that contain the above features and hence can predict
the existence of a massive stable particle. One possibility is a gauge-mediated su-
persymmetry breaking (GMSB) model. Since the supersymmetry breaking scale
in GMSB models is fairly low, all GMSB models contain a gravitino/goldstino
as the LSP.1 The phenomenology of the model is then driven by the next-to-
lightest supersymmetric particle (NLSP). The NLSP can be either the lightest
neutralino or the lightest stau mass eigenstate, depending upon the parameters
of the model. The coupling of the NLSP to the LSP gravitino/goldstino can be
suppressed, resulting in a long lifetime. If the lightest stau is the NLSP it will
have a decay length given by Equation 2.1 [5].








where β and γ are the relativistic factors and F
1/2
DSB is the non-zero vacuum
expectation value of the F component of a chiral superfield. The stau is expected
to be stable if FDSB is on the order of 10
7 GeV or larger.
It should also be noted that a similar situation can occur in Planck-scale me-
diated supersymmetry breaking models, such as Supergravity. The mass of the
gravitino/goldstino can be taken as a free parameter in the theory. Hence, it
is possible that the gravitino/gravitino could be the LSP. As in GMSB, if the
lightest stau is the NLSP and decays to the gravitino/goldstino are suppressed,
the lifetime of the stau can become large. It has been suggested that if Super-
1The gravitino absorbs the pseudo-Nambu-Goldstone fermion generated from the sponta-
neous breaking of supersymmetry. The couplings of the goldstino are more important than
those of the gravitino in determining the interactions of the particle.
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symmetry with a gravitino/goldstino LSP is realized in nature, the lifetime of
the NLSP should be in the order of one year or more to avoid complications with
structure formation and big-bang nucleosynthesis in the early universe [6].
There are also supersymmetric models that predict a stable lightest chargino.
If the lightest neutralino is the LSP and the lightest chargino is the NLSP the
only allowed decays of the lightest chargino involve a neutralino. If the mass
difference between the chargino and neutralino is very small these decays will be
highly suppressed by the available phase space. This can occur in supersymmetric
models that do not assume mass unification at some high scale. The chargino will
appear stable in the detector if the mass difference between the lightest chargino
and the lightest neutralino is less than about 150 MeV/c2 [7, 8]. Figure 2.1 shows
the lifetime and branching fractions of the lightest chargino as a function of the
chargino-neutralino mass difference, ∆mχ˜1 . Anomaly-mediated supersymmetry
breaking (AMSB) models predict a lightest neutralino and lightest chargino that
are nearly mass degenerate. However, after including loop corrections to the
particle masses, it has been shown that in AMSB the mass difference between the
chargino and neutralino is not small enough over most of the parameter space to
result in a stable chargino [9]. However, a mass difference small enough to result
in a stable chargino can be achieved in more general models of supersymmetry
breaking [10].
Since the behavior of electrically charged particles in the detector is well
understood, this analysis searches only for massive stable particles that are elec-
trically charged. Both a GMSB stable stau model and stable chargino models
are explored. However, there are other models that can predict massive stable
particles.
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Figure 2.1: The chargino lifetime (left) and branching fractions to various final
states (right) as a function of the chargino-neutralino mass difference. Figure
taken from [7].
Another possible source of massive stable particles comes from a model known
as split supersymmetry [11]. In this model, all scalars are very heavy (& 1 TeV/c2)
and only the gauginos are expected to have masses near the weak scale. The
gluino is the only colored particle at this low mass scale. The decays of the gluino
can proceed only through the t-channel exchange of a virtual squark. Since the
squarks are very heavy, this decay will be suppressed and the gluino can have
a long lifetime. However, since the gluino is a strongly interacting particle, it
will hadronize to form a particle known as an R-hadron. This R-hadron may be
charged or neutral. Furthermore, as the R-hadron travels through the detector,
it can exchange charge with the nuclei of the detector material. This can result
in tracks that are alternately positively charged, negatively charged, or neutral.
A very simlar situation can occur in supersymmetric models that predict a stable
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lightest stop quark. Although stable stops or gluinos are strongly produced and
hence have a large production cross section at the Tevatron, it is very difficult to
model the hadronization of the R-hadrons and charge exchange effects in the de-
tector. Therefore, this analysis does not make any attempt to set limits for stable
stops or gluinos, although these could appear as slowly moving particles within
the detector. However, no attempt has been made to calculate the efficiency for
R-hadrons to be detected.
Another possible model that predicts a long-lived particle is Supersymmetry
with the axino as the LSP [12]. The axino is the superpartner of the axion. The
axion is a new particle that is predicted in certain solutions to the strong CP
problem. If the axino is the LSP, then decays of the NLSP can proceed only
through triangle diagrams, or three-body decays, resulting in a long lifetime for
the NLSP. This analysis does not search for stable particles resulting from an
axino LSP. However, the signal for such a scenario would be very similar to the
models explored in this analysis.
B. Charged Massive Stable Particle Detector
Signature
A colorless, electrically charged particle will lose energy in the detector primarily
through ionization. Since this ionization energy loss is small compared to the
kinetic energy of a CMSP, the particle will traverse the entire detector. Hence,
it will register in the outermost layers of the detector (the muon system) and its
signature in the detector will be similar to a muon.
However, there will be several important differences between the detector
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signature of a muon compared to a CMSP. At the energy of the Tevatron (
√
s =
1.96 TeV), beam-produced muons (with a mass of 0.106 GeV/c2) will be highly
relativistic and will be traveling very near the speed of light. Muons that traverse
the entire detector at DØ must have a momentum larger than approximately 3
GeV/c, ensuring that these particles will be relativistic. However, CMSPs (with
an expected mass of at least 100 GeV/c2) will not be relativistic and a substantial
fraction of particles will be moving at speeds slower than the speed of light. Figure
2.2 shows the generator-level speed distributions for muons from Z boson decays,
100 GeV/c2 staus, and 300 GeV/c2 staus.
Speed (units of c)





















Figure 2.2: Speed distributions for muons from Z boson decays (solid black line),
100 GeV/c2 staus (dashed red line), and 300 GeV/c2 staus (dotted green line).
Speeds are from generator level monte carlo simulation and no detector resolution
effects are included.
Another distinct signature of CMSPs in the detector is the energy loss of the
particle as it traverses the detector. Figure 2.3 shows the rate of energy loss
18
(dE/dx) for muons traveling through copper for a wide range of muon momenta.
For muons whose energy loss is primarily through ionization (that is, muons which
are nearly minimum-ionizing particles), the energy loss can be calculated by the
Bethe-Bloch equation [13]. This equations predicts that the ionization energy
loss of a particle is proportional to approximately 1/β2, where β is the speed in
units of the speed of light. So, if a CMSP has a speed of β = 0.7 it is expected to
have an energy loss approximately twice as large as a minimum ionizing particle.
Figure 2.3: The energy loss of muons in material as a function of momentum.
Figure taken from [13].
However, a non-negligible fraction of muons at DØ have momenta large enough
that radiative energy loss effects become non-negligible. This can be seen in the
gradual increase in energy loss for muons with momenta larger than the minimum
ionizing point. So, the separation in energy loss between muons and CMSPs is
not as good as one would expect if all the muons were minimum ionizing parti-
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cles. Energy loss has not been used in this analysis, since it is possible to set a
meaningful limit using only speed information, without introducing the additional
systematics of energy loss.
C. Previous CMSP Searches
Many searches for CMSPs have been performed, both at colliders and elsewhere.
One way to search for CMSPs is to look for superheavy atomic isotopes. If
CMSPs are present at a small level in the universe, or if they are produced in
cosmic ray events, then it is possible that they can attach to a normal molecule
to form a superheavy state. Searches for superheavy water molecules have been
performed on sea water. Searches for superheavy isotopes have been performed
on other materials. These experiments have all set limits on the flux of CMSPs
as a function of the CMSP mass [14]. However, these experiments assume that
the CMSP has a very long lifetime since it must be produced, bind to another
molecule, and then be collected and detected by an experiment. The limits
imposed by these experiments do not constrain CMSPs that have a lifetime long
enough to excape the detector (& 10−6 s), but decay quickly thereafter.
A search for stable long-lived particles was carried out during Run I of the
CDF detector at the Fermilab Tevatron [15]. This analysis was primarily a search
for strongly interacting massive stable particles, but limits were also set for a
stable slepton scenario. 95% confidence level cross section limits were set that
varied from 1.3 pb (for a slepton mass of 80 GeV/c2) to 0.75 pb (for a slepton
mass of 120 GeV/c2).
Searches for stable sleptons have also been performed at LEP. These searches
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have resulted in 95% confidence level slepton mass limits that vary from 77 GeV/c2
to 102 GeV/c2, depending on the experiment [16]. A preliminary combination
of the results from all four experiments has been performed by the LEP SUSY
working group [17]. This combination has ruled out (at the 95% confidence level)
right-handed sleptons with masses between 45 and 99.4 GeV/c2 and left-handed
sleptons with masses between 45 and 99.6 GeV/c2. Figure 2.4 shows the excluded
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Figure 2.4: Combined LEP excluded region in the cross section versus mass plane
for stable sleptons. Figure is from Ref. [17].
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Searches for stable charginos have also been performed at LEP. These searches
have placed 95% confidence level mass limits on stable chargino that vary from
87.5 GeV/c2 to 102.0 GeV/c2, depending on the experiment [18]. A preliminary
combination of all LEP stable chargino results by the LEP SUSY working group
has excluded stable charginos in the mass range of 45 GeV/c2 to 102.5 GeV/c2,
at the 95% confidence level. Figure 2.5 shows the excluded region in the chargino











































Figure 2.5: Combined LEP excluded region in the cross section versus mass plane
for stable charginos. Figure is from Ref. [17].
CHAPTER 3
EXPERIMENTAL APPARATUS
A search for CMSPs has been carried out using the DØ detector at the Fermilab
Tevatron collider. The Tevatron is currently the world’s highest energy particle
accelerator, colliding protons on antiprotons at a center of momentum energy
√
s = 1.96 TeV. The DØ detector is one of two multi-purpose collider detectors
located at Fermilab. Since Fermilab is the source of the world’s highest energy
collisions, it is a natural location to search for physics beyond the standard model.
A. The Fermilab Accelerator Complex
Fermilab is a hadron collider, colliding a beam of protons with a beam of antipro-
tons. Both beams have an energy of 980 GeV, resulting in a 1.96 TeV collision
energy in the center of momentum frame. This is and will be the highest en-
ergy collider in the world until the Large Hadron Collider becomes operational
at CERN.
Fermilab uses a series of several accelerators to bring the beams up to their
final energies. The sequence of accelerators is shown schematically in Figure 3.1.
The protons begin at the Cockcroft-Walton accelerator. This is a DC accelerator
that forms negative ions from hydrogen gas and accelerates the resulting ions to
an energy of 750 keV.
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Figure 3.1: A schematic diagram of the sequence of accelerators at Fermilab.
Image is courtesy of Fermi National Accelerator Laboratory.
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The 750 keV protons are then injected into a linear accelerator. This accelera-
tor is approximately 500 feet in length and uses a series of radio-frequency cavities
to accelerate the negative hydrogen ion beam to an energy of 400 MeV. The elec-
trons are removed from the hydrogen ions at the end of the linear accelerator
using carbon foil.
After the linear accelerator, the 400 MeV protons enter the booster. This
is a synchrotron accelerator that raises the energy to 8 GeV. After the booster,
the protons enter the Main Injector. The Main Injector is a synchrotron with a
circumference of two miles. It accelerates the proton beam to an energy of 150
GeV for injection into the next stage of acceleration. Furthermore, some of the
protons in the Main Injector are used to create antiprotons.
To create antiprotons, 120 GeV protons from the Main Injector are extracted
and are collided with a nickel target. A great number of secondary particles
are created in this collision, including some antiprotons. The antiprotons are
collected using a lithium lens and magnets that capture antiprotons with an
energy of 8 GeV. The 8 GeV antiprotons are then transferred to the accumula-
tor/debuncher. This device cools the captured antiprotons and arranges them
into bunches with the same time structure as the proton beam in the main in-
jector. After a large number of antiprotons have been collected, a process that
ususally takes tens of hours, the antiprotons are injected into the Main Injector
and accelerated to 150 GeV.1
1The Fermilab accelerator division is currently also using the Recycler, a permanent magnet
storage ring installed in the Main Injector tunnel, to store antiprotons. After storing a number
of antiprotons in the accumulator/debuncher, they are transferred to the recycler. Additional
antiprotons are then created and stored in the accumulator/debuncher. This allows larger
numbers of antiprotons to be created and stored since the rate of storing antiprotons is inversely
proportional to the number of antiprotons already present in the accumulator/debuncher.
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The final stage of the accelerator complex for protons and antiprotons is the
Tevatron. The Tevatron is a synchrotron with a four-mile circumference that uses
superconducting magnets and radio-frequency cavities to accelerate the proton
and antiproton beams to an energy of 980 GeV. The proton and antiproton beams
travel in the same beam pipe and can be made to collide at six points in the ring.
Experiments (CDF and DØ) are located at two of these interaction regions. The
Tevatron utilizes 36 bunches of protons and 36 bunches of antiprotons. The time
spacing between bunches is 396 ns.
B. The DØ Detector
The DØ detector is one of two general purpose collider detectors located at the
Fermilab Tevatron. DØ employs a cylindrical coordinate system where the z-axis
is located along the beam direction, with the positive direction along the proton
direction. The angle φ is the azimuthal angle around the z-axis, measured from
the horizontal direction pointing out of the Tevatron ring. The polar angle, θ, is
measured from the positive z-axis.
In practice, it is much more useful to use the pseudorapidity (η) than the
polar angle. The pseudorapidity is defined as in equation 3.1.







The pseudorapidity is identical to rapidity2 in the limit that the particle is mass-
less.




, where E is the energy of the particle and pL
is the component of the momentum along the direction of the beam.
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Furthermore, since protons (and antiprotons) are composite objects, it is im-
possible to know the exact momentum of the constituent quarks in the direction
along the beam. Furthermore, some remnants of the proton (or antiproton) will
escape down the beam pipe and be undetected. Therefore, it is useful to use the
components of the quantities of interest that are transverse to the beam direction.
For example, the transverse momentum (pT ) is defined as in equation 3.2, where
p is the three-momentum.
pT = p sin θ (3.2)
The DØ detector consists of a number of subdetectors arranged in several
layers. A picture of the detector, showing the various subsystems, can be seen in
Figure 3.2. The DØ detector underwent a succesful experimental run, refered
to as Run I, from 1992 to 1995. The Run I detector is described in detail in
Ref. [19]. One of the many successes of the Run I physics program was the















Figure 3.2: The DØ Detector
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After the end of Run I, the DØ detector underwent a substantial upgrade to
prepare for an increase in luminosity and a decreased bunch spacing (from 3.56
µs to 396 ns). The DØ Run II detector includes improvements to the central
tracking system, the muon system, and the readout and trigger electronics. The
upgraded DØ detector is described in detail in Ref. [21].
The DØ detector central tracking system is composed of a silicon vertex de-
tector and a scintillating fiber tracker. The central tracking systems are inside
a 2 T solenoidal magnet which allows for a determination of momenta prior to
entering the calorimeter. The calorimeter is a liquid argon-uranium sampling
calorimeter with excellent segmentation. The muon system consists of three lay-
ers of scintillation counters and drift tubes. The first layer is inside a 1.8 T iron
toroid, while the next two layers are outside the iron toroid.
The central tracking system consists of both a silicon vertex detector and a
central fiber tracker, as shown in Figure 3.3. Both of these systems are inside a
solenoid with a field of 2 T. The combination of these two systems allows for the
precise location of the exact interaction point of a collision as well as the tracks of
all particles emanating from the collision point. When combined with a magnetic
field, the system becomes a magnetic spectrometer, allowing the measurement of
the momentum of charged particles in the region of the detector closest to the
beam pipe.
The silicon vertex detector, pictured in Figure 3.4, is a combination of two
different types of detectors. Barrel detectors are used to measure the r-φ coor-
dinate while disk detectors measure both the r-z and r-φ coordinate. The barrel
detectors are located near the center of the detector, while the disks (F-disks














Figure 3.3: The DØ Central Tracking System
beamline. The silicon vertex detector is constructed of interleaved layers of sili-
con to provide coverage out to a pseudorapidity of three. The 50 µm pitch of the
silicon strips provide a spatial resolution of 10 µm.
1.2 m
Figure 3.4: The DØ Silicon Detector
The scintillating fiber tracker is located just outside the silicon detector. It
consists of about 74,000 scintillating fibers mounted on eight concentric cylinders
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at radii of 19.5, 23.4, 28.1, 32.8, 37.5, 42.1, 48.8, and 51.5 cm. Furthermore, every
other layer contains two additional layers of fibers mounted at a stereo angle to
compensate for the gaps in between the fibers on layers containing only one layer.
The CFT provides charged particle tracking out to a pseudorapidity of 1.7. The
presence of the solenoid also allows for a measurement of the momentum of the
charged particle prior to the calorimeter. Charged particle tracks from the central
tracking system are also used to locate muons in the outer layers of the detector.
The resolution of the central fiber tracker has been measured to be about 100
µm with a detection efficiency of greater than 99%.
The DØ calorimeter is a liquid argon-uranium sampling calorimeter. Due
to its excellent performance during Run I, the calorimeter was not changed for
Run II. However, the front-end electronics were upgraded to handle the shorter
bunch crossing times. The calorimeter is pictured in Figure 3.5. The calorimeter
is divided into three main sections. The central calorimeter provides coverage
to roughly a pseudorapidity of one. There is also an end calorimeter on each
side of the central calorimeter. The end calorimeters provide coverage to about
|η| < 4. Within each section of the calorimeter there are several distinct layers.
The layer closest to the beamline is the electromagnetic calorimeter. After the
electromagnetic calorimeter, there is first a fine hadronic section, and finally a
coarse hadronic section at the outermost layer of the calorimeter.
The muon system is essential for detecting CMSPs. In particular, the scin-
tillation detectors provide a way to accurately measure the time-of-flight of a
CMSP from the interaction point to the point of detection. Since the location
of all detectors is known, it then becomes straightforward to calculate the speed
of the CMSP. Muons that appear in the muon system are highly relativistic and
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Figure 3.5: The DØ Calorimeter
have a speed very close to the speed of light. In contrast, massive particles will
have a speed much less than the speed of light. Therefore, an accurate measure
of time-of-flight will provide good rejection of background muons.
The Run II muon system is described in detail in Ref. [22]. The muon system
is divided into two main areas. The central muon system provides coverage for
|η| < 1 [23]. The forward muon system provides coverage for approximately
1 < |η| < 2 [24]. Both the central and the forward muon system provide three
layers of detectors, referred to as A, B, and C layers. The detectors in each layer
consist of both drift tubes and scintillators. The innermost layer, the A-layer, is
inside an iron toroid with a magnetic field of approximately 1.8 T, while the two
outermost layers, the B- and C-layers, are outside the toroid.
In the central muon system, the layer of scintillators inside the toroid is known
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as the A-φ layer. These counters have a φ segmentation of approximately 4.5
degrees. The outer layers of scintillators are much larger, with an average size of
50 cm by 150 cm. The central system also uses proportional drift tubes to track
particles.
The forward system uses three layers of pixel scintillators combined with three
layers of mini-drift tubes. The pixel counters have a φ segmentation of 4.5 degrees
and an η segmentation of 0.1. Each layer of the forward muon system consists
of eight octants. This gives a total of 4608 pixel counters. Tracking in the
forward system is accomplished with mini-drift tubes. The mini-drift tubes are
constructed with eight cells with a cross-section of 1 cm by 1 cm. The layer
nearest the interaction point has four such decks, while the two outer layers of
mini-drift tubes contain three such decks.
The scintillators are the most important part of the muon system for the
discovery of CMSPs. An accurate time-of-flight measurement is crucial for the
identification of slow-moving particles that travel through the muon system. The
expected time resolution of the scintillators will allow slow-moving CMSPs to be
identified and relativistic background muons to be rejected, resulting in a very
clean channel for discovery.
The time between successive bunches of particles in the Tevatron is 396 ns.
This results in a collision rate of approximately 2.5 MHz. This event rate is
much larger than the rate at which data can be recorded. Furthermore, only
a small fraction of these events will contain an inelastic collision, which is the
primary physics interest of the experiment. It is the role of the trigger system to
reduce the event rate to a manageable level while ensuring that events with an
interesting physics signature are retained.
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The DØ experiment uses a three-tier trigger system. The three trigger tiers
are referred to as Level 1, Level 2, and Level 3 (L1, L2, and L3). The L1 system
is a hardware-based system. Each detector subsystem uses electronics to analyze
the detector signals and decide if there are any physics objects in the event.
For example, in the muon system there are several L1 trigger conditions that
have been implemented. One commonly used L1 muon trigger condition requires
scintillator hits in two separate layers and proportional tube wire hits in at least
one layer. All these hits are required to be in the same octant of the detector.
L1 trigger decisions are based on the information from a single subdetector
only.3 After an L1 accept has been issued, the detector information is passed
on to the L2 trigger system. The L1 trigger system reduces the event rate to
approximately 2 kHz.
The L2 system can combine information from multiple subdetectors to form
more complicated trigger decisions. The L2 system utilizes single-board comput-
ers and can perform simple algorithms on the detector data to make a trigger
decision. If an L2 accept is issued, the event data is forwarded to the L3 system.
The L2 system reduces the event rate to approximately 1 kHz.
The L3 system consists of a farm of computers that utilize the complete
information from all subdetectors to form a trigger decision. The L3 farm runs
a simplified version of the complete reconstruction software to reconstruct all
physics objects (such as muons, electrons, and jets). Only after the event has
been accepted by L3 is the event written to permanent storage. The rate of
events passed by L3 is approximately 50 Hz.
3There are exceptions to this statement. The L1 muon system communicates with the L1
Central Track Trigger system. This provides a measurement of the momentum of the muon
which can be implemented in a trigger condition.
CHAPTER 4
MUON RECONSTRUCTION
The reconstruction of muons in the DØ detector is performed in several stages.
First, the individual hits in the various detectors are reconstructed from the
electronics signals. The hits in a specific layer (A and B/C) are then combined
to form a muon segment. The muon segments inside and outside the toroidal
magnet are then combined to form muon tracks. Finally, an attempt is made to
match tracks in the muon system to tracks reconstructed in the central tracking
system.
A. Muon Hits
When a phototube in a muon scintillator fires (presumably from the passage
of a muon or other charged particle), the time that the signal was received is
attached to the hit. However, the muon system has been designed so that a
beam-produced, speed-of-light muon should arrive at a time of zero. This is
accomplished by subtracting a “T0” at the front-end. These T0’s are determined
from data and are periodically updated [25]. A reconstructed muon scintillator
hit contains the location of the scintillation counter and the time the hit was
recorded (minus the T0). The timing information in the scintillators allows for
the rejection of cosmic-ray muons, as the timing for an in-going muon will be
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different than that for an out-going muon.
Tracking in the muon system is accomplished with drift tubes. In the central
muon system, the anode wires for two adjacent cells in the proportional drift
tubes (PDTs) are attached. A 20 ns delay is implemented between the two wires.
The signal from the anode wire is then read out on both wires, resulting in two
times. These two times can then be used to calculate both the time for the signal
to propagate along the wire (the axial time) and the time for the ions to drift to
the anode wire (the drift time). Since the drift speed in the chamber gas and the
speed of the signal along the wire are known, the position of the hit along the wire
and the distance of the charged particle from the wire can both be calculated.
The mini-drift tubes (MDTs) in the forward muon system are only read out
on one end of the wire. Hence, there is no information about the position of the
hit along the anode wire. The MDT hits are combined with a scintillator hit in
the same layer and octant to get a rough measure of the position of the hit along
the wire.
B. Muon Segments
A linked-list algorithm is used to reconstruct muon segments [26]. Segments are
straight-line tracks that are reconstructed using either only A-layer wire hits or
only B/C-layer wire hits. Since there is no magnetic field in between the B- and
C-layers of the muon system, the muon track should form a straight line in the B-
and C-layers and hence all hits in both layers are used to create a single segment.
The first step of this algorithm is to take all possible combinations of pairs of
wire hits and construct a segment for each pair of hits that are near each other.
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An attempt is then made to combine some of these two-hit segments in order
to create a segment with more hits. A χ2 is calculated for each reconstructed
segment as a measure of the goodness of the fit. Each of the reconstructed muon
segments has an associated 3-dimensional position in the detector and a set of
angles that determine its direction.
C. Muon Tracks
Muon tracks use the reconstructed muon segments to form the track of a muon
through all layers of the muon system. The algorithm first takes pairs of segments,
one A-layer segment and one B/C-layer segment. The two segments are required
to be consistent in both position and direction by comparing the positions of the
extrapolated segments at the midpoint between the two segments.
The toroid magnet is located between the A-layer and the B/C-layers. By
measuring the bend of track between the A- and B/C-layers, the momentum of
the muon can be calculated. However, the momentum resolution of the muon sys-
tem is much poorer than the momentum resolution of the central tracking system
[27]. The momentum resolution (∆p/p) for the central tracking system is approx-
imately 11% for a muon with a momentum of 50 GeV/c [28]. The momentum
resolution for a 50 GeV/c muon using only the muon system is approximately
60% [28]. Hence, the momentum measured in the muon system is only used when
the the muon track has not been matched to a reconstructed track in the central
tracking system.
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D. Central Track Matching
Since the momentum resolution of the central tracker is much better than the
momentum resolution of the muon system, an attempt is made to match muon
tracks to tracks reconstructed in the central tracking system. This matching is
performed for both “complete” muon tracks (containing both an A-layer and a
B/C-layer segment), and for A-layer and B/C-layer segments that do not have
a matching segment in the other layer. This improves the muon reconstruction
efficiency, particularly for low momentum muons that do not penetrate the toroid.
The first step of this matching is to extrapolate the muon track back to
the central tracking system and predict in what region a matching central track
should be found. A χ2 variable is constructed for each of the central tracks in the
selected region based on the difference on spatial position of the A-layer muon
segment and the central track extrapolated to the A-layer. The matching central
track is selected as the central track giving the lowest χ2.
E. Time-of-Flight Corrections
The time resolution of the central muon scintillation counters can be improved
by performing a time-of-flight correction. There are two parts to this correction.
One involves correcting for the actual path length traveled to the scintillator and
the second is a correction for the time it takes the light to propagate within
the scintillator. The size of these corrections is determined from data. These
corrections were applied to the segment times starting in software release p14.
They result in a modest improvement in time resolution [29].
Each scintillator channel in the detector has a constant (the “T0”) subtracted
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in the hardware from the actual value read out. The purpose of the T0 is to
move the peak of the muon timing distribution to zero. That is, all real, beam-
produced muons should register (within the detector resolution) with a time of
zero. However, as shown in Figure 4.1, this T0 is for “ideal” muons that arrive at
the center of the counter.1 In general, a muon will not arrive at the center of the
counter. This has two effects. First, the path length of the muon from the vertex
to the scintillator will be different than in the ideal case. Since all muons are
traveling at the speed of light, this will cause non-ideal muons to have slightly
different times than ideal muons. Furthermore, it takes some amount of time
for the light to propagate from where the particle struck the scintillator until it
reaches the phototube. This should be proportional to the deviation noted in
Figure 4.1. Two corrections are made, one for each of these effects, in an attempt
to improve the timing resolution of the muon scintillation counters.
Raw data from several different runs was processed using a custom version
of the muo_examine program. Only “tight” muons are used in the calculations.2
The relevant information for tight muons is written into an ntuple, which is then
analyzed to find the corrections.
Corrections are only performed for the central muon system. Due to the small
size of the pixel scintillation counters in the forward muon system, any correction
would have a negligible effect on the time resolution. The central scintillation
counters are much bigger (particularly the B- and C-layer counters). Hence, the
1Actually, this is not quite correct. Since the T0s are calculated by looking at data from
real muon events, it will be the average position of the muons striking the counter. Since the
muon system has a box geometry, this will not generally correspond to the actual center of the
counter. This is further complicated by the actual location of the phototube in the detector.
2Tight muons are required to have more than 1 A-layer wire hits, 1 or more A-layer scin-
tillator hits, greater than 2 B/C-layer wire hits, 1 or more B/C-layer scintillator hits, and a
converged local fit (χ2 > 0).
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Figure 4.1: Idealized view of a muon scintillator. Ideal muons (red) hit the
scintillator (black) in the center. Real muons (blue) do not hit in the center of
the scintillator. This means that the total distance traveled from the vertex to
the scintillator is different for real muons and ideal muons. There is also some
time delay for the light to propagate in the scintillator itself (deviation in green).
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corrections should have a noticeable effect on the time resolution of the central
muon counters.
The information from the muon system is first processed by the reconstruc-
tion software to form hits. The scintillator hits are then used in conjunction with
the hits from the muon tracking chambers (PDTs in the central muon system
and MDTs in the forward muon system) to form segments. Segments are recon-
structed separately in the A-layer and together in the B- and C-layers. Segments
are then combined to form muon tracks, and finally reconstructed muons. It was
decided that the actual time registered for the hit will be left unchanged. The
time-of-flight corrections are applied to the times returned by the A-layer seg-
ments and the B/C-layer segments. The actual corrections are performed in the
LocalSegment class of the muo_segmentlinkedlist package. In the p14 release,
the corrections are performed in the LocalSegment::getSegment() method,
while in the p17 release it has been moved to LocalSegment::TOFCorrectedTime().
The first correction applied is to correct for the difference in time for a speed-
of-light muon based on the difference in path length between an ideal muon
and the actual muon. This correction is performed by first calculating the ideal
distance measured from the center of the detector.3 The real hit position in the
scintillator is then calculated by extrapolating the muon segment parameters to
the plane of the scintillator. The real distance is taken to be the distance from the
center of the detetctor to the real hit position. The difference between the ideal
distance and the real distance is then divided by the speed of light to determine
the path length correction to the segment time.
3Note that this is not measured from the vertex of the event. The distance is calculated
from the center of the detector ( (0,0,0) in cartesian coordinates).
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The next correction is proportional to the deviation between the actual hit
position in the scintillator and the center of the counter. Only the deviation along
the long axis of the scintillator was used in the correction. The corresponds to the
z-direction (along the beam axis) for the A-layer, B-layer, and bottom C-layer
counters, but the φ direction for the remaining C-layer counters. In each case,
plots were made of the time versus the deviation. A linear fit was performed
to find the correction factors. The details for A-, B-, and C-layer counters are
described below.
The long axis of the central A-layer counters (or A/φ counters) is in the z-
direction (along the beam axis). Figure 4.2 shows such a plot. The “V” shape
of this plot is expected. Muons hitting the center of the counter will register
the smallest time, while muons hitting off-center in either direction will register
larger times due to the additional time required for the light to propagate to the
phototube.
A linear fit is performed separately for negative deviations and for positive
deviations. The slope of these two fits was found to be nearly identical. The
fit was performed for counters read out by a particular Scintillator Front-End
card (SFE), and then the slopes were averaged over all SFE’s [30]. The slope
used to find the p14 correction is 0.085 ns/cm. This was an initial estimate. A
closer analysis of the data revealed that a slope of 0.044 ns/cm was optimal. This
improved correction is used in p17.
The long axis of the side B-layer scintillators (octant 4 and 7) are also in the z-
direction. Figure 4.3 shows a plot of time versus z-deviation for counters read out
by SFE 0x18. A linear fit was performed and the final correction was calculated
by averaging over the slopes calculated from the two side B-layer SFE’s (0x18
42
Z-Deviation (cm)

















Prob       1
p0        0.973± -1.211 
p1        0.05738± -0.05408 
Time vs. Z-deviation for distance bins
Figure 4.2: A plot of time versus deviation from the center of the counter in the
z-direction for A-layer scintillators. Plot shows muons in SFE 0x00.
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and 0x1E). The slope used to compute the correction in p14 is 0.045 ns/cm. This
correction is unchanged for p17.
Z-deviation (cm)
















Prob   0.9432
p0          2.1± -1.401 
p1        0.05151± -0.03902 
Time vs. Z-deviation for distance bins
Figure 4.3: A plot of time versus deviation from the center of the counter in the
z-direction for B-layer scintillators. Plot shows muons in SFE 0x18.
The bottom B-layer scintillators (octants 5 and 6) also have their long axis in
the z-direction. However, the counters are different than those used in the side
B-layer, and so the corrections are calculated separately. Figure 4.4 shows the
time versus z-deviation for counters in SFE 0x1D. The slopes from all bottom
B-layer SFEs were averaged to calculate the correction factor. Both p14 and p17
use a correction of 0.05 ns/cm.
The long axis of the side and top C-layer scintillator counters (octants 0-4, 7)
is in the φ direction. Figure 4.5 shows a plot of time versus φ deviation for SFE
0x2E. Plots and fits were made separately for each suboctant and then averaged
to find the final correction. Both p14 and p17 use a slope of 0.045 ns/cm to
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Prob   0.812
p0        3.717± -2.154 
p1        0.07508± -0.0245 
Time vs. Z-deviation for distance bins
Figure 4.4: A plot of time versus deviation from the center of the counter in the





















Prob   0.9894
p0        2.719± -0.0922 
p1        0.05713± -0.01004 
Time vs. Phi-deviation for distance bins- non mod 4 channels
Figure 4.5: A plot of time versus deviation from the center of the counter in the
φ-direction for C-layer scintillators. Plot shows muons in SFE 0x2E.
The long axis of the bottom C-layer scintillators (octants 5 and 6) are in the
z-direction. Figure 4.6 shows a plot of time versus z-deviation for counters in
SFE 0x2A. After averaging over all SFEs the final slope used to compute the
correction is 0.05 ns/cm in both p14 and p17.
After applying both the corrections for the path length difference and for the
light propagation time in the counter, the mean of the timing distributions was
shifted away from zero. A final offset correction was subtracted to shift the mean






















Prob   0.9896
p0        2.419± -3.254 
p1        0.07488± -0.07475 
Time vs. Z-deviation for distance bins
Figure 4.6: A plot of time versus deviation from the center of the counter in the
z-direction for C-layer scintillators. Plot shows muons in SFE 0x2A.
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Table 4.1: Summary of Time-of-Flight Correction Factors
Counter type p14 z/phi deviation slope (ns/cm) p17 z/phi deviation slope (ns/cm) p14 offset (ns) p17 offset (ns)
A-layer 0.085 0.044 2.0 1.0
Side B-layer 0.045 0.045 1.0 1.0
Bottom B-layer 0.050 0.050 2.0 2.0
Side/top C-layer 0.045 0.045 2.5 2.5
Bottom C-layer 0.050 0.050 2.0 2.0
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Once the corrections were applied, the effect on the scintillator timing reso-
lution was studied. Table 4.2 summarizes the resolution of each scintillator type,
as calculated from a Gaussian fit to the timing distribution. Figures 4.7, 4.8, 4.9,
4.10, and 4.11 show the timing distributions both before and after the corrections
are applied.
Table 4.2: Summary of scintillator timing resolutions before and after corrections.
Counter type Raw (Uncorrected) resolution (ns) Corrected Resolution (ns)
A-layer 2.1 2.0
Side B-layer 2.8 3.0
Bottom B-layer 3.7 3.1
Side/top C-layer 4.5 3.8
Bottom C-layer 3.5 2.5
The corrections are effective in improving the resolution of the bottom B-layer
and all C-layer counters. This is likely due to the fact that these counters are the
largest. Hence, the path length differences and light propagation times for these
counters are large. The resolution of A-layer and side B-layer counters does not
noticeably improve with these corrections, likely due to the smaller size of these
counters. It is unlikely that the scintillator timing resolution can be improved to
much better than 2 ns. The size of the timing readout bins are approximately 1
ns. The optimal resolution is therefore less than 1 ns. However, it is not possible
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Figure 4.7: Timing distributions (in ns) for raw (uncorrected) and corrected
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Raw Side B-layer Times,
corr_hists
Entries  12064
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Mean      0.02901± -0.9135 
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Corrected Side B-layer Times,
Figure 4.8: Timing distributions (in ns) for raw (uncorrected) and corrected





Mean   0.5128
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Raw Bottom B-layer Times,
corr_histb
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Corrected Bottom B-layer Times,
Figure 4.9: Timing distributions (in ns) for raw (uncorrected) and corrected
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Raw Side/Top C-layer Times
seg_hists
Entries  196343
Mean    0.693
RMS     5.073
Underflow       0
Overflow   1.694e+04
Prob       0
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BC-layer Side/Top Segment Times
Figure 4.10: Timing distributions (in ns) for raw (uncorrected) and corrected





Mean   0.6226
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Overflow   3.241e+04
Prob       0
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Mean      0.05255± -0.1423 
Sigma     0.04309±  3.53 








Raw Bottom C-layer Times
seg_histb
Entries  19141
Mean    1.129
RMS     5.111
Underflow       0
Overflow   1.625e+04
Prob       0
Constant  10.78± 423.1 
Mean      0.0502± 0.3823 
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BC-layer Bottom Segment Times
Figure 4.11: Timing distributions (in ns) for raw (uncorrected) and corrected




The DØ detector is used to search for charged massive stable particles. These
particles have a lifetime long enough to escape the detector before decaying.
Since the CMSP will penetrate all layers of the detector, it will appear similar
to a muon. However, the massive CMSP will be moving much slower than a
beam-produced muon. The timing information from the muon scintillation coun-
ters is used to measure the speed and separate candidate CMSPs from muons.
This chapter describes a search for stable staus in a GMSB model. These are
preliminary results that have not yet been published, but have received approval
to be shown outside the DØ collaboration [31].
The GMSB model used in this analysis is a model with a stau NLSP. It is
referred to as “Model Line D” from the Snowmass 2001 Direct Investigations of
Supersymmetry Subgroup [32]. The parameters of this model are shown in Ta-
ble 5.1. If the stau decays to the gravitino/goldstino are sufficiently suppressed
(through a large value of the Cgrav parameter), then the stau lives long enough
to escape the detector. If the stau NLSP is stable, then all heavier SUSY par-
ticles will first decay to a stau before decaying to the gravitino/goldstino LSP.
However, the signature of these cascade decays in the detector is quite model-
dependent and can be difficult to simulate accurately. In this analysis, only the
pair-production of the lightest staus is considered. This means that each signal
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event will contain exactly two stable staus. However, this analysis will also have
some sensitivity to events containing CMSPs produced in cascade decays. The
background estimates are unchanged for such topologies but the (highly model-
dependent) signal acceptance will be different than that quoted for this analysis.
Table 5.1: GMSB Model Parameters
Parameter Description Value
Λm Scale of SUSY breaking 19 to 100 TeV
Mm Messenger mass scale 2Λm
N5 Number of messenger fields 3
tanβ Ratio of Higgs VEVs 15
sgn µ Sign of Higgsino mass term +1
Cgrav Factor multiplying effective mass of gravitino 1
A. Signal Sample
Pythia 6.202 and DØReco version p14.08.00 were used to generate pair produced
stable staus [33]. Samples were generated by varying the GMSB Λ parameter
from 19 TeV to 100 TeV. One-hundred-thousand events were generated for stau
mass points of 60, 100, 150, 200, 250, and 300 GeV/c2.
The full GEANT-based DØ detector simulation does not contain any mas-
sive stable particles. So, in order to simulate the detector response the Pythia-
generated samples were processed with a Parameterized Monte-Carlo Simulation
(PMCS) of the detector. This PMCS simulation performs muon momentum and
position smearing and includes trigger and muon identification efficiencies. The
efficiencies used were identical to the efficiencies computed for the Z → µµ cross-
section analysis [34].
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The PMCS simulation of the detector does not simulate the timing in the
muon scintillators. A modified version of PMCS was created that correctly sim-
ulated the timing response of the muon scintillators in response to both speed-
of-light and slow-moving particles.
The speed of the Monte-Carlo particle and the distance traveled to reach a
particular scintillator detector is known, so time taken to reach the scintillation
counter can be calculated. However, the timing in the DØ muon system is de-
signed so that a speed-of-light particle will be read out with a time of zero. This
is accomplished by subtracting a value (known as the T0) at the front-end. In
order to accurately model the read-out times for the scintillators, it is necessary
to subtract this T0. Since varying cable lengths preclude the use of the actual
T0’s used by the front-ends, the T0 for each scintillator is estimated as the time
for a speed-of-light particle to reach the center of the counter. Figure 5.1 shows
the time of muons in data compared to the simulated time for staus with mass
100 GeV/c2 and 300 GeV/c2. The scintillator times in the detector are read out
in units of approximately 1 ns.
The timing resolution of the muon scintillators was determined from a sample
that contained all muons identified as tight (according to the muon ID require-
ments) in the entire data sample [28]. This sample consisted of over 43 million
muons. Since there are several different types of scintillation counters used at DØ,
the times for these muons were histogrammed separately for the three forward
pixel planes (A, B, and C), central A-layer, central side B-layer, central bottom
B-layer, central side/top C-layer, and central bottom C-layer. The resolution and
offset (since the timing distributions may not be centered exactly at zero) was
taken from a gaussian fit to these histograms. The computed resolutions and
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Figure 5.1: A-layer scintillator times for muons from data (black) compared to
the simulated time for staus of mass 100 GeV/c2 (red) and 300 GeV/c2 (green).
No cuts have been applied to the stau sample. Histograms are normalized to
approximately the same number of events.
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offsets are shown in Table 5.2.
Table 5.2: Measured Scintillation Counter Resolutions and Offsets
Scintillation Counter Resolution (ns) Offset (ns)
Forward A-layer 2.19 -0.04
Forward B-layer 2.28 -0.06
Forward C-layer 2.38 0.02
Central A-layer 2.30 -0.06
Central side B-layer 2.37 -0.41
Central bottom B-layer 3.41 -0.22
Central side/top C-layer 3.41 -0.11
Central bottom C-layer 3.32 0.23
As a check of the scintillator timing simulated in PMCS, a sample of muons
from Z-boson decays in data was compared to a sample of muons from Z-boson
decays simulated with Pythia and PMCS. There is good agreement in the timing
distributions for the two samples. Figure 5.2 shows the timing distribution for
muons in data and PMCS for the forward muon scintillation counters.
Since the coverage of the muon scintillators is not 100% and the efficiency
of the scintillation counters is not perfect, it was necessary to implement an
efficiency map. A total of eighteen such maps were generated: three each for
the three planes of the north and south pixel planes and four (top, bottom, east,
and west) for each of the three layers of the central system. These maps were
calculated from a sample consisting of all tight (according to muon ID definitions)
muons with central track matches in the entire data sample. Each scintillator
plane was divided into 10 cm by 10 cm bins. The central track matched to the
muon was then extrapolated to the plane. It was then determined if that muon
had a scintillator hit in that plane. The efficiency of each bin was determined
as the number of muons with scintillator hits in that bin divided by the total
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 Run II Preliminary∅D
Figure 5.2: Timing in the forward muon scintillation counters for muons in data
(points) and muons simulated with PMCS (line). The top plot is for a forward
A-layer counters, the middle plot is for the forward B-layer counters, and the
bottom plot is for the forward C-layer counters. The histograms are normalized
to the same number of events.
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number of muons in that bin. Figure 5.3 shows the distribution of muons in data
with scintillator hits in the north C-layer scintillator plane. Figure 5.4 shows
the distribution of staus in PMCS that have scintillator hits in the north C-layer
scintillator plane.
x position (cm)

















 Run II Preliminary∅D
Figure 5.3: Distribution of muons in data with scintillator hits in the north C-
layer pixel plane.
Since the CMSPs may be moving at a speed substantially smaller than the
speed of light, another concern is whether or not the particles can cause a trigger.
This analysis uses triggers based on hits in the muon scintillation counters. There
is a trigger gate (which varies for different regions and layers) during which the
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 Run II Preliminary∅D
Figure 5.4: Distribution of staus in PMCS with scintillator hits in the north
C-layer pixel plane.
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signal from the scintillation counter must arrive. Table 5.3 shows the trigger gates
for the different areas of the muon system. The trigger gates are adjusted so that
beam-produced, speed-of-light muons will arrive in the center of the trigger gate.
If the CMSP is moving too slowly, it will arrive at the scintillation counter outside
of the trigger gate. Figure 5.5 shows the fraction of staus that will arrive inside
the trigger gate for the different layers of the muon system. Although the trigger
efficiency drops as the stau mass increases, muon triggers will be fairly efficient
for staus in the mass range studied in the analysis.
Table 5.3: Muon System Trigger Gates
Section Trigger Gate (ns)
Central A-layer 24
Central side B-layer 84
Central bottom B-layer 50
Central side C-layer 46
Central bottom C-layer 60
All forward layers 30
B. Data Sample
The data sample used for the analysis is the common sample groups 2MU pass2
skim [35]. This skim requires two loose muons to be present in the event. This
sample covers the data-taking period from April 2002 to August 2004, up to and
including version 13 of the trigger list. All data has been reconstructed with
version p14 reconstruction software.
To ensure a clean data sample, bad runs have been removed. Runs are re-
quired to have been rated as “REASONABLE” in the muon portion of the run
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 Run II Preliminary∅D
Figure 5.5: Fraction of all staus arriving within the trigger gate versus mass for
the three layers of muon scintillation counters.
quality database. Furthermore, since central tracks will be required during the
preselection phase, runs are required to not be marked as “BAD” in the SMT
and CFT portion of the run quality database. No requirements are made on the
calorimeter data quality. Additionally, runs in the range 172359 to 173101 and
174207 to 174217 were removed due to a problem with the dimuon trigger. Bad
and duplicate LBNs are also removed.
Dimuon triggers are required in this analysis. These triggers require two
scintillator triggers to be satisfied at L1. Both of these L1 scintillator triggers
must have scintillator hits in more than one layer. Changes in the trigger list
during the data taking period result in a few different L2 and L3 conditions
applied to this L1 dimuon requirement. The runrange_luminosity program
is used to calculate the luminosity for each of the trigger lists used during the
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data-taking period. Table 5.4 shows a summary of the different trigger lists, the
corresponding trigger, and the integrated luminosity after bad runs have been
removed. The total integrated luminosity on the data sample is 390± 25 pb−1.
Table 5.4: Integrated Luminosity by Trigger List
Trigger List Trigger Name Integrated Luminosity (pb−1)
v10 and prior 2MU A L2M0 58.47
v11 2MU A L2M0 TRK10 63.45
v12 2MU A L2M0 TRK5 220.03
v13 DMU1 TK5 48.29
total 390.24
The experimental clock of DØ (used to synchronize the experiment to the
accelerator’s time structure) has been shown to have a drift of a few nanoseconds
on a seasonal basis [36]. The mean of the muon timing distribution versus the
run number for forward A-layer scintillation counters is shown in Figure 5.6.
In order not to bias the speed calculation based on these scintillator times, the
mean of the timing distribution for each run is applied as a correction factor to
the data. This run-by-run correction factor results in a slight improvement in the
time resolution of the muon scintillators, as shown in Table 5.5. This factor also
corrects for runs early in Run II when T0s for some of the muon system had not
yet been properly calculated.
C. Preselection
In order to reduce the data sample to a manageable level, a series of preselection
cuts were applied. These cuts were chosen to select a sample of events of good
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 Run II Preliminary∅D
Figure 5.6: The mean of the muon timing distribution versus the run number for
forward A-layer muon scintillators. Ideally the mean should be at zero.
Table 5.5: Scintillator time resolutions before and after run-by-run corrections.
Scintillation Counter Resolution Resolution
before correction (ns) after correction (ns)
Forward A-layer 2.30 2.19
Forward B-layer 2.40 2.28
Forward C-layer 2.48 2.38
Central A-layer 2.55 2.30
Central side B-layer 2.78 2.37
Central bottom B-layer 3.44 3.41
Central side/top C-layer 3.52 3.41
Central bottom C-layer 3.75 3.32
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quality and possessing the possibility of separating signal from background, while
still being very efficient for signal events.
Since the search is for the pair production of CMSPs, each event will contain
exactly two CMSPs. Each event is required to pass a dimuon trigger. Further-
more, each event is required to have two muons that pass the medium quality
requirements, as defined by the muon ID group. However, medium muons in
certain regions of the detector may have scintillator hits in only one layer. In
order to improve background rejection both muons are additionally required to
have scintillator hits in at least two layers. Both muons are also required to be
matched to a central track. Since the spatial resolution of the central tracker is
much smaller than the spatial resolution of the muon spectrometer, the central
track requirement allows for a more precise determination of the distance traveled
by the particle in the detector.
The transverse momentum of a stau CMSP is also much larger than that of
most muons produced in the detector. So, each muon was required to have a
transverse momentum larger than 15 GeV/c. This cut is at least 99% percent
efficienct for all stau mass points. Furthermore, CMSP particles with transverse
momentum below this value will be moving too slowly to be detected.
Since the search is for pair-produced CMSPs, there should not be any large
transverse momentum jets or tracks near the CMSPs. Furthermore, particles
from jets may leak out of the calorimeter, resulting in hits in the muon system
that can mimic an out-of-time muon. Also, muons produced in the decays of
B-hadrons may also mimic the signal. Therefore, at least one of the muons in the
event is required to be isolated. The exact isolation cuts are identical to those
used in the Z → µµ cross-section analysis. Two of the following four requirements
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must be met in the event:
1. Sum of the track pT in a R = 0.5 cone around the first muon must be less
than 3.5 GeV.
2. Sum of the track pT in a R = 0.5 cone around the second muon must be
less than 3.5 GeV.
3. Sum of the calorimeter energy in a hollow cone between R = 0.1 and
R = 0.4 around the first muon must be less than 2.5 GeV.
4. Sum of the calorimeter energy in a hollow cone between R = 0.1 and
R = 0.4 around the second muon must be less than 2.5 GeV.
This cut was found to be over 99% efficient for Z → µµ events. The same
efficiency is assumed for signal events in this analysis.
Since the signal events should be back-to-back in φ, the two muons in the
event are required to have a ∆φ larger than 1.0 radians.
As cosmic ray muons can pass through the detector at any time, not just
during an accelerator bunch crossing, they could be wrongly identified as a slow-
moving particle. So, additional preselection cuts remove cosmic ray muons from
the sample. An event is rejected if any of the following conditions are true:
1. Absolute value of the sum of the pseudorapidity of the two muons is less
than 0.15.
2. The distance-of-closest-approach to the beamline of either muon is larger
than 0.15 cm.
3. The absolute value of the difference in A-layer times of the two muons is
larger than 10 ns.
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4. The C-layer time minus the A-layer time for either muons is less than -10
ns.
These cuts are very effective at removing muons from cosmic rays. The efficiency
of these cosmic cuts on signal events varies from about 90% for low mass staus
to about 70% for the highest mass staus.
The timing information from the muon system is used to calculate the speed
of each muon in the event. The speed is first calculated in each layer in which
the muon has a scintillator hit. The layer speeds are simply the total distance
traveled by the muon to reach the counter divided by the time for the muon to
reach the counter. (Speed is quoted in units of c throughout this document.) The
central track matched to the muon is extrapolated to the plane containing the
scintillator hit. The distance is then taken between the scintillator hit position
and the production position (assumed to be x = y = 0 and the z-coordinate is
taken to be the z position at the distance of closest approach to the beamline).
Due to the timing in the muon system, a T0 must be added back to the scintillator
time obtained from the readout. This T0 is estimated as the time for a speed-
of-light particle to travel from the center of the detector to the center of the
counter.
The uncertainty on the speed calculation in each layer is obtained from the
measured time resolution of the muon scintillation counter (see Table 5.2). The





Table 5.6 shows the mean value of the uncertainty on the speed for each of the
69
different type of counters in the muon system.
Table 5.6: Mean value of the speed uncertainty for counters in the muon system





Central side B-layer 0.108
Central bottom B-layer 0.203
Central side/top C-layer 0.156
Central bottom C-layer 0.107
Once the layer speed has been calculated for each layer containing scintillator
hits from the muons, the average speed and its uncertainty are calculated for the
muon. Figure 5.7 shows the calculated speed for real muons in data and for 100
GeV/c2 and 300 GeV/c2 staus. Figure 5.8 shows the two-dimensional distribution
of the speed of each muon for muon pairs in data and for 100 GeV/c2 staus.
The final preselection cut is to ensure that the times registered in the different
layers of the muon system are consistent with each other. The speed is calculated
using the time in each layer of the muon system for which a particle has a hit.
These speeds are then combined to find the average speed of the particle. A χ2
quantity is constructed based on the average speed, the layer speeds, and the





The χ2 divided by the number of degrees of freedom for each particle in the event
is required to be less than four. This cut will remove particles whose times in the
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Figure 5.7: Calculated speed for real muons in data (black), 100 GeV/c2 sim-
ulated staus (red), and 300 GeV/c2 simulated staus (green). The top plot is
for particles in the central muon region and the bottom plot is for particles in
the forward muon region. All particles pass preselection cuts. Histograms are
normalized to approximately the same number of events.
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 Staus2300 GeV/c
Figure 5.8: The two-dimensional distribution of the speed of each muon for muon
pairs in data (top, black circles), 100 GeV/c2 staus (middle, red triangles), and
300 GeV/c2 staus (bottom, green squares). All particles pass preselection cuts.
Histograms are normalized to approximately the same number of events.
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muon system fall in the non-gaussian tail of the timing distribution, as well as
particles that are not beam-produced muons (such as any remaining cosmic-ray
muons or calorimeter punch-through particles). The efficiency for signal events
to pass the χ2 requirement was estimated using muons in the Z peak (invariant
mass 80 to 100 GeV/c2). Table 5.7 shows the cumulative efficiency for the various
preselection cuts.
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Table 5.7: Cumulative trigger and preselection efficiencies for stau signal events. The “trigger” column shows the
fraction of signal events passing the trigger requirements (including arriving within the trigger gate). The “medium”
column requires both of the particles in the event to be identified as medium. The “scint hits” column requires both
particles in the event to contain hits in at least two layers of the muon scintillators. The “track” column requires
both of the muons to be matched to a central track. The “pT ” column requires both muons to have a transverse
momentum larger than 15 GeV/c. The “∆φ” column requires the difference in φ-coordinate of the two particles be
larger than 1.0 rad. The “cosmic” column required both particles in the event to pass the cosmic vetos. The “χ2”
column shows the efficiency for both particles to pass the χ2 > 4 requirement.
Stau Mass (GeV) Trigger Medium Scint Hits Track pT ∆φ Cosmic χ
2
60 0.67 0.58 0.29 0.25 0.25 0.25 0.23 0.18
100 0.68 0.62 0.29 0.27 0.27 0.27 0.24 0.19
150 0.68 0.62 0.29 0.26 0.26 0.26 0.23 0.18
200 0.65 0.60 0.27 0.25 0.25 0.25 0.21 0.17
250 0.61 0.57 0.26 0.24 0.24 0.24 0.20 0.16
300 0.57 0.53 0.24 0.22 0.22 0.22 0.18 0.14
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D. Analysis Cuts
The speed calculated from the scintillator timing information in the muon system
is used to separate slow-moving CMSPs from speed-of-light muons. Even though
a particle may have a measured speed that is substantially less than the speed
of light, it is still possible that this speed is compatible with the speed of light
within the uncertainty. So, rather than use the speed directly, we define the speed





The speed significance is a measure of the number of standard deviations away
from the speed of light. Since CMSPs will be moving slower than the speed of
light, they are expected to have a speed significance that is larger than zero.
Particles moving at the speed of light are expected to have a speed significance of
zero (within the detector resolution). Figure 5.9 shows the speed significance for
real muons in data, 100 GeV/c2, and 300 GeV/c2 staus. The speed significance
of muons in data has a slight asymmetry, with a longer tail at positive speed
significance. This is because the readout gates for the scintillator times are also
asymmetric, accepting times up to approximately 60 ns before the beam-produced
muon signal, where only approximately 20 ns before the beam-produced muon
signal are accepted. Figure 5.10 shows the two-dimensional speed significance
distributions for both of the particles in dimuon data events and for 100 GeV/c2
staus.
In the actual analysis, the speed significance of the two particles is multiplied
together to get the significance product. This variable gives quite good separa-
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Speed Significance



















Figure 5.9: Speed significance for muons in data (black), 100 GeV/c2 staus (red),
and 300 GeV/c2 staus (green). All particles pass preselection cuts. Histograms
are normalized to approximately the same number of events.
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Figure 5.10: The two-dimensional distribution of the speed significance of each
muon for dimuons in data (top, black circles), 100 GeV/c2 staus (middle, red
triangles), and 300 GeV/c2 staus (bottom, green squares). All particles pass
preselection cuts. Histograms are normalized to approximately the same number
of events.
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tion between signal and background. Figure 5.11 shows the significance product
distribution for muon pairs in data and 100 GeV/c2 staus.
Significance Product
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Data muons
100 GeV staus
Figure 5.11: Significance product distribution for muon pairs in data (black) and
100 GeV/c2 staus (red). All particles pass preselection requirements. Histograms
are normalized to approximately the same number of events.
The first analysis cut requires the speed significance of both particles in the
event to be larger than zero. This eliminates events that have the speed signif-
icance of both particles negative, which results in a significance product that is
positive.
Another variable that is used to discriminate between signal and background
events is the invariant mass of the two particles in the event. Background events
are real muons, which are mostly from the decay of Z-bosons in the transverse
momentum range of interest. However, signal events occur at a much larger
invariant mass, as seen in Figure 5.12. To calculate the invariant mass of signal
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events, the particles are assumed to have the mass of a muon and the three-
momentum is taken from the central tracker measurement.
Muon Pair Invariant Mass (GeV)

















Figure 5.12: Invariant mass of muon pair for muons in real (black), 100 GeV/c2
staus (red), and 300 GeV/c2 staus (green). The muon mass is assumed when
calculating the invariant mass of the stau pair. All particles pass preselection
cuts. Histograms are normalized to approximately the same number of events.
In order to maximally utilize the available information in the event, a two-
dimensional cut is made in the invariant mass versus significance product plane.
The two-dimensional distribution for real muons in data and 60 GeV/c2 staus is
shown in Figure 5.13. First, an invariant mass cut is chosen that will be 90%
efficient for signal events.1 Next, a hyperbolic cut is implemented of the form
1For the 60 GeV/c2 stau mass point, the 90% efficient stau invariant mass cut was below
the Z-peak. So, the invariant mass cut for the 60 GeV/c2 mass point was chosen to be at 110
GeV/c2 to eliminate the Z-peak.
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 Staus260 GeV/c
Figure 5.13: Invariant mass versus significance product for muon pairs in data
(top, black circles) and 60 GeV/c2 staus (bottom, red triangles). All particles
pass preslection cuts. Histograms are normalized to approximately the same
number of events. The optimized two-dimensional cut is shown as a black line.
All events above the line are passed.
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shown in Equation 5.4.
invmass cut =
par0
significance product− par1 (5.4)
Where par0 and par1 are variables to be optimized. Based on the cross section
for stau pair production, very few events are expected to be produced. Therefore,
the parameters are optimized by minimizing the expected 95% confidence level
cross section limit. Table 5.8 shows the optimized cut parameters for each stau
mass point.
Table 5.8: Optimized Cut Parameters
Stau Mass (GeV/c2) Invariant Mass Cut (GeV/c2) par0 par1
60 110 1100 1
100 125 2000 6
150 165 2000 5
200 205 1800 5
250 245 2000 5
300 275 2000 4
It should be noted that since the invariant mass and significance of the signal
events are correlated, the actual cuts used in this analysis are likely not ideal. A
future version of the analysis could either use a more complicated multidimen-
sional contour, or use an advanced analysis method (such as a neural network)
to achieve better separation between signal and background.
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E. Background Estimation
There are no Standard Model processes that would appear as a massive, ionizing,
slowly moving particle in the detector. The only background is real muons that
for some reason have anomalously large times. So, the background estimates are
derived from data events. The analysis cuts applied are the significance cut and
the two-dimensional cut. For background events, no significant correlations exist
between these quantities, since speed is measured in the muon system and the
invariant mass is measured using the central tracker. The background efficiency
for each cut is calculated separately, then the separate efficiencies are multiplied
together to get the total efficiency for background events to pass all cuts.
The first cut applied was to require positive significance for both muons in
the event. Events in the data sample are selected if they have a dimuon invariant
mass between 80 and 100 GeV/c2. There is expected to be less than one signal
event in this region, while there are over ten thousand events in the data. The
number of events in the Z peak (80 to 100 GeV/c2) that have speed significance
of both muons larger than zero is divided by the total number of events in the Z
peak to give an estimate of the cut efficiency on background events.
Two distributions are used to predict the background remaining after the
two-dimensional invariant mass versus significance product cut: the significance
product distribution from events in the Z peak (Figure 5.14) and the invariant
mass distribution for events in the signal sample that have the speed significance
of both muons less than zero (Figure 5.15). These two distributions are then
normalized and used to construct the two dimensional probability density func-
tion (PDF) for background events. The area of this two-dimensional PDF above
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the cut curve is then integrated to obtain the efficiency of background events to
pass the two-dimensional cut. Table 5.9 shows the efficiencies for the background
events to pass the significance and two-dimensional cut.
Significance Product
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Figure 5.14: Significance product distribution used to estimate background. It
contains the significance product of all events in the Z peak (80 - 100 GeV/c2).
Table 5.9: Background event cut efficiency
Significance Two-dimensional Total
Mass Point (GeV/c2) Efficiency Efficiency Efficiency
60 0.33 0.0022 7.3× 10−4
100 0.33 0.00011 3.6× 10−5
150 0.33 0.00011 3.6× 10−5
200 0.33 0.000096 3.2× 10−5
250 0.33 0.000075 2.5× 10−5
300 0.33 0.000097 3.2× 10−5
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Figure 5.15: Invariant mass distribution used to estimate background. It contains




The PMCS simulation may not perfectly describe the response of the detector to
CMSPs. For example, the tranverse momentum smearing, trigger efficiencies, and
muon identification efficiencies may not be accurate. The Z → µµ cross section
analysis (for which the PMCS values were tuned) quotes a systematic uncertainty
of 2% on the PMCS acceptance. Since the preselection cuts used in this analysis
are nearly identical, we have also assumed a 2% systematic uncertainty arising
from the PMCS calculation.
Muons in the Z peak (80 to 100 GeV/c2) were used to estimate the efficiency of
signal events to pass the χ2 requirement. The width of the Z peak used was varied
to estimate the possible systematic uncertainty in this estimate. The efficiency
estimate was found to vary by less than 1%.
It is also possible that the scintillation counter timing simulation is not com-
pletely accurate. The widths and means of the timing distributions used to smear
the times computed in PMCS were calculated from all tight muons in the data
sample. These times and means were compared to those obtained from a sam-
ple of muons from Z boson decays. The comparison is shown in Table 5.10.
To estimate the systematic uncertainty introduced by an imperfect knowledge
of the widths and means of the timing distributions, a new PMCS sample of
ten-thousand 100 GeV/c2 stau events was processed. The difference in the signal
acceptance of the original PMCS sample and the PMCS sample processed with
the Z muon widths and means was taken as an estimate of the systematic un-
certainty on the PMCS timing simulation. The systematic uncertainties on the
signal acceptances are shown in Table 5.11.
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Table 5.10: Comparison of timing distribution widths and means between all
tight muons and muons from Z boson decays.
Tight Muon Tight Muon Z Muon Z Muon
Scintillation Counter Resolution (ns) Offset (ns) Resolution (ns) Offset (ns)
Forward A-layer 2.19 -0.04 2.12 0.05
Forward B-layer 2.28 -0.06 2.36 -0.25
Forward C-layer 2.38 0.02 2.35 -0.11
Central A-layer 2.30 -0.06 2.13 -0.06
Central side B-layer 2.37 -0.41 2.35 0.04
Central bottom B-layer 3.41 -0.22 3.06 1.05
Central side/top C-layer 3.41 -0.11 3.19 -0.26
Central bottom C-layer 3.32 0.23 1.81 0.25





Total systematic uncertainty on acceptance 0.027
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For the background estimate, two distributions were used to estimate the
background remaining after the two-dimensional invariant mass versus signifi-
cance product cut: the significance product distribution from muons in the Z
peak (80 - 100 GeV/c2) and the invariant mass distribution from events where
muons have a speed significance less than zero. The width of the Z peak used
to select the significance product distribution was varied. Separately, the value
of the significance requirements on the two muons used in the invariant mass
distribution was also varied. The largest effect on the background efficiency from
these variations was found to be 3.5%. Table 5.12 summarizes the sources of
systematic uncertainty on the background estimate.
Table 5.12: Summary of systematic uncertainties on the background estimate.
Source Fractional Uncertainty
Significance < 0 cut 0.007
Invariant mass vs. significance product cut 0.035
Total systematic uncertainty on background estimate 0.036
G. Results
The events remaining after the various cuts are shown in Table 5.13 for all stau
mass points. Table 5.14 shows the final number of events remaining in the data
after all cuts, the signal acceptance, and the predicted number of background
events for all six stau mass points.
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Table 5.13: Events remaining and signal acceptance after cuts.
Cut Data Events Predicted background Signal Acceptance
60 GeV/c2 Staus
Preselection 18,985 0.18
Significance > 0 6410 6279 ± 127(stat) ± 44(sys) 0.16
Two-dimensional cut 13 13.6 ± 0.7 ± 0.5 0.04
100 GeV/c2 Staus
Preselection 18,985 0.19
Significance > 0 6410 6279 ± 127(stat) ± 44(sys) 0.17
Two-dimensional cut 0 0.66 ± 0.06 ± 0.02 0.06
150 GeV/c2 Staus
Preselection 18,985 0.18
Significance > 0 6410 6279 ± 127(stat) ± 44(sys) 0.17
Two-dimensional cut 0 0.69 ± 0.05 ± 0.02 0.10
200 GeV/c2 Staus
Preselection 18,985 0.17
Significance > 0 6410 6279 ± 127(stat) ± 44(sys) 0.17
Two-dimensional cut 0 0.60 ± 0.04 ± 0.02 0.12
250 GeV/c2 Staus
Preselection 18,985 0.16
Significance > 0 6410 6279 ± 127(stat) ± 44(sys) 0.16
Two-dimensional cut 0 0.47 ± 0.03 ± 0.02 0.12
300 GeV/c2 Staus
Preselection 18,985 0.14
Significance > 0 6410 6279 ± 127(stat) ± 44(sys) 0.14
Two-dimensional cut 0 0.61 ± 0.05 ± 0.02 0.12
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Table 5.14: Analysis results for all six stau mass points.
Stau Mass (GeV/c2) Data Events Background Prediction Signal Acceptance
60 13 13.6 ± 0.7 (stat) ± 0.5 (syst) 0.0381 ± 0.0007 (stat) ± 0.0010 (syst)
100 0 0.66 ± 0.06 ± 0.02 0.0559 ± 0.0009 ± 0.0015
150 0 0.69 ± 0.05 ± 0.02 0.0968 ± 0.0014 ± 0.0026
200 0 0.60 ± 0.04 ± 0.02 0.1180 ± 0.0016 ± 0.0032
250 0 0.47 ± 0.03 ± 0.02 0.1222 ± 0.0017 ± 0.0033
300 0 0.61 ± 0.05 ± 0.02 0.1226 ± 0.0017 ± 0.0033
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Since the number of observed events is consistent with the expected back-
ground, a 95% confidence level limit on the production cross section is set us-
ing the CLs method for each stau mass point [37]. These can be compared to
the next-to-leading order cross section calculated with SoftSusy and Prospino 2
[38, 39]. The calculated limits and the NLO cross section for each mass point are
shown in Table 5.15 and graphically in Figure 5.16. Although these preliminary
limits are not yet stringent enough to set a limit on the stau mass, they are the
best limits to date from the Tevatron.
Table 5.15: Limits and NLO cross section for pair-produced staus.







Table 5.16 shows some information about the events that pass all cuts for the
60 GeV/c2 mass point. No events pass all cuts for the other mass points. Several
of the events that pass all cuts probably have the momentum of one of the muons
mismeasured.
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Figure 5.16: 95% CL cross-section limit (solid line) and NLO production cross
section (dashed line) versus stau mass for pair-produced staus.
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Table 5.16: Events passing all cuts for the 60 GeV mass point.
Run Number Invariant Mass (GeV) Muon 1 pT GeV Muon 2 pT (GeV) Muon 1 Significance Muon 2 Significance
164450 276 288 64 2.3 3.4
179194 182 214 39 3.0 3.6
175642 618 1796 51 2.4 2.7
187864 145 27 83 5.6 2.4
188933 112 52 59 6.9 3.9
189562 133 38 117 3.3 3.4
190082 199 148 52 3.9 1.9
190368 3870 37 99864 1.2 2.1
191884 134 36 120 3.6 5.4
192364 647 19 1106 2.2 2.5
192581 962 56 4088 1.7 1.5
192823 122 51 66 4.8 2.6
193708 236 33 415 22 2.6
CHAPTER 6
THE CHARGINO ANALYSIS
The preceding chapter described a search for stable staus in a GMSB model
using the scintillator timing to measure the speed of particles passing through
the muon system of the DØ detector. This chapter describes an extension of
that analysis. The strategy and cuts involved are identical, but the result is
interpreted in terms of a stable chargino SUSY scenario. These are preliminary
results that have not yet been published, but have received approval to be shown
outside the DØ collaboration [31].
A. Signal Sample
Two different model points are used. The relevant SUSY parameters are the
higgsino mass parameter, µ, the ratio of Higgs vacuum expectation values, tanβ,
and the gaugino mass parameters, M1 and M2. The two different models stud-
ied are a higgsino-like chargino and a gaugino-like chargino. The higgsino-like
chargino case has small |µ| and large M1 and M2. The lightest chargino and the
lightest neutralino are both higgsino-like and have a mass approximately equal
to |µ|. In the gaugino-like chargino case, |µ| is large and the lightest neutralino
and the lightest chargino are gaugino-like and have a mass approximately equal
to M2 (assuming M1 > M2).
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Pythia and PMCS were used to generate 100,000 events for each of six mass
points (60, 100, 150, 200, 250, and 300 GeV/c2, chosen to be identical to those
used in the stau analysis) for each of the two models. Pair-production of the
lightest chargino was used. The parameters used for each of the chargino models
are shown in Table 6.1. The value of tan β was fixed at 15 for all models and
mass points. For the gaugino-like chargino model the value of M1 was chosen to
be three times M2, motivated by AMSB models.
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Table 6.1: SUSY parameters used in chargino analysis
Model µ (GeV/c2) M1 (GeV/c
2) M2 (GeV/c
2) M3 (GeV/c
2) tan β Squark Mass (GeV)
higgsino-like chargino varied from 60 to 300 100,000 100,000 500 15 800
gaugino-like chargino 10,000 3M2 varied from 60 to 300 500 15 800
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B. Data Sample
The data sample used for the chargino analysis is identical to the data sample
used in the stau analysis.
C. Preselection and Analysis Cuts
The kinematic properties of the chargino models are similar to those of staus of
the same mass, as seen in a comparison of stau and charginos in the momentum
distribution and speed distribution, shown in Figures 6.1 and 6.2. The charginos
have a softer transverse momentum distribution than staus, but they are also
more likely to be produced more forward than staus, so the speed distributions
for charginos and staus are quite similar. Therefore, the cuts used in the chargino
analysis are identical to those used for the stau analysis. The preselection effi-
ciencies for charginos are shown in Table 6.2 (for higgsino-like charginos) and
6.3 (for gaugino-like charginos). The columns are identical to those in Table 5.7.
PMCS is used to calculate the acceptance for each of the chargino models and
its associated statistical uncertainty. The signal acceptance for the two chargino
models is shown in Table 6.4. Figure 6.3 shows a comparison of signal accep-
tances for staus and the two chargino models used in this analysis. The drop in
chargino acceptance for large masses is due to the slightly softer momentum spec-
trum of charginos compared to staus. This causes the charginos to move slightly
slower and reduces the number of particles arriving within the trigger gate. The
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100 GeV Staus
100 GeV Higgsino-like Charginos
100 GeV Gaugino-like Charginos
Figure 6.1: Momentum distribution for staus (black), higgsino-like charginos
(red), and gaugino-like charginos (green). Both the staus and charginos have
a mass of 100 GeV/c2. All particles pass preselection cuts. Histograms are
normalized to approximately the same number of events.
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Figure 6.2: Speed distribution for staus (black), higgsino-like charginos (red),
and gaugino-like charginos (green). Both the staus and charginos have a mass of
100 GeV/c2. All particles pass preselection cuts. Histograms are normalized to
the same number of events.
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Table 6.2: Cumulative trigger and preselection efficiencies for higgsino-like chargino signal events.
Chargino Mass (GeV/c2) Trigger Medium Scint Hits Track pT ∆φ Cosmic χ
2
60 0.49 0.39 0.21 0.18 0.18 0.18 0.16 0.12
100 0.54 0.46 0.24 0.20 0.20 0.20 0.18 0.14
150 0.52 0.46 0.24 0.21 0.21 0.21 0.17 0.13
200 0.49 0.44 0.22 0.20 0.20 0.20 0.16 0.13
250 0.44 0.40 0.20 0.18 0.18 0.18 0.14 0.11
300 0.38 0.35 0.17 0.16 0.16 0.16 0.12 0.09
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Table 6.3: Cumulative trigger and preselection efficiencies for gaugino-like chargino signal events.
Chargino Mass (GeV/c2) Trigger Medium Scint Hits Track pT ∆φ Cosmic χ
2
60 0.49 0.39 0.21 0.18 0.18 0.18 0.16 0.12
100 0.54 0.46 0.24 0.20 0.20 0.20 0.18 0.14
150 0.52 0.46 0.24 0.21 0.21 0.21 0.17 0.13
200 0.49 0.44 0.22 0.20 0.20 0.20 0.16 0.12
250 0.44 0.40 0.20 0.18 0.18 0.18 0.14 0.10
300 0.38 0.35 0.17 0.16 0.16 0.16 0.12 0.09
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Table 6.4: Signal acceptance for the two chargino models.
Mass (GeV/c2) Higgsino-like Signal Acceptance Gaugino-like Signal Acceptance
60 0.0249 ± 0.0006 (stat) ± 0.0007 (syst) 0.0227 ± 0.0005 (stat) ± 0.0006 (syst)
100 0.0519 ± 0.0009 ± 0.0014 0.0536 ± 0.0009 ± 0.0015
150 0.0815 ± 0.0012 ± 0.0022 0.0805 ± 0.0012 ± 0.0022
200 0.0921 ± 0.0013 ± 0.0025 0.0880 ± 0.0013 ± 0.0024
250 0.0872 ± 0.0013 ± 0.0024 0.0814 ± 0.0012 ± 0.0022
300 0.0783 ± 0.0012 ± 0.0021 0.0733 ± 0.0011 ± 0.0020
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Figure 6.3: Signal acceptance after all cuts for staus (black), higgsino-like
charginos (red), and gaugino-like charginos (green).
D. Background Estimation
Since the cuts used for the chargino mass points were identical to those used
for the stau mass points, the estimation of background events is identical to the
estimation presented for the stau analysis.
E. Systematic Uncertainties
The systematic uncertainties in the chargino analysis are identical to those esti-
mated for the stau analysis.
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F. Results
Tables 6.5 and 6.7 show the events remaining and the signal acceptance at each
stage of the analysis cuts for higgsino-like and gaugino-like charginos, respectively.
Tables 6.6 and 6.8 show the number of data events, predicted number of back-
ground events, and the signal acceptance after all analysis cuts for higgsino-like
and gaugino-like charginos, respectively.
Table 6.5: Events remaining and signal acceptance after cuts for higgsino-like
charginos.
Cut Data Events Predicted background Signal Acceptance
60 GeV/c2 Charginos
Preselection 18,985 0.15
Significance > 0 6410 6279 ± 127(stat) ± 44(sys) 0.14
Two-dimensional cut 13 13.6 ± 0.7 ± 0.5 0.02
100 GeV/c2 Charginos
Preselection 18,985 0.17
Significance > 0 6410 6279 ± 127(stat) ± 44(sys) 0.16
Two-dimensional cut 0 0.66 ± 0.06 ± 0.02 0.05
150 GeV/c2 Charginos
Preselection 18,985 0.16
Significance > 0 6410 6279 ± 127(stat) ± 44(sys) 0.16
Two-dimensional cut 0 0.69 ± 0.05 ± 0.02 0.08
200 GeV/c2 Charginos
Preselection 18,985 0.15
Significance > 0 6410 6279 ± 127(stat) ± 44(sys) 0.15
Two-dimensional cut 0 0.60 ± 0.04 ± 0.02 0.09
250 GeV/c2 Charginos
Preselection 18,985 0.13
Significance > 0 6410 6279 ± 127(stat) ± 44(sys) 0.13
Two-dimensional cut 0 0.47 ± 0.03 ± 0.02 0.09
300 GeV/c2 Charginos
Preselection 18,985 0.11
Significance > 0 6410 6279 ± 127(stat) ± 44(sys) 0.11
Two-dimensional cut 0 0.61 ± 0.05 ± 0.02 0.08
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Table 6.6: Analysis results for all six higgsino-like chargino mass points.
Chargino Mass (GeV/c2) Data Events Background Prediction Signal Acceptance
60 13 13.6 ± 0.7 (stat) ± 0.5 (syst) 0.0249 ± 0.0006 (stat) ± 0.0007 (syst)
100 0 0.66 ± 0.06 ± 0.02 0.0519 ± 0.0009 ± 0.0014
150 0 0.69 ± 0.05 ± 0.02 0.0815 ± 0.0012 ± 0.0022
200 0 0.60 ± 0.04 ± 0.02 0.0921 ± 0.0013 ± 0.0025
250 0 0.47 ± 0.03 ± 0.02 0.0872 ± 0.0013 ± 0.0024
300 0 0.61 ± 0.05 ± 0.02 0.0783 ± 0.0012 ± 0.0021
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Table 6.7: Events remaining and signal acceptance after cuts for gaugino-like
charginos.
Cut Data Events Predicted background Signal Acceptance
60 GeV/c2 Charginos
Preselection 18,985 0.14
Significance > 0 6410 6279 ± 127(stat) ± 44(sys) 0.13
Two-dimensional cut 13 13.6 ± 0.7 ± 0.5 0.02
100 GeV/c2 Charginos
Preselection 18,985 0.17
Significance > 0 6410 6279 ± 127(stat) ± 44(sys) 0.16
Two-dimensional cut 0 0.66 ± 0.06 ± 0.02 0.05
150 GeV/c2 Charginos
Preselection 18,985 0.16
Significance > 0 6410 6279 ± 127(stat) ± 44(sys) 0.16
Two-dimensional cut 0 0.69 ± 0.05 ± 0.02 0.08
200 GeV/c2 Charginos
Preselection 18,985 0.14
Significance > 0 6410 6279 ± 127(stat) ± 44(sys) 0.14
Two-dimensional cut 0 0.60 ± 0.04 ± 0.02 0.09
250 GeV/c2 Charginos
Preselection 18,985 0.13
Significance > 0 6410 6279 ± 127(stat) ± 44(sys) 0.13
Two-dimensional cut 0 0.47 ± 0.03 ± 0.02 0.08
300 GeV/c2 Charginos
Preselection 18,985 0.10
Significance > 0 6410 6279 ± 127(stat) ± 44(sys) 0.10
Two-dimensional cut 0 0.61 ± 0.05 ± 0.02 0.07
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Table 6.8: Analysis results for all six gaugino-like chargino mass points.
Chargino Mass (GeV/c2) Data Events Background Prediction Signal Acceptance
60 13 13.6 ± 0.7 (stat) ± 0.5 (syst) 0.0227 ± 0.0005 (stat) ± 0.0006 (syst)
100 0 0.66 ± 0.06 ± 0.02 0.0536 ± 0.0009 ± 0.0015
150 0 0.69 ± 0.05 ± 0.02 0.0805 ± 0.0012 ± 0.0022
200 0 0.60 ± 0.04 ± 0.02 0.0880 ± 0.0013 ± 0.0024
250 0 0.47 ± 0.03 ± 0.02 0.0814 ± 0.0012 ± 0.0022
300 0 0.61 ± 0.05 ± 0.02 0.0733 ± 0.0011 ± 0.0020
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Since no excess of events over the predicted background is observed, a 95%
confidence level cross-section limit on the pair production cross section was set for
both chargino models. This is compared to the predicted next-to-leading order
cross section [40]. The limits obtained and the NLO cross section is shown for
both of the chargino models in Table 6.9. This is shown graphically in Figure 6.4
for the higgsino-like chargino case and in Figure 6.5 for the gaugino-like chargino
case. A mass limit for stable charginos is set by observing the point of intersection
between the cross section limit and the NLO cross section prediction. This results
in a mass limit of 140 GeV/c2 for the higgsino-like chargino model and a mass
limit of 174 GeV/c2 for the gaugino-like chargino model. These are currently the
best experimental limits to date for stable charginos.
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Table 6.9: Limits and NLO cross section for pair-produced charginos.
Higgsino-like Higgsino-like Gaugino-like Gaugino-like
Chargino Mass (GeV) 95% CL limit (pb) NLO cross section (pb) 95% CL limit (pb) NLO cross section (pb)
60 0.947 3.11 1.039 13.39
100 0.150 0.413 0.145 1.322
150 0.096 0.0796 0.097 0.211
200 0.085 0.0202 0.089 0.0452
250 0.089 0.0057 0.096 0.0106
300 0.100 0.0017 0.106 0.0026
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Figure 6.4: 95% CL cross section for higgsino-like charginos (black) and the NLO
cross section prediction (red). Stable charginos with a mass less than 140 GeV/c2
are excluded.
G. Effect of a Finite Lifetime
The stau analysis and both models in the chargino analysis assumed that the
CMSPs were absolutely stable. If the CMSP was to decay inside the detector
it would reduce the acceptance and hence the sensitivity of this analysis. The
effect of a finite lifetime CMSP was estimated by assuming the lifetime, then
demanding that both of the CMSPs not decay until passing the detector’s C-layer
muon scintillation counters. Figure 6.6 shows the acceptance versus lifetime for
100 GeV/c2 staus, higgsino-like charginos, and gaugino-like charginos.
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Figure 6.5: 95% CL cross section for gaugino-like charginos (black) and the NLO




















Figure 6.6: Acceptance versus lifetime for staus (black), higgsino-like charginos
(red), and gaugino-like charginos (green). All have a mass of 100 GeV/c2.
CHAPTER 7
CONCLUSION
A search for charged massive stable particles has been performed at the DØ de-
tector at the Fermilab Tevatron using 390 pb−1 of data. The timing information
in the muon scintillation counters is used to calculate the speed of the muons in
the event. No excess of events is observed over the background prediction, and
95% CL limits on the production cross for pair-produced stable stau leptons are
set. These limits vary from 0.06 pb to 0.62 pb, depending on the stau mass, and
are the most stringent limits to date from the Tevatron. Mass limits are also
set for the pair-production of stable charginos. A higgsino-like chargino must be
heavier than 140 GeV/c2 and a gaugino-like chargino must be heavier than 174
GeV/c2, both at the 95% confidence level. These are currently the best limits to
date on stable charginos.
This analysis could be easily extended to search for CMSP signals in other
models, such as heavy fourth generation leptons or a stable doubly-charged Higgs
boson. Furthermore, other supersymmetric models could be explored. One could
also explore inclusive CMSP production in supersymmetric models by utilizing
cascade decays to CMSPs rather than only pair production. Although including
cascade decays will result in a more complicated and model dependent signature,
there will be a larger production cross section. In principle, as long as the partic-
ular CMSP signal events can be generated with a Monte Carlo program, it can
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be interfaced into the PMCS detector simulation to obtain the signal efficiency.
In addition to a simple extension of the existing analysis to new model points,
it is also possible to make some additional improvements to the next iteration of
the analysis. In the existing version of the analysis, the speed significance product
and the invariant mass of the event were used to separate candidate signal events
from the muon background. It would be useful to be able to identify a CMSP on
a particle-by-particle basis rather than an event-by-event basis.1 The momentum
and speed of a CMSP traversing the detector are related. Figure 7.1 shows the
momentum versus speed for muons, 100 GeV/c2, and 300 GeV/c2 staus. Figure
7.2 shows the momentum versus speed significance for muons, 100 GeV/c2, and
300 GeV/c2 staus. There appears to be significant separation between signal and
background.
Another possible improvement would be the use of energy loss in the detector
to separate signal CMSPs from background muons. The energy loss could be
measured in either the central tracker or the calorimeter (or both). However,
much work needs to be done to verify the usefulness of such an approach. The
energy loss of muons in the DØ detector has not been well studied, so it is not
clear how much additional rejection would be obtained by using energy loss.
Another clear improvement for a future version of this analysis is a change
in the choice of trigger requirement. It has been shown that a dimuon trigger
begins to become a limiting factor in the efficiency for the largest CMSP masses.
One alternative is to use single-muon triggers. If only one CMSP is required to
satisfy the muon trigger (and hence arrive within the trigger gate), events will be
accepted where the second CMSP is moving too slowly to arrive within the trigger
1This would be absolutely necessary in a search for single CMSPs.
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Figure 7.1: Momentum versus speed (in units of the speed of light) for muons
from data (top, black circles), 100 GeV/c2 staus (middle, red triangles), and
300 GeV/c2 staus (bottom, green squares). Particles pass all preselection cuts.
Histograms are normalized to approximately the same number of events.
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Figure 7.2: Momentum versus speed significance for muons from data (top, black
circles), 100 GeV/c2 staus (middle, red triangles), and 300 GeV/c2 staus (bottom,
green squares). Particles pass all preselection cuts. Histograms are normalized
to approximately the same number of events.
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gate. However, using a single-muon trigger does introduce other complications.2
It may also be possible to create a trigger using tracks in the central tracking
system.
It would also probably be useful to employ an advanced analysis method in a
future version of the analysis. Since there are many variables that are measured
in the detector that exhibit complicated correlations (such as scintillator times,
speeds, and momenta), a neural network or similar tool will probably be able to
achieve a good separation between signal and background.
In closing, this analysis has yielded cross section limits on the pair production
of stable staus (which are the best limits to date from the Tevatron) and mass
limits on stable charginos (which are the best in the world to date). However,
there are many improvements that should significantly increase the sensitivity
of future versions of the analysis, resulting in either much improved limits, or
(hopefully) a discovery of CMSPs at DØ.
2Current (non-prescaled) single-muon triggers have a smaller coverage in psuedorapidity
than the existing dimuon triggers. Furthermore, usable single-muon triggers have a transverse
momentum requirement, but this would probably not be an issue for the CMSP channel. How-
ever, single-muon triggers also have a drift-tube wire hit requirements at Level 1. It is not clear
if this would be efficient for CMSPs.
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