Abstract-In our fractional stereo matching problem, a foreground object with a fractional boundary is blended with a background scene using unknown transparencies. Due to the spatially varying disparities in different layers, one foreground pixel may be blended with different background pixels in stereo images, making the color constancy commonly assumed in traditional stereo matching not hold any more. To tackle this problem, in this paper, we introduce a probabilistic framework constraining the matching of pixel colors, disparities, and alpha values in different layers, and propose an automatic optimization method to solve a Maximizing a Posterior (MAP) problem using Expectation-Maximization (EM), given only a short-baseline stereo input image pair. Our method encodes the effect of background occlusion by layer blending without requiring a special detection process. The alpha computation process in our unified framework can be regarded as a new approach by natural image matting, which handles appropriately the situation when the background color is similar to that of the foreground object. We demonstrate the efficacy of our method by experimenting with challenging stereo images and making comparisons with state-of-the-art methods.
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INTRODUCTION
S TEREO matching has long been an essential research topic in computer vision and has made rapid and significant progress in recent years [16] , [21] , [25] . Most conventional two-frame stereo matching approaches compute disparities and detect occlusions assuming that each pixel in the input image corresponds to a unique depth value. However, this model has limitations in representing fractional-boundary objects since the color of each boundary pixel possibly blends with the background. Directly applying conventional stereo matching methods to computing the disparities for these pixels may produce erroneous results. One example is shown in Fig. 1 , where the input images in Figs. 1a and 1e contain a fan in front of a background. Without considering color blending, applying the stereo matching method in [16] generates a problematic disparity result along the fan's boundary, as shown in Fig. 1b .
Recently, stereo matching methods have been developed that partially generalize the above assumption using transparency. Szeliski et al. [19] proposed solving the stereo matching problem using multiple input images, where the color and the transparency refinement are formulated as a nonlinear minimization problem. However, this method has difficulties in dealing with objects with thin and long hairs or with complex alpha values given a small number of input images. Later on, assuming a binary reflection map model, Tsin et al. [21] proposed estimating the front translucent and rear background layers using Graph Cuts. The pixel colors are estimated by iteratively reducing an energy function in a multiframe configuration. This method is not applicable to objects with general fractional boundaries. Both of these methods require multiple input images in order to estimate a satisfactory disparity map.
In this paper, given only a pair of short-baseline stereo images containing hairy objects in front of a background, we estimate alpha values, disparities, and pixel colors in a probabilistic framework and solve it using ExpectationMaximization (EM). Different from conventional stereo matching methods, which estimate only a single disparity for each pixel, our method assumes a dual-layer model (for the foreground and background) and establishes the color correspondences on the layers. The stereo constraints on different disparity layers [16] are used in our probabilistic framework to define likelihoods, whereas the sampling technique in natural image matting [2] provides useful information to define color and alpha priors. In the "fan" example shown in Fig. 1 , we illustrate the disparity result by our method in Fig. 1c . A comparison of the disparities in the magnified local regions is illustrated in Figs. 1f and 1g.
Our method assumes that the fractional pixels in the input images are not primarily overlapped. This makes our algorithm a new natural image matting method with a stereopsis configuration. Fig. 1d shows the alpha matte result computed in our unified framework. Although the foreground and background colors are similar in many pixels, the hairy structures in the alpha matte are successfully preserved. A more detailed comparison with other natural image matting methods will be given later in this paper. We shall show that the stereopsis information greatly helps in producing visually satisfying matting results for many challenging examples.
Our method also contributes a nice implicit formulation of pixel occlusion. In conventional stereo matching, since each pixel has at most one disparity value, the occlusion is modeled separately for pixels having no correspondences [16] . In our approach, any pixel in the background layer behind the fractional-boundary object can be partially occluded, entirely occluded, or nonoccluded according to various degrees of transparency, which is naturally encoded using alpha values without special treatment.
The rest of the paper is organized as follows: Section 2 reviews previous work on stereo matching and digital image matting. We define our model and give notations in Section 3. The initialization of our system is depicted in Section 4. The detailed optimization process is described in Section 5. In Section 6, we illustrate and compare the experimental results. We conclude and discuss our paper in Section 7.
RELATED WORK
We review dense stereo matching and digital image matting methods in this section.
Stereo Matching and Multiview Representation
Quite a few methods have been developed to solve the conventional stereo matching problem. A survey of twoframe stereo matching can be found in [13] .
Markov Random Field (MRF) is widely used in stereo matching, where the corresponding Gibbs energy is defined considering labeling smoothness [7] , [9] , [16] , [18] . Loopy Belief Propagation (LBP) [5] and Graph Cuts [1] are two popular methods for minimizing the Gibbs energy. Sun et al. [18] introduced a MAP estimation of disparity values. This method is further improved in [16] by adding the symmetry constraint and integrating color segmentation and plane fitting in the problem formulation. The disparity estimation is improved for the occluded pixels that are separately detected. In [25] , a hierarchical LBP algorithm was proposed to refine the results on occluded and lowtexture regions. Zhang and Seitz [26] proposed estimating both the disparity map and the corresponding MRF parameters in order to achieve an optimal parameter configuration in the EM framework. In [4] , the input images are segmented into small patches to handle occlusions. All of these methods aim at improving the disparity estimation, assuming opaque or solid object boundary. Obviously, they cannot achieve similarly optimal disparity estimation for objects with hairy boundaries. The explicit occlusion detection and modeling also have no ability to handle partially occluded pixels.
Szeliski and Golland [19] first proposed solving the stereo matching problem with boundary opacity or blending. Visibility is computed through reprojection using multiple images, where color and transparency refinement is formulated as a nonlinear minimization problem. This method is insufficient to handle objects containing thin and long hairs given only two input images. Wexler et al. [23] computed alpha mattes and estimate layers from multiple images with known background information. The foreground objects are assumed to be planar so that they can be easily registered. However, in our problem definition, these conditions cannot be satisfied. In [21] , the depth is estimated by considering layer overlapping. Our problem definition uses a nested plane sweep with refinement by Graph Cuts. The attenuation factors for color blending at reflecting areas are assumed to be constant values.
The objectives of the methods proposed in [3] , [6] , and [28] are basically to synthesize visually natural novel views [16] . Because of color blending, the color constancy assumption is violated along the boundary of the fan, making the result problematic. (c) The stereo matching result obtained from our approach. The hairy structure is well preserved. (d) The computed alpha matte of the fan using our method. (f), (g), and (h) Magnified regions of the results. using input images. One important step is boundary refinement. In [28] , boundary matting on pixels with depth discontinuities is performed after the initial disparity computation. However, disparity errors due to color blending are not corrected in this method. Hasinoff et al. [6] computed a 3D boundary curve using multiple input images. Superresolution matting on a boundary can be achieved. This method requires more than two images to gather the necessary information, and it cannot be used to solve our problem with a different image configuration. Criminisi and Blake [3] proposed synthesizing a virtual view with visually pleasing object boundaries from two input images. The artifact patch is detected in the initial virtual view, and a split-patch-search method is used to find foreground and background registered patches. These patches are used to replace the artifact ones in the virtual view. This method also does not refine disparity since the objective is to make the novel view look natural. Zitnick et al. [27] computed the alpha contribution in the overlapped pixels among segments. The incorporation of segmentation and matting makes the optical flow estimation more accurate.
Digital Image Matting
Natural image matting estimates the foreground color, the background color, and the alpha value from each colorblended pixel given a natural input image. Using a trimap, which contains "foreground," "background," and "unknown" regions, Bayesian matting [2] and Poisson matting [15] estimate the foreground and background colors by collecting samples. Wang and Cohen [22] introduced an optimization process based on Belief Propagation (BP) to estimate the alpha matte without trimaps. In [10] , Levin et al. proposed a closed form solution to solve the matting problem given the user input of a few strokes. This method is further improved in [11] , where spectral analysis is performed to separate the image into components. Unsupervised matting results can be obtained by selecting the component group with the smallest matting cost.
There has been research on multiimage matting. To enhance the performance of video matting, Joshi et al. [8] used an autofocus system to first determine the pixel correlation among multiple images. Based on the variation of the related pixels, the researchers formed trimap and compute alpha mattes in real time. Sun et al. [17] used a pair of flash/no-flash images to extract mattes. All these methods cannot be directly applied to stereo matching without considering the correspondence of colors and alpha values in the input images.
MODEL DEFINITION
In this paper, we denote the reference image by C r and the matching image by C m . They are taken from different viewing positions and are assumed rectified [20] . Conventionally, for a pixel ðx; yÞ in C r and its corresponding pixel ðx 0 ; y 0 Þ in C m with disparity d, we have
Assuming Lambertian reflectance, the stereo matching problem is estimating disparity d using color similarity of the matched pixels in the two images:
In our problem definition, to model the color blending, we assume that each input image contains a foreground object F in front of a background scene B, both having Lambertian reflectance. The pixels in the background can be nonoccluded, partially occluded, or entirely occluded by the foreground object. According to the standard formulation of alpha blending, the mixed color in each pixel is expressed as 
where k 2 fr; mg. Using a short-baseline camera setup, we assume that the matched latent foreground pixels should have similar transparencies in the stereo images. One illustration is given in Fig. 2 . The red bar represents the foreground object. If the object boundary transparency is viewing-direction independent, the amount of background colors that can be seen through the same foreground point This constraint will be used in our model and will be discussed in Section 5.2. It is validated by our experimental results shown in Section 6. In the rest of the paper, for simplicity, we use subscripts p, p þ f, and p þ b to denote pixels with coordinates ðx; yÞ in image r and coordinates ðx þ d f ; yÞ and ðx þ d b ; yÞ in image m, respectively. Substituting (2) and (4) into (3), we obtain the following equations for each corresponding pixel pair in the input images:
We show an example in Fig. 3 , where two corresponding foreground pixels are blended with different background pixels due to the disparity differences. In (7), there are unknowns F r , F m , B r , B m , r , and m to be estimated given input C r and C m . F r and F m are corresponding foreground pixels. We optimize F r in our method. Then, F m can be readily obtained by mapping the foreground pixels in C r to C m using the computed disparities. We estimate r , m , B r , and B m separately. It guarantees that the unmatched background pixels due to occlusion are appropriately handled, which in turn improves the estimation of disparities and foreground colors.
In what follows, without special annotation, we use F to denote F r . Thus, by taking (4) into (7), C m pþf can be rewritten as
SYSTEM INITIALIZATION
We first initialize all unknown variables. The detailed disparity and alpha matte estimation process is described in the following sections. Note that our algorithm is not restricted to only using the following alpha and disparity initialization. More sophisticated methods, such as the one described in [24] , can also be employed in order to handle thin and complex structures. Initializing disparity. We initialize a single disparity d p for each pixel p in image C r and C m using the stereo matching method [16] . The disparity errors produced in this step are inevitable due to the lack of consideration of color blending. Since our method estimates two disparity values for each pixel representing the foreground and background, respectively, we take the following steps to initialize the values. We first compute the disparity histogram. By assuming that there is a depth gap between the background and the foreground objects, we propose to partition the histogram into two disjointed segments. In particular, we first fit the histogram by a two-component Gaussian mixture model. The parameters of the two Gaussians for the foreground and background are denoted by fd f ; d f g and fd b ; d b g, respectively. They will also be used later to define likelihoods for foreground and background disparities. One example of the constructed histogram is shown in Fig. 4c . Then, we use the Bayes classifier to partition the histogram and assign disparity d to the foreground if Initializing alpha matte. In each image, we generate a trimap for alpha matte estimation. The trimap indicates whether one pixel in the input images is definitely in the foreground ð ¼ 1Þ, definitely in the background ð ¼ 0Þ, or unknown. Our method estimates the disparities and the alpha values within the "unknown" region in the following optimization steps.
The trimap construction is described as follows: We have produced a binary segmentation in input images according to whether Fig. 4d . The disparity values around the segmentation boundaries are unreliable since these pixel colors are most likely mixtures of the foreground and background. We then select all these boundary pixels and dilate them by 2 to 15 pixels to form the "unknown" region. The range of dilation is determined using the following considerations. If the foreground object has long hairs, the "unknown" region should be wide enough to include all boundary pixels. Otherwise, for a near-solid boundary object, we need to dilate only one or two pixels. Note that a narrower "unknown" region contains fewer pixels, making the overall computation faster and easier.
All other pixels are then marked as "definitely foreground" ð ¼ 1Þ or "definitely background" ð ¼ 0Þ according to their initial disparities. The initial trimaps on C r and C m are thus created. One illustration is shown in Fig. 4e . The initial foreground color F ð0Þ and background color B ð0Þ for the pixels in the "unknown" region are all directly set as the pixel color C. The alpha matte ð0Þ is initialized as ð0Þ p ¼ 1 p is in the ''foreground'' region; 0:5 p is in the ''unknown'' region; 0 p is in the ''background'' region:
The values of F , B, and will be refined in our following optimization.
OPTIMIZATION
In this section, we describe our algorithm for solving the fractional stereo matching problem. Given the observation U ¼ fC r ; C m g, we separate the unknowns into a parameter set Â ¼ fF ; B r ; B m ; r ; m g and hidden data J ¼ fd f ; d b g. In this section, we aim at estimating the parameters using EM:
where is the space containing all J of size n. After we obtain the optimized parameter set Â Ã , we shall further refine d f and d b using BP.
Expectation Step
In the expectation step, we assign the probabilities at each pixel to the depths of the foreground and background layers (the "hidden variables"), given images that represent both layers and the alpha matte in the reference view (the "parameter set"). The expectation of the depth random variables is then computed. In iteration n þ 1, we compute the expectation of In what follows, we describe the expectation computations for foreground depth d f and background depth d b .
Computing Expected Foreground Depth
Using Bayes' theorem, we have Using (7) and (8), ideally, the corresponding foreground pixels in the two images should have the same foreground color:
Therefore, the following equation should hold for the matched latent foreground pixels:
Using (13), we define probability Prior P p ðd f jUÞ is defined using the information obtained from our initialization step. Since we have fitted the initial disparity values by two Gaussian distributions, we directly use the foreground disparity model to define P p ðd f jUÞ:
where d f and 2 f denote the mean and the variance of the foreground disparity Gaussian distribution estimated in Section 4.
Combining (14) and (15), the expectation of the disparity variable for each foreground pixel p can be written as
Because there are only a few discrete levels for d i , estimating E P p ðd f ¼ d 1 jÂ ðnÞ ; UÞ À Á is easy.
Computing Expected Background Depth
For the background disparity d b , we similarly define the conditional probability as represents the likelihood in terms of background color similarity given the background disparity, and P p ðd b jUÞ represents the background disparity prior.
Unlike foreground pixels, background pixels can be possibly occluded; therefore, the likelihood P p ðÁjd b ; UÞ should be defined differently from the foreground counterpart in (14) . We consider all possible occlusion situations and summarize them in the following cases:
. When computing the corresponding background matching pixel p þ b in C m for each pixel p in C r , a matching term without including the penalty will make the matching pixel in C m whose alpha value is close to 1 much preferred since the matching cost will approach zero. This obviously biases the background matching process to favoring only the largely occluded pixels in order to minimize the cost (which we call trivial matching). By adding penalty , we increase the trivial matching cost and make occluded background pixels less preferred in the matching process.
Prior P p ðd b jUÞ is defined in a way similar to (15) using the initial background disparity Gaussian distribution (described in Section 4):
Integrating the two probability definitions, the expectation of the background disparity variable for each pixel p can be computed by
Maximization Step
After the expectation computation, we maximize the expected complete-data log-likelihood with respect to parameter set Â given the observation U (i.e., the input stereo images): 
where LðÁÞ is the log likelihood LðÁÞ ¼ logP ðÁÞ. P ðJjÂ ðnÞ ; UÞ has already been computed in the expectation step. The above definition is similar to that in [12] .
Integrating (4), (7), and (8), we get
where ! C , ! B , and ! denote the standard deviations of Gaussian probability distributions for C, B, and . LðÂÞ is defined in a way similar to that in [2] . We expand it to
We estimate the foreground color, alpha value, and background color likelihoods for each pixel using the color sampling method proposed in [2] . Specifically, we first collect foreground/background color samples for each unknown pixel from neighboring pixels in the "definitely foreground/background" regions of the trimap. Then, we model color distributions using these samples by fitting Gaussian distributions or Gaussian mixtures for the background and foreground, respectively. In what follows, we describe our method using a single Gaussian model for simplicity. The formulation and optimization using Gaussian mixtures are similar. Using notations similar to those in [2] , for each pixel p, we represent the constructed Gaussian models for the foreground color as fF p ; AE À1 F p g and get
Similarly, we define LðB r Þ, LðB m Þ, Lð r Þ, and Lð m Þ as
where k 2 fr; mg. Given all the above definitions, solving (21) 
One important observation here is that in minimizing f, each F , B, and are correlated only with their counterparts along the same scan line in the stereo images. Therefore, we optimize them separately in the ground of the scan line. This increases the computation efficiency and improves the robustness of our method. Our optimization process in this maximization step includes iteratively estimating and fF ; Bg. The optimization details are described in the Appendix. The whole EM algorithm is outlined in step 4 in Algorithm 1.
We plot in Fig. 5 the likelihood residual error e produced in iterations in the "fan" example shown in Fig. 4 . Error e is computed by
The error monotonically decreases in iterations, and the optimization process converges rapidly.
Computing Final Disparities
The disparities are treated as hidden data in our EM framework since they have limited discrete values. As in many other stereo methods, incorporating pairwise smoothness in an MRF model makes disparities computation robust. However, it is computationally impractical to incorporate these pairwise-smoothness constraints in the EM steps. Therefore, we introduce a postprocessing step using BP to finally estimate the disparities. In this step, we obtain a parameter set estimate Â Ã and a probability distribution of hidden data d f and d b . Similar to other stereo matching methods, we form a MRF on the images and define the energy, which contains a data term and a smoothness term [16] as
where k 2 ff; bg. E s ðd k Þ is the smoothness term defined similar to that in [16] :
where N ðÁÞ denotes the set of the pixel neighborhood, and d is a weight. E d ðd k jU; Â Ã Þ is the data term:
Here, data term E d ðd k jU; Â Ã Þ is the output from our EM optimization. The data term faithfully represents data likelihood and can appropriately constrain our final disparity computation. We use BP to minimize the energy defined in (29) in order to compute the optimal disparities. Another possible approach to solving this problem is to take these refined disparities into further optimization using EM and then reiterate the EM and BP steps. However, this process is computationally expensive and does not guarantee convergence. In our method, a single iteration is sufficiently effective to produce visually and quantitatively satisfying results, as shown in the following sections. A summary of our algorithm is given in Algorithm 1. 
EXPERIMENT RESULTS
In our approach, each pixel has at most two latent disparity values for the foreground and background. To visualize the hairy object boundary, we construct a blended disparity map similar to the alpha matte:
It has been used to illustrate the boundary details in Figs. 1c and 4f. 
Alpha Similarity Validation
In Figs. 6 and 7, we illustrate two examples to validate our alpha similarity constraint. A toy bear example is shown in Fig. 6 , where Figs. 6a and 6b contain the reference image C r and the matching image C m , respectively. Using the general initialization and by applying the optimization, our method estimates the alpha matte for the reference view, as shown in Fig. 6e . To compare, we show the ground-truth alpha matte computed by the blue-screen matting method [14] in Fig. 6c without modifying the foreground object and the camera. It can be observed that our alpha matte estimate is similar to the ground truth. The root mean squared (RMS) error between our alpha matte result and the ground truth is only 0.024. The alpha error histogram for the pixels in the fractional boundary region is shown in Fig. 6f .
To verify that our method is not biased toward estimating only alpha values correctly in the reference view, we also show our alpha estimate for the matching view in Fig. 6h , where the corresponding ground-truth alpha matte is shown in Fig. 6g . The RMS error of our alpha estimate is only 0.026. The alpha error histogram for the pixels in the fractional boundary regions in the matching view is shown in Fig. 6i , which is also similar to that of the reference view Fig. 6f .
In Fig. 7 , we show another example, where the foreground object has a narrow fractional boundary. Figs. 7a  and 7b show the input images. Our computed alpha matte for the reference view is shown in Fig. 7e . Similar to the previous example, we compute the ground-truth alpha Fig. 7d using the blue-screen matting method [14] on the background-replaced image Fig. 7c . The RMS error between our alpha result and the ground truth is only 0.013, and the alpha value error histogram for the pixels in the fractional boundary regions is shown in Fig. 7f .
These two examples empirically justify our alpha correspondences. This appropriate alpha model plays an important role in handling objects with wide or narrow fractional boundaries.
Disparities in Fractional Stereo Matching
The "fan" example with a fractional boundary has been shown in Figs. 1 and 4 . Fig. 8 shows another challenging example where two stereo images Figs. 8a and 8e contain a brown toy bear with long hair. Traditional stereo matching methods do not work well on color-blended pixels. Fig. 8b shows the disparity result from the method proposed in [16] . Because there is no consideration of fractional boundary, errors are inevitably produced. Figs. 8c and 8d show the blended disparity map and the alpha matte computed by our method. The complex fractional hair structure is faithfully retained.
Result with Standard Stereo Images
Our approach can also be applied to conventional stereo images to improve the disparity computation. We show the "Tsukuba" example in Fig. 9 .
Our algorithm initializes the disparity map using the method proposed in [16] , as shown in Fig. 9e . The boundary of the lamp is not smooth since only pixel matching information is used in estimating the disparities. The lamp is in the nearest layer, and a considerable distance exists between the lamp and other background objects. Therefore, we directly threshold the disparity map to separate the foreground and the background. The threshold value is set to 13. Then, the foreground boundary is expanded by 2 pixels to form the trimap, as shown in Fig. 9b .
Our method considers boundary blending between the lamp and the background. After optimization, we obtain the alpha matte of the foreground lamp, as shown in Fig. 9c . The boundary is faithfully recovered.
Our algorithm also refines the disparities in the unknown region. In order to reasonably compare our dual-layer result with the disparity results from other methods, we use the following threshold to generate a single disparity value for each pixel: 
The above threshold classifies a pixel as part of the foreground if the pixel's alpha value is large. Otherwise, this pixel belongs to the background. The alpha value, in this process, is regarded as the estimated probability that a pixel is in the foreground or background.
Our final disparity map is shown in Fig. 9g . Two other disparity map results from the state-of-the-art stereo matching algorithms are illustrated in Figs. 9e and 9f. We visualize the difference between Figs. 9f and 9g in map Fig. 9h , where the red pixels highlight the improvement in our disparity estimate. In Fig. 10 , we show the error statistics obtained from the Middlebury stereo vision web page ("http://cat.middlebury.edu/stereo/"). Our small disparity error validates the use of the dual-layer boundary refinement, especially for pixels near depth discontinuities.
Alpha Matte Results and Comparison
In this section, we show that our method can also be regarded as a new matting algorithm using stereo configuration. Our method produces better results compared to other single natural image matting methods.
In Fig. 11 , a synthetic example illustrates the effectiveness of our method in handling difficult matting problems. Figs. 11a and 11b show two views of a toy in front of a twocolor background. The brown background color is similar to the toy's color. The results by Bayesian matting [2] , Wang and Cohen [22] , and Levin et al. [10] are shown in Figs. 11g,   11h , and 11i, respectively. Because of the difficulties in distinguishing the foreground pixels from the background ones in this example, extracting the hairy toy from a single image is difficult. Artifacts can be noticed in these results, as shown in the magnified regions Figs. 11j, 11k, and 11l. This example is also difficult for a standard stereo matching method [16] to produce a satisfactory disparity map, as shown in Fig. 11d .
In our unconventional stereo matching framework, the alpha model is used. After optimization, our method outputs a fractional disparity map Fig. 11e . Our automatically extracted foreground alpha matte is shown in Fig. 11f . The mean square errors of the alpha matte obtained from different matting methods are listed in Table 1 . This quantitative comparison clearly shows the advantage of our method in solving difficult digital matting problems.
In Fig. 12 , we compare our matting result with those produced by the methods in [22] and [10] in the difficult "fan" example. In the input images, the background has complex patterns, and some of the colors are similar to those of the fan. This makes the foreground and the background not clearly distinguishable, largely affecting the performance of previous single natural image matting methods. In matting results Figs. 12b and 12c, produced in [22] and [10] , the background patterns are mistakenly estimated as the foreground due to the color similarity. Our automatically computed alpha matte result in Fig. 12d contains fewer errors thanks to the stereo configuration and the joint optimization. The disparity visual clue is essential for disambiguating the underconstrained color blending. We have proposed a novel dual-layer approach to solve the stereo matching problem in objects with fractional boundaries using two-frame short-baseline stereo images. Each pixel is assumed to be blended by two latent pixels with different disparities in the estimated "unknown" region. We have defined a probabilistic model constraining the colors, disparities, and the alpha mattes on the two input images and proposed an optimization algorithm using EM to robustly estimate all parameters. Our method provides a unified framework and gives a solution to stereo matching in challenging nonstandard scenes that contain complex color blending. We believe our approach is an important step toward extending the power of stereo matching to more general situations and achieving a full utilization of stereo techniques in depth estimation for a wider spectrum of input images.
The method presented in this paper improves the one proposed in [24] by relaxing the foreground alpha constancy constraint. In this paper, we assume that only the corresponding foreground pixels have similar alpha values, broadening the ability of our method to handle alpha values with sampling errors. We show one example in Fig. 13 where the stereo images are captured with a slightly wider baseline. In this case, the alpha constancy condition does not hold for many foreground boundary pixels. We show the results in [24] and our improved algorithm in Figs. 13d and 13e and compare them to the ground-truth alpha matte Fig. 13f , which is estimated using the blue-screen technique. Although both Figs. 13d and 13e look similar to Fig. 13f , a quantitative comparison of the error statistics shows that our new algorithm outperforms the previous one, validating the effectiveness of using a soft alpha constraint.
Our method can be improved in different ways and leads to a few future research directions. First, it can be extended to handling multiple depth layers. We show how our current method tackles the challenging "Cones" example in Fig. 14 . In this example, a complex disparity distribution exists, and no clear foreground can be distinguished. When our method is directly applied to this example, the foreground happens to be extracted as the white region in Fig. 14e , based on which we construct trimap, as shown in Fig. 14f . Our boundary refined result is shown in Fig. 14g . In comparing Fig. 14g to the initial disparity map Fig. 14c , there is only limited improvement in disparities, as illustrated in table Fig. 14h . We expect that if more stereo images are used or other general blending models are investigated, our method can handle challenging multilayer examples.
Second, although we employ the robust EM optimization to compute the alpha and disparity values due to the large number of unknowns, our algorithm still has a chance to get stuck in the local minimum. In these cases, a good initialization of the disparity map and alpha matte would help improve the result quality. Third, when using shortbaseline stereo images containing a single hairy-boundary object, the alpha similarity constraint can be generally satisfied between pixels. However, if most pixels in the input image pair indeed violate this constraint, our algorithm may not produce satisfactory results. Using more input images may be a solution.
APPENDIX A
We describe our optimization process here. and fF ; Bg are iteratively optimized until convergence.
A.1 Optimizing with Fixed fF ; Bg
When F and B are fixed, given the image width W , the problem turns to searching: 
along each scan line y. Here, unknowns r and m are sparsely coupled, making it a multivariable nonlinear optimization problem. Fortunately, we show in the following that the function fðXÞ is convex with respect to , so the global optimum can still be obtained in this step. 
