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1. INTRODUCTION 
In White [l], an introduction to the deterministic problem of getting from 
. . . 
a given mltial state to a fixed final state in an optimal manner is given. 
In White [l , 21 a problem of moving from a given initial state to a required 
final state, is discussed under the heading of “Systems of Uncertain Duration,” 
in which the transitions are probabilistic. In the former case, the method of 
approximation in policy space was shown to be valid, providing an initial 
nonloop solution was chosen to begin the iterations. In the latter case the 
method used there depended on the directional ordering of the states. 
In this paper we show that the approximation in policy space method, in a 
slightly modified form, is valid for the general problem, under fairly wide 
conditions. 
2. STATEMENT OF PROBLEM 
A system is in one of N states, i = 1,2 ,..., N. Various control actions are 
possible, and if action k is taken when the system is in state i, there is a 
transition matrix of probabilities, p,“, , of moving to state j. Associated with 
each initial state i, and action K, there is a cost (or time) function 
The problem is to find a control policy which minimizes the expected cost of 
getting from condition i to N. 
3. DYNAMIC PROGRAMMING FORMULATION 
Let us assume that the expected cost of getting from i to N using an optimal 
policy is finite. Let it bef(i), since it depends only on i. 
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Then f (i) satisfies the equation: 
f(i) = (1) 
f(N) = 0. (2) 
From equation (1) we see that 
f (;) G qik + j+T, .Pfjf (i) + &f (4 
Thus, if pf# # 1, 
for all R. (3) 
for all k. (4) 
Now let K*(i) be the optimal policy. Then we get equalities, instead of in- 
equalities, in (3) and (4). 
Hence, for K(i) = K*(i), all i, (4) becomes an equality. 
Hence, 
f(i) = min, [ 1%” + jI&:f (d//P -I@.] (5) 
4. APPROXIMATION IN POLICY SPACE METHOD OF SOLUTION 
(i) Choose a policy P(i) such that the corresponding expected cost of 
getting from i to N is finite. 
(ii) Solve the equations for i = I, 2,..., N - 1, (f O(N) = 0): 
f O(i) = ]qFo(i) + j~nP$(i’fo(i)t/{l - pf:“‘}. 
forf0(l),f0(2) ,..., f”(N - 1). 
(iii) For each i = 1,2, N - 1 find P(i) to minimize 
If P(i) gives a minimum value, let kl(i) = kO(i). 
(iv) Repeat cycle at (ii) until {f”(i)} converges, as it will, to an optimal 
policy. 
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5. PROOF OF F~SULTS 
Suppose we have arrived at a policy A, with a finite expected cost for each i 
and then generate a new policy B using step (iii). Assume thatfA(i) is finite 
for all i. 
Then 
(7) 
We choose a representative point in each minimal chain not containing N, 
and which can be reached from each point in its minimal chain, and define 
f”(i) to be the minimal expected cost from i to termination at N or at one of 
the representative points. 
Then, 
f”(i) -f”(i) = /9.” + CP$f”(j) - 48 - C P:f”(j)l 
i J 
+ 1 p:(P(i) - fBW 63) 
PutfA(i) --f”(i) = dAB(i), and write the first bracket on the R.H.S. as flB(i). 
Then 
whence 
dAB(i) = yAB(i) + C PEfF( j), (9) 
j 
dAB(i) =rAB(4/U - PE> +1, C p$l”“ci)l/(l - I$). (10) 
,#o.N 
Now under policy B every state has a nonzero probability of moving into 
state N eventually, and hence within N - 1 moves. 
For suppose this were not so, then there would exist a minimal subchain, C, 
under policy B, not containing N. Let frB be the steady-state probability for 
state i E C. 
The minimal property we use is that C contains only states which can be 
entered from any other state with non-zero probability within a finite number 
of steps. For such a subchain tiB > 0, i E C. For such a subchain, 
(11) 
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Then, using equation (IO), now restricted to this subchain C, we have 
= ;I S,Br”“(W -Pf) + c Wi) . c S$,B,l(I -Pf). (12) 
3 Zfl 
Using equation (11) it is easy to see that the L.H.S. term and the second 
R.H.S. term of equation (12) are equal. 
Hence we derive 
1 S,“y”“(i)/( 1 - pi) = 0. 
zec 
Since 6,s > 0, we have tiB(i) = 0, for all i. 
Now the rule in step (iii) requires that policy B, restricted to C, is the same 
as policy A restricted to C. But policy A has a finite expected cost for each i, 
and hence can have no minimal subchains of the kind C, not containing N. 
Hence every state has a nonzero probability of moving to N, under B, within 
N - 1 moves. 
Let us now replace our one-step equations (6), (7), (8), (9), (IO), by 
(N - I)-step equations, where, for example we replace p: by pt(N - I), 
qIA by qiA(N - l), etc. Equation (10) can then be replaced by: 
Ll”B(i) =yAB(N - 1, i)/( 1 - ppv - 1)) 
+ 1 Pfp - 1) dAB(dl(l - Pfp - 1)). w 3fz.N 
Since, now, pFN(N - 1) > 0, for all i, we have 
for all i. 
Thus equation (lO)l has a unique solution for dAB(i), and, since 
yAB(N - 1, i) > 0, (being positive linear combinations of 
Y-v, 11, Fy1,2), . . . . yAB(l, N - l), 
each being >O), we have dAB(i) > 0. 
Hence, f”(i) ,( f”(i). 
Thus the sequence {f”(i)} is monotonic decreasing. It is also bounded 
below since qik > 0. Hence it is convergent to a functionf(i). Since there are 
a finite number of states the convergence is uniform. Hence f(i) satisfies 
equation (5). If equation (5) has a unique solution,f(i), then thef(i) obtained 
thus must be the optimumf(i). Hence the policy obtained will be an optimum 
policy. 
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Letf(i), F(i) b e d ff i erent finite solutions to equation (5) and let A, B be 
respective optimal policies. 
Then 
F(i) -f(i) 2 1 C P:(W) -f(i)) j/U -Pi}. 1Zz.N 
(14) 
(15) 
Then equations (14) and (15) become 
(16) 
WI -f(i) = 49 + j c PfyW) -/(i)@l -P$>, (17) 
,#e.N 
with a(i) < 0 < b(i) for all i. 
In the same way in which we transformed equation (10) into equation (1O)l 
by introducing the (N - 1)-step transition matrices, we can transform 
equation (16) to equation (16)l as follows: 
F(i) -,f(i) = a(N- 1, i) + ( C P!(N- 1) * (F(j) -f(j))//{1 -p,4(JG 1)}, 
LN ‘I 
(16Y 
where a(N - 1, i) is a positive linear combination of a(l), a(2),..., a(N - 1). 
Since n(i) < 0, for all i, and since 
for all i, (16)l has a unique solution for F(i) -f(i) and F(i) -f(i) < 0 for 
all i. 
Applying the same reasoning to equation (17) we see that F(i) -f(i) >, 0 
for all i. 
Hence F(i) =f(i) for all i, and equation (5) has only one finite solution 
forf(i). 
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