The magnetosonic wave emission by an intense relativistic electron beam rotating within a plasma is calculated. This process follows the trapping of the beam in the plasma, and results in a transfer of approximately half the beam energy to the plasma ions. A nonlinear theory is given in accord with beam and plasma parameters of fusion interest. It is shown that dissipation balances the nonlinearity to produce a shock-type flow resembling that of the linear theory. The primary nonlinear modification is an 
I. INTRODUCTION
We consider the second stage of the interaction after the beam has been trapped in the plasma by the mechanism discussed in (1) . 1 This process is assumed to have occurred in a reasonably coherent manner so that the beam retains its annular shape and high rotational velocity. For simplicity, the axial variations are neglected. The conditions prevailing immediately behind the beam head in the propagating beam are assumed to exist throughout the range of z at the time propagation stops. The trapping phase of the interaction is treated as a transient occurring prior to l=O, so that the second stage may be formulated mathematically as an initial value problem . Be am.dynamics are neglected, so that the beam provides a fixed current source. In general, in this paper we do not consider instabi lities except in the peripheral sense that they may cause an anomalous electron-ion collision frequency.
There are two cases to distinguish depending on whether the magnetosonic mode is or is not critically damped. In the former case, as was discussed in (I) both the Langevin and momentum conserving collision terms have the same consequences for the propagating beam. The plasma response is essentially a diffusion process and energy is transferred Ohmically to the plasma. If the collision frequency is large enough to produce the critical damping, then the formulae in (I) may be applied by simply making the change -z l 1:,, +t -t.
Specifically, Eq. (52) of (I) the power dissipated per unit length by the angular current, becomes Pa= n I;,s (1 + 4:{t r. 
Y -
where 11 =11 a2(e 2 / mc 2 ) llp is the number of beam electrons per classical electron radius. Thus, for either a high energy (y >> 1) and large 11/y beam, or a low energy (Y « 1 + l/11) beam, all beam energy goes into the plasma in a fraction of the diffusion time, -r 4 . To determine how the energy distributes among the various ion, electron, and wave components, one needs a detailed understanding of the dissipative process which our phenomenological treatment does not allow. Indeed, to maintain the collision frequency at the magnitude needed for critical damping of the magnelosonic wave requires a strongly turbulent state . Since there is no satisfactory theory of this, we have used estimates of the collision frequency based on experiments and weak turbulence theory. This will give reasonable results for dissipated power when the phenomenological constants are accurate, but cannot give the distribution of energy within the plasma.
The second case, when the magnetosonic mode is not critically damped, is the primary subject of this paper. This can occur even when the mode is critically damped initially since plasma electrons are substantially heated during trapping. Also, turbulent enhancement of lhe collision frequency may subside in the approximately 100 nsec it takes the beam to stop. In any event, if excited, the magnetosonic disturbance should be large, and one does not expect a linear treatment to be valid. It turns out, however, that for the configuration and parameters considered here, the linear, collisionless, nondispersive version of the theory actually gives quite good results. This happens because the beam creates a shock type disturbance. Nonlinear wave front steepen- 
II. LINEAR MAGNETOSONIC WAVE EMISSION
We consider the geometry of F ig. 1, which depicts a slab beam. This approximates the thin annular beam but ignores cylindrical effects. The convergence of the inward propagating wave and its reflection from the cylinder axis is thus neglected. Beam current is flowing in the y direction and the wave will propagate in the x direction. The system we have in mind is the same as in (!)but not propagating, as summarized in Table I .
After Fourier-Laplace transforming Maxwell's equations, with the plasma dielectric function inserted we have
where the initial value terms have been written in terms of the electric field and plasma current. Starting from the neutralized initial condition, Jp=-Jb, (a / at) E l 1 .o = 0, and neglecting axial variations for the nonpropagating beam, (4) may be written
where (6)
and n = kc/w is the index of refraction. Thus, the composite transformation to diagonalize the initial dispersion tensor, Eq. (7), becomes
Applying this to Eq. (5) results in the decoupled mode equations
2 ) S~,
( 1 7) where the primed source and field components are related to the x, y components by Ef is the actual normal mode amplitude . Its polarization is given by the second column of the 0 matrix
where the last equality is obtained by using the dispersion relation D~ -I DH 1 2 = 0. This is the same polarization as in the homogeneous solution D • E =0 (see Eq.
(7)J.
We now specialize to the case of a magnetosonic mode in a dense, w!./1.v~., » 1, plasma. The frequency regime is (20) as will be sell-consistently verified shortly. In this limit, the dielectric coefficients simplify considerably (22) and the polarization becomes E.,/Ev = i(w l w 0 i). The term "magnetosonic" is usually applied to the limit w «we;, in which case the electric field polarization is transverse. For the case considered here, we retain the terminology, although the mode is somewhat different and is polarized primarily in the longitudinal direction.
The dispersion relation, which is D~ -I DH l 2 = 0, or Calculating the transverse field component, we find
and the mode source is
The longitudinal source, s,, arises from the Hall field of the angular return current and is an initial value term. Sv has contributions from the beam current and the initial electric field, although the latter may be neglected. Taking the beam current to be constant in time, with the same x dependence as the initial E, (this follows from the angular return current calculation when the decay is neglected), and denoting R = Jb/ E.,
we have
where e(k) is the Fourier transform of source. The first term is due to the initial electric field and the sec- ond to the beam current.
After carrying out the w inversion, the transverse field in Eq. (23) is expressed as
112 is the Alfven speed. The response to the initial disturbance can be expressed as a derivative of the forward and backward propagated pulses, the response to the beam current as an integral. This makes the resulting distrubances occur in somewhat different places, although for a localized sheet source the differences are minor. Comparing magnitudes, and using R =w!,/41T'.t>co the beam current term is bigger than the initial Ex term by the factor w~, 1 w2. >> 1, so that the initial value term may be neglected.
This finally gives
with RE( 0 the beam current distribution.
The basic features can be seen from the response to a sheet beam current distribution
where I 0 is current per unit length of beam. For the resulting transverse field, we find 
where B =211I 0 1c is the wave magnetic field amplitude. . Under conditions where the magnetosonic mode can propagate, it carries away the neutralizing current. Accordingly, a diamagnetic B field appears inside the beam (negative x), and a paramagnetic B outside. As the inward and outward propagating pulses pass through the plasma, a flow of ions in the radial (positive x) direction is set up. Almost all of the particle energy is in this now. 
Ill. NONLINEAR EVOLUTION OF MAGNETOSONIC WAVES
The object of this section is to obtain an evolution equation for magnetosonic disturbances, including finite amplitude effects. In the absence of dissipation, it is well known 2 that the mode, in the cold fluid description, sustains stationary solutions of the soliton not the shock type. With dissipation, stationary shock solutions can be obtained. In both cases the disturbance is made stationary by a balance between dispersion and nonlinear effects.
Thus, in a perturbation expansion these competing effects must be made to enter at the same order. Otherwise, the solution obtained is not uniform and the expansion will break down in a finite time. The method then, is to take one propagation direction, and treat the w = v,k approximation to the wave as the first order solution. All corrections to this approximation (nonlinear, dispersive and dissipation effects) are moved to the next order. In the wave frame, the first-order equations make no restrictions at all on the functional form of the mode amplitude; it can be an arbitrary function of x -11st. (Variations must be fairly slow to justify the expansion. ) What the first order equations do determine is the mode structure or eigenvector: e =(vi, Ve, E, B) IJ!(x, t), physical variables in terms of a scalar mode amplitude. One can then proceed to the next order, and by a number of techniques for finding uniform expansions, 3 determine the (slow) evolution of the amplitude 1/J. We will use the method of multiple time scales.
• The expansion parameter will not be made ex- plicit, since it is our purpose to obtain all terms that may balance the nonlinearity in the next order. Roughly, it would be related to the dimensionless mode amplitude, and parameters describing the degree of dispersion and dissipation. These emerge naturally in the resulting evolution equation.
The configuration is the same as in the previous calculation (depicted in Fig. 1) . We use the cold two-fluid equations with collision terms -mev 61 (v., -v 1 ) for electrons, -me Ve; (v; -v.,) for ions.
Wave frame variables are 
The definitions Wee = I e.s< 0 > 1111,cl, Wei~ I eB< 0 > l m 1 cl, of cyclotron frequencies in the zero order magnetic field, have been used. .s< 0 > is not equal to the applied field but will be determined at the end of the calculation. Corrections to gyration frequencies due to the wave field, B, appear on the right-hand side or the equations. This nonlinearity will contribute terms identical to those resulting from the convective derivative. Equations (37)-(45) constitute a complete set. Poison's equation is redundant in this geometry, since it may be deduced from Eqs. The first-order solution is given by the left-hand side of Eqs. (37)-(45), which still contain some unwanted dispersion terms. We are interested in a solution which, linearly, is stationary. Thus, the fast time derivative of first-order terms is assumed to be zero. Solving the left-hand side by essentially algebraic manipulations, gives Note that the continuity equations (41), (42), and also (45) do not enter. Equations (41) and (42) 49) can be diagonalized and the components of e 121 calculated independently. These components correspond to evanscent "modes" in addition to all the normal modes. The evanscent components may be neg lected but generally other phenomena, such as nonlinear decays, will occur. Since the magnetosonic wave is the lowest frequency mode (for perpendicular propagation), it does not drive decay instabilities. We, therefore, need only e ... dotted into Eq. (49) which describes the interaction of the magnetosonic mode with itself.
The operations of Eq. (48) are equivalent to the e '"• dot product and when carried out on Eq. (49) reduce Le m to zero, that is, the eigenvalue corresponding to ems is zero. This second-order equation is
and is given in dimensionless form. Spatial and temporal scales are denoted by L and T. The fi rst-order amplitude is expressed in terms of B, the wave magnetic field, scaled to the zero-order field.
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The requirement that the expansion be uniform or without time secularities leads immediately to aip< 2 > I &T 0 = 0, and the desired evolution equation is obtained. If we further discard terms of an obviously higher order il may be written
w,. ax
The first three terms give the Burgers equation, the first, second and last, the Korteweg-deVries equation.
For the case we have been considering (L-1, v-10 9 , n,-10 14 , B 10 >-1G), c2-lw~L 2 -11400, 11,,L l v.-100, so that the last term has a very small effect. Neglecting, this, and deleting the slow time notation finally results in
(52) Note that the dissipation, which appeared as a friction proportional to the velocity in the fluid equations, contributes as a diffusion term in the evolution equation.
The stationary solution to Eq. (52) may be obtained by two elementary integrations
whereµ= !(c2-l w!.Lz)(11, 1 L lu.), and AB is the amplitude. These are shock type solutions, with the shock width given by (µ / AB) L. In the laboratory variables, x-x -vi, the disturbance propagates.
The magnetic field in Eq. (53) goes from AB at x = -oo to -AB at x=oo, whereas in the usual problem, one has the perturbation zero at x=oo. Thus, in order to satisfy the boundary conditions the zero order field, B< 0 >, must be chosen as 
where, in (54), vi = B~1411nm 1 is the Alfv~n speed in the applied field, and the last equality defines the magnetosonic Mach number.
When the initial perturbation has a step of width l * (µ I AB)L, Eq. (52) will give the evolution to the final state. For l<(µ I AB)L, the behavior will initially be diffusion. When Z> (µ I AB) L, the initial motion will be a steepening of the wave front.
Although this is an initial value analysis, it may be applied to the driven response problem of the rotating beam in a fairly strai. ghtforward way. Consider the diamagnetic and paramagnetic responses separately. Each, once initiated, develops in exactly the same way as an initial step function propagating wave. Making use of this equivalence we take as initial conditions the results of the linear theory a short time after the beam pulse turns on. Both para-and diamagnetic parts are extended to infinity in the direction opposite to their propagation. This is a calculational artifice and the solution in these regions is neglected. A small error may result from the initial nonlinear interaction of the two waves.
Thus, the initial distrubance has a "shock" width equal to the beam thickness, typically 1 cm. This is to be compared with the stationary shock width (in real units) (55) For11, 1 We conclude that dissipation dominates dispersive effects and combines with the nonlinearity to make a steady flow resembling the linear, nondispersive result.
Modifications to the linear theory are increased propagation speed v s= Msv A, and a slightly modified pulse shape, Eq. (53).
IV. NUMERICAL ESTI MATES FOR EXPERIMENTS
Consider first the case when the magnetosonic mode is critically damped. Heating is then by the same process as during trapping, namely Ohmic. The parameters of Table I will be used for the estimates. At this collision frequency 11. 1 -10 9 , the magnetosonic mode is, marginally, critically damped [see (I) ]. It should be noted that this magnitude collision frequency corresponds to an extremely high level of turbulence. If e lectron temperature after trapping is~ 100 eV, the enhancement factor of v., over classical is~ 10 4 • The formulae from Sec. I may be modified to apply to an annular beam. Putting Y= 2 and taking beam length to be 1 m lbs ::. aenc = 1. 44 x 10 12 SA f em Table I summarizes the results for two sets of experimental parameters. Both cases represent weakly nonlinear disturbances. The expansion parameter, approximately Bl 8< 0 > = B/ B 0 M., is about 0. 2 in the first column and 0. 4 in the second. The longitudinal electric field across the shock is not large enough to reflect the ions (for the paramagnetic pulse), so that the most obvious failure of a weakly nonlinear theory can be discounted. Difficulties in the estimates are high shock speed and short beam lifetimes, especially for the case in column two. Beam current was assumed to turn on instantly and remain constant, which is a good model for trapping time short compared with both af P, and T. This is clearly not the case in column two, and those numbers must therefore be considered as quite speculative. The primary error involves using the stationary nonlinear solution, since the linear problem is complex and not close to the stationary solution. The mode is still weakly nonlinear so that (51), or the equivalent with the source term, would be valid, but the detailed temporal evolution has to be considered. Quantities such as wave field and ion energy which depend only on disturbance magnitude and linear eigenvector may be considered reliable.
We have focused on the problem of coupling beam en- ergy into plasma ions. In so doing a number of phenomena have been greatly simplified or ignored entirely. Some of these and possible consequences are as follows.
Finite plasma temperature can have two effects. The first comparatively minor one is to modify magnetosonic propagation speed. For expected initial plasma temperature this would be a negligible effect. Second, pressure gradients can drive the mode. This can become significant when plasma electrons are highly heated during beam trapping. Modifications of the previous model are possible (hot fluid) to permit calculating the effect in the same manner.
Dissipation within the shock is a higher-order process, which in this expansion determined the shock structure but did not affect energy balance. Eventually, the wave decays due to this dissipation. A related question is thermalization of the ion flow. These mechanisms are not expected to greatly affect the coupling of beam energy to the mode.
Finally, there are finile boundary effects. The waves reflect from the plasma boundary and cylinder axis to return and interact with each other and again with the beam. Moreover, there is geometric focusing. This can be a very significant phenomena for the inward propagating wave which converges in approaching the axis. Thus for our parameters, a 10 cm diameter cylindrical shock approximately 1 cm in width would focus to approximately 2 cm diam, increasing the Mach number to about 3, and becoming a very strong shock.
