This paper presents a segmentation method for detecting cells in immunohistochemically stained cytological images. A two-phase approach to segmentation is used where an unsupervised clustering approach coupled with cluster merging based on a fitness function is used as the first phase to obtain a first approximation of the cell locations. A joint segmentation-classification approach incorporating ellipse as a shape model is used as the second phase to detect the final cell contour. The segmentation model estimates a multivariate density function of low-level image features from training samples and uses it as a measure of how likely each image pixel is to be a cell. This estimate is constrained by the zero level set, which is obtained as a solution to an implicit representation of an ellipse. Results of segmentation are presented and compared to ground truth measurements. key words: image segmentation, probabilistic curve evolution, image cytology
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Introduction
Evaluation of cytology specimen for the purpose of making diagnostic decisions is guided by the measurement of cell properties and their spatial distribution. In particular, the geometric properties of cells such as area, radius, perimeter, convexity, etc. and their spatial distribution measured in terms of the specimen topology play an important role in the diagnostic process [1] . Thus, in developing a computerassisted system for cytology specimen analysis, segmentation and delineation of cells forms the first step necessary for accurate quantification of cell parameters.
Automatic segmentation of cells in a multitude of image modalities has been a problem of interest over the last three decades [2] . While many approaches have been proposed [1] , [3] , including specific methods for images of immuno-stained cytology specimen [4] , cell segmentation remains a problem of interest due to both the complex nature of cell structures with their associated variabilities, and the problems inherent in the imaging process. Current practice for evaluation of a cytological specimen requires that a cell smear be appropriately prepared and stained. The stains used label (modify the visible appearance of) the cells and tissue fragments of interest. Following staining, the specimen are digitally imaged using a light microscope. The next step involves analysis of the digitized image(s) to obtain relevant measurements leading to a diagnostic outcome. Common problems encountered in immunohistochemical stained continuities in the image signify boundaries between different objects. Objects that exhibit uniform intensity values or a homogenous distribution of intensities have been successfully segmented using histogram-or clustering-based approaches. All of these methods are known to be sensitive to noise and other image artifacts. More specifically, edgebased and histogram-based approaches are not useful for cytological smears since boundary extraction does not provide good delineation of the cell boundary due to lack of contrast between the cell and background across all cells present in the image. Modified approaches that combine edge-based methods with parametric techniques such as Hough transform [7] have also not been successful for the same reasons. Image textures and noise usually degrade edge detection making it difficult to find the correct peaks in the parameter space. On the other hand, region-based approaches that employ region growing, splitting, and merging algorithms, are less sensitive to noise. However, due to their iterative nature, they tend to be computationally more expensive. Furthermore, cytological smears typically contain cell clusters that are not equally stained making region-based approaches difficult to adapt resulting in darker background regions being classified as cells and lighter cell regions being misclassified as background.
Traditional image analysis methods have viewed segmentation as a low-level operation decoupled from higher level operations such as classification. However, the two processes are closely related. Each can be improved with information that the other provides. An example of such coupled interaction between low-and high-level processes has been proposed in the domain of chromosome segmentation [8] . In this paper, we present a two-phase approach to segmenting cells in immunohistochemical stained images. We use an unsupervised clustering approach coupled with cluster merging based on a fitness function in the first phase to obtain a first approximation of the cells location. A joint segmentation-classification approach incorporating ellipse as a shape model is used in the second phase to detect the final cell boundary. Specifically, the first phase formulation is based on the use of representative-based clustering coupled with cluster merging using proximity graphs. Second phase formulation is based on the Level Set approach proposed by Osher and Sethian [9] coupled with a feature-based classification model and the elliptical shape prior.
The remainder of the paper is organized as follows: Sect. 2 describes the method to obtain a first approximation of the cell location. The algorithm yielding the final cell boundary based on the level-set formulation is discussed in Sect. 3. Section 4 outlines the experiments that were performed, and the results of segmentation. Finally, conclusions and a summary of our proposed approach appear in Sect. 5.
Clustering and Cell Localization
The objective of the first phase analysis is to find a set of locations corresponding to the cells of interest. Due to prob- 
where (8)
and ƒ¿ and ƒÀ weight the contribution of the classification and shape information in the energy functional.
Bayesian Classification
In solving for the posterior probability required by the ob- and the conditional density p(q/t), we can compute the posterior probability of the observed feature being a particular class pixel using the Bayes rule. For the two-class discrimination case, the posterior probability given by the classifier is:
(10)
where, p(q/b) is the conditional density function of the background distribution and P(b) is the prior probability of observing the background. Assuming a parameterc model for the class conditional pelf's, the only remaining unknown parameter is the prior probability of observing a class region . This is calculated from a training set of images. As we are performing detection based on individual pixels, the prior probability is computed by:
To achieve optimum performance from any classification/clustering system, it is essential that its design exploits the specific characteristics of the data. Since multiple attributes are computed for each pixel, the class conditional pdf has to appropriately model the distribution of features in a high-dimensional space. If each class dependent distribution is derived from a homogeneous image intensity distribution, a unimodal probability distribution such as a multivariate Gaussian distribution may be good enough as p(I) [16] . However, the statistical property of each class conditional distribution is often nonuniform due to the complexity of the cells and background themselves and the presence of noise in the data. Hence feature reduction is necessary to avoid the drawbacks of Occam's razor [18] . Instead of designing a single classifier that accounts for all the pixel attributes within a single pdf, we propose a, scheme that uses individual classifiers for each subset of the attributes and fuses the outputs of all classifiers to reach a consensus. Each individual classifier provides an estimate of the posterior probability and the goal of the combining stage is to produce a single estimate that maximizes the probability for localized cell detection while reducing clutter and false alarms. Various integration methods have been proposed in the past [19] . We formulate a supra-Bayesian integration in which the posterior estimates from each classifier are assumed to have a probability distribution and, based on the means and variances of the outputs, we can formulate an optimal decision scheme. Strictly speaking, Bayesian theory holds true only for individual decision makers, but if the group decision is viewed as a collaborative effort, the effect is externally Bayesian. As in the case of individual classifiers, the integration module is estimating the probability of observing a cell or background pixel. So, for n individual classifiers, where each P(t|q) is providing a measure of subjective probability of observing a cell pixel, and if the posteriors are Gaussian distributed, the integrated posterior decision simplifies to: (13) where, wi weights the contribution of each of the features. As each of the classifiers is designed to identify single class pixels, we know that there is sufficient diversity and complementarity within the estimates. Thus the weight associated with each of the classifiers plays an important role in deciding the contribution from each estimate. This is mainly due to the fact that the integrator module does not have the same information that is seen by each of the classifiers. Evaluating the log likelihood of Eq. (13) and assuming that the combined probability ratios provide the final probability as (14) and (15) gion contains two cells that are very close to each other and due to incorrect localization, only one cell is segmented. For the second region, the localization stage identifies a region that does not contain a cell, but due to bleeding of the stain, the background region has pixels with the same color as that of the cell pixels. This results in a false detection of a cell. Overall, for the images in the test set, the algorithm resulted in a cell segmentation accuracy rate of 92.1% with a false segmentation rate of 2.7%. Each cell segmented was examined to tabulate the error rates and to identify the reason for the error. We found that the primary reason for segmentation errors was failure of the localization stage in identifying the correct region of interest. This indicates that color alone may not provide sufficient differentiation of cell pixels, especially considering that the staining process is highly variable. In addition, it is also clear that a strict adherence to an elliptical shape model biases the ability to segment cells that deviate significantly from the normal structure.
Finally, to compare the proposed approach to existing segmentation methods, we implemented and tested the parametric fitting approach proposed by Wu et al. [1] on the 40 test images. Figure 4 shows the segmentation obtained for the image in Fig. 1 . Due to the inability of the algorithm to identify cell clusters, the segmentation results detected a large percentage of background structures. In addition, due to the strict parametric constraint imposed at the global image scale, many cells of interest were missed due to the Fig. 4 Cells detected after parametric segmentation [1] of the image in Fig. 1 [5] P.K. Sahoo, S. Soltani, and A.K.C. Wong, •gA survey of thresholding
