The Laplacian spectral recursion, satisfied by matroid complexes and shifted complexes, expresses the eigenvalues of the combinatorial Laplacian of a simplicial complex in terms of its deletion and contraction with respect to vertex e, and the relative simplicial pair of the deletion modulo the contraction. We generalize this recursion to relative simplicial pairs, which we interpret as convex subsets of the Boolean algebra. The deletion modulo contraction term is replaced by the result of removing from the convex set Φ all pairs of faces in Φ that differ only by vertex e.
Introduction
There are two good reasons to extend the Laplacian spectral recursion from simplicial complexes to relative simplicial pairs.
The spectral recursion for simplicial complexes expresses the eigenvalues of the combinatorial Laplacian ∂∂ * + ∂ * ∂ of a simplicial complex ∆ in terms of the eigenvalues of its deletion ∆ − e, contraction ∆/e, and an "error term" (∆ − e, ∆/e). This recursion does not hold for all simplicial complexes, but does hold for independence complexes of matroids and shifted simplicial complexes [2] . In each case, the deletion and contraction are again matroids or shifted complexes, respectively, but the error term is only a relative simplicial pair of the appropriate kind of complexes. Being able to apply the recursion to 2. We review Laplacians and introduce the spectral recursion for convex sets in Section 3. Our main results, that skeleta preserve the property of satisfying the spectral recursion (Theorem 4.7), and that shifted convex sets and certain matroid pairs satisfy the spectral recursion (Theorems 5.12 and 6.2), are the foci of Sections 4, 5, and 6, respectively.
Convex sets
In this section, we review convex sets, and extend many simplicial complex operations to convex sets. We also introduce the reduction operation (Φ||e), and establish some of its properties.
Definition. Let 2
E denote the Boolean algebra of subsets of finite set E. Recall that Φ ⊆ 2 E is convex if F ⊆ G ⊆ H and F, H ∈ Φ together imply G ∈ Φ. We will call the set E the ground set of Φ, individual members of E the vertices of Φ, and members of Φ the faces of Φ. Note that v may be a vertex of Φ without being in any face of Φ. In this case we call v a loop of Φ. (This is in analogy to a loop of a matroid.)
Convex sets are usually defined not just on (2 E , ⊆), as they are here, but on arbitrary partially ordered sets. (Indeed, the proof of Lemma 5.2 makes use of a "convex set" on 2 E with respect to a different partial order.) But what makes Laplacians work so well on convex sets of (2 E , ⊆) is that (2 E , ⊆) supports a chain complex (Lemma 2.6, and the preceding discussion), and so we restrict our attention to this case. Hereinafter, the word "convex" will only refer to convex sets of (2 E , ⊆). An important special case of a convex set is a simplicial complex. As usual, ∆ ⊆ 2 E is a simplicial complex if G ⊆ H and H ∈ ∆ together imply G ∈ ∆. It is obvious that simplicial complexes may be defined as convex sets containing the empty face ∅. Of course, our motivation runs in the oppposite direction; convex sets are usually presented as pairs of simplicial complexes. If ∆ ⊆ ∆ are a pair of simplicial complexes on the same ground set, then the relative simplicial pair (∆, ∆ ) is simply the set difference ∆ − ∆ . It is easy to check that, if Φ ⊆ 2 E , then Φ is convex precisely when
for some simplicial complexes ∆, ∆ , though the following example shows that ∆ and ∆ are not unique. Although convex sets are the same as relative simplicial pairs, we will strive to put all of our results in the language of convex sets rather than relative simplicial pairs. One reason is the potential difficulty in describing properties of the convex set in terms of the pair of simplicial complexes which are not necessarily unique, as demonstrated in Example 2.1. Another, as alluded to in the Introduction, is to better take advantage of duality. The dual of a convex set Φ on ground set E is
It is easy to see that the dual of a convex set is again convex, and that Φ * * = Φ. It is also easy to see the intersection of two convex sets is again convex, but we have to be more careful with union, even with disjoint union. If Φ and Θ are disjoint convex sets with faces F ∈ Φ and G ∈ Θ such that F ⊆ G, then Φ∪ Θ, the disjoint union of Φ and Θ, might not be convex. We thus define two convex sets Φ and Θ to be totally unrelated if F ⊆ G and G ⊆ F whenever F ∈ Φ and G ∈ Θ, and, in this case, define the direct sum of Φ and Θ to be Φ ⊕ Θ = Φ∪ Θ. It is easy to check that the direct sum of two convex sets is again convex.
Example 2.2.
It is easy to see that the convex set Φ in Example 2.1 is a direct sum {12456, 1245, 1246, 124} ⊕ {1356, 135, 136}. The components of the direct sum are indeed totally unrelated, even though they share many vertices.
The join of two convex sets Φ and Θ on disjoint ground sets is
When Φ and Θ are simplicial complexes, this matches the usual definition of join. It is easy to see that the join of two convex sets is again convex. Some special cases of the join deserve particular attention. If Φ is convex and R is a set disjoint from the vertices of Φ, then define
the join of Φ with the convex set whose only face is R. If v a vertex not in Φ, then the cone of Φ is v * Φ = {v, ∅} * Φ, the join of Φ with the convex set whose two faces are v and the empty face. The open
Deletion and contraction are well-known concepts from matroid theory, and were easily extended to simplicial complexes in [2] . Now we further extend to convex sets. If Φ is convex and e is a vertex of Φ, then the deletion and contraction of Φ by e are, respectively,
Φ/e = {F − e : F ∈ Φ, e ∈ F }.
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As opposed to the simplicial complex case, Φ/e is not necessarily a subset of Φ − e. As with simplicial complexes, neither Φ/e nor Φ − e contains e in any of its faces, though we stil consider e to a vertex, albeit a loop, in each case. It is also easy to check that Φ − e and Φ/e are convex when Φ is convex. Note that
and, similarly,
We are now ready to define reduction, which will be a focal point for most of the rest of our work.
Definition. If Φ is convex and e is a vertex of Φ, then the star of e in Φ is
and the reduction of Φ by e is Φ||e = Φ − st Φ e.
When Φ is a simplicial complex, st Φ e matches the usual definition. It is easy to check that st Φ e is convex when Φ is convex, but Φ||e takes a little more work. Proof. Assume otherwise, so F ⊆ G ⊆ H, and F, H ∈ Φ||e, but G ∈ Φ||e. Thus F, H ∈ Φ, and, since Φ is convex, G ∈ Φ.
If e ∈ G, then e ∈ F , and then F ⊆ F∪ e ⊆ G∪ e. But also G ∈ Φ||e implies G∪ e ∈ Φ. Then, since Φ is convex, F∪ e ∈ Φ, which contradicts F ∈ Φ||e.
Similarly, if instead e ∈ G, then e ∈ H, and then G − e ⊆ H − e ⊆ H. But also G ∈ Φ||e implies G − e ∈ Φ. Then since Φ is convex, H − e ∈ Φ, which contradicts H ∈ Φ||e.
Proposition 2.4. If Φ is convex and e is a vertex of Φ, then Φ||e is the direct sum
Proof. To show Φ||e is the desired direct sum, let F, G ∈ Φ||e such that e ∈ F , and e ∈ G; we must show F and G are unrelated. Since e ∈ G\F , we know G ⊆ F , so assume In the special case where Φ is a simplicial complex, {G ∈ Φ||e : e ∈ G} is empty and Φ||e = (Φ − e, Φ/e). It is easy to check that (st Φ e) * = st (Φ * ) e, and so (Φ||e) * = Φ * ||e. We review our notation for boundary maps and homology groups of simplicial complexes (as in e.g., [12, Chapter 1] ). As usual, let Φ i denote the set of i-dimensional faces of Φ, and let
Via the natural orthonormal bases Φ i and Φ i−1 for C i (Φ; R) and C i−1 (Φ; R), respectively, the boundary operator ∂ i has an adjoint map called the coboundary operator,
e., the matrices representing ∂ and ∂ * in the natural bases are transposes of one another.
As long as Φ is convex,
This simple observation is the key step to several results that follow. To start with, the usual homology groupsH i (Φ; R) = ker
Lemma 2.6. If Φ is convex and e is a vertex of Φ, theñ
Proof. First note that st Φ e = e * ((Φ − e) ∩ (Φ/e)) = e * (Γ, Γ ) = (e * Γ, e * Γ ) for some simplicial complexes Γ and Γ , and so is acyclic. Now, Φ, Φ||e, and st Φ e are all convex, and thus support chain complexes; furthermore, by definition of Φ||e,
is a short exact sequence of chain complexes. The resulting long exact sequence in reduced homology (e.g., [12, Section 24]),
and the result follows immediately.
We collect here the easy facts we need about how direct sums and joins (and thus cones and open stars) of convex sets interact with deletion, contraction, stars, and reduction. Each fact is either immediate from the relevant definitions, or a routine calculation. For the identities with the join, we assume e is a vertex of Φ. 
Laplacians
In this section, we define the Laplacian operators and the spectral recursion, develop the tools we will need later to work with them, and show that several operations on convex sets, including duality (Proposition 3.7), preserve the property of satisfying the spectral recursion.
It is not hard to see that L i (Φ) maps each face [F ] to a linear combination of faces in Φ adjacent to F , that is, faces in Φ of the form F − v∪ w for some (not necessarily distinct) vertices v, w, and such that F − v ∈ Φ or F∪ w ∈ Φ. For details on the coefficients of these linear combinations (in the simplicial complex case, though the ideas are similar for convex sets), see [3, equations (3. 2)-(3.4)], but we will not need that level of detail here. For more information on Laplacians, also see, e.g., [6, 9, 11] .
Each of ∂ i+1 ∂ * i+1 and ∂ * i ∂ i is positive semidefinite, since each is the composition of a linear map and its adjoint. Therefore, their sum L i is also positive semidefinite, and so has only non-negative real eigenvalues. (See also [6, Proposition 2.1].) These eigenvalues do not depend on the arbitrary ordering of the vertices of Φ, and are thus invariants of Φ; see, e.g., [3, Remark 3.2] . Define s i (Φ) to be the multiset of eigenvalues of L i (Φ), and define m λ (L i (Φ)) to be the multiplicity of λ in s i (Φ).
The first result of combinatorial Hodge theory, which goes back to Eckmann [4] 
Though initially stated only for the case where Φ is a simplicial complex, there is a simple proof that only relies upon Φ supporting a chain complex, and so applies to all convex sets Φ; see [6, Proposition 2.1]. A natural generating function for the Laplacian eigenvalues of a convex set Φ is
We call S Φ the spectrum polynomial of Φ. It was introduced (with slightly different indexing) for matroids in [9] , and extended to relative simplicial pairs in [2] . Although S Φ is defined for any convex Φ, it is only truly a polynomial when the Laplacian eigenvalues are not only non-negative, but integral as well. This will be true for the cases we are concerned with, primarily shifted convex sets [2] , matroids [9] , and matroid pairs (M − e, M/e) [2] . Let F be a face in a convex set Φ. As usual, the boundary of F in Φ is the collection of faces {F − v ∈ Φ: v ∈ F }. Similarly, the coboundary of F in Φ is the collection of faces {F∪ w ∈ Φ: w ∈ F }. It is not hard to see that ∂ ( 
it follows then that
The following is the analogue for direct sums. It is simpler than the formula for disjoint union of simplicial complexes [2, Lemma 6.9], because even disjoint simplicial complexes share the empty face.
Lemma 3.1. If Φ and Θ are convex sets such that Φ ⊕ Θ is well-defined, then
the multiset union of s i (Φ) and s i (Θ), and
Proof. Since no face in Θ is related to any face in Φ, there are no adjacencies between faces in Φ and faces in Θ, nor do any of the faces in Θ change any adjacencies in Φ. Similarly, no faces in Φ change any adjacencies in Θ, and we conclude
, and so S Φ⊕Θ = S Φ + S Θ .
Following [3] , let the equivalence relation λ µ on multisets λ and µ denote that λ and µ agree in the multiplicities of all of their non-zero parts, i.e., that they coincide except for possibly their number of zeros. Definition. We will say that a convex set Φ satisfies the spectral recursion with respect to e if e is a vertex of Φ and
We will say Φ satisfies the spectral recursion if Φ satisfies the spectral recursion with respect to every vertex in its ground set. (Note that Lemma 3.5 below means we need not be too particular about the ground set of Φ.)
When Φ is a simplicial complex, Φ||e becomes (Φ − e, Φ/e), and equation (4) immediately reduces to the spectral recursion for simplicial complexes in [2] .
The statement and proof of the following lemma strongly resemble their simplicial complex counterparts [2, Theorem 2.4 and Corollary 4.8]. Here as there, specializations of the spectrum polynomial reduce it to nice invariants of the convex set, and reduce the spectral recursion to basic recursions for those invariants. We sketch the proof in order to state what the spectrum polynomial and spectral recursion reduce to in each case. If Φ is convex and e is a vertex of Φ, define
where [t i ]p denotes the coefficient of t i in polynomial p. Clearly, Φ satisfies the spectral recursion with respect to e precisely when S i (Φ, e) = 0 for all i. 
Then S i (Φ, e) = S j (Θ, e).
Proof. Translating the assumptions to generating functions,
where C 1 , C 2 , C 3 , and C 4 are constants. It is then easy to compute
This makes S i (Φ, e) − S j (Θ, e) a linear polynomial in q. But by Lemma 3.3, S i (Φ, e) − S j (Θ, e) = 0 when q = 0 and when q = 1. Therefore S i (Φ, e)−S j (Θ, e) must be identically 0, as desired.
The following two results are easy to verify directly; the third is not much harder. Proof. Calculate
Lemma 3.5. If Φ is convex and e is a loop, then Φ satisfies the spectral recursion with respect to e.
Similar routine calculations establish the following two lemmas. Proof. Combine Lemmas 3.6 and 3.9
Skeleta
The main goal of this section is to show that taking skeleta preserves the property of satisfying the spectral recursion (Theorem 4.7). A key step is to show that skeleta and reduction interact reasonably well (Corollary 4.3).
Definition. We will say a convex set Φ is
Note that it is not necessary for there to be a face of every dimension between i and j. If Φ is convex, we define the (i, j)-skeleton to be
It is immediate that
The corresponding statement with reduction instead of deletion or contraction is not true. For instance, in Example 2.5, 1256 ∈ (Θ||3) (1, 3) (since 12356 ∈ Θ), but 1256 ∈ Θ (1,3) ||3 (since 12356 is 4-dimensional, and so is not in Θ (1,3) ). On the other hand, it will not be hard to show that at least the non-zero eigenvalues of Φ (i,j) ||e and (Φ||e) (i,j) coincide. We first need two easy technical lemmas.
Lemma 4.1. Let Φ be a convex set with vertices e and v. If
Proof. First note that v = e, since, otherwise, F, F∪ v ∈ Φ (i,j) ||e would be impossible. Thus, either e is a vertex of both F and F∪ v, or e is a vertex of neither.
First assume e ∈ F, F∪ v. Then F ∈ Φ (i,j) ||e implies F∪ e ∈ Φ (i,j) , and so F∪ e ∈ Φ (note dim F < j). But then F∪ {v, e} ∈ Φ, since Φ is convex and F ∈ Φ. Now, with F∪ e, F∪ {v, e} ∈ Φ, we conclude F, F∪ v ∈ Φ||e.
Next assume e ∈ F, F∪ v. Then F∪ v ∈ Φ (i,j) ||e implies F∪ v − e ∈ Φ (i,j) , and so F∪ v − e ∈ Φ (note dim F∪ v > i). But then F − e ∈ Φ, since Φ is convex and F∪ v ∈ Φ. Now, with F − e, F∪ v − e ∈ Φ, we conclude F, F∪ v ∈ Φ||e. 
Lemma 4.2. If Φ is convex and e is a vertex of Φ, then
where N is a set of faces with neither boundary nor coboundary in
Proof. First we show (Φ||e)
, so F ∈ Φ||e and F ∈ Φ (i,j) . If e ∈ F , then F∪ e ∈ Φ, so F∪ e ∈ Φ (i,j) , and so F ∈ Φ (i,j) ||e. If, on the other hand, e ∈ F , then F − e ∈ Φ, so F − e ∈ Φ (i,j) , and so F ∈ Φ (i,j) ||e.
. By Lemma 4.1, for every v ∈ G, we have G − v ∈ Φ (i,j) ||e, and, for every w ∈ G, we have G∪ w ∈ Φ (i,j) ||e. Therefore, G has neither boundary nor coboundary in Φ (i,j) ||e, as desired.
Corollary 4.3. If Φ is convex, e is a vertex of Φ, and i < j, then
Proof. Apply Lemma 3.2 to Lemma 4.2.
The following two equations are from [3, equation (3.6) ], where they are established for simplicial complexes, but they are just easy consequences of Φ supporting a chain complex.
As a result of this second equation, if Φ is (i − 1, i)-dimensional, we will let s(Φ) refer to the equivalence class of
Proof. By equation (7) 
Lemma 4.5. If Φ is convex and e is a vertex of Φ, then
Proof. Let b and t be two new vertices not in Φ, and let
It is immediate that Θ is well-defined, since b = t. (Indeed, b and t are introduced precisely to make a direct sum of out Φ (i−1,i) and Φ (i,i+1) .) It is easy to verify that
in each case, the last -equivalence is by equation (6) . Then, by Lemma 3.4, S i+1 (Θ, e) = S i (Φ, e), and so now it is easy to verify Proof. This is an immediate corollary to Lemma 4.5 Proof. By Lemma 4.6, it suffices to prove that every Φ (i,i+1) satisfies the spectral recursion with respect to e, which we now do by induction on i.
) is either the convex set whose only face is the empty face, or the empty convex set with no faces whatsoever. Either way, Φ (i,i+1) trivially satisfies the spectral recursion.
If i > −2, then, by induction, S i (Φ (i−1,i) , e) = 0, and by hypothesis, S i (Φ, e) = 0. Then by Lemma 4.5, S i (Φ (i,i+1) , e) = 0, and so Φ (i,i+1) satisfies the spectral recursion with respect to e, by Lemma 4.4.
Shifted convex sets
Our main goal in this section is to show that relative simplicial pairs that are shifted (on the same vertex order) satisfy the spectral recursion (Theorem 5.12). The key step is the construction of another convex set Φ − that satisfies the spectral recursion when Φ does; this resembles, but is more involved than, a construction in the proof of the simplicial complex case [2, Lemma 4.22] . We first translate shifted relative simplicial pairs to shifted convex sets, and show that the dual of a shifted convex set is again convex and shifted (Proposition 5.6). Proof. Lemma 5.5 , and E − F, E − H ∈ Φ. Therefore E − G ∈ Φ, and so G ∈ Φ * .
We now turn our attention to proving that shifted convex sets satisfy the spectral recursion. We start with a definition that does not rely upon Φ being shifted, but which will be very useful when Φ is shifted. If Φ is an (i − 1, i)-dimensional convex set with vertex 1, then define
where
Computing Φ − dimension by dimension, we see that, equivalently, Proof. Let F ∈ N Φ . We split the proof into two cases, depending on the dimension of F . First assume dim F = i − 1. Then F ∈ Φ and F∪ 1 ∈ Φ, which imply F∪ v ∈ Φ for any v, since F ⊆ F∪ 1 ≤ C F∪ v. Thus, F has no coboundary in Φ; F has no boundary in Φ simply because it has minimal dimension in Φ. Now assume, on the other hand, dim F = i. Then F ∈ Φ and F − 1 ∈ Φ, which imply
Thus, F has no boundary in Φ; F has no coboundary in Φ simply because it has maximal dimension in Φ. 
Proof. First, by equation (8),
Now, coning preserves shiftedness of convex sets, since 1 * (∆, ∆ ) = (1 * ∆, 1 * ∆ ) and, as is well-known and easy to prove, coning preserves shiftedness of simplicial complexes. Equation (9) thus reduces the proof of this lemma to showing that
is convex and shifted. Equation (10) 
, and Φ i−2 = Φ i−1 /1, and so G ∈ Φ precisely when the following conditions are met:
then dim H ≥ i − 1, and so H ∈ Φ and, by Lemma 5.7, G∪ 1 ≤ S H. Either way, for some H (either H or H∪ 1), F∪ 1 ≤ S G∪ 1 ≤ S H and F∪ 1, H ∈ Φ. Thus G∪ 1 ∈ Φ, as desired.
The proof that G satisfies condition 3 is similar; we start by assuming dim F∪ 1) , F ≤ S G ≤ S H and F , H ∈ Φ. Thus G ∈ Φ, as desired.
The existence of a strong map N → N is the natural condition on matroids N and N to yield nice results about the convex set (IN(N), IN(N ) ); see, e.g., [10] . Roughly speaking, it means that the matroid structures of N and N are compatible, comparable to demanding that ∆ and ∆ are shifted on the same ordered ground set in order for (∆, ∆ ) to be shifted pair. The factorization theorem (e.g., [10, Theorem 8.2.8] ) says that one characterization of the existence of such a strong map is that N = M − A and N = M/A for some matroid M with ground set E∪ A. The main result of this section is that, in the special case where |A| = 1, i.e., rank N − rank N = dim IN(N) − dim IN(N ) = 1 , the convex set (IN(N), IN(N ) ) satisfies the spectral recursion. We need first one lemma. Proof. This is essentially proved in [2, Lemmas 3.3 and 3.4]. We sketch the proof here, both for completeness, and to let the language of convex sets, not found in the original, simplify some of the steps.
Let Φ = (IN(M − e), IN(M/e))
. If I ∈ Φ, then I is independent in M, but I∪ e is dependent in M, and so there is a unique circuit of M, which we denote by ci M (e, I), contained in I∪ e. For each circuit C ∈ C(M), let M C = {I ∈ Φ: ci M (e, I) = C}. Since each I ∈ Φ has a unique ci M (e, I), the M C 's partition Φ.
In order to show that this partition is a direct sum, first note that, if I 1 ∈ M C 1 and I 2 ∈ M C 2 , then I 1∪ e cannot contain C 2 , since ci M (e, I) is the unique circuit of M contained in I∪ e. Then, since C 2 ⊆ I 2∪ e, it follows that I 2 ⊆ I 1 ; similarly I 1 ⊆ I 2 . We conclude that all the M C 's are totally unrelated, as desired.
Finally, as in [2] , We are unable to prove anything about (IN(N), IN(N ) ) if rank N − rank N > 1, because we don't have the analogue of Lemma 6.1 above. Still, experimental evidence on randomly chosen matroids supports the following natural conjecture. N → N between matroids N and N , then the  convex set (IN(N), IN(N ) ) has integral Laplacian eigenvalues, and satisfies the spectral recursion.
Conjecture 6.3. If there is a strong map

