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LOCALIZATION OF EIGENFUNCTIONS VIA AN
EFFECTIVE POTENTIAL
DOUGLAS N. ARNOLD, GUY DAVID, MARCEL FILOCHE, DAVID JERISON,
AND SVITLANA MAYBORODA
Abstract. We consider the localization of eigenfunctions for the oper-
ator L = − divA∇+V on a Lipschitz domain Ω and, more generally, on
manifolds with and without boundary. In earlier work, two authors of
the present paper demonstrated the remarkable ability of the landscape,
defined as the solution to Lu = 1, to predict the location of the local-
ized eigenfunctions. Here, we explain and justify a new framework that
reveals a richly detailed portrait of the eigenfunctions and eigenvalues.
We show that the reciprocal of the landscape function, 1/u, acts as an
effective potential. Hence from the single measurement of u, we obtain,
via 1/u, explicit bounds on the exponential decay of the eigenfunctions
of the system and estimates on the distribution of eigenvalues near the
bottom of the spectrum.
1. Introduction
The term localization refers to a wide range of phenomena in mathematics
and condensed matter physics in which eigenfunctions of an elliptic system
concentrate on a small portion of the original domain and nearly vanish
in the remainder, hindering or preventing wave propagation. For many
decades, its different manifestations have been a source of wide interest,
with an enormous array of applications. In addition to celebrated results
concerning localization by disordered potentials [Ab, An, AM, FS, BK, EA],
there is localization by randomness in the coefficients of −divA∇ and of
the Maxwell system [FK1, FK2], localization by a quasiperiodic potential
[JL], and localization by fractal boundaries [F+2007], to mention only a
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few examples. However, with the notable exception of the recent work [JL]
for a 1D almost Matthieu operator, these results do not address detailed,
deterministic geometric features of the localized eigenfunctions.
The present paper changes the point of view through the introduction of
a new effective potential, and applies it to establish the location, shape, and
a detailed structure of the exponential decay of the eigenfunctions of the
operator L = −divA∇ + V on a finite domain, as well as estimates on its
spectrum.
In 2012, Filoche and Mayboroda introduced the concept of the landscape,
namely the solution u to Lu = 1 for an elliptic operator L, and showed
that this single function has remarkable power to predict the shape and
location of localized low energy eigenfunctions of L, whether the localization
is triggered by the disorder of the potential, the geometry of the domain, or
both (see [FM]). These ideas led to beautiful new results in mathematics
[St, LS], as well as theoretical and experimental physics [L+2016].
In this paper and its companion papers [A+2016] in physics and [A+2017]
in computational mathematics, we propose a new framework that greatly
extends the predictive power of the landscape function u. We show that the
reciprocal 1/u of the landscape function should be viewed as an effective
quantum potential revealing detailed structure of the eigenfunctions. The
eigenfunctions of L reside in the wells of 1/u and decay exponentially across
the barriers of 1/u. Under hypotheses on the behavior of u that can be
confirmed easily and efficiently numerically, the original domain splits into
independently vibrating regions, and the global eigenfunctions are exponen-
tially close to eigenfunctions of subregions. As a corollary, we prove an
approximate diagonalization of the operator and confirm that localization
according to 1/u gives an accurate eigenvalue count up to exponential errors.
Predicting the eigenvalue count or “density of states” is an important
goal linking this paper to the other two. The proposal in [A+2016] to use
1/u to estimate the density of states, starting from the very bottom of the
spectrum, has provoked a burst of applications beyond the scope of the
single-particle Schro¨dinger equation. In particular, in the context of the
Poisson-Schro¨dinger system, the paper [FPW+] finds an iterative algorithm
that speeds up the time it takes to compute the performance of the type of
semiconductor used in LED devices from one year to one day. The key to this
acceleration is that at each step of the iteration, a new potential is computed
as a function of the density of states. This modifies in turn the operator L
and therefore the effective potential 1/u from which the next density of states
is derived, without ever solving the Schro¨dinger equation. In the companion
article [A+2017] in computational mathematics, we explore systematically
efficient shortcuts leading from the effective potential to the density of states.
Although some of our applications are to random regimes, the effective
potential 1/u is a deterministic tool. It is not designed to replace proba-
bilistic methods, but to complement and enhance them by providing a new
way to detect the quantum geometry of disordered materials. Statistical
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mechanics often treats the source of disorder as a black box, whereas this
mechanism allows us to enter the box and identify detailed deterministic
features of the disorder.
The paper is organized as follows. In Section 2, we state our results in a
special case and illustrate their numerical significance. In Section 3, we give
our main definitions and state some preliminary estimates on the landscape
function and eigenfunctions. In Section 4, we derive our exponential decay
estimates, known as Agmon estimates, in the setting of bounded domains
in Rn. In Section 5, we deduce the approximate diagonalization into local-
ized eigenfunctions and estimates on the eigenvalue distribution. Finally,
in Section 6, we describe how to generalize our theorems to manifolds and
prove the boundary regularity theorems stated in Section 3. We also address
the difficulty that Agmon metrics are only defined for continuous coefficient
matrices A; because our estimates are independent of the modulus of conti-
nuity, we are able to use a fairly straightforward procedure to approximate
bounded measurable coefficient matrices by continuous ones.
2. Outline of Results and Comparison with Numerical
Examples
To describe our results we consider the very special case in which the op-
erator is (minus) the ordinary Laplace operator plus a nonnegative, bounded
potential,
L = −∆ + V (0 ≤ V (x) ≤ V ; V := supV )
acting on periodic functions, that is, on the manifold M = Rn/TZn. It is
crucial to applications that the estimates be independent of the “size” T of
the manifold M as T → ∞. What makes them even more valuable is that
they are essentially universal, as we shall discuss later in this section.1
Assume that V is positive on a set of positive measure. Then the land-
scape function u, the solution to Lu = 1 on M , exists and is unique. More-
over, u > 0 by the maximum principle. Our starting point is the conjugation
of the operator L by multiplication by u:
L˜g :=
1
u
L(gu) = − 1
u2
div(u2∇g) + 1
u
g.
The operator L˜ has a similar form to L but with the new potential 1/u
replacing V . Writing the quadratic form associated with the operator L in
terms of L˜, we find the identity (Lemma 4.1)
(2.1)
∫
M
[|∇f |2 + V f2] dx =
∫
M
(
u2|∇(f/u)|2 + 1
u
f2
)
dx,
1Furthermore, in the body of the paper, we will treat operators with bounded mea-
surable coefficients on Lipschitz and more general domains and on compact C1 manifolds
with and without boundary; see Sections 3 and 6.
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which holds for all f ∈W 1,2(M). In particular,
(2.2)
∫
M
[|∇f |2 + V f2] dx ≥
∫
M
(1/u)f2 dx.
Inequality (2.2) suggests that we can replace V with a new effective potential
function 1/u. In fact, we will need the full identity (2.1) to demonstrate this.
The identity reflects a trade in kinetic and potential energy, enabling 1/u to
capture effects of both the kinetic term |∇f |2 and the potential term V f2
rather than only the potential energy.
An example of the localization we are trying to predict and control is
shown in Figure 1, which depicts a Bernoulli potential V on R2/TZ2 with
T = 80 and constant values on unit squares, V = 0 on white squares and
V = 4 on black squares. The values were chosen independently, with prob-
ability 30% for V = 4 and 70% for V = 0. At the right is the graph of
fifth eigenfunction. In spite of the fact that the zero set of V percolates
everywhere, this eigenfunction and dozens of others are highly localized.
Figure 1. Bernoulli potential (left) and the fifth eigenfunc-
tion (right).
Exponential decay
The first main result of this paper is the rigorous proof that the steep
decay in Figure 1 comes from the barriers of the effective potential. We do
this by formulating and proving appropriate exponential decay estimates of
Agmon type (see [A, DFP]). Roughly speaking, these theorems say that if
(2.2) holds, then eigenfunctions of eigenvalue λ have “most” of their mass
in the region
E(λ+ δ) = {x ∈M : 1/u(x) ≤ λ+ δ}
for a suitable small δ > 0, and exponential decay in the complementary
region.
To formulate our estimate precisely, consider the weights
wλ(x) := max
(
1
u(x)
− λ, 0
)
.
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Exponential decay is expressed in terms of the so-called Agmon distance,
traditionally built from V , but for our purposes arising from 1/u. We define
our version of Agmon distance, which we will refer to loosely as the effective
distance, as the degenerate metric on M given by
ρλ(x, y) = inf
γ
∫ 1
0
wλ(γ(t))
1/2 |γ˙(t)| dt,
with the infimum taken over absolutely continuous paths γ : [0, 1] → M
from γ(0) = x to γ(1) = y.
Theorem 2.1. (see Corollary 4.5) Let ψ be an eigenfunction: Lψ = λψ on
M . Let
h(x) = inf{ρλ(x, y) : y ∈ E(λ+ δ)}
be the effective distance from x to E(λ+ δ). Then
(2.3)
∫
{h≥1}
eh(|∇ψ|2 + V ψ2) dx ≤ 50(V /δ)
∫
M
V ψ2 dx.
The theorem says that the square density and energy of the eigenfunction
are at most of size e−h, with h = hλ,δ the effective distance from E(λ+ δ).
The main difficulty of the proof is to compensate for the price we paid for
replacing V with 1/u, namely that the gradient term |∇f |2 has been replaced
by u2|∇(f/u)|2 in (2.1). We can’t afford this dependence on u, and a crucial
feature of the estimate we obtain in (2.3) is that this part of the dependence
on u disappears, leaving only the effects of 1/u.
Remarkably, we get a uniform bound, independent of the dimension n
and the size T of the manifold. It is universal in that it depends only on
the effective distance and the scale-invariant ratio δ/V , where δ is a spectral
gap. As such, it can be interpreted easily both numerically and physically
across a wide family of contexts.
Figure 2. E(λ5 + δ) = {1/u(x) ≤ λ5 + δ} (left) with fifth
eigenfunction superimposed in grey scale (right).
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To illustrate this exponential decay, we compute the effective potential
1/u(x) for the Bernoulli potential in Figure 1. Figure 2 shows the contour
of E(λ5 + δ) on the left with λ5 = 0.45508, the fifth eigenvalue. (The value
δ = 0.005 was chosen as the average spacing between eigenvalues in the
vicinity of the fifth.) Overlaid on the right in grey scale are the values of
fifth eigenfunction ψ5. Note that most of ψ5 occupies just one component
of the set E(λ5 + δ). In fact, dozens of eigenfunctions coincide essentially
with single components or clusters of components.
Approximate diagonalization
So far, estimate (2.3) only guarantees that ψ5 is supported primarily in
a union of wells, i. e., it is mostly a linear combination of highly localized
functions, whereas Figures 1 and 2 show that the eigenfunction is primarily
a single spike. We want to show that eigenfunctions are single spikes or
clusters of spikes and justify implicitly the numerical procedure for finding
the eigenfunctions in order by examining the wells separately, starting from
the deepest (see [A+2017]).
To prove that eigenfunctions localize to a single well or a cluster, we estab-
lish an approximate diagonalization. This will require an extra assumption
on spectral gaps. For the purposes of localization and diagonalization, near
multiplicity, or resonance, is the enemy. Eigenfunctions with nearly the
same eigenvalue can, in fact, share wells.
We introduce a space of localized eigenfunctions as follows. Consider a
threshold µ that will be used to handle eigenvalues λ ≤ µ− δ. Choose any
subdivision2 of E = E(µ+δ) into a finite collection of disjoint closed subsets
E =
⋃
`
E` .
Let S denote the smallest effective distance ρµ between distinct pairs of
sets E` and E`′ . Let Ω` be the S/2 neighborhood
3 of E` in the effective
distance ρµ. Let ϕ`,j , j = 1, . . . , be the orthonormal basis of L
2(Ω`) of
eigenfunctions of L satisfying the Dirichlet condition ϕ = 0 on M \ Ω`.
By results analogous to the exponential bounds for ψ, these functions ϕ`,j
are concentrated near E` and decay exponentially in the larger region Ω`,
provided the corresponding eigenvalue satisfies µ`,j ≤ µ. In other words,
such functions are localized to a single well or cluster E` in M .
2The E` are typically connected components of E, but since the theorem is stronger
when the minimum separation S is larger, it is sometimes useful to merge nearby wells
into one set E`.
3The sets Ω` can also be chosen to be somewhat larger, provided each Ω` is separated
by at least ρµ distance S/2 from E`′ for every `
′ 6= `. They are roughly in the spirit of
Voronoi cells.
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Denote by Φ(a,b) the orthogonal projection onto the subspace of L
2(M)
spanned by ϕ`,j with eigenvalues between a and b, and Ψ(a,b) the correspond-
ing spectral projection for eigenfunctions of L. Denote by ‖ · ‖ the norm of
L2(M). Our main result is the following.
Theorem 2.2. (see Theorem 5.1) If ψ is an eigenfunction of L with eigen-
value λ on M and λ ≤ µ− δ, then
(2.4) ‖ψ − Φ(λ−δ,λ+δ)ψ‖2 ≤ 300
(
V
δ
)3
e−S/2‖ψ‖2.
If ϕ = ϕ`,j is a localized eigenfunction with eigenvalue µ = µ`,j ≤ µ − δ,
then
‖ϕ−Ψ(µ−δ,µ+δ)ϕ‖2 ≤ 300
(
V
δ
)3
e−S/2‖ϕ‖2.
The interpretation is that the eigenfunctions ψ are linear combinations
of localized ϕ`,j associated with the spectral band λ ± δ. In particular, if
the projection has rank one, then ψ lives primarily in one well or cluster E`.
This is the kind of localization we see in numerical simulation.
Let us make the spectral gap condition required for the projection to have
rank one more explicit. If we choose δ so that
(2.5) δ/V >> e−S/6,
then the constant on the right side of (2.4) is much smaller than 1. If there
is only one eigenvalue µ`,j in the range (λ − δ, λ + δ), then the projection
has rank one, and the eigenfunction ψ is localized. Up to the factor 1/6 in
the exponent, this is the best result of its kind that one can hope for. If
the spectral gap δ between eigenvalues µ`,j in adjacent E` is smaller than
V e−cS for some sufficiently large c, then the eigenfunction may be a linear
combination with significant contributions from more than one E`.
Finally, we describe the correspondence between actual eigenvalues and
localized eigenvalues µ`,j up to exponential errors. This, combined with
Theorem 2.2, gives the full picture of the correspondence between actual
eigenfunctions and localized eigenfunctions ϕ`,j up to exponential errors
for low eigenvalues. Denote by N0(λ) the cumulative eigenvalue counting
function for the union of the ϕ`,j and by N(λ) the counting function for the
original operator L.
Corollary 2.3. (see Corollary 5.2) Suppose that δ, µ and N are chosen so
that
(2.6) λ1 ≤ λ2 ≤ · · · ≤ λN ≤ µ− δ, 300N
(
V
δ
)3
e−S/2 < 1.
Then
N0(λ− δ) ≤ N(λ) ≤ N0(λ+ δ), for λ ≤ µ− δ.
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The corollary follows readily from Theorem 2.2. It says that the two
eigenvalue counts coincide up to δ with δ ≈ V N1/3e−S/6, parallel to (2.5).
The constants in our estimates depend only on the spectral ratio δ/V ,
so we can easily see the exponential take control as T increases with the
help of numerical experiments on R/TZ. For each of T = 25, 26, . . . , 219,
we carried out 200 realizations of a potential V with constant values on
unit intervals, chosen independently and uniformly distributed between 0
and V = 4. We found that the gap λ2 − λ1 is typically4 greater than 1/T .
(This is nearly the same, by (2.6), as the spectral gap between the first two
localized eigenvalues µ`,j .) The minimum separation S between consecutive
connected components of E(λ1 + 1/T ) conforms very well to the power law
median(S) ∼ .69T .59. For T = 215, the values δ1 = 1/T , V = 4, and the
median S1 = .69T
.59, we have
300
(
V
δ1
)3
e−S1/2 << 10−50.
Thus, (2.4) typically shows that the ground state ψ1 is extremely close to a
single spike.
Theorem 2.2 is motivated by work of Helffer and Sjo¨strand [H, HS] and
Simon [S1, S2] on resonance for smooth potentials V in the semi-classical
regime, −h2∆ + V as h → 0, but our potentials are much more irregular,
our eigenfunctions have a different shape, and our methods are different.
We use weak eigenfunction equations and derive error estimates in the dual
space to the standard Sobolev space W 1,2(M) (see (5.2)). By relying only
on dual space estimates, we can eliminate all dependence on smoothness,
and express our results explicitly in terms of the spectral gap ratio δ/V .
The dual estimates are just barely strong enough to yield estimates for the
spectral projection and eigenvalue distribution.
Because our exponential decay result is relative to distance to all of E(λ+
δ) rather than to a single well, it does not address directly the further decay
we see numerically as we pass through the second and third effective barrier,
etc. Our subsequent estimates show that resonance is the main issue. The
natural conjecture is that the interaction of pairs of eigenfunctions depends
primarily on the effective distance between the wells or cluster to which they
belong, rather than the minimum distance S between all pairs of wells. The
proof can be expected to depend on multi-scale analysis and a more detailed
spectral gap hypothesis like the condition (2.5) above, localized to pairs or
groupings of wells. Showing that such a hypothesis is satisfied with high
probability should employ tools associated with so-called Wegner estimates
in the theory of Anderson localization.
4 Lower bounds on spectral gaps are called Wegner type estimates. In [FS], Fro¨hlich and
Spencer showed that for large disorder, the gap is bounded below by a multiple of 1/Tn
with high probability in the discrete Anderson model on Zn with uniformly distributed
V . A similar conclusion holds with a larger power of T in many cases in which V has a
singular continuous distribution (see [CKM]).
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3. Main Assumptions and Preliminary Estimates
Let Ω be a bounded, connected, open subset of Rn such that at each
boundary point the domain is locally equivalent to a half space via a bi-
Lipschitz mapping. (In Section 5, we will replace the ambient space Rn
with a compact C1 manifold M̂ .)
Set M = Ω, and let m ∈ L∞(Ω) be a real-valued density satisfying
uniform upper and lower bounds
1
C
≤ m(x) ≤ C,
for some positive constant C. Let A = (aij(x))
n
i,j=1 be a bounded measur-
able, real symmetric matrix-valued function, satisfying the uniform elliptic-
ity condition
(3.1)
1
C
|ξ|2 ≤
n∑
i,j=1
aij(x)ξiξj ≤ C|ξ|2, x ∈ Ω, ξ ∈ Rn.
for some C < ∞. We define the elliptic operator L acting formally on
real-valued functions ϕ by
Lϕ = − 1
m
div(mA∇ϕ) + V ϕ = − 1
m
n∑
i,j=1
∂
∂xi
(
maij
∂ϕ
∂xj
)
+ V ϕ.
The operator L will always be used in the weak sense, defined as follows.
Definition 3.1. A function ϕ ∈ W 1,2(Ω) satisfies Lϕ = f weakly on Ω
(respectively, on M = Ω) if
(3.2)
∫
Ω
[(A∇ϕ) · ∇η + V ϕη]mdx =
∫
Ω
fηmdx
for every η ∈W 1,20 (Ω) (respectively, for every η ∈W 1,2(Ω)).
Here the space W 1,2(Ω) = W 1,2(M) is the usual Sobolev space, namely
the closure of C1(M) in the function space with square norm given by∫
Ω
(|∇ϕ|2 + ϕ2) dx.
The space W 1,20 (Ω) is the closure in the same norm of the subspace C
1
0 (Ω)
of continuously differentiable functions that are compactly supported in Ω.
The weak equation on M = Ω imposes, in addition to the interior con-
dition, a weak form of the Neumann boundary condition on ϕ. If there
is sufficient smoothness to justify integration by parts, then the Neumann
condition can be written
ν(x) ·A(x)∇ϕ(x) = 0, x ∈ ∂Ω,
with ν the normal to ∂Ω. In fact, in the case of Lipschitz boundaries,
the Neumann condition is valid almost everywhere with respect to surface
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measure on ∂Ω for suitable right hand sides f . But, we will only need the
weak form, not this strong version of the boundary condition. (For now we
confine ourselves to Neumann boundary conditions; we will say a few words
about Dirichlet and mixed boundary conditions later.)
We assume further that V is non-degenerate in the sense that it is strictly
positive on a subset of positive measure of Ω. By ellipticity of A and the fact
that Ω is a connected, bounded bi-Lipschitz domain, we have the coercivity
inequality ∫
M
[(A∇ϕ) · ∇ϕ+ V ϕ2]mdx ≥ c
∫
M
(|∇ϕ|2 + ϕ2) dx,
for some c > 0. In other words, the formal L2(M,mdx) inner product
〈Lϕ,ϕ〉 is comparable to the square of the W 1,2(Ω) = W 1,2(M) norm of ϕ.
By the Fre´chet–Riesz theorem (identifying a Hilbert space with its dual),
this implies that for every f ∈ L2(M,mdx), there is a unique solution
v ∈ W 1,2(M) to the weak equation Lv = f on M . The landscape function
u is defined as the solution to
Lu = 1 weakly on M.
In other words, u is the unique weak solution to the inhomogeneous Neu-
mann problem with right hand side the constant 1.
Proposition 3.2. Let V be nondegenerate and satisfy 0 ≤ V ≤ V for
some constant V . Then the landscape function u ≥ 1/V on M . Moreover
u ∈ Cα(M) for some α > 0.
Proof. Consider the weak solution to Lv = f on M for bounded measurable
f . Ho¨lder regularity of v at interior points of M follows from a version of
the theorem of De Giorgi, Nash, and Moser (see Theorem 8.24, [GT]). Near
each boundary point, one can define an “even” reflection of v that satisfies
a uniformly elliptic equation in a full neighborhood; hence v is Cα up to the
boundary for some α > 0. This reflection argument is presented in the last
section in the more general context of manifolds (see Proposition 6.1). In
particular, u ∈ Cα(M).
Next, we prove a version of the maximum principle, namely that v ≥ 0
provided f ≥ 0. Since v is continuous, the set Ω− = {x ∈ Ω : v(x) < 0} is
open. Since v minimizes∫
Ω
(
(A∇ϕ) · ∇ϕ+ V ϕ2 − 2fϕ) mdx
among all ϕ ∈W 1,2(M), we have∫
Ω
(
(A∇v) · ∇v + V v2 − 2fv)mdx
≤
∫
Ω
(
(A∇v+) · ∇v+ + V v2+ − 2fv+
)
mdx
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for v+(x) = max(v(x), 0). Consequently,∫
Ω−
(
(A∇v) · ∇v + V v2 − 2fv) mdx ≤ 0.
Because V ≥ 0 and f ≥ 0, we have V v2 − 2fv ≥ 0 on Ω−. Therefore,∫
Ω−
(A∇v) · ∇v mdx ≤ 0.
Since A is coercive, ∇v = 0 a.e. on Ω−, and v is a strictly negative constant
on each connected component of Ω−. If any such component is a proper
subset of Ω, then the continuity of v contradicts the fact that v ≥ 0 on
Ω \ Ω−. On the other hand, if Ω− = Ω, then v ≡ −a, for some constant
a > 0. But in that case, Lv = −aV , which cannot equal f ≥ 0. Thus, the
only possibility is that Ω− is empty.
Finally, to conclude proof of the proposition, consider u, the weak solution
to Lu = 1 on M . Then
v = u− 1
V
solves Lv = 1− V
V
≥ 0.
Therefore, by the maximum principle, v ≥ 0, and u ≥ 1/V . 
By the bi-Lipschitz assumption on Ω and the Rellich-Kondrachov lemma,
the inclusion mapping W 1,2(M) ↪→ L2(M) is compact. Thus, by the spectral
theorem for compact operators, there is a complete orthonormal system of
eigenfunctions to the Neumann problem for L, that is, an orthonormal basis
ψj of L
2(M) such that ψj ∈W 1,2(M), and
Lψj = λjψj weakly on M.
The non-degeneracy of V implies that the eigenvalues λj are strictly positive,
We will compare these eigenfunctions to localized eigenfunctions of Dirich-
let or mixed boundary value problems. Let K be a compact subset of M .
Let U be a connected component of M \ K. We say that Lϕ = f weakly
on U if equation (3.2) holds for all test functions η ∈ C1(M) such that the
support of η is contained in U . We will denote the closure of this set of test
functions in the usual W 1,2(Rn) norm by W 1,20 (U). Formally, solutions to
Lϕ = f on U satisfy mixed boundary conditions
ϕ(x) = 0, x ∈ K ∩ ∂U ; ν(x) ·A(x)∇ϕ(x) = 0, x ∈ (∂Ω) ∩ ∂U.
In the special case K ⊃ ∂Ω, the problem is no longer mixed because we only
have Dirichlet boundary conditions. We won’t need the Neumann boundary
equations in strong form, only the weak, integrated form. On the other
hand, we will use continuity of the solutions up to the boundary. In fact,
we will obtain Cα regularity.
To ensure the Ho¨lder regularity of solutions we make an additional as-
sumption on the compact set K ⊂ M . We will say that K satisfies the
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bi-Lipschitz cone condition if there are r > 0 and ε > 0 such that at ev-
ery point x0 ∈ ∂K there is a mapping F : Br(x0) → Rn with F (x0) = 0,
bi-Lipschitz bounds ε|x− y| ≤ |F (x)− F (y)| ≤ (1/ε)|x− y|, and such that
F (K) ⊃ {x = (x1, x′) ∈ R× Rn−1 : |x′| < εx1 < ε2}.
The constants in our main theorems do not depend on r, ε or the bi-Lipschitz
constants of Ω because continuity of the solutions is only used in a qualitative
way.
Proposition 3.3. Suppose that V is nondegenerate, K is a compact subset
of M satisfying the bi-Lipschitz cone condition. Let U be a connected com-
ponent of M \K. Then there is an orthonormal basis ϕj of L2(U,mdx) of
eigenfunctions solving Lϕj = µjϕj weakly on U , µj > 0. After extending
the functions ϕj from U to the rest of M by ϕj = 0 on M \ U , they satisfy
ϕj ∈ Cα(M) ∩W 1,2(M) for some α > 0.
The proof of the existence of the complete orthonormal basis of eigen-
functions is the same as in the case of K = ∅, that is, the case of ψj above.
See Proposition 6.1 for the proof Cα regularity. (At interior points the proof
is similar to the case of Lv = f above. The boundary regularity is proved
by reducing to a Dirichlet problem using an even reflection.)
4. Agmon estimates
We will frequently write
∇A = A1/2∇
in which A1/2 = A1/2(x) is the positive definite square root of the matrix
A(x) and ∇ is a column vector. Thus, we have
∇Aϕ · ∇Aη = (A∇ϕ) · (∇η); |∇Aϕ|2 = (A∇ϕ) · ∇ϕ.
Lemma 4.1. Assume that f and u belong to W 1,2(M), that V , f , and 1/u
belong to L∞(M), and that u satisfies Lu = 1 weakly on M . Then∫
M
(|∇Af |2 + V f2)mdx =
∫
M
(
u2 |∇A(f/u)|2 + 1
u
f2
)
mdx.
Proof. The function f2/u belongs to W 1,2(M), so we may use it as a test
function in the weak form of Lu = 1 to obtain∫
M
[(∇Au · ∇A(f2/u)) + V u(f2/u)]mdx =
∫
M
(f2/u)mdx.
Substituting the identity ∇Au · ∇A(f2/u) = |∇Af |2 − u2|∇A(f/u)|2 (from
the product rule), this becomes∫
M
(|∇Af |2 − u2|∇A(f/u)|2 + V f2)mdx =
∫
M
(f2/u)mdx,
which, after moving a term from the left to the right, is the desired result. 
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Given the importance of Lemma 4.1 to this paper, we wish to elaborate
on it, recapitulating the introduction with more details. Recall that
Lf = − 1
m
div(mA∇f) + V f
in the weak sense. Define the operator L˜ by
L˜g :=
1
u
L(gu).
In other words, L˜ is the conjugation of L by the operator multiplication by
u. If the functions m and A are differentiable, then one can use equation
Lu = 1 to compute that
L˜g = − 1
mu2
div(mu2A∇g) + 1
u
g .
Note that the operator L˜ is of the same form as L but with a different
density and potential. The key point is that the potential V in L has been
replaced by the potential 1/u in L˜. Mechanisms of this type are familiar in
the theory of second order differential equations. Conjugation of operators
of the form −∆ +V using an auxiliary solution is a standard device leading
to the generalized maximum principle (see Theorem 10, page 73 [PW]). A
similar device appears even earlier in work of Jacobi on conjugate points
and work of Sturm on oscillation of eigenfunctions. In all of these cases, the
multipliers are eigenfunctions or closely related supersolutions rather than
solutions to the equation Lu = 1.
Consider the space L2(M,mdx) with inner product 〈 · , · 〉. The operators
L and u2L˜ are self adjoint in this inner product. Using the formula for L˜
above, one could derive the lower bound 〈Lf, f〉 ≥ 〈(1/u)f, f〉 formally by
substituting f = gu:
〈Lf, f〉 = 〈u2L˜g, g〉 ≥ 〈u2(1/u)g, g〉 = 〈(1/u)f, f〉.
Lemma 4.1 implies that the identity 〈Lf, f〉 = 〈u2L˜g, g〉 is valid in weak
form. Indeed, it says that
〈Lf, f〉 =
∫
M
(|∇Af |2 + V f2)mdx =
∫
M
[
u2|∇A(f/u)|2 + 1
u
f2
]
mdx,
and so, since g = f/u,
〈Lf, f〉 =
∫
M
u2
[
|∇Ag|2 + 1
u
g2
]
mdx = 〈u2L˜g, g〉.
Although conjugation and the calculation of L˜ leads to our identity, the
weak form has considerable advantages. It is easier to check the weak for-
mula than the differential formula for L˜ because it only involves first deriva-
tives. Moreover, because we only differentiated once and didn’t integrate by
parts, our proof of Lemma 4.1 was not only shorter but also more general
in that it applied to bounded measurable m and A.
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We will now derive estimates of Agmon type from Lemma 4.1.
Lemma 4.2. Suppose ϕ belongs to W 1,2(M) ∩ C(M), ϕ = 0 on a compact
subset K of M and Lϕ = µϕ weakly on M \K. Let u be as in Lemma 4.1
and let g be a Lipschitz function on M . Then
(4.1)
∫
M
[
u2|∇A(gϕ/u)|2 +
(
1
u
− µ
)
(gϕ)2
]
mdx =
∫
M
|∇Ag|2ϕ2mdx .
Furthermore, setting g = χeh with h and χ Lipschitz functions on M , we
have
(4.2)
∫
M
u2
∣∣∣∣∇A(χehϕu
)∣∣∣∣2 mdx + ∫
M
(
1
u
− µ− |∇Ah|2
)
(χehϕ)2mdx
=
∫
M
(|χ∇Ah+∇Aχ|2 − |χ∇Ah|2) (ehϕ)2mdx.
Proof. Since g2ϕ ∈ W 1,2(M) and g2ϕ = 0 on K, it can be used as a test
function for the equation Lϕ = µϕ, yielding
(4.3)
∫
M
(V − µ)g2ϕ2mdx = −
∫
M
∇Aϕ · ∇A(g2ϕ)mdx .
Substituting f = gϕ in Lemma 4.1, gives∫
M
[|∇A(gϕ)|2 + (V − µ)g2ϕ2]mdx
=
∫
M
[
u2|∇A(gϕ/u)|2 +
(1
u
− µ
)
g2ϕ2
]
mdx.
On the other hand, (4.3) implies that∫
M
[|∇A(gϕ)|2 + (V − µ)g2ϕ2]mdx
=
∫
M
[|∇A(gϕ)|2 −∇Aϕ · ∇A(g2ϕ)]mdx =
∫
M
ϕ2|∇Ag|2mdx.
This proves (4.1). The second formula,(4.2), follows from the first, by setting
g = χeh, and using the formula
|∇Ag|2 = |∇A(χeh)|2 = (χeh)2|∇Ah|2 + (|χ∇Ah+∇Aχ|2 − |χ∇Ah|2)e2h.

Let w be a nonnegative, continuous function on M . Assume the elliptic
matrix A is continuous on M . Denote the entries of B = A−1 by bij(x).
We define the distance ρ(x, y) on M for the degenerate Riemannian metric
ds2 = w(x)
∑
bijdxidxj by
ρ(x, y) = inf
γ
∫ 1
0
(
w(γ(t))
n∑
i,j=1
bij(γ(t))γ˙i(t)γ˙j(t)
)1/2
dt,
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where the infimum is taken over all absolutely continuous paths γ : [0, 1]→
M such that γ(0) = x and γ(1) = y. (Note that the distance between points
in a connected component of the set {w = 0} is zero.)
With these notations, we have the following lemma.
Lemma 4.3 ([A, Theorem 4, p. 18]). If h is real-valued and |h(x)−h(y)| ≤
ρ(x, y) for all x, y ∈M , then h is a Lipschitz function, and
|∇Ah(x)|2 ≤ w(x) for all x ∈M.
In particular, this holds when
h(x) = inf
y∈E
ρ(x, y),
for any nonempty set E ⊂M .
The lemma is stated in [A] for w strictly positive. Considering the case
w(x) +  and taking the limit as ↘ 0 gives the result for non-negative w.
Recall that V is a measurable function on M such that 0 ≤ V (x) ≤ V ,
and V is nonzero on a set of positive measure and u is the unique weak
solution to Lu = 1 on M , the landscape function.
Fix µ ≥ 0, and set
wµ(x) =
(
1
u(x)
− µ
)
+
= max
(
1
u(x)
− µ, 0
)
.
With our additional assumption that the elliptic matrix A has continuous
coefficients on M , we can define ρµ(x, y) as the Agmon distance associated
to the weight wµ(x). For any E ⊂M , denote
ρµ(x,E) = inf
y∈E
ρµ(x, y).
Theorem 4.4. Let 0 ≤ µ ≤ ν ≤ V be constants. With u the landscape
function as above, denote
E(ν) = {x ∈M : 1
u(x)
≤ ν}.
Let K be a compact subset of M . Denote
h(x) = ρµ(x,E(ν) \K), x ∈M,
and
χ(x) =
{
h(x), h(x) < 1,
1, h(x) ≥ 1.
Suppose ϕ belongs to W 1,2(M) ∩ C(M), ϕ = 0 on K, and Lϕ = µϕ weakly
on M \K. Then for 0 < α < 1,
(4.4)∫
M
u2
∣∣∣∣∇A(χeαhϕu
)∣∣∣∣2 mdx+ (1− α2) ∫
M
(
1
u
− µ
)
+
(
χeαhϕ
)2
mdx
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≤ (1 + 2α)e2α(V − µ)
∫
{0<h<1}
ϕ2mdx.
Furthermore, if ν = µ+ δ, δ > 0, we have
(4.5)
∫
h≥1
e2αh
(|∇Aϕ|2 + V ϕ2) mdx ≤ (450 + 130V
(1− α)δ
)
V
∫
M
ϕ2mdx.
Proof. Using (4.2) with αh in place of h, the first term on the left side is the
same as in (4.4). Since χ = 0 on Eµ \K and ϕ = 0 on K, we have χϕ = 0
on Eµ. Moreover, by Lemma 4.3 |∇Ah|2 ≤ wµ(x). Thus,∫
M
(
1
u
− µ− α2|∇Ah|2
)
(χeαhϕ)2mdx
=
∫
M\Eµ
(
1
u
− µ− α2|∇Ah|2
)
(χeαhϕ)2mdx
≥ (1− α2)
∫
M\Eµ
(
1
u
− µ
)
+
(χeαhϕ)2mdx
= (1− α2)
∫
M
(
1
u
− µ
)
+
(χeαhϕ)2mdx .
The right side integrand of (4.2) is zero almost everywhere on the set
∇Aχ = 0, so we may restrict the integral to the set {0 < h < 1}. There we
have χ ≡ h, so
|χα∇Ah+∇Aχ|2−|χα∇Ah|2 = [(χα+1)2−χ2α2]|∇Ah|2 ≤ (2α+1)|∇Ah|2 .
Finally, |∇Ah|2 ≤ wµ(x) ≤ V − µ, by Lemma 4.3 and Proposition 3.2. This
concludes the proof of (4.4).
It remains to prove (4.5). For convenience, normalize ϕ so that its
L2(M,mdx) norm is 1:
‖ϕ‖2 :=
∫
M
ϕ2mdx = 1.
Let f = χeαhϕ. Since f = 0 on E(ν), (1/u−µ) ≥ δ on M \E(ν), and µ ≥ 0,
(4.4) implies
(4.6)
∫
M
u2 |∇A(f/u)|2 mdx+ (1− α2)δ
∫
M
f2mdx ≤ (1 + 2α)e2αV .
Since ∇f and ∇u belong to L2(M), and 1/u and f belong to L∞(M), f2/u
is a permissible test function. Thus, using Lu = 1, 1/u(x) ≤ V , V (x) ≥ 0,
and (4.6), we have∫
M
∇Au · ∇A(f2/u)mdx =
∫
M
(1− V u)(f2/u)mdx
≤ V
∫
M
f2mdx ≤ (1 + 2α)e
2α
(1− α2)δ V
2 ≤ 3e
2
2(1− α)δV
2
.(4.7)
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Next,∫
M
|∇Au|2(f/u)2mdx = −
∫
M
2(f/u)(∇Au) · (u∇A(f/u))mdx
+
∫
M
∇Au · ∇A(f2/u)mdx
≤
∫
M
[
1
2
(f/u)2|∇Au|2 + 2u2|∇A(f/u)|2 +∇Au · ∇A(f2/u)
]
mdx.
Hence, after subtracting the term with factor 1/2 and multiplying by 2,∫
M
|∇Au|2(f/u)2mdx ≤
∫
M
[4u2|∇A(f/u)|2 + 2∇Au · ∇A(f2/u)]mdx
≤ 4(1 + 2α)e2αV + 3e2 V
2
(1− α)δ
≤ 12e2V + 3e2 V
2
(1− α)δ .
It follows that
(4.8)∫
M
|∇Af |2mdx =
∫
M
|u∇A(f/u) + (f/u)∇Au|2mdx
≤ 2
∫
M
u2|∇A(f/u)|2mdx+ 2
∫
M
|∇Au|2(f/u)2mdx
≤ 2(1 + 2α)e2αV + 2
[
12e2V + 3e2
V
2
(1− α)δ
]
mdx
≤ 30e2V + 6e2 V
2
(1− α)δ .
Finally, since eαhϕ = f on {h ≥ 1}, and |∇Ah|2 ≤ V , we have (by (4.7) and
(4.8) in particular)
(4.9)∫
{h≥1}
e2αh|∇Aϕ|2mdx =
∫
{h≥1}
|∇A(eαhϕ)− α(∇Ah)eαhϕ|2mdx
≤ 2
∫
{h≥1}
|∇A(eαhϕ)|2mdx+ 2
∫
{h≥1}
α2|∇Ah|2(eαhϕ)2mdx
≤ 2
∫
{h≥1}
|∇Af |2mdx+ 2V
∫
{h≥1}
f2mdx
≤ 60e2V + 12e2 V
2
(1− α)δ + 3e
2 V
2
(1− α)δ .
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Thus, by (4.7) again,∫
{h≥1}
e2αh(|∇Aϕ|2 + V ϕ2)mdx ≤ 60e2V + 15e2 V
2
(1− α)δ +
3
2
e2
V
2
(1− α)δ
≤
(
450 +
130V
(1− α)δ
)
V .

Theorem 4.4 displays the dependence of the constant as α→ 1. We state
next a variant for α = 1/2 in the form we will use below.
Corollary 4.5. Let 0 < µ ≤ µ and 0 < δ ≤ V /10 be constants. Suppose
that µ+ δ ≤ V . Let K be a compact subset of M , and set
hK(x) = ρ(x,E(µ+ δ) \K), x ∈M,
with ρ = ρµ the Agmon metric associated to the weight w(x) = (1/u(x)−µ)+.
Suppose ϕ belongs to W 1,2(M) ∩ C(M), ϕ = 0 on K, and Lϕ = µϕ weakly
on M \K. Then
(4.10)
∫
hK≥1
ehK
(|∇Aϕ|2 + V ϕ2) mdx ≤ 18e(V
δ
)
V
∫
M
ϕ2mdx.
In particular, in the case K = ∅, the corollary says that for eigenfunctions
ψ satisfying Lψ = λψ weakly on all of M for which λ ≤ µ, we have
(4.11)
∫
h≥1
eh
(|∇Aψ|2 + V ψ2) mdx ≤ 18e(V
δ
)
V
∫
M
ψ2mdx.
with
h(x) = ρ(x,E(µ+ δ)), x ∈M.
Proof. Corollary 4.5 is not, strictly speaking, a corollary of Theorem 4.4, but
rather the specialization of the inequalities in the proof to the case α = 1/2.
Note also the theorem is proved for µ = µ, but the corollary is also valid
for any larger value of µ. This because increasing µ gives rise to a weaker
conclusion: it decreases hK .
Rather than repeat the proof, we indicate briefly the arithmetic that
ensues from setting α = 1/2 in the proof of Theorem 4.4. With f = χehK/2ϕ
and the normalization ‖ϕ‖ = 1, we have∫
{hK≥1}
ehKV ϕ2mdx ≤ V
∫
M
f2mdx ≤ 8e
3
V
2
δ
,
as in the second line of (4.7),∫
M
|∇Af |2mdx ≤
(
20 +
3V
δ
)
eV ,
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by the proof of (4.8), and (as for (4.9))∫
{hK≥1}
ehK |∇Aϕ|2mdx ≤
(
40 +
34V
3δ
)
eV .
Therefore, again with the normalization ‖ϕ‖ = 1,∫
{hK≥1}
ehK (|∇Aϕ|2 + V ϕ2)mdx ≤
(
40 + 14
V
δ
)
eV ≤ 18e
(
V
δ
)
V ,
where we have used δ ≤ V /10 to obtain the last inequality. 
5. Localized approximate eigenfunctions
We have already proved a theorem about exponential decay of the eigen-
functions ψ. We will now show, roughly speaking, that if the landscape
function predicts localization, then an eigenfunction with eigenvalue λ is
localized in the components of {1/u ≤ λ} where an appropriate localized
problem has an eigenvalue in the range λ± δ.
Let µ and δ be as in Corollary 4.5. Consider any finite decomposition of
the sublevel set E(µ+ δ) into subsets:
E(µ+ δ) = {x ∈M : 1
u(x)
≤ µ+ δ} =
R⋃
`=1
E` .
We regard the sets E` as potential wells. It is easiest to visualize E` as
the (closed) connected components of E(µ+ δ). In practice, such connected
wells often yield the optimal result. But there is no requirement that E`
be connected. Rather each E` should be chosen to consist of a collection
of “nearby” wells. It is occasionally useful to merge nearby wells because
what is important is to choose the sets E` so as to have a large separation
between them, where the separation S is defined by
S = inf {ρ(x, y) : x ∈ E`, y ∈ E`′ , ` 6= `′},
i.e., the smallest effective distance between wells. Here, as before, ρ =
ρµ denotes the Agmon metric associated to the weight w(x) = (1/u(x) −
µ)+. Whether or not a decomposition into small, well-separated wells exists
depends on the level set structure of 1/u(x) and the size of µ+ δ.
Let S1 < S (as near to S as we like). We claim that there is a compact
set K` ⊂M = Ω satisfying the hypothesis of Proposition 3.3 and such that
(5.1) {x ∈M : ρ(x,E`) ≥ S/2} ⊂ K` ⊂ {x ∈M : ρ(x,E`) > S1/2}.
In fact, as we will show in Lemma 6.2, for any compact K ⊂ M and any
neighborhood U ⊃ K (that is, U is relatively open in M) there is an in-
termediate set K ⊂ K ′ ⊂ U such that K ′ satisfies the bi-Lipschitz cone
condition.
Define Ω` as the connected component of M \K` containing E`. Because
the sets E` are at least distance S apart, the sets Ω` are disjoint.
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Denote by W 1,20 (Ω`) the closure in W
1,2(M) norm of the space of smooth
functions that are compactly supported on Ω`. Note that these functions can
be extended by zero on M \Ω` and regarded as belonging to W 1,2(M). But
the notation is slightly misleading, because Ω` is not necessarily open, and
may contain parts of ∂M that do not lie in K`. On those parts, functions of
W 1,20 (Ω`) do not need to vanish. In other words, our definition of W
1,2
0 (Ω`)
includes a Dirichlet condition on K` ∩ ∂Ω` only.
The operator L is self-adjoint with our mixture of Dirichlet and Neu-
mann conditions, and for each ` there a complete system of orthonormal
eigenfunctions ϕ`,j ∈W 1,20 (Ω`) satisfying∫
M
[∇Aϕ`,j · ∇ζ + V ϕ`,jζ]mdx = µ`,j
∫
M
ϕ`,jζ mdx
for all test functions ζ inW 1,20 (Ω`). We have Dirichlet conditions onK`∩∂Ω`.
If ∂Ω` ∩ ∂M is non-empty, then on that portion of the boundary, the weak
equation is interpreted as a Neumann condition. But we will never have to
use normal derivatives, only the weak equation. The purpose of inserting the
somewhat nicer domain Ω` is so that the eigenfunctions ϕ`,j are continuous
(in fact Ho¨lder continuous) on M . We do this so that the integrals in the
lemmas above are well defined. None of our inequalities with exponential
weights depend on the Lipschitz constant of Ω`, just as they don’t depend
on the ellipticity constant or modulus of continuity of A.
Let ψj denote the complete system of orthonormal eigenfunctions of L
on M with eigenvalues λj . Let Ψ(a,b) denote the orthogonal projection in
L2(M,mdx) onto the span of eigenvectors ψj with eigenvalue λj ∈ (a, b).
Let Φ(a,b) be the orthogonal projection onto the span of the eigenvectors ϕ`,j
with eigenvalue µ`,j ∈ (a, b). Thus the range of Φ(0,∞) is the subspace of
L2(M,mdx) of functions supported on ∪`Ω`.
Theorem 5.1. Let 0 < δ ≤ V /10. If ϕ is one of the ϕ`,j with eigenvalue
µ = µ`,j and µ ≤ µ − δ, and S is the effective distance separating wells,
defined above, then
‖ϕ−Ψ(µ−δ,µ+δ)ϕ‖2 ≤ 300
(
V
δ
)3
e−S/2‖ϕ||2,
where here and below, ‖ · ‖ denotes the norm in L2(M,mdx). If ψ is one of
the ψj with eigenvalue λ = λj ≤ µ− δ, then
‖ψ − Φ(λ−δ,λ+δ)ψ‖2 ≤ 300
(
V
δ
)3
e−S/2‖ψ‖2.
Note that this theorem only has content if S is sufficiently large that
V
δ
 eS/6.
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The separation S increases as µ decreases. Recall, also, that we have the
flexibility to choose the sets E` so as to merge nearby wells that are not
sufficiently separated. It turns out that the partition into well-separated
wells does occur with high probability for many classes of random potentials
V .
Proof. Here and in the remainder of the paper all eigenfunctions are nor-
malized to have L2(mdx) norm 1. Consider ϕ such that Lϕ = µϕ in the
weak sense on Ω`. Let
η(x) = f(ρ(x,E`))
be defined by
f(t) =

1, t ≤ S12 − 1
S1
2 − t, S12 − 1 ≤ t ≤ S12
0, S12 ≤ t
Let r be the distribution satisfying the equation
L(ηϕ) = µηϕ+ r
in the weak sense on M . In other words, r is defined by
r(ζ) :=
∫
M
[∇A(ηϕ) · ∇Aζ + (V − µ)ηϕζ]mdx
for all ζ smooth functions on M . Since ηζ is a suitable test function for
Lϕ = µϕ in Ω`, we have∫
M
[∇A(ϕ) · ∇A(ηζ) + (V − µ)ηϕζ]mdx = 0 .
Subtracting this formula from the previous one for r, we find that
r(ζ) =
∫
M
[ϕ∇Aη · ∇Aζ − ζ∇Aϕ · ∇Aη]mdx.
Observe that if ∇Aη(x) 6= 0, then S12 − 1 ≤ ρ(x,E`) ≤ S12 . Furthermore,
since the distance from E` to E`′ , `
′ 6= `, is greater than S1, ρ(x,E`′) ≥ S1/2.
Thus, since E(µ + δ) =
⋃R
`=1E`, we have ρ(x,E(µ + δ)) ≥ S1/2 − 1. In
particular, for any set K, ∇Aη(x) 6= 0 implies
hK(x) = ρ(x,Eµ+δ \K) ≥ S1
2
− 1.
We use this, (4.10) with K = M \Ω`, and |∇Aη|2 ≤ V to obtain (recall the
normalization ‖ϕ‖ = 1)
|r(ζ)| ≤ (sup |∇Aη|)‖∇Aζ‖
(∫
{∇Aη 6=0}
ϕ2mdx
)1/2
+ (sup |∇Aη|)‖ζ‖
(∫
{∇Aη 6=0}
|∇Aϕ|2mdx
)1/2
≤ ‖∇Aζ‖
(∫
{∇Aη 6=0}
V ϕ2mdx
)1/2
+ V
1/2‖ζ‖
(∫
{∇Aη 6=0}
|∇Aϕ|2mdx
)1/2
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≤ (‖∇Aζ‖2 + V ‖ζ‖2)1/2
(
18e2V
2
δeS1/2
)1/2
.
We will abbreviate this inequality by
(5.2) r(ζ)2 ≤ εV [‖∇Aζ‖2 + V ‖ζ‖2], ε := 18e2V
δ
e−S1/2.
Since V (x) ≥ 0,
‖∇Aψj‖2 + V ‖ψj‖2 ≤
∫
M
[|∇Aψj |2 + (V + V )ψ2j ]mdx = λj + V .
Let J be any finite list of indices j such that |λj − µ| ≥ δ and let
ζ =
∑
j∈J
γjψj
be any linear combination of the ψj . By density considerations, such a ζ is
admissible. Then, since V ≥ 0,
‖∇Aζ‖2 + V ‖ζ‖2 ≤
∫
M
[|∇Aζ|2 + (V + V )ζ2]mdx =
∑
j∈J
(λj + V )γ
2
j .
Consequently, it follows from (5.2) that
r(ζ)2 ≤ εV [‖∇Aζ‖2 + V ‖ζ‖2] ≤ εV
∑
j∈J
(λj + V )γ
2
j .
Denote by
βj =
∫
M
ηϕψjmdx = 〈ηϕ, ψj〉
the coefficients of ηϕ in the basis. Because (L−λj)ψj = 0 in the weak sense,
r(ζ) =
∑
j∈J
γj
∫
M
[∇Aψj∇A(ηϕ) + (V − λj)ψjηϕ]mdx
+
∫
M
γj(λj − µ)ψjηϕmdx
=
∑
j∈J
γj(λj − µ)βj .
Thus, ∣∣∣∑
j∈J
γj(λj − µ)βj
∣∣∣2 = r(ζ)2 ≤ εV ∑
j∈J
(λj + V )γ
2
j .
Setting γj = βj(λj + V )
−1/2sgn(λj − µ), we find that∣∣∣∣∣∣
∑
j∈J
|λj − µ|√
λj + V
β2j
∣∣∣∣∣∣
2
≤ εV
∑
j∈J
β2j .
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Since λj ≥ 0 and |λj − µ| ≥ δ,
|λj − µ|√
λj + V
≥ δ√
V
.
Therefore, ∑
j∈J
β2j ≤ ε
V
2
δ2
.
Since the set J is an arbitrary finite subset of j such that |λj − µ| ≥ δ, we
have
‖ηϕ−Ψ(µ−δ,µ+δ)(ηϕ)‖2 ≤ ε
V
2
δ2
.
Next, it follows from (4.10) and 1− η(x) = 0 on { ρ(x,E`) ≤ S1/2− 1 } that
V ‖(1− η)ϕ‖2 ≤ V
∫
hK≥S12 −1
ϕ2mdx ≤ εV (K = M \ Ω`),
which, since the projection I−Ψ(µ−δ,µ+δ) has operator norm 1, implies that
‖(1− η)ϕ−Ψ(µ−δ,µ+δ)((1− η)ϕ)‖2 ≤ ε.
Finally, adding the bounds for ϕ = (1 − η)ϕ + ηϕ and using δ ≤ V /10, we
get
‖ϕ−Ψ(µ−δ,µ+δ)ϕ‖2 ≤ 2ε
V
2
δ2
+ 2ε < 300
V
3
δ3
e−S/2 .
This is the first claim of the theorem (recall the normalization ‖ϕ‖ = 1).
The second claim has a similar proof with the roles of ϕ and ψ reversed.
We will sketch each step, but the reader will need to refer regularly to
the previous proof. Let ψ be a normalized eigenfunction of L on M with
eigenvalue λ ≤ µ. We use the same cutoff functions
η`(x) = f(ρ(x,E`)),
introducing the subscript ` since ` is no longer fixed. Then define
η˜ =
∑
`
η`.
Note that η˜ψ is compactly supported in the union of the Ω`, and the Ω` are
disjoint. Define the distribution r˜ by the equation
L(η˜ψ) = λη˜ψ + r˜.
By similar reasoning to the proof of the first claim, using (4.11) we have the
analogue of (5.2), that for all ζ ∈W 1,2(M),
r˜(ζ)2 ≤ εV [‖∇Aζ‖2 + V ‖ζ‖2], ε = 18e2V
δ
e−S1/2.
24 D. N. ARNOLD, G. DAVID, M. FILOCHE, D. JERISON, AND S. MAYBORODA
Take any finite set J˜ of indices (`, j) and denote
ζ˜ =
∑
(`,j)∈J˜
γ`jϕ`j .
In the same way as before, we deduce
r˜(ζ˜)2 ≤ εV
∑
J˜
(µ`j + V )γ
2
`j .
Moreover, as before, if we define
β`j =
∫
M
η˜ψϕ`jmdx.
We claim that
r˜(ζ˜) =
∑
J˜
γ`j(µ`j − λ)β`j .
This last identity is the only place where the proof is slightly different.
Observe that because (L− µ`j)ϕ`j = 0 in the weak sense on Ω` and η`′ has
support disjoint from Ω` for all `
′ 6= `,∫
M
[∇A(η˜ψ)∇Aϕ`j+(V − µ`j)η˜ψϕ`j ]mdx
=
∫
Ω`
[∇A(η`ψ)∇Aϕ`j + (V − µ`j)η`ψϕ`j ]mdx = 0.
This is the only aspect of the proof of the formula for r˜(ζ˜) that differs from
the one for r(ζ) above.
Now suppose that for every (`, j) ∈ J˜ , |µ`j − λ| ≥ δ. Then, setting
γ`j = β`j(µ`j + V )
1/2sgn(µ`j − λ),
we obtain ∑
J˜
β2`j ≤ ε
V
2
δ2
.
Since η˜ψ is supported in the union
⋃
`
Ω` and the ϕ`j are an orthonormal
basis for L2 on that set, and L is an arbitrary finite subset of indices such
that |µ`j − λ| ≥ δ, we have
‖η˜ψ − Φ(λ−δ,λ+δ)(η˜ψ)‖2 ≤ ε
V
2
δ2
.
Next, it follows from the fact that (1 − η˜(x)) = 0 on the set where h(x) =
ρ(x,E(µ+ δ)) ≤ S1/2− 1 and (4.11) that
V ‖(1− η˜)ψ‖2 ≤ V
∫
h≥S1
2
−1
ψ2mdx ≤ εV .
The rest of the proof is similar. 
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Theorem 5.1 shows that when the landscape potential 1/u(x) defines wells
that are separated by a large number S, then the eigenfunctions are located
in these wells (with a single eigenfunction possibly occupying several wells).
An easy consequence is the following corollary saying that the graphs of
the two counting functions enumerating eigenvalues of L and eigenvalues
localized to wells agree (modulo a shift ±δ) up to a number N defined
below.
Corollary 5.2. Consider the counting functions
N(λ) = #{λj : λj ≤ λ}; N0(µ) = #{µ`,j : µ`,j ≤ µ}.
Recall that µ and δ are used to specify S. Suppose that µ ≤ µ and choose N
such that
300N
(
V
δ
)3
< eS/2.
Then
min(N,N0(µ− δ)) ≤ N(µ) and min(N,N(µ− δ)) ≤ N0(µ).
Proof. Let
p = min(N,N(µ− δ))
Consider the first p eigenvectors ψ1, . . .ψp of L on M . Then p ≤ N(µ− δ)
implies λj ≤ µ− δ, and therefore
‖ψj − Φ(0,µ)ψj‖2 ≤ 300
(
V
3
δ3
)
e−S/2.
For any nonzero linear combination ψ =
∑p
j=1 αjψj , we have
‖ψ − Φ(0,µ)ψ‖ ≤
∑
j
|αj |‖ψj − Φ(0,µ)ψj‖
≤
(
300
(
V
3
δ3
)
e−S/2
)1/2∑
j
|αj |
≤
(
300
(
V
3
δ3
)
e−S/2
)1/2‖ψ‖p1/2 < ‖ψ‖,
by the Cauchy-Schwarz inequality and because p ≤ N . Denote by Q the
span of the ψj , j = 1, . . . , p. The inequality implies the restriction of Φ(0,µ)
to Q is injective and the dimension N0(µ) of Φ(0,µ)(Q) is at least p. In other
words, N0(µ) ≥ p. The proof of the lower bound for N(µ) is similar. 
6. Manifolds and approximation
In this section we discuss two generalizations of the results of Section 3:
the extension to manifolds and the removal of the continuity assumption on
the coefficients of A. We also prove the boundary regularity for mixed data
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referred to in Section 3 and construct the intermediate sets K` of (5.1) with
the bi-Lipschitz cone condition.
Let us first see how to replace Rn with an ambient space M̂ defined as a
compact, connected C1 manifold. Let V be a bounded measurable function
satisfying 0 ≤ V (x) ≤ V on M̂ . Let A be a symmetric two-tensor and let
m be a density on M̂ . In a coordinate chart, x, A is represented locally
by a symmetric matrix-valued function (which we shall still denote by A)
and m is represented by a scalar function. Given a test function η = η(x)
compactly supported in the coordinate chart, and a function ϕ = ϕ(x), we
write
〈A∇ϕ,∇η〉 :=
∫
(A∇ϕ) · ∇ηmdx, 〈ϕ, η〉 :=
∫
ϕηmdx.
We extend these definitions to test functions on all of M̂ by using a partition
of unity. The covariance property that makes this definition independent of
the choice of coordinate charts is that in a new coordinate system y with
x = x(y), the expression for the corresponding matrix A˜(y) and density
m˜(y) is
A˜(y) = B(y)−1A(x(y))(B(y)−1)T , m˜(y) = | detB|m(x(y)),
where B is the Jacobian matrix
Bij(y) =
∂xi
∂yj
, B = (Bij).
For η supported in the intersection (in the x variable) of the two coordinate
charts, denoting η˜(y) = η(x(y)), ϕ˜(y) = ϕ(x(y)), and V˜ (y) = V (x(y)), we
have ∫
[(A∇ϕ) · ∇η + V ϕη]mdx =
∫
[(A˜∇ϕ˜) · ∇η˜ + V˜ ϕ˜η˜] m˜ dy.
Thus we obtain globally defined quantities 〈A∇ϕ,∇η〉 and 〈V ϕ, η〉.
We will assume that in some family of coordinate charts covering all of
M̂ , A is represented by bounded measurable, uniformly elliptic matrices and
that m is bounded above and below by positive constants. The constant of
ellipticity and the constants bounding m from above and below depend
on the coordinate charts. But since our estimates won’t depend on these
constants, this does not matter to us.
Let Ω be an open, connected subset of M̂ such that near each point of
∂Ω, Ω is locally bi-Lipschitz equivalent to a half space. This includes as a
special case, bi-Lipschitz images of Lipschitz domains in Rn (for instance,
bounded chord-arc domains in R2). It also includes the case Ω = M̂ in which
the boundary is empty. Set M = Ω. Denote the inner product associated
to L2(M) with density m by 〈 · , · 〉. Let K be a compact subset of M and
let W 1,20 (M \K) denote the closure in W 1,2 norm of the set of functions in
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C1(M) that vanish on K. For ϕ ∈ W 1,20 (M \K) and f ∈ L2(M \K), the
weak equation Lϕ = f on M \K is defined by
〈A∇ϕ,∇η〉+ 〈V ϕ, η〉 = 〈f, η〉
for every η ∈W 1,20 (M \K).
We will now prove Ho¨lder regularity of solutions up to the boundary for
suitable K and f .
Proposition 6.1. Suppose that Ω ⊂ M̂ is locally bi-Lipschitz equivalent to
a half space at each boundary point. Suppose that K satisfies the bi-Lipschitz
cone condition as defined above Proposition 3.3. There is α > 0 such that if
f ∈ L∞(M) and ϕ ∈ W 1,2(M), with ϕ = 0 on K, solves (L − µ)ϕ = f in
the weak sense on M \K, then ϕ ∈ Cα(M).
Proof. Without loss of generality, we can replace V by V −µ and assume the
constant µ = 0. As we have already observed, the interior Ho¨lder regularity
follows from the theorem of De Giorgi-Nash-Moser. We handle the Neumann
boundary conditions by performing an even reflection at the boundary of Ω.
It will suffice to consider a single coordinate chart denoted here by y. Let
Br = {y ∈ Rn : |y| < r}, Q = {y ∈ Rn : y1 ≥ 0}.
and let K be a compact subset of B1 ∩ Q satisfying the bi-Lipschitz cone
condition. Let W 1,2((B1 ∩Q) \K) be the closure in W 1,2 norm of functions
of C1(B1∩Q) with support disjoint from K. If ϕ ∈W 1,2((B1∩Q)\K), then
the extension of ϕ by 0 on K belongs to W 1,2(B1∩Q). For f ∈ L∞((B1∩Q))
we say ϕ solves Lϕ = f weakly on (B1 ∩Q) \K if∫
B1∩Q
[(A∇ϕ) · ∇η + V ϕη]mdy =
∫
B1∩Q
fηmdy
for all η ∈ C1(B1 ∩Q) with support disjoint from K. (The fact that η need
not vanish on y1 = 0 is what imposes the Neumann condition in the weak
sense.) Here, as usual, A is a bounded measurable symmetric matrix, f ,
V and m bounded measurable functions defined in B1 ∩Q. Moreover, A is
elliptic (see (3.1)) and 1/C ≤ m(y) ≤ C.
We extend m, V , ϕ and f to B1 by reflection as follows. Let R be the
reflection,
R(y1, y2, . . . , yn) = (−y1, y2, . . . , yn).
Set m˜(y) = m(y), V˜ (y) = V (y), ϕ˜(y) = ϕ(y), f˜(y) = f(y), for y ∈ B1 ∩Q,
and
m˜(y) = m˜(Ry), V˜ (y) = V˜ (Ry), ϕ˜(y) = ϕ˜(Ry), f˜(y) = f˜(Ry).
Define K˜ = K ∪RK, then ϕ˜ = 0 on K˜. We extend A to B1 by
A˜(y) = RA˜(Ry)R.
Note that this is just the appropriate covariance for the changes of variable
R since R = RT = R−1. In this way, we extend the definition of L to an
operator L˜ on B1.
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We claim that L˜ϕ˜ = f˜ weakly on B1 \ K˜. To prove this, let η ∈ C1(B1)
be such that the support of η is disjoint from K˜ ∪ ∂B1. Denote
η∗(y) =
1
2
(η(y) + η(Ry)), y ∈ B1.
Observe that the ∗ operation symmetrizes η, whereas ϕ˜ and f˜ are defined
so that they have this symmetry already: ϕ˜∗ = ϕ˜ and f˜∗ = f˜ .
Denote the inner products on L2(B1, m˜ dx) and L
2(B1 ∩ Q,mdx) by
〈 · , · 〉B1 and 〈 · , · 〉Q, respectively. Since ϕ˜ = ϕ˜∗,
〈A˜∇ϕ˜,∇η〉B1 = 〈A˜∇ϕ˜∗,∇η〉B1 = 〈A˜∇ϕ˜,∇η∗〉B1 = 2〈A∇ϕ,∇η∗〉Q
Furthermore, using the fact that η∗(y) = 0 on K and the weak equation for
ϕ on B1 ∩Q, we have
2〈A∇ϕ,∇η∗〉Q = 2〈f, η∗〉Q − 2〈V ϕ, η∗〉Q = 〈f˜ , η〉B1 − 〈V˜ ϕ˜, η〉B1 .
Combining these two equations,
〈A˜∇ϕ˜,∇η〉B1 + 〈V˜ ϕ˜, η〉B1 = 〈f˜ , η〉B1 .
In other words, L˜ϕ˜ = f˜ weakly on B1 \ K˜, which was what we claimed.
We are now in a position to quote local boundary regularity theorems of
Gilbarg and Trudinger. Theorems 8.25 and 8.26 of [GT] imply that
sup
B1/2
|ϕ| ≤ C(‖ϕ‖L1(B1) + ‖f‖L∞(B1))
with a constant C depending only on the ellipticity constants. (Note that
the appropriate notion of supremum for W 1,2 functions, based on truncation,
is defined just before Theorem 8.25.)
Next, the local Dirichlet boundary regularity theorem, Theorem 8.27
[GT], implies that since K satisfies the bi-Lipschitz cone condition,5 there
is α > 0 such that for r ≤ 1/4,
osc
Br
ϕ ≤ C rα sup
B1/2
|ϕ|.
This proves Ho¨lder continuity up to the boundary. 
Lemma 6.2. Let K be a compact subset of M . Let U be a (relatively) open
set in M such that K ⊂ U . Then there is a compact set K ′, such that
K ⊂ K ′ ⊂ U , K ′ satisfies the bi-Lipschitz cone condition.
Proof. To find K ′ given K, cover M with a finite number of coordinate
charts each of which is the bi-Lipschitz image of a closed cube, some of
them interior to Ω and others with a boundary face on ∂Ω. Fix ε > 0,
and subdivide each closed cube of the covering dyadically to get a finite
covering by cubes of diameter less than ε. Note that although this is not a
5To apply the theorem as stated one has to make a bi-Lipschitz change of variables
to produce an actual cone. This changes the ellipticity constant by a fixed factor. There
is an additional term in the estimate in Theorem 8.27, namely, the oscillation of ϕ over
K ∩B√r. But in our case, this is zero.
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disjoint covering because of the overlap of the coordinate charts, it is a finite
covering. Define K ′ as the union of cubes in the subdivision that intersect
K.
For ε sufficiently small K ′ ⊂ U . Each individual bi-Lipschitz cube sat-
isfies the bi-Lipschitz cone condition, so this finite union also satisfies the
condition 
The last difficulty that we wish to address is that the Agmon length of
paths is not defined for discontinuous A. Suppose that A is bounded and
measurable (and symmetric and uniformly elliptic as in (3.1)). Using convo-
lution on coordinate charts and a partition of unity, we find a sequence of Aε
of continuous uniformly elliptic two-tensors such that Aε tends pointwise to
A as ε→ 0. Denote by L and Lε the operators on M corresponding formally
in local coordinates to −(1/m) div(mA∇)+V and −(1/m) div(mAε∇)+V .
Proposition 6.3. Let λε be a bounded sequence, and suppose that Lεψε =
λεψε in the weak sense on M , and normalize the eigenfunctions by ‖ψε‖ = 1
in L2(M). Then there is a subsequence εj → 0 such that
a) ψεj has a limit ψ in W
1,2(M) norm and in Cα(M) norm for some α > 0.
b) λεj has a limit λ and Lψ = λψ in the weak sense on M .
Proof. By the nondegeneracy of V , the sequence ψε is uniformly bounded in
W 1,2(M) norm. Moreover by de Giorgi-Nash-Moser regularity the sequence
is bounded in Cβ(M) norm for some β > 0. Note that β can be chosen
independently of ε because ellipticity constants of Aε are uniformly con-
trolled. By the compactness of Cβ(M) in Cα(M) for α < β and the weak
compactness of the unit ball of W 1,2(M), there is a subsequence εj → 0 such
that ψεj converges in C
α(M) norm to a function ψ ∈ Cα(M) ∩W 1,2(M).
Moreover, ∇ψεj → ∇ψ weakly in L2(M) and λεj → λ as j → ∞. Hence,
taking the weak limit in the equation Lεψε = λεψε, we obtain, Lψ = λψ.
It remains to show that ∇ψεj tends to ∇ψ in L2(M) norm. Indeed, by
the dominated convergence theorem,
(6.1) ‖(Aεj −A)∇ψ‖ → 0 as j →∞.
From now on, we will omit the subscript j from ε with the understanding
that we have passed to a subsequence of the Aε and the ψε. It follows that,
along this subsequence,
〈(A−Aε)∇ψ,∇ψ〉 → 0 and 〈Aε∇ψ,∇ψ〉 → 〈A∇ψ,∇ψ〉.
Furthermore, since ‖∇ψε‖ is uniformly bounded and by (6.1),
〈(A−Aε)∇ψ,∇ψε〉 → 0.
This combined with the weak limit 〈A∇ψ,∇ψε〉 → 〈A∇ψ,∇ψ〉 yields
〈Aε∇ψ,∇ψε〉 → 〈A∇ψ,∇ψ〉.
30 D. N. ARNOLD, G. DAVID, M. FILOCHE, D. JERISON, AND S. MAYBORODA
Using the identity Lεψε = λεψε, we write
〈Aε∇ψε,∇ψε〉 = λε − 〈V ψε, ψε〉 → λ− 〈V ψ, ψ〉.
Finally,
〈Aε∇(ψε−ψ),∇(ψε−ψ)〉 = 〈Aε∇ψε,∇ψε〉− 2〈Aε∇ψ,∇ψε〉+ 〈Aε∇ψ,∇ψ〉.
The first term of this last expression, 〈Aε∇ψε,∇ψε〉 → λ − 〈V ψ, ψ〉. The
second term tends to −2〈A∇ψ,∇ψ〉 and the third term to 〈A∇ψ,∇ψ〉. But
Lψ = λψ implies 〈A∇ψ,∇ψ〉 = λ− 〈V ψ, ψ〉. Thus
〈Aε∇(ψε − ψ),∇(ψε − ψ)〉 → 0
along the subsequence and ∇ψε tends in L2(M) norm to ∇ψ. 
Let A have bounded measurable coefficients and let Aε be a continuous
approximation as above. Then the compactness argument in the proposition
also shows that the landscape function uε tends uniformly to the landscape
function u along a suitable subsequence. Because the Agmon distance func-
tions are uniformly Lipschitz, at the expense of a further subsequence, one
can ensure that this distance also converges uniformly. Notice that different
sequences could, in principle, yield different limiting Agmon distances. For
any of the limits we can now deduce estimates analogous to the ones in the
previous sections.
We illustrate with (4.11) and discuss the subsequent theorems later. Fix
µ and let Wµ be the subspace of L
2(M) spanned by the eigenfunctions of L
with eigenvalue ≤ µ, and let N be the dimension of Wµ. Denote
µε = sup
ψ∈Wµ
〈Lεψ,ψ〉
〈ψ,ψ〉 .
Let ψεj , j = 1, . . . , N be the first N eigenfunctions of Lε, and let λ
ε
j be the
corresponding eigenvalues. It follows from the min/max principle and the
fact that Wµ has dimension N that λ
ε
j ≤ µε, j ≤ N .
We claim that
(6.2) lim sup
ε→0
µε ≤ µ.
In fact, if ψj satisfying Lψj = λjψj , j = 1, . . . , N, is an orthonormal basis
of Wµ, then by the dominated convergence theorem, for every δ > 0 there
is ε0 > 0 such that for ε < ε0,
|〈Lεψj , ψk〉 − δjkλj | ≤ δ.
Representing ψ as a linear combination of the ψj , we deduce from λj ≤ µ
that µε ≤ µ+N2δ. Hence (6.2) holds.
By Proposition 6.3, for a suitable subsequence of values of ε the orthonor-
mal basis ψεj , j ≤ N , tends in Cα(M) and W 1,2(M) norm to an orthonormal
set of eigenfunctions of L with eigenvalues ≤ µ. Since Wµ has dimension
N , this limiting set must be a basis for Wµ. Moreover, these eigenfunctions
inherit the inequality (4.11).
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There is a difference between this statement and the preceding one, ap-
plicable to continuous A. Here we only claim that there exists a basis of the
eigenfunctions that satisfies (4.11). If an eigenvalue has multiplicity then the
estimate may not apply to all linear combinations of the particular eigenba-
sis we obtain by taking limits. Thus, we have not ruled out the possibility
that there has to be an extra factor of the multiplicity of the eigenspace in
inequality (4.11). Similarly, in the comparisons with localized eigenfunctions
in Theorem 5.1, we can only deduce that they are valid for some basis of
eigenfunctions ψj and ϕ`,j .
We leave open whether in the case of discontinuous A, it is possible to
recover the full theorem for continuous coefficients for eigenfunctions with
multiplicity. Another question that we are leaving open in the discontinuous
case is whether the limiting Agmon distance is unique, that is, does not
depend on the choice of the sequence Aε. Even if the limit is not unique,
there could be an optimal (largest) choice of h satisfying the Agmon bound
|∇Ah|2 ≤ wµ(x).
References
[Ab] E. Abrahams, ed., 50 years of Anderson localization, World
Scientic Publishing Co. Pte. Ltd., Hackensack, NJ, 2010,
http://dx.doi.org/10.1142/ 9789814299084.
[A] Agmon, S., Lectures on exponential decay of solutions of second-order
elliptic equations: bounds on eigenfunctions of N-body Schro¨dinger op-
erators. Mathematical Notes, 29. Princeton University Press, Prince-
ton, NJ; University of Tokyo Press, Tokyo, 1982.
[AM] M. Aizenman and S. Molchanov, Localization at large disorder and at
extreme energies: an elementary derivation, Comm. Math. Phys., 157
(1993), pp. 245–278.
[An] P. W. Anderson, Absence of diffusion in certain random lattices, Phys-
ical Review, 109 (1958), pp. 1492–1505.
[A+2016] Arnold, D.; David, G.; Jerison, D.; Mayboroda, S.; Filoche, M.,
Effective confining potential of quantum states in disordered media.
Phys. Rev. Lett. 116, 056602 (2016).
[A+2017] Arnold, D.; David, G.; Jerison, D.; Mayboroda, S.; Filoche,
M., Computing spectra without solving eigenvalue problems, preprint,
arXiv: 1711.04888.
[BK] Bourgain, J.; Kenig, C. On localization in the continuous Anderson-
Bernoulli model in higher dimension. Invent. Math. 161 (2005), no.
2, 389–426.
[CKM] Carmona, R., Klein, A., Martinelli, F. Anderson localization for
Bernoulli and other singular potentials. Comm. Math. Phys. 108
(1987), pp. 41–66.
32 D. N. ARNOLD, G. DAVID, M. FILOCHE, D. JERISON, AND S. MAYBORODA
[DFP] B. Devyver, M. Fraas and Y. Pinchover, Optimal hardy weight for
second-order elliptic operator: An answer to a problem of Agmon. J.
Functional Analysis 266 (2014), pp. 4422–4489.
[EA] Elgart, A.; Klein, A. An eigensystem approach to Anderson localiza-
tion. J. Funct. Anal. 271 (2016), no. 12, 3465–3512.
[FM] Filoche, M.; Mayboroda, S., Universal mechanism for Anderson and
weak localization. Proc. Natl. Acad. Sci. USA 109 (2012), no. 37,
14761–14766.
[F+2007] Fe´lix, S.; Asch, M.; Filoche, M.; Sapoval, B. Localization and
increased damping in irregular acoustic cavities, Journal of Sound and
Vibration 299, (2007), Issues 4–5, 965–976.
[FK1] Figotin, A.; Klein, A. Localization of classical waves. I. Acoustic
waves. Comm. Math. Phys. 180 (1996), no. 2, 439–482.
[FK2] Figotin, A.; Klein, A. Localization of classical waves. II. Electromag-
netic waves. Comm. Math. Phys. 184 (1997), no. 2, 411–441.
[FPW+] M. Filoche, M. Piccardo, Y.-R. Wu, C.-K. Li, C. Weisbuch, and S.
Mayboroda, Localization landscape theory of disorder in semiconduc-
tors. I. theory and modeling, Physical Review B, 95 (2017), p. 144–204.
[FS] J. Frohlich and T. Spencer, Absence of diffusion in the Anderson tight
binding model for large disorder or low energy, Comm. Math. Phys.,
88 (1983), pp. 151–184.
[GT] D. Gilbarg and N. S. Trudinger, Elliptic Partial Differential Equations
of Second Order. 2nd Edition, Springer Verlag, Berlin Heidelberg 1983.
[HS] Helffer, B.; Sjo¨strand, J., Multiple wells in the semiclassical limit I.
Comm. Partial Differential Equations 9 (1984), no. 4, 337–408.
[H] Helffer, B., Semi-classical analysis for the Schro¨dinger operator and
applications. Lecture Notes in Mathematics, 1336. Springer-Verlag,
Berlin, 1988.
[Iv] Ivrii, V. 100 Years of Weyl’s Law. Bull. Math. Sci. 6:3 (2016) 379–452.
[JL] Jitomirskaya, S.; Liu, W. Universal hierarchical structure of quasiperi-
odic eigenfunctions. Ann. of Math. (2) 187 (2018), no. 3, 721–776.
[L+2016] Lefebvre, G.; Gondel, A.; Dubois, M.; Atlan, M.; Feppon. F.;
Labbe´, A.; Gillot, C.; Garelli, A.; Ernoult, M.; Mayboroda, S.; Filoche,
M.; Sebbah, P. One single static measurement predicts wave localiza-
tion in complex structures. Phys. Rev. Lett., to appear.
[LS] Lu, J.; Steinerberger, S. Detecting localized eigenstates of linear oper-
ators. Res. Math. Sci. 5 (2018), no. 3, 5:33.
[PW] Protter, M.H.; Weinberger H.F., Maximum Principles in Differential
Equations. Springer Verlag, New York, 1984.
[S1] Simon, B. Semiclassical analysis of low lying eigenvalues. I. Nonde-
generate minima: asymptotic expansions. Ann. Inst. H. Poincare´ Sect.
A (N.S.) 38 (1983), no. 3, 295–308.
[S2] Simon, B. Semiclassical analysis of low lying eigenvalues. II. Tunnel-
ing. Ann. of Math. (2) 120 (1984), no. 1, 89–118.
LOCALIZATION OF EIGENFUNCTIONS 33
[St] Steinerberger, S. Localization of quantum states and landscape func-
tions. Proc. Amer. Math. Soc. 145 (2017), no. 7, 2895–2907.
E-mail address: arnold@umn.edu
School of Mathematics, University of Minnesota, Minneapolis, MN, USA
E-mail address: guy.david@u-psud.fr
Univ Paris-Sud, Laboratoire de Mathe´matiques, CNRS, UMR 8658 Orsay,
F-91405
E-mail address: marcel.filoche@polytechnique.edu
Physique de la Matie`re Condense´e, Ecole Polytechnique, CNRS, Palaiseau,
France
E-mail address: jerison@math.mit.edu
Mathematics Department, Massachusetts Institute of Technology, Cam-
bridge, MA, USA
E-mail address: svitlana@math.umn.edu
School of Mathematics, University of Minnesota, Minneapolis, MN, USA
