Abstract-A refinement is suggested to the O'Rourke-Badler spherical decomposition algorithm which reduces its complexity from 0(n3) to 0(n 2) sphere and C its center. If P = (Xp, Yp For each point P of the boundary, we are looking for the largest enclosed sphere tangent to the boundary at point P. Let L be the line through P in the direction normal to the tangent plane of the surface at P. The center of the sphere must be located on line L. The radius R of the sphere must be the maximum radius such that for every Q belonging to the boundary, Q is on or outside the sphere.
decomposition algorithm which reduces its complexity from 0(n3) to 0(n 2) sphere and C its center. If P = (Xp, Yp 2 (from [11] ) is 0(n3) where n is the number of points of the surface representation. It is claimed that by intelligently ordering the points examined by the algorithm, the complexity could be reduced. The purpose of this correspondence is to report a simple refinement to the algorithm which reduces the complexity to 0(n2) for all cases.
For each point P of the boundary, we are looking for the largest enclosed sphere tangent to the boundary at point P. Let L be the line through P in the direction normal to the tangent plane of the surface at P. The center of the sphere must be located on line L. The radius R of the sphere must be the maximum radius such that for every Q belonging to the boundary, Q is on or outside the sphere.
The points P and Q uniquely determine a sphere whose center is located on L (see Fig. 1 ). Let Of course, RQ need only to be computed if RQ is positive, that is, if PQ -V > 0; the value of R is then min (R Q). Q This operation is performed in n -1 steps. The algorithm repeats the process once for each of the n points; therefore, the complexity is 0(n2). [5] . This approach to classification will be described in more detail in Section II, but basically it is characterized by the fact that samples are subjected to a sequence of decision rules before they are assigned to a unique class. Each decision rule can leave ambiguity with regard to the precise class assignment of a sample. If the ambiguity is unacceptable for a particular application it can be removed by subsequently applied decision rules. When the structure is diagrammed to show the heirarchy among the decision rules it exhibits a characteristic tree-like aspect-thus, the rubric "decision tree classifier."
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There are numerous advantages to decision tree classification. Most importantly, the decision rules can be designed to be both inexpensive and effective, since each rule is required to take into account only a small subset of the original classes and it is not required to remove all ambiguities. Also, there is considerable generality and flexibility associated with this type of classification. For instance, collateral data of a categorical nature such as soil type or political boundaries can be readily incorporated within the framework of a decision tree classifier. Also, it is easy to avoid situations in which computer time is spent in removing ambiguities which are irrelevant to a particular application such as distinguishing among confusion crops in an agricultural scene. Of course, for these benefits to be realized it is important for decision trees to be well designed. This paper presents an automated technique for designing effective decision tree classifiers predicated only on a priori class statistics. The procedure relies on linear feature extractions and Bayes table look-up decision rules. Associated error matrices are computed and utilized to provide an optimal design of the decision tree at each so-called "node." A byproduct of this procedure is a simple algorithm for computing the global probability of correct classification assuming the statistical independence of the decision rules.
Section II provides a more precise definition of decision tree classification. Section III gives mathematical details on the technique for automated decision tree design. Section IV gives an example of a simple application of the procedure using class statistics acquired from an actual Landsat scene. Section V summarizes results and discusses directions for future research.
II. A MATHEMATICAL DESCRIPTION OF
DECISION TREE CLASSIFICATION The purpose of this section is to give a rigorous description of decision tree classification.
In what follows, assume that a given sample set M and a given set of K classes indexed by index set 9= {1, 2, * -*, K} have been specified. Let ri C M be the set of samples properly associated with the class indexed by j. Also, define 11 = {II, 42, . 4,N} as a set of nonempty subsets of 9 which satisfies the conditions that gi4 n Ji = 0 if i # i' and N> 1.
A generalized decision rule is defined as a transformation f: M -II from the sample set M to a set H of disjoint subsets of 9. An element x C ri CM is considered to be correctly classified by decision rule f if f(x) = 9i and j C gi.
It is convenient to express a generalized decision rule as a pair (D, fH), where D is a set of parameters which defines the transformation from M to Hl and where H is an explicitly expressed set of disjoint subsets of 4. We will adopt the conventional terminology of decision tree classification and refer to a pair (D, Hl) as a node. In effect, a decision tree classifier will be defined as a set of nodes which satisfies certain conditions. To specify these conditions, it is necessary to describe a particular binary relation. Let T(M, 4) be the set of all possible nodes which can be formed with sample set M and index set 9. In this case 77i will be referred to as an offspring node of 71i.
A set which consists of just one element will be called a unitary set and nodes whose index subsets consist entirely of unitary sets will be called simple nodes. The order of a node will be defined as the number of index subsets associated with it. If: C T(M, 4) is a set of nodes and qr C ,, then 7 is a root node of : if 71 has no parents which are also elements of ,B.
Definition: Let ,B C T(M, 91) be a finite set of nodes. Then Assume that f(x) = i and let Jj(i) be the element of Hl which contains i. Then f'(x) = 9j(i). Furthermore, given error matrix &f one can readily compute the probability of correct classifi-
where oci is the a priori class probability associated with the class indexed by i. The right side of (1) Table I shows that for 15 classes, over 109 nodes are possible. In this case a compromise is necessary. One effective approach is to limit the investigation of possible nodes to second order (binary) nodes whenever more than 10 classes are involved in the design of a node of a decision tree. Notice that even for 15 classes, only about 16 000 secondorder nodes can be realized.
For the procedure outlined above to be a feasible approach to decision tree design, two requirements must be satisfied:
1) a decision rule f must be available which affords a satisfactory compromise between accuracy and computational efficiency, 2) the error matrix &f must be computable.
These conditions can be met with an L-dimensional linear feature extraction matched with a Bayesian table look-up decision rule as described by Mobasseri and McGillem [6] .
The feature extraction is performed by means of a canonical analysis approach as suggested by Merembeck and Turner [7] .
To explain this approach, let m be the dimension of the sample set M and let K be the number of classes. A standard F-ratio is defined as a function of an m-dimensional row vector A. The explicit form of the F-ratio is
where B is the between class covariance matrix defined as
with Yi representing the m-dimensional mean vector of the ith class and Y representing the average m-dimensional mean vector given as
The symbol W is the pooled within class covariance matrix defined as
where Ci is the m X m covariance matrix associated with the ith class, N is the total number of samples, and Ni is the number of samples associated with the ith class. We seek a row vector which maximizes the F-ratio defined by (2 (7), (8) , and (9) we obtain
Equation (10), which is a second-order, L-dimensional polynomial, can be integrated analytically over the cube in question. For instance, suppose the feature extraction is twodimensional. Then each cube over which the integration is to be performed is a square. Let X represent the common width of each square and let a-= (a1, a2) represent the midpoint of a particular square. The probability P that a transformed sample property associated with class i will be found in this square is An important by-product of this approach to decision tree design is a convenient method for computing the associated global probability of correct classification under the assumption that the decision rules employed at each node are statistically independent. To see how this computation is performed, let { j1l}E ,D be a decision tree whose nodes are enumerated by an integer index set J and define Ri C 1 to be such that 1 E Ri if and only if 71i = (DI, H11), fl1 = { ,1 1,2,2, * * , 4l,Nj} and for some q < N1, i EE , q. The probability that a sample from a class indexed by i is properly classified at node rig is (12) Pli,= E 61(i, k) k C-. 1 q where i E I I q and El is the error matrix of the table look-up decision rule employed at node 711. As usual, let 4 be the class index set and let {cji}ijE be a set of a priori class probabilities. Then assuming the statistical independence of decision (7) rules, the global probability P. of correct classification is (13) PC= E aj H Pi,i. iE g IE Ri (8) This section has described a procedure for defining the optimal structure of a decision tree at each node, given a welldefined feature transformation. An alternative approach to decision tree design can be obtained by independently determining the structure of a tree at each node, and then finding (9) the feature transformation which is optimal for that structure.
Recently, this approach has been implemented by Mui and Fu [8] . In any case, the reader should be aware that a procedure for optimizing tree performance at each node does not necessarily optimize overall tree performance [ 9] , [ 101.
IV. AN EXAMPLE A two-dimensional version of the L-dimensional feature extraction and classification procedure outlined in Section III for automated decision tree design was incorporated into a Fortran program which now resides on an IBM 360/91 computer at the NASA Goddard Space Flight Center. The input is a set of class mean vectors and covariance matrices. The output is a description of each node of a decision tree design. Each node description consists of a decomposition of an index set into index subsets, the coefficients of the twodimensional linear feature extraction, a decision table for the table look-up classifier and its associated error matrix. The output also includes a computation of the global probability of correct classification as obtained from (12) and (13). As described in Section III, the program designs the decision tree from the top down starting from the root node. The for an optimal node design is limited to binary structures whenever the cardinality of an index set is greater than ten. For some applications it is not possible to separate certain subsets of classes with just two dimensional feature extraction techniques. Hence, in the design of each node, the probability of correct classification associated with the optimal node structure is compared to a user supplied threshold probability level. If the threshold is not surpassed, a full-dimensional Bayes decision rule is applied and the node in question becomes a terminal node. A simple flowchart for the program is included in Fig. 1 .
To provide an example of the application of the program, class statistics were obtained from a Landsat 2 scene taken over Finney County, KS, during May of 1975 [ 1] . The five classes consisted of two types of winter wheat and three confusion crops. The class statistics were obtained from wellknown sites in Finney County. The four channels are those of the Multispectral Scanner on board the Landsat 2. The sizes of the training sample sets range from about 100 to about 300. The class statistics are shown in Table II . A priori class probabilities were assumed to be equal. The jriformation in Table II was used as input to the program and the resulting decision tree design is shown as a tree diagram in Fig. 2 . Table  III shows the part of the program output which describes the 
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(1) (2) (3) (4) (5) 0.73376 correct classification and is employed in the tree design as shown in Fig. 2 . Equation (13) provided a value of 0.75 for the probability of correct classification for the decision tree shown in Fig. 2 .
From the results of a previous study [ 12] it is known that the theoretically optimal full-dimensional Bayes decision rule provides an accuracy of 0.79 when applied to this problem. Hence, for this application the more efficient and more flexible decision tree approach provides a classification which is nearly optimum.
The assumption that the decision rules applied at each node are statistically independent has no influence on decision tree The classification of large dimensional data sets causes a significant computational problem. Decision tree classification is an increasingly popular approach to the problem. This type of classifier is characterized by the property that samples are subjected to a sequence of decision rules before they are assigned to a unique class. If a decision tree classifier is well designed, the result in many cases, is a classification scheme which is accurate, flexible, and computationally efficient.
It is useful to have available an automated procedure for effective decision tree design which relies only on a priori class statistics. The procedure described in this correspondence utilizes linear feature extractions and Bayes table look-up decision rules. An optimal design at each node is derived based on the associated error matrix. A procedure for computing the global probability of correct classification is also provided.
An example is provided in which class statistics obtained from an actual Landsat scene are used as input to the program. The resulting decision tree design shown in Fig. 2 has an associated probability of correct classification of 0.75 which compares reasonably to the theoretically optimum 0.79 probability of correct classification associated with a full dimensional Bayes classifier.
The work documented in this report represents a promising direction in the exploitation of decision tree classification. An obvious next step is to test the procedure on large dimensional merged data sets with results compared to ground truth information. Also, further Monte Carlo studies are in order to validate the computational procedure for determining the global probability of correct classification as given in (12) and (13). This is particularly important for rather deep decision tree structures where samples can be subjected to many decision rules before being finally classified. It is possible in this situation that the independence assumption can lead to error.
It is also clear that the automated procedure described in Section III should be modified to include greater flexibility. For instance, it should be possible to permit a user to employ collateral data of a categorical nature in defining certain node structures of decision trees. Also, it should be possible to ensure that a decision tree design reflect the fact that for a certain application, certain ambiguities among classes are irrelevant. As an example, for the case presented in Section IV, classes 1, 2, and 3 are confusion crops in an agricultural scene. Hence, node D as represented in Fig. 2 can be deleted from the tree structure with no loss of useful information.
