Two new PRP conjugate Algorithms are proposed in this paper based on two modified PRP conjugate gradient methods: the first algorithm is proposed for solving unconstrained optimization problems, and the second algorithm is proposed for solving nonlinear equations. The first method contains two aspects of information: function value and gradient value. The two methods both possess some good properties, as follows: 1)β k ! 0 2) the search direction has the trust region property without the use of any line search method 3) the search direction has sufficient descent property without the use of any line search method. Under some suitable conditions, we establish the global convergence of the two algorithms. We conduct numerical experiments to evaluate our algorithms. The numerical results indicate that the first algorithm is effective and competitive for solving unconstrained optimization problems and that the second algorithm is effective for solving large-scale nonlinear equations.
Introduction
As we know, the conjugate gradient method is very popular and effective for solving the following unconstrained optimization problem min x2< n f ðxÞ ð1Þ where f : < n ! < is continuously differentiable and g(x) denotes the gradient of f(x) at x, the problem Eq (1) also can be applied to model some other problems [1] [2] [3] [4] [5] . The iterative formula used in the conjugate gradient method is usually given by
and
( where g k = g(x k ), β k 2 < is a scalar, α k > 0 is a step length that is determined by some line search, and d k denotes the search direction. Different conjugate methods have different choices for β k . Some of the popular methods [6] [7] [8] [9] [10] [11] [12] used to compute β k are the DY conjugate gradient method [6] , FR conjugate gradient method [7] , PRP conjugate gradient method [8, 9] , HS conjugate gradient method [10] , LS conjugate gradient method [11] , and CD conjugate gradient method [12] . β k [8, 9] is defined by
where k Á k denotes the Euclidean norm, y k−1 = g k −g k−1 . The PRP conjugate gradient method is currently considered to have the best numerical performance, but it does not have good convergence. With an exact line search, the global convergence of the PRP conjugate gradient method has been established by Polak and Ribière [8] for convex objective functions. However, Powell [13] proposed a counter example that proved the existence of nonconvex functions on which the PRP conjugate gradient method does not have global convergence, even with an exact line search. With the weak Wolfe-Powell line search, Gilbert and Nocedal [14] proposed a modified PRP conjugate gradient method by restricting β k to be not less than zero and proved that it has global convergence, with the hypothesis that it satisfies the sufficient descent condition. Gilbert and Nocedal [14] also gave an example showing that β k may be negative even though the objective function is uniformly convex. When the Strong WolfePowell line search was used, Dai [15] gave a example showing that the PRP method cannot guarantee that every step search direction is the descent direction, even if the objective function is uniformly convex. Through the above observations and [13, 14, [16] [17] [18] , we know that the following sufficient descent condition
and the condition β k is not less than zero are very important for establishing the global convergence of the conjugate gradient method. The weak Wolfe-Powell (WWP) line search is designed to compute α k and is usually used for the global convergence analysis. The WWP line search is as follows
where
1Þ. Recently, many new conjugate gradient methods ( [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] etc.) that possess some good properties have been proposed for solving unconstrained optimization problems.
In Section 2, we state the motivation behind our approach and give a new modified PRP conjugate gradient method and new algorithm for solving problem Eq (1). In Section 3, we prove that the search direction of our new algorithm satisfies the sufficient descent property and trust region property; moreover, we establish the global convergence of the new algorithm with the WWP line search. In Section 4, we provide numerical experiment results for some test problems.
New algorithm for unconstrained optimization
Wei et al. [29] give a new PRP conjugate gradient method usually called the WYL method. When the WWP line search is used, this WYL method has global convergence under the sufficient descent condition. Zhang [30] give a modified WYL method called the NPRP method as follows
The NPRP method possesses better convergence properties. The above formula for y k−1 contains only gradient value information, but some new y k−1 formulas [31, 32] contain information on gradient value and function value. Yuan et al. [32] propose a new y k−1 formula as follows
Where
Li and Qu [33] give a modified PRP conjugate method as follows
Under suitable conditions, Li and Qu [33] prove that the modified PRP conjugate method has global convergence.
Motivated by the above discussions, we propose a new modified PRP conjugate method as follows
is the y m kÀ1 of [32] .
Next, we present a new algorithm and it's diagram (Fig 1) as follows.
Algorithm 2.1
Step 0: Given the initial point x 1 2 < n ;
Step 1: Calculate k g k k; if k g k k ε 1 , stop; otherwise, go to step 2.
Step 2: Calculate step length α k by the WWP line search.
Step 3: Set x k+1 = x k + α k d k , then calculate k g kþ1 k; if k g kþ1 k ε 1 , stop; otherwise, go to step 4.
Step 4: Calculate the scalar β k+1 by Eq (8) and calculate the search direction d k+1 by Eq (9).
Step 5: Set k: = k + 1; go to step 2.
Global convergence analysis
Some suitable assumptions are often used to analyze the global convergence of the conjugate gradient method. Here, we state it as follows Assumption 3.1
2. In some neighborhood H of O, f is a continuously differentiable function, and the gradient function g of f is Lipschitz continuous, namely, there exists a constant L > 0 such that
By Assumption 3.1, it is easy to obtain that there exist two constants A > 0 and η 1 > 0 satisfying
Lemma 0.1 Let the sequence {d k } be generated by Eq (9); then, we have
Proof When k = 1, we can obtain g
we can obtain
The proof is achieved. We know directly from above Lemma that our new method has the sufficient descent property.
Lemma 0.2 Let the sequence {x k } and {d k , g k } be generated by Algorithm 2.1, and suppose that Assumption 3.1 holds; then, we can obtain
Proof By Eq (7) and the Cauchy-Schwarz inequality, we have
Combining the above inequality with Assumption 3.1 ii) generates
it is easy to know g T k d k 0 by lemma 0.1. By combining the above inequality with Eq (6), we obtain
Summing up the above inequalities from k = 1 to k = 1, we can deduce that
By Eq (6), Assumption 3.1 and lemma 0.1, we know that {f k } is bounded below, so we obtain
This finishes the proof. The Eq (13) is usually called the Zoutendijk condition [34] , and it is very important for establishing global convergence.
Lemma 0.3 Let the sequence {β k , d k } be generated by Algorithm 2.1, we have
Proof When d k = 0, we directly get g k = 0 from Eq (12). When d k 6 ¼ 0, by the CauchySchwarz inequality, we can easily obtain
We can obtain
Finally, when k ! 2 by Eq (9), we have
This finishes the proof.
This lemma also shows that the search direction of our algorithm has the trust region property.
Theorem 0.1 Let the sequence {d k , g k , β k } and {x k } be generated by Algorithm 2.1. Suppose that Assumption 3.1 holds; then
Proof By Eqs (12) and (13), we obtain
By Eq (14), we have
which together with Eq (16) can yield
From the above inequality, we can obtain lim
The proof is finished.
Numerical Results
When β k+1 and d k+1 are calculated by Eqs (4) and (3), respectively, in step 4 of Algorithm 2.1, we call it the PRP conjugate gradient algorithm. We test Algorithm 2.1 and the PRP conjugate gradient algorithm using some benchmark problems. The test environment is MATLAB 7.0, on a Windows 7 system. The initial parameters are given by
We use the following Himmeblau stop rule, which satisfies
The test program will be stopped if stop1 < ε 3 or k gðx k Þ k< ε 1 is satisfied, where ε 2 = ε 3 = 10
. When the total number of iterations is greater than one thousand, the test program will be stopped. The test results are given in Tables 1 and 2 c i e
ðx j À a ij Þ 2 Þ; x i 2 ½0; 10; m ¼ n; 5. Griewangk function:
cos ð x i ffi ffi i p Þ; x i 2 ½À600; 600;
x Ã ¼ ð0; 0; : : : ; 0Þ; f Gri ðx Ã Þ ¼ 0:
6. Rosenbrock function: It is easy to see that the two algorithms are effective for the above eight test problems listed in Tables 1 and 2 . We use the tool of Dolan and Morè [35] to analyze the numerical performance of the two algorithms.
For the above eight test problems, Fig 2 shows the numerical performance of the two algorithms when the information of NI is considered, and Fig 3 shows the the numerical performance of the two algorithms when the information of NFG is considered. From the above two figures, it is easy to see that Algorithm 2.1 yields a better numerical performance than the PRP conjugate gradient algorithm on the whole. From Tables 1 and 2 and the two figures, we can conclude that Algorithm 2.1 is effective and competitive for solving unconstrained optimization problems.
A new algorithm is given for solving nonlinear equations in the next section. The sufficient descent property and the trust region property of the new algorithm are proved in Section 6; moreover, we establish the global convergence of the new algorithm. In Section 7, the numerical results are presented.
New algorithm for nonlinear equations
We consider the system of nonlinear equations
where q : < n ! < n is a continuously differentiable and monotonic function. rq(x) denotes the Jacobian matrix of q(x); if rq(x) is symmetric, we call Eq (17) symmetric nonlinear equations. As q(x) is monotonic, the following inequality ðqðxÞ À qðyÞÞ T ðx À yÞ ! 0; 8x; y 2 < 
We know directly that the problem Eq (17) is equivalent to the problem Eq (18). The iterative formula Eq (2) is also usually used in many algorithms for solving problem Eq (17). Many algorithms ( [36] [37] [38] [39] [40] [41] , etc.) have been proposed for solving special classes of nonlinear equations. We are more interested in the process of dealing with large-scale nonlinear equations. By Eq (2), it is easy to see that the two factors of stepsize α k and search direction d k are very important for dealing with large-scale problems. When dealing with large-scale nonlinear equations and unconstrained optimization problems, there are many popular methods ( [38, [42] [43] [44] [45] [46] etc.) for computing d k , such as conjugate gradient methods, spectral gradient methods, and limited-memory quasi-Newton approaches. Some new line search methods [37, 47] have been proposed for calculating α k . Li and Li [48] provide the following new derivative-free line search method
where α k = max{γ, ργ, ρ 2 γ, . . .},ρ 2 (0,1), σ 3 > 0 and γ > 0. This line search method is very effective for solving large-scale nonlinear monotonic equations. Solodov and Svaiter [49] presented a hybrid projection-proximal point algorithm that could conquer some drawbacks when the form Eq (18) is used with nonlinear equations. Yuan et al. Two NPRP CGA for Minimization Optimization Models [50] proposed a three-term PRP conjugate gradient algorithm by using the projection-based technique, which was introduced by Solodov et al. [51] for optimization problems. The projection-based technique is very effective for solving nonlinear equations. It involves certain methods to compute search direction d k and certain line search methods to calculate α k , which satisfies
For any x Ã that satisfies q(x Ã ) = 0, considering that q(x) is monotonic, we can obtain
Thus, it is easy to obtain the current iterate x k , which is strictly separated from the zeros of the system of equations Eq (17) by the following hyperplane
Then, the iterate x k+1 can be obtained by projecting x k onto the above hyperplane. The projection formula can be set as follows
Yuan et al. [50] present a three-term Polak-Ribière-Polyak conjugate gradient algorithm in which the search direction d k is defined as follows
where y k−1 = q k −q k−1 . The derivative-free line search method [48] and the projection-based techniques are used by the algorithm [50] , proved to be very suitable for solving large-scale nonlinear equations. The most attractive property of algorithm [50] is the the trust region property of d k . Motivated by our new modified PRP conjugate gradient formula, proposed in Section 2, we proposed the following modified PRP conjugate gradient formula
Where u 3 > 0, u 4 > 0. It is easy to see that b Ã k ! 0, motivated by the above observation and [50] . We present a new algorithm for solving problem Eq (17) : it uses our modified PRP conjugate gradient formula Eqs (21) and (22) . Here, we list the new algorithm and it's diagram (Fig  4) as follows. Algorithm 5.1
Step 1: Given the initial point x 1 2 < n ,ε 4 > 0,ρ 2 (0,1), σ 3 > 0, γ > 0,u 3 > 0, u 4 > 0, and k: = 1.
Step 2: If k qðx k Þ k ε 4 ; stop; otherwise, go to step 3.
Step 3: Compute d k by Eq (22) and calculate α k by Eq (19) Step 4: Set the next iterate to be w k = x k + α k d k ;
Step 5: If k qðw k Þ k ε 4 , stop and set x k+1 = w k ; otherwise, calculate x k+1 by Eq (20)
Step 6: Set k: = k + 1; go to step 2.
Convergence Analysis
When we analyze the global convergence of Algorithm 5.1, we require the following suitable assumptions.
Assumption 6.1 (17) is nonempty.
The solution set of the problem Eq

q(x)
is Lipschitz continuous, namely, there exists a constant E > 0 such that k qðxÞ À qðyÞ k E k x À y k; 8x; y 2 < n :
By Assumption 6.1, it is easy to obtain that there exists a positive constant z that satisfies
Lemma 0.4 Let the sequence {d k } be generated by Eq (22); then, we can obtain
Proof As the proof is similar to Lemma 0.1 and Lemma 0.3 of this paper, we omit it here. Similar to Lemma 3.1 of [50] and theorem 2.1 of [51] , it is easy to obtain the following lemma. Here, we omit this proof and only list it.
Lemma 0.5 Suppose that Assumption 6.1 holds and x Ã is a solution of problem Eq (17) that satisfies g(x Ã ) = 0. Let the sequence {x k } be obtained by Algorithm 5.1; then, the {x k } is a bounded sequence and
holds. Moreover, either {x k } is a infinite sequence and
or the {x k } is a finite sequence and a solution of problem Eq (17) is the last iteration. Lemma 0.6 Suppose that Assumption 6.1 holds, then, an iteration x k+1 = x k + α k d k will be generated by Algorithm 5.1 in a finite number of backtracking steps.
Proof We will obtain this conclusion by contradiction: suppose that k q k k! 0 does not hold; then, there exists a positive constant ε 5 that satisfies
suppose that there exist some iterate indexes k 0 that do not satisfy the condition Eq (19) . We let
By Assumption 6.1 (b) and Eq (24), we find
By Eqs (23) and (25), we can obtain
Thus, we obtain Similar to Theorem 3.1 of [50] , we list the following theorem but omit its proof. Theorem 0.2 Let the sequence {x k+1 , q k+1 } and {α k , d k } be generated by Algorithm 5.1. Suppose that Assumption 6.1 holds; then, we have
Numerical results
When the following d k formula of the famous PRP conjugate gradient method [8, 9] 
is used to compute d k in step 3 of Algorithm 5.1, then it is called PRP algorithm. We test Algorithm 5.1 and the PRP algorithm for some problems in this section. The test environment is MATLAB 7.0 on a Windows 7 system. The initial parameters are given by
When the number of iterations is greater than or equal to one thousand and five hundred, the test program will also be stopped. The test results are given in Tables 3 and 4 . As we know, Two NPRP CGA for Minimization Optimization Models when the line search cannot guarantee that d k satisfies q T k d k < 0, some uphill search direction may be produced; the line search method possibly fails in this case. In order to prevent this situation, when the search time is greater than or equal to fifteen in the inner cycle of our program, we set α k that is acceptable. NG, NI stand for the number of gradient evaluations and iterations respectively. Dim denotes the dimension of the testing function, and cputime denotes 
Function 2. Trigonometric function
Function 3. Logarithmic function
Initial guess: Initial guess: x 0 ¼ 1 À 1 n ; 1 À 2 n ; Á Á Á ; 0 T : Function 7. Discrete boundary value problem [53] . By Tables 3 and 4 , we see that Algorithm 5.1 and the PRP algorithm are effective for solving the above eight problems.
We use the tool of Dolan and Morè [35] to analyze the numerical performance of the two algorithms when NI, NG and cputime are considered, for which we generate three figures. Fig 5 shows that the numerical performance of Algorithm 5.1 is slightly better than that of the PRP algorithm when NI is considered. It is easy to see that the numerical performance of Two NPRP CGA for Minimization Optimization Models Algorithm 5.1 is better than that of the PRP algorithm from Figs 6 and 7 because the PRP algorithm requires a bigger horizontal axis when the problems are completely solved.
From the above two tables and three figures, we see that Algorithm 5.1 is effective and competitive for solving large-scale nonlinear equations.
Conclusion
(i) This paper provides the first new algorithm based on the first modified PRP conjugate gradient method in Sections 1-4. The β k formula of the method includes the gradient value and function value. The global convergence of the algorithm is established under some suitable conditions. The trust region property and sufficient descent property of the method have been proved without the use of any line search method. For some test functions, the numerical results indicate that the first algorithm is effective and competitive for solving unconstrained optimization problems.
(ii) The second new algorithm based on the second modified PRP conjugate gradient method is presented in Sections 5-7. The new algorithm has global convergence under suitable conditions. The trust region property and the sufficient descent property of the method are proved without the use of any line search method. The numerical results of some tests function are demonstrated. The numerical results show that the second algorithm is very effective for solving large-scale nonlinear equations.
