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Cohomological Donaldson–Thomas theory
Bala´zs Szendro˝i
Abstract. This review gives an introduction to cohomological Donaldson–
Thomas theory: the study of a cohomology theory on moduli spaces of sheaves
on Calabi–Yau threefolds, and of complexes in 3-Calabi–Yau categories, cate-
gorifying their numerical DT invariant. Local and global aspects of the theory
are both covered, including representations of quivers with potential. We will
discuss the construction of the DT sheaf, a nontrivial topological coefficient
system on such a moduli space, along with some cohomology computations.
The Cohomological Hall Algebra, an algebra structure on cohomological DT
spaces, will also be introduced. The review closes with some recent appear-
ances, and extensions, of the cohomological DT story in the theory of knot
invariants, of cluster algebras, and elsewhere.
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Introduction
Cohomological Donaldson–Thomas theory is the cohomological study of moduli
spaces of sheaves on three-dimensional Calabi–Yau varieties. In its most developed
form, it is a theory tied to a specific class of geometries in a specific number of
dimensions. It is hoped that the richness of the theory to be presented will alleviate
concerns over the specialized starting point.
The aim of this review is to give a tutorial introduction to this subject, at a level
accessible to graduate students wanting to get a glimpse and looking for pointers
to the literature on specific topics. The discussion will start with an overview of
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numerical DT theory, effectively the Euler characteristic shadow of the full theory,
which was also discussed recently in the review [88], in particular its Sections 3 12
and 4 12 . While I will not assume knowledge of [88], those hoping to learn about
different facets of the subject should peruse both this review and [88].
We will mostly work in the language of schemes, all schemes assumed to be of
finite type over the base C of complex numbers. Algebraic stacks will make the
occasional appearance, but most of our stacks will be global quotient stacks of the
form [M/G] with G an affine algebraic group acting on a scheme M without a
geometric (scheme) quotient. It has recently become clear that the most natural
context for the subject is that of derived symplectic geometry [89]; because of (lack
of) expertise, and the intention of keeping technicalities to a necessary minimum,
I will not give a full treatment of derived geometry, restricting instead to the oc-
casional side remark. The same applies to the main source of motivation for the
historical development of this area of research: supersymmetric physics.
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Math Summer School held at the University of British Columbia in June 2014.
I would like to thank its organizer Jim Bryan for the invitation to speak there.
Thanks are also due to Kai Behrend, Tom Bridgeland, Jim Bryan, Ben Davi-
son, Ian Grojnowski, Dominic Joyce, Alastair King, Maxim Kontsevich, Davesh
Maulik, Andrew Morrison, Sergei Mozgovoy, Rahul Pandharipande, Yan Soibel-
man and Richard Thomas for many valuable conversations on DT theory over the
years. Support from the Leverhulme Trust (Royal Society Leverhulme Trust Senior
Research Fellowship) and EPSRC (Programme Grant EP/I033343/1) during the
preparation of this review is also gratefully acknowledged.
1. An overview of DT theory
1.1. Calabi–Yau threefolds. We work over the field of complex numbers. A
Calabi–Yau threefold is a quasiprojective three-dimensional non-singular algebraic
variety Y over C, whose canonical (dualizing) line bundle ωY is trivial: ωY ∼= OY .
Sometimes simple connectedness of Y or the weaker condition H1(OY ) = 0 will be
assumed also, but we will not need this in general. As examples, it will be useful
to keep the following list in mind, with varying amounts of projectivity.
(1) We can require Y to be projective; there are hundreds of millions of fam-
ilies of examples, starting with the quintic threefold Y = Y5 ⊂ P4. This
will be the hardest case for the general theory to handle, so we will often
study simpler geometries first.
(2) Let S be an algebraic surface, then Y = Tot(ωS), the total space of the
canonical line bundle of S, is a Calabi–Yau threefold. A special case is
S = P2, with Y = Tot(OP2(−3)).
(3) Let C be a projective curve, and L1,L2 line bundles on C. Then the total
space Y = Tot(L1 ⊕ L2) is a Calabi–Yau threefold if and only if L1 ⊗
L2 ∼= ωC . A much-studied special case is the resolved conifold geometry,
when C = P1 and Li = OP1(−1). We will denote this space by Y =
OP1(−1,−1).
(4) The simplest Calabi–Yau threefold of all, by our definition, is Y = C3.
(5) A more general construction, giving some of the examples from (2)-(4)
and others, is the following. Let Γ < SL(3,C) be a finite group, and
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Y¯ = C3/Γ the quotient, a singular variety with Gorenstein singularities
and ωY¯
∼= OY¯ . Then there exist, usually several, quasi-projective Calabi–
Yau resolutions Yi → Y¯ . A further generalization is to consider resolutions
of other varieties Y¯ with Gorenstein singularities and trivial canonical
bundle.
1.2. Sheaves on Calabi–Yau threefolds and DT invariants. Let us for
the time being restrict to projective Calabi–Yau threefolds Y satisfying the extra
condition H1(OY ) = 0. One set of traditional, topological invariants attached to
such a geometry Y are the topological Betti numbers bi(Y ) = dimH
i(Y,Q) and the
Hodge numbers hp,q(Y ) = dimHq(Y,ΩpY ), the dimension of the coherent cohomol-
ogy of Y with coefficients in the sheaf of holomorphic p-forms. Under the assump-
tion H1(OY ) = 0, these two sets of numbers determine each other, so only depend
on the underlying differentiable manifold. The initial aim of Donaldson–Thomas
theory [99, 36] was to define more general numerical invariants of a Calabi–Yau
threefold Y , which are sensitive to its complex structure, while still being invariant
in the sense that they are unchanged under small deformations of the complex struc-
ture. These invariants are attached to various moduli spaces of sheavesM =M(Y )
on Y .
To be slightly more precise, let us fix a cohomology class α ∈ Heven(Y,Q).
Then we can consider the moduli stack M(Y, α) of coherent sheaves on Y with
Chern character α. This is a non-Hausdorff Artin stack, usually of infinite type,
and as such does not admit sensible numerical invariants. Imposing a stability
condition σ may, in an ideal situation, give a proper, finite type and Hausdorff
open substack Mσ(Y, α) ⊂M(Y, α) parametrizing σ-stable sheaves, with a coarse
moduli scheme which by abuse of notation I will also denoteMσ(Y, α). (Let me be
vague for now on what sort of stability conditions one might impose.) This moduli
scheme of σ-stable sheaves is a better candidate for defining numerical invariants,
but there is still a serious issue: in all but a handful of cases, Mσ(Y, α) has very
bad singularities. Its tangent space at a point [E] ∈ Mσ(Y, α) corresponding to a
coherent sheaf E on Y is T[E]M
σ(Y, α) ∼= Ext1(E,E), but there is a complicated
higher-order map, the Kuranishi map, from this tangent space to the obstruction
space Ext2(E,E), whose zero set gives a local model forMσ(Y, α) near its point [E].
The special feature for Calabi–Yau threefolds is that the tangent and obstruc-
tion spaces are naturally dual using Serre duality and ωY ∼= OY :
Ext2(E,E) ∼= Ext1(E,E ⊗ ωY )
∨ ∼= Ext1(E,E)∨.
This observation was the starting point DT theory, formalized in the result [99]
that Mσ(Y, α) carries a perfect obstruction theory [5] of dimension 0, in fact a
symmetric obstruction theory [6]. A dimension 0 perfect obstruction theory gives
rise to a virtual fundamental class [88, Appendix]
[Mσ(Y, α)]vir ∈ H0(M
σ(Y, α),Z),
whose degree
deg[(Mσ(Y, α))]vir ∈ Z
is the sought-for numerical invariant, the DT invariant of Y in the class α and
stability σ. It is important to understand that this is a global construction of the
invariant, requiring Mσ(Y, α) to be proper.
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It was proved by Thomas [99] that this quantity is indeed an invariant of the
underlying threefold in the sense explained above: if we fix a smooth family {Yt} of
projective Calabi–Yau threefolds, a cohomology class α on the underlying smooth
manifold, and a stability condition σ, the resulting number is constant in the family.
The right stability condition to choose depends on the specifics of the situation
under study. One option involves choosing some standard stability condition for
sheaves such as Gieseker stability with respect to an ample line bundle. The nu-
merical DT invariants change under change of stability condition following precise
wall-crossing relations, as has been established as the outcome of extensive research
whose highlights include [55, 57, 66].
Example 1.1. The equality of the dimensions of the tangent and obstruc-
tion spaces of the moduli scheme Mσ(Y, α) at all its points says that its virtual
dimension is 0. This suggests that in sufficiently general, transversal situations,
Mσ(Y, α) might consist of a finite number of points, perhaps even reduced points.
In the latter case, and only in that case, the DT invariant is simply the number
of points. While in algebraic geometry such transversality is extremely rare, this
indeed being the point of introducing the virtual fundamental class, there are some
interesting cases, discussed in [99, Thm. 3.55 and Sect. 4], where generically the
moduli scheme is a finite set of reduced points. See Example 8.1 below for another
example. On the other hand, as soon as the DT invariant is negative, such as in
the explicit examples in Section 2.4 and Example 5.7, this cannot happen.
Example 1.2. For the case of sheaves of rank 1, one can be more explicit about
the stability condition involved. Given a torsion-free sheaf E of rank 1 on Y , there
is an injective map of sheaves E → det(E) to the determinant of E, which must be
an invertible sheaf. Up to tensoring by this invertible sheaf, we can assume that the
determinant is trivial, and then we get an embedding E → OY with cokernel the
structure sheaf Z ⊂ Y of a subscheme of Y , necessarily supported in codimension
two. The parameter space of such embedded subschemes is the Hilbert scheme of
codimension-two subschemes of Y ; under the assumption H1(OY ) = 0, the moduli
scheme of sheaves is isomorphic to the Hilbert scheme and is in particular separated
and of finite type (for fixed topological invariants). See [88, Section 3 12 ] for further
discussion of this important special case, which plays a major role in the historical
development of the subject, as well as being responsible for important connections
to other counting problems.
Remark 1.3. If the moduli problem of sheaves of class α involves σ-semistable
objects, then the situation changes radically. In this case,Mσ(Y, α) is only a coarse
moduli space, and its tangent space (as a scheme) can no longer be identified simply
as an Ext-group. In this case, DT invariants have to be defined by a complicated
roundabout procedure [57], and they take values in Q. We refer for more details
about the issues, and their solution, to [57].
1.3. Local interpretation: the Behrend function. The above definition
of the DT invariant was global: it needed a proper moduli space M = Mσ(Y, α),
so that the degree of its virtual fundamental class is defined. In the case of in-
variants attached to symmetric obstruction theories, Behrend [3] gave a radically
different, local interpretation. What this work showed was that given any scheme
X , associated to X is a canonical constructible function νX : X → Z, defined in
terms of local data, at a nonsingular point of X its value being (−1)dimX . We can
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then define the virtual Euler characteristic of X to be the integer
χvir(X) =
∫
X
νXdχ ∈ Z.
The latter integral is the integral of the constructible function νX against the (usual,
topological) Euler characteristic, defined by the formula∫
X
νXdχ =
∑
n∈Z
n · χ
(
ν−1X (n)
)
.
We then have the following important result.
Theorem 1.4. [3] LetM be a proper scheme equipped with a symmetric perfect
obstruction theory, such as a proper moduli space of stable sheaves on a projective
Calabi–Yau threefold, so that M has a virtual fundamental class [M]vir. Then
deg[M]vir = χvir(M).
The importance of this result is twofold. First of all, even if M is proper, it
allows for stratification (“cut and paste”) arguments since the right hand side (but
not the left) behaves well under stratifications. In particular, the right hand side is
defined for any scheme, whether it is proper or not. This is the second advantage:
the right hand side of this formula defines DT invariants of non-compact Calabi–
Yau threefolds as well. For such threefolds, we can still often define moduli spaces
M =Mσ(Y, α), so long as we suitably restrict the set of objects under study. For
example, we could ask for moduli of sheaves which themselves have compact support
inside Y . We then obtain finite type moduli schemes, but they are frequently non-
compact. An extended example will be discussed in Section 2.
1.4. Invariants from other categories with 3-Calabi–Yau properties.
The discussion above used moduli schemes, and defined numerical invariants, start-
ing from the category C = Coh(Y ) of coherent sheaves on a Calabi–Yau threefold Y .
We relied on three facts. The first, geometric fact was that objects E ∈ C have a
well-defined moduli theory. The second, homological fact was Serre duality with
trivial dualizing sheaf, leading to the duality of the tangent space Ext1(E,E) and
the obstruction space Ext2(E,E). A final important requirement was that the cat-
egory C admits suitable notions of stability. One can hope to repeat the discussion
for other categories C with these properties. We leave the most general definition
to other sources [66]; we restrict to examples.
(1) For a Calabi–Yau threefold Y , we can consider C = Db(CohY ), the derived
category of coherent sheaves on Y . Serre duality works in exactly the same
way as for sheaves. The most general notion of stability in this context is
(Douglas-)Bridgeland stability [15].
(2) Let A be a finitely generated associative, not necessarily commutative
algebra over C. Let C = A − mod be the category of finite dimensional
right A-modules. Then the homological condition is satisfied if A is a
3-Calabi–Yau algebra [44]. This means in particular that
(a) for M,N ∈ C, ExtiA(M,N) is finite dimensional, and vanishes unless
0 ≤ i ≤ 3;
(b) for M,N ∈ C, there are perfect bifunctorial pairings
ExtiA(M,N)× Ext
3−i
A (N,M)→ C.
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As a subcase, one can consider 3-Calabi–Yau algebras arising from quivers
with potential (see Section 3); the objects in A then readily admit a moduli
theory, and (King) stability conditions [63].
DT invariants in these situations have been defined in [66], respectively [97, 76, 67].
Example 1.5. An important special case of (1) is the stable pairs theory of
Pandharipande and Thomas [87]. This is a variant of Example 1.2, where we pa-
rametrize objects of Db(CohY ) which are generically ideal sheaves of embedded
codimension-two subschemes Z ⊂ X (curves), but with a stability condition differ-
ent from considering torsion-free sheaves. A detailed discussion of this story can be
found in [88, Sect. 4 12 ].
Example 1.6. Interesting examples of (2) come from derived equivalences of
the form
Dbc(CohY )
∼= Db(A−mod),
for Y a (noncompact) Calabi–Yau threefold, Dbc(CohY ) the derived category of
coherent sheaves with compact support on Y and A a finitely-generated commuta-
tive, usually non-commutative algebra. Such examples arise in the context of the
McKay correspondence [16], and more generally for resolutions of three-dimensional
Gorenstein singularities [100].
1.5. Generating series of DT invariants and BPS invariants. More
than on individual invariants, the emphasis of the subject has been on the study
of generating series of the DT invariants. One reason for this is the origin of these
investigations in string theory, where it is natural to form generating series (or
partition functions) of individual invariants, and study these as functions of the
variables. In mathematical terms, alongside fixing the Calabi–Yau geometry Y and
a stability parameter σ, we also fix an affine sublattice Λ ⊂ Heven(Y,Q) of rank n.
We then consider an expression of the form
ZY,Λ(t) =
∑
α∈Λ
χvir (M
σ(Y, α)) tα ∈ Z[[t]].
Here t = {t1, . . . , tn} is a set of auxiliary variables, and tα is multi-index notation.
It was conjectured by [66, 57], based on earlier calculations and physical con-
siderations [45], that the generating series of DT invariants ZY,Λ(t) take the form
of certain infinite products with integral exponents Ωσ(α) ∈ Z. These invariants,
sometimes called BPS invariants, are the fundamental structural quantities gov-
erning DT generating series and their wall-crossing. The name comes from their
interpretation as the number of BPS states (states saturating a bound on their
mass) in certain supersymmetric theories. The integrality of Ωσ(α) remains con-
jectural in general. See [87, Section 2 12 ] for the parallel story in Gromov–Witten
theory. See also Section 7.2 below.
1.6. Categorifying DT invariants. Given a moduli space of stable sheaves
(or objects)M on a Calabi–Yau threefold (or CY3 category), the theory explained
so far associates an integer invariant χvir(M) to M, which, as explained above,
can be expressed as a weighted Euler characteristic. The next question one can ask
is whether this construction can be categorified. The first level of categorification
would associate to M some finite-dimensional graded vector space H∗(M) so that
(1.1) χvir(M) =
∑
j
(−1)j dimHj(M).
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IfM is nonsingular, with the Behrend function identically (−1)dimM , then we could
just take for H∗(M) the (shifted) classical cohomology H∗(M,QM[dimM]).
In the following sections, I will explain the construction of the graded vector
space H∗(M) in general, starting from the moduli interpretation of M. This vec-
tor space will depend on more than just the scheme structure of M; in modern
language, we need to retain the derived moduli scheme structure (and a version of
a symplectic form), not just the classical scheme structure. We will use a classical
truncation below, which will give this structure entirely in non-derived terms.
A next level of categorification would involve associating a category C(M) to
the moduli space M, some linearization of C(M) being H∗(M). I will make some
comments about this below (see in particular Remark 5.6); in general, it is not
currently known how to build such a category.
Remark 1.7. Closely related to categorified DT invariants are refined DT in-
variants. Here the invariant attached to a moduli space M still takes values in a
ring (and not a category), but it retains more information about M than just a
number. Refined invariants in DT theory were conjectured to exist in the theoret-
ical physics literature first [51, 53, 54]. These works exploited the idea that in
theories built from local Calabi–Yau threefolds, there are certain extra symmetries
that allow for a refinement (or quantization) of the numerical invariant χvir(M) ∈ Z
to an invariant in Z[q, q−1]. In the above language, a reasonable guess might be
to associate to M the expression
∑
j q
j dimHj(M). As we will explain below (see
Section 6.1), this turns out to be the wrong thing to do in general, for reasons of
Hodge theory, but the correct answer is closely related.
DT invariants can be defined in the most general ring where the cut-and-paste
relation satisfied by an Euler characteristic-type invariant holds, which is some
version of the Grothendieck ring of varieties K(VarC). Invariants taking values in
such rings are referred to as motivic DT invariants, introduced in [66]. We will
return to this point later.
2. A salient example
I now introduce one salient example, in some sense the simplest infinite family
of moduli spaces of sheaves on a Calabi–Yau threefold. Many of the features of
the general theory appear here in transparent form. The Calabi–Yau threefold in
question is simply affine three-space Y = C3. As we saw in the previous section, to
be able to talk about moduli spaces, we need to assume some compactness of the
objects we study; so in this example, we will be parametrizing collections of points
of affine three-space. In other words, we will work in the context of Example 1.2,
parametrizing rank-one torsion-free sheaves on Y = C3 with trivial determinant
and compactly supported quotient.
2.1. The Hilbert scheme of points. There are different ways of parametriz-
ing collections of (unlabelled) points of a variety Y . The simplest way is to consider
the symmetric product
S(Y ) =
∞⊔
n=1
Sn(Y )
where Sn is the n-th symmetric product
Sn(Y ) = Y n/Σn,
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the quotient by the symmetric group Σn of the n-fold Cartesian product of Y .
A point in S(Y ) corresponds to a collection of points of Y with multiplicities.
However, S(Y ) is not a moduli space: its points do not parametrize objects on Y
which vary in a flat deformation family. From this point of view, better behaved is
the Hilbert scheme (of points) of Y
Hilb(Y ) =
∞⊔
n=1
Hilbn(Y ).
Here as a set, Hilbn(Y ), the n-th Hilbert scheme (of points) of Y , is given by
Hilbn(Y ) = {I ⊳OY : dimH
0(OY /I) = n}.
Hilb(Y ) parametrizes flat families of finite-codimension ideals of the structure sheaf
OY with fixed codimension; by a theorem of Grothendieck, its connected compo-
nents Hilbn(Y ) are (represented by) a separated scheme, which are quasiprojective
if Y is. It is well known that Hilb(Y ) is nonsingular if dimY ≤ 2; the first case
when singularities appear on the Hilbert scheme is when dimY = 3. Starting in
this dimension, the singularities are really severe for large number of points n; in
particular the Hilbn(Y ) are reducible, and not known to be reduced.
2.2. The Hilbert scheme of points of Cd. Let us work out in detail what
the definition of Hilbn(Y ) says for the specific case of affine space Y = Cd. I am
using set-theoretic notation, but it is easy to check that all the steps can be per-
formed in families. First, since Cd is affine, we can forget about sheaves and think
about rings instead.
Hilbn(Cd) = {I ⊳OCd : dimH
0(OCd/I) = n}
= {I ⊳ C[OCd ] : dimC[OCd ]/I = n}
= {I ⊳ C[x1, . . . , xd] : dimC[x1, . . . , xd]/I = n}.
Here C[OCd ] is the ring of functions on affine d-space, and in the last line a set
of affine coordinates were chosen. We can turn things round now: think of the n-
dimensional vector space V = C[x1, . . . , xd]/I as the primary object, which comes
with a C[x1, . . . , xd]-module structure as extra data. This can be encoded in opera-
tors X1, . . . , Xd ∈ GL(V ), which are required to commute. Also, C[x1, . . . , xd]/I is
not an arbitrary module, but it is cyclic: it is generated as a C[x1, . . . , xd]-module
by the image v ∈ V of 1 ∈ C[x1, . . . , xd]. This vector v is often called a cyclic or
framing vector.
Fixing an n-dimensional vector space V , we can consider
Mn = {(X1, . . . , Xd, v) : [Xi, Xj ] = 0, 〈X1, . . . , Xd〉v = V } ⊂ GL(V )
d × V,
where [ , ] denotes the standard commutator on matrices. Since the choice of (Xi, v)
is only determined up to automorphisms of V , we obtain a set-theoretic description
Hilbn(Cd) =Mn/GL(V ).
This concrete description turns out to be very useful; let us analyze it. Separate
the data into two parts: there is the tuple (X1, . . . , Xd, v) together with the cyclicity
condition; and the relations [Xi, Xj ] = 0. The first part gives an auxiliary space
Nn = {(X1, . . . , Xd, v) : 〈X1, . . . , Xd〉v = V } ⊂ GL(V )
d × V,
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the parameter space of cyclic modules for the free non-commutative C-algebra gen-
erated by non-commuting variables X1, . . . , Xd, and its quotient
NCHilbnd = Nn/GL(V ).
Proposition 2.1. The noncommutative Hilbert scheme NCHilbnd is a smooth
quasiprojective variety. The (commutative) Hilbert scheme Hilbn(Cd) is the sub-
scheme of NCHilbnd cut out by the relations [Xi, Xj] = 0.
Proof. Quasiprojectivity of NCHilbnd follows from the fact that Nn/GL(V )
is a GIT quotient of the space of d-tuples of matrices under the action of GL(V );
cyclicity corresponds to a particularly pleasant choice of stability condition [77,
Sect. 1]. It is easy to see that cyclic triples are all stable with no non-trivial auto-
morphisms, hence NCHilbnd is also nonsingular. Finally, the commutation relations
cut out the Hilbert scheme as a subscheme inside NCHilbnd , in other words the
scheme of commuting framed endomorphisms represents the functor of families of
finite codimension ideals in C[x1, . . . , xd]; the proof is given in the proof of [81,
Thm. 1.9]. 
The space NCHilbnd is often called the non-commutative Hilbert scheme, the
moduli space of codimension-n ideals in the non-commutative ring C〈X1, . . . , Xd〉.
For d = 2, Proposition 2.1 gives the well known description of the Hilbert scheme
of the affine plane as the framed space of pairs of commuting matrices [81, Thm.
1.9].
2.3. The Hilbert scheme of points of C3. Let us now restrict to the case
d = 3, corresponding to the local Calabi–Yau threefold Y = C3. Consider the
function W˜n : Nn → C given by
(X1, X2, X3, v) 7→ TrX1[X2, X3].
From properties of Tr it follows that this map is more symmetric than it looks, being
cyclically symmetric in the indices. Now let us think about what is the degeneracy
locus Crit(W˜n) of this function, the locus on Nn given by the vanishing of the
one-form dW˜n. Forgetting the vector v which does not enter into the function W˜n,
local coordinates on Nn are just the matrix entries of the Xi. In matrix entries, we
have
W˜n(X1, X2, X3) =
∑
i,j,k
(X1)ij(X2)jk(X3)ki −
∑
i,j,k
(X1)ij(X3)jk(X2)ki.
Differentiating with respect to a matrix entry (X1)ij , the corresponding component
of the one-form dW˜n is precisely the (j, i) entry of the commutator [X2, X3]. By
cyclicity, this also holds for all the other differentiations. The vanishing of the
one-form therefore precisely recovers the commutator relations, and so the subset
(subscheme) Crit(W˜n) of Nn is exactly Mn. Finally, W˜n is GL(V )-invariant, so it
descends to a function
Wn : NCHilb
n
3 → C
with degeneracy locus given by the quotient of the degeneracy locus on Nn, which
is just Hilbn(C3). We can summarize the discussion in the following result.
Proposition 2.2. The smooth noncommutative Hilbert scheme NCHilbn3 car-
ries the function Wn : NCHilb
n
3 → C. The commutative Hilbert scheme Hilb
n(C3)
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is the scheme-theoretic critical locus Crit(Wn) of the function Wn on NCHilb
n
3 , the
subscheme given by the equations {dWn = 0}.
Remark 2.3. Instead of considering framed triples, we can also look at the
space of triples of commuting matrices
M0n = {(X1, X2, X3) : [Xi, Xj ] = 0} ⊂ GL(V )
3,
and its quotient M0n/GL(V ). Since the action is no longer very pleasant, it is best
to think of this as the stack quotient [M0n/GL(V )]. An analogous argument to
the above gives that this is isomorphic to the stack Torsn(C3) of torsion sheaves of
length n on C3, yet another way to parametrize n points on C3. This again is a
degeneracy locus, now in the stacky sense.
The significance of these results is that, as I will discuss below, being a (scheme-
theoretic) critical locus is exactly the right local structure for a moduli space of
sheaves on a Calabi–Yau threefold; this in turn will lead us to cohomological DT
theory.
2.4. Numerical DT invariants. While the method of computation is not
strictly relevant to the direction we are going to take, for completeness I mention
the well known result for DT invariants. Let
ZC3(t) = 1 +
∑
n≥1
χvir
(
Hilbn(C3)
)
tn.
Theorem 2.4. [73, 6] We have
ZC3(t) =
∏
m≥1
(1− (−t)n)−n .
One proof proceeds by exploiting the torus action on C3, which extends to
each Hilbn(C3) and has isolated fixed points parametrized by three-dimensional
partitions of n. It is a non-trivial result of [6] that each fixed point contributes
(−1)n, leading to the above formula via combinatorics. The result can also be
deduced from Theorem 6.1 below.
3. Quivers with potential and their representations
Motivated by the previous example, I will now introduce a larger class of ex-
amples of DT-like moduli spaces, coming from algebra rather than geometry. We
need to start with some non-commutative algebra.
3.1. Quivers with potential. A quiver Q = (V (Q), E(Q), t, h) consists of
a finite set V (Q) of vertices, and a finite set E(Q) of arrows between them, with
each arrow a ∈ E(Q) having a tail t(a) ∈ V (Q) and a head h(a) ∈ V (Q). For
now, no further conditions are assumed, so multiple arrows and arrows with head
and tail at the same vertex are both allowed. We call arrows a1, a2 composable if
h(a1) = t(a2), and we write their composition as a2a1. A path is a composition
an . . . a1 of composable arrows; there is then an obvious notion of composable paths
also. A loop based at a vertex v is a path such that v = h(an) = t(a1). We allow
an empty loop sv at each vertex v ∈ V (Q).
The path algebra CQ of Q is defined to be the C-vector space generated by all
paths, with the product defined on generators to be the composite of two paths if
they are composable, otherwise zero. It has a semisimple subalgebra generated by
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the empty loops sv at the vertices, which are idempotents summing to an identity
element 1 ∈ CQ.
The path algebra itself, from our point of view, is too non-commutative; we wish
to impose some relations. The specific relations we have in mind arise as follows.
Let CQcycl be the vector space spanned by loops, with two loops considered equal
if they can be rotated into each other by cyclic permutation. LetW ∈ CQcycl be an
element of this space, a finite linear combination of loops up to cyclic permutation;
we call W a potential.
Given an arrow a ∈ E(Q), we define formal partial differentiation
∂a : CQcycl → CQ
to be the linear map given on simple loops without repeating edges by
∂a(an . . . a1) =
{
ai−1 . . . a2a1an . . . ai+1 if a = ai,
0 otherwise.
We extend ∂a to CQcycl using C-linearity and the Leibnitz rule. We then define
the Jacobi algebra corresponding to the pair (Q,W ) to be the quotient
J(Q,W ) = CQ/〈〈∂aW | a ∈ E(Q)〉〉.
3.2. Examples.
Example 3.1. Let Q have one vertex and three loop edges a1, a2, a3. Then
CQ ∼= C〈X1, X2, X3〉 is the free non-commutative polynomial algebra on three
variables. Let W = a1a2a3 − a2a1a3. Then it is easy to check that, in cyclic
notation,
∂aiW = [ai+1, ai+2],
and so J(Q,W ) ∼= C[x1, x2, x3], the free commutative polynomial algebra on three
variables. This example is clearly related to the discussion in Section 2; further
connections will be revealed later.
Example 3.2. For a substantial generalization of this example, consider the
following situation. Let Γ < SL(3,C) be a finite abelian group of order r acting on
C3 by linear maps of determinant 1. Without loss of generality, we can assume that
Γ acts by diagonal matrices. Following McKay, attach a quiver to Γ < SL(3,C) as
follows.
(1) Let the vertex set V (Q) of Q be the set of irreducible representations
{ρ0, . . . , ρr−1} of Γ.
(2) The diagonal embedding Γ < SL(3,C) corresponds to the existence of
indices d1, d2, d3 such that the action of Γ on C
3 is via
C3 ∼= V = ρd1 ⊕ ρd2 ⊕ ρd3 .
(3) Set the numbers of arrows in Q from ρi from ρj to be dimHomΓ(ρi, ρj⊗V ).
In other words, the number of arrows from ρi from ρj counts the number
of copies of ρi in ρj ⊗ V .
Note that we have a decomposition of the set of arrows
E(Q) = E(Q)1 ⊔ E(Q)2 ⊔E(Q)3
according to which summand of V a particular arrow came from. The resulting
oriented graph Q is oriented three-regular, with each vertex being the head, and
the tail, of exactly one arrow from each E(Q)i.
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To define a potential on the quiver Q, we take the potential of the previous
example, and make it equivariant. In other words, let {aj3aj2aj1} ∈ CQcycl be
the set of all loops in Q up to cyclic permutation such that aji ∈ E(Q)i; let
{bk3bk1bk2} ∈ CQcycl be the set of all loops in Q up to cyclic permutation with
bki ∈ E(Q)i. Now set
W =
∑
j
aj3aj2aj1 −
∑
k
bk3bk1bk2 ∈ CQcycl.
Proposition 3.3. The Jacobi algebra J(Q,W ) defined by Γ < SL(3,C) is iso-
morphic to the twisted coordinate ring C[V ]⋆C[Γ], where elements of C[Γ] commute
past polynomials in C[V ] using the Γ-action on V . This is a non-commutative alge-
bra which is finite as a module over its centre Z(J(Q,W )) ∼= C[V ]Γ, the invariant
ring.
Remark 3.4. If Γ is a nonabelian subgroup of SL(3,C), the definition of the
McKay quiver remains the same, and much of the discussion generalizes; the ob-
tained Jacobi algebra will still be Morita equivalent, though not necessarily isomor-
phic, to the twisted coordinate ring [44, Theorem 4.4.6].
Example 3.5. Let Q have two vertices V (Q) = {1, 2} and four arrows, with
a1, a2 from 1 to 2, and b1, b2 from 2 to 1. Following [65], set W = a1b1a2b2 −
a1b2a2b1.
Proposition 3.6. The Jacobi algebra J(Q,W ) is a non-commutative algebra
which is finite as a module over its centre
Z(J(Q,W )) ∼= C[x11, x12, x21, x22]/〈x11x22 − x12x21〉,
with xij = aibj + bjai.
The following common features of the examples above stand out.
(1) The non-commutative algebra J(Q,W ) is module-finite over its centre
Z(J(Q,W )).
(2) The centre Z(J(Q,W )) is isomorphic to the coordinate ring of an affine
three-dimensional Gorenstein singularity, in other words a local singular
Calabi–Yau threefold. In the first case, this threefold is C3; in the second
case, it is the quotient C3/Γ; in the last case, the threefold ordinary double
point singularity {x11x22 − x12x21} ⊂ C4.
(3) The algebra J(Q,W ) is a 3-Calabi–Yau algebra [44], in particular satis-
fying the conditions (a)-(b) of Section 1.4 (2).
If properties (1)-(3) hold, then J(Q,W ) is called a non-commutative crepant res-
olution [100] of the singular threefold Y¯ = SpecZ(J(Q,W )). Properties (1)-(3)
hold more generally in case (Q,W ) is constructed from a toric Gorenstein three-
fold singularity Y¯ , as proved in [17, Thm. 8.6]. Given a general (Q,W ), some of
the properties can fail. For further details of aspects of the general theory, see for
example [9, 76, 23].
Remark 3.7. While quiver algebras have been studied extensively in mathe-
matics, the precise construction explained in this section originated in supersym-
metric physics, in studies aiming to understand string theory on D-branes in Calabi–
Yau threefolds in the language of gauge theory. While the literature is too vast for
us to survey here, important papers include [38, 37, 8, 43, 49]. The latter pa-
pers develop, in the toric case, a dual combinatorial construction called the dimer
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model [17]. The combinatorics of dimer models plays a role in computing numerical
DT invariants on the corresponding toric models [97, 76].
3.3. Representations of quivers with potential. Let us continue to work
with a general (Q,W ), whether or not properties (1)-(3) of Section 3.2 hold. Given a
dimension vector d = (di) ∈ NV (Q), a representation of the quiver Q is a collection
of vector spaces {Ui, i ∈ V (Q)} attached to the vertices with dimUi = di, and
linear maps {φa : Ut(a) → Uh(a), a ∈ E(Q)} attached to the arrows. There is
an obvious notion of morphisms, and thus isomorphisms, of representations of Q.
Fixing d ∈ NV (Q) and the set {Ui}, the space of all possible representations is
Nd =
∏
a∈E(Q)
Hom(Ut(a), Uh(a)),
which is acted on by the group
Gd =
∏
i∈V (Q)
GL(Ui).
The quotient stack Rd(W ) = [Nd/Gd] parametrizes isomorphism classes of rep-
resentations of Q of dimension vector d. We can think of such representations
alternatively as (finite-dimensional) representations of the algebra CQ, and it is
easy to see that all finite-dimensional representations arise in this way.
It is not difficult to put the potential W into the picture. BecauseW is a linear
combination of loops up to cyclic rotation, its trace TrW can be unambiguously
evaluated on any representation. The partial derivatives ∂aW consist of a linear
combination of paths, and hence they can also be evaluated on any representation
of Q. Just as before, requiring these combinations to vanish gives the degeneracy
locus of the function TrW . On the other hand, such representations are precisely
the representations of the Jacobi algebra J(Q,W ). So set
Md = {(φe) ∈ Nd : ∂a(W )(φe) = 0 for all a ∈ E(Q)} ⊂ Nd.
The quotient stack Rd(W,Q) = [Md/Gd] then parametrizes isomorphism classes
of representations of J(Q,W ) of dimension vector d.
Finally, if one prefers spaces to stacks, one way to go is to fix a framing vertex
j ∈ V (Q) and consider representations with a cyclic vector v ∈ Uj , meaning that
the images of v under all possible combinations of φa span ⊕iUi. Thus set
N j
d
= {((φa), v) : v is a cyclic vector for (φa)} ⊂
∏
a∈E(Q)
Hom(Ut(a), Uh(a))× Uj
to be the space of linear maps with choice of framing vector, and let M j
d
be the
subspace of representations satisfying the relations ∂a(W )(φe) = 0 for all a ∈ E(Q).
Proposition 3.8. (1) The stack Rd(Q) = [Nd/Gd] is a non-singular
stack, equipped with a regular function Wd = TrW : Rd(W ) → C given
by evaluating the trace of W in a given representation. Its stack-theoretic
critical locus is exactly Rd(W,Q).
(2) Given a framing vertex j ∈ V (Q), the quotient Rj
d
(Q) = N j
d
/Gd is a non-
singular quasiprojective variety, equipped with a regular function W j
d
=
TrW : Rj
d
(Q) → C. The scheme-theoretic critical locus of W j
d
is the
subscheme Rj
d
(W,Q) =M j
d
/Gd of R
j
d
(Q).
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Remark 3.9. Choosing a framing vertex and considering cyclic representa-
tions is a special case of a more general construction, that of choosing a stability
parameter and considering stable representations. For quivers, the right notion of
stability is King stability [63]. Fixing a dimension vector d, there is a space of
(King) stability parameters
Hd = {θ ∈ Z
VQ : θ · d = 0} ⊂ ZV (Q).
Choosing a generic θ ∈ Hd we get the moduli spaces Rθd(Q) ⊃ R
θ
d
(Q,W ) of
θ-stable representations of CQ, respectively J(Q,W ); both are quasi-projective
GIT quotients, the former non-singular. Since we will not need the details of this
construction, we will not recall them and refer instead to [63]. The framing case is
when the θ-weight of the vertex j is chosen to be large positive, and all the other
weights sufficiently negative.
We thus obtain a large supply of moduli spaces with the property that they arise
as critical loci of regular functions on smooth schemes or stacks. In the examples
of the previous section, these spaces are sometimes familiar objects.
(1) For the three-loop quiver of Example 3.1 and dimension vector d = (n),
as the framed moduli space we recover the Hilbert scheme of n points
on C3 from Section 2. The stack of unframed representations is the stack
of torsion sheaves.
(2) For the McKay quiver of Example 3.2, from a finite abelian subgroup
Γ ∈ SL(3,C), choose the framing vertex to be at the trivial representa-
tion ρ0. Then for dimension vector d = (1, . . . , 1), the space R
ρ0
d
(Q,W ) is
Nakamura’s Γ-Hilbert scheme [82]. More general dimension vectors lead
to equivariant (or stacky) Hilbert schemes of the quotient stack [C3/Γ].
Keeping d = (1, . . . , 1) but changing the stability condition leads to vari-
ous moduli spaces of Γ-constellations [22].
(3) Finally in the conifold case of Example 3.5, for certain specific stability
parameters θ the spaces Rθ
d
(W,Q) can be identified [79] with geomet-
ric DT and PT (pairs) moduli spaces [73, 87] of the resolved conifold
geometry Y = OP1(−1,−1).
4. Local and global structure of the moduli space
Let us turn to the question in what generality the structure found in Section 2
and generalized algebraically in Section 3 can be expected to hold in geometric
cases. Fix a projective Calabi–Yau threefold Y , and let M be a moduli space of
simple coherent sheaves on Y .
4.1. Local structure. It is now known that, locally, the spaceM is a critical
locus. Here is the precise result.
Theorem 4.1. Let M be a moduli space of simple coherent sheaves on the
projective Calabi–Yau threefold Y . Let p ∈ M be a closed point. Then there exists
a quadruple (R,U, f, i) with the following properties:
• p ∈ R is a Zariski open neighbourhood of p in M;
• f : U → C is a regular function on a smooth scheme U ;
• i : R→ U is an embedding, such that i(R) = Crit(f) as subschemes of U .
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This is a hard theorem. In a gauge-theoretic, infinite-dimensional setup, it has
been known and exploited for some time that the moduli space of holomorphic
bundles on a Calabi–Yau threefold can be described by the critical points of the
Chern–Simons functional on the space of connections [101, 36]. While it is possible
to cut this result down to a finite-dimensional model [57], the result one obtains
is necessarily weaker (non-algebraic). A finite-dimensional algebraic result which
was weaker in a different way has been known for some time, due to Behrend [3]:
the moduli space is the zero-locus of a so-called almost closed one-form. The full
statement above follows from combining two difficult results. The first one states
that the moduli scheme M has the structure of a smooth derived scheme with a
(−1)-shifted symplectic structure [89]; I refer to the original source for the definition
of all these terms. The second result is that a smooth (−1)-shifted symplectic
derived scheme is locally of the stated form [12, 11].
Theorem 4.1 continues to hold if instead of simple coherent sheaves, we consider
simple complexes, objects of the category Db(CohY ). There is also an extension
to stacks, for which we refer to [2]. Two variants of this result that would be
useful, which however do not appear to be in the literature, is the existence of a
(−1)-shifted symplectic structure on M in case
• Y is only quasiprojective, but we restrict the objects parametrized so that
M is still of finite type;
• M is a moduli of objects in a 3-Calabi–Yau category C, perhaps with
some extra properties.
See [18, Thm.7.3.2] for a partial result in the first case.
It appears to be a difficult problem to find explicit local models (R,U, f, i) for
specific geometric situations.
Example 4.2. A set of examples well studied in the literature [59, 1] where
explicit potentials can be written down is the case of (ideal sheaves of) rational
curves C ∼= P1 in (local) Calabi–Yau threefolds Y . Here is one example from [1,
Sect. 5.3]. Start with the Calabi–Yau threefold
Y = C3x,y1,y2 ∪ C
3
w,z1,z2
glued from affine charts using the gluing map


w = x−1
z1 = x
3y1 + y
2
2
z2 = x
−1y2

 .
This threefold contains the curve C = A1x ∪ A
1
w
∼= P1, with usual gluing map
w = x−1, given in the affine charts by yi = 0, respectively zi = 0. The normal
bundle is NC = OP1(−3, 1), as seen from the first terms on the right hand side.
A general section of NC , giving a deformation of the curve, is given in the first
affine chart by the equations y1 = 0, y2 = a+ bx, where a, b are coordinates on the
two-dimensional first order tangent space. The deformation space R of the curve
C is given by R = Crit(f) for f(a, b) = ab2 on U = C2a,b. It is in fact easy to write
down the whole one-dimensional family of curves corresponding to the reduced part
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A1a of R; just consider the map
φ : A1a × P
1 → Y = C3x,y1,y2 ∪ C
3
w,z1,z2(4.1)
(a, x) 7→ (x, 0, a)
(a, w) 7→ (w, a2, aw).
For a = 0, we have our original (−3, 1)-curve C0 = C, whereas for a 6= 0, we have
a (−2, 0)-curve Ca moving locally in a smooth one-parameter family.
If one changes the gluing data of Y to

w = x−1
z1 = x
3y1 + y
2
2 + x
2y2n+12
z2 = x
−1y2

 ,
then one gets the famous Laufer example [68] of a non-deforming, contractible
(1,−3)-curve C ⊂ Y , whose deformation space R is the non-reduced, isolated
critical locus Crit(f) of the function f on U = C2a,b given by f(a, b) = ab
2+ a
2n+2
2n+2 .
4.2. Global structure. We call a quadruple (R,U, f, i) as in Theorem 4.1 a
critical chart at p ∈ M. We thus know that the moduli space M is covered by
critical charts. The question is what is the right “minimal” global structure which
allows us to choose a compatible set of critical charts.
This problem was solved by Joyce in [56], where he introduced the notion of a
d-critical locus, a pair (X, s), where X is a scheme, and s is the section of a certain
sheaf of vector spaces on X . A d-critical locus is, locally in the Zariski topology,
covered by critical charts (Rj , Uj, fj , ij). The section s essentially remembers fj
up to second order on its critical locus ij(Rj), and serves to glue the various charts
consistently. I refer to [56] for further details. A d-critical locus has a well-defined
d-canonical line bundle KX,s, living on the reduced scheme X
red, with the property
that for every critical chart (Rj , Uj, fj , ij), there is a natural isomorphism
KX,s|Rj,red
∼= i∗j (K
⊗2
Uj
)|Rj,red .
These isomorphisms are local, and are consequences of the fact that X is cut out of
in each local Uj by a section of ΩUj . An orientation of the d-critical locus (X, s) is
a global choice of square root line bundle K
1/2
X,s of the d-canonical line bundle KX,s.
We then have
Theorem 4.3. Let M be a moduli space of simple coherent sheaves on a pro-
jective Calabi–Yau threefold Y . Then M obtains a d-critical locus structure from
the moduli interpretation, which can be oriented.
The existence of the d-critical structure follows from [12], whereas the existence
of square roots of the canonical bundle is proved in [52, 83].
Example 4.4. Joyce [56, Ex.2.39] gives an example of a d-critical locus which
cannot arise as a moduli space of simple sheaves or objects on a projective Calabi–
Yau threefold, since it does not admit an orientation. Let X be the non-reduced
scheme with Xred = P
1 containing a single embedded point p ∈ P1. Let f : C2 → C
be given by f(x, y) = x2y. This defines a critical chart (Crit(f),C2, f, i) on X
near p. Away from p, we can take the trivial critical chart (A1,A1, 0, j), with
j : A1 ∼= P1\{p}. We obtain a d-critical locus structure (X, s) onX withKX,s|Xred
∼=
OP1(−5), hence non-orientable.
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Note that the critical chart (Crit(f),C2, f, i) itself was shown to be a moduli
of curves and thus sheaves on a Calabi–Yau threefold Y in Example 4.2. In this
example, it must be the case that in the compact moduli space M of the ideal
sheaf of the curve, there is also singular behaviour over the compactifying point.
It can in fact be argued directly from the geometry that this must be the case:
the family (4.1) of curves cannot be completed with a smooth (0,−2)-curve over
∞ ∈Mred ∼= P1.
An extension of Theorem 4.3 to stacks can be found in [56, 2].
5. The DT sheaf and its cohomology
Suppose that M is an oriented d-critical locus, for example coming from a
moduli problem on a Calabi–Yau threefold. As explained in Section 1.6, we are
looking for a cohomology theory H∗(M) on M, whose Euler characteristic is the
DT invariant of M computed from the Behrend function as in (1.1).
5.1. Local construction. Suppose first that we are in the ideal situation
of Sections 2-3, when the moduli scheme M is covered by a single critical chart
(R =M, U, f, i). In this case, a candidate for a coefficient system on M, and thus
the relevant cohomology theory, can be read off from Behrend’s paper [3]. Namely,
he proves that in this case the value of the Behrend function νM(p) at a point
p ∈ M agrees with the (signed) Euler characteristic of the reduced Milnor fibre of
the function f : U → C at p ∈ Crit(f) = M. This in turn is known to agree with
the Euler characteristic, with supports at p, of the sheaf of vanishing cycles of f ,
see Section A.2. We can take this perverse sheaf
Φ = φfQU [dimU ]
as our coefficient system, the DT sheaf, onM, and consider its (hyper)cohomology
H∗(M,Φ) as our cohomological Donaldson–Thomas invariant. For now, this is a
graded vector space; it also carries the action of the monodromy endomorphism T .
There is also a duality isomorphism Φ ∼= DMΦ of Φ with its Verdier dual.
Remark 5.1. A pair (U, f) of a smooth variety and a regular function gives
rise to a plethora of cohomology theories, both algebraic and topological; see for
example [67, Sections 4 and 7]. The cohomology of the sheaf of vanishing cycles,
called critical cohomology by Kontsevich and Soibelman, is but one possibility. Its
main advantage over all other definitions is that is is defined “on shell”, in terms
of data that can be described as living on the critical locus Crit(f) only. All other
variants seem to require global data of the pair (U, f). Of course the study of pairs
(U, f) has received a lot of recent attention in the form of the study of Landau–
Ginzburg models; the literature is too vast for us to survey it here.
Example 5.2. For a harmless example, assume that M is nonsingular (in
particular reduced). We can simply take the critical chart (R = M, U = M, f =
0, i = idM). Then Φ = QM[dimM] is just the constant perverse sheaf, and the
cohomological DT invariant is just the (shifted) classical cohomology of M.
Example 5.3. Let U = C2, f(x, y) = xy. Then R = Crit(f) = p ⊂ C2 is the
reduced origin, and it can be checked easily that Φ = Qp. This example generalizes
to split quadratic forms, which always give the trivial coefficient system on the
(reduced) critical locus. This then becomes the same example as the previous one,
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but in a different embedding. We will get rid of the dependence on the embedding
in the next section.
Example 5.4. Here is a small example with singular critical locus. Let U = C3
and f(x, y, z) = xyz. Then R = Crit(f) = Cx ∪ Cy ∪ Cz is the union of the three
coordinate axes meeting at a point p ∈ R, the origin in C3. The vanishing cycle
sheaf Φ = φfQC3 [3], an object in the category Perv(R), must have simple factors
which are intersection cohomology sheaves of strata in R (see Section A.1). An
easy computation shows that it has a composition series with simple factors Qp
(the trivial sheaf at the singular point), the intersection cohomology sheaf ICR of
the equidimensional R, and once again Qp.
Example 5.5. For a second non-trivial singular example, historically one of
the first to be computed in this context, let U = C15, thought of as the space of
6 × 6 skew-symmetric matrices. Let f : U → C be given by the Pfaffian of the
corresponding matrix. Then R = Crit(f) is reduced and irreducible, with a single
singular point p ∈ R. It is easy to say more: the Pfaffian is a cubic function, and
its partial derivatives with respect to the matrix entries are the Plu¨cker relations
defining, after projectivisation, the subvariety Gr(2, 6) ⊂ P14 = PU . Thus R is the
affine cone over the Grassmannian, with its singular point p ∈ R the cone point.
The space R, by virtue of its construction, carries an oriented d-critical locus
structure. As proved in [34], this structure arises from a genuine DT problem:
up to a constant factor C3, it describes the singular locus of the Hilbert scheme
Hilb4(C3), the first time the Hilbert scheme is singular. The singular points of
Hilb4(C3) are exactly at the colength-4 ideals m2q, the squares of maximal ideals of
points q ∈ C3. This locus is a copy of C3, and the local structure is exactly given
by the cone over the Grassmannian [58].
The DT sheaf Φ can also be analyzed in very concrete terms. It turns out to be
non-semisimple, once again with a composition series with simple factors Qp (the
trivial sheaf at the singular point), the intersection cohomology sheaf ICR, and Qp.
Let us finally discuss the simplest stacky situation, which will be important
later. Let M = [M/G] be a global quotient stack, with G reductive, arising as
a stacky critical locus M = Crit(f) ⊂ [N/G] where f : N → C is a regular,
G-invariant function. In this case, the vanishing cycle sheaf Φ = φfQN [dimN ]
becomes an equivariant object [46] on M , and we can take its equivariant coho-
mology H∗G(M,Φ) [67] as our definition of the cohomological DT invariant of M.
It is naturally a module over H∗G(pt,Q).
Remark 5.6. As explained in Section 1.6, the next level of categorification
would involve building a category C(M) out of the moduli space M. When M is
covered by a single critical chart (R = M, U, f, i), the relevant category is likely
to be some version of the category of matrix factorizations [84, 70] MF(U, f) of
f on U . The periodic cyclic homology of this (dg) category is known to be [41]
isomorphic to the cohomology of the vanishing cycle sheaf of f .
5.2. Global issues. Suppose that X is a scheme equipped with a d-critical
locus structure, covered by a collection of critical charts {(Rj , Uj , fj, ij) : j ∈ J}.
Locally, we can take the perverse sheaves Φj = φfjQUj [dimUj ]; the question is
whether the d-critical structure carries enough information to glue these local Φj
to a global sheaf Φ on X . We are certainly helped by the fact that perverse sheaves
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are known to glue uniquely, once compatible glueing isomorphisms are specified.
As it turns out [14, Thm. 6.9], this almost suffices: the d-critical structure allows
one to specify glueing isomorphisms up to a sign; an oriented d-critical structure
gives a unique glueing Φ on X .
Given a moduli spaceM of simple sheaves on a projective Calabi–Yau threefold
Y , by Theorem 4.3 it carries a d-critical structure and an orientation (a square root
of its canonical bundle). Choosing an orientation, we can glue the local vanishing
cycle sheaves to a global DT sheaf Φ on M; it is important to remember that Φ
depends on this further choice. Given all that though, we finally have a defini-
tion of the cohomological DT invariant of M [14, 62] as the (hyper)cohomology
H∗(M,Φ). This is a graded vector space, equipped with the action of an endo-
morphism T glued from the local monodromy endomorphisms. The local duality
isomorphisms also glue to an isomorphism Φ ∼= DMΦ of Φ with its Verdier dual.
The case whenM is a stack is covered again in [2]. The results contained in [2]
allow one to define cohomological DT invariants for (finite type) moduli Artin stacks
of sheaves (or complexes without negative Ext groups) on Calabi–Yau threefolds.
Note that in the presence of semistables, such a stack is not isomorphic to the moduli
scheme of semistables, so the connection of this construction to results on moduli
spaces containing semistables, obtained by wall crossing [57], is not immediately
clear.
Example 5.7. Let Y be a projective Calabi–Yau threefold containing a divisor
E which is itself a P1-bundle π : E → C over a nonsingular projective curve C of
genus g. Assume also that X admits a contraction to a singular projective threefold
Y¯ which contracts E along π and is an isomorphism outside E. Let β ∈ H2(Y,Z)
be the class of the fibre of π. Then for the lowest possible value of the Euler
characteristic n, the moduli space of ideal sheaves M(Y, β, n) is isomorphic to C
itself, each point of C parametrizing the ideal sheaf of the corresponding fibre of π.
This is a non-singular (reduced) moduli space, and one d-critical locus structure
on it is given by the choice (C,C, 0, idC), with d-canonical divisorK
⊗2
C . This admits
the obvious square root KC , giving the trivial coefficient system QC [1] on C, the
cohomological DT invariant H∗(C,QC [1]), and the numerical DT invariant 2g− 2.
Note that for g = 0, this numerical DT invariant is negative.
There are other choices of orientation: for any 2-torsion line bundle L ∈
Pic0(C), we get another orientation KC ⊗ L. A nontrivial L corresponds to an
unramified double cover q : D → C. There is correspondingly a decomposition
q∗QD = QC ⊕ L, with L a nontrivial rank-one local system on the curve C. With
this choice of orientation data, the cohomological DT invariant becomes the coho-
mology H∗(C,L[1]), a kind of Prym cohomology.
5.3. Hodge structure on cohomological DT and its purity. As ex-
plained in the Appendix, given an algebraic variety or scheme X , there is a category
whose objects carry richer information than perverse sheaves on X : the category
of mixed Hodge modules. In the case of a single critical chart (R,U, f, i), we can
consider the mixed Hodge module
φfQU (dimU/2)[dimU ] ∈MMHM(R) 1
2
to be our Hodge-theoretic DT sheaf; see Section A.3 for the definition of the cat-
egory MMHM(R) 1
2
of monodromic mixed Hodge modules on R and its half-twist
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functor, which is needed in the definition above to get duality right. Its cohomol-
ogy carries a (polarized) mixed Hodge structure with monodromy action. Given a
d-critical locus structure on a scheme M, the glueing procedure described above,
leading to the DT sheaf Φ, can be performed on the level of mixed Hodge modules
with monodromy [14]. Consequently the cohomological DT invariant acquires a
mixed Hodge structure too; the cohomology groupsHi(M,Φ) and duallyHic(M,Φ)
become objects in the category MMHS 1
2
of monodromic mixed Hodge structures.
Example 5.8. Let f : Cn → C be a polynomial, with an isolated critical point
at p ∈ Cn which we will assume without loss of generality to be at the origin.
By shrinking Cn to an open set U , we can assume that for f ∈ U → C, we have
Crit(f)red = {p} the origin. In this case, the cohomology H
∗(φfQU [dimU ]) is
essentially the cohomology of the Milnor fibre of f at p. This cohomology carries
a natural Hodge structure by work of Steenbrink [94]. In general, this Hodge
structure is mixed and not pure: it carries a non-trivial weight filtration. By
another result of Steenbrink [95] however, the mixed Hodge structure is pure if f
is quasi-homogeneous, that is if there is a set of integral weights on the coordinates
of Cn which makes f homogeneous of positive weight.
A natural question in the theory is what would in general guarantee the purity
of the cohomological DT invariant. Recall that in the classical case of constant
coefficients, the cohomology Hk(X,Q) of a variety X carries a mixed Hodge struc-
ture which is pure of weight k if X is smooth and projective. As mentioned above,
DT-style moduli spacesM are smooth in the appropriate (derived) context, and so
it would have perhaps been reasonable to expect that as soon as they are projective
also, the cohomological DT invariant carries a pure Hodge structure. As Exam-
ple 5.8 shows, this already fails when the reduced scheme underlying M is a single
point. However, the final result quoted in the example also shows that one can
hope for purity in the presence of a C∗-action. It is also known in the literature on
Landau–Ginzburg models that the presence of suitable C∗-actions leads to stronger
results than are possible in the general case. In this context, the following is the
best result known.
Proposition 5.9. [29] Let f : U → C be a regular function on a smooth va-
riety U . Assume that U carries a C∗-action, so that f is equivariant with respect
to the weight d action of C∗ on C, with d > 0. Assume also that the critical locus
R = Crit(f) of f is proper. Then the mixed Hodge structure on H∗(R, φfQU ) is
pure.
Note that, as before, purity has to be interpreted appropriately in the mon-
odromic sense. This is not a difficult result given Saito’s technology [91, 92]; it
is also far from optimal. It seems reasonable to expect that if M is a projective
scheme with a C∗-action and a C∗-equivariant oriented d-critical locus structure,
then the cohomological DT invariant attached toM carries a pure Hodge structure.
Example 5.10. To give a non-trivial example of Proposition 5.9, consider a
compactification of Example 5.4: let X = P1 ∪p P1 ∪p P1 be the union of three
projective lines meeting at a point p ∈ R. This scheme can be given a d-critical
locus structure by using R from Example 5.4 as one of the charts, and three trivial
charts in the neighbourhoods of compactifying points. In turns out however [40,
Sect. 6] that X can even be covered by a single critical chart (R′, U ′, f ′, i′), using an
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auxiliary quiver construction. For this chart, all conditions of Proposition 5.9 are
satisfied. Indeed, H∗(X,Φ) can be computed to be isomorphic to the cohomology
of two disjoint copies of P1, and thus indeed pure.
Example 5.11. Another interesting example arises in the stable pairs theory
of the local resolved conifold geometry Y = OP1(−1,−1), discussed first in [87,
Section 4.1]. For the lowest degree curve class, all moduli spaces are nonsingular.
For the case of the curve class having multiplicity two, for the lowest value of the
Euler characteristic the moduli space is still nonsingular. The next moduli space
M is more interesting. The reduced variety underlying M is isomorphic to P3. As
discussed in [87, Section 4.1] however, this cannot be the full answer: the numerical
pairs invariant equals 4 and not −4, which would be the answer in case the moduli
space were just a smooth P3. The moduli spaceM is in fact a non-reduced scheme,
the thickening of P3 along the embedded quadric Q ⊂ P3, with Zariski tangent
spaces of dimension 4 along the quadric.
The corresponding DT sheaf was computed, under an assumption about the
local form of the potential, in [98, Ex.4.5]. Indeed, the simplest potential that gives
the quoted non-reduced behaviour is of the form f = x2y in some local variables x, y
on a smooth space U . Assuming that this is indeed the local form of the potential
at all points of the embedded quadric in P3, it can be shown that the DT sheaf Φ
on M is the intersection cohomology sheaf IC(L) for a rank-one local system L on
P3 \Q with nontrivial Z/2 monodromy.
On the other hand, it follows from [79] that this space M is also a global
degeneracy locus, and for the corresponding critical chart all conditions of Propo-
sition 5.9 are satisfied. Indeed, H∗(M,Φ) is isomorphic to the cohomology of the
quadric Q, and thus pure.
5.4. Summary of properties of the cohomological DT invariant. In
summary, let M be a scheme equipped with an oriented d-critical locus structure;
let Φ be the corresponding DT (perverse) sheaf on M. Then the cohomological
DT invariant H∗(M,Φ) attached toM is a graded vector space with the following
properties and carrying the following structures.
(1) The Euler characteristic of the cohomological DT invariant∑
i
(−1)i dimHi(M,Φ) =
∫
M
νMdχ
agrees with the numerical DT invariant computed from the Behrend func-
tion νM of M.
(2) H∗(M,Φ) carries the action of the monodromy endomorphism T .
(3) The self-duality of Φ under Verdier duality implies that there is a duality
isomorphism between H∗(M,Φ) and H∗c (M,Φ). In particular, if M is
proper, then H∗(M,Φ) is self-dual (satisfies Poincare´ duality).
(4) H∗(M,Φ) carries a monodromic mixed Hodge structure.
(5) If M is proper, and covered by a single C∗-equivariant critical chart with
positive C∗-weight on the base, then the monodromic mixed Hodge struc-
ture on H∗(M,Φ) is pure.
This in particular applies when M is a projective moduli scheme of stable sheaves
on a smooth projective Calabi–Yau threefold Y . The cohomological, as opposed to
the numerical, DT invariant is generally not invariant under deformations of the
underlying Calabi–Yau threefold Y ; see Section 8.1 below for further discussion.
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6. Some computational results
6.1. The cohomological DT invariant in the K-group. It appears diffi-
cult to compute cohomological DT invariants directly. Most existing computations
use an indirect route, computing on an appropriate locally closed stratification of
the moduli space. Such results will give weaker answers than the computation of
the full cohomology of the DT sheaf, since cohomology is not additive on stratifi-
cations. To be able to use the long exact sequence on cohomology, we also switch
to compactly supported cohomology (which, by Poincare´ duality, carries the same
information). So given (M,Φ), we set
[H∗c (M,Φ)] =
∑
i
(−1)i[Hic(M,Φ)] ∈ K(MMHS 12 )
to be the formal alternating sum of cohomologies inside theK-group of monodromic
mixed Hodge structures. For this invariant, given a decompositionM = U ∪Z into
an open subscheme and its complement, the long exact sequence in cohomology
indeed gives
(6.1) [H∗c (M,Φ)] = [H
∗
c (U,Φ|U )] + [H
∗
c (Z,Φ|Z)] ∈ K(MMHS 12 ).
Because of cancellations in the K-group, an element α ∈ K(MMHS 1
2
) does
not allow one to reconstruct the original complex A∗ of monodromic mixed Hodge
structures giving rise to it, or even the dimensions of the various pieces of coho-
mology. One piece of information that survives is the weight polynomial, defined
in Section A.4, living in Z[q±
1
2 ]. The corresponding one-variable deformation or
quantization of the numerical DT invariant is often referred to as a refined DT
invariant [54, 35].
On the other hand, the situation changes completely if we know that the ele-
ment α = [H∗c (M,Φ)] comes from H
∗
c (M,Φ) with pure Hodge structure. In that
case, there can be no cancellation between different terms in (6.1), and so the
knowledge of the K-theory element enables one to fully determine the dimensions
of the cohomology groupsH∗c (M,Φ), and hence H
∗(M,Φ). In this case, the weight
polynomial becomes simply the Poincare´ polynomial.
In the next two subsections, we give the answers in the K-group to some co-
homological DT problems from earlier, and discuss what is known about the full
cohomology.
6.2. The cohomological DT invariants of C3. Consider
ZC3(t) = 1 +
∑
n≥1
[H∗c (Hilb
n(C3),Φn)]t
n ∈ K(MMHS 1
2
)[[t]],
with Φn the DT sheaf on Hilb
n(C3), obtained from the critical locus interpretation
of Proposition 2.2. This series turns out to admit an elegant infinite product form
in terms of the cohomology L of the affine line (see Section A.4).
Theorem 6.1. [4] We have
ZC3(t) =
∞∏
m=1
m−1∏
k=0
(
1− Lk+2−
m
2 tm
)−1
∈ K(MMHS 1
2
)[[t]].
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This is the precise analogue of Go¨ttsche’s formula, which computes the coho-
mology of the Hilbert scheme of points of a smooth quasiprojective surface, for the
space Y = C3. It also allows one to confirm a computation of refined DT invariants
in the physics literature [54]. Setting L
1
2 = −1, we recover Theorem 2.4. It was very
recently proved in [25] that the critical cohomology carries a pure Hodge structure,
so this formula encodes all the cohomological DT invariants in this example.
Example 6.2. For the case of four points, an expansion gives
[H∗c (Hilb
4(C3),Φ4)] = L
6 + L5 + 3L3 + 3L3 + 3L2 + L+ 1 ∈ K(MMHS 1
2
).
This result was proved earlier in [34].
6.3. Other examples. Other local cases where values of cohomological DT
invariants are known, at least in theK-group, include [74, 75, 27]; the last reference
gives a computation which involves nontrivial monodromy on the DT invariant.
I spell out just one more example. Let Y = OP1(−1,−1) be the resolved conifold
geometry, containing the zero-section Y ⊃ C ∼= P1. Let Nd[C],n be the moduli space
of stable pairs [87], supported on the curve class d[C] and with Euler characteristic
n, carrying the DT sheaf Φd,n. Let
ZY (t, T ) =
∑
n,d
[
H∗
(
Nd[C],n,Φd,n
)]
T dtn.
Theorem 6.3. [74] We have
ZY (t, T ) =
∏
m≥1
m−1∏
j=0
(
1− L−
m
2 +
1
2+jtmT
)
.
In this case, it is known from the quiver description of these moduli spaces [79]
that Proposition 5.9 applies, and the underlying cohomology is pure; therefore this
result gives a full computation of the cohomology. The cohomological DT invariant
of Example 5.11 can be read off from expanding this series.
7. The Kontsevich–Soibelman cohomological Hall algebra
One of the reasons to be interested in a cohomological extension of Donaldson–
Thomas theory is that since this invariant takes values in a category rather than a
ring, one can define maps between different cohomology groups. Indeed, starting
from a quiver with potential, Kontsevich–Soibelman [67] showed how one can define
an associative algebra structure on cohomological DT. This construction can be
viewed as a precise mathematical realization of the Harvey–Moore algebra of BPS
states [50].
7.1. Quivers without potential. Let us first cover the case when we start
with a quiver Q with potential W = 0. As in Section 3.3, given a dimension vector
d = (di) ∈ NV (Q), we fix vector spaces {Ui} of the right dimension. The space of
all representations
Nd =
∏
a∈E(Q)
Hom(Ut(a), Uh(a)),
is acted on by the group
Gd =
∏
i∈V (Q)
GL(Ui).
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We get the quotient stack Rd(W ) = [Nd/Gd] and its cohomologyH∗Gd(Nd,Q). Let
HQ =
⊕
d∈NV (Q)
H∗Gd(Nd,Q).
Theorem 7.1. [67] The vector space HQ admits a product operation, under
which it becomes an associative unital NV (Q)-graded algebra.
We refer to the original paper for the definition of the product, which essentially
arises from the standard correspondence involving subrepresentations and quotient
representations, familiar from Hall algebra theory. Several examples are computed
in [67]. For example, it is clear that when Q has only one vertex, HQ is isomorphic
as a vector space to ⊕n>0H∗(BGL(n,C))). The algebra structure depends on the
number of loops; for the case of no loop, respectively one loop, the algebra HQ
is isomorphic [67, Sect. 2.5] to the exterior, respectively symmetric algebra on
infinitely many generators.
A quiver Q is called symmetric if for any i, j ∈ V (Q) it has the same number of
oriented edges from vertex i to vertex j as from vertex j to vertex i. In the special
case when Q is symmetric, it is possible to use the cohomological grading, together
with a slight twist of the multiplication, to endow HQ with a N
V (Q) × Z-graded
supercommutative structure. It was conjectured in [67], and proved in [39], that
in fact this algebra is free supercommutative.
Remark 7.2. It is important to note that the COHA itself only depends on
a quiver (possibly with potential, see next section), not on any notion of stability.
Choosing a stability function gives a decomposition (involving a spectral sequence)
of the COHA into an ordered product of more elementary algebras, similar to a
decomposition for universal enveloping algebras which comes from the Poincare´–
Birkhoff–Witt theorem. For details, see [67, Section 5].
7.2. Inserting the potential. Let us equip Q with a nonzero potential W .
As in Proposition 3.8, we get the function Wd : Nd → C, its critical locus Md =
Crit(Wd), and the stack [Md/Gd] of representations of the Jacobi algebra J(Q,W ).
We set
HQ,W =
⊕
d∈NV (Q)
H∗Gd(Md, φWdQNd [dimNd − dimGd]).
Once again, this becomes [67, 24] a graded associative algebra.
The structure of this algebra was studied further recently in [28], giving in
particular an algebraic meaning to the BPS invariants Ωσ(α) of Section 1.5 in these
quiver cases. There are essentially no cases where the structure of this algebra is
fully known in concrete terms, though the dimensional reduction technique of [4],
adapted to the COHA in [67, 24], should allow interesting computations.
7.3. Representations of the COHA. One of the most exciting potential
directions is to find representations of the COHA associated to a quiver (Q,W ),
and related algebras, on the cohomological DT invariants attached to stable repre-
sentations of (Q,W ) under appropriate stability conditions [98, 96].
Example 7.3. Let (Q,W ) be the three-loop quiver with potential from Exam-
ple 3.1. Then we have the cohomological Hall algebra HQ,W , which should have an
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action on the vector space
A =
⊕
n≥0
H∗(Hilbn(C3),Φn).
Here Φn is the DT sheaf on Hilb
n(C3) obtained from the critical locus interpretation
of Proposition 2.2. More precisely, there should be two actions, corresponding
to adding and subtracting a representation, giving “creation” and “annihilation”
operators. The resulting action of a double algebra H˜Q,W would be the three-
dimensional analogue of the Grojnowski–Nakajima action [48, 80] of an infinite-
dimensional Heisenberg algebra on
⊕
n≥0H
∗(Hilbn(C2),Q). Theorem 6.1 could in
turn be interpreted as a (refined) character formula for this action.
For the much simpler example of the A1 quiver, the double COHA was explicitly
computed recently in [102].
7.4. The global case. Constructing algebra structures on globally defined
cohomological DT spaces, involving moduli spaces covered by several critical charts,
appears to be a very interesting challenge. Essentially nothing is known in this
direction.
8. Further directions
Without giving all, or indeed sometimes any, details, and without aiming for
completeness, I discuss some further research directions related to cohomological
Donaldson–Thomas theory.
8.1. Deformation (in)variance. As explained in Section 1, one of the prop-
erties of numerical DT invariants is that they are constant in a smooth deformation
family of projective Calabi–Yau threefolds. One can ask more generally about de-
formation properties of other flavours of DT invariants. For the case of the Hilbert
scheme of points of a general threefold, the result of [4] shows that the motivic
invariants only depend, additionally, on the motive of the underlying threefold Y ,
as one would minimally expect. Thus, for example, the weight polynomial refine-
ment of DT remains constant in a smooth deformation family, since it depends only
on the weight polynomial of Y , which is constant in a family. More recently, [60]
observed (conjectural) constancy of the weight polynomial realization of motivic
stable pairs theory on thickened K3 surfaces.
Refined DT invariants do not always need to be deformation invariant however.
Example 8.1. Let us return to the example studied in Example 5.7, with Y a
projective Calabi–Yau threefold containing a divisor E which is itself a P1-bundle
π : E → C over a curve C of genus g. It is well known that for g > 0, the generic
deformation Yt of Y = Y0 contains 2g − 2 isolated rational curves in the homology
class of the fibre of the fibration π. Thus the moduli space deforms from M0 = C
to Mt being a disjoint union of 2g − 2 reduced points. Clearly the numerical DT
invariant 2g − 2 = (−1)dimCχ(C) is unchanged, but the weight polynomial, using
trivial orientation data, changes from the (shifted) Poincare´ polynomial of C to the
constant polynomial 2g−2 and thus jumps. Interestingly, it can be readily checked
that with any choice of nontrivial (Prym) orientation data, the weight polynomial
(though not the Hodge polynomial) remains unchanged.
26 BALA´ZS SZENDRO˝I
In a different direction, a jump in refined DT invariants can also be observed
in a local situation, under homogeneous changes of potentials on certain simple
quivers [19].
8.2. Knot invariants. Start with a singular curve C with planar singular-
ities. One can then form the generating series of (ordinary, topological) Euler
characteristics of the Hilbert schemes of points Hilbn(C) of C. This series, and
various refinements, were conjectured by Oblomkov–(Rasmussen–)Shende [85, 86]
to be given by formulae derived from the HOMFLY(PT) invariants of the links
around the different singular points. These connections were later re-phrased and
generalized [32, 31] via embedding C in a local Calabi–Yau threefold, and study-
ing certain DT invariants of this threefold. Indeed, Maulik [71] recently proved
the original conjectures of [85] using wall crossing in DT theory (and other tools).
Cohomological DT invariants in this story may be related to categorifications of
knot invariants such as Khovanov homology.
8.3. Quantum cluster positivity. Starting with a quiver Q and a fixed ver-
tex j ∈ V (Q), Fomin–Zelevinsky [42] introduced a combinatorial operation called
mutation, leading to another quiver µj(Q). This is an operation that can then be
repeated on other vertices, usually leading to an infinite number of other quivers
mutation equivalent to Q. The mutation operation also associates certain Laurent
polynomials to vertices of all these quivers, related by the so-called cluster trans-
formation rule. It was a conjecture of Fomin–Zelevinsky, recently proved in [69],
that all these Laurent polynomials have positive coefficients.
The cluster mutation story has two extensions relevant for us. In one direction,
[30] proved that mutation extends under certain conditions to an operation on quiv-
ers with potential. In [61] it was shown that this gives rise to very natural derived
equivalences between 3-Calabi–Yau (dg) categories. Kontsevich–Soibelman [66]
and Nagao [78] then showed that wall crossing of DT invariants of these categories
reproduces a lot of the structure of the cluster polynomials.
In another direction, Berenstein–Zelevinsky [7] introduced a quantization of the
cluster story, introducing a version of the cluster transformation rule in a mildly
non-commutative, quantized Laurent polynomial ring. This allows one to formulate
a quantum cluster positivity conjecture, saying that even in the quantized setting,
all coefficients in the Laurent polynomials are positive.
The two lines of thought were brought together in work of Efimov [40], who
showed that certain very specific motivic DT invariants exactly reproduce the clus-
ter transformations of quantized Laurent polynomials. As noticed in that paper, a
purity result on cohomological DT invariants would give positivity for quantum clus-
ter polynomials. By Proposition 5.9 above, purity holds in certain C∗-equivalent
situations, leading to the result [29] that quantum cluster positivity is true for
quivers which can be equipped with a suitably non-degenerate quasi-homogeneous
potential. The proof of the quantum cluster positivity conjecture in complete gen-
erality, relying still on cohomological Donaldson–Thomas theory, was very recently
announced in [26].
8.4. Localization. Since the seminal paper [47], many computations involv-
ing virtual fundamental classes were performed in the presence of a high degree of
(torus) symmetry, using localization. In the case of symmetric obstruction theories,
localization is even more effective [6]; as mentioned, Theorem 2.4 was first proved
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using torus localization. Away from the numerical case however, localization has
so far proven much less effective. Many refined DT results, starting with [12], have
used a dimensional reduction trick, which again relies on a certain kind of torus
action; but this does not reduce the computation to torus-fixed points directly.
Recently, there has been progress on this problem: Maulik [72] introduced a frame-
work which can, at least in theory, compute refined DT invariants via localization
in substantial examples, such as the case investigated earlier using a hands-on defi-
nition in [20]. It would be interesting to generalize this work to cohomological DT
invariants, where, as for intersection cohomology [64], hyperbolic localization [13]
is likely to play an important role.
8.5. K-theoretic DT invariants. A radically new point of view on refine-
ments of DT theory was presented recently by Nekrasov and Okounkov in [83].
This work defines curve and sheaf counting on Calabi–Yau threefolds with values
in K-theory, taking the K-theory class of the virtual structure sheaf on the rele-
vant moduli stack of sheaves. This construction is a holomorphic variant of the
constructible DT-sheaf discussed in Section 5. Moreover, [83] also discusses a con-
jectural, not fully constructed theory of curve- (more precisely brane-)counting on a
Calabi–Yau fivefold Z, which connects to K-theoretic DT invariants on Calabi–Yau
threefolds arising as torus-fixed loci inside the fivefold Z. Maulik’s work [72], in
turn, connects the K-theoretic and motivic DT invariants under some (currently
strong) hypotheses. The relationships between these various flavours of DT theory,
as well as connections to geometric engineering, definitely deserve further study.
8.6. DT theory in higher dimensions. Following on from one theme of
the previous subsection, one may well wonder whether a sensible theory of sheaf
counting exists on Calabi–Yau d-folds of arbitrary dimension greater than 3. One
hint that such a theory might exist is that the product form of the generating series
of motivic DT invariants of Hilbert schemes of points of a threefold Y , presented
in [4], admits a natural generalization for dimY = d arbitrary, and gives the cor-
rect result both for dim Y < 3 and for small numbers of points. We thus have the
answer for Hilbert schemes in general, we only need to formulate the right ques-
tion! More importantly perhaps, the derived geometry results of [89, 12, 11] are
all dimension-independent: the general results are that moduli stacks of sheaves
on a smooth d-dimensional projective Calabi–Yau variety carry a (d − 2)-shifted
symplectic structure, and there are normal forms for such structures generalizing
the critical locus description for d = 3. These results were used as the starting
point to explore four-dimensional DT theory in [10]. A related approach relying on
gauge theory was presented in [21]. It would be interesting to compute invariants
of substantial examples in either of these frameworks.
Appendix A. Perverse sheaves, vanishing cycles, and Hodge modules
In this Appendix, I recall aspects of the categories of constructible and perverse
sheaves and Hodge modules on complex algebraic varieties, and the vanishing cycle
construction, mainly to fix notation. Further details can be found in [33, 90]; I will
not give original references in this section.
A.1. Constructible and perverse sheaves. Let X be a complex algebraic
variety or scheme. The category Sh(X) of sheaves of Q-vector spaces in the classical
(complex) topology has a subcategory Const(X) consisting of constructible objects,
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sheaves which are local systems when restricted to different strata of an algebraic
stratification of X . Let Dbc(X) denote the derived category of bounded complexes
of sheaves on X whose cohomology sheaves are in Const(X).
If f : X → Y is a morphism of schemes, then we have pushforward functors
f∗, f! : D
b
c(X)→ D
b
c(Y ), the direct image and direct image with compact supports
functors. There are also pullback functors f∗, f ! : Dbc(Y ) → D
b
c(X), pullback and
extraordinary pullback. We also have a tensor product
L
⊗, and a (Verdier) dual-
ity functor DX : Dbc(X)→ D
b
c(X)
op. These satisfy all the rules of the six operation
formalism; in particular, Verdier duality intertwines between pushforward and com-
pactly supported pushforward.
For any scheme X with structure morphism a : X → pt, and the constant vec-
tor space Q ∈ Dbc(pt), let QX = a
∗Q. If X is smooth, then we have an isomorphism
DXQX ∼= QX [2 dimX ]. On the other hand, the cohomologies of a∗QX , respectively
a!QX are isomorphic to the cohomologyH
∗(X) and compactly supported cohomol-
ogy H∗c (X) of X respectively. Thus, for example, we get the classical fact that for
smooth X , cohomology and compactly supported cohomology are naturally dual.
The derived category Dbc(X) has an interesting and nontrivial heart Perv(X),
called the category of perverse sheaves on X even though its objects are not sheaves
but certain complexes defined by support conditions. This category is preserved by
Verdier duality, pushforward under closed inclusions, (shifted) pullback by smooth
maps, and tensor product. If X is smooth, then QX [dimX ] ∈ Perv(X). Also
Perv(X) is artinian and noetherian, with every object having a finite filtration
with quotients being intersection cohomology sheaves ICY (L) where Y ⊂ X is a
smooth, locally closed, irreducible subvariety, and L is a local system on Y .
Despite not being sheaves but complexes, perverse sheaves on complex schemes
form a stack: locally defined perverse sheaves can be glued to a global object, given
compatible isomorphisms.
A.2. The sheaf of vanishing cycles. Given a regular function f : U →
C with zero-locus U0 = f
−1(0), there is a functor, the vanishing cycle functor
φf : Dbc(U) → D
b
c(U0), mapping Perv(U) to Perv(U0). For any F ∈ D
b
c(U) the
image φfF carries an extra piece of structure, the monodromy endomorphism T .
In the case of the constant perverse sheaf QU [dimU ] on a smooth variety U , the
only case needed here, the vanishing cycle perverse sheaf can be viewed as an object
in Perv(X) where X = Crit(f) is the critical locus of f . Since Verdier duality
commutes with taking vanishing cycles, the vanishing cycle sheaf of the constant
sheaf is equipped with an isomorphism
φfQU [dimU ] ∼= DXφfQU [dimU ]
with its Verdier dual.
A.3. Hodge modules. Given a smooth complex variety U , there is an en-
riched category, the category of (polarized) mixed Hodge modules [91, 92] MHM(U)
with a faithful functor rat : MHM(U)→ Perv(U). With a very substantial amount
of work, the six-functor formalism extends to this category. For singular schemesX ,
the category of mixed Hodge modules MHM(X) needs to be defined via embedding
X into a smooth variety.
For U = pt, the category of mixed Hodge modules on U is the category MHS of
mixed Hodge structures. Thus the advantage of this generalization is that given F ∈
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MHM(X), its cohomology and cohomology with compact support, which coincide
with its pushforward (with compact support) to the point, acquire mixed Hodge
structures.
A further complication is that while for f : U → C, the vanishing cycle functor
φf extends to mixed Hodge modules, the image objects under this functor acquire
the action of the monodromy endomorphism. Thus the image lies in a new cat-
egory of monodromic mixed Hodge modules MMHM(U0). One can either treat
this category directly as a category of objects with endomorphism [93], or one can
treat it geometrically using an auxiliary disc [67]. Here I will informally adopt
the former approach, so objects of MMHM(U) are simply pairs of objects (F , T )
of MHM(U0) and an endomorphism T . However, one needs to be careful about
the definition of various functors. For example, the monodromic Verdier duality
functor DMX : MMHM(U0)→ MMHM(U0)
op involves a certain shift. See [14, Sect.
2.10] for a slightly more detailed but still concise treatment.
The vanishing cycle cohomology of the pair (U = C, f = x2) has tensor square
isomorphic to the cohomology Q(−1)[−2] of the affine line. This object itself can
therefore be considered as a half-twist object Q(−1/2)[−1] ∈ MMHS. One can
formally extend the category MMHS with a tensor inverse Q(1/2)[1] to this object;
we denote this new category by MMHS 1
2
. By pullback, we get extended categories
of monodromic mixed Hodge modules MMHM(X) 1
2
on general complex schemesX .
A.4. The K-group of mixed Hodge structures. TheK-groupK(MMHS 1
2
)
is a ring, though one has to be careful with the definition of multiplication in the
presence of monodromy. It contains a distinguished element L ∈ K(MMHS 1
2
), the
cohomology of the affine line C. This element admits a square root L
1
2 , the vanish-
ing cycle cohomology of the pair (U = C, f = x2), which has a formal inverse L−
1
2
in K(MMHS 1
2
).
There is a ring homomorphism χ : K(MMHS 1
2
) → Z given by computing the
Euler characteristic of a complex of mixed Hodge structures. This maps L to
1 and, to be consistent with conventions used elsewhere, L
1
2 to −1. There are
other invariants however which survive. The Poincare´ polynomial (with coeffi-
cients the dimension of cohomology in different degrees) is not one of them. How-
ever, the weight polynomial or Poincare´–Serre polynomial gives a homomorphism
wt: K(MMHS 1
2
)→ Z[q±
1
2 ]. This is defined as follows: for an ordinary complex of
mixed Hodge structures A∗, define
wt(A∗; q) =
∑
j∈Z
∑
i∈Z
(−1)i dim
(
GrjWH
i(A∗)
)
∈ Z[q±
1
2 ],
with GrjWH
i(A∗) the weight-j part of Hi(A∗); let also wt(L−
1
2 ) = q−
1
2 . For a
monodromic complex, define
wt(A∗; q) = wt(A∗1; q) + q · wt(A
∗
6=1; q) ∈ Z[q
± 12 ];
here, A∗1 is the part of the complex where the monodromy acts by eigenvalue 1, and
A∗6=1 is a complement. There is also a Hodge version of this polynomial, taking into
account the Hodge filtration also, which I will not spell out in detail. The Euler
characteristic can of course be recovered from the weight polynomial by setting q
1
2 =
−1.
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