Abstract: This paper is concerned with the existence of mild solutions for impulsive semilinear differential equations with nonlocal conditions. Using the technique of measures of noncompactness in Banach and Fréchet spaces of piecewise continuous functions, existence results are obtained both on bounded and unbounded intervals, when the impulsive functions and the nonlocal item are not compact in the space of piecewise continuous functions but they are continuous and Lipschitzian with respect to some measure of noncompactness, and the linear part generates only a strongly continuous evolution system.
Introduction
The object of the paper is to discuss the existence of mild solutions both on bounded and unbounded intervals of the semilinear nonlocal initial value problem of the form 
where
( ) : D(A) ⊂ E → E generates an evolution system {U( )} in a real Banach space E, and I : E → E, : J × E → E, : PC(J E) → E are given E-valued functions.
The papers concerned with problem (1) can be divided into two groups. In the first of them [7] [8] [9] [10] , the weakest conditions (only continuity) were assumed on the mappings and I , while the stronger ones (compactness or equicontinuity) were imposed on and an evolution system U( ). In the second group [5, 6, 20] , conditions on and U( ) were weakened, whereas stronger assumptions (for example compactness) were imposed on and I .
The theorems given in this paper are the most general results in the second group as we assume that U( ) is only strongly continuous, while satisfies Carathéodory conditions and is Lipschitzian with respect to some measures of noncompactness. Moreover, we do not impose compactness on and I but instead of this, and I are only Lipschitzian with respect to the Hausdorff measure of noncompactness.
The additional advantage of this work is the possibility of extension of the result for problem (1) to the real half axis R + . The proof of this result is based on a new method of a family of measures of noncompactness in the Fréchet space of piecewise continuous functions PC(R + E). To the best of our knowledge, there are no papers on problem (1) on an unbounded interval.
The paper is organized as follows. In Section 2, we recall some definitions and facts concerning measures of noncompactness in the Banach space PC([0 T ] E) and the family of measures of noncompactness in the Fréchet space PC(R + E). In Section 3, we give two theorems on the existence of mild solutions on [0 T ] and on R + . Section 4 is devoted to the application of the results obtained to an impulsive partial differential system with nonlocal conditions.
Notation and auxiliary facts
This section is devoted to recalling some facts which will be used in our further investigations. If X and Y are subsets of any linear topological space, then the symbols X , Conv X , λX and X + Y stand for the closure, convex closure of X and algebraic operations on sets, respectively. Further, let us denote by C(J E) the space consisting of all functions defined and continuous on the interval J ⊂ R + with values in the space E. If J is a compact interval of R + , then the space C(J E), furnished with the standard norm
becomes a Banach space.
Next consider a division of [0 T ], i.e., a finite set { 0 +1 } such that 0 = 0 < 1 < < +1 = T , and put
We define the space of piecewise continuous functions Denote by χ and χ PC the Hausdorff measure of noncompactness in the spaces E and PC([0 T ] E), respectively. Now, we recall the definition of a measure of noncompactness µ in PC([0 T ] E) which will be used in the sequel. This definition is based on ideas introduced and studied in [1] [2] [3] 19] . In order to define this measure let us fix a nonempty and bounded
, ∈ X and ε ≥ 0 denote by ω(S ε) the modulus of continuity of the function on the set S, i.e.
ω(S ε)
Obviously, the set X is equicontinuous on S if and only if ω 0 (S X ) = 0. Observe that each function ∈ X J has right limit at the point . Hence, ω(J ε) = ω(J ε) and therefore ω 0 J X J = ω 0 J X J = ω 0 (J X ). Obviously, the family of functions X J is equicontinuous on J if and only if ω 0 (J X ) = 0.
Let us denote by M PC the family of all nonempty and bounded subsets of PC([0 T ] E) and by N PC the family of all nonempty and relatively compact subsets of PC([0 T ] E). Next, let us define the function µ on the family M PC by the formula µ(X ) = max
where X ( ) = { ( ) : ∈ X }. In view of previously mentioned facts, it is easy to see that a set 
Remark 2.2.
Let us notice that the intersection set X ∞ described in axiom 5 o is compact in PC([0 T ] E). In fact, the inequality µ(X ∞ ) ≤ µ(X ) for = 1 2 implies that µ(X ∞ ) = 0. Moreover, X ∞ is closed. This property of the set X ∞ will be very important in our investigations.
In Section 3 we will investigate problem (1) Moreover, we recall that a nonempty subset X ⊂ PC(R + E) is said to be bounded if sup { :
For any fixed function R :
The family of all nonempty and bounded subsets of PC(R + E) will be denoted by M PC(R+ E) , while the family of all nonempty and relatively compact subsets of PC(
In what follows, we accept the following definition.
Definition 2.3 ([15]).
A sequence of functions {µ } ∞ =0 , where µ : M PC(R+ E) → R + , is said to be a sequence of measures of noncompactness in PC(R + E) if it satisfies the following conditions:
Remark 2.4.
Observe that single mapping µ is not a measure of noncompactness in PC(R + E) but the whole family {µ } ∞ =0 can be called a family of measures of noncompactness.
Remark 2.5.
Let us notice that the intersection set X ∞ described in axiom 4 o is a member of the kernel of the family of measures of noncompactness {µ } ∞ =0 and therefore X ∞ is compact in PC(R + E). In fact, the inequality µ (X ∞ ) ≤ µ (X ) for = 1 2 implies that µ (X ∞ ) = 0 for = 0 1 Hence X ∞ ∈ ker {µ }. This property of the set X ∞ will be very important in our investigations.
Using methods from [12] [13] [14] [15] we can show that the example of family of measures of noncompactness in PC(R + E) is
Reasoning similarly as in [15] , we can formulate various fixed point theorems for operators in the Fréchet space PC(R + E), however, for our further purposes it is enough to apply the sequence of measures of noncompactness defined in (4) and Remark 2.5.
Definition 2.6.
A set {U( )} 0≤ ≤ ≤T of bounded linear operators on E is called strongly continuous evolution system if
(ii) for all ∈ E, the function ∆ ( ) → U( ) is continuous on ∆.
Definition 2.7.
We say that a family {A( )} ∈[0 T ] of linear (not necessarily bounded) operators, where
does not depend on and D(A) is a dense subset of E, generates a strongly continuous system {U( )} ( )∈∆ if this system is strongly differentiable relative to and on D(A), and
For more details see, e.g. [18] . Further, we denote by ω U (S) the modulus of continuity of the strongly continuous evolution system {U( )} 0≤ ≤ ≤T on a subset S ⊂ [0 T ], defined in the following way:
Observe that the mapping
) is nonincreasing and therefore it is measurable. Moreover, the evolution system {U( )} is equicontinuous on (0 T ] if and only if
To prove the existence results in this paper we need the following lemmas.
Lemma 2.8 ([4]).

If Y is a bounded subset of Banach space E, then for each ε > 0 there is a sequence { }
∞ =1 ⊂ Y such that χ(Y ) ≤ 2χ { } ∞ =1 + ε. We call X ⊂ L 1 ([0 T ] E) uniformly integrable if there exists η ∈ L 1 ([0 T ] R + ) such that ( ) ≤ η( ) for ∈ X and a.e. ∈ [0 T ].
Lemma 2.9 ([11]).
is measurable and
Reasoning similarly as in [16, 17] we can obtain following three lemmas.
Lemma 2.10 ([16]).
Assume that a set X ⊂ PC(
Lemma 2.11 ([17]).
Assume that conditions (A), (f1) and (f2) (see Section 3) are satisfied, a set X ⊂ PC(
where the mapping F is defined in (9).
Lemma 2.12 ([17]).
Assume that condition (A) is satisfied, a mapping :
, where the mapping F is defined in (9).
Lemma 2.13 ([17]).
Assume that condition (A) is satisfied, a mapping I : E → E is bounded on bounded subsets of E and a subset X ⊂
The proofs of these two last lemmas are similar to the last part of the proof of [17, Lemma 3.2] and we will omit it here.
Main result
In this section, first we will give existence result for the nonlocal initial value problem on the bounded interval [0 T ],
Our considerations are situated in the Banach space PC([0 T ] E) described previously in Section 2. First, we will assume that the functions involved in (7) 
The mapping : PC([0 T ] E) → E satisfies:
(g1) is continuous.
(g2) There is a nonnegative constant such that χ( (X )) ≤ χ PC (X ) for any bounded X ⊂ PC([0 T ] E).
For every = 1 , the impulsive mapping I : E → E verifies:
(I1) I is continuous.
(I2) There exist nonnegative constants such that χ(I (D)) ≤ χ(D) for any nonempty and bounded D ⊂ E, = 1 .
(HR) There exists a number R > 0 such that
Remark 3.1.
Assumptions (g2) and (I2) imply that mappings and I are bounded on bounded subsets of PC([0 T ] E) and E, respectively.
Definition 3.2.
A function ∈ PC([0 T ] E) is said to be an impulsive mild solution of the nonlocal initial value problem (7) if for every
Now we are prepared to formulate our first existence result.
Theorem 3.3.
Under assumptions (A), (f1), (f2), (f3), (g1), (g2), (I1), (I2), (HR) and (H*), the nonlocal initial value problem (7) has at least one impulsive mild solution = ( ) for ∈ [0 T ].
Proof. Consider four operators F F F F I : PC([0 T ] E) → PC([0 T ] E) defined by the formulas (F )( ) = U(
for ∈ [0 T ]. Clearly, every fixed point for F is an impulsive mild solution for (7) . The proof of continuity of the mapping F on PC([0 T ] E) is standard, and therefore will be omitted. Let R be a positive number satisfying the inequality from assumption (HR). Taking an arbitrary function ∈ B PC (R) we get The sequences { } and { ( )} are nonincreasing for all ∈ [0 T ], so they have limits
Moreover, each function is nondecreasing, therefore and ∞ are measurable on [0 T ] for = 1 2 Now, we apply the measure of noncompactness µ defined in PC([0 T ] E) by formula (2) . In view of above notation we have
We will show that ∞ = ∞ (T ) = 0. To do this let us fix ∈ [0 T ], ∈ N, and take an arbitrarily number ∈ [0 ]. In view of (g2) and Lemma 2.10 we have
We know from Lemma 2.8 that for any ε > 0 there is a sequence { }
This implies that there is a sequence { } ∞ =1 ⊂ B such that = (F )( ), = 1 2 Hence, in view of Lemmas 2.8, 2.9, (f3) and (10),
Since ε > 0 is arbitrary, it follows from the above inequalities that
Further, in view of (10) and (I2),
Linking (12), (13) and the last inequality we get
χ(B +1 ( )) = χ((F B )( )) ≤ χ((F B )( )) + χ((F B )( )) + χ((F I B )( ))
Letting → ∞, we derive the inequality
for ∈ [0 T ]. To simplify the notations we use the shortcut
Putting = T and keeping in mind that ∞ (τ) ≤ ∞ (T ), we obtain from (14) that
Let us fix ∈ {0 1 }. Applying Lemma 2.12, (6), (g2) and Lemma 2.10 we get
Since the function
, then in view of Lemma 2.11 and (6) we obtain
Further, using Lemma 2.13 and (6), (I2) we derive
Linking (17), (18) and the last inequality we get
Letting → ∞ we obtain
Now, taking into account shortcuts (15) and monotonicity of ∞ , we get
The above estimation together with (16) implies
After simple calculations we get
Keeping in mind assumption (H*) we deduce that ∞ (T ) = 0 and in view of (19) we have ∞ = 0. This together with (11) yield lim
Finally, using Remark 2.2 for the measure µ, we deduce that the set B ∞ = ∞ =0 B is nonempty, convex and compact. Then, by the Schauder theorem we conclude that the operator F : B ∞ → B ∞ has at least one fixed point = ( ). Obviously, the function = ( ) is a solution of problem (7). This completes the proof. Now we will give existence result for the nonlocal initial value problem on the real half axis R + = [0 ∞),
where 0 = 0 < 1 < 2 < and → ∞. We will consider this problem under the following assumptions:
(A ) A( ) is a linear operator acting from D ⊂ E to E for each ∈ R + and {A( )} generates a strongly continuous evolution system {U( )} 0≤ ≤ such that N = sup
The mapping : R + × E → E satisfies:
(f1 ) satisfies the Carathéodory type conditions, i.e. ( · ) is measurable for ∈ E and ( · ) is continuous for a.e. ∈ R + .
(f2 ) There exists a locally integrable function K ∈ L 1 loc (R + R + ) and a nondecreasing function Ω :
) for all ∈ E and a.e. ∈ R + .
The mapping : PC(R + E) → E satisfies: (g1 ) is continuous. 
Now, we can formulate the second existence result.
Theorem 3.4.
Under assumptions (A ), (f1 ), (f2 ), (f3 ), (g1 ), (g2 ), (I1 ), (I2 ), (HR ) and (H *), the nonlocal initial value problem (20) has at least one impulsive mild solution = ( ) for ∈ R + .
Proof. Let us consider the operator F : PC(R + E) → PC(R + E) defined by (8) . Using the criterion ( * ) of convergence in PC(R + E) and usual techniques we can show that the operator F is continuous on PC(R + E). Let R be a positive function satisfying the inequality from assumption (HR ). Then the set W (R) is bounded, closed and convex in PC(R + E).
Taking an arbitrary function ∈ W (R) we get 
An example
As an application of Theorem 3.3, we consider the following impulsive partial differential system with nonlocal conditions: It is known that {A( )} generates an evolution system {U( )} on E (see [18] ) such that {U( )} is strongly continuous. Therefore, we can write problem (21) in the abstract form ( 
We now assume that:
(i) The mapping 1 is such that the mapping defined by (22) Moreover, we assume that the mapping satisfies condition (f2).
(ii) The mapping 1 . Finally, assume that hypotheses (HR) and (H*) are satisfied. Then, according to Theorem 3.3, problem (21) has at least one mild solution in PC([0 T ] E).
