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Asymptotic'Distribution of the MUSIC Null Spectrum

Jinho Choi and Iickho Song
Abstract-In this correspondence we derive the asymptotic distribution of the MUSIC null spectrum, from which an exact expression of the asymptotic variance of the MUSIC null spectrum can be obtained.
The result presented in this correspondence is a simpler alternative and a special case of a more general result recently obtained by Lee and Wengrovitz.
I. INTRODUCTION
For source localization purposes array sensors have been used widely and various high-resolution methods based on the eigenstructure have been proposed, e.g., multiple signal classification (MUSIC) [4] and minimum-norm [2] and it is thus expected that D(0) has minimum points at around 0 E 8. Therefore, we can estimate the DOA by taking the local minimum points of D ( 0 ) .
ASYMPTOTIC DISTRIBUTION OF THE MUSIC NULL SPECTRUM
To establish the distribution of the MUSIC null spectrum, we first review the statistical properties of eigenvectors of the sample covariance matrix Ry. Following [5, aH(O)SSX = a"@) (3.4) from which the means of r,, M + 1 I i I L, can be shown to be
E [ r , ] = E[aH(P)C,]
for which it is easy to see that the normalized MUSIC null spectrum, 20(0)/u;, 0 E 0, has asymptotically x 2 distribution with degree of freedom 2(L -M). In other words (3.6) . In addition from (3.7) E [ r , r , ] = 0, which implies that Re ( r , ) and Im ( r , ) are asymptotically independent and their variances are equal.
It is noteworthy that the variance of the MUSIC null spectrum has the order of N -* , note the order of N -' as was approximated in
[l], [6] . The result also agrees with the observation made in [6] . Empirical studies given in Section IV will also show that the asymptotic expressions (3.10) and (3.11) are correct. Let us now consider the normalized standard deviation (NSD) [6] , NSD (6') = Jvar [D(BI1/E[D(B) ]. It is easy to see that NSD = J l / ( L -M ) . Note that the NSD is not dependent on the signal power, noise power, or number of snapshots, but is only dependent on the degree of freedom, 2(L -M ) , or on the numbers of sensors and sources. 
IV. SIMULATION RESULTS
In this section, the asymptotic mean and variance of the MUSIC null spectrum are evaluated for several values of signal-to-noise ratio, numbers of sensors and signals, and number of snapshots.
Let us consider a uniform linear array of L sensors with sensor spacing half the wavelength. Let SNR = P / u , where P denotes the power of the signal and U is the noise power. We assume that all signal sources are uncorrelated with equal power and that the signal sources and the noise sources are uncorrelated. The signal sources are assumed to be located at 15" and 20" for M = 2 and the numbers of sensors are 5 , 7, and 10. The numbers of snapshots used in the simulation are 10, 50, and 100. The results of a set of simulations are given in Figs. 1 and 2 .
In Figs The effect of SNR on NSD is shown in Table I for various cases. It is clearly shown that the NSD is independent of the SNR.
V. CONCLUDING REMARKS
The asymptotic distribution of the MUSIC null spectrum at the source location is derived. It is shown that the asymptotic distribution of the MUSIC null spectrum has a x 2 distribution: the asymptotic mean and variance of the MUSIC null spectrum depend on the degree of freedom that is two times the difference between the number of sensors and that of signals. From this result we can obtain more explicit expressions of the asymptotic variance of the MUSIC null spectrum is the order of N-', where N is the number of snapshots.
It should be noted that the result presented in this correspondence is simpler and a special case of the result obtained independently by Lee and Wengrovitz [3] .
A Necessary and Sufficient Condition for the Existence of the Maximum Likelihood Estimate in Autoregressive Models
Serge Degerine
Abstract-This correspondence concerns the existence problem of a maximum likelihood estimate (MLE) for the parameters of agth order autoregressive (AR) model from n 2 1 independent records of length m of a complex time series. It is shown that, for almost all such sets of observations, the MLE exists if and only if the n records cannot be exactly fitted by complex undamped sinusoids using the same set of p distinct frequencies.
I. INTRODUCTION
Numerous situations in signal processing fall into the following general framework: estimate the parameters of an AR ( p ) model from n 2 1 independent records of length m of a complex time series. Autoregressive spectral estimation generally concerns the case in which only one record is observed (n = 1). The problem of estimating a Toeplitz covariance matrix ( p = m -1) occurs essentially in array processing [ 11. Well-known usual methods (Yule-Walker or correlation method, modified covariance method, and Burg's technique) designed for spectral estimation extend to the general situation [2] . For small lengths m the exact MLE [ 3 ] , [4] must be preferably used. However, the likelihood function can present local maxima [5] . Here we look at the existence problem. From a practical point of view we might be satisfied with the sufficient conditionsp < 2 m / 3 when n = 1 or n 2 m / 2 whenp = m -1 established in [6] for a real-time series but obviously true in the complex case. The interest of our result is at first to give a necessaly and sufficient condition covering all situations and, moreover, to show that this condition is clearly related to the sinusoids fitting problem. Actually, for one sequence the MLE exists provided that the order p of the fitted AR model is less than the smallest number of undamped sinusoids fitting the data exactly.
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(3)
The correlation matrix rp depends only on the AR parameters a l , . . . , ap which must satisfy the condition 4) So the minimization of (3) by gradient or relaxation methods in the AR parameters domain is a difficult numerical task. It is the reason why the relaxation method used in [3] and [4] is conducted in the reflection coefficients domain. For these coefficients are a set of parameters PI, . . . , Pp subject to the common restraint IPk( < 1, k = 1 , . * * , p . The one-to-one correspondence between these two sets of parameters is realized by the well-known Levinson-Durbin recursion:
ak(k) = P k ; a,(k) = a,(k -1) + Pkzk-,(k -I), l < j < k ; k = l ; . . , p where uk = ak( p ) .
SINUSOIDS FITTING THE DATA
Let p ( S ) be the smallest integer p < m for which the n records satisfy the difference equation
