ABSTRACT. In the recent paper [J. Funct. Anal. 259 (2010)], Naor and Tao introduce a new class of measures with a so-called micro-doubling property and present, via martingale theory and probability methods, a localization theorem for the associated maximal functions. As a consequence they obtain a weak type estimate in a general abstract setting for these maximal functions that is reminiscent of the 'n log n result' of Stein and Strömberg in Euclidean spaces.
INTRODUCTION
We say that (X, d, µ) is a metric measure space if (X, d) is a separable metric space and µ a Radon measure on it. We denote by B(x, r) the open ball centered at x with radius r with respect to the metric d, that is B(x, r) = {y ∈ X : d(x, y) < r}.
We will assume that the measure µ is non-degenerate. This means that any ball with positive radius has non-zero measure. Given T ⊂ (0, ∞), for a locally integrable function f over X we define the following centered maximal operator M T f (x) = sup r∈T 1 µ(B(x, r))ˆB (x,r) |f (y)| dµ(y).
When T = (0, ∞), the operator M = M T represents the usual Hardy-Littlewood maximal operator. As in the case of evolution equations and semigroup theory we can think of T as a set of times and then M T is the maximal operator on them.
We will also assume that the measure µ satisfies a doubling property. This simply says that the measure of a ball is comparable with the measure of certain dilation of it. The classical way of expressing the doubling property uses the dilation factor 2. That is, µ is doubling if there exists a constant K > 0 so that for each x ∈ X and R > 0 one has µ(B(x, 2R)) ≤ Kµ(B(x, R)).
It is easy to see that every Ahlfors-David n-regular metric measure space is strong n-microdoubling. We recall that a metric measure space (X, d, µ) is said to be Ahlfors-David n-regular if there exists a constant C ≥ 1 so that
for all x ∈ X and R > 0. In the Euclidean n-dimensional case, some examples of strong n-microdoubling measures are given by the power densities |x| α , with α > −n. See Section 3.1 for more details.
We will consider maximal operators associated with the following type of time sequences in (0, ∞). A sequence {a k } k∈Z ⊂ (0, ∞) is lacunary if there exist a > 1 so that a k+1 > aa k . If a = n > 1 in this setting of n-micro-doubling measures, we will say explicitly that the time sequence is n-lacunary. Now we are ready to state the maximal theorem presented by A. Naor and T. Tao in [28] . Theorem 1.1. Let (X, d, µ) be a measure metric space, with µ a strong n-micro-doubling measure with constant K. Then we have the following weak type estimates i) if T ⊂ (0, ∞) is an n-lacunary sequence, then
ii) if T ⊂ (0, ∞) is a lacunary sequence with constant a, then
iii) if T = (0, ∞) so that M = M T is the Hardy-Littlewood maximal operator, then
where the C K are constants only depending on K.
Note that part iii) is a generalization of the 'n log n' bound by E.M. Stein and J.O. Strömberg (see [32] ) in normed Euclidean spaces. In this setting, parts i) and ii) are due to M.T. Menárguez and the second author in [25] , as well as the chain of implications i) ⇒ ii) ⇒ iii).
Moreover, A. Naor and T. Tao showed also in [28] that the O(n log n) bound is optimal even in the setting of Ahlfors-David n-regular spaces, by constructing a sequence of such spaces (X n , d n , µ n ) so that M µn L 1 (µn)→L 1,∞ (µn) ≥ Cn log n.
Theorem 1.1 can be proved as in [25] or by an argument of Lindenstrauss present in [22] (see also [28] ). However, the main contribution of A. Naor and T. Tao in [28] is the following nice localizaton principle for maximal operators, from which they obtained Theorem 1.1 as a corollary. 
Here M k denotes the restriction of M T to times in [n k , n k+1 ], that is M k = M T ∩[n k ,n k+1 ] , and C K 0 and C ′ K 0 are constants only depending on K 0 .
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The proof given by A. Naor and T. Tao of this result is probabilistic and relies on random martingales and Doob-type maximal inequalities. Here we present (see Theorem 2.1) a more geometrical proof based on covering lemmas and selection processes that is closer in spirit to the arguments in [32] . In addition, our result considers localization not only in time but also in space (see the statement of the theorem). The proof of this and the connection with Theorem 1.1 will be presented in Section 2.
In the rest of the paper we restrict ourselves to the Euclidean case. We study measures given by a radial density, so that they can be defined in all dimensions. It is known that if these measures are finite, and hence are neither weakly-doubling nor n-micro-doubling, the (weak) L p operator norms of the associated maximal functions grow exponentially to infinity with the dimension at least for a range of values of p near 1 (see [1] , [3] and [13] ). There are cases in which this range of p's may consist of the whole interval [1, ∞). An example of this is given by the Gaussian measure (see [15] ).
The situation changes if we consider measures that are strong n-micro-doubling in each R n with constants uniformly bounded in dimension. In this case Theorem 1.1 applies and the weak L 1 operator norms of the maximal function grow at most like O(n log n). In Section 3.1 we study maximal operators associated with uniformly weakly doubling measures. For such measures µ the main result of this section asserts that M µ is uniformly bounded on L p (µ, R n ) for all p > 1. The same thing is true in weak L 1 but restricting the action of M µ to radial functions.
The previous results are obtained via the following characterization: µ is uniformly weakly doubling if and only if its density is essentially constant over dyadic annuli. This equivalence is proved using a new method of differentiation through dimensions presented in Section 3.2.
The case of decreasing densities is treated in Section 3.4. The situation here is that the uniform weakly doubling property can be obtained from surprisingly mild conditions. Finally, Section 4 contains examples of doubling measures with associated maximal operators failing to have uniform bounds.
LOCALIZATION PRINCIPLES
In this section we will obtain Theorems 1.1 and 1.2 as a consequence of yet another localization theorem, whose proof avoids technical arguments from probability theory. The statement is the following: 2 The constants CK 0 and C ′ K 0 obtained in [28] are of the order of O(K0) and O(1+log log K0/(1+log n)) respectively. Theorem 2.1. Let (X, d, µ) be a metric measure space and let µ be n-micro-doubling with constant K 0 . If T ⊂ (0, ∞) and p ≥ 1 are fixed, then for each locally integrable function f over X and each λ > 0 one can find a disjoint collection of measurable sets {A k } k∈Z such that
where C 1 and C 2 are constants that only depend on K 0 .
It is not difficult to show that Theorem 2.1 implies Theorem 1.2. To see this, given a locally integrable f and λ > 0 we write
Note that by the disjointness of the collection {A k } k∈Z we have
Hence Theorem 2.1 gives the estimate
This implies
as wanted.
Also part i) of Theorem 1.1 follows from Theorem 1.2 using the following argument.
If T = {a j } j∈Z is an n-lacunary sequence then each interval of the form [n k , n k+1 ] contains at most one element of T . Theorem 1.2 implies that
We only have to show now that M {a j } is bounded independently of j. Since
by the weak doubling property of µ and Fubini Theorem we have
This says, in particular, that each M {a j } is bounded on L 1 with operator norm bounded by K 1 .
The implications i) ⇒ ii) and ii) ⇒ iii) of Theorem 1.1 can be obtained through the same generic arguments given in [25] . The first one says that every maximal operator associated with a lacunary sequence is essentially majorized by log n operators associated with n-lacunary sequences. The second one says that the full maximal operator is majorized by n operators, each associated with a lacunary sequence.
We now give a proof of Theorem 2.1.
Proof of Theorem 2.1. Given a locally integrable f and λ > 0 we write
Once we determine what the sets A j are, we will have to prove that
where we have used the notation
Note first that it is enough to prove the result for p = 1. To see this, given a function f in L p (µ) we consider f = f λ + f λ where
Then since f λ ∈ L 1 (µ) we apply the result for p = 1 to G 1 and G 2 to obtain
for each p ≥ 1. Since λ is arbitrary the result is proved for any p ≥ 1.
Now we prove the result in the case that p = 1, that is
We consider the following collections of balls
Given a ball B ∈ B we denote by z B its center and by R B its radius. We define the collection
For each B ∈ A one can find a concentric ballB so that R B /(1 + 1/n) ≤ RB < R B and
We will write B 0 = B(z B , R B − RB). Since
it suffices to prove that
It is not difficult to see (see the argument preceding (2.4) below) that ∪ B∈A B 0 is contained in a level set of M T f and, as a consequence, has finite µ-measure. Using that X is separable and the monotone convergence there exists A ′ ⊂ A with ♯A ′ < ∞ such that
Hence, it is enough to show that
with C independent of A ′ . Writing
we have that A ′ = A 1 ∪ A 2 with
) and we just need to prove that
For the sake of simplicity in the notation we rename A = A 1 .
Now we want to write the set B∈A B 0 as a union of disjoint sets. Observe that A = {B j } j=1,··· ,J for certain J. We define D B 1 = B 0 1 , and if D B 1 , · · · , D Bm are already defined, we take
Then, we have
We also define the functions
for B ∈ A and
We start a selection process. Take k 1 as the largest k ∈ Z with A k = ∅, then we takeG
Since A is finite this process ends in a finite number of steps, and we have obtainedG
and claim that
To prove this claim note that if A ∈ A km \Ã km , then there exists z ∈ A such that
Note that if A ∩B = ∅ for some B ∈Ã k j with j < m, then A ⊂ B * := B(x B , (1 + 1/n)R B ). Thus for all z ∈ A we have
Then, by Tchebychev inequality
Now that the claim is justified, we only need to prove
By the definition ofB we have
For each j = 1, · · · , M we defineÃ j := suppG k j . We now take A M =Ã M and
If z ∈ A m we haveG k j (z) = 0 if j > m, and then, by the way we selectedG km
Then we have that
which combined with (2.1) and (2.3) yields
In order to bound the last sum note that
Given B ∈Ã k j , we say that B ∈Ã *
Hence, we have
and this term can be absorbed in the left hand side of (2.2).
We now consider those balls that do not belong to any of the classesÃ * k . We claim that if z ∈ B 0 , thenB ⊂ B(z, R B ) ⊂ B * . The n-micro-doubling condition would imply then that
Thus, for such B,
Therefore, using that for B ∈ A one has
we conclude that
This finishes the proof, provided we justify the last claim.
In order to do so, suppose that y ∈B, then
which means that y ∈ B(z, R B ). Assume now that y ∈ B(z, R B )
hence y ∈ B * . The claim is proved.
UNIFORM BOUNDS FOR MAXIMAL FUNCTIONS ASSOCIATED WITH ROTATION INVARIANT MEASURES IN EUCLIDEAN SPACES
In the sequel we will consider X to be the Euclidean space R n , equipped with the Euclidean distance and a rotation invariant measure with a radial density, so that it can be defined in all dimensions. The goal of this section is to show that, in this setting, uniformly weakly doubling measures have associated maximal operators satisfying dimension free bounds on the spaces L p .
The notation that we will use is the following. By µ we will always denote a rotation invariant measure with a radial density w. That is dµ(x) = w(x) dx and w(x) = w 0 (|x|) with w 0 : [0, ∞) → [0, ∞). Properly speaking, w and dµ are objects that change with the dimension. In particular, their integrability properties may be different from one Euclidean space to another. By a slight abuse of notation, we keep, however the same symbols to denote them in R n for all n.
As usual, for a measurable set E ⊂ R n , |E| will denote its Lebesgue measure, dσ n−1 will be the measure on S n−1 induced by Lebesgue measure on R n and ω n−1 = σ n−1 (S n−1 ). Also, for each x ∈ R n and R > 0, we will denote by B(x, R) the Euclidean ball centered at x with radius R. For a ball whose center is the origin we will use the notation B R .
3.1. Weakly-doubling measures in Euclidean spaces and uniform bounds. As a first and simple example that uniformity in the weak doubling condition implies uniform bounds we present Theorem 3.1. Let µ be a rotation invariant measure over R n that is absolutely continuous with respect to Lebesgue measure. If µ is weakly doubling with constant K 1 and f is a radial function we have
Observe that if K 1 is uniformly bounded in n, the above inequality provides a dimension-free bound for M µ . This is a generalization of a result presented by M.T. Menárguez and the second author in [25] . There, it was shown that for all radial f over R n and λ > 0 one has
A previous generalization was due to A. Infante, who pointed out (see [20] , [21] ) that the same is true for M µ , if µ is an 'increasing' measure. By this we mean that µ(B(x, R)) ≥ µ(B(y, R)) whenever y = ax with a ≥ 1. In [4] there is an independent approach with results similar to our Theorems 3.1 and 4.3. These two results already appeared in [14] .
The main result of the section asserts that the uniform weakly-doubling property of a measure µ ensures uniform bounds in the dimension not only for radial functions but, in fact, over the whole class of functions L p (R n , dµ), if p > 1.
Theorem 3.2.
If there is a positive integer N so that µ is uniformly weakly-doubling in R n for n ≥ N , then for each p > 1 there exists C p only depending on µ and p so that
In order to prove this result we first obtain the following characterization of radial measures that are uniformly weakly-doubling. Theorem 3.3. There exists N ∈ N so that dµ = w(x)dx, with w(x) = w 0 (|x|), is uniformly weaklydoubling in R n for each n ≥ N if and only if w is essentially constant on dyadic annuli, i.e. there exists β ≥ 1 so that for all R > 0 one has
The proof of this employs a new method of differentiation through dimensions that is presented in Section 3.2. With this characterization at hand, instead of proving Theorem 3.2 we will prove the equivalent: Theorem 3.4. With the above notation, let w be essentially constant over dyadic annuli with constant β. Then, there exists N so that µ is locally finite in R n for n ≥ N and, for each p > 1, there exists a constant C p only depending on p and β so that for n ≥ N one has
The densities |x| α , α ∈ R, provide examples of measures with this property. It is easy to see that in each case they are essentially constant over dyadic annuli with constant 2 |α| .
At this point, let us make the simple observation that if w is essentially constant over dyadic annuli, then w can be compared pointwise with a continuous function in R n \{0}. In the sequel, we will assume, as we may, that under this hypothesis, w is indeed continuous with the possible exception at x = 0. Theorem 3.4 will be obtained as a consequence of the following results. Lemma 3.5. Let µ be locally finite in R n and assume that its density w is essentially constant over dyadic intervals with constant β. Then we have the following pointwise inequality
where C depends only on β, M is the usual Hardy-Littlewood maximal operator and H µ is defined as
This transforms the problem of finding L p (µ) bounds for M µ to the one of finding them for H µ and for M . Theorem 3.6. In the same hypotheses of Lemma 3.5 , assume that in addition we have the weighted inequalities
, where the constant C only depends on β, W 1 and W 2 .
Note that the required weighted inequalities are equivalent to w ∈ A p ∩ A p ′ = A min{p,p ′ } , where A p = A p (R n ) denotes the usual Muckenhoupt class of weights. The existence of W 1 and W 2 in (3.3) is guaranteed due to the following Lemma 3.7. Let w be essentially constant over dyadic intervals with constant β. Then for each p > 1 there exist N ∈ N depending only on p and β so that w ∈ A p (R n ) for all n ≥ N .
The constants W 1 and W 2 can be taken, in fact, independent of the dimension, as the following result by J. Duoandikoetxea and L. Vega, appeared in [16] , shows.
with a constant C that might depend on p and w but not on n.
To complete the proof of Theorem 3.4, we have to show that if w is essentially constant over dyadic annuli, then there exists N ∈ N so that w is locally integrable in R n for n > N . This is immediate once we have the following auxiliary lemma, which will be used in different proofs throughout the paper. Lemma 3.9. Let w be essentially constant over dyadic intervals with constant β. Then there exists N ∈ N only depending on β, so that for n ≥ N one has in R n the control
In the remaining part of the section we present the proofs of Theorem 3.6, Lemmas 3.5, 3.7 and 3.9 and Theorem 3.1 in this given order.
We start showing how Lemma 3.5 implies Theorem 3.6.
Proof of Theorem 3.6. By Lemma 3.5 one has
where the constant C depends only on β.
We also would like to have
Taking g = f w this is equivalent to
which we know true by assumption with C = W 2 .
For H µ we use the standard argument for Hardy type operators. It is obvious that H µ is bounded on L ∞ (µ) with constant 1. We will show that it is also weakly bounded on L 1 (µ) with operator norm 1. Then by real interpolation it is bounded on L p (µ) with operator norm controlled by an absolute constant.
To see the weak type inequality take λ > 0 and consider E λ = {x ∈ R n : H µ f (x) ≥ λ}. If x ∈ E λ there exists R x > |x| so that
Note that then B Rx ⊂ E λ , and that
Then E λ = B R for certain R > 0 and monotonicity gives
Proof of Lemma 3.5. We will bound the mean value over an arbitrary ball B(x, R). Fixing x and R, we consider different cases.
If |x| ≥ 2R and y ∈ B(x, R) then
Since w is essentially constant over dyadic annuli, we have β −1 w(x) ≤ w(y) ≤ βw(x). Hence
In the case that R/2 ≤ |x| ≤ 2R one has that if y ∈ B(x, R) \ B R/2 , then |x|/4 ≤ |y| ≤ 3|x|, which implies β −2 w(|x|) ≤ w(y) ≤ β 2 w(|x|). Hence,
Therefore we have
Last, we consider that |x| ≤ R/2. We split the ball B(x, R) into two disjoint pieces B R/2 and B(x, R) \ B R/2 and integrate over them separately. For the first one
For the second one note that if y ∈ B(x, R) \ B R/2 then R/2 ≤ |y| ≤ 3R and then β −2 w 0 (R) ≤ w(y) ≤ β 2 w 0 (R). This implies that
and then we get
Remark. Both, Theorem 3.6 and Lemma 3.5 do not require µ to be radial. For the applications, however, this requirement is the most natural in order to define µ and M µ simultaneously in all dimensions and to study whether or not there are uniform bounds as n −→ ∞.
Proof of Lemma 3.7.
We have to prove that w ∈ A p (R N ) for some N ∈ N. That is, there exists a constant C > 0 so that for all x ∈ R N and R > 0 one has
Observe that w 1/(1−p) is also constant over dyadic annuli. This is easy because
Then we can choose N so that (3.4) holds for w and w 1/(1−p) in R N . If |x| ≤ 2R, one has B(x, R) ⊂ B 3R and then
w(x) dx
Assume conversely that |x| > 2R. If y ∈ B(x, R), then |x|/2 ≤ |y| ≤ 3|x|/2 and consequently
Hence,
w(y) dy
Proof of Lemma 3.9 . Assuming that we are in R N with 2 N > β we have
Taking N big enough one has that 1/(1 − β/2 N ) ≤ 2, as stated.
For the proof of Theorem 3.1, we will follow [25] . First, associated with a weight v on R we define the non-centered maximal function
for each F locally integrable with respect to v. Then, using a simple covering argument for intervals in R one has the estimate
(see [26] , [18] or [23] ).
We make now the following definition. Given a measurable set E ∈ R n we define its projection onto the sphere S n−1 by Σ E = {θ ∈ S n−1 : rθ ∈ E for some r > 0}.
The following geometrical result can be found in [25] . Using this, we prove Theorem 3.1.
Proof of Theorem 3.1. By conditions (a)
and (e) and the hypothesis that µ is weakly doubling, we have
Assume that f (x) = f 0 (|x|) and set v(t) = w 0 (t)t n−1 . Now we integrate along each ray coming from the origin and use
Hence we have proved that
and, since R is arbitrary,
Integrating in polar coordinates we have
By (3.6) the latter term is bounded by
Differentiation through dimensions.
In this section we introduce a new technique that will be useful in settling several questions mentioned in this work, among them, the proof of Theorem 3.3. It starts with the following observation: take, in each Euclidean space R n , a ball B n of a fixed radius R and with center at a fixed distance s from the origin. If w 0 ∈ L 1 loc ([0, ∞), t N −1 dt), for some N ≥ 1, and m n denotes Lebesgue measure in R n , then the limits
exist a.e. depending on R and s. Observe that our integrability condition on w 0 ensures that the function w(x) = w 0 (|x|) is locally integrable in each R n whenever n ≥ N . Let us remark at this point that for balls B n of the same radius one always has lim n→∞ m n (B n ) = 0. This is not however the reason for this phenomenon that we will refer to as "differentiation through dimensions". The precise statement of this type of differentiation is contained in the following result.
Then, for almost every T > 0 and for all s ≥ 0 and R > 0 so that s 2 + R 2 = T 2 , if we take points z n ∈ R n with |z n | = s and we denote B(z n , R) = {y ∈ R n : |z n − y| < R}, the following holds
Proof. The idea is to exploit the fact that in high dimensions the measure of a ball concentrates around 'maximal circles'. We will assume that w 0 is positive.
Fix T > 0, and take positive s, z n ∈ R n with |z n | = s and R with s 2 + R 2 = T 2 . Observe that
where A n (t) = A (s,R) n (t) = {θ ∈ S n−1 : tθ ∈ B(z n , R)} n−1 . Define
With this notation we have
For a continuous w 0 the proof follows if we show that ϕ n n→∞ −→ δ T in the sense of distributions. For this it is enough to check that ϕ n is an approximation of the identity at the point t = T , that is i)
Note that i) is trivial and ii) is immediate from the observation that ω n−1ˆs
To see iii) observe that I ε (n) = I 1 ε (n) + I 2 ε (n) where
and R 1 and R 2 are the radii of the minimal balls that contain B(z n , R) ∩ B T −ε and B(z n , R) \ B T +ε respectively. It is obvious that R 1 , R 2 < R. This proves Lemma 3.11,
For a general w 0 we have to show that, if
has measure 0 for every ε, T 0 with 0 < ε < T 0 .
To that end, we fix T ∈ [ε, T 0 ]. For t ∈ [(s − R) + , s + R] we denote by y(t) the diameter of the set ∂B t ∩ B(z n , R). Observe that y(t) ≤ R and that y increases with t up to the point t = T , where it attains its maximum, and then decreases in (T, s + R). Also, for each t ∈ [|s − R|, s + R] we call α(t) the angle between the segment connecting the origin with z n and the one joining the origin with any point in ∂B t ∩ ∂B(z n , R). Clearly y(t) = t sin α(t).
Observe first that the function ϕ A n (t)t n−1
and that, both, the integrand and y(t) decrease with t in this interval. Hence,
where M → denotes the one-sided maximal operator Let us assume that s > 0. If
This case may happen only if R > s and, then, t ≤ √ R 2 − s 2 < R. For α(t) < π 2 we have the estimate
Combining (3.8) and (3.9) we see that for all t 0 < T we have
As a consequence, if t 0 < T lim sup
Still for α(t) < π 2 , we make the observation that
(sin β) n−2 cos β cos −1 β dβ, and so,
then we have the double estimatẽ
Note that if g is continuous, the previous considerations and (3.6) give
This last term can be made as small as needed with an appropriate choice of g. Therefore E k λ (w 0 ) = 0. As a consequence, E k 0 (w 0 ) = λ>0 E k λ (w 0 ) = 0 and, hence, |E 0 (w 0 )| = k∈N E k 0 (w 0 ) = 0, as wanted.
3.3. Some applications of the differentiation through dimensions. As a consequence of this new technique of differentiation, we prove here Theorem 3.3 and show the equivalence between the two properties of weakly doubling and strong n-micro-doubling when they hold uniformly with the dimension.
Proof of Theorem 3.3. First suppose that µ is uniformly weakly doubling with constant K 1 in each R n with n ≥ N for some N ∈ N. We have to prove that w is essentially constant over dyadic annuli.
With P T as in the previous proof, let
We know from Lemma 3.11 that T has full measure in (0, ∞).
Now, for R ∈ T and T ∈ T ∩ [R, 2R] we take z n ∈ R n with |z n | 2 + R 2 = T 2 . Observe that
Taking limits when n → ∞, as we may since R, T ∈ T we get (3.10)
This shows that w 0 is essentially constant on dyadic intervals with constant β = K 1 .
The reverse implication is straightforward and will be omitted.
We finish this section with a proof of the following important equivalence.
Theorem 3.12.
A rotation invariant measure µ is uniformly strong n-micro-doubling in each R n for n ≥ N if and only if µ is uniformly weakly doubling.
Proof. In view of Theorem 3.3 we only need to prove that a measure given by a radial density that is essentially constant over dyadic annuli, is also uniformly n-micro-doubling.
Assume that w is essentially constant over dyadic annuli with constant β and take n ≥ N for the N ∈ N obtained in Lemma 3.9. Given x ∈ R n and R > 0, we will write B * (x, R) = B(x, (1 + 1/n)R). We first consider the case |x| ≥ 3R, which implies that (1 + 1/n)R ≤ 2|x|/3. If y ∈ B * (x, R), then |x|/3 ≤ |y| ≤ 5|x|/3 which means that β −2 w(x) ≤ w(y) ≤ β 2 w(x). From this we get
If |x| ≤ 3R we split B * (x, R) into two disjoint pieces. For the one intersecting B R/2 we use Lemma 3.9 as follows
In the complementary piece w is essentially constant: if y ∈ B * (x, R) \ B R/2 , then R/2 ≤ |y| ≤ 5R, which means that β −3 w 0 (R) ≤ w(y) ≤ β 3 w 0 (R). Hence
On the other hand note that if y ∈ B(x, R) \ B R/2 then R/2 ≤ |y| ≤ 4R and consequently
Remark. Observe that the only thing that we have really proved here is that a uniform weakly doubling property implies a uniform micro-doubling property. The reciprocal is not true. In the last Section, we show an example of a density for which the associated measure is uniformly n-microdoubling but is not uniformly weakly doubling.
3.4. Decreasing densities. Radial measures with decreasing densities have some interesting and sometimes surprising properties. For instance, to ensure that a measure with such a density is uniformly weakly bounded, it is enough to check this condition just in one concrete Euclidean space. Proof. Assume that µ is weakly doubling with constant K 1 in R N for some N ∈ N. By Theorem 3.3 we only need to show that w is essentially constant over dyadic annuli. Given R > 0, if R ≤ |x| ≤ 2R, since w 0 is decreasing, one has w 0 (2R) ≤ w(x) ≤ w 0 (R). Thus, we only need to check that w(R) ≤ Cw(2R) with C independent of R. To do so, consider a point z ∈ R N so that |z| = R/2. Take z ′ = 3z and z ′′ = 5z and consider the balls B = B(z, R/2), B ′ = B(z ′ , R/2) and
By the weakly doubling property of µ we have that µ(B)
For all y ∈ B we have w 0 (R) ≤ w(y) and for all y ∈ B ′′ we have w(y) ≤ w 0 (2R), this yields
Also, if the density is decreasing, the reciprocal implication in Theorem 3.1 is true.
Proposition 3.14. Let w 0 be a decreasing function over [0, ∞). Assume that there exists C > 0 so that for some
≤ C for all n ≥ N . Then µ is uniformly weakly doubling in R n for all n ≥ N .
Observe that by Theorem 3.2, the hypothesis in the previous proposition also implies that M µ is uniformly bounded on L p (R n , dµ) for all n ≥ N . It is remarkable that a boundedness condition over radial functions implies one for general functions. The proof of this Proposition is based on differentiation through dimensions.
for all f ∈ L 1 rad (R n ) and n ≥ N for certain N ∈ N, with C * independent of f and n. As before, it is enough to show that w is essentially constant over dyadic annuli. Since w 0 is decreasing, it suffices to prove that w 0 (R) ≤ Cw 0 (2R) with C independent of R. Fix R > 0 and for each n ≥ N , take z n ∈ R n so that |z n | = R. Set f = χ Bε with 0 < ε < R and
Clearly we have B R ⊂ {x ∈ R n : M µ f (x) > λ}, which together with our hypothesis gives
Letting ε → 0 + , by monotonicity we obtain µ(B R ) ≤ C * µ(B(z n , R)). In particular we have
and now we differentiate through dimensions. Letting n → ∞ in the last inequality, Lemma 3.11 gives w 0 (R) ≤ C * w 0 ( √ 2R) from which we deduce that w 0 (R) ≤ Cw 0 (2R) with C = C 2 * .
We now make a connection between the previous hypotheses and the Muckenhoupt A 1 condition. We recall that for a positive w ∈ L 1 loc (R n ) the A 1 -constant we call [w] A 1 (R n ) is defined as the smallest constant C so that
for all x ∈ R n and R > 0. Under the hypothesis that w 0 is decreasing in [0, ∞) and dµ(x) = w 0 (|x|) dx is uniformly weakly doubling we will show that w(x) = w 0 (|x|) ∈ A 1 (R n ) for all sufficiently large n. Moreover, the A 1 -constants can be bounded independently of n. The precise statement is the following. 
Proof. Assume that w is essentially constant over dyadic intervals with constant β and take n ≥ N for the N given in Lemma 3.9. We have to find a constant C > 0 so that for all x ∈ R n and R > 0 one has µ(B(x, R))
If |x| ≤ 2R, since w is decreasing and using Lemma 3.9 and that w is essentially constant over dyadic annuli one has µ(B(x, R))
This finishes the proof in this case because now using again that w 0 is decreasing we obtain
w(y).
If |x| ≥ 2R then w is essentially constant over B(x, R). Indeed if y ∈ B(x, R) then |x|/2 ≤ |y| ≤ 3|x|/2, which implies that β −1 w(x) ≤ w(y) ≤ β w(x). Hence,
The amazing thing here is that the reciprocal statement of this last proposition is also true. It suffices to check that there is a constant q > 0 so that w 0 (t) ≤ q w 0 (s) whenever 0 ≤ s ≤ t. For 0 < s < t and n ≥ N , take x n , y n ∈ R n so that x n is a multiple of y n and |x n | = s, |y n | = t. Consider the ball B(x n , R) with R 2 = t 2 − s 2 . R 0 x n y n By hypothesis we have, in the almost everywhere sense, µ(B(x n , R)) |B(x n , R)| ≤ C * w(x n ) = C * w 0 (s).
Letting n → ∞, by the differentiation through dimensions of Lemma 3.11 we get that w 0 (t) = w 0 ( s 2 + R 2 ) ≤ C * w 0 (s), for almost every s ≤ t.
FURTHER RESULTS AND REMARKS
4.1. Examples of measures that are not uniformly weakly-doubling. Each measure µ with density w(x) = |1 − |x|| −α for 0 < α < 1 is doubling on R n for each n ∈ N, but is not uniformly weakly doubling. To see this observe that in each R n one has µ(B 1 ) ≥ C α n α |B 1 |. Using differentiation through dimensions, if |z| = 1, then µ(B(z, 1))/|B(z, 1)| n→∞ −→ w( √ 2) = ( √ 2 − 1) −α . This says that the measures of the intersecting balls B 1 and B(z, 1) are not comparable with constants independent of the dimension.
Using this idea we can also prove that there are not uniform weak L 1 (µ) bounds for the associated maximal operator. Theorem 4.1. Let µ be the measure defined above and let C 1,n be the smallest constant satisfying
for all f ∈ L 1 (R n , µ). Then, one has C 1,n ≥ cn α .
Proof. Using discretization (see [19] and [24] ), or the argument in the proof of Proposition 3.14, we may consider M µ acting over finite sums of Dirac deltas instead of integrable functions. For δ 0 = lim ε→0 χ Bε (x)/µ(B ε ), in the sense of distributions, the weak L 1 (µ) inequality reads (4.1) µ({x ∈ R n : M µ δ 0 (x) > λ}) ≤ C 1,n λ .
Note that M µ δ 0 (x) = 1/µ(B(x, |x|)) for each x = 0, which makes M µ δ 0 a radially decreasing function. Then taking λ = M µ δ 0 (z) with |z| = 1 we have {x ∈ R n : M µ δ 0 (x) > M µ δ 0 (z)} ⊂ B 1 and from (4.1) we obtain C 1,n ≥ µ(B 1 ) µ (B(z, 1) ) .
This, together with the previous observation that µ(B 1 ) ≥ Cn α |B 1 | and that µ(B(z, 1))/|B 1 | → w( √ 2) as n → ∞, proves the result.
Remark.
One can prove with some extra work that µ is uniformly n-micro-doubling. It is also weakly doubling but in this case with a constant K 1 ∼ n α in each R n . In particular, Theorems 1.1 and 4.1 imply that C 1,n ≤ c n 1+α log n.
4.2.
Families of measures changing with the dimension. As we have seen in the preceding sections, maximal operators associated with measures given by power densities have L p operator norms bounded with respect to the dimension. An interesting observation by J.M. Aldaz and J. Pérez Lázaro in [3] showed that given an exponent p (as large as wanted) there exist families of power weights such that the L p bounds of the associated maximal operators grow to infinity as n −→ ∞. The twist here is that the powers change from one dimension to another. To be more precise they considered measures ν α,n given by the densities |x| −αn over R n with 0 < α < 1. Their result is the following (see Theorem 3.12 in [3] ). It is implicit in the proof given in [3] that α 0 −→ 1 as p 0 −→ ∞. This leads to the question of whether, fixing α, M να,n may satisfy a uniform L p bound for large p. We can apply the method used in Theorem [15] for the Gaussian measure to show that this is not the case when α > 1/2. The proof of this result can be found in [14] and in [4] .
A consequence of this result is that for these families of measures the constants of the n-microdoubling and the weak doubling conditions grow to infinity with the dimension (see Theorems 1.1, 3.1 and 3.6).
