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Abstract
This article considers urban spatial structure in US cities using a multi-
dimensional approach. We select six key variables (commuting costs, den-
sity, employment dispersion/concentration, land-use mix, polycentricity
and size) from the urban literature and dene measures to quantify them.
We then apply these measures to 359 metropolitan areas from the 2000
US Census. The adopted methodological strategy combines two novel
techniques for the social sciences to explore the existence of relevant pat-
terns in such multi-dimensional datasets. Geodesic self-organizing maps
(SOM) are used to visualize the whole set of information in a meaningful
way, while the recently developed clustering algorithm of the max-p is
applied to draw boundaries within the SOM and analyze which cities fall
into each of them.
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The city is a fascinating topic of research for many social scientists with diverse
backgrounds, from urban planners to economists, regional scientists, geogra-
phers or sociologists. In recent years, as the world turns more urban than ever
and cities increase their complexity, the need for a deeper understanding of how
cities work becomes evident. One aspect that researchers have tried to under-
stand is the spatial arrangement of the dierent elements of a city, its spatial
structure. This is of particular interest because cities have adopted patterns of
spatial growth and development, such as urban sprawl, which are said to have
negative impacts on society as a whole, the environment, and lives of many
people (Clifton et al., 2008).
Urban spatial structure is a complex phenomenon that encompasses several
dimensions and depends on a large range of dierent mechanisms. However, in
many cases, the spatial structure is reduced to only one or two indicators that
are expected to capture the entire concept. Burcheld et al. (2006), in the con-
text of urban sprawl, note that the correlation between dierent measures is in
fact fairly low and make an argument against using composite indices because
\it is hard to know what is measured" (page 607). Urban spatial structure fall
into the category of what Skupin and Agarwal (2007) call \truly n-dimensional
data"; following, when this type of information is present, \traditional inference
methods are either failing or have become obstacles in the search for geographic
structures, relationships, and meaning" (Ch. 1). The motivation for an ex-
ploratory approach, as the one in this paper, arises from the need for more
knowledge about spatial structures that enhances the development of new de-
ductive modelling paradigms or amends existing ones (Yan and Thill, 2009).
In this context, the use of new methods to analyze complex, multi-dimensional
realities may turn very useful as an initial stage to inform later modelling of the
underlying interaction processes.
This paper adopts an exploratory approach to the topic of urban spatial
structure and assumes two main challenges, one empirical and another method-
ological. On the one hand, unlike the common practice of selecting a small set,
our interest is to consider a large group of cities to investigate whether general
trends arise when more than just a few observations are analyzed. We extract
six key aspects of urban spatial structure from dierent literatures on the city
and dene operative indices to quantify them; then we calculate such indices for
a set of more than 350 metropolitan areas in the US. The second challenge is
partly driven by the empirical motivation: in order to process all the computed
information and analyze it in a meaningful way that allows for interesting pat-
terns to appear, we also develop a methodological strategy that combines two
data-reduction techniques novel to the social sciences and oer visualization and
further analysis.
The remainder of the paper is organized as follows: Section 2 describes the
key dimensions we selected to represent urban spatial structure as well as the
data used in the study; Section 3 outlines our methodological approach; Section
14 presents the results for the US application; Section 5 concludes with a few
remarks and suggestions for future research.
2 Urban spatial structure dimensions and data
In the rst part of this section, we present the dimensions that, after reviewing
several literatures on urban issues, were selected as key to understand urban
spatial structure. For each dimension, we dene specic indices that make it
possible to quantify each concept are dened. By no means does this section
intend to list all the relevant references on the eld; for that, we refer the reader
to specic surveys on the topic (e.g. Anas et al., 1998). The second part presents
the data used for the application to the US metropolitan areas.
2.1 Indices
Commuting Costs Commuting costs are one of the oldest ways to approach
urban spatial structure. In fact, its inclusion dates back to the XIXth. Century
(Von Thunen, 1826), when they were identied as a reason for land-prices to
rise in areas located closer to the center of a city. Modern formulations of these
ideas (Alonso, 1964; Mills, 1972; Muth, 1969) gave rise to the Monocentric City
Model, one of the main tools to date to conceptualize the spatial structure of
cities.
To measure this commuting costs, we borrow the concept of circuity (Levin-
son and El-Geneidy, 2009) from the literature on urban transportation to dene










where sij is the distance on the street network from place i to place j,





fij, being fij the number of
people (ow) that take that commute to work. This index can be seen as the
average cost per commute (sij
sij
eij
) weighted by the proportion of people using
the commute.
Density Density has been used in the urban context for decades (Clark, 1951
or McDonald, 1989), and has become the most popular measure to quantify
urban spatial structure. There is a great interest in this variable from policy
grounds since it is usually identied as one of the key characteristics of urban
sprawl (Galster et al., 2001).
There are many diverse ways of measuring density, from the simplest division
of total population over the total area to more sophisticated ones such as spline
2function estimation (Anderson, 1985). We follow Glaeser and Kahn (2004), take
the basic equation and slightly rene it to represent the density in which the









where N is the total number of smaller areas that make up the urban region,
Ai and Pi are the area and the population of each subunit, respectively, and P
is the total population of the urban area.
Employment Concentration The distribution of the location of jobs in a
city and the degree to which it displays spatial concentration is at the heart of
the spatial structure of a city, from an economic point of view. The relevance
of this variable has been made explicit recently as cities depart from the tradi-
tional monocentric structure and become more complex; phenomena such as the
suburbanization of employment constitute a good example (Glaeser and Kahn,
2004).
We adopt the approach of Tsai (2005), who proposes the use of the tradi-
tional Moran's I, a test to assess the presence of global spatial autocorrelation,
as an option to measure urban form and distinguish between compactness and
sprawl. In this context, higher values of the standardized statistic are associated
with higher degrees of concentration, while lower scores represent employment
dispersion.
Land-use mix Although elds like economics have not paid particular at-
tention to this dimension when looking at cities, others like urban planning
or design have considered land-use mix as crucial. In this context, the con-
cept refers to the degree of co-existence and spatial integration of several urban
functions within an urban environment, mainly residential and commercial.
One of the reasons why land-use mix has not been used in studies that
encompass many cities is the requirement of high resolution data to analyze
it. We do not have a good solution to this issue but, since we believe it is a
relevant dimension that should be included, we decide to use fairly general data
on population and employment, trading precision for scope. In particular, we
focus on the degree of segregation between these two fundamental functions,


















where hi (ei) is the number of residents (workers) in tract i and H (E) is
the total population (number of workers) of the city. The values of iodr range
3from 0 when every area has the same proportion of residents and workers to 1
if complete segregation.
Polycentricity The spatial agglomeration of economic activity in one or few
centers within a city has long been seen as a pillar to build on when one aims at
understanding its spatial structure. The literature has recognized this from the
beginning and has paid close attention to the underlying mechanisms that give
rise to the central business district or CBD (Alonso, 1964; Mills, 1972; Muth,
1969) and/or to subsequent subcenters (Fujita and Ogawa, 1982, Garreau, 1991).
It is important to note here that, although related, this dimension is not the
same as employment concentration since the two have dierent focus: while the
former considers the degree of global clustering of employment, in this case the
interest is on spatial clusters of high values.
The agreement on the relevance of employment centers at the theoretical
level contrasts with a myriad of methodologies to identify them, each of them
with its own advantages and disadvantages. Given our setting, we use the one
outlined in Arribas-Bel and Sanz (2011) to obtain a count of the number of
centers in every urban area. They propose a technique based on local indicators
of spatial association (Anselin, 1995), or LISAs, that identies centers as con-
tiguous clusters of signicantly high values of employment density. The aspects
that make it most suited for our purpose here are that it does not require local
knowledge of the city, nor does it assume any pre-existing underlying structure
to delineate the centers.
Size The inclusion of city size as one of the dimensions is related to the vast
literature on scale eects. In economics, this has to do with the presence of
economies of agglomeration1 and urbanization economies that produce dierent
outcomes for dierent sizes. In the context of urban structure, this means that
cities with certain size may have qualitatively dierent structures than larger or
smaller ones. To give an example, if we consider some of the models that explain
polycentricity, holding everything else equal, a sucient increase in population
in a monocentric city may lead to the emergence of a second center, modifying
qualitatively its spatial structure. These are the kind of eects that we seek to
explore by bringing city size, measured by total population, into the analysis.
2.2 Data
There are two main types of data employed for this application: geographical
and statistical. The ultimate source for all of them is the US Census Bureau,
although they were accessed through the National Historical GIS (Minnesota
Population Center, 2004). Since some of the indices outlined above consider the
distribution of values within the urban region, we need data at two spatial scales:
one to delineate each urban region, an another one that disaggregates such
1For a good reference on economies of agglomeration, see Fujita and Thisse (2002).
4regions into smaller units. We select the Metropolitan Statistical Area (MSA)
in its version of June 2003 because it allows us to capture the concept of urban
area in a broad sense, thus ensuring most of the socio-economic relationships
are internalized. For the ner level we opt for the Census tract, designed to be
homogeneous with respect to demographic characteristics and targeted at 4000
people approximately. Also, since some of the indices above require a matrix
representation of the geographical conguration, we nd the so called spatial
weighting matrices as a convenient way to deal with it, using queen contiguity
criterion to build them. Finally, the statistical data used comprise information
on population and employment at the tract level2. In the case of employment,
we obtain them by adding inbound commuting ows for each tract, which are
derived from the Census 2000 Special Tabulation Product 64 (stp64).
3 Methodological approach
When the indices described above are applied to the dataset of the US metropoli-
tan areas, it results in a fairly large amount of multidimensional information.
In order to analyze it and be able to categorize cities in terms of their spatial
structure, we propose a strategy that combines the self-organizing map (SOM)
with the max-p algorithm. The former is used as a way to map the six di-
mensions onto a two-dimensional surface, allowing them to be visualized and
analyzed with techniques developed for lower-dimensional problems. The latter
serves the purpose of delineating boundaries across the two-dimensional surface
of the SOM, in order to endogenously classify the cities in the dataset and see
how their spatial structures self-organize.
3.1 Self-Organizing Maps
The SOM is a type of articial neural network that was developed by Teuvo
Kohonen (Kohonen, 2001). The SOM is trained using a competitive learning
process in which input signals (data observations) compete to inuence the
neurons. The neurons are arranged on a regular lattice, traditionally using
a rectangular or hexagonal topology. These traditional topologies suer from
the well known \edge problem" in which neurons on the edge of the hexagonal
or rectangular lattice have fewer neighbors and thus receive fewer competing
signals. To avoid this problem we use the geodesic SOM, in which the neurons
are laid out on the surface of a sphere, thus eliminating the edge (Schmidt et al.,
2011).
After training, the SOM provides a surface which models the original input
space, each neuron modelling a portion of that space. This allows us to map
our observations onto the surface, creating highly informative and intuitive vi-
sualizations of the statistical space. The SOM is particularly well suited for this
2Whenever a MSA measure was required, we aggregated over all the tracts of an MSA.
5type of study, in which we are trying to understand the relationships between
a large number of observations across a relatively high number of dimensions.
3.2 The Max-P algorithm
The aggregation of the SOM neurons into separate regions is performed in this
case by the max-p algorithm (Duque et al., 2012). This is a heuristic solution for
a new type of constrained clustering called the max-p-region problem, a special
case of spatially constrained clustering where a nite number of geographical
areas, n, are aggregated into the maximum number of regions, p, such that:
each region is spatially connected and contains at least one area; the sum of the
values for a given variable across the neurons in a region is greater than or equal
to a specied threshold; and every area is assigned to one and only one region.
Given such conditions, the algorithm obtains an optimal solution in terms of
internal homogeneity of the clusters, endogenously determining the number of
regions3. Although this algorithm has been used to aggregate geographical units
(e.g. Rey et al., 2010), to our knowledge, it has never been applied to aggregate
observations in a statistical space, like a SOM network.
In the context of this study, the max-p is applied to the trained network
described above to partition it into regions that host similar cities. The obser-
vations are the neurons of the SOM, and the similarity of the regions created
is optimized based on their attribute data, which in this case are the values
of the component planes. The required threshold to be met for each region
is the number of MSAs in the region to be dened. For that, we generate a
pseudo-variable that counts how many MSAs are assigned to each neuron.
4 An exploration into the US urban system
Our strategy to analyze the data computed from Section 2 unravels in two
main phases. In the rst part, we run the geodesic SOM using a network of
642 neurons as presented in Schmidt et al. (2011). This approach applies the
traditional SOM algorithm to a spherical topology thus alleviating the edge
problem. Figure 1 presents the trained surface4 on top of which the input
metropolitan areas have been mapped according to their so called best matching
units (BMUs), which is the most similar neuron in the network. The gure
can be thought of as the spatial representation of the statistical relationships
between the characteristics of the metropolitan areas in terms of their spatial
structure. In this context, dissimilarity between observations is translated into
distance on the map, with alike cities locating themselves in the same regions.
3For a complete description of the procedure, refer to the original reference. The analysis
in this paper was performed with an implementation of the algorithm from the open-source
library PySAL (Rey and Anselin, 2010).
4The gure, as well as Figure 2, represents a sphere projected onto a plane. It is important
to note, however, that topological relationships are those of a real sphere which implies that,
for example, the neurons at the top right and the top left sides of the gures are neighbors.
6Figure 1: SOM of the urban spatial structure of cities
The second stage consists of partitioning the network into several regions
of similar characteristics. We use the max-p algorithm to come up with an
endogenous number of internally homogeneous groups of continuous neurons.
The only requirement this technique imposes ex-ante is to dene a minimum
value of a variable that every region needs to meet at the end of the process; in
this case we use the number of cities per region and dene a oor of 20% of the
total sample. This yields a balanced set of four large regions, colored in Figure
1. Because they are located in the same part of the SOM, the metropolitan areas
in each group share similar characteristics among each other; because they have
been clustered together by the max-p, each region forms a coherent set of cities
that minimizes internal heterogeneity, given that the constraint (20% of the
cities per group) is met. The delineation of boundaries performed by this last
step adds an extra layer of information that the SOM is not able to oer by
itself.
We focus the analysis of the clusters on the issue of heterogeneity. The SOM
is usually referred to as an elastic network in that is able to accommodate the
statistical relationships of the data by expanding or contracting itself as required.
Topologically, this means the distance in terms of dissimilarity between a neuron
and its neighbors varies depending on the characteristics of the observations
mapped to that part of the network. A good measure to study this phenomenon
is the U-matrix (Kraaijveld et al., 1992), that contains the average distance
between each neuron and its immediate neighbors. Figure 2 shows the regions
in a color gradient based on their average U-matrix value (as well as the value
itself), that is the average distance between a representative neuron in the region
and its neighbors. The dierences are signicant: while the region on top and
the one on the right have low distances between neurons, the central region
and, particularly, the bottom left one show high average values. We verify these
dierences by using the random labeling technique (Rey, 2004), which provides
a formal test of the dierences in average values; according to the results, we
7Figure 2: Internal homogeneity of regions
append an asterisk to the values in Figure 2 for which we nd statistically
signicant dierences.
The interpretation of these results goes as follows. Since distance in the
SOM context can be seen as statistical dissimilarity, max-p regions with a higher
average distance between neurons can also be read as more heterogeneous. This
is particularly true in the case of the bottom left region, in which the mean
distance between neurons is more than twice that of the central region and
more than four times that of the other two. If we look which metropolitan
areas locate in this region, some of the largest ones are found5: New York, Los
Angeles, Chicago, San Francisco, Phoenix, Philadelphia or Boston, to name just
a few. This is telling us two things basically: one, that the largest urban areas
of the country, which host most of the population and drive the economy6 are
grouped into the same cluster; second, that the reason why they are clustered
is not their similar spatial structures as much as the fact that, compared to the
rest of MSAs, they are true outliers, cities with a spatial structure of their own
that sets them apart from any other observation in the sample. We observe how
dening indices of spatial structure that, in most cases, do not necessarily need
to be correlated with size, the giants emerge as particular cases with particular
structure.
This result may be interpreted as the spatial dimension of studies that nd
particular economic functions in the largest cities (Henderson, 2010), the argu-
ment being thus that such functions or activities are associated with particular
forms of spatial structure.
5Some of these are not labeled in Figure 1 due to space constraints and readability. A high
quality image with the labels of all the cities to explore may be found as suplemental material
of this article.
6The 25 largest MSAs were home to 48.9% of the population in 2000 and accounted for
approximately 60% of the metropolitan GDP in the US, according to the Census Bureau.
85 Conclusion
This paper has set out to analyze a multidimensional topic such as urban spatial
structure. We have dened a few indices that capture the main aspects dierent
literatures point out as relevant and we have computed them for a database of all
the 359 MSAs in 2000. In order to process and explore in a meaningful way the
information collected, we adopt a novel methodology that combines the SOM,
to reduce and visualize multidimensional datasets, with the max-p algorithm,
to delineate boundaries between homogeneous groups within the SOM. The
approach proves useful in bringing more information and understanding than
either of the two methods separately. The main nding we obtain relates to the
particular behaviour of the largest cities, which are mapped to the same area of
the SOM but display high dissimilarity between each other.
Methodologically, it is important to note the focus of this paper is on sug-
gesting a combination of techniques that allows to draw regions within a SOM,
and hence to construct homogeneous clusters of observations that may be vi-
sualized very intuitively. The further analysis of these clusters, including their
properties and characterization, is a dierent topic that escapes the scope of
this study and is left for future research.
It is also beyond the reach of this study to go into more depth about the
causes or the underlying mechanisms that give rise to this outcome or that in-
terconnect it with other topics such as the economic role of the spatial structure
of a city or the urban economic hierarchy and its spatial structure dimension;
rather, the main emphasis here is to point out the pattern when large cities are
analyzed not only in isolation but in the context of all the metropolitan areas
of an urban system. Nevertheless, the authors recognize its relevance and hope
this result serves as valuable input for future studies.
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