Analysis of pap smear images under a microscope by experts is a laborious and time-consuming task. Computer aided diagnostic (CAD) systems can simplify this tedious process and allow experts to focus on more critical cases. Effective screening and early diagnosis can help to detect precancerous cells and allow early treatment. In this study, we have used a deep learning approach to classify cervical cell images obtained from pap smear slides. The proposed method automatically classifies cervical cell images into five categories without using any pre-processing on raw input images. We have obtained promising results as compared to the previous studies in the literature. The proposed deep learning model can give a second opinion to clinicians in their daily routines and help them to focus on more complex cases.
Introduction
Cervical cancer is the fourth common cancer among women worldwide [1] . According to the World Health Organization (WHO), more than 570,000 women were diagnosed with cervical cancer in 2018 and every year approximately 300,000 women die from cervical cancer [2] . The countries with the highest mortality rates are low-income developing countries due to the shortage of skilled practitioners and limited resources.
The most common method to diagnose cervical cancer is effective screening. Early diagnosis can save lives [3] . Pap smear is a manual screening test for checking the cervix for abnormal cells. Practitioners take some samples from the cervix area using a brush or scrapper. The collected cells are observed under a microscope to diagnose and classify abnormalities in cervical cells [4] . During the examination of cervical cells, trained health workers examine the shape and color characteristics of the nucleus and cytoplasm regions. In developing countries, pap smear test has decreased mortality rates from 70% to 50% [5] .
In the past decade, various machine learning approaches and CAD systems have been used for detection and classification of abnormal cell images such as K-nearest neighbors [6, 7] , support vector machines (SVM) [7, 8] , artificial neural networks (ANN) [9] etc. Plissiti et al. [10] applied K-PCA (Gaussian kernel) method to classify cervical cells images to normal and abnormal classes using nucleus features by ignoring the features derived from the cytoplasm. In this study, the authors reported the best harmonic mean (H-mean) classification sensitivity of 90.58% using seven nucleus features.
Chankong et al. [11] used a patch-based fuzzy C-means (FCM) clustering approach to segment cervical cell images into the cytoplasm, nucleus, and background. Then, the segmented images were fed into various classifiers, such as bayesian, SVM, K-nearest neighbor, linear discriminant analysis, and artificial neural networks to classify cervical cell images. They have reported the highest accuracy of 97.83% using the ERUDIT dataset to classify cell images into two classes. The authors also used Herlev and LCH datasets and obtained the highest accuracy of 99.27% for two class problems. Bora et al. [12] proposed an ensemble classifier using least squares support vector machines (LS-SVM), multilayer perceptron (MLP) and random forest (RF) to classify pap smear images. The proposed method has yielded a precision of 91.71% in cell level and 98.38% at smear level. They have tested the proposed ensemble model on the Herlev dataset and obtained classification accuracy of 96.51% and 91.73% for two and three class problems, respectively. In 2019, Mousser and Ouadfel [13] employed VGG, ResNet-50 and Inception-V3 pre-trained convolutional neural networks (CNN) architectures to extract features from pap smear images and used multi-layer perceptron (MLP) method to classify images into normal and abnormal categories. The authors obtained the best classification accuracy of 89% with ResNet-50 pre-trained CNN.
In 2018, Plissiti et al. [14] provided a publicly available dataset, SIPaKMeD, for the detection and classification of cervical cells. The authors used convolutional neural networks (CNN), multi-layer perceptron (MLP), and support vector machine (SVM) approaches to classify cervical cell images into five categories. They have achieved the highest classification accuracy of 95.35% using CNN features. In another study, Shi et al. [15] applied ResNet-161, DenseNet-121 pre-trained models, and graph convolutional networks (GCN) to classify cervical cell images into five and seven classes using SIPaKMeD and Motic datasets, respectively. The proposed GCN model achieved the best classification accuracy of %98.37 and 94.86% for SIPaKMeD and Motic datasets, respectively. In 2019, Kiran and Reddy [16] proposed ResNet-34 pre-trained CNN model using data augmentation technique to classify pap smear images. They have evaluated the performance of ResNet-34 model on SIPaKMeD and Herlev databases. The proposed method has yielded an accuracy of 96.38% for whole slide images (WSI) and 99.63% accuracy obtained using single-cell images in the SIPaKMeD dataset. The proposed pre-trained model has also tested on the Herlev database and achieved the highest classification accuracy of 98.76%. [17, 18] presents details of recent studies to diagnose cervical cancer.
In this study, an end-to-end deep learning-based approach is presented for the classification of cervical cell images. We have used DenseNet [19] architecture using transfer learning method to classify cervical cell images into five different categories. The proposed method allows automatic classification of raw cervical cell images without the use of any pre-processing and feature extraction techniques.
The rest of the paper is organized as follows: In the materials and methods section, we explain transfer learning method used in the training of the proposed model and provide architectural details of DenseNet model. In addition, detailed information is provided about SIPaKMeD cervical cell image database used in the training and testing phase of the model. In the results and discussion sections, the training stages are presented and the performance of the model is compared with the existing studies in the literature. The last section is devoted to the conclusion.
Materials and Method

Deep Learning Based Transfer Learning Approach
In the last decade, deep learning, which is the sub-branch of artificial intelligence, have been used many times in the analysis of medical data and successful results have been obtained for tasks such as disease detection [20, 21] , classification [22, 23] , and segmentation [24] . Deep learning methods, especially CNN, automatically extract features from raw data and allow automatic classification using the extracted features in an end to end manner.
The transfer learning method, which is a widely used technique for training of new deep learning models, transfers the gained information from the model which trained on a large dataset to the newly constructed model to solve a different problem. A large amount of data is often needed for the training of deep CNN models from scratch. Medical data annotation by specialists is a tedious task and expensive. In addition, since data used in the medical field is personal, it is prohibited to use it without consent of patients. Therefore, it is often not possible to find a large number of labeled data in the medical field. Transfer learning approach provides solution to the problems which has small dataset and requires less computation power.
We have employed DenseNet deep learning model to classify cervical cells from pap smear images. In regular convolutional neural networks, each layer is connected to the next layer. However, in DenseNet, each layer is linked to all consecutive layers. Therefore, each layer collects information from other layers (see details in [19] ).
Dataset
In this study, we have used the open-source SIPaKMeD [14] pap smear image database which contains 4049 cell images. The cells in the SIPaKMeD dataset are divided into five different classes according to morphology and cellular appearance. Fig.1 shows sample images from the SIPaKMeD dataset. Normal cells composed of two classes: parabasal and superficial-intermediate. Metaplastic cells are the benign cells. Dyskeratotic and koilocytotic classes are abnormal but non-malignant cells. The distribution of the cells in the SIPaKMeD dataset is given in Table 1 . 
Results
The training and testing of DenseNet model have been carried out using PyTorch libraries. We have performed all experiments on a Linux server which has Ubuntu operating system and eight NVIDIA GeForce GTX 1080 TI graphics cards, each with 11 GB of memory. We have applied the same 5-fold cross-validation experimental protocol as [14] [15] [16] for the performance evaluation of the pre-trained CNN model. In the training of the model, RMSprop optimization algorithm was used to update the weights of the model. The original DenseNet architecture has been trained in the ImageNet dataset to classify images belongs to 1000 different categories. Therefore, it has 1000 nodes in the output layer (fully-connected layer). Since the cell images used in this study have five different categories, a fully connected layer is added to the last layer of the model to give five different outputs. The training of the DenseNet-161 model has been conducted only in the new fully-connected layer. The rest of the layers took advantage of the knowledge that the model gained in the ImageNet database.
Using the transfer learning method, training of DenseNet-161 model was carried out in two phases as follows: In the first phase, we have trained the model using 256×256 image size for 12 epochs.
In the second stage, the image size was increased to 512×512 and 40 epochs training was performed. The learning rates in the first and second stages were chosen as 1e-2 and 1e-3, respectively. The main reason for choosing a lower learning rate in the second phase is the retraining of the model on the SIPaKMeD dataset. Fig. 2 shows the training and validation loss graphs of DenseNet-161 model for Fold-3 and the accuracy graph for five folds. The training process of DenseNet model has been continued for a total of 52 epochs. The proposed model has yielded an average classification accuracy of 98.96% ± 0.12. For each fold, the performance of the model has been evaluated using the corresponding validation set. 5-fold classification accuracies of DenseNet-161 are shown in Table 2 . For a detailed analysis, the confusion matrix obtained for Fold-3 using the validation set is shown in Fig. 3 . DenseNet-161 CNN model correctly classified 802 out of 809 cell images. Hence, the proposed CNN model has reached an accuracy of 99.13% for Fold-3.
Discussion
In Table 3 , we compared the results of the other studies and the proposed DenseNet-161 deep learning model that performed cervical cell classification using the SIPaKMeD dataset. In order to have a fair comparison, we have presented the studies, that used the same dataset without data augmentation and applied the 5-fold cross-validation technique for model evaluation. Table 3 . Comparison of studies that used the SIPaKMeD dataset without data augmentation.
Study
Year Method Accuracy (%) (mean ± std) Plissiti et al. [14] 2018 In 2018, Plissiti et al. [14] achieved an average classification accuracy of 95.35% ± 0.42 to classify cervical cell images using CNN features. In 2019, Shi et al. [15] employed ResNet-161, DenseNet-121 pre-trained models, and graph convolutional networks (GCN) and reported the highest classification accuracy of 98.37% ± 0.57 with GNC method. In the same year, an outstanding study presented by Kiran and Reddy [16] , that used ResNet-34 pre-trained CNN model with data augmentation and obtained average classification accuracy of 99.63% ± 0.19. It can be seen that from Table-3 that the proposed DenseNet-161 model has the current best classification accuracy without using data augmentation.
Conclusions
In this study, we have used DenseNet CNN model to classify cervical cell images into five classes using transfer learning technique. SIPaKMeD dataset has been used for the evaluation of the proposed model. The deep learning model has achieved an average classification accuracy of 98.96% ± 0.12 without data augmentation. The obtained result is promising to develop an automatic cervical cell classification system. The proposed method automatically classifies cervical cell images in an end to end manner.
