Abstract. We prove the existence of a subsonic weak solution (u, ρ, p) to steady Euler system in a two-dimensional infinitely long nozzle when prescribing the value of the entropy (= p ρ γ ) at the entrance by a piecewise C 2 function with a discontinuity at a point. Due to the variable entropy condition with a discontinuity at the entrance, the corresponding solution has a nonzero vorticity and contains a contact discontinuity x 2 = g D (x 1 ). We construct such a solution via Helmholtz decomposition. The key step is to decompose the Rankine-Hugoniot conditions on the contact discontinuity via Helmholtz decomposition so that the compactness of approximated solutions can be achieved. Then we apply the method of iteration to obtain a piecewise smooth subsonic flow with a contact discontinuity and nonzero vorticity. We also analyze the asymptotic behavior of the solution at far field.
Introduction
In R 2 , the steady flow of inviscid compressible gas is governed by the Euler system:            div(ρu) = 0, div(ρu ⊗ u + pI 2 ) = 0 (I 2 : 2 × 2 identity matrix), div ρ E + p ρ u = 0.
(1.1)
In (1.1), the functions ρ = ρ(x), u(x) = (u 1 , u 2 )(x), p = p(x), and E = E(x) represent the density, velocity, pressure, and the total energy density of the flow, respectively, at x = (x 1 , x 2 ) ∈ R 2 . In this paper, we consider an ideal polytropic gas
for which E is given by
for a constant γ > 1, called the adiabatic exponent . With the aid of (1. Here, S = p/ρ γ denotes the entropy.
Let Ω ⊂ R 2 be an open and connected set. Suppose that a non-self-intersecting
Suppose that U = (u, ρ, p) satisfies the following properties:
(w 2 ) For any ξ ∈ C ∞ 0 (Ω) and k = 1, 2,
Here, e k is the unit vector in the x k -direction.
By integration by parts, one can directly check that U satisfies the properties (ii) U satisfies (w 1 ) and (w 2 ), or equivalently (w * 1 ) and (w * 2 ); (iii) ρ > 0 in Ω; (iv) u| Ω − ∩Γ − u| Ω + ∩Γ (x) = 0 holds for all x ∈ Γ; (v) u · n| Ω − ∩Γ = u · n| Ω + ∩Γ = 0, where n is a unit normal vector field on Γ.
One can directly check from (1.5) and (1.7) that U = (u, ρ, p) is a weak solution to (1.3) in Ω with a contact discontinuity Γ if and only if the following properties hold: The goal of this paper is to prove the existence of subsonic weak solutions to (1.3) with contact discontinuities in the sense of Definition 1.1 in a two-dimensional infinitely long nozzle, and to analyze asymptotic behaviors of the contact discontinuities at far field. There are many studies of smooth subsonic solutions to Euler system, see [4, 5, 13, 14, 15, 16, 17, 21, 22, 23] and references cited therein. As far as we know, there are few results on the existence of solutions to Euler system with contact discontinuities [1, 6, 7, 8, 20] . In [1] , the existence of subsonic solutions with zero vorticity and contact discontinuities in two dimensional nozzles was established. In [6] , the existence of subsonic solutions with large vorticity and characteristic discontinuities (vortex sheets or entropy waves) in two dimensional nozzles was proved. In [7, 8] , transonic characteristic discontinuities in two dimensional nozzles were studied. In [20] , supersonic contact discontinuities in three-dimensional isentropic steady flows were studied.
In this paper, we prove the existence of a subsonic weak solution (u, ρ, p) to steady Euler system in a two-dimensional infinitely long nozzle when prescribing the value of the entropy (= p ρ γ ) at the entrance by a piecewise C 2 function with a discontinuity at a point. Due to the variable entropy condition with a discontinuity at the entrance, the corresponding solution has a nonzero vorticity and contains a contact discontinuity x 2 = g D (x 1 ). We construct such a solution via Helmholtz decomposition. By using Helmholtz decomposition, smooth subsonic flows for the full
Euler-Poisson system with nonzero vorticity were studied in [2, 3] . The challenge of this work, however, is to decompose the Rankine-Hugoniot conditions on the contact discontinuity via Helmholtz decomposition. Such a decomposition should be done carefully so that the compactness of approximated solutions can be achieved.
To analyze the asymptotic behavior of the solution, we use the stream function formulation and energy estimates.
The rest of the paper is organized as follows. In Section 2, we formulate the main problem of this paper, and state its solvability(Theorem 2.1(a)) and the asymptotic limit of the solution (Theorem 2.1(b)) as the main theorem. In Section 3, we use the method of Helmholtz decomposition to reformulate the problem introduced in Section 2, and state its solvability as Theorem 3.1. Then, we prove that Theorem 3.1 implies Theorem 2.1(a) stated in Section 2. As we shall see later, the problems given in Sections 2 and 3 are free boundary problems in a unbounded domain. To construct a solution to the free boundary problems in a unbounded domain, free boundary problems in cut-off domains will be formulated and solved in Section 4.
Based on the results of Section 4, we prove Theorem 3.1 from which Theorem 2.1(a)
follows. Finally, the asymptotic behavior of the solution at far field is analyzed in Section 5.
Main Theorems
We define an infinite nozzle
The wall Γ w , upper wall Γ + w , entrance Γ en , and a part of the entrance Γ + en of the nozzle N are defined as
We consider two layers of flow in N separated by the line x 2 = 0 with satisfying the following properties: .
Then a piecewise constant vector
is a weak solution of the Euler system (1.3) with a contact discontinuity on the line x 2 = 0. In this case, the entropy S 0 and the Bernoulli function B 0 are piecewise constant functions with
Our main concern is to solve the following problem. Problem 1. Fix ǫ ∈ (0, 1/10) and α ∈ (0, 1). For given functions S en = S en (x 2 ), v en = v en (x 2 ) on Γ en , suppose that they satisfy for a sufficiently small constant σ 0 > 0 to be specified later.
Find a weak solution U = (u, ρ, p) to (1.3) with a contact discontinuity
in the sense of Definition 1.1 in N such that (c) Positivity of density: ρ > 0 in N .
(d) At the entrance Γ en , U satisfies the boundary conditions
(e) On Γ gD , U satisfies the Rankine-Hugoniot conditions, i.e.,
where n gD denotes a unit normal vector field on Γ gD .
(f) On the wall Γ w , U satisfies the slip boundary condition, i.e.,
u · e 2 = 0 on Γ w .
(g) The Bernoulli function B is a piecewise constant function,
where B ± 0 are given by (2.2).
One can easily see that u = 0, ρ = ρ − 0 , p = p 0 satisfy the following properties:
From this observation, we fix u = 0, ρ = ρ
)}, and we solve the following free boundary problem to find a solution to Problem 1. 
|u| < c for the sound speed c = γp
(c) Positivity of density:
, U satisfies the boundary conditions
(f) On the upper wall Γ + w , U satisfies the slip boundary condition:
Now we state the main theorem of this paper. 
then there exists a solution U = (u, ρ, p) of Problem 2 with a contact dis- 
Reformulation of Problem 2 via Helmholtz decomposition
For r = (r 1 , r 2 ) ∈ R 2 , set r ⊥ = (r 2 , −r 1 ). We express the velocity vector field u
to rewrite the system (1.3) as the following nonlinear system for (S, ϕ, ψ):
for F, G, and H defined by
Next, we derive boundary conditions for (g D , S, ϕ, ψ) to satisfy the physical boundary conditions (2.5)-(2.6). In particular, the boundary conditions are derived so that we obtain a compactness of approximated solutions of the free boundary problem given in terms of (g D , S, ϕ, ψ) right below.
The first step is to rewrite the boundary conditions (2.5)-(2.6) in terms of (g D , S, ϕ, ψ) directly. The boundary conditions (2.5) on Γ + en become
We prescribe boundary conditions for (ϕ, ψ) on Γ 
From (2.4) and (3.6), we get the following equations for g D :
We use (3.7) to find the location of the contact discontinuity x 2 = g D (x 1 ). Since u · n gD = 0 is imposed on Γ gD , we have
where τ gD is the unit tangential vector field of Γ gD . Due to the condition (g) stated in Problem 2, the definition of the Bernoulli invariant (1.4) gives
We prescribe boundary conditions for (ϕ, ψ) on Γ gD as
If (3.8)-(3.10) hold, then the physical boundary condition (3.5) holds.
We collect the boundary conditions for (g D , S, ϕ, ψ) with (3.7) as follows: 
then the free boundary problem (3.1) with boundary conditions (3.7) and (3.13) has
where the constant C > 0 depends only on (u 0 , ρ
Hereafter, a constant C is said to be chosen depending only on the data if C is chosen depending only on (u 0 , ρ
). In the following, we show that Theorem 2.1 (a) directly follows from Theorem 3.1.
Proof of Theorem 2.1 (a). Assume that Theorem 3.1 holds true. For σ 3 from Theorem 3.1, suppose that the functions (v en , S en ) satisfy (3.14). By Theorem 3.1, the free boundary problem (3.1) with (3.7) and (3.13) has a solution (g D , S, ϕ, ψ) that satisfies the estimate (3.15). For such a solution, we define (u, ρ, p) by
for H given by (3.2). It follows from the estimate (3.15) given in Theorem 3.1 that (g D , u, ρ, p) satisfy the estimate (2.8). Then, one can choose a small constant The rest of the paper is devoted to prove Theorem 3.1 and Theorem 2.1 (b). To prove Theorem 3.1 by a limiting argument, we introduce a free boundary problem in a cut-off domain of the finite length L, and solve it by the method of iteration in the next section. More importantly, uniform estimates of the solutions to the free boundary problems in cut-off domains are established independently of the length L in the next section. Then, we take a sequence of the solutions to the free boundary problems, and pass to the limit L → ∞ in §5.1 . Then, the limit yields a solution to the free boundary problem (3.1) with boundary conditions (3.7) and (3.13). 4 . Free boundary problems in cut-off domains
for N given by (2.1). And, we define Γ
Problem 3. Find a solution (f, S, ϕ, ψ) of the following free boundary problem:
with boundary conditions
where τ f and n f are the unit tangential vector field and unit normal vector field of
The goal of Section 4 is to prove the following proposition.
pose that they satisfy (2.3). For a fixed α ∈ (0, 1), there exists a small constant σ 4 > 0 depending only on the data and α so that if
then Problem 3 has a unique solution (f, S, ϕ, ψ) satisfying
where the constant C > 0 depends only on the data and α but independent of L.
To find the entropy S of Problem 3, we have to solve a transport equation in
According to [2, Lemma 3.3] , the condition (4.4) must hold to be able to solve the transport equation for S. Thus we first solve a free boundary problem for a fixed approximated entropy.
For a fixed constant α ∈ (0, 1) and a constant M 1 > 0 to be determined later, we define an iteration set
where F, G, and A are given by (3.2) and (3.12). 
Once Lemma 4.2 is proved, we prove Proposition 4.1 by the following approach:
For a fixed S * ∈ S(M 1 ), let (f, ϕ, ψ) be the unique solution of Problem 4 with satisfying the estimate (4.8). For such a solution, we solve the following initial value problem for S:
Then we choose M 1 and σ so that the mapping J maps S(M 1 ) into itself. We
show that there exists a fixed point S f of J by the Schauder fixed point theorem.
Finally, we prove that (f, S, ϕ, ψ) is the unique solution of Problem 3, and satisfies the estimate (4.5) stated in Proposition 4.1. Details are given in the rest of this section.
Proof of Lemma 4.2.
For a constant M 2 > 0 to be determined later with
, we define an iteration set
We fix f * ∈ F (M 2 ), and solve the following boundary value problem in N + L,f * :
for F, G, and A given by (3.2) and (3.12). there exists a small constant σ 6 > 0 depending only on the data and (α,
then the boundary value problem (4.11) has a unique solution (ϕ, ψ) satisfying
Proof. 1. For two constants M 3 , M 4 > 0 to be determined later, we define an iteration set
where G and A are given by (3.2) and (3.12), respectively. By the standard elliptic theory, the linear boundary value problem
Hereafter, any estimate constant C is regarded to be chosen depending only on the data and α but independent of L unless specified otherwise.
Proof of Claim. Set
and define a function N by
By a direct computation, one can directly check that N ± ψ satisfies
By the comparison principle and Hopf's lemma, we have −N ≤ ψ ≤ N. Thus we
To obtain C 2,α estimate up to the boundary, we use the method of reflection.
Define an extension of
We define an extended domain
and even extensions of ψ, G, and B into N ext as follows:
By the compatibility conditions of (S * , f * ) given in (4.6) and (4.10),
where τ f * is the unit tangential vector field of ∂N ext ∩ {x 2 = f e * (x 1 )}. From this and the definition of B ext , we have the estimate
Consider a connected subdomain N l of N ext such that
and ∂N l is a simple closed smooth curve. By the standard elliptic theory, the boundary value problem
has a unique solution Ψ ∈ C 2,α (N l ) satisfying
It follows from (4.17)-(4.18) that
By the definitions of (G ext , B ext , ψ ext ) and the uniqueness of a solution to (4.19),
for (x 1 , x 2 ) ∈ N l ∩ {x 1 ≥ 0} by the uniqueness of a solution to (4.15). Thus we get the estimate
One can also similarly check that
By (4.20) and (4.21), we have the C 2,α estimate
The proof of Claim is completed.
3. For ξ ∈ R, q = (q 1 , q 2 ) ∈ R 2 , and r ∈ R 2 , define A = (A 1 , A 2 ) by
where H is given by (3.2) . Then the first equation div F(S * , ∇ϕ, ∇ψ) = 0 in (4.11)
can be rewritten as div (A(S * , ∇ϕ, ∇ψ)) = −div H(S * , ∇ϕ, ∇ψ)(∇ ⊥ ψ) . Set φ := ϕ − ϕ 0 for ϕ 0 given by (3.11). Then (4.22) can be rewritten as
where L and F = (F 1 , F 2 ) are defined as follows:
Here, ∂ xi is abbreviated as ∂ i .
By the boundary conditions for ϕ given in (4.11) and the definition of ϕ 0 given by (3.11), the boundary conditions for φ on ∂N
On Γ L,f * cd , the boundary condition for ϕ given in (4.11) implies that φ should be a constant along Γ L,f * cd . Since we seek a solution φ to be continuous up to the boundary, and since ϕ en (0, 0) = 0 by the definition (3.4), we prescribe the boundary condition for φ on Γ L,f * cd
where F is given by (4.25).
Claim:
The linear boundary value problem
has a unique solution φ ∈ C 2,α (N + L,f * ). Moreover, the solution φ satisfies
where Γ ǫ en is given by (2.3), and the estimate
Proof of Claim. For ϕ en given by (3.4), define a function ϕ * en by
where η is a C ∞ function satisfying
Set φ hom := φ − ϕ * en . Then (4.27) can be rewritten as
where the function F * is defined by
where a ii (i = 1, 2) are given by (4.23). By the standard elliptic theory, we know that the linear boundary problem (4.31) has a unique solution
Since a 22 > ν > 0 in N + L,f * by (4.24), M is well-defined. And, by a direct computation, one can easily check that M ± φ hom satisfies
Since L is uniformly elliptic, the comparison principle and Hopf's lemma imply
To obtain C 2,α estimate of φ up to the boundary, we use the method of reflection.
By the compatibility conditions of (S * ,φ) given in (4.6) and (4.13), and
given from (4.15), we have
From the definition of ϕ * en given in (4.29), the compatibility condition of f * given in (4.10), and the definition of η given in (4.30), it can be directly checked that 
Therefore the linear boundary value problem (4.27) has a unique solution φ =
, and φ satisfies
It follows from (4.31) and (4.34) that 
For fixed (S
, define an iteration mapping I f * ,S * :
where (φ, ψ) is the solution to (4.15) and (4.27) associated with (φ,ψ).
By a direct computation, one can easily check that there exists a constant ǫ 1 ∈ (0, 1 4 ) depending only on the data so that if
where F, B, and G are given by (4.26) and (4.14). Then it follows from (4.16), (4.28), and (4.37) that
where the constant C ♭ 1 > 0 depends only on the data and α but independent of L. Choose constants M 3 , M 4 , and σ * 6 as
and σ * 6 = min
where ǫ 1 is given by (4.36), so that (4.38) implies that (φ,
. Under such choices of (M 3 , M 4 , σ * 6 ), the iteration mapping I f * ,S * maps
. Furthermore, (φ, ψ) satisfies the estimate
Now we show that I f * ,S * is a contraction mapping if σ is small.
where F and G are given by (4.25) and (3.2), respectively. By a direct computation, it can be checked that there exists a constant ǫ 2 ∈ (0, ǫ 1 ] depending only on the data so that if
then we have
Then, by (4.16), (4.28), and (4.40), we have
for a constant C ♭ 2 > 0 depending only on the data and α but independent of L. Choose σ 6 as Proof of Lemma 4.2.
be a solution of the fixed boundary value problem (4.11) associated with S * ∈ S(M 1 ) that satisfies the estimate (4.12) given in Lemma 4.3. For simplicity, we set
where H is given by (3.2). As in the proof of Lemma 4.3, there exists a constant ǫ 3 > 0 depending only on the data so that if
where the constant C ⋆ > 0 depends only on the data and α but independent of L.
If it holds that
, then we have
For each
Differentiating the equation in (4.44) with respect to x 1 and using the equation
Also, we have f (0) = 0. Thus f satisfies the free boundary condition (4.4) for 0 < x 1 < L. Since ρ + 0 u 0 > 0, (4.43) directly yields that
By a direct computation with using (4.45), we obtain the compatibility conditions
for a constant C ⋆⋆ > 0 depending only on the data and α but independent of L.
We define an iteration mapping I S * :
for f given by (4.45). Choose M 2 and σ * 5 as
and σ * 5 = min σ 6 ,
with σ 6 defined in (4.41) and ǫ 3 given in (4.42). Then the mapping I S * maps
given by (4.10) is a convex and compact subset of
itself where M 2 is chosen by (4.47), and σ ≤ σ * 5 for σ * 5 from (4.47). Suppose that a sequence {f
And, let
be the unique solution of (4.11)
and the limit of each convergent subsequence of
. By the uniqueness of a solution for the problem
. It follows from (4.45) and (4.46) that
Applying the Schauder fixed point theorem yields that I S * has a fixed point f ∈
be the unique solution to the fixed boundary problem (4.11) associated with f * = f . Then (f, ϕ, ψ) is a solution to Problem 4. It follows from (4.12) and (4.46) that (f, ϕ, ψ) satisfies the estimate
3. Finally, it remains to prove the uniqueness of a solution to Problem 4. For a fixed S * ∈ S(M 1 ), let (f (1) , ϕ (1) , ψ (1) ) and (f (2) , ϕ (2) , ψ (2) ) be two solutions to Problem 4, and suppose that each solution satisfies the estimate given in (4.8) of
Since 1 − f (1) > 0, the transformation T is invertible and
We first rewrite the nonlinear boundary value problem (4.7) for (ϕ (2) , ψ (2) ) in
, and subtract the resultant equations and boundary conditions from the nonlinear boundary value problem (4.7) for (ϕ (1) , ψ (1) ) in N + L,f (1) . Then we get a nonlinear boundary value problem for ( φ, ψ) in N + L,f (1) . By adjusting the proof of Lemma 4.3 with using the estimate
where the constant C * 1 > 0 depends only on the data and α but independent of L.
, then we obtain from the previous estimate that
By using the free boundary condition (4.4), we can express f ′ in terms of ( φ, ψ, T, D (x1,x2) T).
Then we apply (4.49) to obtain the estimate
1 , ρ (2) , and u
1 by
where H is given in (3.2), D = (∂ y1 , ∂ y2 ). By using (4.44), we get
1 (x 1 , t)dt.
Without loss of generality, we may assume that
Then (4.51) can be rewritten as
1 (x 0 , t)dt.
By applying (4.49), we have
Combining this with (4.50), we finally get
where the constant C * 2 > 0 depends only on the data and α but independent of L. Choose σ 5 as
for σ * 5 defined in (4.47). Then (4.52) implies that f (1) = f (2) . By Lemma 4.3,
). The proof of Lemma 4.2 is completed. 
Proof of Proposition 4.1. For a fixed S
where the constant C * > 0 depends only on the data and α but independent of L.
As in [2] , we can obtain a solution
where the function Y 0 is defined by and w is a function defined by
Thus we have
for a constant C * > 0 depending only on the data and α but independent of L.
For N L given by (4.1) and
Then P f is invertible and
For the unique solution S of the initial-value problem (4.9), define a function S e by S e (y 1 , y 2 ) :=
where c 1 = 6, c 2 = −32, and c 3 = 27, which are determined by the system of
With such S e , define an extension of S into N + L,−1/2 as follows:
(4.58)
for a constant C * * > 0 depending only on the data and α but independent of L.
By Lemma 4.4, we have the estimate
with a constant C * > 0 in (4.54).
By a direct computation, one can easily check that there exists a constant ǫ 4 > 0 depending only on the data so that if
for a constant C * * * > 0 depending only on the data and α but independent of L.
If it holds that
Also, by the boundary conditions (4.7) for (ϕ, ψ) and the definition of ϕ en given in (3.4), we have
It follows from (4.60), (4.61), and the equation in (4.9) that
We define an iteration mapping J :
for S f given by (4.58). Choose M 1 and σ * 4 as The iteration set S(M 1 ) given by (4.6) is a convex and compact subset of
And, let (
be the unique solution of Problem 4 associated with S * = S (k) * . By the uniqueness of a solution for Problem 4, By the continuity equation div(ρu) = 0, the function h given by
By (4.55)-(4.57), the entropy S(= p/ρ γ ) is represented as
where Y 0 and G are given by (4.56) and (4.57). Since S en and G −1 are differentiable,
S is a differentiable function of h. Set
Then, by the definition of the Bernoulli invariant (1.4), we have
By differentiating the equation (5.2) with respect to x 1 and x 2 , we have
where ′ denotes the derivative with respect to h. Using (5.1)-(5.3), the equation
in (1.3) can be rewritten as
and differentiate (5.5) with respect to x 1 to get the following equation for ω:
where q ij , q 1 , and q 2 are defined by
Here, t 1 and t 2 are given by
, (5.7) In order to get a conormal boundary condition for (5.6) on Γ gD , we compute
for µ defined by
where we represent n gD as
By the definition of Bernoulli invariant (1.4), 
which provides
(5.12)
By straightforward computations with using (5.12), we get the conormal boundary condition (5.9).
Fix a constant L > 0 and let η be a C ∞ function satisfying
Multiply (5.6) by η 2 ω, and integrate the result over the domain N + gD to get
for where E ≥ 0 and C > 0 are constants depending only on the data and α. From now on, the constant C depends only on the data and α, which may vary from line to line.
First, by the Hölder inequality, it holds that By the Hölder inequality, we have ω 2 (x 1 , t) ≤ (1 − t) 
