Recent adversarial methods proposed for unsupervised domain adaptation of acoustic models try to fool a specific domain discriminator and learn both senone-discriminative and domaininvariant hidden feature representations. However, a drawback of these approaches is that the feature generator simply aligns different features into the same distribution without considering the class boundaries of the target domain data. Thus, ambiguous target domain features can be generated near the decision boundaries, decreasing speech recognition performance. In this study, we propose to use Adversarial Dropout Regularization (ADR) in acoustic modeling to overcome the foregoing issue. Specifically, we optimize the senone classifier to make its decision boundaries lie in the class boundaries of unlabeled target data. Then, the feature generator learns to create features far away from the decision boundaries, which are more discriminative. We apply the ADR approach on the CHiME-3 corpus and the proposed method yields up to 12.9% relative WER reductions compared with the baseline trained on source domain data only and further improvement over the widely used gradient reversal layer method.
Introduction
In recent years, the performance of automatic speech recognition (ASR) has been improved dramatically due to the advances of deep learning [1, 2, 3] . However, ASR systems can be susceptible to performance degradation when substantial mismatch exists between the training and test conditions [4] . These mismatches, including but not limited to speaker variations, channel distortions and acoustic noises, can be narrowed by adding more data for a better coverage, but can not be fully avoided.
Domain adaptation is a popular way to alleviate this mismatch and to achieve a more robust acoustic model (AM). There has been plenty of work focused on using a small size of labeled target domain data to adjust AM parameters or input features to compensate the mismatch. When fine-tuning the original model using a small set of data, it may easily raise over-fitting problem. To alleviate the problem, regularization approaches are proposed to bias the output distributions or the network parameters to the desired direction [5, 6] . Or we can only adapt a small set of target domain specific parameters by linear transformations [7, 8] or singular value decomposition (SVD) [9, 10] .
In practice, labeled data from target domain is not always available or it is too expensive to collect. Hence, unsupervised domain adaptation becomes an alternative, by definition, which aims to transfer the AM from label-rich source domain to unlabeled target domain. Swietojanski et al. proposed to learn speaker specific hidden unit contributions through adding amplitude parameters to the network [11] . In [12] , teacher-student (T/S) training strategy was introduced to achieve unsupervised domain adaptation. Specifically, posteriors generated by the source domain teacher model in lieu of the transcribed labels were used to train the target domain student model. Hsu et al. used a data augmentation approach via a variational autoencoder (VAE) that learns latent representations and then transforms the representations of the source domain data to be more similar to the target domain [13] .
Recently, domain adversarial training (DAT) has become an increasingly popular idea for unsupervised domain adaptation because of its great success in estimating generative models [14] . In typical DAT approaches [15, 16, 17, 18] , the deep neural network (DNN) is transformed to three sub-networks with different learning purposes: a classifier C (predicting senones) works in parallel with a domain discriminator D (predicting the input whether from source or target domain) and a feature generator G is shared at the bottom. G and C are trained to minimize the class prediction error and maximize the domain prediction error respectively, while D is updated to minimize the domain prediction error. In a form of multi-task learning, a gradient reverse layer (GRL) is inserted to learn both class-discriminative and domian-invariant intermediate representations. Following this idea, there has been several variants recently [19, 20, 21] .
These DAT approaches are all motivated by the theoretical assumption that minimizing the divergence between domains can lower the upper bound of the error on the target domain [22] . Therefore, they separate the neural network into different components and attempt to reduce the divergence via adversarial learning. However, according to [23] , a drawback of these approaches is that D simply labels the generated features as source domain or not, without considering the boundaries between different classes. More specifically, although G trained under this adversarial criterion can force the features from the two domains yielding similar distribution, it can not guarantee the features' discriminative attributes to the classification task, especially in the target domain. Thus G may create features close to the class boundaries, which are more likely to be misclassified by C. In [23] , Satio et al. made the observation that if C can detect non-discriminative samples near the decision boundaries and G tries to avoid these areas of the feature space, the generated features will be more discriminative. To achieve this, they removed the domain discriminator D and introduced a new approach for aligning feature distributions called adversarial dropout regularization (ADR).
In this study, we propose to use ADR to increase the ro-bustness of AM under the unsupervised domain adaptation scenario. The theoretical assumption of ADR is that if the decision boundaries of C are close to class boundaries of unlabeled target domain data, a small perturbation for C will lead to a substantial change of the output distribution. ADR aims to learn a G which can create representations far from the decision boundaries to avoid the class ambiguous problem. Specially, we slightly move the decision boundaries of C by using dropout and optimize C to increase the change of posterior probabilities. This step finds a C whose decision boundaries lie in the class boundaries of unlabeled target domain data. Then, we update G to decrease the change by pulling the generated features far away from the decision boundaries. Through this two-stage iterative adversarial learning strategy, G learns to create more discriminative features, especially for the target data. The benefit of ADR is that we align feature distributions with feedback from C instead of using D, which is more relevant to the classification task. On the CHiME-3 evaluation set, the proposed method achieves 12.9% relative WER reduction compared with the baseline model and it also outperforms the GRL based DAT approach.
Adversarial Dropout Regularization
In unsupervised domain adaptation task, we only have access to a source sample xs and its corresponding label ys drawn from labeled source domain data {Xs, Ys}, as well as a target sample xt drawn from unlabeled target domain data {Xt}. In order to achieve good recognition performance on target domain, the adapted AM should not only consider the mismatch between two domain distributions, but also take the senone boundaries into account, especially for unlabeled target domain data. The problem is, it is not clear how this can be accomplished without labels of target domain data. Support vector machine (SVM) is known as a maximum-margin classifier [24, 25] , which aims to make the decision boundaries robust. Different with it, we train the classifier as a minimum-margin classifier to find not robust decision boundaries lying in the senone boundaries, as shown in Fig. 1 (Left) . Next, the feature generator learns to create features far away from the decision boundaries and make decision boundaries more robust, as illustrated in Fig. 1 (Right).
In particular, we first train a feature generator network G, which takes xs or xt as the inputs, and a classifier network C which aims to predict senone labels of source samples and detect non-discriminative target samples close to the decision boundaries. C takes features from G and maps them into K classes, predicting a K-dimensional posterior senone probability. When C acts as senone classifier, G is optimized to obtain discriminative features for source domain data and C is trained to classify them correctly. When C acts as a minimummargin classifier for target domain data, we slightly move the senone decision boundaries of C through dropout and measure the change of posterior probabilities. In fact, the posterior change is inversely proportional to the distance from the boundaries. Then, we fix the parameters of G (fix the data distribution) and optimize C (change the decision boundary) to maximize the discrepancy between two probabilities, which makes C be more sensitive to target domain features near the decision boundaries. Finally, G is trained to minimize the discrepancy under a fixed sensitive C. Through this adversarial training, G will learn to create discriminative target domain features far away from the decision boundaries. In this following, we will show how to use ADR in unsupervised domain adaptation for acoustic modeling in detail. 
Move Decision Boundaries via Dropout
Dropout was firstly proposed in [26, 27] , which prevents the neural networks from over-fitting and increases their robustness through randomly dropping out nodes during training. Consider the standard utilization of dropout. For every sample within a mini-batch, each node of the network is removed with some probability, effectively selecting a different classifier for every sample. We harness this idea as a slightly movement of decision boundaries. We first forward input features G(xt) to C twice, dropping different nodes and obtain two different classifiers C1 and C2, as shown in Fig 2. The output posterior probabilities of them are denoted as p1(y|xt) and p2(y|xt). Then, we measure the discrepancy of two probabilities using the absolute distance, which is calculated as
or the symmetric kullback leibler (KL) divergence [28] , which is calculated as
where KL(p1|p2) means the KL divergence between p1 and p2.
As mentioned above, C is optimized to increase the discrepancy for target domain data. 
Training procedure
In order to obtain more discriminative features for both source and target domain frames, the whole training procedure of unsupervised domain adaptation with ADR consists of three steps:
Step 1, use labeled source domain data to optimize G and C following a standard ASR training setup. Given source samples Xs and their labels Ys, the objective function can be defined as where C(G(xs)) k refers to the posterior class probability of frame xs belongs to senone k.
Step 2, make C be sensitive to non-discriminative target features near the decision boundaries. Here, two classifiers are sampled from C for each target sample using dropout. Then, C's parameters are updated to maximize the discrepancy between two posterior probabilities as denoted by Eq. (1) or (2) . Since C should classify source samples correctly, we add Eq. (3) as a constraint item to the objective function in this step. Thus, the objective function becomes
Step 3, train G to generate feature representations far away from the decision boundaries. The objective function is
Algorithm 1 outlines the acoustic model training integrated with ADR. For each iteration, we feed both source and target domain data into the neural network. The parameters of G and C are optimized by the 3-step optimization criterion. Besides, we find it will be beneficial to repeat Step 3 several times in one training iteration. This results in the G being maintained near its optimal solution and creating more discriminative features far away from decision boundaries.
Experiments
In this work, we investigate the unsupervised domain adaptation of DNN-HMM acoustic model with ADR for robust speech recognition on CHiME-3 data set.
CHiME-3 Dataset
The CHiME-3 task is a speech recognition challenge for single microphone or multi-microphone tablet device recordings in everyday scenarios under noisy environments [29] . There are 4 noisy recording environments in the dataset: street (STR), pedestrian area (PED), cafe (CAF) and bus (BUS). The noisy training set includes 1600 utterances recorded in 4 real noisy environments from 4 speakers, and additional 7138 noisy utterances simulated from a part of the Wall Street Journal (WSJ0) corpus by adding noises from the 4 noisy environments. The development set consists of 410 utterances in each of the 4 noisy environments with both real and simulated environments, for a total of 3280 utterances. There are 2640 utterances in the evaluation set, with 330 utterances in each of the same 8 conditions. The training, development and evaluation sets are all recorded in 6 different channels.
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iter = iter + 1 15: end while 16: return θ θ θ CHiME-3 to form the clean training set. Then, we extract 8738 noisy utterances from the 5th channel of CHiME3 noisy training set and define them as unlabeled adaptation set. Hence, the source domain is clean condition while the target domain refers to noisy condition. The WSJ 5K words 3-gram language model is used for decoding.
System Description
We first train a DNN-HMM acoustic model with clean training set as the baseline system. The DNN model has 6 hidden layers with 2048 hidden units for each layer. The output layer has 2000 output units corresponding to 2000 senone labels. Then, both training set and adaptation set are used to achieve the GRL based adversarial domain adaption as described in [16] . The feature generator of GRL model has 4 hidden layers with 2048 hidden units, while the senone classifier has 2 hidden layers with 2048 hidden units and an output layer with 2000 output units. The domain discriminator has 2 hidden layers with 512 hidden units and an output layers with 2 output units representing source and target domain. A GRL layer is inserted between the generator and discriminator in order to obtain domain-invariant features. Finally, the same configurations in GRL model are adopted for adversarial dropout regularization (ADR) training, except the removal of the domain discriminator. No senone alignments of the noisy adaptation set is used for both GRL model and ADR model.
The 40-dimensional mel-filter bank (fbank) features together with 1st and 2nd order delta features for both the clean and noisy utterances are extracted as the input for all systems. Each frame is normalized by CMVN and spliced together with 5 left and 5 right context frames to form a 1320-dimensional feature. Standard recipes in Kaldi [30] are adopted for feature extraction, HMM-GMM training and alignment generation of clean training set. PyTorch [31] is used for training different models in this work with cross-entropy as objective function and Adam [32] as the optimizer. We set the initial learning rate to 2.0 × 10 −4 and use the same learning rate schedule as Kaldi nnet1. The values of hyper parameters for both tasks are tuned on the respective development set, and the best parameters are then applied to the evaluation sets.
Experimental Result
The motivation of our work is to make the non-discriminative target domain feature (near the senone decision boundaries) to be more discriminative (away from the senone decision boundaries). We suppose that if we slightly move the decision boundaries, the posterior probabilities of those features are likely to have the largest change, reducing the performance of classification. To confirm the assumption, we select two typical utterances from the real noisy condition development set (dt05 real noisy) and observe the discrepancy of output labels predicted by a well-trained baseline model with slight movement of decision boundaries. One of them has a low WER (equals to 0.0%), which means its features are more discriminative, while another has a high WER (equals to 100%), which means its features are more ambiguous. In Fig. 3 (Top) , two outputs are similar and the correlation coefficient is very high. It is clear that the discriminative features are far away from the senone boundaries and robust to the movement of decision boundaries. However, for high WER utterance in Fig. 3 (Bottom), great changes have taken place, which demonstrate the ambiguous features are sensitive to the slight boundaries movement and degrade the classification performance. Table 1 shows the WER performance of different acoustic models: baseline, GRL method trained and ADR method trained, for different environment evaluation sets. The baseline model achieves 46.24% and 65.82% WERs on the simulated and real noisy evaluation sets respectively. The GRL model achieves 40.98% and 61.38% WERs on those sets. The best WER performance for ADR model are 40.26% and 59.71% , which achieves 12.9% and 9.3% relative improvement over the baseline model and achieves 1.8% and 2.5 % further relative improvement over the GRL model. Besides, the proposed approach is also able to bring consistent improvements for all types of noises, whether in simulated or real environments.
Conclusions
In this study, we propose to use ADR to solve the domain mismatch problem for robust speech recognition. The proposed method consists of a classifier to detect non-discriminative features close to the class boundaries and a generator to avoid those ambiguous feature space. Experimental results on CHiME-3 dataset show the proposed method can improve the robustness of acoustic model achieving 12.9% relative WER reduction on CHiME-3 real test set compared with baseline model and consistent improvement over the GRL model. Inspired by this work, we will try to combine the class boundaries information with different domain private information to improve the robustness of acoustic model in future work.
