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Abstract. We show that there exists a natural q-analogue of the b-function for the pre-
homogeneous vector space of commutative parabolic type, and calculate them explicitly
in each case. Our method of calculating the b-functions seems to be new even for the
original case q = 1.
0 Introduction
Among prehomogeneous vector spaces those called of commutative parabolic type have spe-
cial features since they have additional information coming from their realization inside sim-
ple Lie algebras. In [7] we constructed a quantum analogue Aq(V ) of the coordinate algebra
A(V ) for a prehomogeneous vector space (L, V ) of commutative parabolic type. If (L, V )
is regular, then there exists a basic relative invariant f ∈ A(V ). In this case a quantum
analogue fq ∈ Aq(V ) of f is also implicitly constructed in [7]. The aim of this paper is to
give a quantum analogue of the b-function of f .
Let tf(∂) be the constant coefficient differential operator on V corresponding to the
relative invariant tf of the dual space (L, V ∗). Then the b-function b(s) of f is given by
tf(∂)f s+1 = b(s)f s. See [8], [13] and [3] for the explicit form of b(s).
For g ∈ Aq(V ) we can also define a (sort of q-difference) operator
tg(∂) by
〈tg(∂)h, h′〉 = 〈h, gh〉 (h, h′ ∈ Aq(V )),
where 〈 , 〉 is a natural non-degenerate symmetric bilinear form on Aq(V ) (see Section 5
below). We can show that there exists some bq(s) ∈ C(q)[q
s] satisfying
tfq(∂)f
s+1
q = bq(s)f
s
q (s ∈ Z≥0).
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Our main result is the following.
Theorem 0.1. If we have b(s) =
∏
i(s + ai), then we have
bq(s) =
∏
i
qs+ai−10 [s+ ai]q0 (up to a constant multiple),
where q0 = q
2 (type B, C) or q (otherwise), and [n]t =
tn − t−n
t− t−1
.
We shall prove this theorem using an induction on the rank of the corresponding simple
Lie algebra. We remark that this result was already obtained for type A in Noumi-Umeda-
Wakayama [14] using a quantum analogue of the Capelli identity.
The author expresses gratitude to Professor A. Gyoja and Professor T. Tanisaki.
1 Quantized enveloping algebra
Let g be a simple Lie algebra over the complex number filed C with Cartan subalgebra h.
Let ∆ ⊂ h∗ be the root system and W ⊂ GL(h) the Weyl group. For α ∈ ∆ we denote the
corresponding root space by gα. We denote the set of positive roots by ∆
+ and the set of
simple roots by {αi}i∈I0 , where I0 is an index set. For i ∈ I0 let hi ∈ h, ̟i ∈ h
∗, si ∈ W
be the simple coroot, the fundamental weight and the simple reflection corresponding to i
respectively. We denote the longest element of W by w0. Let ( , ) : g × g → C be the
invariant symmetric bilinear form such that (α,α) = 2 for short roots α. For i, j ∈ I0 we set
di =
(αi, αi)
2
, aij =
2(αi, αj)
(αi, αi)
.
We define the antiautomorphism x 7→ tx of the enveloping algebra U(g) of g by txα = x−α
and thi = hi, where {xα|α ∈ ∆} is a Chevalley basis of g.
The quantized enveloping algebra Uq(g) of g (Drinfel’d [1], Jimbo [5]) is an associative
algebra over the rational function field C(q) generated by the elements {Ei, Fi,K
±1
i }i∈I0
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satisfying the following relations
KiKj = KjKi, KiK
−1
i = K
−1
i Ki = 1,
KiEjK
−1
i = q
aij
i Ej, KiFjK
−1
i = q
−aij
i Fj ,
EiFj − FjEi = δij
Ki −K
−1
i
qi − q
−1
i
,
1−aij∑
k=0
(−1)k
[
1− aij
k
]
qi
E
1−aij−k
i EjE
k
i = 0 (i 6= j),
1−aij∑
k=0
(−1)k
[
1− aij
k
]
qi
F
1−aij−k
i FjF
k
i = 0 (i 6= j),
where qi = q
di , and
[m]t =
tm − t−m
t− t−1
, [m]t ! =
m∏
k=1
[k]t,
[
m
n
]
t
=
[m]t !
[n]t ! [m− n]t !
(m ≥ n ≥ 0).
For µ =
∑
i∈I0
miαi we set Kµ =
∏
iK
mi
i .
We can define an algebra antiautomorphism x 7→ tx of Uq(g) by
tKi = Ki,
tEi = Fi,
tFi = Ei.
We define subalgebras Uq(b
±), Uq(h) and Uq(n
±) of Uq(g) by
Uq(b
+) = 〈K±1i , Ei | i ∈ I0〉, Uq(b
−) = 〈K±1i , Fi | i ∈ I0〉, Uq(h) = 〈K
±1
i | i ∈ I0〉,
Uq(n
+) = 〈Ei | i ∈ I0〉, Uq(n
−) = 〈Fi | i ∈ I0〉.
We set h∗
Z
= ⊕i∈I0Z̟i. For a Uq(h)-module M we define the weight space Mµ with
weight µ ∈ h∗
Z
by
Mµ = {m ∈M |Kim = q
µ(hi)
i m (i ∈ I0)}.
The Hopf algebra structure on Uq(g) is defined as follows. The comultiplication ∆ :
Uq(g)→ Uq(g)⊗ Uq(g) is the algebra homomorphism satisfying
∆(Ki) = Ki ⊗Ki, ∆(Ei) = Ei ⊗K
−1
i + 1⊗ Ei, ∆(Fi) = Fi ⊗ 1 +Ki ⊗ Fi.
The counit ǫ : Uq(g)→ C(q) is the algebra homomorphism satisfying
ǫ(Ki) = 1, ǫ(Ei) = ǫ(Fi) = 0.
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The antipode S : Uq(g)→ Uq(g) is the algebra antiautomorphism satisfying
S(Ki) = K
−1
i , S(Ei) = −EiKi, S(Fi) = −K
−1
i Fi.
The adjoint action of Uq(g) on Uq(g) is defined as follows. For x, y ∈ Uq(g) write ∆(x) =∑
k x
(1)
k ⊗ x
(2)
k and set ad(x)(y) =
∑
k x
(1)
k yS(x
(2)
k ). Then ad : Uq(g)→ EndC(q)(Uq(g)) is an
algebra homomorphism.
For i ∈ I0 we define an algebra automorphism Ti of Uq(g) (see Lusztig [10]) by
Ti(Kj) = KjK
−aij
i ,
Ti(Ej) =

−FiKi (i = j)
−aij∑
k=0
(−qi)
−kE
(−aij−k)
i EjE
(k)
i (i 6= j),
Ti(Fj) =

−K−1i Ei (i = j)
−aij∑
k=0
(−qi)
kF
(k)
i FjF
(−aij−k)
i (i 6= j),
where
E
(k)
i =
1
[k]qi !
Eki , F
(k)
i =
1
[k]qi !
F ki .
For w ∈ W we choose a reduced expression w = si1 · · · sik , and set Tw = Ti1 · · ·Tik . It dose
not depend on the choice of the reduced expression by Lusztig [11].
It is known that there exists a unique bilinear form ( , ) : Uq(b
−)× Uq(b
+)→ C(q) such
that for any x, x′ ∈ Uq(b
+), y, y′ ∈ Uq(b
−), and i, j ∈ I0
(y, xx′) = (∆(y), x′ ⊗ x), (yy′, x) = (y ⊗ y′,∆(x)),
(Ki,Kj) = q
−(αi,αj), (Fi, Ej) = −δij(qi − q
−1
i )
−1,
(Fi,Kj) = 0, (Ki, Ej) = 0
(See Jantzen [4], Tanisaki [19]).
For µ ∈
∑
i∈I0
Z≥0αi let Uq(n
−)−µ be the weight space with weight µ relative to the
adjoint action of Uq(h) on Uq(n
−). For any y ∈ Uq(n
−)−µ and i ∈ I0 the elements ri(y) and
4
r′i(y) of Uq(n
−)−(µ−αi) are defined by
∆(y) ∈ y ⊗ 1 +
∑
i∈I0
Kiri(y)⊗ Fi +
( ⊕
0<ν≤µ
ν 6=αi
KνUq(n
−)−(µ−ν) ⊗ Uq(n
−)−ν
)
,
∆(y) ∈ Kµ ⊗ y +
∑
i∈I0
Kµ−αiFi ⊗ r
′
i(y) +
( ⊕
0<ν≤µ
ν 6=αi
Kµ−νUq(n
−)−ν ⊗ Uq(n
−)−(µ−ν)
)
.
Lemma 1.1. (see Jantzen [4])
(i) We have ri(1) = r
′
i(1) = 0 and ri(Fj) = r
′
i(Fj) = δij for j ∈ I0.
(ii) We have for y1 ∈ Uq(n
−)−µ1 and y2 ∈ Uq(n
−)−µ2
ri(y1y2) = q
µ1(hi)
i y1ri(y2) + ri(y1)y2, r
′
i(y1y2) = y1r
′
i(y2) + q
µ2(hi)
i r
′
i(y1)y2.
(iii) We have for x ∈ Uq(n
+) and y ∈ Uq(n
−)−µ
(y,Eix) = (Fi, Ei)(ri(y), x), (y, xEi) = (Fi, Ei)(r
′
i(y), x).
(iv) We have ad(Ei)y = (qi − q
−1
i )
−1(Kiri(y)Ki − r
′
i(y)) for y ∈ Uq(n
−)−µ.
From Lemma 1.1 (ii) we have ri(F
n
i ) = r
′
i(F
n
i ) = q
n−1
i [n]qi F
n−1
i .
2 Commutative parabolic type
For a subset I of I0 we set
∆I = ∆ ∩
∑
i∈I
Zαi, lI = h⊕ (
⊕
α∈∆I
gα), n
±
I =
⊕
α∈∆+\∆I
g±α, WI = 〈si | i ∈ I〉.
Let LI be the algebraic group corresponding to lI . Assume that n
+
I 6= 0 and [n
+
I , n
+
I ] = 0.
Then it is known that I = I0 \ {i0} for some i0 ∈ I0 and (LI , n
+
I ) is a prehomogeneous
vector space. Since n−I is identified the dual space of n
+
I via the Killing form, we have
C[n+I ] ≃ S(n
−
I ) = U(n
−
I ). There exists finitely many LI -orbits C1, C2, . . . , Cr, Cr+1 on
n+I satisfying the closure relation {0} = C1 ⊂ C2 ⊂ · · · ⊂ Cr ⊂ Cr+1 = n
+
I . In the remainder
of this paper we denote by r the number of non-open orbits on n+I . For p ≤ r we set
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Fig. 1:
I(Cp) = {f ∈ C[n
+
I ] | f(Cp) = 0}. We denote by I
m(Cp) the subspace of I(Cp) consisting of
homogeneous elements with degree m. It is known that Ip(Cp) is an irreducible lI -module
and I(Cp) = C[n
+
I ] I
p(Cp). Let fp be the highest weight vector of I
p(Cp), and let λp be the
weight of fp. We have the irreducible decomposition
C[n+I ] =
⊕
µ∈
∑r
p=1 Z≥0λp
V (µ),
where V (µ) is an irreducible highest weight module with highest weight µ and V (λp) = I
p(Cp)
(see Schmid [17] and Wachi [21]).
If the prehomogeneous vector space (LI , n
+
I ) is regular, there exists a one-codimensional
orbit Cr. Then it is known that I
r(Cr) = Cfr, fr is the basic relative invariant of (LI , n
+
I )
and λr = −2̟i0 , where I = I0 \ {i0}. The pairs (g, i0) where (LI , n
+
I ) are regular are given
by the Dynkin diagrams of Figure 1. Here the white vertex corresponds to i0.
Assume that (LI , n
+
I ) is regular. For 1 ≤ p ≤ r we set γp = λp−1 − λp, where λ0 = 0.
Then we have γp ∈ ∆
+ \∆I . We denote the coroot of γp by hγp , and set h
− =
∑r
p=1Chγp .
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We set
∆+
(p)
= {β ∈ ∆+ \∆I
∣∣ β|h− = (γj + γk)/2 for some 1 ≤ j ≤ k ≤ p} ∪ {γ1, . . . , γp},
n±(p) =
∑
β∈∆+
(p)
g±β,
l(p) = [n
+
(p), n
−
(p)]
(see Wachi [21] and Wallach [22]). Note that αi0 ∈ ∆
+
(p) for any p and ∆
+
(r) = ∆
+ \ ∆I .
Then it is known that (L(p), n
+
(p)) is a regular prehomogeneous vector space of commutative
parabolic type, where L(p) is the subgroup of G corresponding to l(p). Moreover fj ∈ C[n(p)]
for j ≤ p, and fp is a basic relative invariant of (L(p), n
+
(p)). The regular prehomogeneous
vector space (L(r−1), n
+
(r−1)) is described by the following.
Lemma 2.1. (i) For (A2n−1, n) we have r = n and (L(n−1), n
+
(n−1)) ≃ (A2n−3, n− 1).
(ii) For (Bn, 1) we have r = 2 and (L(1), n
+
(1)) ≃ (A1, 1).
(iii) For (Cn, n) (n ≥ 3) we have r = n and (L(n−1), n
+
(n−1)) ≃ (Cn−1, n − 1).
(iv) For (Dn, 1) we have r = 2 and (L(1), n
+
(1)) ≃ (A1, 1).
(v) For (D2n, 2n) (n ≥ 3) we have r = n and (L(n−1), n
+
(n−1)) ≃ (D2n−2, 2n − 2).
(vi) For (E7, 1) we have r = 3 and (L(2), n
+
(2)) ≃ (D6, 1).
3 Quantum deformations of coordinate algebras
In this section we recall basic properties of the quantum analogue of the coordinate algebra
C[n+I ] of n
+
I satisfying [n
+
I , n
+
I ] = 0 (see [7]). We do not assume that (LI , n
+
I ) is regular. We
take i0 ∈ I0 as in Section 2.
We define a subalgebra Uq(lI) by Uq(lI) = 〈K
±1
i , Ej , Fj | i ∈ I0, j ∈ I〉. Let wI be the
longest element of WI , and set
Uq(n
−
I ) = Uq(n
−) ∩ T−1wI Uq(n
−).
We take a reduced expression wIw0 = si1 . . . sik and set
βt = si1 · · · sit−1(αit), Yβt = Ti1 · · ·Tit−1(Fit)
for t = 1, . . . , k. In particular Yβ1 = Fi0 . We have {βt | 1 ≤ t ≤ k} = ∆
+ \ ∆I . The set
{Y n1β1 · · ·Y
nk
βk
|n1, . . . , nk ∈ Z≥0} is a basis of Uq(n
−
I ).
Proposition 3.1. (see [7])
(i) We have ad(Uq(lI)) Uq(n
−
I ) ⊂ Uq(n
−
I ).
(ii) The elements Yβ ∈ Uq(n
−
I ) for β ∈ ∆
+ \∆I do not depend on the choice of a reduced
expression of wIw0, and they satisfy quadratic fundamental relations as generators of
the algebra Uq(n
−
I )
We regard the subalgebra Uq(n
−
I ) of Uq(n
−) as a quantum analogue of the coordinate
algebra C[n+I ] of n
+
I .
Since C[n+I ] is a multiplicity free lI -module, for the LI -orbit Cp on nI there exist unique
Uq(lI)-submodules Iq(Cp) and I
p
q (Cp) of Uq(n
−
I ) satisfying
Iq(Cp)
∣∣
q=1
= I(Cp), I
p
q (Cp)
∣∣
q=1
= Ip(Cp)
(see [7]).
Proposition 3.2. (see [7]) Iq(Cp) = Uq(n
−
I ) I
p
q (Cp) = I
p
q (Cp) Uq(n
−
I ).
Let fq,p be the highest weight vector of I
p
q (Cp). We have the irreducible decomposition
Uq(n
−
I ) =
⊕
µ∈
∑
p Z≥0λp
Vq(µ),
where Vq(µ) is an irreducible highest weight module with highest weight µ and Vq(λp) =
Ipq (Cp). Explicit descriptions of Uq(n
−
I ) and fq,p are given in [6] in the case where g is
classical, and in [12] for the exceptional cases.
Let f be a weight vector of Uq(n
−
I ) with the weight −µ. If µ ∈ mαi0 +
∑
i∈I Z≥0αi, then
f is an element of
∑
β1,...,βm∈∆+\∆I
C(q)Yβ1 · · ·Yβm . So we can define the degree of f by
deg f = m. In particular deg fq,p = p.
4 Quantum deformations of relative invariants
In the remainder of this paper we assume that (LI , n
+
I ) is regular, and {i0} = I0 \I. Then we
regard the highest weight vector fq,r of I
r
q (Cr) as the quantum analogue of the basic relative
invariant. We give some properties of fq,r in this section.
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By Irq (Cr) = C(q)fq,r and λr = −2̟i0 , we have the following.
Proposition 4.1. We have
ad(Ki)fq,r = fq,r, ad(Ei)fq,r = 0 and ad(Fi)fq,r = 0,
for any i ∈ I, and ad(Ki0)fq,r = q
−2
i0
fq,r.
Lemma 4.2. (i) For i ∈ I we have ri(Uq(n
−
I )) = 0.
(ii) For β ∈ ∆+ \∆I we have r
′
i0
(Yβ) = δαi0 ,β.
Proof. (i) By Jantzen [4] we have
{y ∈ Uq(n
−)|ri(y) = 0} = Uq(n
−) ∩ T−1i Uq(n
−).
On the other hand we have Uq(n
−
I ) ⊂ Uq(n
−) ∩ T−1i Uq(n
−) for i ∈ I. Hence we have
ri(Uq(n
−
I )) = 0 for i ∈ I.
(ii) We show the formula by induction on β.
By the definition of r′i0 , it is clear that r
′
i0
(Yαi0 ) = r
′
i0
(Fi0) = 1.
Assume that β > αi0 and the statement is proved for any root β1 in ∆
+ \∆I satisfying
β1 < β. For some i ∈ I we can write
Yβ = c ad(Fi)Yβ′ = c (FiYβ′ − q
−(αi,β′)Yβ′Fi),
where β′ = β − αi and c ∈ C(q). Hence we have
r′i0(Yβ) = c (Fi r
′
i0
(Yβ′)− q
(αi,αi0−β
′)r′i0(Yβ′)Fi).
If β′ = αi0 , we have r
′
i0
(Yβ′) = 1. If β
′ 6= αi0 , we have r
′
i0
(Yβ′) = 0 by the inductive
hypothesis.
Proposition 4.3. The quantum analogue fq,r is a central element of Uq(n
−).
Proof. For i ∈ I we have [Fi, fq,r] = ad(Fi)fq,r. By Proposition 4.1 we have to show
[Fi0 , fq,r] = 0.
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The q-analogue fq,r is a linear combination of Yβ1 · · ·Yβr satisfying ♯{βi|βi = αi0} ≤ 1
(see [6] and [12]). By using Lemma 4.2 it is easy to show that r′i0(fq,r) 6= 0 and r
′
i0
2(fq,r) = 0.
Hence we have
r′i0
2
(Fi0fq,r) = r
′
i0
2
(fq,rFi0) = (q
di0
i0
+ 1)r′i0(fq,r).
On the other hand there exists c ∈ C(q) such that Fi0fq,r = cfq,rFi0 by Proposition 3.2,
hence we have (q
di0
i0
+ 1)r′i0(fq,r) = c(q
di0
i0
+ 1)r′i0(fq,r). Therefore we obtain c = 1.
5 b-functions and their quantum analogues
We recall the definition of the b-function.
For h ∈ S(n+I ) ≃ C[n
−
I ], we define the constant coefficient differential operator h(∂) by
h(∂) expB(x, y) = h(y) expB(x, y) x ∈ n+I , y ∈ n
−
I ,
where B is the Killing form on g. It is known that there exists a polynomial br(s) called the
b-function of the relative invariant fr such that for s ∈ C
tfr(∂)fr
s+1 = br(s)fr
s.
Then we have deg br = r. The explicit description of br(s) is given by
(A2n−1, n) bn(s) = (s + 1)(s + 2) · · · (s+ n)
(Bn, 1) b2(s) = (s+ 1)
(
s+
2n− 1
2
)
(Cn, n) bn(s) = (s + 1)
(
s+
3
2
)(
s+
4
2
)
· · ·
(
s+
n+ 1
2
)
(Dn, 1) b2(s) = (s+ 1)
(
s+
2n− 2
2
)
(D2n, 2n) bn(s) = (s + 1)(s + 3) · · · (s+ 2n− 1)
(E7, 1) b3(s) = (s+ 1)(s + 5)(s + 9)
(see [8], [13] and [3]).
We define a symmetric non-degenerate bilinear form 〈 , 〉 on S(n−I ) ≃ C[n
+
I ] by 〈f, g〉 =
(tg(∂)f)(0).
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Lemma 5.1. (see Wachi [21]) For f, g, h ∈ S(n−I ) ≃ C[n
+
I ] we have
(i) 〈ad(u)f, g〉 = 〈f, ad(tu)g〉 for u ∈ U(lI),
(ii) 〈f, gh〉 = 〈tg(∂)f, h〉.
We have for β, β′ ∈ ∆+ \∆I
〈x−β, x−β′〉 = δβ,β′
2
(β, β)
.
The comultiplication ∆ of U(g) is defined by ∆(x) = x⊗ 1 + 1⊗ x for x ∈ g. We define the
algebra homomorphism ∆˜ by ∆˜(x) = τ∆(tx), where x ∈ U(g) and τ(y1 ⊗ y2) =
ty1 ⊗
ty2.
Since tx−β(∂)(fg) =
tx−β(∂)(f) g + f
tx−β(∂)(g), we have
〈fg, h〉 = 〈f ⊗ g, ∆˜(h)〉.
We shall define the q-analogue of the differential operator tf(∂) using the q-analogue of
〈 , 〉.
We define the bilinear form 〈 , 〉 on Uq(n
−
I ) by
〈f, g〉 = (q−1 − q)deg f (f, tg),
for the weight vectors f, g of Uq(n
−
I ). It is easy to show that this bilinear form 〈 , 〉 is
symmetric. We have the following.
Proposition 5.2. Let f, g, h ∈ Uq(n
−
I ).
(i) 〈fg, h〉 = 〈f ⊗ g, ∆˜(h)〉, where ∆˜(h) = τ∆(th) and τ(h1 ⊗ h2) =
th1 ⊗
th2.
(ii) For u ∈ Uq(lI) we have
〈ad(u)f, g〉 = 〈f, ad(tu)g〉.
(iii) The bilinear form 〈 , 〉 is non-degenerate.
Proof. (i) It is clear from the definition.
(ii) It is sufficient to show that the statement holds for the weight vectors f, g and the
canonical generator u of Uq(lI). If u = Ki for i ∈ I0, then the assertion is obvious.
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Let u = Ei for i ∈ I. By Lemma 1.1 and Lemma 4.2 we have
(ad(Ei)f,
tg) = (q−1i − qi)
−1(r′i(f),
tg) = (f, tgEi).
On the other hand we have
(f, t(ad(Fi)g)) = (f,
tgEi − q
−µ(hi)
i Ei
tg),
where −µ is the weight of g. Since (Uq(n
−
I ), EiUq(n
+)) = 0 by Lemma 1.1 and Lemma 4.2, we
have (ad(Ei)f,
tg) = (f, t(ad(Fi)g)). We have deg f = deg (ad(Fi)f), and hence the statement
for u = Ei holds. By the symmetry of 〈 , 〉 it also holds for u = Fi.
(iii) We take the reduced expression w0 = si1 · · · siksik+1 · · · sil such that wIw0 = si1 · · · sik .
We define Yβj as in Section 3. Then {Y
n1
β1
· · ·Y nkβk Y
nk+1
βk+1
· · ·Y nlβl } is a basis of Uq(n
−), and for
j > k we have Yβj ∈ Uq(n
−) ∩ Uq(lI). Hence we have Uq(n
−) = Uq(n
−
I ) +
∑
i∈I Uq(n
−)Fi.
Since tUq(n
−) = Uq(n
+), we have Uq(n
+) = tUq(n
−
I )+
∑
i∈I EiUq(n
+). Moreover, we have
(Uq(n
−
I ), EiUq(n
+)) = 0 for i ∈ I. Hence if 〈f, g〉 = 0 for any g ∈ Uq(n
−
I ), then (f, u) = 0 for
any u ∈ Uq(n
+). Thus the assertion follows from the non-degeneracy of ( , ).
Proposition 5.3. For β, β′ ∈ ∆+ \∆I we have
〈Yβ , Yβ′〉 = δβ,β′
[
(β, β)
2
]−1
q
.
Proof. By the definition it is clear that 〈Yβ , Yβ′〉 = 0 if β 6= β
′. In the case where β = β′
we shall show the statement by the induction on β.
Since Yαi0 = Fi0 , we obtain 〈Yαi0 , Yαi0 〉 =
[
(αi0 ,αi0 )
2
]−1
q
.
Assume that β > αi0 and the statement holds for any root β1 in ∆
+ \ ∆I satisfying
β1 < β. Then there exists a root γ (< β) in ∆
+ \∆I such that
Yβ = cγ,β ad(Fi)Yγ , Yγ = c
′
γ,β ad(Ei)Yβ ,
where i ∈ I satisfying β = γ+αi and cγ,β, c
′
γ,β ∈ C(q)
∗. We denote by R the set of the pairs
{γ, β} as above. By Proposition 5.2 we have for {γ, β} ∈ R
〈Yβ , Yβ〉 = 〈Yβ , cγ,β ad(Fi)Yγ〉 = cγ,β 〈ad(Ei)Yβ , Yγ〉 =
cγ,β
c′γ,β
〈Yγ , Yγ〉 =
cγ,β
c′γ,β
[
(γ, γ)
2
]−1
q
.
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On the other hand we have for {γ, β} ∈ R
cγ,β = c
′
γ,β = 1 if (β, β) = (γ, γ),
cγ,β = (q + q
−1)−1, c′γ,β = 1 if 4 = (β, β) > (γ, γ) = 2,
cγ,β = 1, c
′
γ,β = (q + q
−1)−1 if 2 = (β, β) < (γ, γ) = 4
(see [6] and [12]). Hence we obtain 〈Yβ, Yβ〉 =
[
(β,β)
2
]−1
q
.
By Proposition 5.2 and 5.3 we can regard 〈 , 〉 on Uq(n
−
I ) as the q-analogue of 〈 , 〉 on
S(n−I ) ≃ C[n
+
I ].
Proposition 5.4. (i) For any g ∈ Uq(n
−
I ) there exists a unique
tg(∂) ∈ EndC(q)(Uq(n
−
I ))
such that 〈tg(∂)f, h〉 = 〈f, gh〉 for any f, h ∈ Uq(n
−
I ). In particular we have
tYαi0 (∂) = [di0 ]
−1
q r
′
i0
,
and for β > αi0
tYβ(∂) = cβ′,β(
tYβ′(∂)ad(Ei)− q
−β′(hi)
i ad(Ei)
tYβ′(∂)),
where Yβ = cβ′,β ad(Fi)Yβ′ .
(ii) For f ∈ Uq(n
−
I )−µ and g ∈ Uq(n
−
I )−ν we have
tg(∂)f ∈ Uq(n
−
I )−(µ−ν).
Proof. (i) The uniqueness follows from the non-degeneracy of 〈 , 〉. If there exist tg(∂) and
tg′(∂), then we have t(gg′)(∂) = tg′(∂) tg(∂). Therefore we have only to show the existence of
tYβ(∂) for any β ∈ ∆
+ \∆I . By Lemma 1.1 we have
tYαi0 (∂) = [di0 ]
−1
q r
′
i0
. Let β > αi0 . Then
there exists a root β′(< β) such that Yβ = cβ′,β ad(Fi)Yβ′ (cβ′,β ∈ C(q)). By Proposition 5.2
we can show that tYβ(∂) = cβ′,β(
tYβ′(∂)ad(Ei)− q
−β′(hi)
i ad(Ei)
tYβ′(∂)) easily.
(ii) The assertion follows from (i).
Lemma 5.5. For i ∈ I ad(Ei)
tfq,r(∂) =
tfq,r(∂)ad(Ei) and ad(Fi)
tfq,r(∂) =
tfq,r(∂)ad(Fi).
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Proof. Let y1, y2 ∈ Uq(n
−
I ). Since ad(Fi)fq,r = 0 for i ∈ I, we have ad(Fi)(fq,ry2) =
fq,r ad(Fi)y2. Hence we obtain
〈ad(Ei)
tfq,r(∂)(y1), y2〉 = 〈y1, fq,r ad(Fi)y2〉 = 〈y1, ad(Fi)(fq,ry2)〉 = 〈
tfq,r(∂)ad(Ei)(y1), y2〉.
Similarly we obtain ad(Fi)
tfq,r(∂) =
tfq,r(∂)ad(Fi)
By Proposition 5.4 and Lemma 5.5 the element tfq,r(∂)(f
s+1
q,r ) (s ∈ Z≥0) is the highest
weight vector with highest weight sλr = −2s̟i0 . Since Uq(n
−
I ) is a multiplicity free Uq(lI)-
module, there exists b˜q,r,s ∈ C(q) such that
tfq,r(∂)(f
s+1
q,r ) = b˜q,r,sf
s
q,r.
Proposition 5.6. There exists a polynomial b˜q,r(t) ∈ C(q)[t] such that b˜q,r,s = b˜q,r(q
s
i0
) for
any s ∈ Z≥0.
Proof. Let ψ = ψ1 · · ·ψm, where ψj = r
′
i0
or ad(Ei) for some i ∈ I. Set n = n(ψ) =
♯{j|ψj = r
′
i0
}. For k ∈ Z≥0 and y ∈ Uq(n
−
I )−µ we have
r′i0(f
k
q,ry) = q
k−1+µ(hi0)
i0
[k]qi0
fk−1q,r r
′
i0
(fq,r)y + f
k
q,r r
′
i0
(y)
by the induction on k. Note that q
k−1+µ(hi0 )
i0
[k]qi0
= (qi0 − q
−1
i0
)−1q
µ(hi0 )−1
i0
((qki0)
2 − 1).
Moreover ad(Ei)(f
k
q,ry) = f
k
q,r ad(Ei)y for i ∈ I. Hence we have
ψ(f s+1q,r ) =
n∑
p=1
cp(q
s
i0
)f s+1−pq,r yp,
where cp ∈ C(q)[t] and yp ∈ Uq(n
−
I ) does not depend on s.
By Proposition 5.4 tfq,r(∂) is a linear combination of such ψ satisfying n(ψ) = r. The
assertion is proved.
We set bq,r(s) = b˜q,r(q
s
i0
) for simplicity. By definition we have
〈f s+1q,r , f
s+1
q,r 〉 = bq,r(s)bq,r(s− 1) · · · bq,r(0).
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6 Explicit forms of quantum b-functions
Our main result is the following.
Theorem 6.1. Let br(s) =
∏r
i=1(s+ ai) be a b-function of the basic relative invariant of the
regular prehomogeneous vector space (LI , n
+
I ). Then the quantum analogue bq,r(s) of br(s) is
given by
bq,r(s) =
r∏
i=1
qs+ai−1i0 [s+ ai]qi0
(up to a constant multiple),
where {i0} = I0 \ I.
We prove this theorem by calculating bq,r(s) in each case.
For p = 1, . . . , r we define ∆+(p), L(p) and n
±
(p) as in Section 2. We define the subalgebra
Uq(n
−
(p)) of Uq(n
−
I ) by
Uq(n
−
(p)) = 〈Yβ |β ∈ ∆
+
(p)〉.
Then Uq(n
−
(p)) is a q-analogue of C[n
+
(p)], and fq,p ∈ Uq(n
−
(p)) is a q-analogue of basic relative
invariant fp of the regular prehomogeneous vector space (L(p), n
+
(p)). We denote by bq,p(s)
the q-analogue of the b-function of fp.
The regular prehomogeneous vector space (L(1), n
+
(1)) is of type (A1, 1), and we have
Uq(n
−
(1)
) = 〈Fi0〉, fq,1 = cFi0 (c ∈ C(q)
∗). Since r′i0(F
s+1
i0
) = qsi0 [s+ 1]qi0
F si0 , we obtain
bq,1(s) = c
2 [di0 ]
−1
q q
s
i0
[s+ 1]qi0
.
If we determine ap(s) ∈ C(q) by
〈f sq,p, f
s
q,p〉 = ap(s)〈f
s
q,p−1, f
s
q,p−1〉,
then we have bq,p(s) =
ap(s + 1)
ap(s)
bq,p−1(s). Therefore we can inductively obtain the explicit
form of bq,r.
The next lemma is useful for the calculation of ap(s).
Lemma 6.2. (i) For β ∈ ∆+ \∆I we have
tYβ(∂)(f
n
q,ry) =
tYβ(∂)(f
n
q,r)ad(K
−1
β )y + f
n
q,r
tYβ(∂)y (y ∈ Uq(n
−
I )).
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(ii) tYβ(∂)(f
n
q,r) = q
n−1
i0
[n]qi0f
n−1
q,r
tYβ(∂)(fq,r).
(iii) For β ∈ ∆+(p) \∆
+
(p−1) we have
tYβ(∂)(f
n
q,p−1) = 0.
Proof. (i) This is proved easily by the induction on β. Note that ad(Ei)(fq,r) = 0 for i ∈ I.
(ii) Since fq,r is a central element of Uq(n
−
I ), this follows from (i).
(iii) Let β ∈ ∆+(p)\∆
+
(p−1). Then there exists some j ∈ I such that β ∈ Z>0αj+
∑
i 6=j Z≥0αi
and γ ∈
∑
i 6=j Z≥0αi for any γ ∈ ∆
+
(p−1). Hence we have Uq(n
−
(p−1))−(λp−1−β) = {0}, and the
statement follows.
Let us give ap(s) in each case.
Let (LI , n
+
I ) be the regular prehomogeneous vector space of type (A2n−1, n). Then the
number of non-open orbits r is equal to n, and di0 = dn = 1. Here we label the vertices of
the Dynkin diagram as in Figure 1.
Let 1 ≤ i, j ≤ n. We set βij = αn−i+1 + αn−i+2 + · · · + αn+j−1, and Yij = Yβij . For two
sequences 1 ≤ i1 < · · · < ip ≤ n, 1 ≤ j1 < · · · < jp ≤ n we set
(i1, . . . , ip|j1, . . . , jp) =
∑
σ∈Sp
(−q)l(σ)Yi1,jσ(1) · · ·Yip,jσ(p).
Then we have fq,p = (1, . . . , p|1, . . . , p) (see [6]). It is easy to show the following formula.
fq,p =
p∑
k=1
(−q−1)p−kYp,k(1, . . . , p − 1|1, . . . , kˇ, . . . , p).(6.1)
Note that βp,k ∈ ∆
+
(p) \∆
+
(p−1) and (1, . . . , p − 1|1, . . . , kˇ, . . . , p) = ad(Fn+k · · ·Fn+p−1)fq,p−1
in (6.1).
Since βp,i ∈ ∆
+
(p) \∆
+
(p−1) for 1 ≤ i ≤ p, by Lemma 6.2 we have
tYp,i(∂)(f
s1
q,pf
s2
q,p−1) = q
s1−1[s1]qf
s1−1
q,p
tYp,i(∂)(fq,p) ad(K
−1
βp,i
)(f s2q,p−1).
On the other hand we have the following.
Lemma 6.3.
tYi,j(∂)fq,p = (−q)
i+j−2(1, . . . , iˇ, . . . , p|1, . . . , jˇ, . . . , p) (1 ≤ i, j ≤ p).
Proof. By Proposition 5.4, the statement is proved by the induction on i, j easily.
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Since ad(K−1βp,i)(fq,p−1) = qfq,p−1 if i ≤ p− 1 and fq,p−1 if i = p, we have
〈f s1q,pf
s2
q,p−1, f
s1
q,pf
s2
q,p−1〉 =
p∑
i=1
(−q−1)p−i〈tYp,i(∂)(f
s1
q,pf
s2
q,p−1), gif
s1−1
q,p f
s2
q,p−1〉
=
p−1∑
i=1
(−q)2i−2qs1+s2−1[s1]q〈f
s1−1
q,p gif
s2
q,p−1, f
s1−1
q,p gif
s2
q,p−1〉
+ (−q)2p−2qs1−1[s1]q〈f
s1−1
q,p f
s2+1
q,p−1, f
s1−1
q,p f
s2+1
q,p−1〉,
where gi = (1, . . . , p− 1|1, . . . , iˇ, . . . , p).
Now we have for 1 ≤ i ≤ p− 1
gi = ad(Fn+i)gi+1, gi+1 = ad(En+i)gi,
ad(En+i)fq,p = fq.p−1 = 0, ad(Fn+i)fq,p = 0, ad(Fn+i)fq,p−1 = δi,p−1gp−1
(see [6]). Therefore we have
ad(En+p−1 · · ·En+i+1En+i)(f
s1−1
q,p gif
s2
q,p−1) = ad(En+p−1 · · ·En+i+1)(f
s1−1
q,p gi+1f
s2
q,p−1)
= · · · = ad(En+p−1)(f
s1−1
q,p gp−1f
s2
q,p−1) = q
−s2f s1−1q,p f
s2+1
q,p−1,
and
f s1−1q,p gif
s2
q,p−1 = ad(Fn+i)(f
s1−1
q,p gi+1f
s2
q,p−1) = · · · = ad(Fn+i · · ·Fn+p−2)(f
s1−1
q,p gp−1f
s2
q,p−1).
Here we have gp−1fq,p−1 = q
−1fq,p−1gp−1, and hence
f s1−1q,p gif
s2
q,p−1 = q
−s2 [s2 + 1]
−1
q ad(Fn+i · · ·Fn+p−2Fn+p−1)(f
s1−1
q,p f
s2+1
q,p−1).
By Proposition 5.2 we obtain
〈f s1q,pf
s2
q,p−1, f
s1
q,pf
s2
q,p−1〉 = q
s1−1[s1]q(q
−s2 [s2 + 1]
−1
q
p−1∑
i=1
q2i−2 + q2p−2)〈f s1−1q,p f
s2+1
q,p−1, f
s1−1
q,p f
s2+1
q,p−1〉
= qp+s1−2[s1]q[p+ s2]q[s2 + 1]
−1
q 〈f
s1−1
q,p f
s2+1
q,p−1, f
s1−1
q,p f
s2+1
q,p−1〉.
From this formula we have the following.
Proposition 6.4. Let (LI , n
−
I ) be a regular prehomogeneous vector space of type (A2n−1, n).
We have
ap(s) = q
s(s+2p−3)
2
s∏
i=1
[i+ p− 1]q.
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In particular bq,p(s) = q
s+p−1[s+ p]q bq,p−1(s), and we have the quantum b-function
bq,n(s) =
n∏
p=1
qs+p−1[s+ p]q.
Next, we assume that (LI , n
+
I ) is regular of type (D2n, 2n). We label the vertices of the
Dynkin diagram as in Figure 1, then di0 = d2n = 1. There exist n non-open orbits on n
+
I .
Let 1 ≤ i < j ≤ 2n. Set
βij =
{
αi + · · ·+ αj−1 + 2αj + · · ·+ 2α2n−2 + α2n−1 + α2n (j < 2n)
αi + · · ·+ α2n−2 + α2n (j = 2n),
and Yij = Yβij . For a sequence 1 ≤ i1 < i2 < · · · < i2p ≤ 2n, we set
(i1, i2, . . . , i2p) =
∑
σ∈Sˆ2p
(−q−1)l(σ)Yiσ(1),iσ(2) · · ·Yiσ(2p−1),iσ(2p) ,
where Sˆm = {σ ∈ Sm | σ(2k − 1) < σ(2k + 1), σ(2k − 1) < σ(2k) for all k}. Then we have
fq,p = (j
p
1 , j
p
2 , . . . , j
p
2n), where j
p
k = 2n − 2p + k (see [6]). We can easily show the following
description of fq,p similar to (6.1).
fq,p =
2p∑
k=2
(−q)2−kYjp1 ,j
p
k
(jp2 , . . . , jˇ
p
k , . . . , j
p
2p) =
2p∑
k=2
(−q)2−kYjp1 ,j
p
k
ad(Fjp
k−1
· · ·Fjp2 )fq,p−1.
Note that βjp1 ,j
p
k
/∈ ∆+(p−1). Hence we can use Lemma 6.2.
By using the induction on i, j, we can show the following lemma.
Lemma 6.5. We have
tYjp
k
j
p
k′
(∂)fq,p = (−q)
4n−1−k−k′(jp1 , . . . , jˇ
p
k , . . . , jˇ
p
k′ , . . . , j
p
2p)
for 1 ≤ k < k′ ≤ 2p.
Similarly to the case of type A, we obtain the following.
Proposition 6.6. Let (LI , n
−
I ) be a regular prehomogeneous vector space of type (D2n, 2n).
We have
ap(s) = q
s(4p+s−5)
2
s∏
j=1
[j + 2p− 2]q.
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In particular bq,p(s) = q
s+2p−2[s+ 2p− 1]q bq,p−1(s), we have the quantum b-function
bq,n(s) =
n∏
p=1
qs+2p−2[s+ 2p− 1]q.
Let (LI , n
+
I ) be the regular prehomogeneous vector space of type (Bn, 1). We label the
vertices of the Dynkin diagram as in Figure 1, then di0 = d1 = 2. There exist two non-open
orbits on n+I . Let 1 ≤ i ≤ 2n − 1. We set Yi = Yβi , where
βi =
{
α1 + · · ·+ αi (1 ≤ i ≤ n)
α1 + · · ·+ α2n−i + 2α2n−i+1 + · · ·+ 2αn (n + 1 ≤ i ≤ 2n− 1).
We have
fq,1 = Y1 = F1,
fq,2 =
n−1∑
i=1
(−qi0)
i+1−nYn+iYn−i + (q + q
−1)−2q−1(−qi0)
1−nY 2n
(see [6]). Note that βi /∈ ∆
+
(1) if i 6= 1. On the other hand we have the following.
Lemma 6.7.
tYi(∂)fq,2 =
{
(q + q−1)−1(−qi0)
i−1Y2n−i (1 ≤ i ≤ n)
−(q + q−1)−1(−qi0)
i−2Y2n−i (n+ 1 ≤ i ≤ 2n− 1).
Similarly to the case of type A, we obtain the following.
Proposition 6.8. Let (LI , n
−
I ) be a regular prehomogeneous vector space of type (Bn, 1).
We have
a2(s) = (q + q
−1)−sq
s(s+2n−4)
2
i0
s∏
i=1
[
i+
2n− 3
2
]
qi0
.
In particular we have the quantum b-function
bq,2(s) = (q + q
−1)−2qsi0 [s+ 1]qi0 q
s+ 2n−3
2
i0
[
s+
2n− 1
2
]
qi0
.
Let (LI , n
+
I ) be the regular prehomogeneous vector space of type (Dn, 1). We label the
vertices of the Dynkin diagram as in Figure 1, then di0 = d1 = 1. There exist two non-open
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orbits on n+I . Let 1 ≤ i ≤ 2n − 2. We set Yi = Yβi , where
βi =

α1 + · · · + αi (1 ≤ i ≤ n− 1)
α1 + · · · + αn−2 + αn (i = n)
α1 + · · · + α2n−i + 2α2n−i+1 + · · ·+ 2αn−2 + αn−1 + αn (n+ 1 ≤ i ≤ 2n− 2).
Then we have fq,1 = Y1 = F1, and fq,2 =
∑n−1
i=1 (−q)
i+1−nYn+i−1Yn−i (see [6]). We have the
following results similar to those of type (Bn, 1).
Lemma 6.9.
tYi(∂)fq,2 =
{
(−q)i−1Y2n−1−i (1 ≤ i ≤ n− 1)
(−q)i−2Y2n−1−i (n ≤ i ≤ 2n − 2).
Proposition 6.10. Let (LI , n
−
I ) be a regular prehomogeneous vector space of type (Dn, 1).
We have
a2(s) = q
s(s+2n−5)
2
s∏
i=1
[i+ n− 2]q.
In particular we have the quantum b-function
bq,2(s) = q
s[s+ 1]q q
s+n−2 [s+ n− 1]q.
Let (LI , n
+
I ) be the regular prehomogeneous vector space of type (E7, 1). We label the
vertices of the Dynkin diagram as in Figure 1, then di0 = d1 = 1. There exist three non-open
orbits on n+I .
For 1 ≤ j ≤ 27, we denote by Yj and ψj the generators of irreducible Uq(lI)-modules
Vq(λ1) and Vq(λ2) respectively (see [12] for the explicit descriptions of Yj and ψj). Note that
Yj = Yβj for some βj ∈ ∆
+ \∆I , Uq(n
−
(2)) = 〈Y1, . . . , Y10〉, and ψ27 = fq,2. Now (L(2), n
+
(2)) is
of type (D6, 1), hence we have bq,2(s) = q
s[s+ 1]q q
s+4 [s+ 5]q.
The q-analogue fq,3 of the basic relative invariant is given by
fq,3 =
27∑
j=1
(−q)|βj |−1Yj ψj
= (1 + q8 + q16)Y27 ψ27 +
q−10 + q−8 − q−4 + 1 + q2
1 + q2
26∑
j=11
(−q)|βj |−1Yj ψj ,
where |β| =
∑7
i=1mi for β =
∑7
i=1miαi.
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Lemma 6.11. For 1 ≤ j ≤ 27 we have tYj(∂)fq,3 = (1 + q
8 + q16)(−q)|βj |−1ψj .
Then we have the following.
Proposition 6.12. Let (LI , n
−
I ) be a regular prehomogeneous vector space of type (E7, 1).
We have
a3(s) = (1 + q
8 + q16)2sq
s(s+15)
2
s∏
i=1
[i+ 8]q.
Therefore we have the quantum b-function
bq,3(s) = (1 + q
8 + q16)2 qs+8 [s+ 9]q bq,2(s)
= (1 + q8 + q16)2 qs[s+ 1]q q
s+4[s+ 5]q q
s+8[s+ 9]q.
Finally, we assume that (LI , n
+
I ) is the regular prehomogeneous vector space of type
(Cn, n). We label the vertices of the Dynkin diagram as in Figure 1, then di0 = dn = 2.
There exist n non-open orbits on n+I . Let 1 ≤ i ≤ j ≤ n. We set βij = αi + · · · + αj−1 +
2αj + · · · + 2αn−1 + αn and Yij = cijYβij , where cij = q + q
−1 if i = j and 1 if i 6= j. For
i < j we define Yji by Yji = q
−2Yij. Then we can write for 1 ≤ p ≤ n
fq,p =
∑
σ∈Sp
(−q)−l(σ)Yip1,i
p
σ(1)
· · ·Yipp,ipσ(p)
,
where ipk = n+ k − p (see [6]).
Lemma 6.13.
fq,p = Yip1,i
p
1
fq,p−1 +
p∑
k=2
(−q)1−k
q + q−1
Yip
k
,i
p
1
ad(Fip
k−1
· · ·Fip2Fi
p
1
)fq,p−1.
Proof. We denote the right handed side of the statement by gp. It is easy to show that
the coefficient of Yip1,i
p
1
· · · Yipp,ipp in fq,p is equal to that in gp. Moreover the weight of fq,p is
equal to that of gp. Hence it is sufficient to show that gp is the highest weight vector. Since
(L(p), n
+
(p)) ≃ (Cp, p), we have only to show the statement in the case where p = n. We can
easily show that ad(Ej)gn = 0 for 2 ≤ j ≤ n− 1.
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Let us show ad(E1)gn = 0. For 2 ≤ j ≤ n we define ϕj by ϕ2 = ad(E1)gn and ϕj+1 =
ad(Ej)ϕj . We denote the weight of ϕj by µj. Then we have µj ∈ −α1 +
∑
i 6=1 Z≤0αi. It is
easy to show that ad(Ek)ϕj = 0 for any k 6= j. In particular ad(Ek)ϕn = 0 for any k ∈ I.
On the other hand we have the irreducible decomposition
Uq(n
−
I ) =
⊕
µ∈
∑n
j=1 Z≥0λj
Vq(µ),
and if µ ∈
∑n
j=1 Z≥0λj, then µ ∈ 2Z≤0α1 +
∑
i 6=1 Z≤0αi. Hence µn /∈
∑n
j=1 Z≥0λj , and we
have ϕn = 0. We obtain ϕj = 0 for any j by the induction.
Note that Yip
k
i
p
1
/∈ Uq(n
−
(p−1)) for 1 ≤ k ≤ p. Hence we can use Lemma 6.2.
We can prove the following lemma.
Lemma 6.14.
tYip1i
p
k
(∂)fq,p =
{
(−q)2p−2(q + q−1)fq,p−1 (k = 1)
−(−q)2p−kad(Fip
k−1
· · ·Fip1)(fq,p−1) (k ≤ 2).
Similarly to the case of type A, we obtain the following.
Proposition 6.15. Let (LI , n
−
I ) be a regular prehomogeneous vector space of type (Cn, n).
We have
ap(s) = (q + q
−1)s q
s(s+p−2)
2
i0
s∏
i=1
[
i+
p− 1
2
]
qi0
.
In particular bq,p(s) = (q + q
−1) q
s+ p−1
2
i0
[
s+ p+12
]
qi0
bq,p−1(s), and we have the quantum
b-function
bq,n(s) = (q + q
−1)n
n∏
p=1
q
s+ p−1
2
i0
[
s+
p+ 1
2
]
qi0
.
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