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DISEÑO Y EVALUACIÓN DE UN CLASIFICADOR DE TEXTURAS 
BASADO EN LS-SVM
DESIGN AND EVALUATION OF A TEXTURE CLASSI-
FIER BASED ON LS-SVM
Key words: kernel, least square, optimization, textures, segmenta-tion, support vector machine, 
RESUMENEvaluar el desempeño y el costo computacional de diferentes ar-quitecturas y metodologías Least Square Support Vector Machine (LS-SVM) ante la segmentación de imágenes por textura y a partir 
de dichos resultados postular un modelo de un clasificador de tex-
turas LS-SVM.  Metodología: Ante un problema de clasificación bi-naria representado por la segmentación  de 32 imágenes, organiza-das en 4 grupos y formadas por pares de texturas típicas (granito/corteza, ladrillo/tapicería, madera/mármol, tejido/pelaje), se mide y compara el desempeño y el costo computacional de dos tipos de núcleo (Radial / Polinomial), dos funciones de optimización (míni-mo local / búsqueda exhaustiva) y dos funciones de costo (valida-ción cruzada aleatoria / Validación cruzada dejando al menos uno) en una LS-SVM que toma como entrada los pixeles que conforman la vecindad cruz del pixel a evaluar (no se hace extracción de carac-
terísticas). Resultados: LS-SVM como clasificador de texturas, pre-
ABSTRACTTo Evaluate the performance and the computational cost of diffe-rent  Least Square Support Vector Machine (LS-SVM) architectures and methodologies  to image segmentation by texture and and ba-
sed on these results apply  a  texture classifier model LS-SVM me-
thodology; facing a binary classification problem segmentation re-presented by 32 images, organized into 4 groups formed by pairs of typical textures (granite / crust, brick / upholstery, wood / marble, fabric / fur), the performance and  the computational cost of two types of core(radial/Polynominal) , two optimization functions (lo-cal mínimum/exhaustive search) and  and two cost functions (ran-dom cross validation / Cross Validation leaving at least one)  are measured and compared  in a LS-SVM that takes as input the pixels that make up the neighborhood pixel cross-evaluate (there is no 
feature extraction). LS-SVM texture classifier presents better per-formance and requires less computational cost when a radial basis kernel and an optimization function based on a search algorithm to local minima accompanied by a cost function that uses random cross-validation are used.
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1. INTRODUCCIÓN
Support Vector Machine (SVM) en un método 
de clasificación y regresión proveniente de la teoría de aprendizaje estadístico postulada por 
Vapnik y Chervonenkis [1][2]. La metodología base de SVM se puede resumir de la siguiente 
forma: Si se requiere clasificar un conjunto de datos (representados en un plano n-dimensio-nal) no separables linealmente,  se toma dicho conjunto de datos y se mapea a un espacio de mayor dimensión donde si sea posible la sepa-ración lineal (esto se realiza mediante funcio-nes llamadas Kernel). En este nuevo plano se busca un hiperplano que sea capaz de separar en 2 clases  los datos de entrada; el plano debe tener la mayor distancia posible a los puntos de ambas clases (los puntos más cercanos a este hiperplano de separación son los vectores de soporte). Si lo que se requiere es hacer una regresión, se toma el conjunto de datos  y se transforma a un espacio de mayor dimensión (donde sí se pueda hacer una regresión lineal) y en este nuevo espacio se realiza la regresión lineal pero sin penalizar errores pequeños.La forma como se soluciona el problema de en-contrar un hiperplano maximizando las már-
genes entre éste y los puntos de ambas clases 
(del conjunto de datos de entrada), define si la SVM es tradicional o es  LS-SVM. SVM soluciona dicho problema mediante el principio de struc-tural risk minimization mientras que LS-SVM lo soluciona mediante un conjunto de ecuaciones 
lineales [3]. Mientras que en SVM tradicional muchos valores de soporte son cero (valores 
diferentes a cero corresponden a los vectores de soporte), en LS-SVM los valores de soporte son proporcionales a los errores.LS-SVM ha sido propuesto y usado en el proce-samiento de imágenes en diferentes campos. A continuación se nombran algunos ejemplos: 
Análisis de imágenes médicas diagnósticas, tales como,  magnectic resonance imaging y 
magnetic resonance spectroscopy,  [4][5]; In-terpretación de imágenes provenientes de da-
tos genéticos, tales como los  microarray [6]; Tratamiento de imágenes en el ámbito de la se-guridad, como la detección de objetos en imá-
genes infrarojas [7], la detección de rostros [8] y el reconocimiento de matrículas de vehículos 
[9];  Tratamiento de imágenes espaciales, como 
Remote sensing Image [10]. En este artículo se mide el desempeño de LS-SVM, teniendo como variable: la función ker-nel, la  funcion de optimización  y  la función de costo, ante un proceso muy útil en el trata-
miento de imágenes, como lo es la clasificación 
de texturas. Con ésta evaluación se busca obte-ner criterios de diseño de LS-SVM para desa-
rrollar clasificadores de texturas óptimos que se pueden aplicar a cualquiera de los campos mencionados anteriormente. Este artículo está organizado de la siguiente forma: En la sección 2 se presentan los fundamentos teóricos de LS-SVM, en la sección 3 se describe la metodología desarrollada, en la sección 4 se exponen los re-sultados obtenidos y por último en la sección 











senta mejor desempeño y exige menor costo computacional cuan-do utiliza un kernel de base radial y una función de optimización basada en un algoritmo de búsqueda de mínimos locales acompa-ñado de una función de costo que use validación cruzada aleatoria.
Palabras claves: máquinas de vectores de soporte, núcleo, mínimos cuadrados, segmentación,  optimización, texturas. 
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2. FUNDAMENTOS DE LS-SVM [3],[11]
Dado un conjunto de entrenamiento (ecuación 
(1)).







SVM tiene como objetivo construir un clasifica-dor de la forma de la ecuación (2).







Donde σ y b son constantes y Ψ representa el kernel y puede ser cualquiera de las funciones 
descritas mediante la ecuación (3), (4) y (5).
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El clasificador se construye mediante la ecua-
ción (6).
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Que se puede expresar de forma compacta 
como lo muestra la ecuación (7).
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Donde ϕ es la función que mapea los datos de entrada a un nuevo espacio de mayor dimen-sión donde exista el hiperplano separador. Si no se consigue obtener el hiperplano en el es-pacio de mayor dimensión se introduce un tipo 
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SVM tradicional soluciona el problema de en-
contrar el mejor hiperplano clasificador utili-zando el principio structural risk minimization (ecuación (9)).














LS-SVM plantea una modificación a la ecuación (9) para ser resuelta mediante un conjunto de 
ecuaciones lineales. La ecuación (10) es pro-puesta por LS-SVM.
















De acuerdo a la ecuación (8) se construye el la-
grangiano descrito por la ecuación (11).
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Donde αk son los multiplicadores de Lagrange. 

































































Las condiciones para optimizar se escriben como la solución a un conjunto de ecuaciones 
lineales (ecuación (13)).
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La solución se expresa también mediante la 
ecuación (14).
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Y aplicando la condición de Mercer (ecuación 
(15)).
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Por último el clasificador descrito en la ecua-ción (2) es encontrado solucionando el con-
junto de ecuaciones lineales (14) y (15). Los 
valores de soporte αx son proporcionales a los 
errores en la ecuación (12).
3. METODOLOGÍA
3.1. El problemaEl problema utilizado para evaluar el desempe-
ño de LS-SVM es un problema de clasificación 
binaria: clasificar cada uno de los píxeles de una imagen entre dos categorías correspon-
dientes a dos tipos de textura. La clasificación se hace sin extracción de características, los 
datos de entrada al clasificador son el píxel a 
clasificar y sus 4 vecinos.
3.2. Data set
Se seleccionaron 8 categorías de texturas de 
una base de datos [12] de 1000 imágenes (25 
categorías de texturas y 40 ejemplos por textu-ra) construida mediante un trabajo en conjun-
to con: the  National Science Foundation, Eu-
ropean project LAVA, the UIUC-CNRS Research 
Collaboration Agreement, the UIUC Campus 
Research Board, and the Beckman Institute. 
Se tomaron 8 ejemplos de cada una de las 8 categorías seleccionadas y se agruparon por pares (granito/corteza, ladrillo/tapicería, ma-dera/mármol y tejido/pelaje) conformando 32 
imágenes de 40x40 pixels agrupadas en 4 cla-ses de acuerdo a la combinación de texturas. En 
la figura 1 se muestra un ejemplo de cada una de las clases de imágenes.
Figura 1.  Imágenes de ejemplo de cada una de las 4 
clases. IM1: granito/corteza. IM2: ladrillo/tapicería. IM3: 
madera/mármol. IM4: tejido/pelaje.
3.3. Modelos
Kernel: Es una función que transforma los datos de entrada a un espacio de mayor dimensión donde sea posible su separación lineal. En este artículo se evalúan dos funciones Kernel: Po-lynomial, que utiliza una ecuación polynomial 
no homogénea (4) y RBF (Radial Base Funtion) que es una ecuación cuyos valores dependen solo de la distancia a un punto tomado como referencia central. En este caso se utiliza una 
RBF gausiana (5).
Función de optimización: Función utilizada para hallar de forma óptima los parámetros tuning (gam y sig2) de la LS-SVM. Ésta función toma unos valores tuning iniciales obtenidos mediante CSA (Coupled Simulated Annealing) y hace una búsqueda, que para este articulo puede ser Simplex (optimización multidimen-sional no lineal sin restricciones que encuen-tra mínimos locales mediante el algoritmo de 
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Función de costo: Es la función que da un esti-mado del desempeño del modelo ante un con-junto de entrenamiento determinado. Esta fun-ción utiliza una validación cruzada, que para efectos de la presente evaluación se ha emplea-do la random crossvalidation  (validación don-de se divide aleatoriamente los datos que van a servir de entrenamiento y los que van a servir de prueba) y la leaveoneout (validación que se-para los datos de forma que para cada iteración se tenga una sola muestra para los datos de prueba y todo el resto conformando los datos de entrenamiento).
En la tabla 1 se encuentran los modelos a eva-luar.







1 Polynomial Simplex Leaveoneout2 Polynomial Simplex Random3 RBF Simplex Leaveoneout4 RBF Simplex Random
5 RBF Gridsearch Leaveoneout
6 RBF Gridsearch Random
3.4. Métricas
Para evaluar una clasificación binaría, que en este caso es separar una textura B (textura del lado derecho de cada una de las imágenes del data set) de una textura A (textura del lado iz-quierdo de cada una de las imágenes del data 
set), se han utilizado 3 métricas:
Sensibilidad: Indica la capacidad del clasifica-
dor de identificar  los píxeles que realmente pertenecen a la textura B. Se determina a partir 







Especificidad: Indica la capacidad del clasifi-
cador de identificar  los píxeles que realmente pertenecen a la textura A. Se determina a partir 








Precisión: indica la capacidad del clasificador de dar el mismo resultado en mediciones dife-rentes realizadas en las mismas condiciones. Se 
determina a partir de la ecuación (18).
( )
* 100Pr ecision






Costo computacional: tiempo de entrenamiento bajo las mismas condiciones computacionales.
4. RESULTADOSA continuación en la tabla 2 se presentan los 
valores de sensibilidad, especificidad, precisión 
y tiempo de cómputo  para los 6 modelos eva-luados ante las 4 clases de imágenes. 
Ademas se presenta el promedio de cada mé-trica por modelo. En esta tabla los modelos se 
identifican por números (ver tabla 1 para equi-valencia) y las imágenes por abreviaciones (ver 
figura 1 para equivalencia). 
En la figura 2 se ilustra el patrón de salida de-seado para todas las imágenes el proceso de 
clasificación, cero (negro) para la textura A y 
uno (blanco) para la textura B. En las figura 3, 4, 
5 y 6 se ilustran las imágenes resultantes para 
cada uno de los 6 modelos y cada una de las 4 imágenes.
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Tabla 2. Resultados generales
MODELO SENSIBILIDAD ESPECIFICIDAD PRECISIÓN TIEMPO
1
IM1 70,75 IM1 72,75 IM1 71,75 IM1 1,14
IM2 93,37 IM2 82,50 IM2 87,94 IM2 1,01
IM3 89,12 IM3 95,25 IM3 92,19 IM3 1,17
IM4 93,25 IM4 81,62 IM4 87,44 IM4 1,15AV 86,62 AV 83,03 AV 84,83 AV 1,12
2
IM1 70,75 IM1 72,87 IM1 71,81 IM1 1,12
IM2 93,50 IM2 82,50 IM2 88,00 IM2 1,05
IM3 89,12 IM3 95,50 IM3 92,31 IM3 1,04
IM4 93,25 IM4 81,37 IM4 87,31 IM4 0,95AV 86,66 AV 83,06 AV 84,86 AV 1,04
3
IM1 79,50 IM1 79,62 IM1 79,56 IM1 0,87
IM2 95,12 IM2 85,87 IM2 90,50 IM2 1,39
IM3 90,12 IM3 95,25 IM3 92,69 IM3 0,97
IM4 96,37 IM4 88,37 IM4 92,37 IM4 1,25AV 90,28 AV 87,28 AV 88,78 AV 1,12
4
IM1 87,78 IM1 88,37 IM1 88,12 IM1 0,92
IM2 95,12 IM2 86,50 IM2 90,81 IM2 0,95
IM3 91,25 IM3 95,50 IM3 93,37 IM3 1,03
IM4 96,00 IM4 87,75 IM4 91,87 IM4 1.05AV 92,54 AV 89,53 AV 91,04 AV 0,97
5
IM1 81,87 IM1 80,12 IM1 81,00 IM1 1,09
IM2 95,12 IM2 85,50 IM2 90,31 IM2 1,02
IM3 90,25 IM3 95,25 IM3 92,75 IM3 1,07
IM4 96,00 IM4 88,25 IM4 92,12 IM4 0,99AV 90,81 AV 87,28 AV 89,05 AV 1,04
6
IM1 82,75 IM1 84,25 IM1 83,50 IM1 0,94
IM2 95,12 IM2 85,75 IM2 90,44 IM2 1,02
IM3 90,87 IM3 95,50 IM3 93,19 IM3 0,90
IM4 94,62 IM4 86,00 IM4 90,31 IM4 1,34AV 90,84 AV 87,88 AV 89,36 AV 1,05
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Figura 6.  Resultado de la segmentación de una imagen 
de la clase IM4: tejido/pelaje para los 6 modelos.
5. ANÁLISIS DE RESULTADOS
5.1. KernelEl kernel Polynomial se evaluó con la función de optimización simplex (la gridsearch no apli-ca para este tipo de kernel) utilizando 2 funcio-nes de costo (leaveoneout y random). Se obtuvo un desempeño levemente superior, con un leve menor costo computacional cuando se utilizó la función de costo random validate. 
El kernel RBF se evaluó con 2 funciones de op-timización (simplex y gridsearch) utilizando 2 funciones de costo (leaveoneout y random). Se obtuvo un mejor desempeño con menor costo computacional utilizando una función de opti-mización simplex y una función de costo ran-dom. Al comparar los dos Kerrnel utilizando la mis-ma función de optimización y de costo (simplex y random) se observó un mejor desempeño por 
parte del kernel RBF. En cuanto a costo compu-
tacional no se marcó una diferencia. En la figu-
ra 7 se muestra la comparación de kernels.
Figura 3.  Resultado de la segmentación de una imagen 
de la clase IM1: granito/corteza para los 6 modelos.
       
Figura 4.  Resultado de la segmentación de una imagen 
de la clase IM2: ladrillo/tapicería para los 6 modelos.
Figura 5.  Resultado de la segmentación de una imagen 
de la clase IM3: madera/mármol para los 6 modelos.
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Figura 7. Desempeño de los dos tipos de kernel con función de costo y optimización constantes.
5.1. Función de optimizaciónLa función de optimización simplex se evaluó con ambos kernel y ambas funciones de costo. Se obtuvo un mejor desempeño y un menor 
costo computacional para el kernel RBF con una función de costo random.La función de optimización gridsearch se eva-
luó para el kernel RBF usando ambas funciones de costo. Se obtuvo mejor desempeño para la función de costo random aunque con un leve mayor costo computacional.Al comparar las 2 funciones de optimización con el mismo kernel y la misma función de cos-
to (RBF y random) se observó un mayor des-empeño y un menor costo computacional para la función de optimización  gridsearch. En la 
figura 8 se muestra la comparación de las fun-ciones de optimización.
Figura 8. Desempeño de las dos funciones de optimización con kernel y función de costo constantes.
5.3. Función de costoLa función de costo leaveoneout se evaluó con ambos kernel y ambas funciones de costo (la 
gridsearch únicamente para el kernel RBF).  Se obtuvo un mejor desempeño y un menor costo 
computacional para el kernel RBF con una fun-ción de optimización gridsearch.La función de costo random se evaluó con ambos kernel y ambas funciones de costo (la 
gridsearch únicamente para el kernel RBF).  Se obtuvo un mejor desempeño y un menor costo 
computacional para el kernel RBF con una fun-ción de optimización simplex.Al comparar las 2 funciones de costo utilizando el mismo kernel y la misma función de optimi-
zación (RBF y simplex), se observó un mejor desempeño y un menor costo computacional 
para la función de costo random. En la figura 9 se muestra la comparación de las funciones de costo.
Figura 9.  Desempeño de las dos funciones de costo  con kernel y función de optimización constantes.
6. CONCLUSIONES Todos los modelos de LS-SVM evaluados pre-
sentaron una sensibilidad superior al 86%, una 
especificidad superior al 83% y una precisión 
superior al 84%, lo que valida a LS-SVM como 
una eficiente herramienta de clasificación de texturas. 
Un clasificador de texturas basado en LS-SVM presenta mejor desempeño y menos costo 
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