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FINITE GROUPS WITH SUBMULTIPLICATIVE SPECTRA
L. GRUNENFELDER, T. KOSˇIR, M. OMLADICˇ, AND H. RADJAVI
Abstract. We study abstract finite groups with the property, called
property (sˆ), that all of their subrepresentations have submultiplicative
spectra. Such groups are necessarily nilpotent and we focus on p-groups.
p-groups with property (sˆ) are regular. Hence, a 2-group has property
(sˆ) if and only if it is commutative. For an odd prime p, all p-abelian
groups have property (sˆ), in particular all groups of exponent p have it.
We show that a 3-group or a metabelian p-group (p ≥ 5) has property
(sˆ) if and only if it is V-regular.
1. Introduction
In recent years a number of properties of matrix groups (and semigroups)
were studied (see e.g. [20, 21]). We wish to propose a program to explore
implications these results on matrix groups might have for the theory of
abstract groups: Given a property (P ) of matrix groups we say that an
abstract group G has property (P̂ ) if all the finite-dimensional (irreducible)
subrepresentations of G have property (P ). We call a representation of a
subgroup of G a subrepresentation of G. In this paper we commence our
program by studying the so-called property (s).
Assume that F is an algebraically closed field of characteristic zero. A
matrix group G ⊆ GLn(F ) (or matrix semigroup G ⊆ Mn(F )) has submul-
tiplicative spectrum or, in short, it has property (s) if for each pair A,B ∈ G
every eigenvalue of the product AB is equal to a product of an eigenvalue of
A and an eigenvalue of B. Such groups and semigroups were first studied by
Lambrou, Longstaff, and Radjavi [14]. (See also [11, 12, 13, 19].) If G is an
irreducible group with property (s) then it is nilpotent and essentially finite
[21, Thms. 3.3.4 and 3.3.5], i.e., G ⊆ F ∗G0 for some finite nilpotent group
G0. Here F
∗ is the group of invertible elements in F . A group is nilpotent
if and only if it is the direct product of its Sylow p-groups. So it is not a
restriction to study only p-groups.
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A finite group G has property (sˆ) if all its irreducible subrepresentations
have property (s). Such groups are necessarily nilpotent and we focus on
p-groups with the property. We show that a 2-group has property (sˆ) if and
only if it is commutative. For an odd prime p we show that all p-abelian
groups have property (sˆ). A p-group G is called p-abelian if (xy)p = xpyp for
all x, y ∈ G. In particular, all groups of exponent p have property (sˆ). We
characterize all the metabelian p-groups with property (sˆ). We show that
3-groups and metabelian p-groups (p ≥ 5) have property (sˆ) if and only
if they are V-regular. In our proofs we use several results on abstract p-
groups, in particular those of Alperin [1, 2], Mann [15, 16, 17], and Weichsel
[25, 26, 27].
Let us remark that it would be interesting to consider a weaker property
than (sˆ). Namely, the property, called (s˜), that every irreducible represen-
tation of G has property (s). We do not know whether the properties (sˆ)
and (s˜) are equivalent for a finite p-group.
2. Preliminaries
We assume throughout that G is a finite group and that F is an alge-
braically closed field of characteristic 0. We denote by |g| the order of an
element g ∈ G. The exponent e(G) of the group G is the least common
multiple of these orders. In particular, if G is a p-group, then e(G) is the
maximum of the orders of its elements.
If ̺ : G → GLn(F ) is a representation, then G = ̺(G) is a finite matrix
group. For A ∈ G we denote by σ(A) the spectrum of A. We say that G has
property (s) if
(2.1) σ(AB) ⊆ σ(A)σ(B) = {λµ; λ ∈ σ(A), µ ∈ σ(B)}.
for all A,B ∈ G. An (abstract) group G has property (sˆ) if all its irreducible
subrepresentations have property (s). Here we call a representation of a
subgroup H of G a subrepresentation of G. Groups with property (sˆ) are
nilpotent [21, Thm. 3.3.5]. It is well known that an irreducible represen-
tation of a nilpotent group is equivalent to a monomial representation (see
e.g. [22, Thm. 16, p. 66], [23, Lemma 6, p. 207] or [6, Cor. 6.3.11]). Since
each representation of a finite group G is completely reducible it follows
that a group G has property (sˆ) if and only if all its subrepresentations have
property (s). We use this fact later in the proofs, e. g., in the proof of
Proposition 3.2.
Recall that all irreducible representations of a finite abelian group have
degree 1. Hence we have:
Lemma 2.1. Every finite abelian group has property (sˆ).
The subgroups in the lower central series of G are denoted by G(i), i.e.
G(0) = G, G(1) = G′ = [G,G], and G(i) = [G(i−1), G] for i ≥ 2. We write
c = c(G) for the class of G, i.e., c is the least integer such that G(c) = 1.
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The subgroup of G generated by the subset {x1, x2, . . . , xk} will be de-
noted by 〈x1, x2, . . . , xk〉.
If H ≤ G is a subgroup and KEH is a normal subgroup then the quotient
H/K is called a section of G.
Lemma 2.2. If G has property (sˆ) then all its subgroups and quotients have
property (sˆ). Furthermore, all its sections have property (sˆ).
Proof. It is enough to show that property (sˆ) is inherited by quotients.
Suppose that HEG and that ̺ : G/H → GLn(F ) is a representation. Then
ˆ̺ : G→ GLn(F ) defined by ˆ̺(g) = ̺(gH) is a representation of G called the
inflation representation (see [5, p.2]). By our assumption (G, ˆ̺) has property
(s), and hence so does (G/H, ̺). 
The following lemma is an easy consequence of a theorem of Burnside [21,
Thm. 1.2.2].
Lemma 2.3. If Gj ⊆ GLnj (F ), j = 1, 2, are two irreducible matrix groups
then G1 ⊗ G2 ⊆ GLn1n2(F ) is also irreducible.
Lemma 2.4. If Gj ⊆ GLnj(F ), j = 1, 2, are two matrix groups with property
(s) then also G1 ⊗ G2 ⊆ GLn1n2(F ) has property (s).
Proof. Observe that σ(A⊗B) = σ(A)σ(B). 
Corollary 2.5. If G1 and G2 are finite groups with property (sˆ) then also
the direct product G1 ×G2 has property (sˆ).
Since each finite nilpotent group is a direct product of its Sylow p-groups
we can limit our attention to p-groups.
Proposition 2.6. A finite group G has property (sˆ) if and only if for each
pair of elements x, y ∈ G the subgroup 〈x, y〉 has property (sˆ).
Proof. If G has property (sˆ) then by definition every subgroup, in partic-
ular every two-generated subgroup, has property (sˆ).
Conversely, assume that every two generated subgroup of G has property
(sˆ). Let ̺ : K → GLn(F ) be an irreducible representation of a subgroup
K ⊆ G. Choose x, y ∈ K and let H = 〈x, y〉. The restriction ̺ : H →
GLn(F ) is a representation of H. By assumption it has property (s) and
thus σ(̺(x)̺(y)) ⊆ σ(̺(x))σ(̺(y)). 
3. The Power Structure of p-Groups with Property (sˆ)
Suppose that G is a finite p-group of exponent pe. Then for k = 1, 2, . . . , e
△k(G) = {g ∈ G; g
pk = 1}
is the set of all the elements of order dividing pk, and
∇k(G) = {g ∈ G; g = h
pk for some h ∈ G}
is the set of all pk-th powers. We denote by Ωk(G) the subgroup generated
by △k(G) and by ℧k(G) the subgroup generated by ∇k(G).
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A p-group G has property (P1) if for all the sections H of G and all k we
have
∇k(H) = ℧k(H).
A p-group G has weak property (P2) – denoted by (wP2) – if
△k(G) = Ωk(G)
for k = 1, 2, . . . , e. A p-group G has property (P2) if all sections of G have
property (wP2).
Properties (P1) and (P2) were introduced by Mann [17]. We refer to
[17, 28] for further details.
Proposition 3.1. If a matrix group G ⊆ GLn(F ) has property (s) then it
has property (wP2).
Proof. The submultiplicativity condition σ(AB) ⊆ σ(A)σ(B) implies that
the order |AB| divides max{|A|, |B|}. Hence, if A,B ∈ △k(G) then also
AB,A−1 ∈ △k(G). 
Proposition 3.2. If a p-group G has property (sˆ) then it has property (P2).
Proof. Suppose that K is a section of G. By Lemma 2.2 it follows that
K has property (sˆ). Take a faithful representation ̺ : K → GLn(F ), e.g.
the regular representation. It has property (s) and by Proposition 3.1 it has
property (wP2). Hence, G has property (P2). 
Next we prove the main result of this section and one of our main results.
We begin by recalling some definitions.
A p-group is called regular if for every pair x, y ∈ G there is an element z
in the commutator group < x, y >′ such that
(xy)p = xpypzp.
Note that [10, Satz III.10.8(g)] shows that the above definition of a regular
p-group is equivalent to the more common one [10, p. 321].
A regular group G is called V-regular if any finite direct product of copies
of G is regular. Not every regular p-group is V-regular – see Wielandt’s
example [10, Satz III.10.3(c)]. A p-group G is V-regular if and only if all
the finite groups in the variety of G are regular [18, 26]. For the definitions
of a variety of groups and a variety of a given group G we refer to Hanna
Neumann’s book [18]. Further properties of regular p-groups can be found
in [10, 24].
Theorem 3.3. If a p-group has property (sˆ) then it is regular. Moreover,
it is V-regular.
Proof. Assume that G is a p-group with property (sˆ) and that the expo-
nent of G is equal to pe. If e = 1 then it is regular by [10, Satz III.10.2(d)].
Suppose that e ≥ 2. Now G and the cyclic group Cpe of order p
e both have
property (sˆ). The direct product G×Cpe has property (sˆ) by Corollary 2.5,
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property (P2) by Proposition 3.2, and property (P1) by [17, Cor. 4]. Fi-
nally, Theorem 25 of [17] implies that G is regular. The group G is V-regular
since by Corollary 2.5 the direct product of any finite number of copies of
G has property (sˆ) and thus it is regular. 
Properties of regular groups [10, Satz III.10.3(a),(b)] are used to prove
the following corollaries.
Corollary 3.4. A 2-group has property (sˆ) if and only if it is abelian.
Proof. If a 2-group is regular then it is abelian [10, Satz III.10.3(a)]. The
converse follows since, by Lemma 2.1, all abelian groups have property (sˆ).

Let us point out that if k = 1 then finite matrix 2-groups in GL2k(F )
with property (s) are always commutative [14]; however, they need not be
commutative if k ≥ 2 [11, 19]. Moreover, finite irreducible matrix 2-groups
in GL2k(F ) with property (s) are constructed in [19] for k = 3 and in [11]
for k ≥ 4.
Corollary 3.5. If a 3-group has property (sˆ) then it is metabelian.
Proof. This follows from a result of Alperin [1, Thm. 1]. 
Proposition 3.6. If G has property (sˆ) then any finite group in the variety
of G has property (sˆ).
Proof. By [18, Cor. 32.32] a finite group H in the variety of G is a section
of a finite direct product of copies of G. Corollary 2.5 implies that the direct
product has property (sˆ) and Lemma 2.2 implies that H has property (sˆ)
as well. 
In §6 we show that the converse of Theorem 3.3 is true for metabelian
p-groups. We do not know the answer to the general question: Does a finite
V-regular p-group have property (sˆ)? We know that the direct product
of finitely many groups with property (sˆ) again has property (sˆ). If the
direct product of two V-regular groups is not V-regular then the answer to
the above question is negative. The question if the direct product of two
V-regular groups is V-regular was studied by Groves [8].
4. Matrix Groups in GLp(F ) with Property (s)
In this section we consider an irreducible matrix p-group G in GLp(F ).
We assume hereafter that p is an odd prime. The main result of the section
is the following: if G has property (s) then the class c(G) is at most p− 1.
Assume first that G ⊆ GLp(F ) is an irreducible p-group of exponent
e(G) = p. Then we may assume without loss that G is monomial. Each
element of G is either diagonal or of the form DP k, where D is diagonal,
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k ∈ {1, 2, . . . , p − 1} and
P =


0 0 0 · · · 0 1
1 0 0 · · · 0 0
0 1 0 · · · 0 0
...
...
. . .
. . .
...
...
0 0 0 · · · 0 0
0 0 0 · · · 1 0


.
Since e(G) = p and (DP k)p = (detD)I it follows that detD = 1. Note
that an element of the form DP , D diagonal of determinant 1, is diagonally
similar to P . Therefore we may assume without loss that P ∈ G. We denote
by D the subgroup of all the diagonal elements in G. A simple matrix
computation shows that G′ ⊆ D. Let ω be a primitive p-th root of 1 and Γ1
the set of all the p-th roots of 1. Further we denote by Zp = Z/pZ the finite
field with p elements. We define a map χ : D → Zpp by
χ


ωk1 0 0 · · · 0
0 ωk2 0 · · · 0
0 0 ωk3 · · · 0
...
...
. . .
...
...
0 0 0 · · · ωkp

 = (k1, k2, . . . , kp).
Lemma 4.1. χ is a homomorphism of abelian groups and its image imχ is
invariant under the cyclic permutation π : Zpp → Z
p
p given by
π(k1, k2, . . . , kp) = (k2, k3, . . . , kp, k1).
Proof. It is an easy observation that χ is a homomorphism and that its
image is a vector subspace. Since
P−1


ωk1 0 0 · · · 0
0 ωk2 0 · · · 0
0 0 ωk3 · · · 0
...
...
. . .
...
...
0 0 0 · · · ωkp

P =


ωk2 0 · · · 0 0
0 ωk3 · · · 0 0
...
...
. . .
...
...
0 0 · · · ωkp 0
0 0 · · · 0 ωk1


it follows that π(imχ) ⊆ imχ. 
Lemma 4.2. There are exactly p + 1 subspaces in Zpp invariant under π,
one in each dimension j = 0, 1, . . . , p. They are im (I − π)p−j for j =
0, 1, . . . , p− 1, and Zpp. Also, (I − π)p = 0.
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Proof. The linear maps π and I − π have the same invariant subspaces.
Since πp = I it follows that (I − π)p = 0. The matrix
I − π =


1 0 0 · · · −1
−1 1 0 · · · 0
0 −1 1 · · · 0
...
...
. . .
. . .
...
0 0 0 · · · 1


has rank equal to p− 1. Hence
Z
p
p ⊃ im (I − π) ⊃ im (I − π)
2 ⊃ · · · ⊃ im (I − π)p−1 ⊃ 0
is the chain of all the distinct invariant subspaces of I − π. 
Lemma 4.3. For j ≥ 1 we have χ
(
G(j)
)
⊆ im (I − π)j .
Proof. Since G is monomial and P ∈ G it follows that each element of G
can be written in the form
(4.1) P lD1 = D2P
l
for some l ∈ {0, 1, . . . , p− 1} and D1,D2 ∈ D.
We prove the lemma by induction on j. Assume j = 1. It is an easy
consequence of the form (4.1) that elements of G(1) are products of elements
of the form DP lD−1P−l for some l ∈ {1, . . . , p− 1} and D ∈ D. If
D =


ωk1 0 0 · · · 0
0 ωk2 0 · · · 0
0 0 ωk3 · · · 0
...
...
. . .
...
...
0 0 0 · · · ωkp


then
DP lD−1P−l =


ωk1−kl+1 0 0 · · · 0
0 ωk2−kl+2 0 · · · 0
0 0 ωkl+3 · · · 0
...
...
. . .
...
...
0 0 0 · · · ωkp−kl

 ,
where the index s of ks is computed modulo p. It follows that χ([D,P
l]) ⊆
im (I − πl). Since I − πl = (I − π)(I + π + π2 + · · · + πl−1) we see that
im (I−πl) ⊆ im (I−π) for l = 1, 2, . . . , p−1. Therefore, χ
(
G(1)
)
⊆ im (I−π).
Assume now that D ∈ G(j−1). The induction hypothesis is that χ(D) ∈
im (I −π)j−1. An easy matrix computation shows that each element of G(j)
is a product of elements of the form DP lD−1P−l for some l ∈ {1, . . . , p− 1}
and D ∈ G(j−1). Then we prove, in a way similar to the case j = 1, that
χ(DP lD−1P−l) ∈ im (I − π)j and thus χ
(
G(j)
)
⊆ im (I − π)j . 
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Corollary 4.4. If G ⊆ GLp(F ) is an irreducible p-group of exponent p then
its class is at most p− 1.
Proof. Lemma 4.2 and Lemma 4.3 with l = p imply that χ(G(p)) ⊆
im (I − π)p = 0. Therefore, G(p) = 1. 
Proposition 4.5. If G ⊆ SLp(F ) is an irreducible p-group with property
(wP2) then the exponent of G is equal to p.
Proof. We denote by D the subgroup of all the diagonal elements of G.
Assume that A ∈ G\D. Then Ap = I since detA = 1. We may assume that
P =


0 0 0 · · · 0 1
1 0 0 · · · 0 0
0 1 0 · · · 0 0
...
...
. . .
. . .
...
...
0 0 0 · · · 0 0
0 0 0 · · · 1 0


is in G. Suppose now that D ∈ D. Since detD = 1 it follows that (DP )p =
1. Hence P,DP ∈ Ω1(G). Since G has property (wP2) it follows that
D ∈ Ω1(G) and hence D
p = I. 
Theorem 4.6. If G ⊆ GLp(F ) is an irreducible p-group with property (s)
then its class is at most p− 1.
Proof. Assume that the exponent of G is equal to pe. Let θ be a primitive
pe+1-th root of 1. We enlarge G to H by multiplying all the elements by
θj, j = 1, 2, . . . , pe+1. Note that this only enlarges the center, all other
quotients of two consecutive elements of the upper central series of G and
H are equal. Hence the classes of both groups are equal. Next we consider
the subgroup K = {A ∈ H; detA = 1}. Since the exponent of G is equal
to pe it follows that for each A ∈ G there is an integer k(A) such that
θk(A)A ∈ K. The elements of G′ are products of commutators [A,B]. Note
that each commutator [A,B] has determinant equal to 1. Since [A,B] =
[θk(A)A, θk(B)B] it follows that G(j) = K(j) for j = 1, 2, . . ., and hence the
classes c(G) and c(K) are equal. By Proposition 3.1 property (wP2) follows
from property (s). Next, Proposition 4.5 implies that the exponent of K is
equal to p and Corollary 4.4 implies that c(K) ≤ p− 1. 
5. p-Abelian Groups Have Property (sˆ)
Theorem 5.1. If the exponent of G is equal to p then G has property (sˆ).
Proof. It suffices to show that each finite irreducible matrix group G ⊆
GLpk(F ), k ≥ 0, of exponent p has property (s). Assume that G is mono-
mial and denote by D the subgroup of all the diagonal matrices. Since the
exponent of G is equal to p it follows that σ(D) ⊆ Γ1 for all D ∈ D. Each
element of G is of the form DP for some D ∈ D and a permutation matrix
P of order dividing p.
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We choose two elements A1 = D1P1 and A2 = D2P2 in G. Here D1,D2 ∈
D and P1, P2 are permutation matrices. Observe that our assumptions imply
that if Pi 6= I then σ(Ai) = Γ1.
To show submultiplicativity of spectra we treat three cases:
• If P1 = P2 = I then the submultiplicativity is obvious.
• If P1P2 6= I then one of P1, P2 is not equal to I. We assume P1 6= I,
the case P1 = I and P2 6= I is done in a similar way. Then
σ(A1A2) = Γ1 = Γ1σ(A2) = σ(A1)σ(A2).
• If P1P2 = I, but neither of P1, P2 is equal to I, then
σ(A1A2) ⊆ Γ1 = Γ1Γ1 = σ(A1)σ(A2).

A finite p-group G is called p-abelian if (xy)p = xpyp for all x, y ∈ G. Now
we recall a characterization of such groups [2, 27]: A finite group is p-abelian
if and only if it is a section of a direct product of an abelian p-group and a
group of exponent p. By Lemma 2.1 abelian groups have property (sˆ). So
we have the following consequence of Corollary 2.5 and Theorem 5.1.
Corollary 5.2. A finite p-abelian group has property (sˆ).
The following result is of interest on its own, and it will be used later as
the first step of a proof by induction.
Corollary 5.3. Suppose G ⊆ SLp(F ) is an irreducible p-group. Then the
following are equivalent:
(1) G has property (s),
(2) G has property (wP2),
(3) e(G) = p.
Proof. The implication (1)⇒ (2) follows by Proposition 3.1, the implica-
tion (2)⇒ (3) by Proposition 4.5, and (3)⇒ (1) by Theorem 5.1. 
6. Metabelian Groups with Property (sˆ)
In this section we assume that G is a metabelian p-group, i.e. we assume
that G′ is abelian. Our result extends a result of Weichsel [26] that char-
acterizes metabelian V-regular p-groups. We show that a finite metabelian
group has property (sˆ) if and only if it is V-regular.
Let us introduce some notation. We write
Pk =


0 0 · · · 0 1
1 0 · · · 0 0
0 1 · · · 0 0
...
...
. . .
. . .
...
0 0 · · · 1 0


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for the cyclic matrix of order pk in GLpk(F ). If D ∈ GLpk(F ) is a diagonal
matrix of order pl for some l then an element of the form DPk is called a
big cycle.
Lemma 6.1. Suppose that a monomial p-group G ⊆ SLpk(F ) is generated
by a big cycle and a diagonal matrix. If G is irreducible with property (wP2)
then the exponent of G is equal to pk.
Proof. Assume that the generators of G are a big cycle DPk and a diagonal
matrix B. Here D is a diagonal matrix, too. Since det(DPk) = detD = 1 it
follows that DPk is similar to Pk using a diagonal similarity. Without loss
we may assume that D = I, i.e., that Pk ∈ G. We denote by D the subgroup
of all the diagonal matrices in G. Then each element of G is of the form EP jk
for some E ∈ D and some integer j.
We prove the lemma by induction on k. The case k = 1 was proved in
Proposition 4.5. Assume now that k ≥ 2. Suppose that the subgroup H ⊆ G
consists of all the elements of the form EP jk , where E ∈ D and j is a multiple
of p. We may assume that, up to a permutational similarity, the elements
of H are all of the form
(6.1) A =


A1 0 · · · 0
0 A2 · · · 0
...
...
. . .
...
0 0 · · · Ap

 ,
where Aj ∈ GLpk−1(F ), j = 1, 2, . . . , p. We denote by H1 the subgroup in
GLpk−1(F ) generated by all the blocks A1 of all elements A ∈ H. Observe
that it is irreducible. Let
H˜1 = {θB; det(θB) = 1, θ ∈ F,B ∈ H1} .
Then the group H˜1 is an irreducible p-group in GLpk−1(F ) such that detB =
1 for all B ∈ H˜1. By the inductive hypothesis the exponent e(H˜1) is equal
to pk−1. Choose an element C ∈ G\H. Without loss we may assume that
C =


0 0 · · · 0 U
I 0 · · · 0 0
0 I · · · 0 0
...
...
. . .
. . .
...
0 0 · · · I 0

 ,
where U ∈ GLpk−1(F ). Observe that detU = 1 since detC = 1 and
that Cp ∈ H. Hence U ∈ H˜1. Then |U | divides p
k−1 and |C| divides
pk. Next assume that A ∈ H is of form (6.1). Since detA = 1 it follows that∏p
j=1 detAj = 1. In the same way as we did for C we prove that |AC| di-
vides pk. Since G has property (wP2) it follows that |A| also divides pk. This
shows that e(G) divides pk. Since |Pk| = p
k it follows that e(G) = pk. 
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We denote by Γk the set of all p
k-th roots of 1. If η ∈ Γk is a scalar and
i a positive integer then
Dk(i, η) =


1 0 0 · · · 0
0 η(
1
i) 0 · · · 0
0 0 η(
2
i) · · · 0
...
...
...
. . .
...
0 0 0 · · · η(
pk−1
i )


is a diagonal matrix in GLpk(F ). Here we assume that
(
j
i
)
= 0 if j < i.
Lemma 6.2. Assume that a 2-generated irreducible monomial p-group G ⊆
SLpk(F ) has class c ≤ p − 1. Suppose further that one of the generators is
a big cycle and the other is a diagonal matrix. Then G has property (wP2),
its exponent is equal to pk, and each element of the (c− i)-th subgroup G(c−i)
in the lower central series of G, i = 1, 2, . . . , c − 1, is a product of elements
of the form
(6.2) α0I, and αjDk(j, ηj), j = 1, 2, . . . , i− 1,
for some α0 ∈ F , αj ∈ Γk, ηj ∈ Γk, j = 1, 2, . . . , i− 1.
Proof. Since c ≤ p−1 it follows that G is a regular group [10, p. 322], and
hence it has properties (P2) and (wP2) [17]. By Lemma 6.1 its exponent is
equal to pk. The irreducibility of G implies that its center consists of scalar
matrices, which have order dividing pk. Assume that B is the diagonal
generator and the other generator is C = DPk, where D is a diagonal
matrix. Since detA = 1 for all A ∈ G it follows that detC = detD = 1. So
C is similar to Pk using a diagonal similarity. Without loss we may assume
that C = Pk ∈ G. We denote by D the subgroup of all diagonal matrices in
G. Since G is monomial and Pk ∈ G it follows that each element of G can be
written in the form
(6.3) P lkD1 = D2P
l
k
for some l ∈ {0, 1, . . . , pk − 1} and D1,D2 ∈ D. It is an easy consequence
of the form (6.3) that elements of G(1) are products of elements of the form
DP lkD
−1P−lk for some l ∈ {1, . . . , p
k−1} and D ∈ D. In particular, it follows
that G(1) ⊂ D. Observe that G(c−1) is a nontrivial subgroup of the center
Z(G) of G.
Let ω = e
2pii
2k be a primitive pk-th root of 1 and thus Γk = {ω
j , j =
0, 1, . . . , pk− 1}. Further we denote by Zpk = Z/p
k
Z the finite quotient ring
of Z by the principal ideal generated by pk. We define a map χ : D → Zp
k
pk
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by
χ


ωl1 0 0 · · · 0
0 ωl2 0 · · · 0
0 0 ωl3 · · · 0
...
...
. . .
...
...
0 0 0 · · · ωlpk

 = (l1, l2, . . . , lpk).
A proof similar to the proof of Lemma 4.1 shows that χ is a homomorphism
of abelian groups. We define the cyclic permutation π : Zp
k
pk
→ Zp
k
pk
by
π(l1, l2, . . . , lpk) = (l2, l3, . . . , lpk , l1).
If a matrix C2 in G
(c−2) is such that [Pk, C2] 6= I then
[Pk, C2] ∈ G
(c−1) ⊂ Z(G)
and so
(6.4) [Pk, C2] = ω
tI
for some t such that 1 ≤ t ≤ pk − 1. If we write
C2 =


ωl1 0 0 · · · 0
0 ωl2 0 · · · 0
0 0 ωl3 · · · 0
...
...
...
. . .
...
0 0 0 · · · ωlpk


then (6.4) implies that
(6.5) lj+1 − lj = t, j = 1, 2, 3, . . . , p
k − 1
and
(6.6) l1 − lpk = t.
This can be viewed as a simple linear difference equation (6.5) for an infinite
sequence {lj}
∞
j=1. Its solution is of the form
(6.7) lj = t1j + t0 = t1
(
j
1
)
+ t0
(
j
0
)
, j = 1, 2, 3, . . . , pk − 1,
for some t1, t0 ∈ Z. Observe that condition (6.6) is satisfied modulo p
k.
Using (6.7) we obtain that C2 = αDk(1, η) for some scalars α, η ∈ Γk. Note
that the expression for lj in (6.7) is linear in j.
We prove the structure result for elements in G(c−i) by induction on i.
Our inductive assumption is that for each Ci ∈ G
(c−i) the elements lj of
the sequence χ(Ci) = (lj)
pk
j=1 are given as a linear combination of binomial
expressions
(
j
u
)
, u = 0, 1, . . . , i− 1, with integer coefficients. The case i = 2
was proved above.
GROUPS WITH SUBMULTIPLICATIVE SPECTRUM 13
Now we take an element Ci+1 ∈ G
(c−i−1) and denote by (lj)
pk
j=1 the image
χ(Ci+1). Then [Ci+1, Pk] is in ∈ G
(c−i) and we have
(6.8) χ([Ci+1, Pk]) = (I − π)χ(Ci+1).
The inductive assumption implies that the elements of (6.8) are given as
a linear combination of binomial expressions
(
j
u
)
, u = 0, 1, . . . , i − 1, with
integer coefficients. As before, we can view the components of (6.8) as a
simple linear difference equation. Its solution, i.e. the elements of χ(Ci+1)
are then given by
(6.9) lj =
i∑
u=0
su
(
j
u
)
, j = 1, 2, 3, . . . , pk.
Since any polynomial which has integer values if the argument is an integer
can be written as a Z-linear combination in the binomial basis
(
j
u
)
(confer
[4, p. 2]) it follows that the coefficients su in (6.9) are integers. Then
(6.10) lpm+j − lj =
i∑
u=0
su
((
pm + j
u
)
−
(
j
u
))
for m = 1, 2, . . . Since 0 ≤ u ≤ i < p, it is clear that(
pm + j
u
)
−
(
j
u
)
is divisible by pm and hence pm divides lpm+j − lj . In particular,
lpk − l1 =
(
lpk − lpk+1
)
+
(
lpk+1 − l1
)
≡
(
lpk − lpk+1
)
(mod pk).
This implies that lpk+1 − l1 is divisible by p
k. In particular, this implies
that also the equation given by the pk-th component of (6.8) is satisfied
modulo pk. Finally, since lj can be written in the basis given by the binomial
expressions
(
j
u
)
it follows that Ci+1 is a product of elements of the forms
α0I, αjDk(j, ηj), j = 1, 2, . . . , i,
where α0, αj, ηj ∈ Γk, j = 1, 2, . . . , i. 
Lemma 6.3. The matrices Dk(i, η), for i = 1, 2, . . . , p−2 and η ∈ Γk, have
the following properties:
(1) detDk(i, η) = 1,
(2) Dk(i, η) is permutationally similar to
D˜k(i, η) =


α1E1 0 · · · 0
0 α2E2 · · · 0
...
...
. . .
...
0 0 · · · αpEp

 ,
where the matrices E1, E2, . . . , Ep are diagonal with the determinant
equal to 1 and each is a product of elements of the form Dk−1(i, θ) for
some scalars θ ∈ Γk−1. The similarity between Dk(i, η) and D˜k(i, η)
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is induced by the reordering of the standard basis (e1, e2, . . . , epk) to
(e1, epk−1+1, . . . , e(p−1)pk−1+1, e2, epk−1+2, . . . , e(p−1)pk−1+2, . . . ,
ep, epk−1+p, . . . ,epk).
Proof. Property (1) follows from the identity
n∑
j=1
(
j
i
)
=
(
n+ 1
i+ 1
)
,
which holds for all positive integers i and n and can be verified by a counting
argument.
Property (2) follows from the fact that the elements of the sequence
χ(Dk(i, η)) are given by an expression of the form (6.9), which satisfies
relation (6.10). Taking m = 1 we see that Ej are products of elements of
the form Dk−1(i, θ) for some scalars θ ∈ Γk−1. 
Proposition 6.4. Suppose that G ⊆ SLpk(F ) is an irreducible monomial
p-group that is generated by a big cycle and a diagonal matrix. If G has class
at most p− 1 then it has property (s).
Proof. Assume that DPk is the big cycle generator, where D is a diagonal
matrix. Since 1 = detDPk = detD it follows that DPk is similar, in fact by
a diagonal similarity, to Pk. Thus, we may further assume that Pk ∈ G. We
denote by D the subgroup of all the diagonal matrices in G. Each element
of G is of the form DP jk for some integer j and matrix D ∈ D.
Observe that Lemma 6.2 implies that G has exponent equal to pk and it
has property (wP2). We prove the proposition by induction on k. For k = 1
the claim follows by Corollary 5.3. Assume that our claim is true for the
subgroups of SLpl(F ) with l < k. Choose two elements A1 = D1P
j1
k and
A2 = D2P
j2
k in G. We consider several cases:
• If j1 = j2 = 0 then the submultiplicativity is obvious.
• If j1 + j2 is not divisible by p then one of j1, j2 is not divisible by p.
We assume that j1 is not divisible by p. (The case j1 is divisible by
p and j2 is not divisible by p is done in a similar way.) Then
σ(A1A2) = Γk = Γkσ(A2) = σ(A1)σ(A2).
• If j1 + j2 is 0 modulo p
k, but neither of j1, j2 is 0 or divisible by p,
then
σ(A1A2) ⊆ Γk = ΓkΓk = σ(A1)σ(A2).
It remains to consider the case when both j1 and j2 are divisible by
p. By Lemma 6.2 it follows that each element of the subgroup G(c−i) i =
1, 2, . . . , c − 1, is equal to a product of elements of the following possible
forms:
β0I, βjDk(j, ηj), j = 1, 2, . . . , i− 1,
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where βj ∈ Γk and ηj ∈ Γk. By Lemma 6.3 each element of the form
Dk(j, ηj) for j ≤ p− 2, is permutationally similar to a matrix of the form

α1E1 0 · · · 0
0 α2E2 · · · 0
...
...
. . .
...
0 0 · · · αpEp

 ,
where the matrices E1, E2, . . . , Ep are diagonal with determinant equal to
1 and each is a product of matrices Dk−1(i, θ) for θ ∈ Γk−1. The same
permutational similarity brings P pk to

Pk−1 0 · · · 0
0 Pk−1 · · · 0
...
...
. . .
...
0 0 · · · Pk−1

 .
Now Pk−1 and the diagonal blocks generate a metabelian group inGLpk−1(F )
generated by a big cycle and diagonal matrices that are scalar multiples of
matrices with the determinant equal to 1. Recall that property (s) depends
only on 2-generated subgroups by Proposition 2.6 and does not depend on
multiplication of elements of the group by scalars. Hence, the remaining
case then follows by induction. 
Lemma 6.5. Suppose that G ⊆ GLpk(F ) is an irreducible monomial p-group
of class at most p−1 that is generated by a big cycle and a diagonal matrix.
Then it has property (s).
Proof. By Proposition 6.4 it follows that the group
G˜ = {θA; A ∈ G, θ ∈ F, det(θA) = 1}
has property (s). The lemma now follows since property (s) does not depend
on multiplication of each element of the group by scalars. 
Assume that c and e are positive integers. Suppose further that A is
the direct product of c copies of the cyclic group of order pe, and that
{a1, a2, . . . , ac} is a set of generators of A. We denote by Bp(c, e) the split
extension of A by an automorphism of order pe defined by relations: b−1aib =
aiai+1, i = 1, 2, . . . , c − 1, and b
−1acb = ac. It is easy to see that Bp(c, e) is
a metabelian group of exponent pe and class c and that it is generated by
a = a1 and b. The groups Bp(c, e) are called basic groups.
Weichsel [25, p. 62] (see also Brisley [3]) showed that each finite meta-
belian p-group of class at most p − 1 is in the variety generated by a finite
number of the basic groups Bp(c, e), c ≤ p− 1.
Proposition 6.6. Suppose that G = Bp(c, e) is a basic metabelian p-group
with c ≤ p− 1 and that G ⊂ GLpk(F ) is an irreducible representation of G.
Then G is a 2-generated monomial p-group such that one of the generators
is a big cycle and the other is a diagonal matrix.
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Proof. Assume that ψ : G → GLpk(F ) is an irreducible representation
and that k ≥ 1. Denote by G the image of ψ. Since G is generated by two
elements it follows that G is also generated by two elements. Observe that
A is an abelian normal subgroup of G of index pe. By [22, Prop. 24, p. 61]
and arguments in the proof of [22, Thm. 16, pp. 66-67] it follows that ψ
is induced from a representation of A. Since biA, i = 0, 1, . . . , pe − 1, is a
complete set of cosets of A and since ρ is irreducible, G is monomial and one
of the generators is diagonal, belonging to ρ(A). The group G = Bp(c, e) is
a semi-direct product of A by a cyclic group Cpe of order p
e. By [22, Prop.
25, p. 62] all the representations of G are of the type θi,ρ = χi⊗ ρ, where χi
is a representation of A, and thus of degree 1, and ρ a representation of Cpe .
Since k ≥ 1 and G is irreducible monomial, the image ψ(b) = χi(1)⊗ ρ(b) of
the generator b of Cpe is a big cycle. 
Next we prove the main result of the section. First, we introduce some no-
tation. For two elements x, y ∈ G we define commutators [x, ky] inductively
as follows: [x, 1y] = [x, y] and [x, ky] = [[x, (k − 1)y], y] for k = 2, 3, . . .
Theorem 6.7. Suppose that G is a metabelian p-group. Then the following
are equivalent:
(1) G has property (sˆ),
(2) G is V-regular,
(3) every two generated subgroup of G has class at most p− 1,
(4) the variety of G is generated by a finite group of exponent p and a
finite group of class at most p− 1,
(5) G is a (p− 1)-Engel group, i.e. [x, (p− 1)y] = 1 for and x, y ∈ G,
(6) the variety of G does not contain the wreath product of two cyclic
groups of order p.
Proof. The equivalence of (2), (3) and (4) was proved by Weichsel [26,
Thm. 1.4]. The implication (1)⇒(2) follows from Theorem 3.3.
To prove the implication (3)⇒(1) we may without loss assume that G
is a basic metabelian group Bp(c, e) of class c ≤ p − 1. Suppose next that
G ⊆ GLpk(F ) is an irreducible representation of G. By Proposition 6.6, G
is monomial, generated by 2 elements one of which is a big cycle and the
other a diagonal matrix. By Lemma 6.5 it follows that G has property (s).
We use [7, Thm. 3.7] to show that (2) and (3) imply (5) and (6). Finally
[7, Lem. 3.2, Thms. 3.6 and 3.7] imply that either (5) or (6) imply (2). 
We remark that, in general, the class of a metabelian p-group with prop-
erty (sˆ) can be larger than p − 1. See, for instance, the example given by
Gupta and Newman in [9, (3.2)]. Corollary 3.5 implies that a 3-group G has
property (sˆ) if and only if any of properties (2)–(6) of Theorem 6.7 holds
for G. In particular we have:
Corollary 6.8. A 3-group has property (sˆ) if and only if it is V-regular.
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