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Abstract— The deep reinforcement learning method for 
human-robot cooperation (HRC) is promising for its high 
performance when robots are learning complex tasks. However, 
the applicability of such an approach in a real-world context is 
limited due to long training time, additional training difficulty 
caused by inconsistent human performance and the inherent 
instability of policy exploration. With this approach, the robot 
has two dynamics to learn: how to accomplish the given physical 
task and how to cooperate with the human partner. 
Furthermore, the dynamics of the task and human partner are 
usually coupled, which means the observable outcomes and 
behaviors are coupled. It is hard for the robot to efficiently learn 
from coupled observations. In this paper, we hypothesize that 
the robot needs to learn the task separately from learning the 
behavior of the human partner to improve learning efficiency 
and outcomes. This leads to a fundamental question: Should the 
robot learn the task first or learn the human behavior first (Fig. 
1)? We develop a novel hierarchical rewards mechanism with a 
task decomposition method that enables the robot to efficiently 
learn a complex hierarchical dynamic task and human behavior 
for better HRC. The algorithm is validated in a hierarchical 
control task in a simulated environment with human subject 
experiments, and we are able to answer the question by 
analyzing the collected experiment results. 
I. INTRODUCTION 
Human-robot cooperation (HRC) has been studied in the 
past decades in applications such as robot-assisted assembly, 
robotic welding, teleoperation, assistance to disabled persons, 
and search and rescue, where the robot is expected to assist 
and augment the human partner for improved task 
performance. The rapid development of reinforcement 
learning (RL) [1] in recent years has shown that it is feasible to 
solve complex robot control problems like self-driving cars. 
RL problems are modeled as a Markov decision processes 
(MDP) [2], where the agent interacts with the environment, 
the environment returns observations and rewards, and the 
agent then takes actions based on the feedback information. 
Thus, it is promising to approach HRC as a reinforcement 
learning problem. 
However, it is difficult for the robot to learn a policy in 
which it is good at both completing the task and collaborating 
with the human partner. In HRC, both the human and robot 
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affect the environment through their actions, a characteristic 
that is likely to break the essential constraint of MDP in the 
robot policy, which requires the robot action to be the only 
input. Current RL approaches consider the human to be part of 
the environment, and a human’s internal states like intent, trust, 
and focus, and adaptability are difficult for a robot to observe. 
Thus, all HRC RL models become partially observed Markov 
decision processes (POMDP) [3], which are challenging to 
solve without sufficient state information. The issue becomes 
more severe in complex tasks with hierarchical structures (Fig. 
1), because the actions of both the human and the robot are 
coupled with the environment through different levels of tasks, 
a scenario in which it is more difficult for the robot to discern 
the end effect. 
The applicability of such RL approaches in a real-world 
context is limited. Training issues can result from inconsistent 
human performance, and training can be time-consuming, as 
the robot must explore the environment as well as the human 
partner. The random exploration of the RL algorithm can 
frustrate the human, which could break the trust that the 
human has in the robot, thus causing training failure. 
Additionally, with complex tasks that include hierarchical 
structures and a dynamic environment, human partners can 
become impatient and distracted, resulting in decreased 
performance or the abandonment of training. 
Long training times and potential policy inconsistencies 
indicate that it is not sensible for the robot to learn the task and 
the human partner’s behavior in the same learning process. It 
is difficult to generate knowledge from cumulative 
information comprising mixed end results caused by multiple 
sources. Thus, we hypothesize that better HRC can be 
achieved when the robot learns the task and human partner 
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Figure 1. In this HRC case, robot and human cooperatively complete a 
hierarchical dynamic task, where the low-level tasks are to keep the 
orange slider in the middle of the vertical rod and the blue pendulum in a 
horizontal position, and the high-level task is to keep the gray ball in the 
middle of the pendulum. The question is should the robot learn to 
accomplish the task first or learn to collaborate with the human first? 
  
separately, but should the robot learn the task first or 
should it learn to collaborate with the human partner first? 
We answer this question with a hierarchical learning 
algorithm and a specifically designed testing environment. 
Our aim is to study the fundamental nature of HRC and 
develop learning strategies to improve team performance and 
training efficiency. The contributions are twofold: 
1. A novel hierarchical rewards mechanism with task 
decomposition method that allows a robot to learn to complete 
the complex task and cooperate with the human with improved 
learning efficiency and learning outcomes, resulting in better 
cooperation. 
2. An understanding of the influence of human involvement 
and task with asymmetric hierarchical structure in HRC, 
which helps to develop novel performance evaluation metrices 
for learning strategy selection. 
II. RELATED WORK 
Current approaches focus on various HRC elements, such 
as task and role allocation [4], trust modeling [5], shared 
autonomy [6], intention prediction [7], and impedance 
modeling [8]. As robotic technology matures, HRC will also 
mature with respect to the manner in which collaboration 
occurs. For example, humans and robots could work in peer-
to-peer relationships in which team members accomplish 
complex tasks with human-like cooperation.  
The application of RL to HRC has been studied because 
of the potential for learning complex control tasks and 
adaptability to the environment. Previous approach achieved 
mode switching by inferring the human intent [9]. In non-
dynamic environments, the robot’s transparency has been 
adjusted to handle different communication strategies, 
human-robot interaction scenarios and decision-making tasks 
[10][11]. These methods require a large set of high-quality 
human data to train good policies.  
More recently, work to use POMDP in physical leader-
follower HRC has demonstrated an improvement in 
performance compared with traditional control methods [12]. 
An awareness based RL algorithm was proposed in [13] to 
adaptively switch the robot’s cooperation level from 
autonomous to semi-autonomous. A mutual adaptation 
method approaches shared autonomy by using bounded 
memory RL to predict human behaviors [14]. These methods 
enable the robot to learn to accomplish the task together with 
the human, or to augment the human performance, but they 
require extensive training. We propose that the reason for the 
extensive training time is that it is highly inefficient for the 
robot to learn the task and the human simultaneously.  
Thus, without a deep understanding of HRC, it is difficult 
to implement RL-related methods in real-world applications. 
Our work concentrates on the fundamental nature of HRC in 
complex tasks; the outcome can be used to improve training 
efficiency and task performance. Perhaps the most similar 
approach to ours is in [15] where the deep reinforcement 
learning method is used for assisted lunar lander game control. 
However, the method used in [15] is different from our 
approach in that it does not formulate the task in a hierarchical 
structure and it solves a leader-follower case in which the 
robot acts as the optimizer of the human’s control command 
with task performance as the objective. 
III. METHODOLOGY 
Fig. 2 shows the structure of the proposed DQN [16], 
which originates from the basic Q-learning algorithm in RL, 
with hierarchical rewards for HRC.  
A.  Partially Observed Markov Decision Process 
In this work, the HRC is modeled as a deterministic 
POMDP defined as a tuple {𝒮,𝒜, 𝒪,ℛ, γ}, where: 
⚫ 𝒮  is the state space of the environment. In our 
formulation, the human is considered as a state factor 
that can be partially observed by the robot. 
⚫ 𝒜 is the set of available actions. We denote 𝑎r ∈ 𝒜r 
as the available actions for the robot and 𝑎h ∈ 𝒜h as 
the available actions for the human. 
⚫ 𝒪  is the set of observations for both the robot and 
human. We denote 𝒪r as the observations of the robot 
and 𝒪h as the observations of the human. 
⚫ ℛ: 𝒮 ×𝒜 → ℛ is the reward that is returned by the 
environment. We denote the reward for the robot as  
ℛr and the reward for the human as ℛh. 
⚫ γ ∈ [0,1]  is the discount factor. A reward ℛ  that 
occurs N steps in the future is multiplied by γ𝑁  to 
describe its importance to the current state.  
B. Deep Q-Network 
The POMDP is solved by a DQN to find the optimal 
cooperation policy for the robot. The goal is to find the 
optimal action-value function 𝑄∗as the maximum expected 
rewards achievable by following a strategy. In POMDP, the 
state is hidden and the 𝑄∗  is estimated after recording 
observation 𝑜 and taking action 𝑎 at time 𝑡:  
𝑄∗(𝑜, 𝑎) = maxπ𝔼[ℛ𝑡|𝑜𝑡 = 𝑜, 𝑎𝑡 = 𝑎, π], (1) 
where π  is a policy mapping states to actions. The value 
function is updated iteratively using the Bellman equation: 
 
Figure 2. Structure of DQN with hierarchical rewards for HRC. The robot 
and human are assigned separate low-level tasks controlled by their own 
actions, and together they accomplish the high-level task based on the 
combined effects of the low-level tasks. The robot decides the action with 
a DQN agent, and the human can execute the action with various input 
methods, such as a joystick. The observation and rewards are returned to 
the robot and human in an appropriate medium. The robot and human can 
observe each other’s temporal actions to formulate the POMDP setup. 
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𝑄𝑚+1(𝑜, 𝑎) =  𝔼[ℛ + 𝛾𝑚𝑎𝑥𝑎′𝑄𝑚(𝑜
′, 𝑎′)|𝑜, 𝑎], (2) 
where 𝑚 is the index of iteration and ℛ is current reward. 
In a real-world context, the basic Q-value iteration is 
impractical because the state space is too large to explore, and 
it is impossible to store an individual value for each state. A 
typical solution is to use a generalizable linear or nonlinear 
function with weights θ  to approximate the actual value 
function:  𝑄(𝑠, 𝑎; θ) ≈ 𝑄∗(𝑠, 𝑎). The DQN algorithm uses a 
deep neural network to approximate θ. It is proved to be a 
powerful algorithm in solving complicated tasks like game 
play and robot control [16],[17].  
C. Hierarchical Reward Mechanism 
The reward function is essential for learning success and 
efficiency. We propose a hierarchical reward mechanism 
based on the complex hierarchical task to efficiently guide the 
robot to learn an optimal policy. Consider a complex task with 
a hierarchical structure. We first decompose it to different 
levels; each level contains one or more subtasks (Fig. 3). We 
denote the subtask as 𝑇𝑖𝑗 , where   is the index of the level and 
𝑗 is the index of the task at that level. An individual reward 
function is assigned to each subtask,  
ℛ𝑖𝑗(𝑜, α𝑖𝑗) = α𝑖𝑗𝑓(𝑜, 𝑎|β𝑖𝑗) + ω𝑖𝑗 , (3) 
where α𝑖𝑗 , β𝑖𝑗 , ω𝑖𝑗 are control parameters for the basic reward 
function 𝑓 which is tuned to regulate the contribution for each 
subtask. In practice, each team member will take control of 
different actions that correspondingly contribute to the 
hierarchical task following the decomposition tree. The total 
reward functions for the human and robot are calculated by 
ℛr(𝑜r, 𝑎r) = ∑ δr(αr𝑖𝑗𝑓 (𝑜r, 𝑎r|βr𝑖𝑗) + ωr𝑖𝑗)
𝑖∈ℝ,𝑗∈ℝ
(4) 
ℛh(𝑜h, 𝑎h) = ∑ δh(αh𝑖𝑗𝑓 (𝑜h, 𝑎h|βh𝑖𝑗) + ωh𝑖𝑗)
𝑖∈ℍ,𝑗∈ℍ
, (5) 
where ℝ denotes the set of robot tasks, ℍ denotes the set of 
human tasks, and δ is a vector of weights that can be used to 
fine-tune the contribution of each task. In practice we do not 
need to inform the human of the defined reward function 
because they can build their own reward function in their mind 
as long as the task goals are known. It shoud be noted that the 
human and robot can share the same higher-level task, but they 
do not need to know each other’s low-level tasks. 
With the hierarchical reward mechanism, the robot and 
human can jointly learn the task level by level from low to high 
(we call this level-guided learning). The advantage of this 
strategy is that while the robot is learning low-level tasks, 
which are relatively simple and isolated, it can also learn how 
to work with its human partner at each level, thereby 
continuously learning the human behavior. The other learning 
strategy is responsibility-guided learning, in which the robot 
learns the task and human separately. During the first stage, 
the robot learns all subtasks that are assigned to it. Then the 
human joins at the second training stage, cooperating with the 
robot to complete the overarching task. In this way, the robot 
can learn a good policy during the first stage without the 
human factor and then update its policy when the human joins 
in. The level-guided learning encourages the robot to learn its 
human partner first, while the responsibility-guided learning 
allows the robot to learn the task first.  
IV. ASYMMETRIC DYNAMICAL TASK FORMULATION 
We formulate the HRC problem in an asymmetric 
hierarchical dynamic task using a slider-pendulum-ball 
simulator (Fig. 4). The pendulum is attached to a slider that has 
two degrees of freedom: rotation along the z-axis and 
translation along the x-axis. A ball rests on the pendulum and 
can roll along it. The two available action spaces are to apply 
torque to rotate the pendulum and to apply force to move the 
slider up and down. A two-level hierarchical task is designed. 
There are two tasks in the low level: 𝑇11 is to keep the slider in 
the middle of the rod and 𝑇12 is to keep the pendulum in the 
horizontal direction. There is one high-level task: 𝑇21  is to 
keep the ball in the middle of the pendulum. The tasks are 
intentionally designed to be asymmetric (the rotation task 
contributes more than the translation task toward the high-
level task of ball balance) to comprehensively evaluate the 
developed algorithm and to augment the possible scenario to 
achieve a better understanding of HRC. The reward functions 
of each task for the robot are defined as  
ℛ11(𝐶𝑥) = α11 cos(β11𝐶𝑥) + ω11 (6) 
ℛ12(𝑃𝑧) = α12 cos(β12𝑃𝑧) + ω12 (7) 
 
 
Figure 4. Experimental setup. The robot gets sensory observations, 
including temporal human action, from past sequences and state 
information. The human can acquire image observations directly from the 
real-time simulated results shown on the monitor. The robot directly input 
its action to the Simulink model from MATLAB API, and the human input 
his/her action to the model by controlling a joystick. 
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Figure 3. An example of a hierarchical task that has   levels, each with 𝑗 
subtasks. The level represents the priority of the task. The decomposition 
rules are: 1. The higher-level task is contributed to by one or multiple 
lower-level tasks; 2. Each level may contain multiple subtasks; 3. The task 
with no predecessor task will be controlled by an action, which can 
individually contribute to multiple tasks or cooperate with other actions. 
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ℛ21(𝐵𝑦) = α21 cos(β21𝐵𝑦) + ω21, (8) 
where  𝐵𝑦  is the ball position, 𝑃𝑧  is the rotation angle of 
pendulum, and 𝐶𝑥 is the slider position. 
V. EXPERIMENTS 
The experiment was designed in a simulated environment 
with real human subjects. The slider-pendulum-ball model 
was built using MATLAB and Simulink, and all physical 
parameters were adjustable to achieve near-real-world 
conditions. To prevent the ball from falling off and causing 
unnecessary restarts to the training, constraints were set up on 
both ends of the pendulum. The observations of robot 𝑂r were 
{𝐵𝑦 , 𝑃𝑧 , 𝐶𝑥 , 𝑎h𝑡−1}, where 𝑎h𝑡−1 is the temporal actions of the 
human. The observations of human 𝑂h are directly presented 
to the human by displaying the environment on a monitor (Fig. 
4).  The action of the robot is executed by a virtual DQN agent, 
which is discretized. The human inputs the action by 
controlling a joystick, which is continuous. In the training, 
sampling time was set to 0.2 s, and the learning rate was 0.01. 
The discount factor γ  was set to 0.9, and the reward 
summation weights δ were set to 1. Each training episode was 
40 s to avoid oscillation or a decrease in human performance 
due to the human’s inconsistency or frustration. Each human 
subject only completed one training case and was not involved 
in other cases to ensure that the human subjects had no 
previous knowledge of the experiment setup for fair validation.  
With the developed algorithm and environment, three 
categories (learn task first (responsibility-guided), learn 
human first (level-guided), and learn together) were studied. 
Each category had two training cases (Table I) where the robot 
and human swap tasks (i.e., the actions they control). There 
were two training stages in Cases 1 to 4. For Cases 5 and 6, 
there was only one training. The details of reward structures 
and training sequences for all cases are outlined next.  
Learn Task First (responsibility-guided): The robot learns 
its tasks first and then learns to work with the human partner 
to complete the complex task.  
Case 1: The robot completes the translation action and the 
human completes the rotation action (denoted as r(𝐶) + h(𝑃); 
the following cases use the same pattern). In the first stage, 
follow the responsibility of robot’s action, only the robot 
learns the task 𝑇11  with reward ℛR1 = ℛ11(𝐶𝑥), no human 
involvement. Robot doesn’t learn the high-level task because 
the slider translation cannot complete ball balance alone. In the 
second stage, human joins the training, the robot trains with 
reward ℛr2 = ℛ11(𝐶𝑥) + ℛ21(𝐵𝑦). The robot learns the they 
both learn the overarching task. 
Case 2: r(𝑃) + h(𝐶): The robot and human switch roles. 
In the first stage the robot learns both the pendulum and ball 
balance tasks because the rotation action can achieve both 
tasks by following reward ℛr1 = ℛ12(𝐶𝑥) + ℛ21(𝐵𝑦). In the 
second stage the robot learns to cooperate with the human. 
Learn Human First (level-guided): In this category, the 
robot learns the human partner first with simple tasks, then 
learns the complex task together with the human. 
Case 3:  r(𝐶) + h(𝑃) : First, the robot and human are 
trained together, where the robot learns the slider task with 
reward ℛR1 = ℛ11(𝐶𝑥), and the human learns the pendulum 
task. The low-level tasks are easy to learn, which helps the 
robot devote more effort to learning the human. In the second 
stage, the team learn the ball balance task together, where the 
robot’s reward becomes ℛr2 = ℛ11(𝐶𝑥) + ℛ21(𝐵𝑦). 
Case 4: r(𝑃) + h(𝐶): The robot and human switch roles, 
and the training steps remain the same as in Case 3, but the 
corresponding reward is modified. 
Learn Together (baseline): The robot and human learn the 
complex task together without prior knowledge. 
Case 5: r(𝐶) + h(𝑃): The robot and human train together 
to learn overarching task, where the robot completes the 
translation action with reward ℛR = ℛ11(𝐶𝑥) + ℛ21(𝐵𝑦) . 
The human completes the rotation action. 
Case 6: r(𝑃) + h(𝐶): The robot and human switch roles, 
and the training steps remain the same as in Case 5. 
VI. RESULTS 
Fig. 5 shows the training process for all cases. For the 
first-stage training process of Cases 1–4, Case 1 and Case 4 
achieve the best performance, and both converge in less than 
7 iterations. Case 2 shows the most struggle (when the robot 
learned both the pendulum and ball balance tasks). Case 3 
shows robot met difficulty of learning at first but still reaches 
the target 40% faster than Case 2.  
For the whole training process, Case 4 converges fastest 
in 14 iterations, Case 2 converges slowest in 31 iterations. In 
the training process without hierarchical rewards, Case 6 
successfully reached the target, but Case 5 failed because the 
team cannot reach the target performance. Fig. 6 shows the 
actions of the robot and human during the last 4 seconds of 
the validation process for a stable cooperation may occur at 
last. A video that shows an animation of training results and 
behaviors learned by the robot is accessible at 
https://youtu.be/Is2qbZ_jsVg. 
Table II shows the statistics for the training processes and 
the performance evaluation for the trained HRC policies from 
each case. The training process section includes the human-
involved episodes, total episodes, and corresponding 
proportions. The performance evaluation includes the 
cumulative error for the low- and high-level tasks and total 
error. Case 2 is highlighted as the best performing  because it 
TABLE I.  DESCRIPTIONS OF TRAINING CASES 
Category and Case  
1st Training 2nd Training 
Agenta Human Agent Human 
Learn Task 
First 
Case 1 C   C+B+h P+B 
Case 2 P+B   P+B+h C+B 
Learn 
Human First 
Case 3 C+h P C+B+h P+B 
Case 4 P+h C P+B+h C+B 
Learn 
Together 
Case 5 C+B+h P+B     
Case 6 P+B+h C+B     
a. C stands for slider, P stands for pendulum, B stands for ball balance, h stands for human. 
  
not only has the least human-involved training in terms of 
both number of training episodes and proportion to total 
training episodes, but it also achieves the best performance in 
both the low-level slider task 𝑇11  and the high-level ball 
balance task 𝑇21 . Case 2 still achieved the second-best 
performance for low-level pendulum task 𝑇12 with only 8% 
performance gap with Case 4. In Case 1, the human had to be 
more involved to reach the target performance, and this case 
has mediocre performance. Cases 3–6 needed 100% human 
involvement. Case 4 achieved the second-best performance, 
and Case 5 had the worst performance.  
VII. DISCUSSION 
A. Influence of Human and Asymmetric Hierarchical Task 
The results show that the proposed algorithm helped the 
robot successfully learn the asymmetric hierarchical task and 
human partner in Cases 1–4 and 6. The failure of Case 5 is 
due to the inherent low learning efficiency problems 
discussed in I. Introduction when the robot must learn the task 
and the human together. We noticed that the average team 
performance in Cases 2, 4, and 6 where the human performs 
the translation action and the robot performs the rotation 
action was 64% higher than in Cases 1, 3, and 5 where the 
roles were switched. The low performances of Cases 1, 3, and 
5 are mainly due to human’s poor performance on the 
pendulum task and the ball task. From Fig. 6, the change in 
human action affects the robot’s observations and causes the 
robot to adjust. These are extra efforts for both the human and 
robot, which downgrade the efficiency of learning and team 
performance. The consistent action pattern in Cases 2, 4, and 
6 indicate both the human and robot can put less effort into 
adjusting the policy and achieve better performance. 
An empirical reason is that the human’s perception ability 
in translational movement is better than the human’s 
perception ability in rotational movement. In Cases 1, 3, and 
5, the human was struggling to identify if the pendulum was 
in the horizontal direction and therefore kept applying action 
to adjust. In Cases 2, 4, and 6, human can properly estimate 
the translational movement of slider and learn a consistent 
policy to apply correct action. Thus, appropriate assignment 
 
 
Figure 6. The actions executed by the human and robot during the last 4 seconds of the model validation process. In Cases 1, 3, and 5, the human controls 
the rotation action, and the robot controls the translation action. In Cases 2, 4, and 6, the roles are switched. for Cases 1, 3, and 5, only Case 1 can learn a 
relatively good policy with clearer action patterns for the human and robot. In Case 3 and Case 5, the human struggles and has to adjust the actions. On 
the contrary, in Cases 2, 4, and 6, the human and robot learn clear action patterns with much lower action frequency. 
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Figure 5. The left and center graphs show the training results from the Learn Task First and Learn Human First categories, respectively. For these two 
categories, the reward functions are updated while reaching the first-stage goal, which results in reward drops after the updates. The graph on the right 
shows the training results from the Learn Together category. The points where the human joined the training are labeled with the red and blue arrows. 
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TABLE II.     TRAINING PROCESS (EPISODE) AND MODEL PERFORMANCE (ERROR) 
Category and Case 
Training Process (Episode) Performance (Error) 
Human Involved Total Percentage Translation (m) Rotation (rad) Ball (m) Total 
Learn Task First 
Case 1 18 25 72% 0.26 0.57 0.78 1.61 
Case 2 6 31 19% 0.07 0.38 0.37 0.82 
Learn Human First 
Case 3 19 19 100% 0.17 0.85 1.01 2.04 
Case 4 14 14 100% 0.11 0.35 0.69 1.14 
Learn Together 
Case 5 24 24 100% 0.28 3.16 2.82 6.26 
Case 6 16 16 100% 0.13 0.41 0.70 1.24 
 
  
of the human action and task will end up with better team 
performance. With this understanding, we believe task and 
role allocation is another promising topic to improve the HRC.  
B.  Learning Strategies for Cooperative Robot in HRC 
The training processes in Fig. 5 and statistical results in 
Table II confirm our hypothesis that it is better for robots to 
learn the task and human partner separately. Regarding 
the question of what the robot should learn first, we realized 
that there are multiple answers. 
Specifically, in the Learn Task First category, the non-
involvement of the human helps the robot to better learn its 
assigned task. The robot can fully observe the environment in 
the first stage without the human, which makes it easier for 
the robot to explore the environment and update the policy. 
When the human joins the task, the robot only needs to learn 
the human behavior and slightly update its policy to 
accommodate the environment change. 
The Learn Human First category converges the fastest. 
This is mainly because the full involvement of the human 
enables the robot to continuously observe the human to learn 
his/her behavior. But the human’s effort (time) is sacrificed to 
help the robot learn. Besides, although human’s fully 
involvement helps faster learning, the difficulty still exists to 
decompose end effects of human action and robot action in 
high level task. That’s why it achieved lower team 
performance than the Learn Task First category. 
The Learn Together category proves our analysis on the 
drawbacks of the state-of-art methods where the training 
would be affected by the human’s inconsistency and robot’s 
random exploration. Case 6 managed to converge because the 
tasks were appropriately assigned to the human and the robot. 
Case 5 shows that the random exploration of the robot causes 
frustration to the human, and human’s mistakes misled robot 
during the learning process. As a consequence, the team 
performance is hard to increase. 
Conventional performance evaluation metrics only 
consider team performance and total training time. However, 
we believe that another important factor needs to be 
considered, which is human involved training. Because when 
human involves more in the training, the chance is higher that 
the human inconsistency affects the team performance. A 
comparison of the three training categories is shown in Fig. 7 
as a three-factor diagram. The training strategies can be 
selected based on the diagram. For example, if faster training 
is the priority, the robot should learn the human first. If good 
team performance is the priority, the robot should learn the 
task first. If minimal human involvement is the priority, the 
robot should learn task first.  
VIII. CONCLUSION 
In this work, with our novel approach, we studied the 
influence of human and complex task with hierarchical 
structure to the HRC. Experiment results demonstrate that it 
is better for robots to learn the task and human partner 
separately. A three-factor performance evaluation metrices 
were introduced to achieve comprehensive consideration for 
learning strategy selection. Our future work will focus on task 
and role allocation for better cooperative robot with 
adaptability, self-awareness and partner-awareness. 
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Figure 7. A three-factor diagram that considers human involvement, total 
training time and team performance for the validated training categories. 
The outer side means higher team performance, less human involved 
training, and less total training time. 
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