On homogeneous polynomials determined by their partial derivatives by Wang, Zhenjian
ar
X
iv
:1
80
9.
02
42
2v
1 
 [m
ath
.A
G]
  7
 Se
p 2
01
8
ON HOMOGENEOUS POLYNOMIALS DETERMINED BY THEIR
HIGHER JACOBIANS
ZHENJIAN WANG
Abstract. We prove that a general homogeneous polynomial can be reconstructed
up to a multiplicative constant factor from its partial derivatives, extending the
property about determination of homogeneous polynomials by Jacobian ideals.
1. Introduction
The study of reconstruction of a “generic” homogeneous polynomial from its Ja-
cobian ideal dates back to [1] and is closely related to the theory of variation of
Hodge structures on projective hypersurfaces. It is given in [2] the precise meaning
of the word “generic”. After the Jacobian ideal, which is generated by first order
partial derivatives, we continue to investigate ideals generated by partial derivatives
of higher order. This article can thus be seen as a continuation of [2].
Let S = C[x0, x1, · · · , xn] denote the polynomial ring in n + 1 variables with
coefficient in C, which is also the homogeneous coordinate ring of the n-dimensional
complex projective space Pn. It is a graded ring:
S =
∞⊕
d=0
Sn,d,
where Sn,d is the vector space of homogeneous polynomials of degree d. Suppose
f ∈ Sn,d and k ≥ 0. Denote Jk(f) to be the graded ideal of S generated by all partial
derivatives of f of order k and Ek(f) the degree (d− k) homogeneous component of
Jk(f), namely, the vector space spanned by k-th order partial derivatives of f . For
instance, J1(f) is the Jacobian ideal of f , and J2(f) is the Hessian ideal, Jk(f) are
called higher Jacobians in general.
We have the following result, proved in [2] and restated in the following convenient
form that we shall have in mind.
Theorem 1.1. Given n ≥ 1 and d ≥ 3. Let f ∈ Sn,d be such that the following two
conditions are satisfied:
(i) f is not of Sebastiani-Thom type;
(ii) The hypersurface V (f) ⊂ Pn does not have a singularity of multiplicity d− 1.
If g ∈ Sn,d satisfies E1(g) = E1(f), then g = cf for a constant c ∈ C
∗.
In this article, we prove similar properties for partial derivatives of higher order.
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Note that dimEk(f) ≤ dimSn,k =
(
n+k
n
)
. Our first result concerns the case when
we have an equality.
Theorem 1.2. Given n ≥ 1, d ≥ 3 and k ≥ 1. Let f ∈ Sn,d be such that
dimEk+1(f) = dimSn,k+1.
If g ∈ Sn,d satisfies Ek(g) = Ek(f), then g = cf for a constant c ∈ C
∗.
For k ≥ 0, denote by Un,d(k) the following set:
Un,d(k) = { f ∈ Sn,d : dimEk(f) = dimSn,k }.
It is clear that Un,d(k) is a Zariski open subset of Sn,d, and is empty for k >
d
2
. Our
second result gives its non-emptiness for the remaining cases.
Proposition 1.3. Given n ≥ 1, d ≥ 3. For k ≤ d
2
, Un,d(k) is a Zariski open dense
subset of Sn,d.
As a corollary, we obtain the following result.
Corollary 1.4. Given n ≥ 1, d ≥ 3 and k ≤ d
2
−1, a general homogeneous polynomial
f ∈ Sn,d can be reconstructed from Ek(f) up to a multiplicative factor.
In Section 2, we will give a proof of Theorem 1.2. The underlying idea of the
proof is very simple: we show Ek(g) = Ek(f) implies Ek−1(g) = Ek−1(f), then use
induction on k. The proof of Proposition 1.3 is given in Section 3. Corollary 1.4
gives a new, more elementary proof of determination of a general polynomial by its
Jacobian ideal, compared with that given in [1].
The author would like to thank Professor A. Dimca for his kindly pointing out
applications of the results in this article to the study of hypersurface singularities,
higher Jacobians and Lefschetz properties in Artin algebras. He also thanks Yau
Mathematical Sciences Center for their financial support and wonderful working
atmosphere.
Notations
The multi-index set:
N
n+1 = {I = (i0, i1, · · · , in) : ij ≥ 0 for j = 0, 1, · · · , n}
Being subset of Rn+1, Nn+1 admits three operations: addition, subtraction and
scalar multiplication, defined as follows.
I ± I ′ = (i0 ± i
′
0, i1 ± i
′
1, · · · , in ± i
′
n)
for I = (i0, i1, · · · , in) and I
′ = (i′0, i
′
1, · · · , i
′
n), and
mI = (mi0, mi1, · · · , min)
for m ∈ N and I = (i0, i1, · · · , in).
Denote by ej, j = 0, · · · , n the canonical basis of N
n+1:
ej = (0, · · · , 0, 1, 0, · · · , 0)
with 1 in the j-th entry and 0 otherwise. Using this basis we may write I =
(i0, · · · , in) as I =
∑n
j=0 ijej .
ON POLYNOMIALS DETERMINED BY THEIR JACOBIANS 3
Moreover, there is also a partial order “≥” on Nn+1, defined by
I = (i0, i1, · · · , in) ≥ I
′ = (i′0, · · · , i
′
n)⇔ ij ≥ i
′
j , j = 0, · · · , n
or more concisely, I ≥ I ′ ⇔ I − I ′ ∈ Nn+1.
The order of I = (i0, · · · , in) is defined by
|I| = i0 + · · ·+ in.
As in the introduction, we denote Sn,d the vector space of homogeneous polyno-
mials of degree d. For f ∈ Sn,d, the partial derivative of f of type I is defined
as
DIf =
∂|I|f
∂xi00 ∂x
i1
1 · · ·∂x
in
n
.
By definition, Ek(f) is the vector subspace of Sn,d−k spanned by all k-th order
partial derivatives of f , i.e.,
Ek(f) = span{DIf : |I| = k}.
2. Polynomials determined by higher order derivatives
In this section, we will give the proof Theorem 1.2. We begin with the following
result.
Lemma 2.1. Let f ∈ Sn,d. If k ≥ 1 and dimEk(f) = dimSn,k, then dimEk−1(f) =
dimSn,k−1.
Proof. The proof is almost obvious: if we are given a linear relation∑
|I|=k−1
aIDIf = 0,
it follows by differentiating on the variable x0 that∑
|I|=k−1
aIDI+e0f = 0.
On the other hand, the assumption of dimEk(f) implies that {DI+e0f : |I| = k−1}
are linearly independent, so aI = 0 for all I. 
Induction on k gives the following obvious corollary.
Corollary 2.2. Let f ∈ Sn,d. If k ≥ 1 and dimEk(f) = dimSn,k, then dimEr(f) =
dimSn,r for all 0 ≤ r ≤ k.
As a second step for our proof of Theorem 1.2, we prove the following proposition.
Proposition 2.3. Given n ≥ 1, d ≥ 3 and k ≥ 1. Let f, g ∈ Sn,d be such that
Ek(g) = Ek(f) and dimEk+1(f) = dimSn,k+1, then Ek−1(g) = Ek−1(f).
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Proof. We will show Ek−1(g) ⊆ Ek−1(f). This is sufficient for our purpose because
they have the same dimension by Corollary 2.2.
From Ek(g) = Ek(f), we get a system of linear relations: for each I ∈ N
n+1 with
|I| = k,
(1) DIg =
∑
|I′|=k
aI,I′DI′f.
Step 1: Differentiating equations. Fix I and 0 ≤ p ≤ n so that I ≥ ep. For
any 0 ≤ q ≤ n, we will apply the equality DeqDIg = DepD(I−ep)+eqg in (1); to this
end, we obtain first
DeqDIg = Deq
(∑
|I′|=k
aI,I′DI′f
)
=
∑
|I′|=k
aI,I′DI′+eqf ;
second,
DepD(I−ep)+eqg = Dep
(∑
|I′|=k
a(I−ep)+eq ,I′DI′f
)
=
∑
|I′|=k
aI−ep+eq,I′DI′+epf.
It follows from dimEk+1(f) = dimSn,k+1 that {DJf : |J | = k + 1} are linearly
independent, hence from DeqDIg = DepD(I−ep)+eqg, we finally obtain by comparing
the coefficients of each term DJf that
aI,J−eq = aI−ep+eq,J−ep
for all |J | = k + 1. Here we use the convention aI,J−eq = 0 if J 6≥ eq.
Since the above conclusion holds for any I, J, p, q with I ≥ ep, it follows that for
all I, I ′, p, q with |I| = |I ′| = k and I ≥ ep,
(2) aI,I′ = aI−ep+eq ,I′−ep+eq
with aI,I′−ep+eq = 0 if I
′ + eq 6≥ ep.
Step 2: Partial derivatives of order k−1. Now we consider partial derivatives
of order k − 1. Let K ∈ Nn+1 with |K| = k − 1, Euler formula gives
(d− k + 1)DKg =
n∑
p=0
xpDK+epg.
Plugging (1) into this equation, we obtain
(d− k + 1)DKg =
n∑
p=0
∑
|I′|=k
xpaK+ep,I′DI′f.
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Note that we deduce from (2) first of all that aK+ep,I′ = 0 for I
′ 6≥ ep, thus
(d− k + 1)DKg =
n∑
p=0
∑
I′≥ep
xpaK+ep,I′DI′f =
n∑
p=0
∑
I′≥ep
xpaK+ep,(I′−ep)+epDI′f,
or written in a more convenient way,
(d− k + 1)DKg =
n∑
p=0
∑
|K ′|=k−1
xpaK+ep,K ′+epDK ′+epf
=
∑
|K ′|=k−1
( n∑
p=0
xpaK+ep,K ′+epDK ′+epf
)
.
Now the relations (2) imply that aK+ep,K ′+ep = aK+eq,K ′+eq for any p, q = 0, · · · , n,
therefore we obtain
(d− k + 1)DKg =
∑
|K ′|=k−1
aK+e0,K ′+e0
( n∑
p=0
xpDK ′+epf
)
.
Applying Euler formula
∑n
p=0 xpDK ′+epf = (d− k + 1)DK ′f , it follows that
DKg =
∑
|K ′|=k−1
aK+e0,K ′+e0DK ′f.
Since this holds for all K, we get Ek−1(g) ⊆ Ek−1(f). 
Now we can give a complete proof of Theorem 1.2.
2.4. Proof of Theorem 1.2. Under the conditions in Theorem 1.2, an induction
argument on k using Proposition 2.3 and Corollary 2.2 gives E0(g) = E0(f). By
definition, E0(g) = C · g and E0(f) = C · f , hence g is a constant multiple of f .
3. Linear independence of partial derivatives
Now we are at the position to prove Proposition 1.3. Clearly, it is equivalent the
following result, which is also interesting for its own right.
Lemma 3.1. Given n ≥ 1 and d ≥ 3. Suppose 0 ≤ k ≤ d
2
. Then for a general
f ∈ Sn,d, we have
dimEk(f) = dimSn,k.
Proof. Suppose there is a linear relation
(3)
∑
|I|=k
bIDIf = 0.
Step 1: Reduction. We first show that the proof can be reduced to the case
d = 2k. Indeed, the cases k = 0, 1 are rather trivial. For k > 1 and d > 2k, take
derivative D(d−2k)e0 in (3), we get∑
|I|=k
bIDI(D(d−2k)e0f) = 0.
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Note that D(d−2k)e0 : Sn,d → Sn,2k is a linear surjective morphism, hence for a general
f ∈ Sn,d, the polynomial D(d−2k)e0f ∈ Sn,2k is also general.
Step 2: We assume d = 2k. From the linear relation (3), we obtain for any
I ′ ∈ Nn+1 with |I ′| = k, ∑
|I|=k
aIDI+I′f = 0.
Hence {aI : |I| = k} satisfies a linear systems of equations with coefficients given
by {DI+I′f : |I| = k, |I
′| = k}. Note that DI+I′f is a constant since |I + I
′| = 2k =
deg f .
The lexicographic order “≺” on the set {I = (i0, · · · in) : |I| = k} is defined as
follows:
I = (i0, · · · , in) ≺ I
′ = (i′0, · · · , i
′
n)
if and only if there exists 0 ≤ j ≤ n such that
i0 = i
′
0, · · · , ij−1 = i
′
j−1, ij < i
′
j .
One can use this linear order to put the sequence {DI+I′f : |I| = k, |I
′| = k} into a
square matrix. And to finish the proof of Lemma 3.1, it suffices to show this matrix
is nonsingular for a general f . To this end, we use specialization method. Take
the polynomial f =
∑
|I|=k x
2I , the corresponding matrix is a diagonal matrix with
nonzero entries lying along the diagonal, hence it is nonsingular. 
Remark 3.2. 1. During the proof above, we have in fact constructed an explicit
element in Un,d(k), say
f =
∑
|I|=k
x2I+(d−2k)e0 .
2. In view of the obvious bound for dimEk(f) given by
dimEk(f) ≤ min{dimSn,k, dimSn,d−k},
the condition on k is optimal in Lemma 3.1.
4. Applications
Recall that Un,d(k) is the subset of Sn,d containing all homogeneous polynomials
f satisfying dimEk(f) = dimSn,k; it is obviously a cone. By Proposition 1.3, it has
a well-defined projectivization, denoted by P(Un,d(k)) for k ≤
d
2
. Then similar to [2],
the assignment
[f ] 7→ P(Ek)
defines a well-defined map ϕk from P(Un,d(k)) to an obvious Grassmanian for k ≤
d
2
.
Our main results imply the following, extending the similar results in [2].
Corollary 4.1. For k ≤ d
2
−1, the map ϕk is injective when restricted to P(Un,d(k+
1)), a priori, it is generically injective.
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Remark 4.2. Lemma 2.1 implies
Un,d(0) ⊇ Un,d(1) ⊇ Un,d(2) ⊇ · · · ⊇ Un,d(k) ⊇ Un,d(k + 1) ⊇ · · · .
We do not know whether ϕk is injective on P(Un,d(k)) or not, except the case k =
d
2
for even d, in which ϕ d
2
is a constant map.
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