ABSTRACT This paper focuses on the state feedback stabilization problem for a class of discrete-time singular Markov jump systems with repeated scalar nonlinearities. First, on the basis of the implicit function theorem and the diagonally dominant Lyapunov approach, a sufficient condition is obtained, which ensures the regularity, causality, uniqueness of solution in the neighbourhood of the origin, and stochastic stability for the system under consideration. Moreover, by employing some lemmas and matrix inequalities, the sufficient condition is changed into a set of linear matrix inequalities. Then, the procedures of designing the state feedback controller are given. Eventually, three examples are presented to show the validness of the proposed approach.
I. INTRODUCTION
Markov jump systems have been widely used to describe a class of hybrid systems whose structure is subject to random abrupt changes, and they can model a large class of practical systems, such as fault-tolerant systems, power systems, chemical process, manufacturing systems, target tracking problems, solar thermal receivers and economic problems. During the past few decades, stability, stabilization and filtering problems for Markov jump systems have been addressed in [1] - [4] . Singular systems exist in many practical fields, for instance, circuit systems [5] , aircraft modeling [6] , power systems [7] , constrained mechanical systems [8] and so on [9] . And the stability, stabilization, and H ∞ control problems of singular systems have been widely investigated [10] - [14] . Recently, lots of researches on analysis and synthesis of singular Markov jump systems have arisen as well, and many results have been obtained [15] - [25] .
On the other hand, the repeated scalar nonlinearities have attracted extensive attention in the last two decades due to the fact that many practical systems, such as cold rolling mills, digital control systems subject to saturation nonlinearities on the state or on the controller, marketing and production control problem, neural networks defined on hypercubes, recurrent artificial neural networks, manufacturing systems for decision-making, fixed-point state-space digital filters using saturation overflow arithmetic [26] can be modeled by it. The discrete-time repeated scalar nonlinear state space systems were initially studied by Chu and Glover [27] , in which the diagonally dominant Lyapunov approach was introduced to address the problem of the model reduction. On the basis of this work, fruitful researches on repeated scalar nonlinearities have sprung up. For example, for state-space systems consisting of repeated scalar nonlinearities, the stability and stabilization problems were investigated in [28] , the H ∞ control problem was studied in [29] , and for Markov jump systems involving of repeated scalar nonlinearities, [30] and [31] firstly studied the output feedback control and filter design problems, respectively. Very recently, with input constraints considered, [32] dealt with the problem of finite-time asynchronous H ∞ control for repeated scalar nonlinear Markov jump systems. Furthermore, the repeated scalar nonlinear switched systems were addressed to satisfy H ∞ performance by the sliding mode control in [33] . In addition, considering network transition and repeated scalar nonlinearities simultaneously in discrete-time systems, the distributed H ∞ filtering, event-triggered H ∞ control and non-fragile mixed H ∞ /l 2 − l ∞ filtering were dealt with in [26] , [34] , and [35] , respectively. It should be noticed that, for the purpose of obtaining the stability condition for systems with repeated nonlinearities, the positive diagonally dominant matrix was adopted in [26] , [30] - [34] , and [35] , besides, the positive diagonally dominant matrix was finally transformed to a positive definite matrix and a matrix equation in these works, which results in a non-convex feasibility problem. Whereas, in this paper, the underlying positive diagonally dominant matrix was changed to a positive definite matrix and a linear matrix inequality, which are simple to be solved by the convex minimization tools.
Besides, it is worth mentioning that [36] considered the stabilization problem of singular Markov jump systems with repeated vector nonlinearities rather than the aforementioned repeated scalar nonlinearities, thus the general Lyapunov method was used in [36] . However, little efforts have been made for singular Markov jump systems with the repeated scalar nonlinearities. Additionally, to the best of our knowledge, as the repeated scalar nonlinearities are taken account into, the stabilization problem of singular Markov jump systems has not been studied, whereas investigation on this point is clearly very important theoretically and practically, which motivates our present research.
We are in a purpose to derive the stability conditions for singular Markov jump systems consisting of repeated scalar nonlinearities, and design the mode-dependent state feedback controller. For this paper, the main contributions can be summarized as below: (1) The stabilization problem of the singular Markov jump systems with repeated scalar nonlinearities is discussed for the first time. ( 2) The method of deriving the stability condition is less conservative and the obtained stability results is more general. (3) The positive diagonally dominant matrix is changed to a positive definite matrix and a simple linear matrix inequality, which is a convex feasibility problem and can be easily solved. (4) The controller existence condition and design procedures are proposed.
Notations: R n×m represents the set of all n × m real matrices. N is the set of nonnegative integer numbers. C denotes the set of complex numbers. For any real matrix A, A T denotes its transpose, A −1 means the inverse of A, A > 0 (A ≥ 0) denotes it is a symmetric positive definite (semi positive definite) matrix. The identity matrix is denoted as I . The block diagonal matrix is represented by diag(·), the mathematical expectation operator is denoted by E{·}, the entries below the main diagonal of a symmetric matrix are indicated by * , and · denotes the Euclidean norm.
II. MODEL DESCRIPTION AND PRELIMINARIES
A class of nonlinear singular Markov jump systems are described as (1) where x(k) ∈ R n and u(k) ∈ R p represent the state and the control input, respectively. E ∈ R n×n , rank(E) = r ≤ n. A(r k ) ∈ R n×n , B(r k ) ∈ R n×n and C(r k ) ∈ R n×p are constant matrices. {r k , k ∈ N} means a Markov chain, which takes values in a finite set N = {1, 2, · · · , S}. {r k , k ∈ N} obeys the following jump rule:
where λ ij ≥ 0 is the transition probability from mode i at time k to mode j at time k + 1, we have
is the nonlinear scalar function in the form of
and g(·) : R → R satisfies the following assumption. Assumption 1 [27] : The nonlinear function g(·) in system (1) is assumed to satisfy
Remark 1: From Assumption 1, it follows that g(·) is odd (by letting q = −f ) and 1-Lipschitz (by letting q = −q). Under such an assumption, it can be obtained that g(0) = 0 and g(·) can denote some representative nonlinearities [29] , such as the sin function sin, the satura-
Definition 1 [11] : System (1) with u(k) = 0 is said to be 1) regular if det(zE − A i ) is not identically zero for each i ∈ N . 2) causal if it is regular and deg(det(zE − A i )) = rank(E) for each i ∈ N . 3) stochastically stable if there exists a scalarM (x 0 , r 0 ) > 0 such that, for any initial condition x 0 and r 0 ,
where z ∈ C, x(k, x 0 , r 0 ) represents the solution to system (1) under the initial conditions x 0 and r 0 at time k. In this paper, we aim at developing a mode-dependent controller u(k) = J (r k )x(k) to guarantee the regularity, causality, uniqueness of solution in a neighbourhood of the origin, and the stochastic stability for the closed-loop system
In what follows, some useful lemmas are introduced. Lemma 1 [27] : For a square matrix
then P is called to be positive diagonally dominant (pdd). Lemma 2 [27] : If P is pdd and g(·) satisfies (3), then we have
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Lemma 3 [28] :
then P −1 is pdd. Lemma 4 [11] : For any matrices Z , Y > 0 and X possessing appropriate dimensions, we have
III. STABILITY ANALYSIS
This section first gives a sufficient condition which guarantees the regularity, causality, uniqueness of the solution in the neighbourhood of the origin, and stochastic stability of system (4) by the following theorem. Theorem 1: The regularity, causality, uniqueness of solution in the neighbourhood of the origin, and stochastic stability are satisfied for system (4), if there exist a set of pdd
where
ϕ ∈ R n×n is any matrix that satisfies ϕE = 0 and rank (ϕ) = n − r. Proof: First, we prove the regularity and causality of system (4). For each i ∈ N , two invertible matrices M and N can always be found such that
it follows from ϕE = 0 that ϕ 1 = 0, that is,
From (8), it follows that 1i < 0, then we have
Multiply (10) by N T on the left and N on the right, it can be obtained that
where denotes the matrix that is not useful here, and
From (11), it follows that H i < 0, together with P j1 > 0, it gives A ci4 is nonsingular. Therefore, by Definition 1, the regularity and causality of system (4) is guaranteed. In the following, the proof of the uniqueness of solution in the neighbourhood of the origin for system (4) is given. Set
then it can be obtained that
and
Thus, system (4) is transformed to
From (13), it follows that
together with (6), (13) and (14), as ||x(k)|| 2 → 0, it yields
Set T i = I 0 J I , by (8) , it gives that
where denotes matrix that is not relevant here, and
From (17) and i < 0, it yields that
analogous to the proof of regularity and causality for system (4), with (20), we have (E, A ci + B iJ ) is regular and causal, which means the system
is regular and causal. Based on (9), let
then system (4) is restricted system equivalent to
Since system (21) is regular and causal, then
is nonsingular matrix [9] . According to the implicit function theorem, it can be obtained a unique continuous functioñ
andg(0) = 0. Thus, the unique solution
exists in the neighbourhood of
With (24) and (23), it leads to
Therefore, in the neighbourhood of the origin, there exists unique solution for system (4). Finally, we aim at proving system (4) is stochastically stable. Similar to [19] , choose a stochastic Lyapunov functional candidate as
where P(r k ) is defined in (8) . Since ϕE = 0, we have
then it yields
where L is shown in (8) . For an arbitrary scalar δ > 0, from Lemma 2, it follows that
then
where α = min i∈N {σ min (− i )}. Then, similar to [11, Proof of Theorem 10.2], there exist a scalarM (x 0 , r 0 ) > 0 such that
thus, the stochastic stability of system (4) is satisfied by Definition 1. This completes the proof.
Remark 2:
The regularity can guarantee the existence and uniqueness of the solution for linear singular systems [9] , linear singular Markov jump systems [15] , and linear delayed stochastic singular Markov jump systems [25] . However, for nonlinear singular Markov jump systems, although its linear part is regular, the solution of this system may not exist [19] . Therefore, it is necessary to study both the regularity and existence and uniqueness of the solution in the neighbourhood of the origin in this paper.
If E = I , system (4) is reduced to discrete-time statespace Markov jump system with repeated scalar nonlinearity, at this point, ϕ = 0. If S = 1, system (4) is transformed to repeated scalar nonlinear singular systems. Based on Theorem 1, we can obtain the following corollaries.
Corollary 1: The stochastic stability is satisfied for the system
if there exist a set of pdd matrices P i ∈ R n×n and a scalar δ > 0 such that for each i ∈ N ,
The regularity, causality, uniqueness of solution in the neighbourhood of the origin, and stability are satisfied for the system
if there exist a pdd matrix P ∈ R n×n , a matrix L ∈ R n×n , L > 0 and a scalar δ > 0 such that
ϕ ∈ R n×n is an arbitrary matrix satisfying rank(ϕ) = n − r and ϕE = 0. Remark 3: Particularly, if A c (r k ) = 0 in (28), then (28) is changed to
which is as same as the system studied in [30] . In this case, (29) is transformed to
from (33) , it follows that
then it gives that
with B T iP i B i −P i < 0, similar to the proof in [30] , the stochastic stability of system (32) can be obtained. Besides, the difference of the Lyapunov function is directly amplified by (6) in [30] , whereas the inequality (27) is added into the difference of Lyapunov function in this paper, in fact, when we set δ = 1, the proof of stochastic stability in [30] is as same as ones in this paper, which means the method of this paper is less conservative.
Remark 4: Compared with [36] , this paper considers the repeated scalar nonlinearity, besides, by using the implicit function theorem, the existence and uniqueness of solution in the neighbourhood of the origin for the repeated scalar nonlinear singular Markov system are developed. As far as we know, the results on discrete-time singular Markov jump systems with repeated scalar nonlinearities have never been presented.
IV. CONTROLLER DESIGN
In this section, on a basis of Theorem 1, we aim to develop a controller design method for system (4) . And in order for that, the following corollary is needed.
Corollary 3: If there exist matrices G i ∈ R n×n such that
for each i ∈ N , where
then (8) holds.
Proof: It can be calculated that
is of full row rank, then it results in i < 0.
This completes the proof. In the following, we deal with (36), and give a condition which can design the controller directly.
SetḠ i = G 
With Lemma 4, it can be obtained that for any scalars ε, η 1 and η 2 ,
by the Schur complement, we have if
According to the above analysis, we can obtain the following theorem.
Theorem 2: Given scalars 0 < δ < 1, ε, η 1 and η 2 , then the regularity, causality, uniqueness of solution in the neighbourhood of the origin, and stochastic stability are satisfied for system (4), if there exist Y i > 0,L > 0 and matrixḠ i ∈ R n×n such that for each i ∈ N , Y −1 i is pdd and (41) is satisfied. Remark 5: It should be mentioned that in Theorem 2, δ is required to be located in the range of 0 < δ < 1. In fact, it follows from Remark 3 that −P i + δP i < 0, that is δ < 1. Besides, system (32) is a special case of system (4). Thus, if δ is given, it is reasonable to guarantee 0 < δ < 1.
Noticed that in Theorem 2, Y −1 i must be pdd and it is hard to use (41) to design a state feedback controller for system (4), thus, by Lemma 3, the following theorem is given.
Theorem 3: Given scalars 0 < δ < 1, ε, η 1 and η 2 , then the regularity, causality, uniqueness of solution in the neighbourhood of the origin, and stochastic stability are satisfied for system (4), if there exist matrices Y i [y αβ ] i ∈ R n×n , Y i > 0,L > 0 and matrixḠ i ∈ R n×n such that for each i ∈ N , (41) and is pdd for all n ≥ 1. Together with (41) and Theorem 2, it gives that the regularity, causality, uniqueness of solution in the neighbourhood of the origin and stochastic stability of system (4) are satisfied. This ends the proof.
Remark 6: The pdd matrix is usually used as proving the stability of repeated scalar nonlinear systems [27] . However, there is a problem that if the stability condition consists the pdd matrix, then it is hard to be solved by the numerical toolbox. When handling the pdd matrix, most previous researches such as [26] , [30] , [31] , and [33] all used Lemma 5 in [27] . In these works, the pdd matrix is changed to a positive definite matrix, but a matrix equation constraint is introduced as well, which leads to a non-convex feasibility problem. Although it can be transformed to a minimization problem by the cone complementarity linearization algorithm, the global optimal solution can not always be found. Compared with that, a different approach is applied in this paper. In fact, with Lemma 3, the pdd matrix is changed to a positive definite matrix and a simple LMI (42), which is a convex feasibility problem and can be easily solved. Now, according to Theorem 3, the controller matrices J i can be designed as follows.
Theorem 4: Given scalars 0 < δ < 1, ε, η 1 and η 2 , then the regularity, causality, uniqueness of solution in the neighbourhood of the origin, and stochastic stability are satisfied for system (4), if there exist matrices Y i [y αβ ] i ∈ R n×n , Y i > 0,L > 0 and matricesḠ i ∈ R n×n andK i ∈ R n×p such that, for each i ∈ N , (42) and
hold, wherẽ (43) for i ∈ N , however, if we adopted the method in [26] , [30] , [31] , and [33] to tackle the pdd matrix, then there are (n 2 + 3)S + 1 LMIs and one equation required to be solved. Thus, by using (42) to handle the pdd matrix, we have much less LMIs needed to solved.
Remark 9: When E = I , or there is no nonlinear term in system (4) , that is g(x(k)) = 0, the controller design strategy based on Theorem 4 is also applicable. The details can be found in Example 2 and Example 3, respectively.
V. NUMERICAL EXAMPLES
In this section, three examples are presented to illustrate the validity of the theoretical analysis of this paper.
Example 1: According to [22] , a typical DC chopper circuit can be modeled as follows:
Eẋ(t) =Ā(r t )x(t) +B(r t )g(x(t)) +C(r t )u(t) +D(r t )w(t), with w neglected, similar to [22] , by choosing a sampling time, a discretization of this system can be obtained as Figure 1 , it can be seen that the state trajectories of the closed-loop system are convergent, which means that the results obtained in this paper are effective. In addition, we show the validness of Remark 8. Table 1 shows the comparison of the total number of the LMIs by the method in [30] and in Theorem 4 of this paper handling the pdd matrix. Form Table 1 , it can be seen that the total number of the LMIs in the developed stability criteria of this paper is much less. From this example, it can be seen that the results obtained in this paper can be applied to linear singular Markov jump systems. However, the method for linear Markov jump systems is not applicable for the systems of this paper. Example 3: If E = I , then ϕ = 0. Consider the matrices as follows: 
