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.2013.01.0Abstract Many current NIDSs are rule-based systems, which are very difﬁcult in encoding rules,
and cannot detect novel intrusions. Therefore, a hybrid detection framework that depends on data
mining classiﬁcation and clustering techniques is proposed. In misuse detection, random forests
classiﬁcation algorithm is used to build intrusion patterns automatically from a training dataset,
and then matches network connections to these intrusion patterns to detect network intrusions.
In anomaly detection, the k-means clustering algorithm is used to detect novel intrusions by clus-
tering the network connections’ data to collect the most of intrusions together in one or more clus-
ters. In the proposed hybrid framework, the anomaly part is improved by replacing the k-means
algorithm with another one called weighted k-means algorithm, moreover, it uses a proposed
method in choosing the anomalous clusters by injecting known attacks into uncertain connections
data. Our approaches are evaluated over the Knowledge Discovery and Data Mining (KDD’99)
datasets.
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031. Introduction
Computer networks have become widely ubiquitous, used to
transfer a lot of sensitive information between many types of
computer devices, from huge servers to mobile devices and
minicomputers. Although many types of security methods, like
access control, encryption, and ﬁrewalls, are used, network
security breaches increase day by day [1]. So, there is an urgent
need to intelligent intrusion detection systems (IDSs) to detect
novel intrusions automatically. There are two major intrusion
detection methods: misuse detection and anomaly detection.
Misuse detection compares network activities with pre-deﬁned
signatures or patterns taken from characteristic features thatier B.V. All rights reserved.
754 R.M. Elbasiony et al.represent a speciﬁc attack [2,3]. Anomaly detection discovers
attacks by identifying deviations from normal network activi-
ties [4,5]. Misuse detection can discover attacks with a low false
positive rate, but it cannot discover novel attacks. Anomaly
detection can discover novel attacks but with a high false po-
sitive rate [2]. To avoid disadvantages of misuse and anomaly
detection techniques and maximize their advantages, there are
a lot of proposed hybrid approaches [6,7].
Many current IDSs are rule-based systems that depend on a
set of rules representing attacks or normal network character-
istics, which are collected and identiﬁed by security experts [8].
There is no doubt that manually rule encoding is a very expen-
sive process in both time and money, moreover it depends on
the efﬁciency of human experts in analyzing a huge amount of
network activities to discover intrusion patterns. However,
these drawbacks are overcome by employing many data-min-
ing techniques in IDSs [6,9,7,10–13]. Data mining is the anal-
ysis of (often large) observational datasets to ﬁnd unsuspected
relationships and to summarize the data in novel ways that are
both understandable and useful to the data owner [14]. Thus,
data mining techniques can be used to classify network con-
nections into intrusion and normal data based on labeled
training data in misuse detection [7], and to group similar net-
work connections together in clusters according to a given sim-
ilarity measure in anomaly detection [15,16]. This paper
proposes a hybrid IDS based on two famous data mining algo-
rithms called random forests [17], and k-means. In the misuse
detection part of our framework, random forests algorithm is
used to classify network connections into intrusion and normal
data based on a labeled training dataset that helps it in build-
ing classiﬁcation patterns. In the anomaly detection part, k-
means algorithm is used to group network connections data
into K clusters based on the similarity of connections features,
then, some clusters of them are chosen as anomaly clusters.
There aremany challenges in bothmisuse and anomaly detec-
tion parts, one challenge is the imbalance between intrusion types
in real network connections datasets which are used as training
data to ourmisuse detection system. Some types of intrusions like
denial of service (DoS) have many network connections than
other intrusion types like user to root (U2R); so, any datamining
approach will be interested in decreasing the overall error rate of
the system regardless of intrusion types, which causes increasing
the error rate of theminority attacks like U2R, although these at-
tacks are very dangerous than majority attacks [7].
Another challenge of anomaly detection is that network
connections dataset contains important categorical features,
while the k-means algorithm can only work with continuous
features; moreover, the other continuous features are on differ-
ent scales, which deceive the algorithm causing bias toward the
highest scale features over the other features. In this paper,
solutions for these problems are proposed.
On the other side, connections features do not have the
same effect on the type of connection in terms of being normal
or intrusion; so, some methods are proposed for feature selec-
tion and weighting that increase the detection rate of the pro-
posed anomaly detection method [7,11].
One of the problems of anomaly detection is determining
the anomalous and normal clusters after clustering all data.
There are two assumptions that the majority of real network
activities are normal, and the intrusion activities are not con-
sistent with the other activities [10], however, these assump-
tions are not always true because of the high degree ofsimilarity between some kinds of intrusions and real activities,
which makes these intrusions to stick to normal data in the
same clusters causing very high false positive rates. In this pa-
per, a supervised methodology is proposed to improve false
positive rates of the proposed anomaly detection method.
The proposed methods are evaluated over a real network
connections data which are generated from the Defense Ad-
vanced Research Projects Agency (DARPA) network connec-
tions, which was prepared by ACM Special Interest Group on
Knowledge Discovery and Data Mining in the Knowledge
Discovery and Data Mining 1999 (KDD’99) contest [18,19].
All the algorithms are implemented in C#.Net based on the
original implementation of these algorithms. The proposed
work can be summarized as follows:
1. Employ the random forests algorithm in misuse intrusion
detection as proposed in [7].
2. Employ the k-means clustering algorithm in anomaly
detection.
3. Combine misuse and anomaly detection into a hybrid
framework, and improve the overall performance by using
useful output data from the misuse detection part like var-
iable importance and some known intrusions, as inputs to
the weighted k-means (wk-means) algorithm in the anom-
aly detection part.
The paper is organized as follows. Section 2 presents the
misuse detection and its evaluation experiments on KDD’99
dataset, Section 3 presents the anomaly detection and its eval-
uation experiments on KDD’99 dataset, Section 4 presents the
proposed hybrid framework and its evaluation experiments on
KDD’99 dataset, ﬁnally, Section 5 summarizes the paper and
discusses future work.
2. Misuse detection
2.1. Method description
The misuse detection method (see Fig. 1) employs the random
forests algorithm as a data mining classiﬁcation algorithm [7].
Like all supervised learning techniques, the method operates in
two phases: training phase and classiﬁcation phase. The ﬁrst
phase works ofﬂine to build intrusion and normal patterns
based on a training dataset, the second phase works online
to detect network intrusions based on the patterns generated
from the ﬁrst phase.
In the ofﬂine phase, a labeled training dataset is provided
after some preprocessing into random forests based intrusion
pattern builder, which builds the intrusion patterns needed
for detection. In the online phase, network packets are cap-
tured by network sensors and converted to a network features
database after some preprocessing. Then, the misuse detector
classiﬁes the network features database to normal and intru-
sions based on the patterns generated previously in the ofﬂine
phase. If an intrusion is found, the alarm system raises an
alarm.
Different intrusions do not produce the same number of net-
work connections; the majority intrusions like DoS produce
much more connections than minority intrusions like U2R.
The imbalance nature of real network intrusions increases the
classiﬁcation sensitivity to the majority intrusions and decreases
Table 1 Counts of network connections in KDD’99 and
balanced datasets according to connections main types.
Dataset Normal DoS Probe U2R R2L
Full dataset 972,781 3,883,370 41,102 1126 52
10% Dataset 97,278 391,458 4107 1126 52
Balanced dataset 9728 39,146 4107 4504 3135
Test dataset 60,593 229,853 4166 16,189 228
Figure 2 Test error rates using 10% and balanced training
datasets.
Figure 1 Misuse detection approach.
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than the majority intrusions [7]. As a solution to this problem,
a balanced training dataset ismade by downsampling themajor-
ity intrusions and oversampling the minority intrusions to in-
crease their weights and decrease their error rate.
2.2. The random forests algorithm
The random forests algorithm is a classiﬁcation algorithm con-
sisting of a collection of tree structured classiﬁers, where each
tree casts a unit vote for the most popular class at each input
[17].
Each tree is grown as follows:
1. If the number of cases in the training set is N, a sample of N
cases is taken at random from the original data. This sam-
ple will be the training set for growing the tree.
2. If there are M input variables, a number m M is speciﬁed
such that at each node, m variables are selected at random
out of the M input variables, then, the best split on these m
is used to split the node. The value of m is held constant
during the forest growing.
Each tree is grown to the largest extent possible. There is no
pruning [17].
2.3. Experiments and results
TheKDD’99datasets are used as training and test sets to achieve
our experiments. These datasets are 41 extracted features data
fromDARPA tcpdumpdata in 1998 [19].KDD’99 datasets con-
sist of three datasets; the ﬁrst one is the full training set which has
4,898,431 connection records. The second one is the 10% train-
ing set which was taken from the full training set, it has 494,021
connection records. The third one is the test set which has
311,029 connections data. These datasets include normal con-
nections in addition to four main types of intrusions, probe,
DoS, U2R, and R2L with different connection counts.
As mentioned above, the 10% training set is used to con-
struct a balanced training set by downsampling DoS and Nor-
mal connections, and oversampling U2R and R2L
connections; so, random 10% connections of Normal and
DoS types from the original 10% dataset are used, and also
U2R and R2L connections are oversampled by replicating
their connections. The balanced training set consists of
60,620 connections [7]. Table 1 lists the counts of connection
types in all datasets.
There are two important parameters that signiﬁcantly affect
the error rate of the random forests algorithm: the number ofrandom features used to split each tree node (Mtry), and the
number of trees grown in the forest (Jbt). To achieve a good per-
formance and a low error rate, these parameters are optimized
by building the forest with differentMtry and Jbt values, testing
these forests usingKDD’99 test set, and choosing the best values
that achieve the lowest error rate, which were Mtry= 20 and
Jbt= 20. Ver. 5.1 implementation of random forests algorithm
in [17] is used to do our experiments.
The efﬁciency of the balanced training set is tested versus
the 10% training set by applying them to our method as train-
ing sets and testing the built patterns on the KDD’99 test set,
the results in Fig. 2 shows that the balanced dataset is more
efﬁcient than the 10% dataset.
Fig. 2 shows that the best error rate is 7.27% which
achieved at 20 trees in the forest, with false positive rate of
0.54%, and detection rate of 91.23%. This error rate is better
than the best KDD’99 contest which was 7.29% [18].
3. Anomaly detection
3.1. Method description
The proposed anomaly detection method (see Fig. 3) employs
the k-means algorithm as a data mining clustering algorithm
[20] to detect novel intrusions. It captures the network connec-
Table 2 The proposed KDD’99 10% dataset’s categorical
features and their values that would be encoded to binary
features.
Feature name Feature values
protocol_type icmp tcp udp
ﬂag OTH REJ RSTO RSTOS0
RSTR S0 S1 S2
S3 SF SH
service_type aol auth bgp courier
csnet_ns ctf daytime discard
domain domain_u echo eco_i
ecr_i efs exec ﬁnger
ftp ftp_data gopher harvest
hostnames http http_2784 http_443
http_8001 imap4 IRC iso_tsap
klogin kshell ldap link
login mtp name netbios_dgm
netbios_ns netbios_ssn netstat nnsp
nntp ntp_u other pm_dump
pop_2 pop_3 printer private
red_i remote_job rje shell
smtp sql_net ssh sunrpc
supdup systat telnet tftp_u
tim_i time urh_i urp_i
uucp uucp_path vmnet whois
X11 Z39_50
Figure 3 Anomaly detection approach.
Table 3 Number of dataset’s features before and after adding
the binary encoded features.
Dataset (%) Number of features
before encoding
Number of features
after encoding
1 41 72
2 41 78
5 41 79
10 41 95
756 R.M. Elbasiony et al.tions data and converts it to an anomaly detection dataset by
preprocessing, then, data are partitioned into homogeneous
clusters using the k-means algorithm. After that, the anomaly
detector determines the anomalous and normal clusters. The
system raises anomaly alarm when anomaly clusters are
detected.
3.2. The k-means algorithm
The k-means algorithm is a simple iterative method to parti-
tion a dataset into a speciﬁed number of clusters, K [20]. The
algorithm is initialized by picking random K points as the ini-
tial K clusters ‘‘centroids’’, then, the algorithm iterates between
two steps till convergence:
Step 1: assignment of each point to its closest centroid.
Step 2: relocation of each centroid to the mean of its
assigned points. The k-means algorithm uses the Euclidean
metric to quantify distance between points [20].
Suppose we have a dataset I having N entities, set ofM fea-
tures, V, and an entity-to-feature matrix Y= (yiv) where yiv is
the value of feature v 2 V at entity i 2 I. The algorithm will
partition the dataset I to K clusters where S= {S1, S2, . . . ,
Sk}, Sk subsets are the output clusters. Each cluster Sk is rep-
resented by a centroid Ck = (Ckv), then, the criterion mini-
mized by the algorithm is the sum of distances to every
cluster centroid:
WðS;CÞ ¼
Xk
k¼1
X
i2I
XM
v¼1
sikðyiv  ckvÞ2 ð1Þ
where sik = 1 if i 2 sk, and sik = 0, otherwise [11].
3.3. Experiments and results
Our anomaly detection experiments are achieved based on the
KDD’99 datasets. Four datasets are constructed; each one
consists of 30,000 connections chosen randomly from the
KDD’99 10% dataset. The percentage of intrusions injected
in each dataset is different from each other, four new datasets
are generated: 1%, 2%, 5%, and 10% datasets, where the per-
centages of intrusions to normal connections into the speciﬁed
datasets are 1%, 2%, 5%, and 10% respectively.
(1) The problem of categorical features: the KDD’99 data-
sets contains three categorical features; protocol_type,
which deﬁnes the protocol of the connection, e.g. tcp,
udp, etc., service, which deﬁnes the service of the connec-
tion, e.g. http, telnet, etc., and ﬂag, which deﬁnes the
normal or error status of the connection [19]. The prob-lem is that the k-means algorithm supports only contin-
uous features because it depends on distances between
the input points calculated by the Euclidean distance
metric; so, the three categorical features are encoded
to binary-valued features depending on the values of
these categorical features which are selected in the spec-
iﬁed dataset. Table 2 shows the values of the 10% data-
set’s three categorical features which have to be encoded
as additional binary features. Table 3 shows the number
of features of all datasets before and after adding the
binary encoded features.
(2) The problem of different scales of features: the continu-
ous features of the KDD’99 datasets are on different
scales. This causes the k-means algorithm to bias to
the highest scale features as it depends on the squared
distance measures of the Euclidean metric; so, all the
features of each selected dataset are normalized; thus,
the maximum value of each feature is one.
The ‘‘KMlocal’’ implementation of the k-means clustering
algorithm is used as the clustering system of our anomaly
Figure 4 ROC curves for anomaly detection experiments using all generated datasets.
Table 4 A comparison between the proposed method and
other methods in [4,7].
Approach Remarks Detection
rate (%)
False positive
rate (%)
The proposed method 1% Dataset 95 6.3
2% Dataset 93 4.5
5% Dataset 99 12.6
10% Dataset 98.5 6
Method introduced in [7] 1% Dataset 95 1.5
2% Dataset 95 2.5
5% Dataset 90 2.5
10% Dataset 88 2.5
Methods introduced in [4] Cluster 93 10
K-NN 91 8
SVM 98 10
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tested on the proposed method and the number of clusters (K)
is optimized for each dataset.
Fig. 4 plots receiver operating characteristic (ROC) curves
to show the relationship between the detection rates and the
false positive rates over all generated datasets. The result
shows that the method has a very high detection rate (reaches
98% in 5%, and 10% datasets), but still has the disadvantage
of high false positive rate.
Ref. [4] proposed an unsupervised anomaly detection
framework depending on outlier detection technique using
three algorithms; cluster-based estimation, k-nearest neighbor,
and one class support vector machine (one class SVM). Ref. [7]
also proposed an unsupervised anomaly detection framework
depending on outlier detection technique using the random
forests algorithm, the frameworks proposed in [4,7] have been
experimented on the KDD’99 datasets.
Table 4 makes a comparison between results of the pro-
posed anomaly detection method and the methods in [4,7].
The results show that our method achieves more detection
rate than the other methods especially in 5% and 10% data-sets, but ours still has more false positive rate than methods
in [4,7].
4. Proposed hybrid intrusion detection framework
According to our experiments of misuse and anomaly detec-
tion methods, the results show that anomaly detection method
achieves high detection rate (reaches 99%) with a very bad
false positive rate (reaches 12.6%), in contrast to the misuse
detection method, which achieves somewhat bad detection rate
(92.73%) with a very good false positive rate (0.54%); so, the
proposed hybrid framework can strengthen the advantages of
both misuse and anomaly detection by increasing the detection
rate and decreasing the false positive rate.
The proposed hybrid framework consists of two phases: the
online phase, and the ofﬂine phase. The online phase is a part
of the misuse detection method; it is mainly responsible for
comparing the network connections data to the generated
intrusion patterns, if any intrusion is detected, a misuse alarm
will be generated, and the attack features will be sent to the
random attack selector component of the anomaly detection
part. If the connection features do not match any attack, this
connection is considered as uncertain data because it could
be a novel attack, and will be sent to data preprocessor and
merger component of the anomaly detection part in prepara-
tion for checking if it is an intrusion or normal connection.
The ofﬂine phase contains the intrusion pattern generator of
the misuse detection part, which uses the training dataset to
build intrusion patterns used by the online phase. The pattern
builder also outputs the feature importance values calculated
by random forests algorithm used in the anomaly detection
part. The ofﬂine part also contains all components of the
anomaly detection part, which starts with merging the selected
random attacks with the uncertain data from the misuse detec-
tion part, and creates the anomaly detection database using
this data. After that, the clustering system depends on the
wk-means algorithm as a data mining clustering algorithm
used to cluster the connections data stored into the anomaly
detection database.
Figure 5 The proposed hybrid intrusion detection framework.
Table 5 Output of clustering process of the 1% dataset,
ordered by total connections count, using the k-means based
anomaly intrusion detection.
Cluster no. Total
connections
Normal
connections
Intrusion
connections
1 89 89 0
2 130 130 0
3 237 237 0
4 279 279 0
5 370 370 0
6 402 176 226
7 481 481 0
8 565 507 58
9 837 837 0
10 1303 1303 0
11 1347 1347 0
12 1353 1353 0
13 1448 1435 13
14 1618 1618 0
15 1854 1854 0
16 2299 2297 2
17 2602 2601 1
18 5735 5735 0
19 7051 7051 0
Figure 6 The procedure of generating and using the variable
importance measurements.
758 R.M. Elbasiony et al.The anomaly detector component determines the anoma-
lous and normal clusters by ordering the clusters according
to the count of known intrusions into them, and select the clus-
ters containing more known intrusions as anomalous clusters,
ﬁnally, the anomaly alarm system component generates an
alarm if anomaly clusters are detected, and send these anoma-
lous connections to the training database of the misuse detec-
tion part to add these patterns to the intrusion patterns of it.
Fig. 5 shows the proposed hybrid detection framework.
4.1. The weighted k-means algorithm
The wk-means is a modiﬁed version of k-means algorithm by
including weights of the data features, so, criterion (1) is mod-
iﬁed as:
WðS;CÞ ¼
XK
k¼1
X
i2I
XM
v¼1
sikw
b
v ðyiv  ckvÞ2 ð2Þ
where wv is the weight of variable v, v= 1, . . . ,M, and wv val-
ues are non-negative and sum to unity, and b is a user deﬁned
parameter [11].
k-Means algorithm assumes that all features have the same
effect rate on the output class, but, according to our experi-
ments in misuse detection, the random forests algorithm gener-
ates values of feature importance, which reﬂect the effect rate
of all features on the correctness of output class labels, so,
these feature importance values are taken and modiﬁed to sat-
isfy the sum to unity condition by normalizing them and
substituting the weights vector (wv) by the normalized values
in (2) at b= 1.
4.2. Feature importance measurements
As mentioned in the previous section, the variable importance
measurements of the random forests algorithm are used to im-
prove the clustering process efﬁciency. The random forests
algorithm calculates the variable importance measures of all
of the input features of the training dataset as described in
[17]; to estimate the importance of the variable m, the number
of votes for the correct class is counted using the out-of-bag
(OOB) cases in every tree. Then, the number of the correctvotes is counted again after randomly permuting the values
of variable m in the OOB cases. The average of the margin be-
Table 6 Output of the clustering process of the 2% dataset,
ordered by total connections count, using the k-means-based
anomaly intrusion detection.
Cluster no. Total
connections
Normal
connections
Intrusion
connections
1 57 56 1
2 101 101 0
3 138 0 138
4 233 233 0
5 256 256 0
6 313 313 0
7 365 364 1
8 420 2 418
9 495 495 0
10 757 757 0
11 775 774 1
12 822 822 0
13 1188 1188 0
14 1260 1260 0
15 1279 1279 0
16 1458 1455 3
17 1596 1596 0
18 1621 1621 0
19 1630 1627 3
20 1677 1648 29
21 1753 1753 0
22 2137 2137 0
23 2776 2776 0
24 2954 2948 6
25 3939 3939 0
A hybrid network intrusion detection framework based on random forests and weighted k-means 759tween these two numbers over all the trees in the forest is the
raw importance score for variable m. The raw scores of all in-
put variables are collected and normalized by dividing them on
the sum of all the scores to satisfy the sum of unity condition.
Then, weights vector of the wk-means algorithm are substi-
tuted by the ﬁnal computed variable importance scores.
Fig. 6 shows the procedure of generating and using the vari-
able importance measurements.Table 7 Values of the calculated weights using the random forests
Feature name Calculated weight
duration 0.01289646
protocol_type 0.102066446
service 0.079947128
ﬂag 0.065935818
src_bytes 0.023886258
dst_bytes 0.126299029
land 0
wrong_fragment 0.000647318
urgent 4.68348E05
hot 0.015209777
num_failed_logins 0.000426924
logged_in 0.102314793
num_compromised 0.002354455
root_shell 0.004603246
su_attempted 0
num_root 0.000687205
num_ﬁle_creations 0.00243619
num_shells 0.00015512
num_access_ﬁles 5.43733E05
num_outbound_cmds 0
is_host_login 04.3. Anomalous clusters determination using the known attack
injection method
The main job of the wk-means algorithm is to partition the
network connection data into homogenous clusters based on
similarity measures, however, it cannot determine which clus-
ters are normal connections and which are anomalous one,
so, many anomaly detection methods use the two assumptions
in [10], that the majority of real network activities are normal,
and the intrusion activities are not consistent with the other
activities. These assumptions have many problems as men-
tioned before in the introduction of this paper. Tables 5 and
6 show the network connections distribution after clustering
the 1% and 2% datasets using the k-means algorithm; as no-
ticed from these tables, although one of the two assumptions
stipulates that the majority of connections are normal and sug-
gests that the smallest clusters should contain many intrusions,
but, the smallest clusters contain nothing but normal connec-
tions because these connections are different subtypes of nor-
mal connections, thus, selecting them as intrusions causes a
very high false alarm rates.
As a solution to this problem, a supervised method is pro-
posed to help in the detection of anomalous clusters. This
method depends on the fact that most intrusions are similar;
so, the clustering algorithm should collect most of them in
the same clusters. If some known intrusions detected from
the misuse detection phase are injected into the uncertain data
before clustering, these known intrusions will stick to the un-
known ones in the same clusters giving us bright spots into
the anomalous clusters which make it easy to detect the anom-
alous clusters with a very low false positive rate.
4.4. Experiments and results
The KDD’99 datasets and the balanced dataset are used to do
our experiments. The balanced dataset is used as a training
dataset to the misuse detection part, and the KDD’99 testvariable importance measurements of the balanced dataset.
Feature name Calculated weight
is_guest_login 0.005298988
count 0.104087754
srv_count 0.067050711
serror_rate 0.002227385
srv_serror_rate 0.001909586
rerror_rate 0.004283414
srv_rerror_rate 0.000373178
same_srv_rate 0.011693306
diﬀ_srv_rate 0.018712547
srv_diﬀ_host_rate 0.003599064
dst_host_count 0.038294572
dst_host_srv_count 0.067122974
dst_host_same_srv_rate 0.024671172
dst_host_diﬀ_srv_rate 0.027562406
dst_host_same_src_port_rate 0.052873232
dst_host_srv_diﬀ_host_rate 0.008309154
dst_host_serror_rate 0.006863946
dst_host_srv_serror_rate 0.005994019
dst_host_rerror_rate 0.007453526
dst_host_srv_rerror_rate 0.001639974
Table 8 Connections distribution of the ﬁrst eight clusters of the 1% dataset, ordered by the counts of
injected known attacks, using the wk-means based hybrid intrusion detection.
Cluster no. Total connections Normal connections Unknown intrusions Known intrusions
1 442 0 224 218
2 614 470 71 73
3 391 386 1 4
4 4119 4118 0 1
5 3506 3505 0 1
6 278 277 0 1
7 871 870 0 1
8 2300 2297 2 1
Table 9 Connections distribution of the ﬁrst eight clusters of the 2% dataset, ordered by the counts of
injected known attacks, using the wk-means based hybrid intrusion detection.
Cluster no. Total connections Normal connections Unknown intrusions Known intrusions
1 630 0 418 212
2 556 302 169 85
3 1650 1645 3 2
4 713 711 1 1
5 1663 1662 0 0
6 2238 2237 1 0
7 208 208 0 0
8 418 418 0 0
Figure 7 ROC curves for the proposed hybrid framework experiments using all generated datasets.
760 R.M. Elbasiony et al.dataset as the captured network connections data. The
‘‘KMlocal’’ implementation of the k-means algorithm [9] is
used after some modiﬁcations to support wk-means algorithm.
The feature importance measures of the random forests algo-
rithm in the misuse detection phase are modiﬁed as discussed
before to be used as the weights vector for wk-means algo-
rithm. Table 7 shows the values of the weights of the balanced
dataset. The results of the misuse detection phase are discussed
before, however, to cover most of the possible expectations,
the output of this phase is changed manually to test the efﬁ-ciency of the overall framework under many circumstances,
so, the output of the ﬁrst phase is supposed to be one of the
following datasets, 1%, 2%, 5%, and 10% datasets, which
means that the misuse part was not able to detect 1%, 2%,
5%, and 10% of intrusions, then, these datasets are created
by randomly labeling some intrusions as detected or not de-
tected as needed.
The problems of categorical and different scales features are
solved as discussed in Section 3. The random attacks selector is
adjusted to select 1% of the total connections, from the de-
Table 10 A comparison between results of the proposed
misuse, anomaly, and hybrid detection approaches.
Approach Remarks Detection
rate
False
positive rate
The proposed misuse
detection approach
KDD test set 92.73 0.54
The proposed anomaly
detection approach
1% Dataset 95 6.3
2% Dataset 93 4.5
5% Dataset 99 12.6
10% Dataset 98.5 6
The proposed hybrid
framework
1% Dataset 98.3 1.5
2% Dataset 97.8 1
5% Dataset 98.2 0.9
10% Dataset 98.3 1.6
Table 11 A comparison between results of the proposed
framework and the framework introduced in [7].
Approach Remarks Detection
rate (%)
False positive
rate (%)
The proposed hybrid
framework
1% Dataset 98.3 1.5
2% Dataset 97.8 1
5% Dataset 98.2 0.9
10% Dataset 98.3 1.6
Framework introduced
in [7]
KDD’99 test set 94.7 2
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sions, and then merges it with the prepared uncertain data.
Tables 8 and 9 show parts from network connections distri-
bution after clustering the overall datasets; as noticed from
these tables, the ﬁrst clusters contain most of the intrusions
contained in the datasets, thus, selecting them as intrusions will
not cause high false alarm rates like the discussed anomaly
detection approach.
Fig. 7 shows the results of our experiment on the proposed
hybrid framework. The results show that the proposed hybrid
framework achieves very high detection rates, reaching 98%,
at very low false positive rates, 1.5% nearly.
Table 10 shows a comparison between the results of the
proposed misuse, anomaly, and hybrid detection approaches.
The results show that the proposed hybrid framework achieves
high detection rates with low false positive rates compared to
misuse and anomaly detection.
Table 11 shows a comparison between the results of the
proposed framework and the results of the random forests-
based hybrid framework in [7], the framework has been exper-
imented on the KDD’99 datasets.
5. Conclusion and future work
This paper discusses the data-mining-based network intrusion
detection systems. Two data-mining techniques are used in
misuse, anomaly, and hybrid detection. First, the random for-
ests algorithm is used as a data mining classiﬁcation algorithminto a misuse detection method to build intrusion patterns
from a balanced training dataset, and to classify the captured
network connections to the main types of intrusions due to the
built patterns. Our method is implemented in C#.NET by
using the random forest original implementation [17] and
tested through the KDD’99 datasets [7]. The main drawback
of the misuse detection method is that it cannot detect novel
intrusions that are not trained on before. Secondly, the k-
means algorithm is used as a data-mining clustering algorithm
into a proposed unsupervised anomaly detection method to
partition the captured network connections into a speciﬁed
number of clusters, and then detect the anomalous clusters
depending on their features [10]. The ‘‘KMlocal’’ implementa-
tion of the k-means clustering algorithm [9] is used to imple-
ment our anomaly detection method. Our method is
evaluated over the KDD’99 datasets after solving the problems
of categorical and different scales features. The main drawback
of the anomaly detection method is the high false positive rate.
Thirdly, the random forests algorithm is used with the wk-
means algorithm to build a hybrid framework to overcome
the drawbacks of both misuse and anomaly detection. Feature
importance values calculated by the random forests algorithm
are used in the misuse detection part to improve the detection
rate of the anomaly detection part. A supervised method is
proposed to improve the anomalous cluster determination by
injecting known attacks into the uncertain data before being
clustered, and using these known intrusions in determining
the anomalous clusters. Our experiment is evaluated on the
KDD’99 datasets. The results show that the hybrid framework
achieves detection rates and false positive rates better than the
techniques in [4,7].
In the future, more advanced data-mining technologies like
stream data mining could be used to increase the operations
speed and make all processes online. In addition to that, the
proposed attack injection method needs more study in the ef-
fect of changing the ratio of attacks to the uncertain connec-
tions dataset. It needs also more experiments on different
real networks are needed to make sure of the efﬁciency of
the proposed framework. Methods for determining the opti-
mal number of clusters (K) in the k-means algorithm are also
needed because its performance depends strongly on it.References
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