This paper focuses on Pareto control in multi-objective dynamic scheduling of a stepper machine that is considered as a bottleneck machine in the semiconductor wafer fabrication process. We propose the use of compromise programming method for achieving Pareto control in the needs of conflicting objectives such as mean cycle time, cycle time variance and maximum tardiness. Using conjunctive simulated scheduling, at each decision instance in simulated time, a Pareto job is selected and loaded on the machine for processing. Using the real factory data, we demonstrate the concept of Pareto control in dynamic scheduling and show how a stepper machine can be controlled at specified needs of scheduling objectives. The results obtained from Pareto control approach are superior to the simulated results of actual operating heuristic in the factory.
INTRODUCTION
The semiconductor industry is considered as one of the most complex manufacturing systems today. Production scheduling in a semiconductor industry is highly complex due to a large number of process steps, highly reentrant process flows (multiple visits to the workcenters), different manufacturing routes, large variety of equipment types, high product mix variability and sequence dependent setups. The jobs at a workcenter may consist of hundreds of product types, each with different specifications. Shrinking product life cycles and customer demand for shorter cycle time and specialized delivery add further complexity. The entire semiconductor industry is sensitive to economic and trade patterns. It is typical in the semiconductor market to have large oscillations in demand. Rapid development of new technology is another factor that adds to this dynamic situation. This creates a need to consider multiple conflicting objectives such as minimization of cycle time mean and its variance and maximization of delivery accuracy while scheduling. Considering these complexities, semiconductor manufacturing poses unique planning and scheduling challenges.
Real life scheduling problem requires the decision maker to consider a number of objectives before arriving at any decision. A solution which is optimal with respect to a given objective might have a poor performance on some other objective. The trade-off involved in considering several different objectives provides useful insights to the decision maker. Thus considering problems with more than one objective is more relevant in the context of real life scheduling problems.
A major portion of the past scheduling research deals mainly with single objective scheduling. Though, a vast amount of literature exists on the optimization of various single objective functions such as Makespan time, average cycle time, machine utilization and tardiness. Only a little effort has been made in the direction of simultaneously considering multiple objectives while scheduling, which may very well be contradicting each other in nature (T'kindt and Billaut 2002) . In the field of semiconductor scheduling, the contradicting needs of the multiple objectives were taken into consideration only in a few research papers (Yang and Chang 1998 , Dabbas et al. 2001 , Gupta and Sivakumar 2005b . Pinedo and Chao (1999) also proposed "scheduling with multiple objectives", as a new direction of research in the field of scheduling as it may often be desirable to see the trade-offs between the different objectives of scheduling. Therefore, the primary focus of this paper is to develop Pareto control curves for conflicting objectives in multi-objective dynamic scheduling environment for serial processes. The relevance of the research findings in industrial application has been presented through a real-life case study for the concept of Pareto control in scheduling a stepper machine in semiconductor wafer fabrication.
PARETO CONTROL IN MULTI-OBJECTIVE DYNAMIC SCHEDULING
In semiconductor scheduling, following objectives are of high importance from the perspective of customer and producer:
• Minimizing mean cycle time (F) in order to reduce the work-in-process (WIP) inventory and the cost of production.
• Minimizing variance of cycle time (σ 2 F ) for providing more reliable predictions of completion times to the customers.
• Minimizing maximum tardiness (T max ) for meeting due dates and reducing the penalty cost arisen out of unfulfilled demand.
The above objectives constitute the following two pairs of conflicting scheduling objectives:
• Minimizing mean cycle time and minimizing maximum tardiness (VanWassenhove and Gelders 1980, Koksalan 1999) = min (F, T max ) • Minimizing mean cycle time and variance of cycle time (Bagchi 1989 
The motivation for using these two pairs of conflicting objectives is to simultaneously incorporate the manufacturer's as well as the customer's concerns in scheduling. For each pair, the interest lies not in just achieving a single optimal solution, but in defining a near-optimal trade-off curve so that the decision maker can operate the scheduling along the trade-off curve according to the dynamic needs of the manufacturing shop. Thus, there is a need to develop a Pareto control curves between these conflicting objectives.
From more than six decades, efforts have been invested by many researchers around the world towards the development of polynomial algorithms for solving complex scheduling problems. Exact algorithms are developed even for multiobjective scheduling problems as reviewed by Nagar, Haddock, and Heragu (1995) and T'kindt and Billaut (2002) . However, most of these efforts are dedicated on finding pareto-optimal solutions for static scheduling problems, in which we assume that all jobs are available for scheduling at the start of the planning period, and their processing information, are known. The concept of pareto-optimal solutions has not yet been extended and applied to scheduling problems in dynamic cases, where jobs are assumed to arrive on continuous basis over time. The term "pareto-optimal solutions" as defined for static problems may not be applicable to scheduling problems studied in dynamic sense. In our earlier work (Ganesan, Gupta, and Sivakumar 2004) , we introduced the concept of Pareto-control in dynamic scheduling, which is summarized herein.
Suppose there are two conflicting objective functions, F 1 and F 2 , in dynamic single machine scheduling. Assuming that these objectives are individually optimized by scheduling a job at each decision instance in simulation clock according to the corresponding criteria of f 1 (x) and f 2 (x), for x ∈ X, where x is the job index and X is the set of all available jobs at that particular decision instance. For biobjective scheduling, at each decision instance on the time horizon, a convex combination approach is used to define a joint criterion. This joint criterion is used to select a Pareto optimal job based on the relative importance of scheduling criteria f 1 (x) and f 2 (x). This results in a particular sequence of dynamically arriving jobs for scheduling and corresponding objective functions, F 1 and F 2 . Varying the relative importance of scheduling criteria at each decision instance will result in Pareto control of biobjective dynamic scheduling as shown in Figure 1 .
V a r y i n g r e l a t i v e i m p o r t a n c e o f f 1 a n d f 2 For scheduling dynamically arriving jobs on the machine, a discrete-event simulation-based approach of scheduling is used. In this approach, at each decision instance in the simulation clock, an optimal job is selected from the dynamic queue of jobs and scheduled on the machine for processing. The simulation clock is then moved forward to the next decision instance. Generally, scheduling and simulation are studied as two separate concepts; scheduling for sequencing jobs on the machine and simulation as a tool to validate the results. Here, the concepts of scheduling and simulation are combined and thus used to exploit the benefits of discrete-event simulation in dynamic scheduling of the shop. This combined approach is referred to as Conjunctive Simulated Scheduling (CSS) (Gupta and Sivakumar 2005a) . Using CSS, a multiobjective dynamic scheduling problem is disintegrated into several decision instance based multiobjective optimization problems. Thus, an appropriate job, which satisfies multiple criteria of scheduling objectives need to be selected at each decision instance in simulation clock. Therefore, unlike finding a Pareto sequence in static scheduling problems, in multiobjective dynamic scheduling problems a Pareto optimal job is selected for scheduling on the machine at each decision instance in simulation clock.
DETERMINATION OF PARETO OPTIMAL JOB
At each decision instance in dynamic scheduling, the Pareto optimal jobs are determined and loaded on the machine for processing. This results in a schedule of dynamic jobs, which gives a boundary solution for the dynamic biobjective scheduling problem (Gupta and Sivakumar 2002; Ganesan, Gupta, and Sivakumar 2004) .
Various approaches exist to find the Pareto optimal solution for a multiobjective optimization problem as reported by Zeleny (1982) , Tabucanon (1988) , T'kindt and Billaut (2002) . The most commonly used approach in multiobjective optimization is to transform the problem into single objective problem using convex combination of objectives and weights. The weights are decided based on the relative importance of each objective. In this research, the convex combination approach is used because of its simplicity of application in dynamic scheduling, low cost of computation, and ability to provide feasible solution in near-real-time.
Most of the convex combined functions are either in a linear fashion or in the form of some kind of the distance derivatives (Tabucanon 1988 , Zeleny 1982 . The prominent techniques in this relation are Weighted Aggregation (WA) and Compromise Programming (CP). In WA method, different objectives are weighted and summed up in a linear fashion to a single objective, formulated as: min F = 2 j=1 w j · f j (x), where w j are non-negative weights with w j = 1. By varying these weights, all the Pareto optimal points can be achieved as each Pareto optimal solution point on a convex surface corresponds to a set of w j (Geoffrion 1968) . However, WA method suffers from the problems of (1) dimensional inconsistency among various objectives and (2) uneven spread of points on the Pareto set (Das and Dennis 1997) . Motivated by the need of looking for a more powerful approach, Zeleny (1982) and others developed the CP method.
CP method identifies solutions which are closest to the utopia solution as determined by some measure of distance (Zeleny 1982 , axioms of choice). The solutions identified as being closest to the utopia solution are called compromise solutions and constitute the compromise set. In the CP method, the point of interest is the comparison of distances of different efficient points ( f j (x), j = 1, 2) from the utopia solution which is the point of reference. Since the objectives may be of different dimensions, so the distance measure needs to be corrected to make the individual objectives mutually commensurable. It is therefore necessary to use relative rather than absolute deviations. The individual relative deviations can be raised to any power (r > 0) before these are summed and also the weights w j (0 < w j < 1 and j w j = 1) can be attached to the different relative deviations. For a multi-objective optimization problem, with utopia point
, the overall minimizing objective function can be expressed as follows:
In this formulation, the choice of exponent r reflects the user's concern with respect to the maximal deviation. Introduction of w j allows the expression of the user's intuition concerning the relative importance of the various objectives. Thus, a double-weighting scheme exists. The parameter r reflects the importance of the maximal deviation and the parameter w j reflects the relative importance of the j th objective. From the application point of view, both these parameters give the benefit of controlling the generated solution over the Pareto boundary. In the above CP formulation, keeping the utopia point the same but by changing the weights, one may reach all the efficient points located on the boundary (Zeleny 1982) . In the observations of Gupta and Sivakumar (2002) , at any selection instance, all Pareto optimal jobs can be selected by the CP method by varying weights w j within a particular spread of boundary. On the other hand, varying exponent r helps in controlling the spread of this boundary.
Operationally, three points of the compromise set are usually calculated, that is, those corresponding to r = 1, 2, and ∞. When r = 2, the equation becomes simply the distance between two points, where each relative deviation is weighted in proportion to its magnitude. As r becomes larger and larger, the largest deviation receives more and more weight. For r approaching ∞, the distance measure reduces to the Tchebycheff function (Zeleny 1982) :
This is because the relative contribution of the largest relative deviation when raised to a large exponent would be extremely larger than all the rest combined, and thus will dominate the distance determination.
Though the weights representing relative importance are used as the preference structure when applying CP, it has been mathematically proven that CP method is superior to WA method in locating the efficient solutions (Steuer 1986 ). Thus, CP method is widely applied in mechanical engineering design problems, where single stage multiobjective optimization problems exist. However, there are very few applications of CP to multiobjective scheduling problems. Taboun, Abib, and Atmani (1995) used CP to solve two biobjective scheduling problems with objectives of (i) minimizing total tardiness and earliness vs. mean flowtime and (ii) minimizing total tardiness vs. total earliness. They modelled the scheduling problem using linear programming and used CP to generate efficient points of biobjective static scheduling problem having 13 jobs to schedule on a single machine. Koksalan (1999) exploited CP to develop a heuristic procedure for solving two different biobjective scheduling problems: (i) minimizing total flowtime and maximum tardiness and (ii) minimizing total flowtime and maximum earliness. Their application also addressed only static scheduling problems and presented an example of scheduling 15 static jobs on a single machine. However, to the best knowledge available, research on multiobjective dynamic scheduling has not been addressed yet in the existing literature.
Primarily, from the point of view of industrial application, it is important to develop a methodology for operating the shop in a user-controlled trade-off between the needs of conflicting scheduling objectives. The characterization of Pareto control curves for the conflicting objectives can be exploited to enhance the ability to choose and operate the shop in a user controlled way. By appropriate selection of parameters, the conflicting scheduling objectives can be controlled and maintained within a specified range for a particular operation. This Pareto control is highly relevant for the shop floor operations management.
In the following section, a real-life case study has been presented in order to show the effectiveness of Pareto control curves for the shop floor management. This case study shows the application of Pareto control in serial processing with respect to the two sets of conflicting objectives: (1) simultaneously minimizing mean cycle time and maximum tardiness and (2) simultaneously minimizing mean cycle time and cycle time variance.
CASE STUDY MODEL, DATA AND EXPERIMENTATION
In this case study, the concept of Pareto control in multiobjective dynamic scheduling has been applied to a stepper machine in semiconductor wafer fabrication. This case study is based on the real factory data from a wafer fabrication plant in Singapore. The wafer fabrication process dominates the economics of IC production and it is the most technologically complex and capital-intensive stage in semiconductor manufacturing. In the wafer fab, the wafers are processed in order to build up layers of patterns to produce the required circuitry. This involves a complex sequence of processing steps with a number of operations that require different kinds of equipment.
Wafer fabrication process basically involves the following process steps: photolithography, etching, deposition, chemical mechanical polishing, ion implantation, diffusion.
Among these process steps, the photolithography process is considered the most crucial and bottleneck process. Due to the large number of photolithography steps needed in IC manufacturing, photolithography typically accounts for about 30% of the cost of manufacturing. Photolithography or optical lithography is basically a photographic process by which a light sensitive polymer, called a photoresist, is coated, exposed and developed to transfer a pattern from a photomask (also called reticle) to the surface of a wafer. The stepper machines are the pieces of equipment used for the photolithography process, which is the most expensive bottleneck resource in the wafer fabrication process.
The general sequence of processing steps for a typical photolithography process is as follows: substrate preparation, photoresist spin coat, prebake, exposure, development and postbake. This sequence is generally performed on several tools linked together into a contiguous unit called a lithographic cluster. The main processing steps in photolithography are coat, expose and develop. In the photolithographic cluster, there are two parallel coat tools, one expose tool and two parallel develop tools. The flow of these processing steps is presented in Figure 2 . In this flow, the expose tool is a bottleneck as all the wafers has to necessarily pass through this single tool. This expose tool can be modeled as a single serial processing machine and the concept of Pareto control in serial processing can be applied in order to control the trade-off in multiobjective dynamic scheduling.
Coat
Expose Develop A sample of the factory data is presented in Table 1 . In this table, second column represents the Lot ID, third column gives the step begin time, which is basically the lot arrival time at the photolithographic cluster, fourth column shows the priority of the lot, fifth column gives the turn ratio of the lot, sixth column gives the lot quantity in terms of the number of wafers in the lot and finally seventh column represents the expose time per wafer in the lot. For the confidentiality reasons, the Lot IDs are changed as shown in the second column of Table 1 .
The factory data is available for a period of two months, which involves the dynamic arrival of total 2508 lots. One requirement for applying the concept of Pareto control at the expose tool is the data for the arrival time at the expose tool, but this data is not available in the lot tracking system of the factory. In order to make the situation suitable to the model, the lot arrival time at the photolithographic cluster is assumed to be the lot arrival time at the expose tool. Then, based on the advice of the industrial engineering experts at the factory, the expose processing time is multiplied with a random factor between 1 and 1.3 in order to balance the workload at the expose tool. Thus, the lot processing time (p i ) at the expose tool is computed according to the following equation: lot processing time (p i ) = (1 + 0.3 * U(0, 1)) * expose time per wafer * lot quantity where, U(0,1) is the uniform random number between 0 and 1. Another requirement for applying the concept of Pareto control is the operation due date (d i ) for each lot at the expose tool, which is computed based on the following equation: operation due date (d i ) = arrival time + (lot priority * lot processing time).
The actual operating heuristic in factory is priority minimization followed by turn ratio maximization followed by first arrival, which is represented as factory heuristic. Other simple dispatching rules considered in this study are FCFS, SPT and EDD. The simulation experiments on the factory data are conducted for two cases: first with just 1-month data and second with 2-month data.
CASE STUDY RESULTS AND DISCUSSION
The concept of Pareto control in serial processing is applied on the expose tool for the two pairs of conflicting objectives:
(1) mean cycle time and maximum tardiness and (2) mean cycle time and cycle time variance. The relative weights (w 1 , w 2 ; w 1 + w 2 = 1) of the two criteria in the CP method are varied linearly from 0.05 to 0.95 at an interval of 0.05, computing total 19 points. The exponent r is varied at the levels of 0.33, 0.66, 1, 2, 3 and 10. The CP curves for these exponent settings are correspondingly represented by CP0.33, CP0.66, CP1, CP2, CP3 and CP10. Among these, CP0.33 and CP0.66 are studied to see the effects of exponent value less than unity and similarly CP2 and CP3 for the effects of exponent value greater than unity. However, CP10 is studied as an approximation of Tchebycheff function, as earlier explained in Equation (2) (Koksalan 1999) .
Minimizing Mean Cycle Time (F) and
Maximum Tardiness (T max )
For a serial processing machine, the mean cycle time is minimized by the SPT rule and the maximum tardiness is minimized by the EDD rule. Thus, the two criteria of CP method are
Thus, based on Equation (1), the Pareto objective function for the CP method is formulated:
Here, F r (i) represents the CP function value for the i th job at the decision instance in the simulated time.
Then, among all the queued jobs in front of the machine, the best job is selected for loading on the serial processing machine. The job, which has the minimum value of Pareto objective function, F r (i), is selected for loading at every decision instance in the simulation clock. Thus, the k th job is loaded on the machine for processing, where k = arg min
The Pareto curves for this pair of conflicting objectives are presented in Figures 3 (a) and (b) , which respectively show the Pareto curves for 1-month and 2-month factory data. These plots show the characteristic curves of Pareto control for varying weights and exponent values in CP method. In these plots, the dispatching criterion, min(p i ), gives the extreme point corresponding to minimization of mean cycle time and similarly dispatching criterion min(d i ) gives the other extreme point corresponding to minimization of maximum tardiness. These two extreme points are the limits of Pareto control achievement, which are correspondingly referred to as SPT and EDD points. In CP method, as the weight is varied linearly in a discrete fashion, different points are achieved on the boundary in a progressive manner from one end point to the other end point of the curve. CP method has a double weighing scheme which gives it flexibility to cover the whole boundary from one end point to the other end point. In addition, the variation of exponent value in CP method gives it the higher flexibility of Pareto control between a specified range of objective functions.
In Figure 3 , all the points of CP0.33 coincide with the SPT point. For CP0.66 and CP1, the points get spread over a wider range and the curve shifts towards EDD point. For CP2, CP3 and CP10, all the points coincide with the EDD point.
Cycle Time Variance (σ 2 F )
For this pair of conflicting objectives, the mean cycle time is minimized by the SPT rule and the cycle time variance is assumed to be minimized by the P W rule based on simulation results. These two criteria of CP method are represented as f 1 (x) = minimize (p i ) and f 2 (x) = minimize (p i /W i ), where W i is the waiting time of the lot in front of the expose tool. Thus, the Pareto objective function is formulated for the CP method based on Equation (1):
Then, among all the queued jobs in front of the machine, the job with the minimum value of Pareto objective function, F r (i), is selected for loading on the serial processing machine.
The Pareto curves for this pair of conflicting objectives are presented in Figures 4 (a) and (b) for 1-month and 2-month factory data. In these figures, the extreme points are achieved by the SPT and P W rules. In Figures 4 (a) and (b), the points of CP10 curve give a wide spread of boundary between the SPT and P W points. For CP3, the spread of points gets reduced. Further, as exponent value in CP method decreases, the spread of points gets reduced more and more. The points corresponding to w = 0.05 for various CP curves remain in the neighborhood of P W point. On the other hand, the points corresponding to w = 0.95 for various CP curves move far away from SPT point as the exponent value decreases. Thus, the range of the achieved boundary gets reduced with the decrease in the exponent value of CP. Under the given model and assumptions, the points corresponding to FCFS and the factory heuristic are far from the Pareto control curves in all these figures, Figure 3 (a) and (b) and Figure 4 (a) and (b). This observation reflects the importance of using the concept of Pareto control in order to trade-off the scheduling performance between the conflicting objectives. The characterization of Pareto control curves gives the ability to control the scheduling objectives within a specified range. Thus, the Pareto control curves can be used as a tool for the shop floor control management. By selecting an appropriate weight and exponent value, the decision maker can control the machine scheduling within the specific range of the scheduling objectives. 
CONCLUSIONS AND FUTURE WORK
This paper presented the concept of Pareto-control in multiobjective dynamic scheduling of a single serial processing machine. A case study based on the data of a stepper machine in a wafer fab plant demonstrated the relevance of Pareto control in industrial application. The study showed that by varying the relative weights of selection criteria at each selection instance in simulation clock, we can achieve a Pareto-control curve for two conflicting objectives. CP method is used to determine Pareto jobs at every decision instance in the simulation clock. Using conjunctive simulated scheduling, a pareto job is loaded on the machine for processing at each decision instance in simulated time.
The results obtained from Pareto control approach are superior to the simulated results of actual operating heuristic in the factory for both the pairs of conflicting objectives: (1) mean cycle time and maximum tardiness and (2) mean cycle time and cycle time variance. Also, it is demonstrated that by using the Pareto control approach, the stepper machine can be controlled at specified needs of scheduling objectives. Thus, the Pareto control curves can be used as a tool for the shop floor control management.
Further research can explore the application of the concept of Pareto control to the scheduling problems in serial and batch processing environments for the cases with more than two objectives. Pareto control concept also needs to be extended to scheduling problems with sequence dependent setup times in serial processing machines. This will lead to the development of a Pareto surface in 3-D space and thereafter controlling the schedule along the surface. Further analysis is also required on the mathematical understanding of the CP method for finding the correlation between the weight and the exponent, which will enhance the control aspect of Pareto curves between the conflicting objectives.
