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Research exploring natural virtual reality interaction has seen significant 
success in optical tracker-based approaches, enabling users to freely interact 
using their hands. Optical based trackers can provide users with real-time, 
high-fidelity virtual hand representations for natural interaction and an 
immersive experience. However, work in this area has identified four issues: 
occlusion, field-of-view, stability and accuracy.  
To overcome the four key issues, researchers have investigated approaches 
such as using multiple sensors. Research has shown multi-sensor-based 
approaches to be effective in improving recognition accuracy. However, such 
approaches typically use statically positioned sensors, which introduce body 
occlusion issues that make tracking hands challenging. Machine learning 
approaches have also been explored to improve gesture recognition. 
However, such approaches typically require a pre-set gesture vocabulary 
limiting user actions with larger vocabularies hindering real-time performance. 
This thesis presents an optical hand-based interaction system that comprises 
two Leap Motion sensors mounted onto a VR headset at different orientations. 
Novel approaches to the aggregation and validation of sensor data are 
presented. A machine learning sub-system is developed to validate hand data 
received by the sensors. Occlusion detection, stability detection, inferred 
hands and a hand interpolation sub-system are also developed to ensure that 
valid hand representations are always shown to the user. In addition, a mesh 
conformation sub-system ensures 3D objects are appropriately held in a user’s 
V 
 
virtual hand. The presented system addresses the four key issues of optical 
sessions to provide a smooth and consistent user experience. 
The MOT system is evaluated against traditional interaction approaches; 
gloves, motion controllers and a single front-facing sensor configuration. The 
comparative sensor evaluation analysed the validity and availability of tracking 
data, along with each sensors effect on the MOT system. The results show the 
MOT provides a more stable experience than the front-facing configuration 
and produces significantly more valid tracking data. The results also 
demonstrated the effectiveness of a 45-degree sensor configuration in 
comparison to a front-facing. Furthermore, the results demonstrated the 
effectiveness of the MOT systems solutions at handling the four key issues 
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Chapter 1 – Introduction 
1.1 – Virtual Reality 
Virtual reality (VR) is the use of hardware and software to create interactive 
three-dimensional computer-generated environments, worlds, simulations or 
visualisations that immerse a person and enable them to feel as though they 
have presence within a virtual world. To create immersive experiences 
computer controlled electronic equipment is used to feed sensory input to 
users and monitor their actions. A wide variety of technology is used to create 
virtual reality experiences, including, displays, haptic gloves, sound devices 
and input devices. Figure 1.1 contains a taxonomy of virtual reality technology 
within the commercial sector. The taxonomy is broken down into five different 
categories that make up our real-world senses (El Saddik, et al., 2011; 
Muhanna, 2015). This approach to organising VR technology was inspired by 
the “Ultimate Display” concept envisioned by Ivan Sutherland in 1966 
(Sutherland, 1968). In the concept, all a user’s real-world senses are replicated 
so that the virtual world appears as real as the physical world. 
 
Figure 1.1 - Taxonomy of Commercial Virtual Reality Technology 
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The vision section of Figure 1.1 (e.g. virtual reality headsets or head mounted 
displays (HMD)) is the most critical technology needed for virtual reality as 
sight plays a key role in creating an immersive experience that enables a user 
to feel part of the virtual environment. Virtual reality headsets are the most 
prominent consumer display technology. They typically have two small 
displays with lenses that output three-dimensional computer-generated 
images. By using a headset, the illusion of depth perception can be created 
thus a more immersive experience is provided to the user. 
Commercial virtual reality headset technology, such as the Oculus Rift S 
(2019) and Valve Index (2019) has developed significantly over recent years 
and has now reached a level of high visual immersion, relatively low cost and 
robust quality. For example, modern displays used in HMD’s are capable of 
frame rates more than 120hz providing a much smoother visual experience.  
Furthermore, modern HMD’s use significantly higher resolutions than their 
predecessors which in combination with modern GPU technology enables 
users to experience more realistic simulations that have higher visual fidelity. 
Most recently, mobile VR headsets such as the Oculus Quest have added 
inside-out tracking enabling room-scale tracking without the need for tracking 
base stations. Figure 1.2 illustrates the difference between the two main types 
of commercial headset tracking. Outside-In tracking uses static sensors for 
positional tracking. While Inside-Out tracking uses Infrared cameras to track 




Figure 1.2 - Diagram showing the difference between inside-out and outside-
in tracking 
 
The Touch section of Figure 1.1 outlines the current input devices available 
for commercial virtual reality technology. Current Virtual Reality simulations 
typically make use of tactile modality devices, such as gamepads, keyboards 
and mice or motion controllers to enable the user to interact with the virtual 
world (Lee, 2016; Jarvis, 2016; Buchanan, 2018). Motion controllers are 
handheld devices that provide users with an interaction mechanism via 
traditional inputs such as buttons, triggers and joysticks. To provide precise 
positioning within the 3D virtual environment, motion controllers use HMD 
tracking technology. In the case of the Oculus Touch controllers, infrared (IR) 
LEDs are tracked by cameras on the headset to determine the position of the 
controllers. In the case of the Vive, the base stations emit and sweep IR beams 
across the physical VR space, one axis at a time. To calculate their position, 
the headset and controllers are equipped with an array of IR photodiodes that 
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measure the time between an IR flash and being hit by the laser sweep 
(Heaney, 2019). 
Prominent Virtual Reality headset developers Oculus (2019) and Valve (2019) 
have created commercial virtual reality motion controllers that incorporate 
finger tracking technology and traditional game input. The Oculus controllers 
use buttons to provide the gesture inputs ‘Grab’ and ‘Release’, which in turn 
toggle virtual hands between an open and fist pose. The Valve Knuckle 
controllers use a touch-capacitive grip to determine both grip strength and the 
extension state of fingers by determining which parts of the fingers are in 
contact with the surface. This provides the virtual hands with additional 
intermediary animation steps as opposed to only an open and fist pose. 
Motion controllers can be considered intuitive because of their use of 
movement tracking and traditional input technology such as triggers, buttons 
and trackpads. However, while familiar, the use of traditional inputs limits the 
user’s level of interaction to the number of buttons/functions the controller can 
perform. Furthermore, motion controllers can introduce significant learning 
curves, especially in more complex simulations. Thereby, limiting the level of 
immersion the user can achieve within the simulation (Gallotti, et al., 2011; 
Yan & Aimaiti, 2011; Bowman, et al., 2012; Anthes, et al., 2016; Navarro & 
Sundstedt, 2019).  
The limited and un-natural interaction that motion controllers provide is 
particularly problematic in educational/training applications. The use of HMD 
tracking technology provides an accurate and stable interaction experience. 
However, the un-natural interaction prevents the direct transfer of real-world 
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experience to and from the virtual world. Research such as that of Feng et al 
(2018) and Krokos et al (2019) has shown the significant impact immersive VR 
has on the effectiveness of training/education-based simulations. The 
replication of real-world senses and interactions is a significant factor in a 
user’s sense of immersion and presence as discussed further in section 2.4. 
1.2 – Serious Games 
Serious games refer to the use of digital games for educational purposes or 
solving complex problems through collaboration (Freire, et al., 2016). Serious 
games provide users with an engaging experience that requires underlying 
knowledge which the user must understand to aid in the completion of the 
game. Furthermore, serious games provide users the opportunity to practice 
and hone skills that can then be applied to real-world situations. 
Serious games are used in a variety of areas including medical and military 
applications, training people on procedures and using skilled equipment. 
Researchers such as Zhang et al (2018) and Ko et al (2019) have shown the 
effectiveness of serious games in medical training applications, developing 
simulations for endoscopic and laparoscopic surgery respectively. 
The ability to create an immersive virtual environment using virtual reality 
offers huge potential to the area of serious games. Research has shown that 
an immersive virtual reality (IVR) experience can have significant impact on 
the effectiveness of a training scenario and improve memory recall (Krokos, et 
al., 2019). Furthermore, research has shown IVR experiences can provide a 
higher degree of engagement in comparison to non-immersive experiences 
(Gao, et al., 2017; Feng, et al., 2018). Virtual reality enables users to 
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experience an engaging immersive virtual environment, providing an ideal 
platform for serious games. Natural interaction has been found to significantly 
effect a user’s sense of immersion, with hand-based interaction found to be 
particularly beneficial (Han & Kim, 2017; Almeida, et al., 2019). Hand-based 
interaction enables users to practice and refine real-world hand movements 
into muscle-memory with the skills transferred into the real-world. 
As we can see serious games are effective in creating an engaging training 
experience, offering benefits such as improved memory recall. Virtual reality 
can provide significant benefits to serious/games training by providing a 3D 
virtual world in which the user can better visualize the scenario and take in all 
the visual information. However, the previously discussed research has shown 
a significant factor in VR immersion is the ability to interact using hand-based 
interaction for natural and realistic gestures.  
1.3 – Hand Interaction 
Researchers are currently exploring a variety of more natural interaction 
approaches that make use of technology, such as haptic gloves and optical 
based trackers (Hannema, 2001; Park, et al., 2017; Breslauer, et al., 2019). In 
particular, work exploring the use of optical based trackers has seen significant 
success (Chaudhary, et al., 2013; Rautaray & Agrawal, 2015; Anthes, et al., 
2016) as this technology frees users hands by allowing them to freely interact 
with a virtual environment without an interaction device affecting their hands 
(e.g. holding or wearing). 
Optical trackers are camera-based sensors designed to capture user input 
without direct interaction with an intermediary device. Common approaches 
7 
 
include hand and skeletal tracking with current prominent devices including 
the Leap Motion and Kinect V2. The Leap Motion is an infrared based 
stereoscopic camera that uses infrared light to capture a user’s hand and 
finger movements (Wozniak, et al., 2016; Guzsvinecz, et al., 2019). Figure 1.3 
shows a Leap Motion sensor. 
 
Figure 1.3 - Leap Motion Sensor (Motion, 2013) 
 
In contrast to controller-based interaction, hand interaction enables users to 
interact with the virtual environment using their own hands. In VR hand 
interaction approaches typically use gestures to interact with virtual objects. 
The gestures used for hand interaction are generally simplified versions of the 
real-world equivalent. To pick up a virtual object, users typically use the ‘grab 
and release’ gesture, making a fist near a virtual object to hold it until they 
open their hand. One of the main strengths of hand interaction is the intuitive, 
natural interaction with the ability to leverage real-world experience to interact 
with the simulation. The intuitive and natural interaction also helps to create a 
more immersive experience, which as discussed in sections 2.4 and 2.5, is 
particularly beneficial in educational/training applications. 
Hand interaction within a virtual environment typically takes one of two forms; 
indirect and direct interaction. Indirect interaction uses traditional tactile 
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devices such as motion controllers and employs either ray-based pointing or 
proximity-based object interaction. Ray-based interaction uses a laser for 
object selection while proximity-based interaction selects the object within 
proximity of the controller. 
Optical trackers use a direct interaction approach, tracking the individual 
fingers of each hand and providing a real-time 3D virtual hand representation 
(Moehring & Froehlich, 2011; Li & Dai, 2014). Virtual hand representations 
provide users with a more natural and immersive hand interaction experience, 
enabling them to perform realistic interactions. Users interact with virtual 
objects using hand gestures that often mimic real-world actions, typically 
performing a fist pose for object selection. However, the individual finger 
tracking capabilities enables users to perform more complex and precise 
gestures in optimal conditions such as performing telerobotic surgery (Zhou, 
et al., 2016). 
1.4 – Optical Sensor Issues 
As previously discussed, optical-based hand trackers can provide users with 
real-time, high-fidelity virtual hand representations for a natural and immersion 
experience. However, work in this area has identified four key issues, 
specifically; occlusion, field-of-view, stability and accuracy. These issues 
negatively effect the user experience through introducing inconsistency and 
limiting the sense of naturalism and immersion of the interaction experience. 
The single axis view that optical trackers have results in occlusion, in which 
the sensors view of the user’s fingers is obstructed. This is typically caused by 
the back of the hand during interactions. However, it can also be as the result 
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of two-handed interactions, with one hand obscuring the sensors view of the 
other. The obstructed sensor view can result in data instability with virtual 
hands disappearing as a result. This breaks the user’s interaction and sense 
of immersion, having to wait for the tracking to resume before continuing the 
interaction. In addition, the disappearing hands impacts the sense of 
naturalism in the interaction mechanism with hands never disappearing in the 
real-world. 
Research such as that of Marin et al (2014), Clark and Moodley (2016) and 
McCartney et al (2015) has shown the use of machine learning to reduce 
occlusion and improve recognition. However, such approaches typically use 
gesture vocabularies limiting the user interaction. In order to overcome the 
issue of occlusion in optical-based hand tracking, this research explores the 
use of multiple sensors to provide an additional view of the user’s hands. The 
data from the sensors is aggregated together to produce optimal tracking data. 
A novel occlusion detection system is also explored that presents an inferred 
virtual hand to the user during times of occlusion. This approach was taken to 
reduce and handle occlusion whilst ensuring users have unrestricted hand 
interaction. 
As previously discussed, optical trackers use a single axis view to track the 
user’s hands assuming they are not occluded. However, the use of camera 
technology results in the sensors having a limited field-of-view, outside of 
which the hands cannot be tracked. Furthermore, sensors have an optimal 
tracking area outside of which the accuracy and stability increasingly degrade 
as the edges are approached (Colgan, 2015). Figure 1.4 shows the field-of-
view of the Leap Motion sensor and the optimal tracking area. The accuracy 
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and stability within the optimal tracking area can provide an engaging 
experience. However, ensuring their hands are within this area, heavily 
restricts user interaction and reduces the natural feeling. Modern VR headsets 
have a field-of-view significantly larger than the optimal tracking area; 
specifically, 110-degrees for the HTC Vive and 135-degrees for the Valve 
index (Valve, 2019; Vive, 2020). The large field-of-view typically results in 
users attempting to interact outside the optimal area and experiencing issues 
with the field-of-view and accuracy. The issues reduce the user’s sense of 
immersion and the natural feeling of the interaction. 
 
Figure 1.4 - Diagram showing the field of view of the Leap Motion and the 
optimal tracking area 
 
The single-axis view of optical trackers and the use of camera technology also 
introduces general issues with accuracy and stability. Optical trackers such as 
the Leap Motion and Kinect use infrared depth images and thus can be 
affected by excessive light or reflections. In addition, the limited view also 
requires hand and finger positions to be calculated from the depth images of 
a single plane. These factors affect the user experience with precise control 
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being sometimes difficult and can result in finger twitches and movements 
without user input.  
Research such as that of Marin et al (2014) and Jin et al (2016) have explored 
the use of multiple sensors to increase the tracking field-of-view. However, 
approaches have typically used statically positioned sensors such as the 
Kinect to provide additional data. While effective such solutions suffer from two 
key issues, with the first being the static position of the sensor. The additional 
sensors position results in the user’s body occluding the sensors view as they 
move and rotate. The second issue is that such solutions typically use sensors 
such as the Kinect that are not designed for hand tracking and rely on custom 
implementations using image processing. In order to overcome the issues of 
limited field-of-view and instability in optical-based hand tracking, this research 
explores the use of multiple sensors to increase the field-of-view and provide 
an additional view of the user’s hands. This research uses commercial sensors 
specifically designed for optical-based hand tracking. Furthermore, the 
sensors used are attached to the VR HMD to overcome the issues of statically 
positioned sensors. The data from the two sensors is aggregated together to 
produce the optimal tracking data. A novel motion-controller based tracking 
system is also explored that enables hand tracking and interaction outside of 
the field-of-view of the optical tracking sensors. 
In order to overcome the issue of instability in optical-based hand tracking, this 
research explores the use of previous sensor tracking data to smooth 
inconsistencies and stabilize tracking data. A novel stability analysis system is 
also explored that presents an inferred virtual hand to the user during time of 
tracking instability for a more consistent user experience. 
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The issues of instability, occlusion and noise can produce in inaccuracies with 
optical-based hand tracking data, resulting in the virtual hand appearing 
deformed. Previous research approaches have relied on machine learning and 
a gesture vocabulary against which tracking data can be evaluated and 
matched. These approaches can be effective; however, the gesture 
vocabulary limits hand poses/gestures and as a result, the user interaction 
experience. In order to overcome the issues with hands deforming and un-
natural poses as a result of the aforementioned factors, this research explores 
the use of machine learning to validate optical-based hand tracking data. A 
novel hand validation system is also explored that analyses multiple hand 
features to ensure virtual hand movement is within the natural twenty-seven 
degrees of freedom with which the human hand is modelled. The novel 
approach explored can validate tracking data in real-time without the need for 
a gesture vocabulary, enabling more natural and unrestricted interaction. 
As previously discussed, hand-based interaction approaches typically present 
the user with virtual hand representations and use simplified versions of real-
world gestures, most commonly ‘grab and release’. These controls enable 
users to interact using familiar gestures. However, because of the non-
physics-based approach, typically the fingers of the virtual hand pass through 
the surface of the object. Figure 1.5 shows the two main user experiences 
when interacting with virtual objects using virtual hand representations. Figure 
1.5a shows the virtual hand passing through the surface of the object, 
obscuring the fingers. Figure 1.5b shows the virtual object appearing to float 




Figure 1.5 - Typical Virtual Hand Object Grasp Issues; a) Hand passes 
through the surface of the object, b) Object floats in front of the virtual hand 
(Dittrich, 2017) 
 
This results in an un-natural hand appearance and can obscure view of the 
hand, making object to object interactions difficult. In addition, the un-natural 
and un-realistic appearance reduces the user’s sense of immersion. In some 
cases, the virtual object appears to float in front of the virtual hand, also 
providing an un-natural, un-realistic appearance (Figure 1.5b). 
In order to overcome the issue of un-natural hand appearance during object 
interactions in optical-based hand tracking, this research explores the 
techniques for creating realistic hand poses for holding objects. Previous 
research has typically relied on machine learning approaches trained on the 
virtual objects within the environment. Alternatively, virtual hand 
representations are frozen upon contact with a virtual object. The presented 
novel approach does not require any prior knowledge, by analysing virtual 
objects in real-time. Furthermore, the presented approach does not freeze 
virtual hands ensuring users can continue to control their virtual hands and 
interact with the simulation. 
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Research has shown hand interaction is one of the most intuitive ways for 
users to interact (Teleb & Chang, 2012; Silva, et al., 2013; Ishiyama & 
Kurabayashi, 2016). In particular, work exploring the use of optical based 
trackers has seen significant success (Chaudhary, et al., 2013; Rautaray & 
Agrawal, 2015; Anthes, et al., 2016) as this technology frees users hands by 
allowing them to freely interact with a virtual environment without an interaction 
device affecting their hands. Optical-based hand interaction approaches can 
provide users with the natural interaction required for an engaging and 
immersive experience. However, the approach has four key issues; namely, 
occlusion, field-of-view, accuracy and stability. As discussed above, further 
research is required to address these issues and provide users with an 
immersive, natural and consistent interaction experience. 
1.5 – Academic Questions, Aims and Objectives of the Research 
The main aim of this research is to develop an understanding of how optical 
based tracking technology can be used to provide users with more natural 
interaction and an immersive experience. This work explores how hand-based 
input mechanisms might offer more natural approaches to VR interaction that 
are more intuitive and immersive than traditional motion controller approaches. 
To achieve the aim of this research, the following academic questions were 
proposed: 
 
• How can multi-sensor aggregation improve optical-based hand tracking 
solutions in virtual reality? 
• What is the most effective sensor configuration for optical-based hand 
interaction in virtual reality? 
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The specific objectives of this research are: 
• To identify and evaluate the relevant scientific literature, methods, tools 
and technologies to develop a critical understanding of the literature. 
• To design and implement a real-time tracking optical-based hand 
interaction approach using multi-sensor aggregation. 
• To evaluate the effect of different sensor positions and orientations on 
optical tracking data validity and stability. 
• To evaluate the developed interaction approach against traditional VR 
input approaches such as gloves and motion controllers at creating a sense 
of immersion and naturalism. 
• To evaluate the developed optical-based interaction approach against a 
single sensor configuration. 
 
To evaluate the developed interaction approach educational simulations were 
developed to provide users with different virtual object interactions. The 
experimentation was conducted over two phases. In the first phase of 
experimentation, a Chemistry based simulation was developed. The 
simulation used three interaction types: object translation & rotation, virtual 
user interface and two-handed interactions. The second phase of 
experimentation was split into two parts. The first used a Chemical 
Engineering based simulation with three interaction types: object translation & 
rotation tasks, a virtual user interface and precise manipulation of virtual 
controls. The second part used a proposed Standardized Gesture Evaluation 
Questionnaire (SGEQ) designed to provide a standard test for the evaluation 
of optical-based trackers & solutions. 
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1.6 – Thesis Contributions 
This research makes many original contributions to knowledge in the fields of 
virtual reality, serious games, immersion & presence, human-computer 
interaction and artificial intelligence. The contributions are as follows: 
• The development of an optical tracking-based hand interaction system, 
known as the MOT system, that has been specifically designed to 
enhance hand interaction in virtual reality. 
• The development of a head-mounted custom 3D bracket for additional 
sensor positioning.  
• The development of a multiple deep neural network-based hand 
validation system for the validation of hand-tracking data in real-time. 
This system validates based on the hands natural movement range as 
opposed to a pre-set gesture vocabulary. 
• The development of several hand tracking data analysis systems, 
designed to detect and handle the issues of occlusion, instability, invalid 
data and sensor/tracking data synchronization. 
• The development of a virtual object analysis system for the creation of 
realistic hand grasp poses in real-time. The system generates realistic 
hand poses without the need for a physics engine or prior 
knowledge/training of the virtual objects within the simulation. 
• The design and evaluation of a standardized gesture evaluation test for 
evaluating optical-based trackers and interaction mechanisms, 
regarding the four key issues of optical trackers and user experience. 
The test provides a standard upon which alternative and future optical 
based interaction approaches can be evaluated and compared. 
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• The evaluation of the developed interaction approach, in an educational 
VR context, against haptic gloves, motion controllers and a traditional 
optical-based approach using a single front-facing sensor. 
1.7 – Research Methodology 
The research presented was conducted in two design and experimental 
phases. The presented research methodologies use of two experimental 
phases, enabled the effectiveness of the presented approach to be evaluated 
against traditional approaches. Furthermore, the comparison enabled the key 
features of traditional approaches to be identified and incorporated into the 
presented hand-based interaction approach. This approach provided an 
iterative design process, enabling the system design to be revised/extended 
(Nielsen, 1993). The extended interaction approach was then evaluated 
against a traditional optical-based approach. The comparison was used to 
determine the effectiveness of the presented design at addressing the four key 
issues with optical trackers that were identified in section 1.4 of this chapter. 
In the first design phase a hand-based interaction approach using multi-sensor 
aggregation was developed. In the first experimentation phase the presented 
approach was evaluated against traditional interaction approaches; 
specifically, motion controllers and haptic gloves.  
The second design phase was planned based on the results of the first phase 
of experimentation, with additional functionality implemented to address the 
issues identified during the analysis of the phase one results. This included an 
occlusion detection system designed to detect and handle hand occlusion to 
ensure a more consistent experience. In the second experimentation phase, 
the presented interaction approach was evaluated against a traditional optical-
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based hand interaction approach. The second phase of experimentation was 
conducted in two parts: the first using an education-based VR simulation. The 
second part used a proposed standardized gesture evaluation test for the 
evaluation of optical-based hand interaction approaches. The experiment was 
broken into two parts so the effect of the presented approach could be 
evaluated in both an immersive environment and in direct gesture 
performance. Furthermore, the phase two experimental design enabled the 
effect of user focus and engagement at concealing limitations with hand-based 
interaction approaches to be evaluated. 
In both phases of experimentation, to evaluate the presented hand interaction 
approach, a mixed methods approach using both qualitative and quantitative 
methods was used. The qualitative analysis employed semi-structured 
interviews containing both open and Likert-based questions. The quantitative 
analysis was used to evaluate user performance and the performance of the 
presented interaction approach. The use of both qualitative and quantitative 
analysis allowed a combination of numerical measurement and in-depth 
exploration of the effect on user experience (Adams, et al., 2008; Assila, et al., 
2014; Preece, et al., 2015). The use of both methods of analysis was 
necessary to address the research questions. Quantitative analysis of optical 
sensor performance could identify the optimal sensor configuration with 
regards to factors such as occlusion and hand validity. In addition, it would 
also evaluate the effect of multi-sensor aggregation on improving optical 
tracking. However, quantitative analysis might not identify issues with user 
experience, such as a system may perform well but restrict user movement 
and negatively affect the user experience. Therefore, both quantitative and 
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qualitative analysis was needed to identify the approach which improved both 
optical-based hand tracking and the overall user experience. 
The semi-structured interviews conducted were analysed using thematic 
analysis to identify key themes and emotions of user experiences during 
experimentation. The interviews also enabled key features and 
issues/limitations with interaction approaches to be identified. Furthermore, 
the semi-structured interviews provided the opportunity to engage in a 
discussion to clarify answers and ascertain more information. 
To further evaluate user experience, statistical analysis was performed on the 
results of the interview questionnaires. A Bivariate Pearson Correlation test 
was performed to identify correlations between interview questions, enabling 
key features/functionality to be identified. This test was used to determine 
whether any correlations found were linear, demonstrating a constant effect of 
the feature/functionality on user experience. Furthermore, the analysis was 
used to identify correlations between the four previously discussed issues with 
optical trackers. Additional statistical tests were performed including 
Cronbach’s Alpha to assess the reliability of the interview questions used. 
Cohen’s Kappa was used to measure inter-rater reliability in the thematic 
analysis, ensuring the selected themes and sub-themes were agreed. To 
determine whether the mean difference between interaction conditions was 
statistically significant, Paired-Sample T-tests were used. 
As previously discussed, quantitative analysis was used to evaluate user 
performance and the performance of the presented interaction approach. In 
the first phase of experimentation, the time taken to complete individual tasks 
and the overall simulation was recorded. The results were analysed using 
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ANOVA tests to determine factors such as the effect of the interaction 
approach on completion time. The tests also looked the effect of participant 
prior experience on the performance of the interaction approaches. These 
tests enabled factors such as ease of learning to be evaluated through looking 
at the performance of both new and experienced users. The tests also enabled 
factors such as usability to be analysed and compared with user feedback to 
identify user preference between difficulty and interaction approach. 
In addition, a pilot study was conducted in which the hand tracking data 
produced by each sensor and the presented approach was evaluated with 
regards to validity. The validation data was analysed using both Chi-Square 
and Linear regression tests. Statistical tests, such as Linear regression and 
Chi-Square Test were conducted to identify the effects of the sensors on the 
MOT system and any relationships between the sensors and MOT system. 
The second phase of experimentation also used Chi-Square and Linear 
regression tests for the analysis of hand validation data. However, ANOVA 
and Friedman tests were also used to identify any statistically significant 
difference in the number of valid hands produced and the time in which no 
hand data was produced. These tests were conducted to evaluate the 
effectiveness of the sensor configuration and aggregation process. In addition, 
these tests were used to compare reported user experience with regards to 





1.8 – Thesis Organization 
The remainder of this thesis is organized as follows. Chapter two presents the 
literature review of virtual reality, hand-based input mechanisms, machine 
learning in optical tracking, immersion & presence in VR and interactive virtual 
reality in education. Chapter three presents a detailed design of the various 
sub-systems that make up the developed Multiple Optical Tracking (MOT) 
system.  
Chapter four details the experimental setup and procedure for the first phase 
of experimentation. In addition, Chapter four presents the results of the first 
phase of experimentation, including both quantitative and qualitative analysis. 
The two analysis types are presented separately with the results of their 
respective tests detailed and analysed. 
Chapter five presents a detailed design of the second design phase of the 
Multiple Optical Tracking (MOT) system. Furthermore, the chapter includes 
the designs of the various additional sub-systems added to provide additional 
functionality to further resolve the four main issues with optical trackers.  
Chapter six details the experimental setup, procedure and results for both 
parts of the second phase of experimentation. In both parts tracking data is 
analysed for validity and semi-structured interviews are analysed by thematic 
analysis of participant comments and statistical analysis of questionnaire 
scores. Chapter seven concludes this thesis through highlighting the original 
contributions of this research and answering the research questions. 




Chapter 2 – Literature Review 
Virtual reality interaction approaches have undergone significant research in 
recent years (Hannema, 2001; Park, et al., 2017; Breslauer, et al., 2019). 
Research into optical trackers has seen significant success due their more 
direct and intuitive interaction leveraging real-world experience (Rautaray & 
Agrawal, 2015; Anthes, et al., 2016). However, as previously discussed in 
Chapter 1, section 1.4, optical trackers have four key issues: field-of-view, 
occlusion, accuracy and stability. In order to investigate this area, current 
interaction approaches should be established, and their respective hand-
based research discussed. Figure 2.1 presents an organizational chart 
showing the structure of this chapter. The chart shows the topics covered and 
their corresponding sections along with sub-topics within subsections. 
 






This chapter starts by introducing and discussing virtual reality and the 
commercial approaches that are currently available such as CAVE’s and head-
mounted displays. Research in hand-based interaction approaches is then 
presented in two sub-sections based on the way the user interacts as shown 
in Figure 2.1. Section 2.2.1 presents indirect/contact-based interaction 
approaches using technologies such as gloves and motion controllers. The 
research presented discusses different research approaches to providing 
more natural and immersive interaction experiences using those technologies. 
Section 2.2.2 presents the alternative, direct interaction approaches; 
specifically, optical-based hand interaction approaches. The research 
presented discusses current research into optical-hand based hand interaction 
approaches and techniques for addressing the four key issues. In addition to 
current interaction approaches, research into the effect of virtual hand 
representations and the generation of realistic hand grasps is presented. 
Section 2.3 explores research into the use of different machine learning 
approaches and multiple sensors at improving optical-based hand interaction. 
The research presented is discussed with regards to their effects in areas such 
as real-time performance and user interaction experience. 
As previously discussed in Chapter 1, hand-based interaction helps create an 
immersive user experience. Therefore, section 2.4 introduces the terms 
immersion and presence and the effect that both VR and interaction 
approaches have on a user’s perceived sense. Before, exploring the use of 
different VR interaction approaches and their effects on education in section 




2.1 – Overview of Interaction Techniques/Methods used in Virtual Reality 
Virtual reality (VR) is an interactive three-dimensional computer-generated 
environment that is created using hardware and software to immerse a person 
and enable them to feel as though they have presence within a virtual world. 
To generate VR experiences computer controlled electronic equipment is used 
to feed sensory input to users and monitor their actions. The main piece of 
electronic equipment required for VR is some form of display, that outputs the 
virtual world to a user based on input it receives from a computer. The two 
main approaches to VR displays are CAVE’s and head mounted displays.  
CAVE (Cave Automatic Virtual Environment) use walls and a floor made up of 
rear projection screens, with an optional ceiling screen, to display the virtual 
environment. An illustration of this setup can be seen in Figure 2.2 (a). Figure 
2.2 (b) illustrates stereoscopic glasses which are used to create 3D views of 
scenes in CAVE setups (Slater, 2009; Manjrekar, et al., 2014; Pinto, et al., 
2015). 
 






CAVE environments typically use stereoscopic LCD shutter glasses, such as 
the ones in Figure 2.2 (b), to display a 3D image to a user. Positional markers 
are used to track the head position and orientation of multiple users. The 
trackers are also used to calibrate the displays to prevent image distortion and 
update them based on the user’s location within both the CAVE and virtual 
environment. CAVE’s have been shown to be effective is providing a virtual 
reality experience, particularly for multi-user simulations and social interaction. 
However, research such as that of Schmidt et al (2018), Ghinea et al (2018) 
and Nunes et al (2019) suggests that HMD’s provide a more immersive 
experience and stronger sense of presence. 
User interaction (e.g. navigation, selection and manipulation of virtual objects) 
in virtual environments is typically achieved through the use of 6 degree of 
freedom (DoF) devices such as wands (Chapoulie, et al., 2014). Six degrees 
of freedom refers to the user being able to both move and rotate on all three 
axes (X, Y, Z). Wand devices typically use positional markers to track their 
position and orientation within the CAVE as can be seen in Figure 2.3. User 
interaction is typically performed using buttons and/or triggers to select and 
move virtual objects, as well as navigating (walking or flying) the virtual 
environment (Muhanna, 2015). Figure 2.3 shows a diagram illustrating the 





Figure 2.3 - Diagram showing the features of a) Flystick 3 Wand (ART, 
2020), b) HTC Vive Motion Controller (Marroquin, 2017) 
 
One of the key goals of an immersive virtual environment is to make the user’s 
experience as realistic as possible, through the use of 3D graphics and 3D 
manipulation techniques that simulate interactions with the physical world 
(Bowman, et al., 2012; Chapoulie, et al., 2015). However, the functionality and 
level of interaction in traditional input devices such as wands and motion 
controllers are limited by the number of buttons and controls. To provide users 
with a more realistic and immersive experience, more direct interaction 
mechanisms are required. 
An important aspect of direct interaction is the mechanism for interacting with 
virtual objects. Chapoulie et al (2014) analyse the feasibility of direct 
manipulation in a fully immersive space and its effects on presence. The 
authors present a hand interaction mechanism that combines finger tracking 
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with a real-time physics engine and a heuristic approach for hand 
manipulation. The evaluation focuses on simple contact-based interaction, 
enabling virtual objects to be translated and rotated while held. The system 
was evaluated against a 6DoF wand and real-world performance. It was 
hypothesised that the wand would be faster and more precise, but the finger 
tracking would be more natural and provide a higher sense of presence. The 
wand interaction used a ray-based ‘point-to-select’ approach. The results 
show the virtual tasks took longer than the real-world tasks. The wand and 
finger-tracking were equivalent in terms of speed despite the two-handed 
finger tracking having a longer median completion time. The results also show 
in terms of accuracy, the wand performed better than both the direct interaction 
and real-world conditions in the one-handed task. Users subjectively 
considered the wand to be more precise than the direct interaction even if the 
objective performance did not always confirm it. Furthermore, users reported 
the wand to be easier to use but rated the sense of presence and naturalism 
significantly higher for direct interaction compared to the wand. The authors 
conclude that the speed and accuracy of the finger tracking solution make it a 
feasible alternative for interaction. The authors concur with Bowman et al 
(2012) and Hinchet et al (2018), stating that finger tracking is better suited for 
training since the performance is closer to real-world interactions than the 
wand. 
Zhang et al (2014) analyse the effect of gesture interaction using a 
combination of a Wand and positional markers for hand tracking. The 
individual performance of the two techniques was compared with a CAVE used 
to provide the virtual reality simulation. The developed interaction mechanism 
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used two different selection techniques; ray-based ‘point-to-select’ and a paint 
selection with objects painted over selected. The results showed a preference 
for the gesture interaction, particularly during menu interaction due to simplicity 
and not requiring memory of the wand button layout. In addition, the results 
showed an overwhelming preference for gestural interaction due to the 
naturalness and generally being more engaging. 
Chapoulie et al (2014) and Zhang et al (2014) demonstrate the effectiveness 
of combining the stability and control of wands with more natural direct hand-
based interaction. However, the use of a wand as the primary interaction 
mechanism limits the users sense of immersion with the hand acting as a 3D 
mouse (Zhang, et al., 2014). 
Nan et al (2014) build upon the work of Chapoulie et al (2014) and Zhang et 
al (2014) comparing the performance of wands against vDesign, a hand-based 
interaction system using 6DoF tracking. A CAVE was used to provide the 
virtual reality simulation. The system used positional markers for 6DoF hand 
tracking, using hand-to-hand and interactable object proximity with a selection 
gesture to detect interactions. Fifteen participants were split into two groups: 
novice and expert. Experts were participants who had been using the wand 
and hand interactions for more than 6-months. In comparison to wand 
interaction times, the hand menu navigation task saw a 22.5% decrease in 
time for experts and a 27.2% decrease for novices. Hand object manipulation 
tasks showed decreases of 24.3% and 19.6% respectively. The authors 
conclude that wands cannot provide fast and convenient interactions for the 
manipulation of virtual objects. Furthermore, the authors conclude that their 
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proposed high-fidelity hand interaction technique can provide faster, more 
accurate interactions compared to traditional wand interactions. 
The previously discussed research in this chapter has shown the effectiveness 
of wand-based interaction, providing users with an accurate and easy to use 
interaction mechanism. However, the discussed research has also shown 
direct hand-based interaction to provide a stronger sense of presence in a 
virtual environment. One of the key goals of an immersive virtual environment 
is to make the user’s experience as realistic as possible by simulating the 
physical world. The complexity of hand interaction can result in greater user 
error and occlusion can be a problem when performing certain gestures/poses. 
However, research previously discussed has shown that direct hand-based 
interaction can provide a more natural interaction experience that can be 
particularly beneficial in training/educational applications.  
This section has introduced key interaction techniques/methods used in virtual 
reality. In the next section, research in hand-based input mechanisms will be 
analysed and discussed. The section will focus on the two key types of 
interaction: contact-based and vision-based. The research presented will look 
at different hand-based interaction approaches including custom controller 
haptics and the aggregation of multiple optical trackers. The approaches 
presented will be analysed with regards to the sense of naturalism and 






2.2 – Hand-Based Input Mechanisms 
Hand-Based input mechanisms can be split into two categories: Contact 
Devices and Vision Devices (Rautaray & Agrawal, 2015). These categories 
classify techniques based on the manner with which the user interacts with 
them, such as controllers in contact based and the Kinect in vision devices. 
The aim of VR interaction is to enable natural and human-to-human like 
interactions, therefore the incorporation of gestures is an important area of 
research (Li & Dai, 2014; Perret & Vander Poorten, 2018). Gestures have long 
been considered an interaction technique that can deliver more natural, 
creative and intuitive methods for communicating with computers (Chaudhary, 
et al., 2013; Rautaray & Agrawal, 2015; Park, et al., 2017). For example, 
gestures can offer a more convenient way to explore three-dimensional (3D) 
virtual worlds (Trigueiros, et al., 2012). Traditional HCI devices such as 
keyboard & mouse have grown to be familiar but inherently limit the speed and 
naturalness with which we can interact (Moehring & Froehlich, 2011).  
Gestural interaction typically takes one of two forms: indirect and direct 
interaction. Indirect interaction involves some form of tactile device such as 
the motion tracked controllers used with current VR headsets. In Indirect 
interaction, objects are typically selected by ray-based pointing or proximity-
based interaction. In ray-based pointing, the user points at the object they wish 
to interact with and then presses a button on the controller. In proximity-based 
interaction the user positions the controller near the selected object and 
presses a button to “pick it up”. In both techniques, the selected object then 
‘snaps’ to the end of the controller and moves with it. 
31 
 
In contrast Direct interaction uses devices such as optical camera-based 
tracking solutions and haptic gloves to track the user hands and fingers. A 3D 
representation of the user’s hand is then integrated within the virtual 
environment and continuously updated to match the user’s hand (Moehring & 
Froehlich, 2011; Li & Dai, 2014). The user interacts with virtual objects using 
hand gestures that often mimic real-world actions. For example, a user could 
pick-up a cup in the virtual world by performing a grasping gesture. The 
selected object then moves with the virtual hand representation, maintaining 
the offset between the hand and objects position. 
In the next section, hand-based interaction mechanisms using the contact-
based approach will be presented. The research presented is broken down 
into two further sub-sections, the first discussing motion controller-based 
interaction approaches. The research will analyse and discuss different 
controller designs to provide users with greater interaction fidelity and basic 
haptic interaction. The second sub-section discusses glove-based interaction 
approaches. The research presented will first discuss the different glove types 
before analysing and discussing different research approaches such as 
pattern-based gesture recognition. 
2.2.1 – Indirect/Contact Based Interaction Approaches in VR 
Contact based interaction involves some form of tactile device such as the 
motion tracked controllers used with current VR headsets. Alternatively, 
motion gloves can be used to track a user’s fingers using bend sensors in the 
lining of the glove. Bend sensors are typically sewn into the fingers of a glove 
to be positioned on the top of the fingers. The recorded resistance of the 
sensors changes as they bend with these values then used to calculate finger 
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positions. Recent examples of contact-based devices include: HaptX glove, 
Manus VR glove, HTC Vive controller, Oculus Touch and Valve Knuckles. 
2.2.1.1 – Motion Controller Based Interaction Approaches in VR 
Motion Controllers are visual based input devices that are designed to allow 
the user to perform gestures within the simulation by interacting with a physical 
device. Recent examples of commercial motion controllers can be seen in 
Figure 2.4. Motion controllers provide high-precision, low-latency support for 
six degrees of freedom (6-DoF) manipulation (Clifford, et al., 2017). 
 
Figure 2.4 – (Left) HTC Vive (Vive, 2020) & (Right) Oculus Touch Controllers 
(Oculus, 2019) 
 
Research suggests that motion controllers provide a more natural form of 
interaction than traditional games controllers, however, the need for interaction 
with the physical device restricts the user (Chaudhary, et al., 2013; Clark & 
Moodley, 2016). While reliable and familiar due to their derivation from 
gamepads and use of reliable HMD tracking technology, motion controllers 
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can often be rather restrictive and limit the level of immersion that the user can 
experience (Chapoulie, 2014; Davis, et al., 2015). 
Motion controllers suffer similar issues as traditional game input technology; 
the user’s interaction is limited to the number of buttons on the controller with 
the addition of basic motion/gesture recognition. The interaction limitations of 
motions controllers limit a user’s sense of presence (Choi, et al., 2016; 
Pallister, 2017). In addition, motion controllers suffer with poor affordance 
making interaction difficult and often leading to a sense of restriction/limitation 
due to the inability to use presumed functionality. Affordance is a property or 
feature of an object which represents a prompt on what can be done with this 
object. In short, affordances are cues which give a hint how users may interact 
with something, no matter physical or digital (Studio, 2018; Kim & Maher, 
2019). 
Derpanis (2004), Murthy & Jadon (2009), Bowman et al (2012), Choi (2018) 
and Yang et al (2018) suggest that traditional input mechanisms such as 
gamepads, keyboards and mice present a bottleneck. In particular, 
applications that rely on heavy interaction, such as video games and virtual 
reality simulations, due to the unnaturalness of the interaction. Hyper-natural 
techniques offer a middle ground between motion controlled based interaction 
and that of the real-world, using natural movements to give users powerful 
new abilities or intelligent guidance (Nabioyuni & Bowman, 2015).  
Researchers such as Poupyrev et al (1996) and Achibet et al (2015) use a 
hyper-natural approach known as the ‘Go-Go’ technique. The ‘Go-Go’ 
technique enables users to use natural arm extension to extend a virtual arm 
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far into the environment allowing objects to be selected at distance. An 
alternative approach known as ray-casting uses a laser with the object aimed 
at selected upon click. However, ray-casting can be difficult to select very small 
objects (Bowman, et al., 2012). 
Research has shown that well-designed techniques based on the hyper-
natural approach can feel natural and familiar while avoiding some of the 
unwanted side effects of replicating real-world interactions (Bowman, et al., 
2012; Chapoulie, 2014; Davis, et al., 2015). 
Clifford et al (2017) present a technique for pseudo-telekinetic object 
manipulation in VR using slight downward tilt of the head to simulate Jedi 
concentration. The HTC Vive was used due to the low-latency 6DoF controller 
and headset tracking enabling smooth interaction and detection of the head-
tilt gesture. The head-tilt gesture was used to enable “Jedi” mode thus 
changing the movement to rate-controlled. A ray-casting based approach was 
used for object interaction with the rear trigger used for selection. The 
controllers grip was used for one-to-one rotation control and tapping the 
trackpad toggled the translation state. In the translation state objects are 
rotated by rotating the controller, with objects moved closer or further away at 
a constant rate by holding either down or up on the trackpad, respectively. To 
evaluate the design, the authors conducted a pilot study in which eight 
participants were asked to move a series of coloured cubes around, stacking 
the cubes on top of larger stationary cubes. Participants reported difficulty in 
maintaining focus on an object whilst performing the “Jedi” gesture. Several 
participants suggested the use of visual effects such as a coloured glow 
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around an object when pointed at and then changing glow colour when 
selected. 
One aspect of hyper-natural interaction is a sense of weight, a hyper-natural 
sense of weight can overcome the challenges of replicating a realistic sense 
of weight and aid in creating a sense of immersion. Choi et al (2017) detail the 
design of ‘Grabity’, a wearable haptic device designed to simulate kinaesthetic 
pad opposition grip forces and weight for grasping virtual objects. An initial 
quantitative study was conducted to identify the optimal configuration to 
generate compelling forces and their effect. A subsequent qualitative study 
was performed to gather user responses to differing levels of virtual forces 
using a Likert scale questionnaire. The results of the quantitative study 
indicated significant differences among the different weights (Light, Medium, 
Heavy). However, the results of the qualitative study showed users found it 
difficult to tell the difference between two weights and identify the block that 
weighed the most. 
The design presented by Choi et al (2017) has several limitations, the first 
being that the user is only able to control one finger. In addition, the prismatic 
joint heavily restricts user dexterity to 1DoF, giving users an un-natural and 
unrealistic level of control. The results of the quantitative analysis show the 
design to be ineffective in providing reasonably realistic haptic feedback. 
Furthermore, the results show the system negatively impacts the user’s sense 
of realism and immersion. In addition, the virtual representation takes the form 
of two green balls (thumb and index finger positions), which presents an 
unnatural and unrealistic view. 
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Choi et al (2018) show a positive effect of haptic based interaction in creating 
an engaging experience. The authors present CLAW, a haptic controller that 
augments handheld controller functionality with force feedback and actuated 
movement to the index finger. The controller uses an HTC Vive tracker for 
6DoF tracking with a linear resonant actuator in the grip and two cables 
providing power and USB communication. A voice coil actuator is used under 
the fingertip to render haptic textures of virtual objects. Qualitative analysis 
was performed using comments made during a freely interactable simulation 
on a 1-7 Likert scale. Time data was collected during an object relocation task 
that involved frequent switching between interaction modes. The qualitative 
analysis showed positive results with grabbing objects found to be the 
favourite task, with many confirming that the CLAW was a reliable and easy to 
learn method. The quantitative analysis showed the grabbing task to be 
considerably slower than the touching task (5.9 seconds compared to 2.9). 
However, participants highly rated their ability to switch between modes; 5.6 
on a 1-7 Likert scale. 
The results show the controller to be an effective design. However, a virtual 
hand representation can present perceived affordances with users expecting 
unsupported dexterity and control. Furthermore, as with their previous work 
(Choi, et al., 2017), one finger interaction severely limits the natural and 
realistic feeling of the interaction. The implementation of support for gesture 
interaction would aid in creating a more natural experience. However, gestural 
interaction ranges from basic motion detection to full finger tracking, with 
greater dextral fidelity having a negative effect on accuracy. Thus, further 
37 
 
research is required to determine the level at which VR gesture interaction is 
considered natural. 
Research such as that by Zhang et al (2014) and Collins & Borowski (2018) 
has shown that gestural interaction can provide a more natural, engaging and 
easier form of interaction in virtual environments. However, gestural 
interaction is typically performed via direct hand-based interaction with full 
finger dexterity rather than the motion of the hand. Direct hand-based 
manipulation with a realistic hand representation in virtual environments could 
be a powerful interaction technique. Hand interaction provides users with a 
strong sense of naturalism and immersion along with improving the sense of 
realism. 
However, current research also indicates there is a trade-off between natural, 
realistic interaction and reliability. Results, such as Chapoulie et al (2014), 
show no statistically significant difference in time between a wand and direct 
manipulation. Participants feedback indicated the direct manipulation 
technique provided the greatest sense of presence, because of the more 
natural interaction. However, the results also showed participants made fewer 
mistakes when interacting with the wand. 
Chapoulie et al (2015) analyse direct finger-based and ray-based object 
manipulation by decomposing 3D movement into two movement types: 
rotation & translation and comparing the two against real-world interactions. 
The authors hypothesized that the direct manipulation approach would feel 
more natural but would have difficulty with real-time tracking. While the ray-
based would have better tracking but feel less natural. A real-world version of 
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the simulation environment was built with objects permitting identical 
movement while subject to the same constraints as the virtual objects. To 
evaluate the interaction mechanisms, sixteen participants performed a series 
of object manipulation tasks using both virtual conditions and the real-world 
equivalent. The results showed the virtual conditions to generate higher errors 
with movement tasks in the range of 10-40%. In addition, the real condition 
resulted in less errors in all tests and faster completion times in all but one test. 
The authors suggest the errors could be due to limitations of the virtual 
environment rather than the nature of the movements. It is also stated that 
occlusion was found to be a problem in the finger-based condition, particularly 
with rotation tasks. Participants did not express any clear preference but 
reported the finger-based manipulation to be closer to real-world object 
interaction. The results show the wand outperforms the finger-based condition 
having a lower mean time in all but 3DoF translation and free movement 
(6DoF) tasks. 
Research by Chapoulie et al (2014) and Chapoulie et al (2015) has shown that 
wands and direct manipulation are equivalent with regards to speed. However, 
wands generally provide a more consistent experience especially during 
rotation. Analysis of the results for the 3DoF and 6DoF task shows direct 
manipulation to either outperform or have no statistically significant difference 
to the wand. In addition, the 1DoF task results demonstrate the effect of 
occlusion in optical tracking. The poor performance was due to rotation 
restrictions resulting in the back of the hand occluding the fingers. Chapoulie 
et al (2015) suggest the results are inconclusive due to the tracking issues the 
39 
 
direct interaction technique experienced, causing the significant difference in 
rotational performance. 
Virtual hand representations and direct interaction can provide a strong sense 
of immersion and presence. Research such as that by Bowman et al (2012), 
Nan et al (2014), Chapoulie et al (2014), Chapoulie et al (2015), Choi et al 
(2017) and Choi et al (2018) has led to the development of innovative designs 
to provide a more natural experience using motion controller technology. 
However, the dependency on interaction with a physical device via traditional 
inputs such as buttons, restricts the sense of immersion and thus more natural 
and direct interaction mechanism need to be explored. Table 2.1 presents a 
comparison of the main research interaction approaches presented in this 
section, showing both the main and missing features. The table compares the 
key features of the approaches discussed along with missing/limited features 
such as finger interaction capabilities and virtual representation. Analysis of 
Table 2.1 shows that despite the improvements made to provide a more 
natural experience, they are still limited with issues such as one finger with 
1DoF interaction, limiting the user experience. 
Table 2.1 - Comparison of the main features of the main presented motion 
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2.2.1.2 – Glove Based Interaction Approaches in VR 
Data gloves have become one of the innovative input devices that can be used 
for interacting with computers in virtual and augmented reality applications. 
Data gloves use embedded sensors; typically bend-sensors, to capture users 
hand movements. Hand gesture interaction is one of the most intuitive ways 
for users to interact, resulting in a great deal of research regarding hand 
tracking approaches, such as glove-based interaction (Teleb & Chang, 2012; 
Silva, et al., 2013; Ishiyama & Kurabayashi, 2016). 
Perret & Vander Poorten (2018) classify gloves under three categories; 
traditional gloves, thimbles and exoskeletons. Traditional gloves refer to the 
use of bend sensors attached to either the back of the fingers or within the 
lining of the glove, to measure the flexion of the fingers (Figure 2.5a). Thimbles 
refers to a semi-flexible device attached to the fingertip (like an Oximeter) 
containing sensors, actuators, a power source and a wireless transmission 
device (Figure 2.5b). An Exoskeleton is defined as an articulated structure the 
user wears over their hand which transmits forces to the fingers, restricting 
finger movement to provide the feeling that the user is holding something 
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(Figure 2.5c). Figure 2.5 presents a diagram showing the main features of the 
three different haptic glove types presented. 
 
Figure 2.5 - Diagram showing the main features of the three different haptic 
glove types; a) Traditional Glove (Schenker-Tech, 2020), b) Thimble 
(GoTouchVR, 2020), c) Exoskeleton (HaptX, 2020) 
 
Ishiyama & Kurabayashi (2016) present an alternative approach, using a 
marker-based glove interaction mechanism via a single camera setup. The 
start and end of the metacarpal bones were marked with white circles to 
identify the palm. The fingers had thick white lines emanating from the end 
metacarpal bone and spanning the length of the fingers to recognize finger 
angles and bend states. To evaluate the system, a classification test was 
performed using 122 hand postures, with the results showing the system can 
identify ninety-six postures. The results also showed the effects of occlusion 
with pattern regions occluded during certain postures affecting the accuracy 
of the system, resulting in false positives and negatives. 
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Research such as that of Wang & Popovic (2009), Han (2010) and Ishiyama 
& Kurabayashi (2016) shows the effectiveness of glove-based pattern 
recognition approaches. However, the dependency upon seeing the glove 
pattern results in occlusion being a more prominent problem than in alternative 
optical-based approaches. In addition, pattern-based approaches require a 
pre-set gesture vocabulary against which patterns can be matched. In 
comparison to motion controllers, pattern-based vocabulary approaches 
significantly increase the interaction affordances. However, they do not 
provide the same freedom of interaction as human hands within the real-world, 
which are typically modelled with 27 DoF (ElKoura & Singh, 2003). 
Alternative approaches using the exoskeletal approach typically do not require 
a gesture vocabulary, often using bend sensors for finger positioning and 
straps to provide a resistive force for haptic feedback. A recent example being 
HaptX (Figure 2.5c), which uses bend sensors and a HTC Vive tracker for 
tracking, with resistive straps and small arrays of pneumatic actuators to 
provide haptic feedback (HaptX, 2020).  
Jadhav et al (2017) present a wearable soft robotic haptic feedback glove for 
force feedback in virtual environments. The glove uses McKibben muscles 
controlled by a custom fluidic control board to provide resistance during object 
interactions, with a Leap motion for finger tracking. To evaluate the glove 
design, fifteen people completed a piano-based VR simulation using their 
index and middle fingers on both hands, both with and without the haptic 
feedback enabled. The results found all participants reported the haptic 
experience increased the sense of immersion, with eleven participants stating 
the haptic glove accurately simulated the pressing of a key. However, some 
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participants reported experiencing a slight delay in haptic feedback and 
suggested reducing the size of the control board to increase portability. 
Irfan et al (2018) detail the design of a prototype force feedback glove based 
on the Arduino microprocessor. The glove tracks joint movement using an 
incremental encoder attached to a motor. The motors provide resistive torque 
during object interactions, emulating the physical presence of the virtual 
object. The design follows the exoskeletal approach with motors attached at 
each finger joint to generate haptic feedback. The prototype developed was 
only capable of tracking the index finger. To evaluate the design, two test 
environments were developed with soft (elastic) and hard (non-elastic) 
objects; soft experiencing a gradient of force, while the hard object provides 
high torque. The results found participants were able to discern if the virtual 
object they were interacting with was hard or soft. The authors conclude by 
stating that while the glove was sufficient for a proof of concept, the motor 
used proved to be too large and did not provide enough torque for realistic 
feedback.  
The design presented by Irfan et al (2018) shows the positive effects haptic 
feedback can have on a user experience, providing the sense of touch to aid 
in creating an immersive experience. However, as stated by the authors, the 
motors used at each joint are not capable of providing realistic haptic 
feedback. In addition, the inconsistent motion is likely to cause inconsistent 
wear on the motors resulting in varying sensitivity across fingers and both 
hands. The authors suggestion of following the more traditional exoskeletal 
approach and using either wiring or a pneumatic system should aid in creating 
a more consistent and realistic experience. 
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Hinchet et al (2018) concur with Irfan et al (2018) and Jadhav et al (2017) on 
the idea of using larger motors with wiring and the issues experienced with the 
size of pneumatic braking systems. The authors present a flexible haptic glove 
that integrates both kinaesthetic and cutaneous feedback. An electrostatic 
clutch is used to generate up to twenty newtons of holding force on each finger 
by modulating the electrostatic attraction between two flexible metal strips. For 
tracking, the glove used an Opti-Track tracking system for finger tracking with 
an Oculus CV1 headset to display the virtual scene. The system evaluation 
was split into two components. The first a psychological evaluation measuring 
the “just noticeable difference” of stiffness, with the second exploring the 
effects on user immersion. The results of the psychological evaluation found 
that by varying the input voltage it is possible to render objects with different 
levels of deformable stiffness. The results of the second test indicate the glove 
was able to provide a sensation of holding an object. However, grasps with a 
short distance between the index and thumb do not provide sufficient space to 
exhaust mechanical slack. Thus, the brakes do not fully engage, resulting in 
minimal holding force. In a physics playground test, the haptics were 
particularly effective with virtual fingers naturally conforming around virtual 
objects but passing through with the haptics disabled. 
Glove-based approaches have been shown to be effective in increasing a 
user’s sense of immersion using approaches such as bend sensors for finger 
tracking. The previously discussed research has also shown the effectiveness 
of haptic feedback to further improve a user’s sense of immersion. However, 
research discussed has shown glove-based approaches reliance upon optical 
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tracking technology to provide realistic DoF in hand control due to bend 
sensors 1DoF tracking.  
Analysis of the research discussed shows that researchers typically use 
bend/flex sensors for finger tracking which limits the tracking to bend only. 
Furthermore, glove-based approaches typically use VR motion controller 
technology for 6DoF hand tracking, such as the Manus VR and HaptX gloves 
that use HTC Vive trackers (Schenker-Tech, 2020; HaptX, 2020). To provide 
more complex hand and finger tracking, optical trackers can be implemented 
into glove-based interaction approaches. Research such as that of Jadhav et 
al (2017), Borja et al (2018) and Edwards et al (2019) has shown the effect of 
combining the haptic feedback of gloves with optical tracking for 27DoF finger 
movement and tracking. However, as previously discussed optical trackers 
suffer with issues such as occlusion and tracking instability (Chapoulie, et al., 
2015) and therefore cannot provide the stability of bend sensors. To further 
improve the tracking capabilities and DoF in haptic gloves, optical trackers 
need to provide more stable and accurate tracking. Optical trackers and 
research into interaction approaches is discussed further in section 2.2.2.  
Table 2.2 shows a comparison of the main glove-based interaction 
approaches presented in this section. The table compares the main features 
of the approaches discussed along with missing/limited features such as finger 
tracking capabilities and virtual representation. Analysis of Table 2.2 shows 
that while gloves provide a more natural experience than controllers, the DoF 
is limited with only finger bending tracked. Furthermore, alternative 
approaches to bend sensors offer little tracking improvement whilst introducing 
additional weight and potential user discomfort. 
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Table 2.2 - Comparison of the main features of the main presented haptic 
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A comparison of current commercial motion controllers and gloves can be 
seen in Table 2.3. The key features of the commercial technologies are 
compared, with missing and limited features presented such as finger tracking 
range and finger DoF. Analysis of Table 2.3 shows while research has 
identified more natural techniques using motion controllers and gloves, the 




Table 2.3 - Comparison of the main features in current prominent commercial 
motion controllers and haptic gloves 
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before evaluating the accuracy of optical trackers. Furthermore, the research 
presents an evaluation of optical tracker-based solutions against traditional 
interaction approaches such as gloves. Finally, the current issues with optical 
trackers as identified by research are presented along with research 
conducted to try and address these limitations. 
2.2.2 – Vision/Optical Based Interaction Approaches in VR 
An alternative to contact-based interaction is vision-based techniques using 
optical trackers that rely on receiving data from the user in the form of hand 
and/or body recognition and tracking. In this section research in hand 
recognition and tracking using optical trackers such as the Leap Motion will be 
explored. 
Vision-based hand interaction research can make use of custom-built tracking 
systems and hardware, commercial tracking systems or custom tracking 
systems that integrate commercial tracking technology. There are various 
forms of commercial optical based trackers, recent examples include the Leap 
Motion (2013) and Kinect (2014). The Leap Motion controller (Figure 2.6a) is 
a small USB device, that uses cameras and infrared LEDs to track the user’s 
hands and fingers. In contrast to the Leap Motion, the Kinect (Figure 2.6b) 
provides full-body skeletal tracking. However, the Kinect does not natively 
support finger tracking (Qingchao & Jiangang, 2017), therefore it is typically 




Figure 2.6 - Two prominent optical tracking sensors; a) Leap Motion (Motion, 
2013), b) Kinect (Microsoft, 2014) 
 
Marin et al (2014) and Weichert et al (2013) show the Leap motion is suitable 
for hand-based interaction in VR simulations, with a high level of accuracy and 
precision. Valentini & Pezzuti (2017) further analyse the Leap Motion controller 
for interactive VR applications, with respect to the accuracy and precision of 
the sensor. A specially designed test rig was used using human participants 
in a real-world context, assessing the accuracy of all five fingers on the right 
hand. The results showed robust and stable hand tracking with fingertip errors 
within 4-5 millimetres. The authors conclude the leap motion is suitable as an 
interaction control mechanism for object manipulation within virtual 
environments. The authors found the vertical distance had no statistically 
significant effect on tracking but that it does improve slightly at closer proximity. 
The results of Valentini & Pezzuti (2017) show the Leap Motion sensor is 




Research such as that by Pinto et al (2015) and Figueiredo et al (2018) shows 
user preference for gesture based interaction in virtual environments. Pinto et 
al (2015) present a study comparing gesture-based interaction and positional 
tracking with a conventional controller-based ray-pointing system. The results 
showed the differences in navigation times are negligible. However, controller 
interaction was much faster than gesture based, 16.6 compared to 30.03 
seconds. Questionnaire results indicated participants preferred the gesture 
based over the controller-based method despite the interaction time being 
slower. The results also showed the effect of combining optical trackers; 
specifically, two Kinects, to increase the field-of-view and improve tracking, 
maintaining immersion. 
Figueiredo et al (2018) build upon the work on Pinto et al (2015) through the 
evaluation of wand and hand based interaction using a HTC Vive controller 
and Leap Motion. The two interaction mechanisms were evaluated through 
five different scenarios exploring both near and far object interaction. Near 
object interactions were performed using the rear trigger in the case of the 
Vive controller with the Leap Motion using natural grasp gestures. Far object 
interactions used a ray-based approach with rays emanating from the end of 
the controller and the base of the index finger, respectively. To select the far 
object currently aimed at, the near object controls were used. The results 
showed similar performance for the Leap motion and Vive controllers in grab 
and release task with average times of 3.31 and 3.28. Furthermore, the results 
showed similar System Usability Scale (SUS) scores with 88 and 93, 
respectively. Qualitative results show most users reported the Leap Motion as 
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the preferred when interacting with near objects since the interaction is more 
natural and does not require any information or training to be used. 
The previously discussed research such as that of Pinto et al (2015) and 
Figueiredo et al (2018) has shown the effectiveness of optical-based tracking 
systems in recognizing hand gestures for more natural and direct interaction 
with VR simulations. However, a prominent issue with optical-tracking 
solutions is occlusion in which the sensors view of a tracked hand is impeded 
or blocked entirely. This results in either a decrease in tracking accuracy or 
tracking to be lost (Qingchao & Jiangang, 2017). 
Shao (2016) suggests that tracking issues with the Leap Motion are down to 
three key factors; self-occlusion, distal phalanges, and detection region. Self-
occlusion occurs during VR interactions, when a user’s hands often move into 
various orientations in which the Leap Motion loses sight of the fingers. The 
author suggests that the Leap Motion is unable to accurately detect the distal 
phalanges of the middle and ‘pinky’ fingers and so its tracking data should be 
avoided. Thirdly it is suggested that the tracking data becomes unstable when 
hands are near the detection region boundaries. However, it is worth noting 
that the SDK version used was v3.1.2 and the current version number is Orion 
v4.0.0, with the latest version having several tracking improvements (Motion, 
2013). Clark & Moodley (2016) concur with Shao (2016) that occlusion is due 
to the sensor losing sight of the fingers and expands suggesting that the 
occlusion problem is due to the sensor being mounted on the front of the user’s 
HMD. Thus, the sensor can only view the back of the user’s hand and therefore 
when the fingers are bent over, they are occluded by the palm. 
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To overcome the issues of occlusion, researchers have investigated multi-
sensor data aggregation with previous research such as that of Marin et al 
(2014) showing the effectiveness of sensor aggregation. Jin et al (2016) build 
upon the work of Marin et al (2014), analysing the effect of multi-sensor data 
aggregation on reducing occlusion within optical tracking data. Two Leap 
Motion sensors were used. The first positioned face-up and the second to the 
side at an angle of 120 degrees to the bottom sensor. The results show an 
improvement in the recognition accuracy with a simple grasping gesture 
(loosely closed fist), showing 63.3% on the bottom sensor, 86.7% on the side 
and 90% when combined. Furthermore, the results show the combination of 
two Leap sensors does improve the tracking accuracy; however, the maximum 
difference between the side only and combined conditions was only 10%.  
The results show the use of multiple sensors to be effective at improve tracking 
accuracy and reducing occlusion. However, the sensors were mounted on 
tripods which in a VR simulation with 360-degree rotation, would heavily 
restrict the effectiveness of the system. The mounting of multiple tracking 
sensors to a user’s HMD could improve the accuracy of tracking data (Clark & 
Moodley, 2016; Caserman, et al., 2019; Kiselev, et al., 2019) through the 
alignment of the sensors and users gaze direction. The previously discussed 
research such as Shao (2016) shows that optical tracking sensors, such as 
the Leap Motion are highly accurate but suffer from issues such as occlusion. 
However, these issues can be mitigated using multi-sensor data aggregation. 
In addition, multi-sensor aggregation with complex software to evaluate 
tracking data and adjust for noise/errors could further improve tracking 
reliability and the sense of immersion. Table 2.4 presents a comparison of the 
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main optical-based interaction approaches presented, identifying the main 
features and limitations. The table compares factors such as sensor used, 
degrees of freedom and the presence of issues such as occlusion and tracking 
instability. Analysis of Table 2.4 shows the Leap Motion to provide the most 
accurate hand-tracking of the two prominent commercial sensors. The table 
also shows sensor positioning and data aggregation to be effective 
approaches in improving tracking accuracy. 
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The previously discussed research such as Figueiredo et al (2018) and Pinto 
et al (2015) has shown, hand based gestural interaction provides a natural 
form of user interaction over more traditional interaction mechanisms. 
However, as part of the replication of real-world interactions, the hand-object 
interaction behaviour should be natural and virtual hand representations 
appear realistic. Figure 2.7 shows the standard virtual hand representations 
available with the Leap Motion; a) Capsule/Skeletal, b) Robotic and c) Realistic 
Hand. These represent the typical virtual hand representations used in optical-
based hand interaction approaches. 
 
Figure 2.7 – Standard virtual hand representations available in the Leap 
Motion Unity Core Assets; a) Capsule Hand, b) Robotic Hand, c) Realistic 
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Argelaguet et al (2016) use vision-based hand tracking devices to explore the 
effects of different virtual hand representations on a user’s sense of 
embodiment. The main experiment was a pick-and-place task in which 
participants had to move a virtual cube to an indicated position whilst avoiding 
an obstacle (brick, fire or barbed wire). An additional task was performed in 
which participants had to place their virtual hand near a spinning table saw 
blade. Three different virtual hand representations were used. Firstly, an 
abstract hand represented by a sphere that changed colour during grasps. 
Secondly, a simplified robotic hand that used open and close animations. 
Thirdly, a realistic virtual hand controlled via Leap Motion tracking data. 
Qualitative analysis showed participants found the realistic hand to be more 
difficult to control as they had anticipated greater precision. All three 
representations elicited strong feelings of control with the realistic hand 
providing the greatest sense of ownership. Quantitative analysis showed a 
decrease in performance as the realism of the representation increased, which 
supports user’s comments regarding finding the realistic virtual hand more 
difficult to control. The authors suggest that one of the reasons for the 
decrease in performance could be due to the Leap Motion tracking system, 
with a few participants experiencing an issue where the right hand was 
mistaken for their left. The authors note that the reaction of participants was 
generally to shake their hand as if they were trying to shake it back. 
Lougiakis et al (2020) extend the work of Argelaguet et al (2016) through 
exploring the effects of different virtual hand representations on user 
interaction and sense of embodiment when using motion controllers. 
Participants were tasked with moving a cube to and from specific positions 
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using three different hand representations. The system used a sphere, 3D 
model of the Vive controller and a realistic looking human hand for virtual hand 
representations. Participants completed the task twice for each 
representation; both with and without obstacles including a brick wall and 
barbed wire. The questionnaire results show no significant differences 
between representations with regards to a user’s sense of control. However, 
task duration was significantly worse with the sphere and the hand was 
considered the favourite, providing the strongest sense of ownership. 
The previously discussed research such as Argelaguet et al (2016) has shown 
that a realistic looking hand model can significantly improve a user’s sense of 
ownership. Schwind et al (2017) investigate the effect of gender of the 
perception of virtual hand representations. Both quantitative and qualitative 
results show that women perceive lower levels of presence while using male 
hand representations. However, the results show that men are unaffected by 
the gender appearance of a virtual hand but experience lower levels of 
presence when using non-human hand representations. Schwind et al (2017) 
have shown the effect of virtual hand appearance on the sense of ownership. 
However, research such as Lin et al (2019) has shown virtual hand size 
relative to the users hands, has no significant impact on the sense of 
ownership. Table 2.5 presents a comparison of the main research discussed 
on virtual hand representations in optical-based interaction approaches. 
Analysis of Table 2.5 shows that realistic virtual hands can increase task 
completion time compared to simple ball based representations, as more of 
the virtual object is obscured when interacting. However, the table also shows 
user preference for the more realistic representation. 
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The previously discussed research and that of Lin & Jorg (2016) and Lin et al 
(2019) has shown the effect that virtual hand representations can have on 
creating a natural and immersive experience. However, research discussed 
has also shown that optical based trackers are not yet capable of providing 
consistent and reliable tracking. Thus, further research is required to evaluate 
the effectiveness of virtual hand representations for object interaction and 
manipulation within virtual environments. Additionally, further research is 
required to overcome the limitations of current systems in providing a natural 
interaction experience. 
One of the main challenges with natural hand-based interaction is visual 
realism, with many VR applications using simple interaction methods such as 
penetration selection or gesture-based grasping. While these techniques are 
effective, they do not result in natural or realistic interactions. Furthermore, 
such methods typically result in the virtual fingers passing through the surface 
of the object or the virtual object appears to float in front of the user’s virtual 
fist (Tian, et al., 2018). Research such as that of Zhao et al (2013), Kim & Park 
(2015) and Holl et al (2018) investigated physics-based approaches to 
interacting with virtual objects. Holl et al (2018) present a technique based on 
the Coulomb friction model to produce realistic grasps without requiring pre-
recorded data. A pilot study was conducted with 12 participants, who 
experienced three conditions; purely kinematic, Leap Motion interaction 
engine and the authors proposed system. Participants were asked to move a 
series of virtual objects to specific randomized target locations. Results of 
post-experience interviews showed users preference for the proposed 
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technique, stating its naturalness as the reason. However, the results also 
indicated participants found the technique the most difficult to learn. 
While effective at creating a realistic view, the user’s virtual fingers were 
individually frozen once they collided with a virtual object to prevent them from 
passing through the object. However, this results in the hand distorting if the 
user moves one of their fingers away from the virtual object. In the experiment 
scenario this was not an issue. However, in simulations where users interact 
with a held virtual object, such as pressing a button on a torch or the end of a 
pen, the thumb movement away from the object's surface will cause the hand 
to deform. Thus, breaking any sense of immersion and the naturalism of the 
interaction. Furthermore, the freezing of the fingers upon contact can make 
two handed interactions difficult and in some cases impossible (Oprea, et al., 
2019). 
Nasim and Kim (2018) use the Coulomb friction model and present an 
interactive grasping algorithm to provide physically realistic interactions in 
virtual environments. They used a Leap Motion for tracking data and the 
Coulomb friction model to ensure friction contacts and thus compute a stable 
virtual grasp. The system split the visuals and physics interaction with the user 
controlling a Kinematic hand used to update the physics hand. The friction 
model was used to ensure the physics hand did not penetrate the objects 
surface. The visual representation was then updated using the physics hand. 
The system was evaluated against the Leap Motion Interaction Engines pinch 
gesture, by twelve participants. Qualitative analysis showed that users 
generally preferred the proposed system. Quantitative analysis showed user 
performance improving with subsequent attempts. The authors conclude that 
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while the system worked well it does have limitations such as its dependency 
on discrete collision detection. The physics system in the game engine can fail 
to detect collision event resulting in the virtual hand penetrating the virtual 
object. The use of mesh-to-mesh collision analysis could improve hand 
penetration situations. However, the complex physics calculations would 
significantly increase the required computations and thus negatively affect 
performance. In comparison to Holl et al (2018), the system presented by 
Nasim and Kim (2018) provides a more natural interaction experience as users 
are able to move their fingers away from the virtual object without deforming 
the hand. The separation of physics and visuals enables the user to move 
fingers without deformation while holding a virtual object, providing a greater 
sense of realism than the system presented by Holl et al (2018). However, the 
dependency on the physics system limits the realism of the interactions 
possible, due to more realistic physics calculations significantly increasing the 
performance cost. 
Tian et al (2018) present a real-time virtual grasping algorithm to model 
interactions with virtual objects using machine learning and particle swarm 
optimization. A Leap Motion was used to generate hand tracking data to 
compute the nearest grasp posture from the stored samples, during 
interactions. Similar to Nasim & Kim (2018), the authors used a visible virtual 
hand that was manipulated to grasp the object and an auxiliary hand that was 
determined by the Leap Motion tracker. In addition, users were able to 
manipulate held objects with hand deformation. Qualitative analysis found 
participants preferred the authors system over pinch grasping or raycast 
picking, particularly when interacting with more complex objects. One of the 
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limitations of the system is that it does not consider the user’s intent.  
Therefore, the pose selected may significantly differ from the users intended 
hand pose and thus appear jarring, reducing the sense of immersion and 
naturalism consequently.  
Table 2.6 presents a comparison of the main research approaches presented 
on calculating natural hand grasp poses for virtual objects. The table compares 
the different approaches main features along with limitations and missing 
functionality. Analysis of Table 2.6 shows user preference for realistic hand 
grasps during object interaction. However, the table also shows that the 
current approaches do not consider user intent which can result in jarring hand 
changes. Furthermore, current approaches can be computational expensive, 
particularly when using machine learning. 
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This section has introduced vision/optical-based interaction 
techniques/methods used in virtual reality. In the next section, research into 
the use of machine leaning to improve optical tracker-based solutions is 
presented. Furthermore, the research presented attempts to address the four 
key issues with optical trackers, previously presented.  
2.3 – Machine Learning in Optical Tracking Systems 
The previously discussed research on optical-based hand interaction such as 
Pinto et al (2015) has shown significant user preference. Furthermore, 
research discussed such as Valentini & Pezzuti (2017) has shown the 
accuracy of optical trackers such as the Leap Motion to be ideal for hand 
interaction mechanisms. However, research has also shown that optical 
trackers suffer with issues such as occlusion (Shao, 2016) and can experience 
issues with tracking accuracy. There has been some research that has 
explored the use of multiple sensors through approaches such as data 
aggregation and machine learning for greater depth and more accurate data  
(Clark & Moodley, 2016; Kumar, et al., 2017; Bachmann, et al., 2018; 
Caserman, et al., 2019; Kiselev, et al., 2019). However, the resulting user 
experience was restricted to a limited field-of-view and a pre-set gesture 
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vocabulary as opposed to unrestricted and natural, direct hand-based 
interaction. 
Marin et al (2014) analysed the performance of both a statically positioned 
Leap Motion and Kinect at detecting a series of gestures and the effect of 
combining the two devices on recognition accuracy. A dataset containing ten 
different gestures, performed ten times by fourteen different people, for a total 
of 1400 data samples was obtained. Fingertip distances provided the greatest 
accuracy (76%) compared to fingertip angles (74.2%) and elevations (73%). 
However, the system confused two mirroring gestures (palm facing with index 
extended and palm facing with pinky extended). To improve the systems 
accuracy the three feature descriptors were combined, resulting in 81% 
accuracy. Data analysis shows the Leap Motion provides a higher level but 
more limited data description, while the Kinect provides a full depth map. The 
combination of the two sensors resulted in an accuracy of 91.28%. 
Occasionally the Leap Motion data is not completely reliable as some fingers 
can be occluded (Shao, 2016). To overcome this issue the authors proposed 
a Support Vector Machine (SVM) classification algorithm to improve 
recognition. The accuracy of the Kinect system at recognizing gestures was 
greater than the Leap Motion (89.71% to 80.86%), showing the Kinect is a 
feasible option for gesture recognition. However, the Kinect must be statically 
positioned, therefore the user’s body can occlude their hands. Nevertheless, 
these works show that multi-sensor aggregation can improve accuracy by 
reducing body occlusion. 
Clark and Moodley (2016) evaluated a hand gesture recognition system for 
VR applications using the Leap Motion mounted on the front of a Head-
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Mounted Display (HMD). The authors evaluated the system with regards to 
latency, accuracy, ease of expansion, ease of use and comfort. The system 
used a feature vector of five normalized tip-to-palm distances and a k-nearest 
neighbour (kNN) classifier to classify hand gestures. The results showed an 
average classification time of 0.057ms with an accuracy of 82.5% on four 
distinct gestures. The work expands upon that of Marin et al (2014) and their 
use of normalized finger distances (fingertip to palm). A preliminary user study 
showed the gestures; fist, point, open hand and ok were correctly classified 
100%, 60%, 80% and 90% respectively, giving an average accuracy of 82.5%. 
This work positioned the Leap Motion sensor on the front of the HMD to 
provide a better view of the user’s hands. While an improvement, this 
approach can still result in the user self-occluding, with the back of their hand 
blocking the sensors view of their fingers. The authors suggest that 
augmenting the data with an additional Leap Motion sensor on a different axis, 
could improve accuracy and limit this issue (Clark & Moodley, 2016; Placidi, 
et al., 2017; Zeutzheim, 2019; Zou, et al., 2019). 
Machine learning techniques such as that seen in Clark & Moodley (2016) can 
be highly effective in static gesture recognition. The kNN system presented is 
lightweight and fast. However, as the authors suggest, the system would 
struggle to handle more complex gestures or a large gesture vocabulary as it 
must iterate through every dataset entry. There has been significant research 
in applying different machine learning techniques to real-time gesture 
recognition. Research has evaluated techniques such as neural networks 
(NN) and support vector machines (SVM), with each showing their own 
strengths and weaknesses (Trigueiros, et al., 2012).  
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One of the most important factors in using machine learning for gesture 
recognition is the simplification of the algorithm and processing time (Choi, et 
al., 2001). This is necessary to ensure that gestures can be recognized in real-
time and the system does not introduce lag that would negatively affect a 
user’s sense of immersion. 
Trigueiros et al (2012) present a comparative study of four classification 
algorithms for static hand gesture classification using two different hand 
feature data sets. Their approach was to identify hand pixels in each frame, 
extract features and use those features to recognize a specific hand gesture. 
The techniques compared were k-Nearest-Neighbour (kNN), Naïve Bayes 
(NB), Neural Networks (NN) and Support Vector Machines (SVM). The 
features for the training sets were mean and variance of grey pixel values, blob 
area, perimeter and number of convexity defects, hand orientation, orientation 
histogram and radial signature. The results concluded that neural networks 
provided the best performance for gesture recognition. The results also 
concluded that the first datasets attributes (hand angle, mean and variance of 
the segmented hand grey image, area and perimeter of hand blob and the 
number of convexity defects) resulted in better hand gesture identification. The 
authors use of a low-resolution camera makes the results particularly 
applicable to devices such as the Kinect which has been shown to use low 
resolution (640x480) images in its colour and depth maps (Ren, et al., 2013). 
The addition of a dedicated hand tracking sensor such as the Leap Motion, 
could make identifying hand orientation easier along with aiding in improving 
the overall tracking. 
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McCartney et al (2015) investigate the effectiveness of the Leap Motion 
controller for hand gesture recognition, through the training of a 3D recognition 
model based on convolutional neural networks. The system was trained using 
nine-thousand six-hundred gesture instances resulting in an accuracy of 
92.4%. The training data consisted of several palm features including width, 
position, normal, pitch, roll and yaw. In addition, fifteen distinctive features from 
each finger were used including position, length, width and direction. In total 
116 features for each frame of the recording were captured, with a gesture 
typically lasting around 100 to 200 frames. The authors concluded that despite 
its good performance, one of the limitations of this model is that it cannot 
provide online recognition of gestures in real time. The authors also concluded 
that the Leap Motion controller is a promising device for enabling gesture 
interaction.  
Whilst this system offers a high recognition rate, it is significantly limited by the 
lack of real-time recognition which is critical for immersion and usability in a 
VR simulation. Any form of latency also called ‘lag’, between the participant’s 
action and the associated applications response could cause a conflict in the 
users brain (Halarnkar, et al., 2012). Gesture interaction requires real-time 
accuracy to detect and track small precise movements, particularly in the case 
of educational applications such as those within the medical profession, so 
precise movements can be practised. 
Li and Dai (2014) present a hand gesture recognition system that uses a 
Bayesian neural network to translate hand gestures to corresponding 
commands. The authors used a Cyberglove featuring twenty-two sensors to 
get hand joint angles for their recognition system. Two datasets consisting of 
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320 hand gestures each, were created by three people performing gestures 
from sixteen categories. The first dataset was used to train the system and the 
second to test it. To test the generalization capability of the neural network, 
two additional datasets were created. The first consisting of 320 gestures with 
the testing dataset containing 960 gestures from three people (320 each). The 
results showed a 99.06% recognition rate for the first experiment, with a 95.6% 
recognition rate for the generalization test. The authors conclude that vision-
based recognition is an alternative to the glove-based systems but that 
continuous gesture recognition is more complicated and requires further 
research. 
Diliberti et al (2019) concur with Li and Dai (2014) on the use of joint angles, 
proposing a gesture recognition system using joint angles in a convolutional 
neural network. The authors used custom motion capture gloves to obtain the 
gesture datasets for both training and real-time recognition. Data 
augmentation was used to prevent overfitting by modifying factors such as 
starting hand pose prior to the gesture and by modifying the recorded bone 
angles +/- 20%. To evaluate the proposed system, fifteen participants 
randomly performed each of the twenty-three gestures, twenty times. The 
systems performance was compared against previous research approaches 
including that of Alavi et al (2016), Luzhnica et al (2016) and Yusnita et al 
(2017). The results show the authors method to outperform the other methods 
in at least one area such as number of inputs, vocabulary size or recognition 
accuracy. The authors conclude that while the system works well, the system 
could be improved by setting limits on predicted values to prevent impossible, 
un-natural hand positions being produced. 
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Research such as that of Li and Dai (2014), McCartney et al (2015) and 
Diliberti et al (2019) has shown hand features such as bone/joint angles are 
effective in hand gesture classification. However, traditional approaches such 
as the use of gesture vocabularies results in systems either being unable to 
provide real-time recognition or impossible hand poses being produced. 
Furthermore, the use of a gesture vocabulary as opposed to freely interacting 
with a virtual hand restricts the user’s actions to a series of poses that must be 
memorized. The ability to freely interact with a virtual environment is a 
particularly important factor in providing users with a sense of presence and 
an immersive experience. 
This section has introduced machine learning techniques/approaches for 
improving optical-based hand interaction in virtual reality. In the next section, 
research on the sense of immersion and presence within a VR simulation are 
presented. First, the concepts of immersion and presence are introduced with 
the definitions clarified. Research is then presented evaluating the effects of 
hand-based interaction mechanisms on a user’s sense of immersion and 
presence. 
2.4 – Immersion & Presence in VR 
In a virtual reality environment, a user experiences immersion when they feel 
a part of the virtual world rather than the real world. An effective virtual reality 
experience allows users to become unaware of their surroundings and focus 
on their presence within the virtual world (Strickland, 2007; Furht, 2008; 
Colagrossi, 2019; Alfaro, et al., 2019). 
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The terms Immersion and Presence represent distinct concepts but are often 
confused or interchangeably used. Immersion enables a user to experience 
the virtual world as though it were real, using their five senses. In addition, 
immersion is the extent of engagement experienced. Immersion is a term used 
to describe the technology that can give rise to presence. Presence, on the 
other hand refers to a phenomenon where users act and feel as though they 
are in the virtual world (Meehan, et al., 2002; Slater, 2003; Kim, et al., 2017; 
Park, et al., 2019). 
Immersion is objective and measurable; one system can have a higher level 
of immersion than another. Presence on the other hand is a psychological, 
perceptual, and cognitive consequence of immersion. Presence is an 
individual and context-based user response related to the experience of “being 
there” (Bowman & McMahan, 2007). The distinction between immersion and 
presence, with immersion considered a combination of many components 
rather than a single construct, enables applications to leverage the effects of 
strong immersion without the need for presence. 
Park et al (2019) present a collaboration-based interaction mechanism to 
provide an improved sense of presence and immersion for users, using either 
hands or feet to interact with the virtual environment. Hand interaction was 
implemented using the HTC Vive controllers with the rear trigger used to open 
and close the virtual hand for object interaction. Foot interaction used the 
position and orientation data from the Vive controllers to control the virtual foot 
representation. The experimental application was divided into two tasks. The 
first task involved users collaborating using their hands and the second task 
focused on users using their feet. In the simulation, the first user must throw a 
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dart towards a specified number with the other user adjusting the position of 
the dart board to ensure the number is hit. This task was completed using both 
hand and foot control. Twenty-four participants were recruited and divided into 
groups of two, with participants taking turns to play each role. The results 
showed role to have no statistically significant effect on presence with 
participants experiencing a strong sense of immersion in both. In addition, the 
user collaboration was found to significantly increase the sense of presence 
compared to solo playthrough. Park et al (2019) show the effect that innovative 
interaction mechanisms designed around the use of traditional motion 
controllers can have on user experience and presence. However, it should be 
noted that a significant factor in the results was the collaborative element. 
The previously discussed research has shown that more direct, natural 
interaction such as optical-based hand interaction can enhance a sense of 
immersion and presence (Argelaguet, et al., 2016; Lin & Jörg, 2016; Schwind, 
et al., 2017). Natural interaction allows users to transfer existing skills and 
expertise from real to virtual environments (Chapoulie, et al., 2015; Kim, et al., 
2018). 
Han & Kim (2017) evaluate a gaze-based hand interaction mechanism against 
a traditional gaze-based interaction mechanism, analysing the effects on user 
immersion, interest, VR sickness and dizziness. A Leap Motion sensor was 
used to provide the hand tracking data to detect the control gestures. 
Participants were divided into four groups: Gaze then Hand, Hand then Gaze, 
Gaze only and Hand only. Participants were asked to evaluate their interaction 
experiences on a scale of one to five. The results showed 80% of participants 
who experienced the gaze condition first preferred the hand interaction, with 
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83.34% preferring the hand interaction when experienced first. Statistical 
analysis showed statistically higher scores for satisfaction and immersion in 
the hand interaction condition compared to the gaze condition. Analysis of user 
experience showed that 45.24% of participants (81.28% of all respondents) 
stated the hand condition improved their immersion and helped them to 
accurately control the virtual objects. 
User’s react strongly when first experiencing immersive VR; seeing the 
stereoscopic graphics pop out of the screen and being able to interact with the 
simulation by performing hand gestures. Han & Kim (2017) have shown the 
effectiveness of more natural, direct interaction in creating an immersive user 
experience. Natural User Interfaces (NUI) are interfaces in which user 
interaction is natural, common and familiar (Alfaro, et al., 2019). Approaches 
such as hand interaction provide users with real-world familiarity and 
contribute to a strong sense of immersion and presence. However, while 
effective at enabling purely hand based interaction, optical tracking systems 
cannot provide tactile feedback, a key feature in replicating a user’s real-world 
senses. 
Kim et al (2017) present a hand-based interaction mechanism with a low-cost 
portable haptic feedback system. A Leap Motion sensor was used to provide 
the hand tracking with an Arduino and vibration motor providing the haptic 
feedback. The proposed system was compared against a standard Leap 
Motion system to determine the effectiveness of the haptic system in providing 
a stronger sense of presence to users. Twenty-one participants were recruited 
for experimentation in which participants experienced two virtual scenes; the 
first providing users with vibration feedback when a virtual object is touched. 
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The second scene used a defined gesture, triggering a heat sensor to 
accumulate heat, with a virtual bullet fired once the participant could feel the 
heat, simulating the heat of gun. The results show the proposed system 
provided greater overall satisfaction, with the system found to significantly 
enhance presence during object interactions. A Wilcoxon test showed the 
proposed interaction mechanism to provide statistically significantly higher 
presence in VR. 
The previously discussed research such as Han & Kim (2017) has shown the 
importance of immersion for a strong sense of presence within a virtual world. 
Furthermore, a key aspect of a user’s sense of immersion is the replication of 
real-world senses and interactions. The results of studies such as those by 
Han & Kim (2017) and Schwind et al (2017) have shown the impact of natural 
hand-based interaction and the importance of a realistic virtual hand 
representation. Researchers such as Feng et al (2018) and Krokos et al (2019) 
have shown that immersive virtual reality experiences can have significant 
impact on the effectiveness of training/education-based simulations. In 
addition, immersive VR training simulations have been found to improve 
memory recall in comparison to non-immersive VR simulations. 
This section has introduced the concepts of immersion and presence, along 
with the effects caused by using vision/optical-based interaction 
techniques/methods in virtual reality. In the next section, existing works in the 
field of interactive educational VR are presented. The research presented is 
evaluated with regards to the interaction mechanism used and their effect on 
both user experience and training/educational aspects. Furthermore, the 
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limitations of current interaction approaches, with regards to interactive 
educational applications are discussed. 
2.5 – Interactive Virtual Reality in Education 
Immersive Virtual Reality applications can been used in a variety of real-world 
applications; such as, museum exhibitions (Kyriakou & Hermon, 2019), 
construction, medical rehabilitation and training (Postolache, et al., 2017; 
Pulijala, et al., 2018; Fahmi, et al., 2018; Moore, et al., 2020; Pinter, et al., 
2020). Virtual reality is used as a learning medium because its immersive 
nature enhances learning by enabling users to explore and immerse 
themselves in a studied environment, such as ancient cities or looking into the 
human body (Madathil, et al., 2017). Research such as that of Stone (2000) 
and Lee et al (2010) has shown clear benefits of VR with reduced learning 
time and improved learning outcomes. Research has also shown natural VR 
controls further increase the interactivity and the sense of immersion as a 
result (Fahmi, et al., 2020). 
Moore et al (2020) present the formative evaluation of a VR simulation 
designed for training troubleshooting skills during robotic surgeries. To interact 
with the simulation users, use the HTC Vive controllers following the simple 
virtual hand technique. The technique directly maps the users hand motion to 
the virtual hand (LaViola Jr, et al., 2017). In the case of this simulation, a model 
of the Vive controller was used as the virtual hand. As the simulation was 
designed for training, visual cues were used; specifically, green semi-
transparent animations of the Vive controller performing the required 
movement. After completing the simulation, participants were asked to 
complete a series of questionnaires; specifically, Simulator Sickness 
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Questionnaire (SSQ), Spatial Presence Experience Scale (SPES) and System 
Usability Scale (SUS). Participants were also asked to complete a 
questionnaire about the level of interaction fidelity experienced in the 
simulation and a knowledge test. Twenty participants took part in the study. 
The results of the SUS show the controller-based interaction to reach an above 
average score, with users generally rating the interaction fidelity as 
acceptable. However, the results also show the use of virtual controller 
representations to be problematic with regards to interaction cues.  The poor 
feedback in terms of handedness the controllers provide resulted in 
participants attempting to interact with the incorrect hand and dropping a 
previously held virtual object breaking sterility. 
Research such as Moore et al (2020) shows motion controllers can support an 
interactive training VR simulation. However, the indirect interaction between 
the user and the simulation restricts the sense of immersion and by extension 
the learning effect (Patel, et al., 2006; Zhang, et al., 2019). Fahmi et al (2020) 
conducted a comparative study of user experience between motion controllers 
(Vive controllers), Leap Motion sensor and haptic gloves (Senso Glove) in an 
anatomy based educational simulation. Users were asked to complete the 
simulation with each control mechanism and complete a Likert-based 
questionnaire post each experience. The study focused on the level of 
acceptability, user satisfaction, ease of learning, the suitability of movement, 
suitability of display, and haptic feedback. The simulation was designed to 
enable participants to pick up anatomical objects with the name displayed. The 
three interaction mechanisms used the traditional ‘grab and release’ 
interaction approach with controller models and virtual hand representations 
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used, respectively. Twenty participants took part in the study. The results 
showed participants considered all three mechanisms to be useful but the Vive 
controllers scored the highest in both user satisfaction and ease of use. 
While the results of studies such as Moore et al (2020) and Fahmi et al (2020) 
have shown motion controllers to enable sufficient fidelity for basic 
interactions. The previously discussed research in this chapter such as Pinto 
et al (2015), Argelaguet et al (2016) and Figueiredo et al (2018) has shown 
that optical trackers provide a more direct and natural interaction enhancing a 
user’s sense of presence and immersion (Lin & Jörg, 2016; Schwind, et al., 
2017; Fröhlich, et al., 2018). Research such as that of Fahmi et al (2018) has 
shown the effectiveness of optical trackers at providing direct interaction with 
virtual controls in a simulation designed for training on the operation of 
excavators. Furthermore, direct natural hand interaction better enables the 
transfer of existing skills and expertise from the real-world to virtual 
environments (Bowman, et al., 2012; Chapoulie, et al., 2015; Han & Kim, 2017; 
Kim, et al., 2018; Almeida, et al., 2019; Zhang, et al., 2019). 
The ability to interact directly with the simulation to practice routine procedures 
and hand movements is particularly important in areas such as medicine. The 
capabilities of modern optical tracking sensors such as the Leap Motion to 
track tools held (Wozniak, et al., 2016) is particularly beneficial in fields that 
use tools as an extension of the hand. Lahanas et al (2017) investigate the 
potential of a VR simulation for the assessment of basic laparoscopic surgery 
skills using the Leap Motion sensor. A simple interface was used to simulate 
the real-world instruments with the Leap Motion sensor providing positional 
and rotational tracking of the instrument tips. The system evaluation consisted 
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of three tasks: camera navigation, instrument navigation and bimanual 
operation. The camera task required participants to search the environment 
and position the camera near a virtual gallstone. The instrument navigation 
task required participants to touch lit buttons within five seconds of activation 
without touching the board on which they are scattered. The bimanual 
operation task required participants to hold one instrument steady within a 
specified small area. This enabled the other instrument to pick up and drop a 
coloured ball into the corresponding pot. Forty-nine participants were 
recruited: twenty-eight experts (>100 surgeries) and twenty-one novices (<10 
surgeries). Participants were assessed with regards to time, path length, and 
two task specific errors. The realism and training ability of the scenario was 
also evaluated via five-point Likert questionnaire. The results showed experts 
to significantly outperform novices in all tasks. However, results of the 
questionnaire indicate participants in both groups saw the value of the system 
as a training tool. 
The past few years have also seen an increase in the use of virtual reality in 
museum environments in an attempt to embrace modern technology and 
adapt to the challenges of the digital era (Shehade & Stylianou-Lambert, 
2020). Virtual reality provides museum visitors with an educational and 
entertaining experience, enhancing their overall experience by facilitating their 
interactions with the exhibitions (Lee, et al., 2019). 
Kyriakou & Hermon (2019) integrate direct natural Interaction and augmented 
reality applied in a cultural heritage museum, to overcome the problems of 
inaccessibility and non-interaction with the museum artifacts. The authors 
used a generic HMD to house a mobile phone that provided the visuals and a 
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Leap Motion to enable hand interaction. Object interactions were performed 
using the traditional ‘grab and release’ gesture with the virtual object moving 
and rotating with the virtual object while held. To evaluate the effect of the 
system the authors demonstrated the system at three different museums, 
recruiting a total of fifty participants. Participants were asked to interact with 
the six virtual objects, both moving and rotating them one at a time. At the end 
of the experiment, participants were asked to complete a questionnaire. The 
results showed participants of all ages to enjoy the experience along with 
having felt a strong sense of immersion and presence. 
Augmented sandboxes have been used as educational tools to create, explore 
and understand complex topics. However, current solutions lack interactive 
capabilities (Stabbert, et al., 2017; Millar, et al., 2018; Alexandrovsky, et al., 
2019; Gabele, et al., 2019; Muender, et al., 2019). Frohlich et al (2018) present 
a VR sandbox system consisting of an actual sandbox, triple Kinect depth 
sensing, HMD and hand tracking via a Leap Motion. The depth images from 
the three Kinect sensors are combined to generate a point cloud and modify 
the terrain of the virtual environment. To ensure a real-time experience the 
terrain is represented in a block-based style on a 98x59 mesh with 32 height 
levels providing a compromise between detail and latency. The total latency 
from sand forming to the virtual environment being updated was 1.5 to 2 
seconds. Users can decorate the virtual environment, changing the 
environment lighting and adding details such as water and trees. Nine 
participants were recruited to gather feedback from both a technical 
perspective and application areas such as education. Participant feedback 
showed the experience to be engaging and immersive with a strong sense of 
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presence, particularly in the first-person view exploring the virtual world. The 
free-hand interaction was positively received with natural gestures used for 
object interaction such as pouring. However, participants also reported issues 
with the Leap motion including losing tracking, occlusion, orientation issues 
and field-of-view limitations. 
Qingchao & Jiangang (2017) investigate the cause of occlusion in hand based 
interaction using a Leap Motion in an astronaut training simulation. Initially the 
authors experimented with the Leap Motion under various occlusion cases and 
evaluated the tracking accuracy. The Leap Motion was then implemented into 
a training simulation in which users must interact with virtual objects and move 
them around the environment. To interact with virtual objects, the ‘grab and 
release’ mechanic was used with an object in contact with a virtual hand, held 
upon making a fist. Based on observations during experimentation, the 
authors suggest that during occlusion, the similarity between the current and 
previous tracking data is such that the previous un-occluded data can be used. 
Secondly, when a finger is occluded, the Leap Motion cannot determine the 
occluded finger and thus the tracking data cannot be trusted. Finally, during 
hand-to-hand interactions the Leap Motion is likely to lose tracking due to 
occlusion. The authors conclude that self-occlusion is a significant factor in 
training applications and thus gesture vocabularies should be restricted to 
gestures that avoid or reduce occlusion. 
Despite the possible benefits that VR can offer, it is still not widely used in 
education. Furthermore, the potential as an assistive technology for alternative 
communication is recognized but has not been fully exploited (Zilak, et al., 
2018). Zilak et al (2018) present the development of an elementary 
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mathematical virtual classroom using the Oculus Rift and Leap Motion. User 
evaluation of the prototype was conducted to assess user satisfaction and 
acceptance of the technology. The simulation required participants to press 
virtual buttons represented as domino’s that either show the specified numbers 
or match the given domino tile pattern. To evaluate the system, thirty students 
were recruited. Analysis of user performance showed no significant correlation 
between simulation time and the number of incorrect answers. The authors 
conclude that user performance indicates individual levels of immersion, 
individual interaction approach and feelings about the technology. 
Questionnaire results show generally positive feedback from users without 
disabilities thus the authors conclude that VR is appropriate for education and 
as an alternative communication approach. Analysis of questionnaire 
responses and simulation time shows that participants who reported high 
scores and long playtime, experience a strong sense of immersion, and thus 
prolonged the interaction. The results also show factors such as immersion, 
virtual hand behaviour and familiarity with VR are key areas that need to be 
considered in applications for users with disabilities. 
The previously discussed research such as Zilak et al (2018) and Kyriakou & 
Hermon (2019) has shown the effectiveness of virtual reality in education 
applications. Immersive VR provides users with an engaging experience in 
which they can gain understanding of complex concepts. The discussed 
research has also shown the effect of direct natural hand-based interaction in 
providing a strong sense of presence and immersion. Furthermore, direct hand 
interaction enables the direct transfer of skills and experience, to and from the 
virtual and real world. However, research such as that of Qingchao & Jiangang 
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(2017) and Frohlich et al (2018) has shown the limitations and issues of current 
optical trackers. Current optical trackers provide an effective solution to 
interaction in simulations that do not require consistent precise interaction 
such as the museum application of Kyriakou & Hermon (2019). The current 
issues with areas such field-of-view and occlusion limit the areas in which the 
technology can be adopted. Thus, despite the potential that has been 
demonstrated by research such as Lahanas et al (2017), Pulijala et al (2018) 
and Pinter et al (2020), medical training research applications typically use 
motion controllers for the stability and tracking precision. 
2.6 – Summary 
Research has shown wands and motion controllers provide faster, more 
accurate, stable and consistent interactions in both CAVE and HMD based 
virtual environments. However, research such as that of Zhang et al (2014), 
Nan et al (2014) and Chapoulie et al (2014) has shown a preference for direct 
hand-based interaction with participants stating it provided a more natural and 
realistic experience. Hybrid approaches merging motion controllers with basic 
finger tracking and haptics such as Choi et al (2018) have shown positive 
results in users able to perceive differences in haptic feedback force. However, 
such approaches are typically limited to one or two finger interaction and can 
encumber users with large motors and actuators mounted on the hand or arm.  
Glove-based approaches can provide more direct interaction than motion 
controllers, typically using either pattern-based recognition or bend sensors to 
track hand and finger positioning. Pattern-based recognition can detect the 
positioning of fingers on multiple axes but can be significantly affected by 
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occlusion. In contrast, bend sensors are only able to track fingers on a single 
axis but are not subject to occlusion. 
Research has shown optical-based trackers to provide the most immersive 
and natural hand interaction experience. Results from participant feedback 
has shown an overwhelming preference for direct hand interaction, 
transferring skills back and forth between the virtual and real world. The 
previously discussed research in section 2.5 has shown hand interaction is 
particularly important in educational applications in areas such as medicine. 
However, as the previously discussed research has also shown, optical 
trackers suffer with four key issues; stability, occlusion, accuracy and field-of-
view which limit the interaction experience. Research such as Trigueiros et al 
(2012) and McCartney et al (2015) have shown neural networks to be an 
effective approach for improving optical trackers. However, research has also 
shown that using a gesture vocabulary for recognition can impact real-time 
performance. Furthermore, such approaches are typically used for static 
gesture recognition as opposed to direct real-time hand tracking and 
interaction. Thus, the ability to recognize/validate hand tracking data in real-
time is key in the machine learning approach designed. 
The use of multiple sensors has been shown to improve both accuracy and 
field of view as hypothesized by Shao (2016). Furthermore, studies by Marin 
et al (2014), Pinto et al (2015) and Jin et al (2016) have shown multi-sensor 
solutions to reduce the effect of occlusion in tracking data. However, while the 
solutions presented have been shown to reduce the effects of the four key 
issues, studies have traditionally used statically positioned sensors. Typically 
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using only Kinect sensors or used a Kinect to provide the additional tracking 
data. The Kinect has been shown to be an effective optical tracker; however, 
it is designed for skeletal tracking while statically positioned. Finger tracking is 
typically implemented using computer vision libraries such as OpenCV, but its 
static position often results in both body and hand occlusion. Furthermore, 
multiple sensor solutions have not been evaluated in a HMD based VR 
simulation context. 
Research discussed such as Zhao et al (2013), Kim & Park (2015) and Holl et 
al (2018) has shown the effect that realistic, physics-based hand 
representations can have on a user’s sense of immersion and the natural 
feeling of the interaction. However, research has also shown that calculating 
positions or using predefined poses can appear jarring to the user and 
negatively affect immersion. In addition, feedback indicates physics-based 
approaches are more difficult to learn than pinch grasping or ray-casting. 
Furthermore, physics-based approaches are reliant upon consistent and 
highly accurate tracking data to compute the required friction forces. The 
limitations of requiring prior knowledge in the case of machine learning and 
the inconsistency in the computationally expensive physics-based approaches 
needs to be overcome. Based on research it can be hypothesized that a ray-
casting based approach, such as that by Holl et al (2018) that manipulates 
user hand positioning for a realistic grasp would provide the optimal 
performance and accuracy. Furthermore, a ray-casting approach would 
enable the calculation of surface contain points without the need for a 
computationally expensive physics system. 
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The research presented here has shown that using multiple sensors can 
improve accuracy and field-of-view. However, current research has typically 
focused on static sensors such as the Kinect. In addition, multi-sensor 
solutions have not been applied to a HMD context. Furthermore, the four key 
issues with optical trackers are unresolved, resulting in users still experiencing 
issues such as hands disappearing, occlusion and the general stability issues 
present in optical tracking. Based on research it can hypothesized that the use 
of multiple sensors with complex software to evaluate and process tracking 
data in real-time, adjusting for noise/errors could provide a more natural and 
immersive experience. The next Chapter presents the phase one design of the 












Chapter 3 – Design Phase One 
In this Chapter the phase one design of the Multiple Optical Tracking (MOT) 
system and its sub-systems is presented. The MOT system is a hand-based 
interaction system for VR that uses optical based tracking sensors to integrate 
users’ hands into a virtual environment. The MOT system is designed to 
provide more natural and intuitive ways to interact with a virtual environment 
and can be applied to any interactive application that requires hand-based 
gesture interaction, such as using virtual equipment in training. Appendix 3 
contains screenshots of the implementation code. 
The MOT system comprises two Leap Motion sensors mounted onto a VR 
headset at two different orientations. One Leap is positioned on the front of 
the headset facing forward and the other Leap is mounted on a custom 3D 
printed bracket and positioned to face downwards at a 45-degree angle. The 
design of the custom bracket is discussed in section 3.1. The second sensor 
was added to provide an additional view of the user’s hands to reduce the 
effect of self-occlusion, whilst not limiting the detection space. Two Leap 
Motion sensors were used to provide optimal coverage whilst not adding too 
much weight to the HMD or causing discomfort to the user. Figure 3.1 
illustrates the Leap Motion setup for the MOT system, using two sensors: one 




Figure 3.1 - The HTC Vive headset with two Leap Motion sensors attached 
using a designed custom bracket 
 
Figure 3.2 provides an overview of the MOT hand-based interaction system. 
Each stage of the MOT system and it’s respective sub-stages shown in Figure 
3.2 is discussed in the following appropriately named sub-sections within this 
Chapter. 
Figure 3.2 shows the VR HMD on the left of the diagram collecting hand data 
via two Leap Motion sensors. The front mounted sensor data is fed directly 
into the data processor. While data from the additional sensor is sent over a 
local network into the data processor using a generic hand data structure 
format. The process shown in Figure 3.2 runs at approximately 90 times a 










As previously discussed, the remainder of this Chapter outlines the design of 
the various stages/subsystems in the MOT system shown in Figure 3.2, in the 
following subsections. 
3.1 – Custom Bracket & External Sensor Configuration 
In this section, the design of the custom bracket and external sensor 
configuration as shown in Figure 3.3 from the main overview diagram in Figure 
3.2 will be detailed. 
 
Figure 3.3 - Custom Bracket & External Sensor Stage from the MOT System 
Overview Diagram 
 
For the additional sensor to maintain a relatively consistent stream of tracking 
data (assuming the hands are within range) irrespective of the user’s gaze 
direction and HMD rotation, the sensor would need to be mounted to the HMD. 
A statically positioned sensor would provide additional tracking data; however, 
it would suffer with significant occlusion issues due to the user’s body and 
arms as they rotate. 
An additional sensor needs to have a clear view of the user’s hands and must 
be able to rotate with the user to prevent body occlusion. However, the sensor 
88 
 
should not restrict the user’s interaction space, such as mounting the sensor 
to the bottom of the headset. During the development of the bracket, several 
different mounting points were explored including face-up on the bottom of the 
HMD and face-up chest mounted. However, these mounting points either 
interfered with the user experience or would have a restricted field-of-view. In 
the case of the bottom mounted HMD bracket, it would restrict how far down 
a user’s head could tilt. In the case of the chest mounted sensor, consistent 
positioning would be difficult, and it could potentially be uncomfortable. 
Furthermore, the user’s upper arms would frequently occlude the sensors view 
of the hands. 
To provide an additional view of the user’s hands without interfering with the 
user’s interaction space, the sensor needed to be mounted on-top of the HMD 
angled down. This provides an overlap with the front-facing sensor and avoids 
‘dead space’ where the users hands cannot be tracked by either sensor. 
During developmental testing, several different sensor angles were evaluated 
to analyse the effect on field-of-view and accuracy. An angle of 45-degrees 
was identified as the optimal angle, providing as close to a “top-down” view as 
possible while keeping the detection range as large as possible. The additional 
sensor was mounted at a 45-degree angle to provide an additional view of the 
user’s hands to reduce the effect of self-occlusion, whilst not limiting the 
detection space. The sensor angle used was determined through analysing 
the weighting of incoming data relative to the external sensors optimal tracking 
position. This enabled the optimal angle for a smooth transition between the 
two sensors, while maintaining a strong weighting and ensuring no “dead 
space”, to be determined. 
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The combination of a longer bracket arm and orienting the sensor to 90-
degrees would provide a top-down view, however the longer arm would 
increase the weight of the HMD. In addition, the short distance between the 
sensors surface and the minimum tracking distance would result in a very 
small tracking space minimizing the effect of the additional sensor. Figure 3.4 
shows a diagram visualizing the viewing angles of the sensors used by the 
MOT system and the external sensor if positioned at 90-degrees. Note, the 
length of the viewing angles in Figure 3.4 is not representative of the Leap 
Motion sensor range. 
 
Figure 3.4 - Diagram of sensor view angles. 45-degrees provides the best 
multiple sensor coverage; blue) front-facing, red) face-down, green) 45-
degree sensor 
 
To support the mounting of an additional sensor, a custom 3D printed mount 
was designed that can be attached to a head-mounted display, providing an 
additional view of the user’s hands. The bracket uses a Go-Pro (GoPro, 2020) 
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inspired joint for the Leap mounting plate that allows the angle of the sensor 
to be adjusted. Figure 3.5 shows the final design 3D printed and assembled. 
The four holes in the bottom plate are used to attach the bracket to the headset 
using four cable ties. All the parts were 3D printed using PLA and assembled 
using superglue to attach the base and a bolt & nut to attach the head mount. 
Figure 3.6 shows a technical drawing of the final bracket design. Appendix 1 
and Appendix 2 contain larger and colour versions of Figure 3.6. 
 
 





Figure 3.6 - Blueprints for the custom bracket 
 
3.2 – External Data Packet Handler 
In this section, the design of the external data packet handler as shown in 
Figure 3.7 from the main overview diagram in Figure 3.2 will be detailed. 
 
Figure 3.7 - External Data Packet Handler Stage from the MOT System 
Overview Diagram 
 
Due to the Leap Motion SDK (v4.0.0+52173) only being able to support a 
single sensor, an external Win32 C# client application was developed to send 
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the tracking data over the local network. A custom serialization library known 
as the ‘MultiLeapTransferPacket’ was developed to serialize optical tracking 
data as serialization had not been implemented into the Leap SDK. The library 
was created in C# as this is the programming language supported by the 
Unity3D game engine and Leap SDK, enabling easy implementation of the 
compiled library. Figure 3.8 shows the structure of the custom 
‘MultiLeapTransferPacket’ (MLTP) library developed.  
 





The custom library was designed to contain all the necessary tracking 
information and serialize the data so it can be sent over the local network. As 
can be seen in Figure 3.8 the library contains a series of classes for data type 
such as Vector3 and Quaternion and parts of the hand.  
The BoneTransferPacket (BTP) class contains data about bones such as the 
start and end positions along with rotation. A BTP is created for each bone in 
the virtual hand with each assigned to the corresponding finger. The position 
and rotation of each bone is stored so it can be precisely positioned when 
rendered via the MOT system. Furthermore, this enables poses captured via 
the sensor to be perfectly recreated. 
The FingerTransferPacket (FTP) is comprised of four BTP, one for each bone, 
enabling the finger to be reconstructed and factors such as extension state 
determined. Reconstructing factors such as extension state ensures that any 
gestures or poses captured by the external sensor are detected by the MOT 
system when the virtual hand is rebuilt. This enables the user to interact with 
virtual objects when the hand is only captured by the external sensor. The 
ArmTransferPacket (ATP) provides information required for a virtual arm 
representation and control of the hand such as direction and rotation.  
The HandTransferPacket (HTP) contains a list of FingerTransferPackets, each 
representing a finger of the virtual hand. As previously discussed, this ensures 
the hand can be accurately rebuilt within the MOT system. The 
HandTransferPacket also provides valuable information such as the position 
and rotation of the hand. This is used to accurately reposition and rotate the 
virtual hand data to align with the data of the front-facing sensor. The 
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FrameTransferPacket (FRTP) contains a HandTransferPacket for both hands 
and information such as the timestamp of the frame to determine the age. 
The library enables the tracking data to be sent to the MOT system and be 
rebuilt for use in the MOT system via the data processor detailed in section 
3.3. The use of a custom library for transferring external tracking data enables 
alternative optical trackers to be used as an external source in the MOT 
system without modification. The process of receiving the data and processing 
the data using the library is presented in this section. 
The data received on the host machine is deserialized into a 
FrameTransferPacket object and added to a queue for processing by the 
“MultiLeap_DataHandler. Each of the HandTransferPackets are processed 
individually, iterating over the FingerTransferPackets, creating Leap.Bone 
objects from the BoneTransferPackets. A Leap.Finger object is created once 
all the corresponding bones have been processed. Once all the finger objects 
have been created, a hand object is constructed using the finger objects and 
additional data stored within the HandTransferPacket, such as palm position 
and rotation, before being added to an empty frame object.   
Once all the hands have been processed, the generated frame object is 
transformed to account for the orientation of the head-mounted display. The 
transformation process orients the hand data to align with the rotation of the 
HMD. If the virtual hand data from the external sensor was not positioned and 
rotated based on the position and rotation of the HMD. The virtual hands would 
move and rotate with the HMD as with the data from the front-facing sensor. 
However, while rotating the HMD, the hands would rotate on a differing axis 
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and thus would appear to spin in place. The resulting frame object is then sent 
to the data processor with the front-facing sensor data for processing into the 
MOT system. 
3.3 – Data Processor 
In this section, the design of the data processor stage as shown in Figure 3.9 
from the main overview diagram in Figure 3.2 will be detailed. 
 
Figure 3.9 - Data Processor Stage from the MOT System Overview Diagram 
 
To separate the Leap Motion tracking data from the overall system, a 
conversion feature was developed that converts sensor specific tracking data 
into a custom data structure. The design of the data structure is based on the 
Leap Motion API using objects such as Bone and Finger. The data structure 
also provides additional functionality to make accessing and manipulating 





The Data Processor receives Leap.Frame objects directly from the front-facing 
sensor and external data via the External Packet Handler. The frame objects 
received are converted into the MOT systems custom data structure; 
specifically, a HandData object. A HandData object is used to store Leap.Hand 
objects and provide additional/ease of access functionality such as getting a 
specific hand (left or right). 
The resulting HandData objects are stored in a dictionary containing a list of 
HandData objects, using the source as the key. For the front-facing sensor the 
key “localhost” is used with the IP address of the external client used for 
external data. The dictionary stores the current HandData object and those for 
two previous tracking frames to provide a tracking history for the Data 
Aggregation system detailed in section 3.4. 
This pre-processing enables the system to work with any hand tracking 
sensor, the hand data converter would just require an update to support the 
sensors data format. 
3.4 – Data Aggregation System 
In this section the design of the data aggregation system (Figure 3.10) and the 
algorithms used to analyse the tracking data from multiple sources are 
detailed. Figure 3.10 shows the Data Aggregation System stage from the MOT 




Figure 3.10 - Data Aggregation System from the MOT System Overview 
Diagram 
 
The Data Aggregation System is designed to aggregate hand tracking data 
received from the two sensors to improve the accuracy of the virtual hand 
representation and reduce the effects of self-occlusion. This is the first key 
stage in the MOT system, taking place directly after the data processor has 
converted the input data to the systems custom structure. 
The data aggregation system starts by processing both the current and 
previous two frames for each of the data sources to smooth out any glitches 
or noise in the tracking data. During developmental testing, several frame 
history sizes were evaluated including storing one, four and six previous 
frames. However, it was found that averaging more than two frames would 
result in a user feeling that their hand movements were in slow-motion or 
lagging and that the virtual hands did not align with their own. This was due to 
the averaging of more frames smoothing out too much information from a 
user’s hand movements. Users preferred virtual hands that felt responsive and 
closely aligned to their real-world actions. Furthermore, the use of only a single 
previous frame did not provide sufficient data to have any significant impact 
on accuracy and noise. 
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The average hand position and rotation, across all three frames for each 
sensor is calculated using a set of weights (0.5, 0.3, 0.2). The weights were 
chosen so that more recent frames were given greater impact over previous 
frames. Based on experience of the Leap Motion, a range of weightings were 
explored, whilst ensuring the most recent frame had the greatest impact. 
However, it was found that the weighting above provided the optimal 
configuration. These weights were selected to give the most recent data 
greater significance over older frames. While using the two previous frames to 
reduce the effects of any noise or errors in the tracking data. The weights 
ensure the most recent data significantly contributes whilst ensuring the 
previous frames have enough weight to affect the recent data. 
To aggregate the frame histories for each sensor, each frame in each sensor’s 
history is iterated over. The first step in the aggregation is calculating the 
weight of the current tracking data. This calculation uses the hands proximity 
to the sensor to rate how visible the hands are and as a result how confident 
the system is in the hand data. To rate the visibility of the hand data the system 
calculates its distance from an origin that represents the optimal hand position 
for hand tracking. For each frame of each sensor, a weight in the range of -1 
to 1 is calculated based on the hands position relative to the defined origin, 
with greater proximity to the origin position scoring higher. Algorithm 3.1 shows 
pseudocode for the calculation used to determine the weighting of a sensors 
tracking data using a hand position. The position on all three axes is evaluated 
against a pre-set range and mapped to the range of minus one to one. Figure 
0.1 shows the code implementation. 
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Algorithm 3.1 - Pseudocode for calculating a Sensors weight using a hand 
position 
 
Once the weight of the current tracking data has been calculated, the data 
from the 45-degree sensor is transformed to align with the position and rotation 
of the local sensor data. The data from the two sensors is then used to perform 
the aggregation process. To aggregate the tracking data, each bone in each 
finger of each hand is iterated over. The value of each property is multiplied 
by the current frames weight and added to the HandData object. Table 3.1 
shows a sample of the properties aggregated. Figure 3.8 shows all the 
properties/data for each of the objects that a tracked hand is comprised of. 
Table 3.1 - Sample of the data aggregated from the Leap Motion sensors 
Bone Finger Hand 
nextPosition (end) tipPosition palmPosition 
prevPosition (start) direction palmNormal 
centre length width 
direction metacarpal isLeft 
length isExtended palmOrientation 
 
Equation 3.1 shows the equation used to perform a weighted average of the 
bone vectors and quaternions along with length and width. In the equation B1, 
B2 and B3 represent the values (vectors, floats or quaternions) with W1, W2 
and W3 representing the weights of the three corresponding frames. 
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Equation 3.1 - Equation used to perform a weighted average of three 
Vectors, Floats or Quaternions 
𝐴𝐴 = (𝐵𝐵1 ∗  𝑊𝑊1) + (𝐵𝐵2 ∗  𝑊𝑊2) + (𝐵𝐵3 ∗  𝑊𝑊3) 
Figure 3.11 visualizes the frame history averaging process with three frames 
(blue, brown and green) averaged to produce a resulting hand (red). 
 
Figure 3.11 - Diagram showing the effect of frame history averaging 
 
Algorithm 3.2 shows pseudocode that performs the weighted averaging of a 
frame history. If the current frame is the first in the history the current hand 
object is assigned property values with subsequent frames adding to the 
properties to perform the weighted average. Figure 0.2 shows the code 
implementation of Algorithm 3.2. 
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The weight calculation and averaging/adding process detailed is performed for 
each frame in each sensors frame history to calculate the resulting hand data 
for each sensor. Once the hand data for each sensor has been averaged using 
their respective frame histories. The average weight for each sensor is 
calculated using the weights calculated for each frame in their respective 
histories. 
The final step is to aggregate the resulting tracking data from each sensor to 
produce the final tracking data. To determine the weighting of each sensor 
with regards to the final data, the average weights from all sensors is totalled. 
A sensors contribution is then calculated by mapping the sensors average 
weight from the combined total to between zero and one. Equation 3.2 shows 
the mapping equation, where O represents the result, A the input value, Bmin 
is the minimum value of the input range, Bmax is the maximum value of the 
input range, Cmin is the minimum of the output range and Cmax is the maximum 
of the output range. 
Equation 3.2 - Equation used to convert a number from one range to another 
range 
𝑂𝑂 =  �
𝐴𝐴 − 𝐵𝐵𝑚𝑚𝑚𝑚𝑚𝑚
𝐵𝐵𝑚𝑚𝑚𝑚𝑚𝑚 −  𝐵𝐵𝑚𝑚𝑚𝑚𝑚𝑚� ∗
�𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚 −  𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚� + 𝐶𝐶𝑚𝑚𝑚𝑚𝑚𝑚 
For example, if the user’s hand were vertically in-between the two sensors, the 
weighting would be 0.5 and 0.5 approximately. Figure 0.3 shows the code 






Once the overall sensor weights have been calculated, the averaged frame 
hand data for each of the sensors is averaged using the sensors overall weight 
to calculate the final hand data. The sensors are aggregated using the same 
approach as used in Algorithm 3.2. The first sensor is assigned and then 
updated for subsequent sensors, with the corresponding sensor weights used 
in both cases. This process results in the hand data that is closest to its 
sensors optimal hand position contributing more to the final aggregated hand 
data. This process enables the system to seamlessly transition to the sensor 
with the optimal view of the user’s hands. 
3.5 – Hand Validation System 
Optical trackers can partially lose tracking or experience noisy data, resulting 
in invalid hand representations being presented to the user. The hand 
validation system (Figure 3.12) was designed to analyse and validate hand 
data. Hand data classified as valid would then be presented to the user with 
invalid data being replaced by an inferred hand, using the inferred hands 
system detailed in section 3.8. Figure 3.12 shows the Hand Validation System 
stage from the MOT System Overview Diagram shown in Figure 3.2. This step 
takes place immediately after the tracking data has been aggregated so invalid 
data can be flagged and ignored through the remainder of the system. 
 





The hand validation system was designed to evaluate hand data, processing 
each finger to ensure the angles of the intermediate and proximal bones do 
not exceed set natural movement thresholds. In addition, the system ensures 
natural finger spacing across the hand and that fingers do not un-naturally 
intersect. The hand validation system processes each finger of the given hand, 
validating the hand through a series of tests.  
The first test evaluates the bend angles of both the proximal and intermediate 
bones (Figure 3.13). The angles are calculated using the direction of the bone 
relative to the palmar axis i.e. the direction the palm is facing as shown in 
Figure 3.14, to ensure consistent measuring. Figure 3.14 shows a virtual hand 
representation rendered using red lines connecting bone positions, with blue, 
white and yellow vectors representing the radial, distal and palmar axis, 
respectively. 
 
Figure 3.13 - Diagram showing the names of the different bone types in the 




Figure 3.14 - Three main axes (yellow = palmar axis, white = distal axis, blue 
= radial axis) of a virtual hand rendered using red lines for each bone 
 
The angles calculated are compared against pre-set thresholds with the hand 
classified as invalid if they are exceeded. The angles ranges used for the 
bones are 60-180 degrees for the proximal bone and 70-180 for the 
intermediate bone. The angle ranges used were determined during 
developmental testing. During development, various hand poses were 
performed and tracked by the Leap Motion to identify the maximum angles the 
hand could naturally reach. If all proximal and intermediate bones are within 
the required angles, the test passes and the next test is performed. 
The next test analyses the spacing between the metacarpal bones ensuring 
that the spacing between each bone is within a ten percent tolerance of the 
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average across the hand. This test is used to ensure the fingers are relatively 
evenly spaced with tracking data such as that of partially occluded hands 
occasionally resulting in virtual fingers overlapping each other. Each finger is 
processed, calculating the spacing between the metacarpal bone of the 
current and next finger. The spacing between the metacarpal bone of each 
finger is totalled and divided to calculate the average. The spacing between 
each finger is then compared against the calculated average. If the spacing 
exceeds a ten percent tolerance, the hand is classified as invalid. Figure 0.4 
shows the code for the test to ensure the fingers of the given hand are equally 
spaced. 
The final test analyses finger positioning to determine if any of the intermediate 
or proximal bones are intersecting. For example, if one of the fingers is bent 
too far resulting in the finger pointing through another. An intersection is 
considered to have occurred when a bones centre position is within a set 
radius of another bones centre and is within the length of the other bone. To 
identify intersections between fingers, both the intermediate and proximal 
bones of each finger are evaluated against the corresponding bone in all other 
fingers. To detect whether two bones are intersecting, the centre positions of 
the two bones are evaluated to ensure a bones centre position is not within a 
given radius of the other. The radius of the virtual bone representation is used 
as the evaluation radius. Equation 3.3 shows the equation used to calculate 
the square distance between the two centre positions. The equation result is 
then compared against the bone radius to the power of two. If the square 
distance is less, the bones are too close. 
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Equation 3.3 - Equation used to calculate the square distance between two 
Vector3 positions 
𝐷𝐷 = (𝐴𝐴. 𝑥𝑥 − 𝐵𝐵. 𝑥𝑥)2 + (𝐴𝐴.𝑦𝑦 − 𝐵𝐵.𝑦𝑦)2 + (𝐴𝐴. 𝑧𝑧 − 𝐵𝐵. 𝑧𝑧)2 
Figure 3.15 visualises two example radius tests. Figure 3.15a shows two 
fingers side-by-side with both centre positions outside the radius of the other. 
Figure 3.15b shows a finger (purple) bent too far to one side and thus its centre 
position is within the radius of the other and therefore intersecting. 
 
Figure 3.15 - Diagram illustrating the radius intersection test for hand 
validation 
 
The second part of the intersection test determines whether the centre position 
of a bone is within the length of the other bone. The centre position is 
considered within a bone length if its position on the Z axis is within the 
minimum and maximum range. Figure 3.16 shows an example of a bone 
centre position within the length of another. In the figure, the purple bones 
centre position (purple ball) is within the length of the green bone (green box) 
and thus the finger is intersecting. The Z axis position of the purple ball is within 




Figure 3.16 - Diagram illustrating the bone length intersection test for hand 
validation 
 
To calculate the minimum and maximum bounds, the bones normalized 
direction vector multiplied by half the bone length, is applied to the centre 
position, negatively and positively, respectively. Figure 0.5 shows the code to 
determine whether two centre positions are within the length and radius of 
each other. Figure 0.6 shows the entire function for determining whether two 
fingers are intersecting, checking each bone against the same bone in all other 
digits. If both the length and radius test report intersections, the finger is 
classified as intersecting with another and thus the hand is invalid. 
If the three tests pass, the hands are classified as valid. However, if any of the 
tests fail, the hands are classified as invalid. If an invalid hand is detected, the 
validation system will report the hand as invalid which will trigger the post 
aggregation processing system and inferred hand pose system to replace it.  
This ensures that the user has a virtual hand representation with which they 
can interact and do not experience deformed virtual hands. This also ensures 
that the user has a consistent experience and any object interactions can 
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continue without interruption. In the rare event that a hand is incorrectly 
classified as invalid, the hand will be replaced with an inferred hand pose. As 
a result of the simulations high framerate and continuous validation, the frame 
upon which the inferred hand is based is typically only a few milliseconds old. 
From a user perspective this results in the hand pose presented typically 
matching the pose the user was performing. Thus, minimizing any impact on 
the user experience. 
3.6 – Post Aggregation Processing System 
As can be seen from Figure 3.2 the “Data Aggregation System” combines the 
data from multiple sensors using a weighting system to produce optimal hand 
tracking data, that minimizes the effect of sensor occlusion and noise. The 
Post-Aggregation Processing system (Figure 3.17) is designed to identify any 
missing hands such as those not within range of the sensors. Figure 3.17 
shows the Post Aggregation Processing System stage from the MOT System 
Overview Diagram shown in Figure 3.2. This stage of the process is designed 
to analyse the current hand data and ensure that the user will have two virtual 
hand representations. The system checks for any missing hands and triggers 
the inferred pose system to provide a virtual hand, if any are detected. The 
system is also responsible for maintaining consistent arm length. 
 




In optimal conditions, both hands would be within range and valid, thus the 
system would simply use the aggregated tracking data. If the tracking data for 
a hand is missing, the hand is created using the last valid hand data, should 
any be available. However, if previously valid data is not available, an inferred 
hand pose is used. Once the missing hand has been created, it is controlled 
and updated using both the Vive Arm Tracking System and Inferred Hand 
Pose System as detailed in sections 3.7 and 3.8, respectively. Once any 
missing hands have been handled, valid hands within optimal range of the 
sensor are used to update the offset to the Vive controller (arm length).  
3.7 – Vive Arm Tracking System 
Optical based sensors can lose tracking, this results in a reduction in both 
immersion and functionality for a user. This is typically due to the user being 
unable to interact with the environment and often get unnatural virtual 
representations of tracked elements such as their hands. The MOT system 
uses multiple optical sensors to reduce tracking loses. In addition, the 
proposed system can integrate sensor data from other sources to support 
hand tracking. For example, trackers attached to a user’s arms can provide 
additional positional and rotational data for the virtual arm. 
The Vive tracking system (Figure 3.18) was developed to incorporate 
additional positional and rotational tracking data when optical tracking data is 
not available, such as hands outside the visible range or the data is considered 
poor. Figure 3.18 shows the Vive Arm Tracking System stage from the MOT 
System Overview Diagram shown in Figure 3.2. This stage of the MOT system 




Figure 3.18 - Vive Arm Tracking System from the MOT System Overview 
Diagram 
 
The system was developed in conjunction with the inferred hand pose system 
detailed in section 3.8. The Vive hand tracking system can provide additional 
tracking data to the data aggregator. The system can also solely control the 
position and rotation of the hands in conjunction with live hand data or be used 
to control inferred hands without any tracking data from the Leap sensors. The 
system can use either trackers or controllers, attached to the upper arm via a 
strap as illustrated in Figure 3.19. 
To ensure the relative positioning of the hand is maintained, the users forearm 
length is calculated using the tracked position of the Vive trackers and the 
hand via the Leap Motion sensors. This offset is stored and used for 
positioning inferred hands to ensure consistent relative positioning between 
the users real and virtual hands. If a virtual hand is positioned outside a set 
tolerance of the calculated arm length, the hand is automatically repositioned 
to ensure consistency. The Vive Tracking system provides the user with a real-
time tracked virtual hand position. Figure 3.19 shows how a user’s arm length 




Figure 3.19 – HTC Vive Tracker mounted onto a user’s arm using the Manus 
Vive Tracker arm mounts 
 
3.8 – Inferred Hand Pose System 
The inferred hand pose system (Figure 3.20) was designed to provide the user 
with an inferred virtual hand pose if the optical based tracking data becomes 
unusable or the sensors lose tracking of the user’s hands. In the case of an 
invalid data, the hand is replaced with an inferred pose. The hand pose used 
is based on the last valid hand and the user’s current actions, with an open 
hand pose used by default. The system uses the Vive Arm Tracking System 
detailed in section 3.7 to determine the position and orientation of an inferred 
hand.  
Figure 3.20 shows the Inferred Hand Pose System stage from the MOT 
System Overview Diagram shown in Figure 3.2. This stage of the MOT system 
is designed to ensure that two virtual hand representations are presented to 
the user. The system replaces any invalid hands with an inferred pose based 
on previous frames. The system can also provide a specific hand pose if an 
interaction requires it. This stage takes place directly before the mesh 
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conformation stage detailed in section 3.9 to ensure the system will have a 
virtual hand to conform if necessary. 
 
Figure 3.20 - Inferred Hand Pose System from the MOT System Overview 
Diagram 
 
One of the main issues with optical based hand tracking is dealing with loss of 
tracking whilst ensuring the user has a smooth experience. By default, when 
the Leap Motion loses tracking the virtual hand disappears and any objects 
held are released. The Inferred Hand Pose system was designed to 
seamlessly interpolate between the last valid hand data and an inferred hand 
pose to ensure a smooth experience for the user. 
Hand data objects contain a series of bones each of which has start, end and 
centre positions along with a direction from its start to end position. Figure 3.21 
shows a diagram of a virtual hand representation with the start (yellow), end 
(red) and centre (green) positions of all the index finger bones displayed with 
the bone directions indicated by a blue arrow. In a hand data object, the start 
position of a bone is the same as the end of the previous bone, if available. 
Figure 3.13 shows the names of the different bones within the human hand 




Figure 3.21 - Diagram showing the direction (blue) and start, end and centre 
positions for hand bones; start (yellow), centre (green), end (red) 
 
The Inferred hand pose systems interpolator processes each finger, 
interpolating the start and end positions of each bone using the equation 
shown in Equation 3.4. 
Equation 3.4 - Equation used for Linear Interpolation of Bone positions 
𝑉𝑉 = 𝑉𝑉1 + (𝑉𝑉2 − 𝑉𝑉1) ∗ 𝑇𝑇 
Equation 3.4 shows the linear interpolation equation used, where V1 
represents the current vector, V2 is the target vector and T is time. Once the 
bones start and end positions have been updated, the bones direction and 
centre vectors are recalculated using the updated points. Finally, when all the 
fingers have been processed, the vectors for the hand and arm, such as palm 
position and the arm direction are interpolated. 
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In addition to interpolating between two hands, the Inferred Hand Pose System 
can update a hands position and rotation using data from three different 
sources: live hand data, stored hand data and arm position data from the Vive 
Arm Tracking System. This aids in reducing the amount of processing required 
during each frame update. Once the interpolation from either the live or last 
known hand to an inferred pose has been completed, the system can simply 
update the position of the inferred hand rather than having to continuously 
interpolate. Furthermore, interpolation over long periods can give a feeling of 
‘lag’ or delay due to the position and pose changes being based on the 
interpolation speed rather live data, such as motion trackers. Therefore, the 
interpolation was designed to be fast to avoid the user feeling any sense of 
delay. The interpolation speed used the simulations delta time multiplied by a 
factor of twenty. This was due to the delta time being very small as it 
represents the time between frames and thus the interpolation would be very 
slow at that speed. The increase by a factor of twenty was chosen based on 
developmental testing using different factors including five, ten and thirty. A 
factor of twenty was selected as it ensures the transition animation is as short 
as possible, so as not introduce a sense of lag. Whilst still providing the user 
with a long enough animation so the transition does not appear to jump or 
‘jerk’, thus ensuring a smooth user experience. 
The inferred virtual hand provided allows users to pick up virtual objects as 
normal and drop them using a flick/throw gesture. The Inferred Hand Pose 
system uses the engines physics systems overlap sphere test to determine 
whether the virtual hand is within proximity of an interactable object. The 
overlap sphere test creates an invisible sphere with a given radius and returns 
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everything it intersects with. Figure 3.22 shows a visualization of the overlap 
sphere test with the red cube (left) considered within proximity while the blue 
cube (right) would be ignored. 
 
Figure 3.22 - Diagram of the “OverlapSphere” test built into the Unity physics 
system (not to scale) 
 
If a hand is within range and not holding a virtual object, the system begins 
interpolating from the current hand pose to an open hand pose in preparation 
for the mesh conformation system detailed in section 3.9. The interpolation 
process also sets a flag to interpolate to the live tracking data when tracking 
resumes to ensure a smooth experience. Algorithm 3.3 shows a pseudocode 
implementation of the Inferred Hand Pose Systems interpolation. The 
interpolation positions are calculated using the Linear interpolation equation 
shown in Equation 3.4. 
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Algorithm 3.3 - Pseudocode of the Inferred Hand Interpolation 
 
If the hand is holding a virtual object but has not been conformed to the virtual 
object, the mesh conformation system is used as detailed in section 3.9 with 
the virtual hand state changed to closed. If the virtual hand has already been 
conformed around the object, the position and orientation of the virtual hand 
are updated. To update the virtual hand, either the live tracking data or the 
Vive trackers position will be used, depending upon tracking data availability. 
Once the Inferred Hand Pose System has finished processing, the MOT 
systems hand data is updated to the resulting hand pose. In the case of virtual 
object interactions, the MOT system hand tracking data is updated to store a 
pose different to that which is rendered. The hand tracking data is updated to 
a fist pose so the virtual hand continues holding the virtual object. 
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3.9 – Mesh Conformation System 
The mesh conformation system (Figure 3.23) was designed to manipulate the 
users virtual hand representation into a natural grasp pose as shown in Figure 
3.24. Figure 3.23 shows the Mesh Conformation System stage from the MOT 
System Overview Diagram shown in Figure 3.2. This final stage before 
rendering is designed to provide the user with a realistic hand grasp if they are 
interacting with a virtual object. This is the final stage of the MOT system cycle 
to ensure that whether live tracking data or an inferred hand is being used, a 
realistic grasp will be provided to the user if required. 
 
Figure 3.23 - Mesh Conformation System from the MOT System Overview 
Diagram 
 
Previous approaches as detailed in Chapter 2 have relied upon physics-based 
interaction. Unfortunately, these approaches can be computationally 
expensive. Alternative approaches have explored machine learning 
techniques. However, such approaches require extensive training on both 
hand data and each virtual object within the simulation. Furthermore, machine 
learning approaches typically limit user grasps to a pre-set grasp. This can 
result in the user attempting to grab the object, with the hand jumping to a 
different position and hand pose to grasp. The sudden change of the virtual 
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hand pose and position can reduce a user’s sense of immersion and 
embodiment with their virtual hand control being overridden.  
This system was designed to dynamically manipulate the positioning of the 
virtual hands fingers to provide a realistic grasp without any prior knowledge 
of virtual objects. One of main benefits of the system designed is that it can 
calculate realistic grasps in real-time and continuously update/adjust them 
according to user movements, every frame. Furthermore, the systems 
approach and real-time performance enables it to instantly conform inferred 
hands ensuring the users grasp is maintained if tracking data is lost.  
As the system can calculate the hand grasps using the mesh of the virtual 
object, it enables users to grasp objects created or modified within the 
simulation. For example, the system could be used in a sculpting simulation to 
enable users to realistically grasp any clay sculpture. From a user experience 
perspective, the system design does not freeze the user’s virtual hand, so the 
sense of embodiment and control is not broken. In contrast to previously 
discussed research approaches which result in deformed hands if a user 
resumes control of the hand. The system enables users to continue interacting 
with the virtual object, such as pressing the button on a torch while holding it 
without deforming. Furthermore, in contrast to previously discussed 
approaches, the system does not snap the virtual hand to the optimal position 
and angle relative to the virtual object. The system performs minor corrections 
to the objects position and orientation to ensure optimal conformation, 




Figure 3.24 - Virtual Hand Representation showing fingers conformed around 
a virtual object 
 
To create the realistic grasp poses, the virtual fingers are repositioned to wrap 
around the surface of the virtual object as shown in Figure 3.24. The surface 
positions are calculated using the vertices of the object mesh. As multiple 
points are needed, a Kd-Tree (Friedman, et al., 1976; Bentley, 1980) is used 
to organize the vertices of the virtual object, minimizing computational expense 
and processing time. 
The Kd-Tree used nearest-neighbour searching to find the closest vertex to a 
given position. This enabled the system to quickly find the closest position on 
the objects surface for each bone in a virtual hand representation. A brute-
force approach checking every vertex for each bone would have taken 
significant computational expense and time. The main reason being a result 
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of the large number of bones and potentially large number of vertices on a 
virtual object. 
The Kd-Tree was used in combination with a jagged array to find the closest 
vertex position to a given bone position. The jagged array uses one top level 
entry per vertex and each of the separate sub-arrays is a list of all the triangles 
that use that vertex. A jagged array or array-of-arrays enabled the triangles for 
each vertex to be stored and quickly accessed for analysis. Once the closest 
vertex position has been found by the Kd-Tree, all the triangles in which the 
vertex is used are processed to find the position closest to the target. 
As the virtual hand representation may need to be repositioned or re-
conformed around the virtual object each frame. The mesh of the virtual object 
is analysed during the initial pickup event, with the Kd-Tree and Jagged array 
generated. The initial creation of the Kd-Tree and Jagged array requires the 
entire mesh to be processed. In the case of the Jagged array, it requires the 
two iterations with the array structures created in the first and assigned in the 
second. However, once the Kd-Tree and Jagged array have been created, the 
necessary vertex and triangle data can quickly be accessed, ensuring minimal 
computational expense in subsequent frames. The Kd-Tree and Jagged array 
persist until the object has been released. As the data stored is not specific to 
one instance of an object. The Kd-Tree and Jagged array can be used to 





Once the data structures have been created, the virtual object is repositioned 
and rotated to align with the virtual hand representation. This provides the 
optimal conditions for the system to manipulate the virtual fingers around the 
object. 
To orientate the object, the angle between the virtual object’s upwards 
direction and the virtual hands radial axis (Figure 3.14) is calculated. Once the 
angle has been calculated, the object is orientated to have a rotational offset 
of either 90 or -90 degrees to the hand’s radial axis. The closest rotational 
offset is selected to minimize the visual change the user experiences. Figure 
3.25 shows the two possible object orientations once it has been adjusted. 
 
Figure 3.25 - Two orientation options for virtual object conformation 
  
Once the object has been orientated to align with the virtual hand 




To reposition virtual object in front of the palm, the Kd-tree is used to find the 
nearest point on the mesh surface to the palm position. The radius of the virtual 
object is then calculated by projecting a vector between the surface and centre 
positions onto a plane, using the virtual objects up vector as the plane normal. 
Figure 3.26 shows a Vector (red arrow) projected onto a plane (green arrow) 
using the normal direction of the plane (blue arrow).  
Projecting the calculated vector onto a plane “flattens” it out so the direction of 
the vector is from the surface position to a position at the same height in the 
centre of the object. Figure 3.27 shows the vector projection in the context of 
a virtual object with the objects up vector (blue arrow), surface to origin vector 
(red arrow) and projected vector (green arrow) displayed. In Figure 3.27 the 
“length” of the vector illustrated by the green arrow would be the objects radius 
at that vertical position. 
 
Figure 3.26 - Diagram showing a Vector projected onto a plane (Blue = plane 




Figure 3.27 - Diagram showing the vectors and projection result used for 
radius calculation in the mesh conformation system 
 
Once the virtual objects radius has been calculated, a vertical offset vector is 
calculated. The offset is calculated to ensure that the virtual hand is vertically 
in the centre of the object once it has been repositioned. The vertical offset is 
calculated by first determining half the height of the object using the extents 
property from its collider via the physics engine. The calculated height is then 
multiplied by the negative of the object’s upwards vector. The result is the 
vector necessary to move the object to be vertically centred with the virtual 
hand. Figure 3.28 illustrates how the vertical offset is calculated. In the 
diagram the yellow dot represents the objects origin and the blue arrow 
represents the objects up vector. The green box represents the box collider, 
with the orange arrow representing the half height reported by the ‘extents’ 




Figure 3.28 - Diagram showing the calculation of objects vertical offset; 
yellow) object origin, blue arrow) up vector, green box) physics collider and 
orange arrow) physics extents height 
 
Once the vertical offset has been calculated, it is used with the object radius, 
radius of the virtual fingers, hand position and the palmar axis to calculate the 
new position of the virtual object. Equation 3.5 shows the equation for 
calculating the new position where, Hp represents the middle of the hand, Hn 
is the palm normal, R is the virtual object radius O is the previously calculated 
vertical offset. The middle of the hand Hp is approximated using the end of the 
middle fingers metacarpal bone.  
Equation 3.5 - Equation used for calculate the optimal position of a virtual 
object for conforming 




The resulting position places the object so the virtual hands palm rests on the 
surface in line with the vertical centre of the object. With the virtual object 
repositioned in-front of the palm and orientated to align with the virtual hand, 
the process of conforming the virtual hand around the surface of the virtual 
objects mesh begins. Algorithm 3.4 shows pseudocode of the mesh 
conformation system processing a virtual hand and repositioning the bones to 
wrap around the virtual object. 





To conform the hand to the virtual mesh, the hand, wrist and bones are 
repositioned to the nearest vertex points using the Kd-Tree. The system 
iterates over each bone of each finger, calculating the bones new starting 
position to ensure consistent hand size. To calculate the new start position, 
the system uses the end position of the previous bone with the direction and 
length of the current bone. This accounts for the change in position of the 
previous bone as a result of being conformed to ensure consistent hand size. 
The calculated start position is then used with the Kd-Tree to find the closest 
position on the surface of the objects mesh.  
Once the surface position has been calculated, the current bone length is 
compared against the distance between the end of the previous bone and the 
calculated surface position. The difference in bone length is calculated and the 
surface position is updated using the Δ length to ensure consistent bone 
length. The start and end positions of the bone are then updated to use the 
end of the previous bone and calculated position, respectively. Once the bone 
has been repositioned the bone direction, length and centre position are 
recalculated using the new start and end positions. Once all the fingers have 
been processed the palm normal is re-calculated. Figure 0.7 shows the code 
used to calculate the objects surface position and offset it using the bones 
direction and length to maintain hand size. 
The Mesh Conformation System results in the fingers of the virtual hand 
representation appearing to be wrapped around the virtual object in a realistic 




3.10 – Summary 
This Chapter presented the phase one design of the Multiple Optical Tracking 
(MOT) system and the sub-systems of which it is comprised. This Chapter has 
shown the MOT systems novel approach to the aggregation of optical tracking 
data from multiple sensors. Furthermore, this Chapter has presented the 
design of novel systems designed to improve the user experience using 
techniques including replacing missing hands with inferred poses and 
generating realistic object grasps. Finally, this chapter has shown a novel 
approach to provide realistic hand grasps for virtual object interactions without 
training or prior knowledge of the virtual environment. The designs presented 
have been discussed in detail with justification for the selected methods used. 
In addition, details of developmental testing have been presented as part of 
the discussion behind decisions such as the selected frame weighting. The 












Chapter 4 – Experimentation Phase One 
In the first phase of experimentation, the MOT hand-based interaction system 
was applied to a virtual reality Chemistry simulation and compared to other VR 
interaction types; namely, Vive controller and Manus VR gloves. In addition, 
the MOT system was compared to a single head mounted Leap Motion Sensor 
approach, to determine if the MOT system increases the number of valid 
hands presented to a user. A larger number of valid hands should result in a 
more immersive user experience because there are fewer accuracy and 
stability issues observable to the user. The designs of the Vive condition, 
Manus condition and the simulation can be found in Appendix 4,5 and 6, 
respectively. 
The three interaction conditions (MOT system, Manus Gloves and Vive 
Controller) were evaluated using semi-structured interviews, questionnaire 
style questions and performance logs. The results from the experimentation 
produced both qualitative and quantitative data that were analysed and 
evaluated using appropriate techniques. 
Cohen’s Kappa was used to evaluate selected thematic themes and coding 
performed by two raters to ensure the data was analysed in a similar manner. 
Cronbach’s alpha was used to determine the reliability of the Likert scale-
based interview questions (Statistics, 2018). In addition, a bivariate Pearson 
Correlation was performed to identify any statistically significant linear 
relationships between the questions (Statistics, 2018). A statistically significant 
relationship is one that is large enough to be unlikely to have occurred in the 
sample if there is no relationship in the population. 
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The performance logs are analysed using one-way repeated measures 
ANOVA (Analysis of Variance) tests with Post hoc comparisons using the 
Bonferroni test to compare the effect of each condition on total completion time 
and task completion time. In addition, the performance logs are analysed using 
two-way mixed ANOVAs to analyse the effect of condition order and user 
experience on condition performance. 
The initial hypothesis was that the usability of an interaction technique would 
affect the user’s engagement and therefore the sense of immersion. As an 
extension it was hypothesized the MOT system would provide the users with 
the most natural, realistic and engaging interaction as a result of the direct 
hand-based manipulation. Additionally, the Vive controllers would provide the 
easiest interaction due to their simplistic control schemes, use of HMD tracking 
technology and similarity with traditional inputs such as games controllers. 
4.1 – Experimental Setup & Procedure 
The Chemistry simulation is a seated VR experience that requires users to 
interact with objects and equipment at a table. During the experiment, 
participants were seated in a standard swivelling office chair facing the 
interviewer. The simulation takes participants through the process of 
completing a chemistry experiment using virtual equipment such as test tubes, 
beakers, centrifuge and pipette dropper.  
A Chemistry-based simulation theme was selected for development as 
previously discussed research has shown natural VR interaction to be effective 
in education/serious games. In addition, science-based simulations offer a 
great test bed for VR simulations, presenting users with the opportunity 
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explore new environments and interact with complex and expensive 
equipment. Furthermore, the various virtual equipment types provide different 
object interaction types, to evaluate a full range of movements and hand 
gestures. This enabled a scenario to be developed that used different 
interaction types and complexities to test the limitations of the evaluated 
interaction approaches. 
From an interaction perspective, the simulation presents the user with three 
different task types: translation/rotation, two handed interaction and a virtual 
user interface (UI). The translation/rotation tasks require the user to 
manipulate virtual objects such as pouring beakers into a large mixing beaker. 
The simulation also features two handed tasks such as filling up a test tube 
using the pipette dropper. Finally, the simulation features virtual UI; 
specifically, a simple touch screen interface for configuring the centrifuge. The 
user interacts with the virtual UI by tapping the buttons using their index finger. 
Figure 4.1 illustrates the VR Chemistry simulation experience desk and some 
virtual objects that users can manipulate. Figure 4.2 shows the virtual UI used 
to configure the centrifuge. Figure 4.3 shows the pipette dropper used with the 
simulation, with a large button on the end that can be tapped to change modes 
in the hand-based interaction conditions. Table 4.1 shows the details of the 
four object task types in the simulation, including average time taken for the 


































































C – 6.85 
G – 6.85 
M – 9.95 
Suction/Release 
C – 12.39/12.63 
G – 9.42/9.96 
M – 13.44/16.55 
C – 14.36 
G – 16.43 
M – 17.85 
C – 2.21 
G – 2.99 
M – 3.51 
 
To minimize the risk of users experiencing simulator sickness and its potential 
impact on the results, the simulation is designed as a seated experience with 





Figure 4.1 - Render of the Chemistry Fun simulation 
 








During the simulation users are presented with instructions via a virtual 
clipboard positioned on the back wall, with clarification provided by the 
instructor if necessary. An audible success/tick sound effect is used to signal 
a task had been completed. In addition, the text of the current task is changed 
to green. 
The participants completed the scenario three times, once for each type of 
interaction; Vive controller, Manus VR Gloves and MOT system. The order of 
the interaction techniques was randomly determined for each participant to 
minimize the learning effect that each subsequent playthrough would have on 
the results.  
Twenty adults (one female) participated in the study. The average participant 
age was 28. All participants had perfect or corrected to, vision. Participants 
were pre-screened into one of four categories depending on their experience, 
namely, Gamer and VR Gamer (3), Gamer (13), VR Gamer (1) or None (3). 
Due to missing data in the performance logs, one participant had to be 
removed from analysis. 
Before participants started the simulation, they were shown a screenshot of 
the virtual environment, with the experimental procedure and control schemes 
explained. The controls were detailed with the help of handouts, showing the 
controller buttons along with their corresponding action and in the case of the 
hand-based techniques, the gesture vocabulary and the corresponding 
actions. Once the experimental procedure had been explained, participants 
were asked to make themselves comfortable and begin the first simulation. 
After completing the first simulation, participants were asked a series of 
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questions in a semi-structured interview. Once the first set of questions had 
been completed, participants experienced the remaining two versions un-
interrupted before being asked another series of questions to ascertain their 
experiences of the three. Table 4.2 shows the interview questions asked 
during the semi-structure interviews. The questions were designed to evaluate 
the usability, realism of the interaction conditions and the effect on user 
experience. The questionnaire contains questions based on the System 
Usability Scale (SUS) of Brooke (1996) and the work of Witmer & Singer 
(1998). 
During the interviews, the questions were clarified to participants if they were 
unsure of the context. In the questionnaire, engagement is defined as the 
feeling of wanting to continue the use of the interaction condition. The 
immersion question focused on the simulation, object behaviour and the 
replication of the real-world senses per the definition discussed in Chapter 2.4 
(Meehan, et al., 2002; Slater, 2003; Kim, et al., 2017; Park, et al., 2019). The 
questionnaire used both immersion and engagement questions to elicit greater 
detail on the user experience for each condition, to identify key strengths of 
each. It was anticipated, the simplistic design and ease of the controller 
condition would provide a strong sense of engagement, despite the poor sense 
of immersion. In contrast, it was anticipated that the hand-based conditions 
would provide a strong sense of immersion whilst potentially being un-
engaging as a result of any potential frustration due to any potential tracking 
and/or interaction issues. The use of both questions enabled the two hand-
based conditions to be evaluated to determine user preference with regards 
to tracking stability and hand tracking DoF. 
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The question regarding usability was designed to assess the approach with 
regards to user goals, tasks and requirements as per Quesenbery (2001). The 
question was designed to determine whether a user felt restricted as to how 
they could interact, and they were able to do everything they wanted. The 
question regarding ease was designed to assess how difficult the interaction 
approaches were to use, how easy was it to complete a desired action. The 
question regarding resemblance to real life was designed to compare the 
interaction approaches to that of the real-world. This enabled the effectiveness 
of the interaction approaches at transferring real-world skills and experience 
to be evaluated. The questionnaire did not use questions regarding presence 
as the “sense of being there” for two reasons. Firstly, it was anticipated that 
due to unfamiliarity with the simulation, clarification on instructions would have 
to be given. Secondly, as part of the detailed analysis of user experience, 
clarification and discussion of comments made by participants during the 
simulation would take place. Both cases would significantly reduce the user’s 
sense of presence as talking with the interviewer would remind them of the 
existence of the real world. 
Table 4.2 - Interview Questions asked during the semi-structured interviews 
Semi-structured Interview Questions Likert-
based 
On the following scale, how did you find the usability of the 
controls? 
Yes 
On the following scale, how easy did you find the controls to use? Yes 
On the following scale, how did you find the engagement of the 
controls? 
Yes 
On the following scale, how would you rate the simulations level 
of immersion? 
Yes 
On the following scale, how closely did you find the interaction 
resembles real life? 
Yes 
How did you find the scenarios? 





I. User interface/interacting with objects. Please 
explain 
b) Did they feel realistic? 
I. 3D environment. Please explain 
II. User interaction. Please explain 
 
Did you find any of the input approaches you used in the 
scenarios to? 
a) Be more natural. Please explain. 
b) Be more realistic or immersive. Please explain 
c) Improve your engagement with the scenario. Please 
explain 
d) Work better for you in any other way. Please explain 
How did you find each of the following interactions in the scenario 
and which did you prefer? Please explain 
a) Did you find it easy or difficult? Please explain. 
b) Did these feel natural? Please explain 
 
I. Picking up and pouring a beaker 
II. Using the pipette dropper 
III. Moving the test tubes 
IV. Using the Bunsen burner 
V. Configuring the centrifuge 
No 
Would you choose to use any of the control schemes again in the 
same scenario? Please explain 
No 
In what type of scenario did you think the control schemes would 
be best suited (e.g. Medical training simulation, first person 
shooter, science based educational game)? Please explain. 
No 
Did interacting with the simulation via hand gestures and no tactile 
interaction affect your feeling on the following: 
a) Naturalism. Please explain 
b) Immersion. Please explain 
No 
What changes would you suggest we make to future input 
approaches and training scenarios? Please explain 
No 
 
The entire experimental procedure was recorded (audio & video) for each 
participant to capture comments and reactions along with answers for 
transcription. A data logger ran in the background of the simulation to capture 
task completion times for each of the conditions. Participants were informed 
that they could be as vocal as they wish on comments, criticisms or feelings 
experienced during the simulations. 
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4.2 – Semi-structured Interview Analysis 
In this section the results of the Qualitative analysis are detailed, analysing the 
results of the Likert-based questionnaires along with thematic analysis of both 
responses given to questions and comments made during the experimentation 
process. 
4.2.1 – Likert Questionnaire Analysis 
The semi-structured interviews were divided into two sections, one discussion 
took place post first experience and the second once all conditions had been 
completed. The interviews comprised of open questions and questionnaire 
styled questions using a Likert scale 1-5 (1. Strongly disagree, 5. Strongly 
agree). Cronbach’s alpha was used to determine the reliability of the questions 
(Statistics, 2018), with the questionnaire reaching an acceptable reliability, α 
= 0.728. 
Figure 4.4 shows the mean Likert scores for questions 3 to 7 of the 
questionnaire, with the first two being age and experience. The results show 
that the MOT system was the most engaging (Q5), scoring 6.38% higher than 
the Vive controllers (5.0 compared to 4.7) with the Manus gloves scoring the 
least (4.438). The results also show the MOT system had the highest score 
for usability (Q3), scoring 16.87% higher than the Manus and 11.33% higher 
than the Vive controllers. In addition, the MOT system provided the greatest 
sense of immersion, scoring 8.76% higher than the Manus and 25.53% higher 
than the Vive conditions. The Manus was the most realistic (Q7) scoring 4.8% 
higher than the MOT system (3.75 compared to 3.57) with the Vive scoring the 
lowest (3.40). Even though some participants described the MOT system as 
glitchy and documented tracking issues, many described the MOT system as 
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“natural”. Furthermore, the results show it was found to be more realistic than 
the Vive controllers with a 5% decrease in comparison to that of the Manus. 
These results support the research previously discussed in Chapter 2, 
showing the direct, natural hand-based interaction approach to provide the 
most engaging and immersive experience. The results also support the notion 
of direct skill transference with hand interaction, as the MOT system showed 
the greatest usability. The small percentage difference between the Manus 
and MOT conditions with regards to realism shows the effect of the reported 
tracking issues. The Manus conditions use of motion controller tracking and 
bend sensors provides a more stable experience, thereby having greater 
resemblance to the stability of real-world hands. 
 





A bivariate Pearson Correlation demonstrated strong correlations between 
questions, with questions three and five (r(19)=.564, p <.01), four and seven 
(r(19)=.633, p<.01) and five and seven (r(19)=.574, p <.01) having positive 
correlations. A strong correlation between (Q4) and (Q7) was found, with the 
Vive scoring 3.4% higher than the Manus. In addition, the MOT system was 
found to be the most difficult to use. However, (Q7) shows the Manus to be 
considered the most realistic, scoring 4.8% higher than the MOT system. 
While there is a correlation between difficulty (Q4) and resemblance to real life 
(Q7), the easiest technique is not necessarily the most realistic. Research has 
shown the limitations of controller-based interaction techniques (Derpanis, 
2004; Murthy & Jadon, 2009; Bowman, et al., 2012; Chaudhary, et al., 2013; 
Clark & Moodley, 2016). Controller based techniques are generally considered 
to be the easiest due to their use of buttons and triggers. However, they 
typically suffer with poor ergonomics, limited interaction and have been found 
to be the least realistic. The Likert score results support the hypothesis that 
hand-based approaches provide a much more natural feeling. Thus, striking a 
greater resemblance to real world interaction, from which the experience can 
be directly translated to the simulation. 
The correlation statistics also showed a strong correlation between Q5 and 
Q7, with the Manus providing the greatest sense of realism, scoring 4.8% 
higher than the MOT system (3.75 compared to 3.57) and the Vive being the 
lowest (3.40). In contrast, Q5 showed the MOT system to provide the greatest 
sense of engagement, scoring 6.38% higher than the Vive. These results 
indicate that the Manus condition provided the greatest sense of realism likely 
due to its support for 360-degree tracking. The Manus gloves use of bend 
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sensors enables a user to continue controlling their virtual hand 
representations outside of the MOT systems tracking range, providing a more 
realistic control range. However, the results also show the MOT system 
provides a more freeing experience thus enabling easier simulation 
engagement. 
4.2.2 - Thematic Analysis 
Interview results and observations were transcribed by the main investigator 
and analysed in line with the six phases of Thematic Analysis as proposed by 
Braun and Clarke (2006). Four main themes and seventeen subthemes were 
identified. Figure 4.5 presents the themes that emerged from the thematic 
analysis of the interviews. It also shows an overview of the coding structure 
and relative code distribution within each theme. The values in Figure 4.5 show 
the percentage subtheme coverage within a theme. These values were 
generated by NVivo 11, software used as part of the presented thematic 
analysis. The percentages show naturalism and hands were common themes 
in participant feedback. 
To validate the themes, an inter-rater reliability test was conducted using 
Cohen’s Kappa with the result being a score of 0.81, indicating near-perfect 
agreement (Stephanie, 2014). As per the guideline suggested by Lombard et 
al (2002), a sample size of three (15%) was randomly selected for the inter-




Figure 4.5 - Code distribution of the final themes and subthemes 
 
In Figure 4.5, emotional experience focuses on the participants psychological 
feelings towards the experience. Miscellaneous explores participants 
comments on improvements and future experiences. Realism summarizes 
participants thoughts on the degree to which the simulation and interaction 
techniques replicate real-world interactions. Usability focuses on participants 
thoughts on the interaction process in areas such as the ease and way in 
which they could with objects. The coding distribution of the themes indicates 
that participants main topic of discussion included feelings of the hands and 
natural interaction. In the following subsections the main themes that emerged 
from the interviews are analysed. 
4.2.2.1 - Emotional Experience 
Analysis of the interviews shows that participants generally considered the 
MOT system to be the most natural of the interaction conditions. A few 
participants made minor comments regarding the weight of the HMD. This 
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could be due to the additional weight of the leap sensors and bracket; 
however, none of the participants explicitly stated this or indicated that the 
bracket had any effect on the VR experience. The controllers were generally 
considered to be the most stable and accurate, “they felt snappier, like more 
responsive”. In contrast, some participants stated that they did not like holding 
the controllers, due to discomfort. 
One of the most common topics discussed about the MOT system was 
regarding tracking/accuracy issues that effected their sense of immersion, 
“you’d have hold of it and then it would flip or rotate or whatever”. However, 
many participants experienced no tracking issues and even those who did 
(during stable periods), commented heavily on the natural feeling of interacting 
with hands. They liked not having to use or hold anything, “it’s a world above 
using the controllers”, “less thinking about how to use the controller and more 
about gripping things and moving things and putting things down and picking 
them up”. Of the hand-based approaches, the Manus gloves received the most 
positive comments, “I think the gloves were probably the most erm like the 
closest to real world gestures”. Participants generally considered the Manus 
gloves to be more stable than the MOT system and found the option to use 
both hands beneficial. However, the Manus gloves lack sensitivity, with many 
commenting that the left hand required them to clench more than the right 
hand. This issue is discussed in more detail in section 4.2.2.2. 
Overall, the participants found the Manus and MOT systems to be engaging 
and immersive with the consensus being that the MOT was the most natural 
feeling. However, the benefit of natural hand gestures was sometimes 
overshadowed for some users by tracking issues. This led to some users 
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preferring to use either the Manus or Vive controllers depending on the type 
of simulation. Participants suggested that in simulations such as first-person 
shooters they would opt to use the Vive controllers due to its trigger. 
Participants also suggested that in simulations that require more consistent 
but less natural hand interaction such as boxing and flower picking 
simulations, the Manus condition would be the optimal approach. Many 
participants stated that should the MOT system match the tracking accuracy 
of the Manus system; they would opt to use that instead. 
4.2.2.2 – Usability 
The participants almost unanimously agreed that the Vive Controllers were 
accurate with strong tracking. In addition, some participants felt that the ease 
of the Vive controllers allowed them to focus more on the simulation. However, 
some participants found the hand-based conditions easier as it didn’t require 
them to learn any controls, “I think I’d prefer the tracker [MOT system] just 
because it felt the most normal to use my hands…”. In contrast to the Vive 
controllers, the Manus and MOT system were generally reported as having 
issues with tracking and accuracy, which for some users made the experience 
difficult. This shows that in optimal conditions the MOT system is more intuitive 
than the Vive controllers, however, the tracking issues that it can experience, 
significantly reduce the ease with which the user can interact. 
The Manus was generally considered to be the easiest of the three conditions 
but had some limitations. Some participants stated that they did not like having 
to wear gloves as they found them to be restrictive. The participants comments 
show that the Manus gloves provide more stable tracking. However, the results 
also show the effect that bend sensors used in VR gloves can have on 
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consistency across hands. While they enable a high degree of dexterity, the 
gloves dependence upon independent resistance sensors introduces an 
element of discrepancy, as each sensor will reside within minor tolerances and 
will experience unique wear patterns.  
In addition to the discrepancy between hands, participants commented on the 
grip required to grab an object in comparison to the MOT system, “although 
these grip, they don’t, you’ve got to do that to grip [fully clenched, tight fist] 
whereas before [MOT] it was like that [curled fingers, not fully clenched fist], in 
terms of you were actually getting hold of something”. In contrast the MOT 
system was reported as providing greater levels of dexterity and enabled more 
comfortable grasping gestures to be performed, without the restrictive feeling 
of the gloves. 
4.2.2.3 – Realism 
The participants agreed that the MOT system provided the most natural and 
realistic experience, with the Vive controllers providing the least. Some 
participants described the Vive controller as easier but too ‘gamey’ and thus 
felt unrealistic. In general, participants stated that interaction with the Vive 
controllers was unnatural. However, some felt that once they were holding an 
object, the sense of weight helped create a natural and realistic feeling, “the 
only weight I had was with the controllers, now that felt more realistic”. The 
results indicate that in the Vive condition, the sense of weight and high degree 
of accuracy contributed significantly to the sense of realism, partially 
counteracting the unnatural nature of the interaction and low sense of realism. 
The results also indicate that in more natural and realistic interactions such as 
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the Manus and MOT system, a lack of a sense of weight did not reduce the 
overall sense of realism or naturalism. 
The hand-based approaches; MOT system and Manus, received positive 
feedback “obviously the one’s where you don’t have the controller are more 
natural”, with the MOT system considered to be the most natural of the three 
conditions, “the most natural one was the first one [MOT]”. Like the comments 
on weight with the Vive, some participants commented that they liked being 
able to pick up objects naturally with their hand, but once they were holding 
the object, the lack of weight had a small negative impact on their sense of 
realism. The Manus was natural and realistic “it did feel realistic, especially 
with the gloves”, but to a lesser extent than the MOT system due to the need 
to wear a glove rather than interact with a bare hand. However, considering 
the tracking issues experienced with the MOT system, many felt that the 
Manus provided the most realistic experience. The results show the Manus 
would be considered to provide the most stable experience; however, the MOT 
system provides users with the greatest sense of naturalism and realism. 
4.3 – Tracking Data Validity 
In this section the results of a pilot study are detailed, analysing log files 
generated during the study. The logs are analysed to determine the effect of 
the MOT system on tracking data validity in comparison to that of a single front-
facing Leap Motion sensor. 
Leap Motion hand data logs for the MOT system were generated during a pilot 
study of 5 participant playthroughs of the MOT system. The logs recorded user 
hand data that was later analysed to determine if a valid left or right hand was 
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detected by the front-facing or 45-degree angle Leap Motions. In addition, the 
validity of the final aggregated hand generated by the MOT system was 
ascertained. The hand data logs were analysed using a deep neural network-
based validation system. 
4.3.1 – Data Validation Process 
Four deep neural networks were trained using 8500 unique samples each, to 
determine if a valid hand was visible to a sensor of the MOT system. Each 
network was trained on a different feature of the hands; specifically; upper 
bone angles (fingers bent backwards), finger spacing, bone length and lower 
bone angles (fingers bent forwards). Due to the number of possible poses and 
orientations, a single network trained on a single hand feature would not have 
provide a detailed enough analysis to validate a hand. The feature “upper bone 
angles” refers to the angle to which a bone is bending backwards, relative to 
the previous bone. The feature “finger spacing” refers to the spacing between 
metacarpal bones. The third feature “bone length” refers to the length of each 
bone. The “lower bone angles” feature refers to the angle to which a bone is 
bend forwards (natural bend direction), relative to the previous bone. Table 4.3 
shows the structure of the four deep neural networks used to validate tracking 







Table 4.3 - Structure of the Four Deep Neural Networks 
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During each participants simulation experience, hand data from each sensor 
and the MOT system was collected for every frame. This data was then loaded 
into the four networks to determine if a valid hand was detected. Figure 4.6 
presents a sample of the data used within one of the networks, specifically the 
bone length network. The data represents the length of each bone, starting 
with the thumb and moving through each finger. The first column represents 
the metacarpal bone of the thumb which is not modelled in the Leap API and 




Figure 4.6 - Sample of the hand data used with the validation system 
 
Each line in the log file produced represented a single frame of the simulation. 
The log file produced by the networks was analysed to determine the 
percentage of the total frames that were classified as valid for each sensor 
and the MOT system. 
4.3.2 – Sensor Tracking Data Validity 
The hand recognition logs were analysed to determine the number of valid left 
and right hands from each Leap Motion sensor and the MOT system during 
the simulation. Figure 4.7 shows the average percentage of tracking data in 
which both the left and right hand were valid for each sensor and the MOT 
system. Figure 4.8 shows the average percentage of tracking frames in which 
the left and right hands were valid for each sensor and the MOT system. The 
aggregated hands are the valid hands output by the MOT system. The front-
facing and 45-degree angle hands are the valid hands generated by the 
corresponding Leap Motion sensors. In both Figure 4.7 and Figure 4.8, higher 
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bars indicate a greater percentage of tracking frames were valid, indicating 
better performance. The results presented in Figure 4.7 show the MOT system 
to have generated more than double the number of frames in which both hands 
were valid compared to the front-facing sensor. In addition, the graph shows 
the MOT system produced more valid hand data than the 45-degree sensor 
but to less of an extent than seen in comparison to the front-facing. 
 
Figure 4.7 - Average number of left and right hands for each sensor and the 
MOT system 
 
Figure 4.8 shows the front-facing Leap Motion recognized the least number of 
valid left and right hands on average. In addition, the results show a second 
Leap Motion positioned on a custom bracket at 45-degrees can identify more 
valid hands than a single front-facing Leap-Motion. In addition, the graph 
shows the MOT system produced more valid hand data than the 45-degree 




Figure 4.8 - Average number of valid left, right and aggregated hands (MOT 
system) from each sensor and the MOT system 
 
The results support the previously discussed research in Chapter 2, showing 
the effects of factors such as self-occlusion on tracking data. The 45-degree 
sensor positioning provides a clearer view of the user’s fingers with the poses 
in which the back of the hand occludes the fingers substantially reduced. 
Visual analysis of Figure 4.8 shows the 45-degree sensor produces 
substantially more valid frames than the front-facing sensor, 78.31% 
compared to 49% in the case of the left hand. Visual analysis of the graph 
shows the aggregation process further increases the number of valid frames 
produced, but to less of an extent than that of the front-facing to 45-degree 
sensor. This results in the gradual improvement observed in Figure 4.8 for 




The smaller increase in validity between the 45-degree sensor and MOT 
system is as a result of the aggregation process. During the simulation, there 
will have been update cycles in which the front-facing sensor had a valid frame 
while the 45-degree sensor had either an invalid frame or hands were not 
being tracked. In such occasions and vice-versa, the aggregation process will 
have enabled the MOT system to produce a valid tracking frame. The result 
being the smaller increase seen in comparison to that between the front-facing 
and 45-degree sensor. 
Analysis of the aforementioned smaller percentage difference between the 45-
degree sensor and MOT system validity, supports the notion that the 45-
degree sensor provides a clearer view of the user’s fingers. The validity results 
suggest the 45-degree sensor contributed significantly more valid frames to 
the MOT system validity than the front-facing sensor. This hypothesis will be 
tested with a linear regression test in section 4.3.4. 
Analysis of the results for two handed validity shown in Figure 4.7 shows the 
MOT system to produce more valid frames in which both hands are valid. 
These results further support the notion that the 45-degree sensor produces 
more valid hands due to reduce self-occlusion. However, the results also 
suggest the MOT system aids in improving tracking field-of-view with both 
hands detected in significantly more frames than a front-facing sensor. The 
smaller field-of-view of the front-facing sensor will have made detecting both 
hands difficult. The smaller field-of-view will have a smaller optimal detection 
space in comparison to the MOT system. This will likely have made positioning 
both hands within the detection space sufficiently for valid classification 
unlikely, particularly during object interactions. 
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4.3.3 – Chi-Square Test 
A Chi-Square test was conducted to analyse hand validity and determine the 
significance between the sensors and MOT system on hand validity produced. 
The test would enable the 45-degree sensor positioning to be evaluated to 
determine whether it had increased hand validity as previously hypothesized. 
Furthermore, the test would evaluate the effectiveness of the aggregation 
process at further improving hand validity. Table 4.4 shows the details of the 
Chi-Square test including the null and alternative hypotheses. 
Table 4.4 - Details of the Chi-Square test conducted 




Assumes that there is an association between the two 
variables. 
Outcome Null Hypothesis Rejected, Alternative Accepted 
 
To determine the significance between the counts of valid and null hands 
observed by a Leap Motion sensor (front-facing or 45-degree angle) and the 
MOT system, multiple Chi-Square tests were run. The tests were run for both 
left and right hands and compared the front-facing Leap Motion with the MOT 
system and the 45-degree angle Leap Motion with the MOT system. The p-
value of the tests from the front-facing Leap Motion and the MOT system were 
all significant at p < .05. The p-value of the tests from the 45-degree angle 
Leap Motion sensor and the MOT system were all significant at p < .05, except 
for one that was not significant. The results show that the MOT system was 
able to produce significantly more valid hands than the front-facing Leap 
Motion sensor. The MOT system was also able to produce significantly more 
valid hands in most cases than the 45-degree angle Leap Motion sensor. The 
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chi-square statistics for the 45-degree angle Leap Motion sensor and the MOT 
system tests indicate that the data has greater similarity than the front-facing 
Leap Motion and MOT system. This also shows that the 45-degree angle Leap 
Motion sensor recognizes more valid hands than the front-facing Leap Motion. 
This would indicate that a 45-degree angle Leap Motion sensor as presented 
in this work is better positioned to recognize user hands in VR than a Leap 
Motion mounted on the front of a headset. 
The results show that the MOT system can produce more valid hands during 
the simulation than either the front-facing or 45-degree angle Leap Motions on 
their own. This is because the MOT system aggregates all the available data 
from both sensors to produce the best hands possible. The MOT system 
allows a front-facing and bracket mounted Leap Motion to be used together to 
produce better results. A hand-tracking system cannot automatically swap 
between Leap Motion sensors during a simulation because the virtual world 
hand position generated by each sensor is not the same. Consequently, if the 
system were to just swap between sensors, a user would observe a significant 
jump in their hand positions, reducing immersion and usability. Therefore, the 
MOT system is needed to aggregate observed hand data and blend between 
sensor hand positions.  
The results in Figure 4.8 indicate that the MOT system offers a small 
improvement in individual valid hand recognition over a bracket mounted Leap 
Motion. However, as shown in Figure 4.7 this improvement increases when 
the number of times that two valid hands were generated by a sensor or the 
MOT system is considered. The results show that the MOT system was able 
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to generate two valid hands for a frame more often than a bracket mounted 
Leap Motion. 
The results from the hand logs show that a bracket mounted Leap Motion 
offers better positioning for hand tracking than traditional front-facing sensors. 
The MOT system allows multiple sensor data to be combined to produce more 
valid hand representations than a single sensor. It facilitates more occurrences 
of two valid hands being presented to a user. This should improve immersion 
and usability during VR hand-based interaction. 
4.3.4 – Linear Regression Test 
A Linear regression test was performed to assess the linear relationship 
between the sensors and MOT hand validity. The test was used to determine 
the statistical significance of any relationship and how much variation in the 
MOT systems hand validity is explained by a sensor’s validity. Table 4.5 shows 
the details of the conducted linear regression test including the null and 
alternative hypotheses. 
Table 4.5 - Details of the Linear Regression test conducted 
Null Hypothesis Assumes that there is no relationship between the two 
variables. The null hypothesis states that the coefficient 
of the slope is equal to zero. 
Alternative 
Hypothesis 
Assumes that there is a relationship between the two 
variables. If there is a significant linear relationship 
between the independent variable X and the dependent 
variable Y, the coefficient of the slope will not equal 
zero. 
Outcome Null Hypothesis Rejected, Alternative Accepted 
 
Table 4.6 shows the results of the linear regression test, indicating the 45-
degree sensor had a large effect size according to (Cohen, 2013) with the 
front-facing having no statistically significant effect.  
156 
 
The results from the Chi-Square tests indicate a statistically significant 
difference between the validity of the front-facing sensor and the MOT system. 
However, the linear regression test shows that while statistically different, the 
front-facing sensor had an insignificant effect on the validity of the MOT 
system. The results show the 45-degree sensor was much more effective at 
producing valid hand data, having a statistically significant effect on the MOT 
system. The results support the results of the previous tests indicating that a 
45-degree sensor offers a better view of the user’s hands. 
Table 4.6 - Results of Linear Regression test on pilot study data 
 
 
The results of the Linear regression test concur with the results of the Chi-
Square tests and visual analysis of Figure 4.7 and Figure 4.8. The large effect 
size shows a 45-degree sensor provides a better view of the user’s hands, 
reducing the effect of self-occlusion. This results in more valid data being 
produced; thus, the sensor contributes more to the MOT system validity. 
Furthermore, the results explain the small percentage difference in valid 
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frames produced seen in Figure 4.8 between the 45-degree sensor and MOT 
system. 
4.4 – User Performance 
In this section the results of the Quantitative analysis are detailed, analysing 
log files generated during participant experiences to determine the effect of 
the conditions and the order experienced on task completion times.  
During participant experiences a log file was generated that stored the time in 
seconds taken to complete each task and the simulation overall. The timer 
would begin upon user interaction with an object required for the current task. 
The timer would stop once the clipboard had marked the task as completed. 
Figure 4.9 shows an extract of a log file generated for a participant. 
 





Figure 4.10 shows the average task completion times for all key tasks in the 
simulation for each of the three interaction conditions. Table 4.7 presents a 
description of the tasks featured within the Chemistry-based simulation used 
for testing. 




This task required participants to pick up the beaker 
specified, move it to above the large mixing beaker and 
angle the beaker to pour it. This task was completed for 
each of the four beakers, with the large mixing beaker in 
the middle of the table as shown in Figure 4.1. 
Dropper 
Suction 
This task required participants to pick up the pipette 
dropper, change it to suction mode using the approach for 
the given interaction condition. The tip of the pipette 
dropper would then be positioned into either the large 
mixing beaker or a test tube. The participant would have 




This task required participants to pick up the pipette 
dropper, change it to release mode using the approach for 
the given interaction condition. The tip of the pipette 
dropper would then be positioned into either the large 
mixing beaker or a test tube. The participant would have 




This task required the user to tap on large virtual UI buttons 
to decrease a pre-set time from 32 to 20 seconds. Figure 
4.2 shows the virtual UI and time buttons used. 
Bunsen 
Loading 
This task required participants to pick up and move a test 






Figure 4.10 - Average Task Completion Times 
 
The results show the MOT system to have the longest completion time in all 
key tasks. The results of the thematic analysis suggest that this is likely due to 
several factors. Firstly, some participants reported issues with tracking 
accuracy and occasionally objects moving or rotating as a result. This will have 
delayed the user resulting in increased task completion times. Analysis of the 
times for translation/rotation tasks such as the beaker, bunsen and centrifuge 
show the controller to have the fastest completion times. Participant feedback 
indicates the controllers were found to be the easiest due to the simple trigger-
based interaction. The simplicity of the task and binary nature of the trigger will 
have made object selection and movement quicker to detect and complete 




Secondly, analysis of the dropper related tasks shows the MOT system to 
perform the slowest. The pipette dropper required users to switch modes by 
tapping the end in the case of the hand-based conditions and clicking a pad 
for the controller. The hand conditions enabled participants to hold the device 
in one hand and tap the end with the other. In the case of the MOT system this 
would typically result in occlusion due to one hand covering the other and thus 
the virtual object would be released. As a result, participants would generally 
release the dropper, tap the end with a finger and then pick it up again, using 
the same hand. This in combination with the tracking issues previously 
discussed will have accounted for the increased duration compared to the 
Manus condition. In the case of the controller, participant feedback indicates 
some participants had difficulty pressing the pad whilst holding the object due 
to factors such as hand size and controller positioning within the hand. The 
difficulty with the pad in the controller condition will have increased the task 
time resulting in the second fastest time, despite the simplistic interaction. The 
two-handed interaction capabilities and the difficulties experienced in the MOT 
and controller conditions, show why the Manus condition performed the 
quickest. 
A Bivariate Pearson Correlation test was performed to identify any statistically 
significant relationships between the condition order and simulation 
completion times, to detect any effects of learning. The results indicated no 
statistically significant correlation; therefore, it is concluded that the 




Performance logs of task completion times generated during the simulations 
were analysed to determine the average completion times for each task on 
each condition. The grand mean for simulation duration was 164.42 seconds, 
the Manus condition was the fastest with a mean completion time of 136.32 
seconds and the MOT taking the longest at 196.79 seconds. The Vive 
Controllers had a mean of 160.14 seconds.  The average completion times in 
comparison to the Vive controllers show a 22.89% increase in the case of the 
MOT system with a 14.87% reduction for the Manus. Normality tests were 
conducted using the Shapiro-Wilk’s test and by analysing skewness and 
kurtosis. Task durations were normally distributed for all techniques, as 
assessed by Shapiro-Wilk's test (p > .05). Task durations were normally 
distributed for all techniques with Z-scores for both Skewness and Kurtosis. 
4.4.1 - Total Completion Time Condition Comparison  
A one-way within subjects (or repeated measures) ANOVA was conducted to 
compare the effect of interaction technique on total simulation completion time. 
The test was used to determine whether there were any statistically significant 
differences in the mean completion times of the three interaction conditions. 
Thus, determining whether the issues reported by participants and identified 
in the thematic analysis had any significant impact on performance or just user 
experience. Table 4.8 shows the details of the one-way within subject’s 
ANOVA including the null and alternative hypotheses. 
Table 4.8 - Details of the One-Way Within Subjects ANOVA test conducted 
Null Hypothesis The null hypothesis states that the related population 
means are equal. 
Alternative 
Hypothesis 
The alternative hypothesis states that the related 
population means are not equal. 
Outcome Null Hypothesis Rejected, Alternative Accepted 
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There were no outliers and the data normally distributed, as assessed by 
Skewness and Kurtosis Z-scores and Shapiro-Wilk test (p > .05), respectively. 
The assumption of sphericity was not violated as assessed by Mauchly's test 
of sphericity, χ2(2) = 3.846, p = .146.  
The interaction technique elicited statistically significant performance 
differences, F(2,36)=35.195, p <.0005 and Wilks’ Lambda = 0.270, 
F(2,17)=22.937,p<.0005, with Manus performance 136.32 ±19.58, MOT 
system 196.79 ±31.44 and Vive 160.14 ±21.39. The mean completion times 
and standard deviation show that the MOT system took the longest on average 
and experienced the greatest variance. In contrast the Manus took the least 
amount of time and had the lowest standard deviation, showing it provided the 
most consistent experience. The degrees of freedom (df) for between groups 
was 2 and within groups was 36 with a F value of 35.195. Post hoc analysis 
with a Bonferroni adjustment revealed that user performance statistically 
significantly decreased from the Manus to MOT condition (60.47 (95% CI, 
37.54 to 83.41) seconds, p < .0005), and from the Manus to Vive technique 
(23.82 (95% CI, 8.06 to 39.57) seconds, p = .003). The results also showed a 
statistically significant decrease from the Vive to MOT condition (36.66 (95% 
CI, 18.56 to 54.76) seconds, p < .0005).  
The results suggest that the glove-based interaction is more effective than the 
controller-based interaction. The results also support the findings of the 
research presented in Chapter 2, such as that of Pinto et al (2015) and 
Figueiredo et al (2018), showing the negative effects of occlusion and 
instability on tracking. Analysis of the performance data in comparison with the 
findings of the thematic analysis shows the effects of issues participants 
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reported, such as occlusion during two-handed interactions, with the MOT 
system having the longest overall completion time.  
The results show the glove condition provided the fastest simulation 
completion time. It can be hypothesized that the gloves use of both motion 
controller tracking with basic hand interaction enabled easy user interaction 
with precise stable tracking. The use of bend sensors will have enabled limited 
but consistent gesture recognition with motion tracking providing precise 
positioning of the virtual objects. The thematic analysis and Likert results show 
the MOT system was found to be the most natural and engaging experience. 
Therefore, as the two hand conditions share the same interaction approach 
with the MOT providing greater degrees-of-freedom. It can be hypothesized 
that the MOT system would outperform the Manus condition if the tracking 
stability could be improved. Furthermore, a solution for handling occlusion 
would enable two handed interactions with the dropper, further improving user 
performance. 
4.4.2 - Condition Order and Experience 
A two-way mixed ANOVA test was conducted to analyse the effects of 
condition ordering and participant experience on performance. The tests were 
conducted to ensure the condition order randomization was sufficient to 
minimize any effects of learning. Furthermore, the test was conducted to 
ensure that the detailed explanation of the virtual controls prior to 
experimentation was sufficient to minimize the potentially advantageous 
effects of any prior experience. Table 4.9 shows the details of the two-way 
mixed ANOVA’s including the null and alternative hypotheses. 
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Table 4.9 - Details of the Two-Way Mixed ANOVA tests conducted 
Null 
Hypothesis 
The null hypothesis states that the variances of the 
differences between the categories of the within-subject 
factors are equal. 
Alternative 
Hypothesis 
The alternative hypothesis states that the variances of the 
differences between the categories of the within-subject 
factors are not equal. 
Outcome Null Hypothesis Accepted, No statistically significant effects 
 
There were no outliers and the data normally distributed as assessed by 
Skewness and Kurtosis Z-scores and Shapiro-Wilk test (p > .05), respectively. 
The assumptions of sphericity were not violated. The results shown in Table 
4.10 indicate both version order and prior experience had no statistically 
significant effect on condition performance. In addition, the results suggest that 
order randomization used was effective in minimizing the learning effect on 
subsequent playthroughs. Furthermore, the results suggest that the designs 
of the interaction conditions enabled both new and experienced users to 
efficiently interact with the virtual environment. 
Table 4.10 - Results from Two-way Mixed ANOVA on Condition Ordering 





4.4.3 – Experience on Performance 
A two-way mixed ANOVA was conducted to compare the effect of participant 
experience on total simulation completion time for each condition. The test 
was conducted to ensure that the detailed explanation of the virtual controls 
prior to experimentation was sufficient to minimize the potentially 
advantageous effects of any prior experience. Table 4.11 shows the details of 
the two-way mixed ANOVA’s including the null and alternative hypotheses. 
Table 4.11 - Details of the Two-Way Mixed ANOVA test conducted 
Null 
Hypothesis 
The null hypothesis states that the variances of the 
differences between the categories of the within-subject 
factors are equal. 
Alternative 
Hypothesis 
The alternative hypothesis states that the variances of the 
differences between the categories of the within-subject 
factors are not equal. 
Outcome Null Hypothesis Accepted, No statistically significant effects 
 
There were no outliers and the data normally distributed as assessed by 
Skewness & Kurtosis Z-scores and Shapiro-Wilk test (p > .05), respectively. 
There was homogeneity of variances, as assessed by Levene's test of 
homogeneity of variance (p > .05). The assumption of sphericity was not 
violated as assessed by Mauchly's test of sphericity, χ2(2)=2.584, p=.275. 
There was no statistically significant effect on performance by experience, 
F(6,30)=1.436, p=.234. The interaction technique elicited statistically 
significant performance differences. The main effect of experience showed no 
statistically significant difference in mean completion times between 
experience groups F(3,15)=.892, p=.468. These results suggest that the three 
conditions trialled enabled both new and experienced users to efficiently 
interact with the simulation. 
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4.5 – Summary 
The results of the questionnaire show the MOT system outperforms the Vive 
controllers and Manus gloves in several areas; such as providing the greatest 
sense of engagement, immersion and usability. The experimentation results 
concur with that of the previously discussed research such as that of Pinto et 
al (2015), showing user preference for direct hand-based interaction as it 
provides a more natural and immersive experience. The user performance 
evaluation of the three conditions shows further agreement with that of Pinto 
et al (2015), with the MOT system shown to have the longest completion time. 
The questionnaire results show the MOT system had the lowest score in terms 
of ease of use and the second highest in resemblance to real life. Some 
participants reported issues with object rotation, due to thumb occlusion and 
the Leap API having difficulty determining the hands orientation as a result. 
These results concur with those previously discussed of Chapoulie et al (2015) 
that found occlusion to be a problem with hand-based interaction, particularly 
with rotation tasks. Therefore, further work is required to improve the tracking 
accuracy of the system and the way in which users interact with virtual objects; 
specifically, user's comments regarding having to over-rotate.  
The results of the thematic analysis show users have a strong preference for 
the MOT system, with many commenting on its natural feeling and freeing 
interaction. The absence of an indirect interface such as gloves or controllers 
was found to aid in creating a more natural and immersive experience. 
Participants commented that it meant less thinking about how to use the 
controls and more about doing it. Analysis of the Quantitative and Qualitative 
results show agreement between participants comments on the interaction 
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and sense of naturalism using the MOT system and the Likert scores. The 
Likert results show the MOT system to have the highest score for both usability 
and immersion. The high level of fidelity and dexterity the MOT system 
provides was found to increase the naturalness of the controls. The MOT 
system enables users to interact with more natural and subtle gestures than 
those often required in glove-based interaction. The strong user preference for 
the MOT system shows users prefer a more natural and immersive 
experience. The MOT system enables more natural and immersive 
interactions, significantly improving the level of engagement and the ease with 
which they can interact with virtual objects. 
Analysis of the Quantitative and Qualitative results show agreement in the 
performance of the three interaction approaches. The thematic analysis and 
user performance tests show the impact of the tracking issues reported, with 
the MOT system having the slowest time in translation/rotation tasks. Some 
participants reported tracking issues in the MOT system condition, resulting in 
changes in virtual object rotation and difficulty interacting as a result. This is 
evident in the performance data with the MOT system having the longest 
completion time in all tasks and the overall simulation on average.  
The user performance results also show the effect of the reported feedback 
with regards to the dropper tasks. The controller condition had longer task 
times compared to the gloves, while matching or outperforming in other tasks. 
Participant feedback found a key strength of the gloves to be the support for 
two handed interactions. This reportedly made the dropper tasks much easier 
to complete compared to the other conditions. Analysis of the Quantitative and 
Qualitative results show agreement, with the glove having the shortest 
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completion times for the two-handed interaction tasks. In the case of the MOT 
condition, attempts at performing the same two-handed interaction resulted in 
occlusion, thus participants took to a single-handed interaction approach. 
Analysis of the performance data concurs with participant feedback, showing 
the gloves to only outperform both the MOT and controller conditions in the 
dropper related tasks. The results of the user performance analysis generally 
concur with previously discussed research such as that by Chapoulie et al 
(2014) and Chapoulie et al (2015) which showed that wands/controllers and 
direct manipulation are equivalent with regards to speed, with wands generally 
more consistent especially during rotation. This is particularly evident when 
comparing the controller and glove times for the beaker pouring and bunsen 
loading tasks, where the times are either identical or slightly decreased in the 
case of the controller. The dropper task times provide contrasting results to 
the conclusion of Chapoulie et al (2014) and Chapoulie et al (2015), however, 
this is likely due to the difficulty participants reported using the touch pad to 
toggle modes. 
Experimental results show that optical based trackers are not yet able to match 
the performance of traditional interaction techniques. However, the study 
shows that designs such as the MOT system provide a much more stable and 
immersive experience for the user in comparison to a single front-facing 
sensor. The results of the tracking validity analysis show the MOT systems 
data aggregation approach significantly improves the validity of tracking data. 
The combing of sensor data through an aggregator enables improved tracking 
of users’ hands and more valid hands being presented to the user. These 
results help to answer one of the research questions, showing multi-sensor 
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aggregation improves optical-based hand tracking by improving the number of 
valid frames presented to the user, providing a more consistent experience. 
These findings also expand on that of Jin et al (2016) who demonstrated, in a 
non-VR context, the tracking improvements of using an additional tripod 
mounted leap sensor in controlling a robotic arm. The results presented help 
in answering one of the research questions, showing a custom mounted 45-
degree angled sensor to be the most effective sensor configuration for optical-
based hand interaction. These results also concur with previously discussed 
research such as that of Jin et al (2016), Marin et al (2014), Clark and Moodley 
(2016) and Zou, et al (2019), showing the use of multiple sensors to improve 
hand tracking. The MOT systems design narrows the performance difference 
between optical-based hand interaction and traditional interaction approaches. 
The MOT system presented in this phase of the work offers a natural hand-
based interaction mechanism that can be applied to any interactive 
application, such as VR, augmented reality and 3D/2D desktop applications. 
The presented interaction approach has been evaluated against traditional 
glove and motion controller-based interaction approaches. The results show 
that the MOT system provides a strong sense of immersion, usability and 
engagement. In addition, the results strongly support current research, which 
suggests that despite the performance decrease, users prefer gesture-based 
interaction. Furthermore, the results support the hypothesis of Clark & 
Moodley (2016) showing that the use of an additional leap sensor improves 




Finally, the results also show the clear benefits, in a VR context, of mounting 
an additional sensor on a custom bracket and using software to aggregate 
multiple sources of data. The results show that a bracket mounted Leap sensor 
offers an improved field-of-view over a front mounted sensor. This results in 
improved hand tracking for the user. The results of the tracking data validity 
analysis, comparing the performance of the two sensors, concurs with 
previously discussed research such as Shao (2016). The configuration of the 
45-degree sensor reduces the effects of self-occlusion by proving more of a 
top-down view. This enables the user’s fingers to be tracked while the front-
facing sensor is occluded by the back of the hand. The tracking validity 
analysis of the two sensors also helps to answer one of the research 
questions, showing the 45-degree sensor to be a much more effective 
configuration. The next Chapter presents the phase two design of the Multiple 
Optical Tracking (MOT) system, specifically the additional systems 











Chapter 5 – Design Phase Two 
In this Chapter the design of the Multiple Optical Tracking (MOT) System is 
extended based on the results found in phase one. In addition, the software 
and development tools used are detailed. The phase two design incorporates 
a Deep Neural Network based hand validation system designed to provide 
more versatile and accurate detection of invalid hand data. The validation 
system is used throughout the MOT system to ensure invalid hands are not 
presented to the user.  
The phase two design also includes an occlusion detection system designed 
to overcome hand to hand occlusion, such as during two-handed interactions. 
The system works with the inferred hand system to ensure a stable virtual 
hand representation is presented when occlusion is detected. To smooth the 
transition between sensors, live and motion controller-based tracking, along 
with general tracking, an interpolation system was designed along with a 
stability detection system. The interpolation system is designed to monitor 
tracking data and smooth out any perceivable ‘jumps’ as well as smoothing 
the transition between inferred and live tracking data. The stability detection 
system was designed to ensure the stability of hand tracking data.  
The final additional features were designed to further improve the consistency 
and stability of the system to create a smoother user experience. General 
improvements made because of the first phase of experimentation can be 
found in Appendix 7 and 10. Appendix 8 presents a debugging tool created to 
aid development.  
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Figure 5.1 shows an overview of the extended MOT system showing the deep 
neural network-based validation, occlusion detection, stability detection and 
interpolation components that have been integrated into the system. Appendix 




Figure 5.1 - Overview of the extended Multiple Optical Tracking (MOT) 
Systems components (Additional components have a green outline) 
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5.1 – Deep Neural Network Validation System 
The previous validation system design used a series of tests and rules, 
analysing the angle of the proximal and intermediate bones relative to the palm 
normal. In addition, the system checked for intersections between the proximal 
and intermediate bones and ensured equal metacarpal spacing. However, 
during phase one experimentation, the performance of the system was found 
to need improvement. During the simulation, some participants reported briefly 
seeing slightly deformed hands. The design approach previously taken used 
strict thresholds for bone angles and two pass/fail tests for intersection. Due 
to the large number of hand poses the system could be required to validate, a 
more intelligent and versatile system was needed. 
Based on research into hand gesture classification, this extended system 
followed a machine learning approach using Deep Neural Networks designed 
in Python using TensorFlow and Keras, to validate hand data. The networks 
are designed using the multilayer perceptron (MLP) model as opposed to 
alternatives such as convolutional neural networks (CNN’s). An alternative 
approach, convolutional neural networks are typically used for image analysis 
such as classification. Previously discussed research such as that of 
McCartney et al (2015) has shown that CNN’s can be used for gesture 
recognition by generating images from gesture movements. However, 
because of the additional computation, such approaches are not capable of 
online real-time recognition. The developed validation system needed to 
validate both hands in real-time, ensuring natural hand representations are 
presented irrespective of orientation. 
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Previous machine learning approaches have relied upon a pre-set gesture 
vocabulary for verification. The MOT system is designed to enable natural and 
realistic interactions, enabling real-world skills to be practiced. Therefore, a 
hand feature-based movement range analysis approach was taken because 
the validation system needs to be capable of distinguishing between a 
gesture/pose that a user could perform and a deformed hand. The validation 
system presented is designed to learn the natural movement range of the 
human hand. The system uses four deep neural networks, with each network 
focusing on a specific feature of the human hand. The validation system was 
designed to learn natural movement ranges rather than specific hand 
poses/tracking data. During development, the performance of a single deep 
neural network was evaluated. However, due to the large number of potential 
hand poses and thus feature ranges, the accuracy of the network was poor. 
The network was retrained to focus on a specific hand feature; specifically, 
upper bone angles and re-evaluated. The focusing of the network on a single 
feature significantly improved performance. However, through the evaluation 
of deformed/un-natural hand poses additional key hand features were 
identified. 
5.1.1 – Network Designs 
The validation system used four deep neural networks; each trained on a 
specific hand feature; upper bone angles (fingers bent backwards), finger 
spacing, bone length and lower bone angles (fingers bent forwards). The 
validation system is used to validate hand data at several stages during the 
MOT systems update cycle. The stages at which the validation system is used 
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to validate data include, prior to aggregation to ensure only valid data is used 
and post aggregation to ensure the result is valid.  
Due to the number of possible poses and orientations, a single network trained 
on a single hand feature would not have provided a detailed enough analysis 
to validate a hand. Figure 5.2 shows the hand features that the networks were 
trained on. The four networks were developed using TensorFlow with the 
Keras API to provide higher level functionality enabling easier and faster 
development of the networks. Dropout layers were used between layers, 
setting a fraction of the input units to zero to help prevent overfitting. Each of 
the networks used Dense layers as part of the MLP approach. Dense layers 
feed all outputs from the previous layer to all neurons within the layer, with 
each neuron providing one output to the next layer. Flatten layers were used 
to flatten the input to a one dimensional vector (TutorialsPoint, 2020; Keras, 
2020). Table 5.1 shows the structure of each of the four deep neural networks. 
 
Figure 5.2 - Hand Features Used in Deep Neural Networks 
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Table 5.1 - Structure of the Four Deep Neural Networks used for hand 
validation 
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The four deep neural networks are used in combination using a weighted 
average to calculate the overall validation confidence. The weighting of each 
network in the overall confidence is shown in Table 5.1. The weighting of the 
networks was determined during developmental testing by continuously 
performing the same series of gestures whilst monitoring both individual 
network confidences and the overall confidence. The networks were then 
presented with the gesture vocabulary mixed with an invalid dataset, with the 
resulting confidences monitored. Once the data had been validated, the 
network confidences were evaluated to identify the impact of each feature in 
distinguishing between invalid and valid poses. The network weightings were 
then adjusted and re-tested. The network weightings used were selected to 
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provide the validation system with the highest recognition accuracy whilst 
ensuring versatility due to the large number of potential hand poses the 
network may not have previously been trained on. 
Each network provides a confidence level based on their feature, with a 
minimum overall confidence of 85% required to be classified as valid. This 
ensures only valid frames are presented to the user, providing a consistent 
experience. A range of confidence values were explored to determine the 
optimal confidence ensuring high accuracy whilst also being versatile. A 
minimum confidence of 85% was selected due to the large number of possible 
hand poses that would require validation. The minimum confidence used 
needed to account for the required versatility whilst still ensuring validity. 
As previously discussed, the validation system was designed to learn natural 
movement ranges rather than specific hand poses/tracking data. Thus, 
requiring a higher overall accuracy would require the tracking data to have 
greater similarity to a training sample, introducing elements of a gesture 
vocabulary. Research has shown the limitations a gesture vocabulary imposes 
and thus the system needed to be versatile whilst still able to validate tracking 
data. Figure 5.3 shows a visualization of the upper bone angles deep neural 
network with 15 input nodes, 15 nodes in the first hidden layer, 7 nodes in the 




Figure 5.3 – Visualization of the layer structure of the Upper Bone Angles 
Deep Neural Network 
 
The number of input nodes to a network is determined by the hand feature 
being validated. The inputs for each network are comprised of the 
corresponding feature data for each bone of each finger starting with the 
thumb. In the case of the upper bone angles network shown in Figure 5.3, the 
fifteen input nodes, are the angles between the proximal, intermediate and 
distal bones of each finger. In the case of the bone length network the inputs 
are the length of the metacarpal, proximal, intermediate and distal bones. This 
would then be followed by the length of the bones in the index finger, in the 
same order. This process is repeated for all the fingers of the hand, to provide 
all twenty inputs.  
All four of the networks have two output nodes representing the two 
classifications: valid and invalid. The networks give each node a weight to 
indicate classification confidence, with the total of the two nodes adding up to 
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one. Each network uses multiple hidden layers and thus are classified as Deep 
Neural Networks (Ranjan, 2019; Nicholson, 2020). The layer sizes of each 
network follow the ‘rule of thumb’ for multilayer perceptron networks, with 
layers halving in size (Ranjan, 2019). 
Each of the deep neural networks was trained using over 8,000 unique data 
samples consisting of half valid and half invalid hand data. The training data 
for each network was generated using a combination of live capture and 
programmatic deforming (according to the networks feature). Valid training 
data was generated by capturing live hand data while performing a series of 
movements and gestures at different orientations. During capture the hands 
were kept in clear view of an optical sensor.  
To capture the live data, each frame of tracking data was processed, with the 
processing performed specific to the network the data was being captured for. 
In the case of the upper bone angles network, the angles between the bones 
were calculated. Algorithm 5.1 shows the process of calculating the angles 
between bones for the upper bone angles network. 
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Algorithm 5.1 - Pseudocode of the process for calculating the angles 
between bones for the upper bone angles network 
 
In the case of the bone length network, the length of each bone was calculated. 
The data calculated was mapped to a range of minus one to one and written 
to a feature specific log file. Figure 0.14 shows the code used to calculate and 
save the angle data for the upper bone angle network using the approach in 
Algorithm 5.1. Figure 5.4 contains an extract from a training data log produced 
for one of the deep neural networks, with the data normalized to the range of 
-1 to 1. 
 
Figure 5.4 - Example data samples used for training one of the Deep Neural 




In the case of bone length and spacing, valid training data was generated 
programmatically by randomly deforming an open hand within set thresholds. 
The valid data for bone length was generated by randomly adjusting the length 
of each bone to between 90% and 100% of the original length. The valid finger 
spacing data was generated by changing finger spacing randomly to between 
90% and 100% of the original spacing. The valid length and spacing data used 
the 90-100% adjustment to provide small differences in the data that would be 
produced as the angle at which the fingers are viewed changes, during hand 
movements and interaction. Each row in the valid log files produced represents 
a single frame with the data comma separated. In the case of the bone length 
data, the length of each bone in each finger is stated, starting with the 
metacarpal bone of the thumb. 
For each network, unique invalid data samples were generated by randomly 
programmatically deforming an open hand pose based on the network feature. 
The random values generated to deform the object were generated within pre-
set un-natural thresholds based on the hand feature. In the case of bone 
length, each bone of each finger was randomly changed to between 0% and 
60% of the original length. The invalid bone length range was determined by 
identifying the threshold at which the change in hand size results in a jarring 
user experience, even if the reduced size only lasts for a few frames. In the 
case of upper bone angles, the bones were bent backwards, rotating them 
within a set range (35-100 degrees). The invalid bend angles range was 
determined by identifying the natural angle limitations of the hand per the Leap 
tracking data, with a small tolerance added for user variance. Algorithm 5.2 
shows a pseudocode implementation of the process to generate the invalid 
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data for the upper bone angles network. Each bone of each finger is randomly 
bent using the pseudocode shown in Algorithm 5.3 to rotate the bones. Figure 
0.15 shows the code used to generate the invalid training data, resetting a 
stored hand to an open hand pose, with each bone of each finger randomly 
rotated to generate invalid data. As shown in Algorithm 5.2, once a sample 
had been created, the deformed hand was processed. During invalid data 
generation, the hands were processed using the same approach as the valid 
data, with network specific features calculated, mapped and stored in a 
separate network specific log file. The code implementation shown in Figure 
0.14 for calculating the upper bone angles was used to create both the invalid 
and valid log files for the upper bone angle network. 
Algorithm 5.2 - Pseudocode of the invalid data generation process for the 




Algorithm 5.3 - Pseudocode to rotate a bone by an angle around an axis 
 
Due to the degrees of freedom hand tracking enables, the number of potential 
invalid data samples is substantial. Thus, training a network to classify all of 
them is not feasible. As previously discussed, the networks used in the hand 
validation system are designed to learn the natural movement range of the 
human hand. Both the valid and invalid training data generated explore these 
limits. The valid using live capture and programmatic deforming outside the 
natural movement range for the invalid data. This enables the networks to 
learn the natural thresholds within which data is valid or invalid. Furthermore, 
this approach ensures the network is capable of validating hand data with high 
accuracy without training on all possibilities. 
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The machine learning approach of generative adversarial networks (GAN’s) 
can be used to generate fake data. The model of GAN’s is typically used in 
image generation such as generating human faces. A classifier is used in the 
GAN model, trained to classify the fake data generated by the generative 
network and real data, as either real or fake. For example, determining 
whether a photo of a human face is real or fake. As the networks train, the 
generative network becomes more effective at generating fake data. While, 
the classifier becomes more effective at classifying the fake data (Beckett, 
2017). To generate the training data using a GAN would have taken 
considerable time to produce the high-quality data needed. In addition, the 
data generated would be classified by the classifier as real or fake as opposed 
to whether the hand features are within natural movement thresholds. 
Furthermore, the previously discussed invalid data generation process 
enables the movement ranges to be controlled. This ensures the networks are 
trained on the natural movement ranges by generating data at the thresholds. 
Both the valid and invalid training data for each network were written to 
separate text files as previously discussed. The data classifications were also 
written to separate text files (one for each; 0’s for invalid and 1’s for valid). 
Thus, prior to use in the neural networks, the valid and invalid training data for 
a respective network were merged. The resulting text file contained all the 
invalid samples (one per line) followed by the valid samples (one per line). The 
same process was followed for the classifications/answers. The two text files 
containing the data samples and classifications respectively, were then 
identically shuffled to mix the invalid and valid data samples. The use of the 
same random shuffle ensured the classification labels were matched to the 
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appropriate data sample. This produced the training data and classification 
data for the corresponding network. The data was shuffled to ensure the 
networks were trained and tested on a mixture of invalid and valid data 
samples. 
Each network loads the training and classification data from the corresponding 
text files produced with each line in the files representing a single data sample. 
Each line of the training data is processed, splitting the comma separated 
values, resulting in an array of arrays. Each record in the classification data 
was loaded into a one-dimensional array. The resulting arrays were then 
sliced, with the first 20% removed for testing and the remaining 80% used for 
training. Finally, the network is created before compiling and training the 
model. Figure 0.16 shows the python code used to create, train and export a 
deep neural network model.  
Figure 5.5 and Figure 5.6 show graphs of the upper bone angle network 
model’s categorical accuracy and loss respectively, over the three epochs 
trained. Analysis of Figure 5.5 shows the models accuracy to significantly 
increase between the end of the first and second epoch. This can also be seen 
in Figure 5.6 with the loss significantly decreasing over the same period. While, 
the variation in potential hand poses and thus input data is significant, the 
network is designed to classify hand data to one of two possible classifications. 
The networks are designed to learn the natural movement range of their 
respective feature. Therefore, it can be hypothesized that the significant 
improvement between epochs is due to the network learning the single 
threshold value either side of which the data is either valid or invalid. As the 
upper bone angle network is designed to the learn the natural bending angle 
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range, the network can identify a threshold value at which the angle is to large 
and is thus invalid. The figures show further improvement in the model 
performance after the third epoch but to less of an extent than the previous 
epoch. 
 
Figure 5.5 - Graph plotting Model accuracy against Epoch 
 
Figure 5.6 - Graph plotting categorical loss against epoch 
188 
 
Once fully trained, the models were saved and exported to ‘.pb’ files for use 
within the MOT system using TensorFlowSharp, a C# based .NET binding to 
the TensorFlow library. The TensorFlowSharp library enabled, the exported 
models to be loaded and hand data evaluated against them. Figure 0.17 
shows the code used to load a neural network model at runtime. 
5.1.2 – Hand Validation Process 
During the simulation, hand tracking data received is processed to calculate 
the necessary input data for the deep neural networks such as bone angles 
and length. The network models are loaded using TensorFlowSharp with the 
calculated data fed in as the inputs. The data is then validated by the networks 
and the confidences of the networks returned to Unity to perform the weighted 
average and classify the hand data. Figure 5.7 shows an overview of the 
validation process with the tracking data received by the validation system and 
pre-processed to calculate the input data for the networks. The input data is 
then sent to the corresponding network for analysis with the network’s weights 




Figure 5.7 - Overview of the Validation Process 
 
The validation system uses a static instance so it can easily be accessed 
anywhere within the MOT system. By default, the validation system uses a 
minimum confidence of 85% for valid classification, however this can be 
overridden. The validation system starts by calculating the input data for each 
network using the hand data to be validated. The input data is calculated using 
the same approach used for the generation of the training data samples, 
discussed in section 5.1.1. As previously discussed, in the case of the upper 
bone angles network, the angle between each bone of each finger is 
calculated. In the case of the bone length network, the length of each bone in 
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the hand is calculated. Figure 0.18 shows the code used to calculate the bones 
angles for validation using the approach shown in Algorithm 5.1. 
Once the input data for each network has been calculated, the data is run 
through the corresponding network model for classification. Each network 
returns a two-dimensional float array containing the confidences for the valid 
and invalid classification. If a networks valid confidence is greater than both 
the invalid confidence and the minimum requirement of 85%, the valid 
confidence is returned. However, if either the invalid confidence is higher or 
the required confidence is not met, a confidence of zero is returned. Figure 
0.19 shows the code used to run calculated hand data through a deep neural 
network model for validation. 
Once the hand has been processed by each of the networks, the overall 
confidence is calculated using a weighted average of the valid classification 
confidences. The overall confidence is calculated using the network weighting 
detailed in Table 5.1 and the equation shown in Equation 5.1. Equation 5.1 
shows the equation used to calculate the overall hand confidence, where N 
represents a networks confidence and W represents the networks weight. 
Equation 5.1 - Equation used to calculate the validation system confidence in 
the validity of hand data 
𝐶𝐶 = (𝑁𝑁1 ∗ 𝑊𝑊1) + (𝑁𝑁2 ∗𝑊𝑊2) + (𝑁𝑁3 ∗𝑊𝑊3) + (𝑁𝑁4 ∗𝑊𝑊4) 
If the overall confidence meets the minimum confidence (85% by default) the 
hand is considered valid, otherwise the hand is classified as invalid. Figure 
0.20 shows the code that validates the hand through the four networks and 
performs a weighted average of the resulting validity confidences. 
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5.2 – Occlusion Detection System 
One of the biggest challenges with optical-based tracking is detecting and 
handling occlusion of user’s hands to provide a consistent user experience. 
During the phase one testing, while reduced using multi-sensor aggregation, 
occlusion was still found to be a problem within the MOT system. This resulted 
in users having difficulty with two handed interactions; specifically, the pipette 
dropper. The main problem was the tracking instability and potential loss of 
tracking caused by occlusion. This negatively effects the user experience and 
introduces inconsistency. To address this issue, an occlusion detection 
system was developed and added to the extended MOT system. 
The Occlusion detection system uses custom geometry and a custom 
raytracing-based approach to detect intersections. The system analyses hand 
data and detects hand-to-hand occlusion, such as one hand covering another. 
The occlusion detection system uses axis-aligned bounding boxes (AABB) 
and the Möller–Trumbore ray-triangle intersection algorithm (Möller & 
Trumbore, 1997; ScratchAPixel, 2019) for high performance computations and 
real-time analysis of hand data. The system generates custom cube-based 
geometry around each bone of the hand and the palm. This enables the 
system to test for direct intersections between hands such as if the user has 
their fingers interlaced. Figure 5.8 shows a user’s hands interlocked, a gesture 





Figure 5.8 - Photo of Hands with fingers interlocked 
 
The occlusion detection system starts by generating the custom rectangular-
based geometry around each bone and the palm. The direction and length of 
each bone is used to calculate the corner positions of the bones bounding box. 
To calculate the corner positions, two vectors are calculated, the first out of 
the top of the bone (relative to palm direction) and the second out of the side. 
The upwards vector is calculated by rotating the bones direction 90-degrees 
around the radial axis (Figure 3.14). The side vector is calculated by rotating 
the upwards vector 90-degrees around the bone direction. Figure 5.9 shows 
the two bone vectors calculated to determine the corner positions of the 





Figure 5.9 - Bone vectors calculated to calculate the custom bone geometry 
(yellow = side, green = up) 
 
Once the vectors have been calculated the corner positions of the geometry 
are calculated using the start and end positions of the bone with the calculated 
vectors. The finger thickness is used to set the width and height. Algorithm 5.4 
shows the process of calculating the four corner positions at one end of a 
bone. This process is applied to both the start and end position of each bone. 
Figure 0.21 shows the code used to calculate corner positions using the bones 
start position and end position with the calculated vectors shown in Figure 5.9. 
The start and end positions of the metacarpal bones are used to create the 
palm geometry. Figure 5.10 shows the resulting bone geometry with the palm 
geometry generated rendered in red and the centre positions marked with 
black markers.  
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Algorithm 5.4 - Pseudocode of the process to calculate the corner positions 
at one end of a bone 
 
 
Figure 5.10 - Complete Hand Bound geometry rendered 
 
Figure 5.11 shows the custom geometry generated around the bones and 
palm of a virtual hand representation, with the occluded bone geometry 




Figure 5.11 - Custom Cube-based Geometry generated around the virtual 
hand’s bones and palm 
 
To detect occlusion a test is performed using raytracing to determine if one 
hand is positioned in front of another, thereby either partially or fully occluding 
the other hand. A boxcast as shown in Figure 5.12 is projected from the centre 
of the HMD to the centre of each bone in the target hand. If the ray intersects 
with the opposing hand, the intersection distances for the two hands are 
calculated with a shorter distance for the opposing hand resulting in the target 




Figure 5.12 - Boxcast from the Occlusion Detection system rendered 
 
To detect an intersection with the other hand, each of the opposing bones 
geometry is iterated, checking for a boxcast intersection with the hit distance 
returned. The bone geometry follows the Axis Aligned Bounding Box (AABB) 
approach, defining a set of parallel lines to the coordinate axis by its minimum 
and maximum points. A series of LineAABB intersection tests are performed 
using each of the four longest edges to find any intersection points and as a 
result, the minimum intersection distance. Figure 0.24 shows the code used to 
perform the AABB intersection using each of the corner points and the centre 
positions. Equation 5.2 shows the equation for expressing a ray. 
Equation 5.2 - Equation showing how a ray can be expressed 
𝑃𝑃 =  𝑂𝑂 + 𝐷𝐷 ∗ 𝑡𝑡 
In Equation 5.2, P is a position on the ray, O corresponds to the origin of the 
ray, D its direction and the parameter t can be any real value (negative, 
positive or zero). By changing the t-value, any point of the line defined by the 
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ray’s position and direction can be found. The line equation for the x-axis 
component of the bounding volumes minimum bound position (t0) can be 
written as y = B0x, where B0x corresponds to the x-axis position of the 
minimum bounds position (lower bottom left) of the geometry. The axis 
intersection point can be calculated using t0n = (B0n – On)/Dn, where n is the 
value for the given axis. The same equation can be applied to the maximum 
bound position (t1).  
To calculate the intersection distances, the raycast equation shown in 
Equation 5.2 is used, calculating the t0 and t1 values for each axis. Figure 
0.23 shows the LineAABB intersection function handling each axis separately. 
The calculated min and max values are then compared to both each other and 
the current minimum and maximum values. If the t-value of a t0 intersection 
point on a given axis is greater than the current maximum t-value for a t1 axis, 
the ray does not intersect with the box. Figure 5.13 shows how evaluating t0 
and t1 values can determine a ray does not intersect. 
 
Figure 5.13 - Diagram showing how a t0 intersection point being greater than 
the t1 maximum indicates a ray does not intersect 
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However, if the ray intersects the box, the t-values for the three axes at both 
the minimum bound position (t0) and maximum bound position (t1) are 
compared to find the largest minimum (tMin) and smallest maximum 
respectively (tMax). The current min and max values are then updated and 
compared again to ensure the minimum does not exceed the maximum. If the 
minimum does not exceed the maximum an intersection has occurred on the 
given axis. Figure 0.22 shows the ClipLine function code used to calculate the 
intersection bounds. If an intersection occurs on all three axes, the intersection 
point is calculated using the equation shown in Equation 5.3 and the previously 
calculated t-values. 
Equation 5.3 shows how the ray equation shown in Equation 5.2 can be 
rearranged to calculate the intersection point (T) on a line based on its origin 
(O), direction (D) and either it’s minimum or maximum point (P). The equation 
can be used to calculate the positions where a line intersects the geometry 
planes parallel to the X, Y and Z axis. 
Equation 5.3 - Equation for calculation the intersection point on a ray based 




Once the intersection point has been calculated, the distance is calculated 
using the magnitude of a vector between the ray’s origin and the intersection 
point. Figure 0.23 shows the intersection distance calculation, firstly by 
calculating the direction through subtracting the minimum from the maximum 
position. The resulting vector is then applied to the minimum position with the 
minimum clip distance as the direction vector length to calculate the 
intersection point. Finally, the intersection distance is determined by 
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calculating the distance between the minimum bound position and the 
previously calculated position. 
The intersection distance calculated is compared against the current minimum 
intersection distance and used to update it, should it be less than the current 
minimum. The previously discussed process in then repeated for the other 
bounding points of the current bone to calculate the overall minimum distance. 
Figure 0.24 shows the function used to calculate the minimum intersection 
distance for each point and the overall minimum as a result. 
Once the minimum intersection distance with the other hand has been 
calculated. The intersection distance calculation is used to calculate the 
minimum intersection distance between the boxcast and the current bone 
being processed. As with the opposing hand a series of LineAABB intersection 
tests are performed to find the minimum intersection distance. 
The two intersection distances are then compared with the bone classified as 
occluded if the intersection distance of the opposing hand is less than the 
intersection distance to the current bone. If the bone is occluded a counter is 
increased. Once all the bones have been processed the overall percentage 
coverage is calculated using the counter, with the hand considered occluded 
if a threshold value (33% by default) is exceeded. A threshold of 33% was 
selected based on developmental testing to determine the point at which the 
data becomes unstable. To determine the threshold, a series of occlusions 
were manually performed whilst displaying the percentage coverage. The 
occlusions were performed at different speeds to determine the maximum 
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coverage that could be supported whilst still ensuring a tolerance as a safety 
net, to ensure a consistent experience. 
Due to factors such as noise, hand pose and natural body movement, there 
are edges of the tracking space where the hands can continuously switch 
between an occluded and non-occluded state. To provide a more consistent 
experience, time-based detection was added that requires 0.5 seconds of un-
occluded data to return to the un-occluded state. The time detection threshold 
was determined by exploring a range of tolerances to identify the optimal time 
that ensured the hand is un-occluded and stable, whilst minimizing the time at 
which live tracking data is unused. The time-based detection ensures data 
stability and creates a smooth experience when performing gestures such as 
overlapping hands, whilst not introducing any perceivable ‘lag’ or delay upon 
returning to the un-occluded state. Hands marked as occluded are replaced 
with previously valid hands to prevent invalid or incorrectly positioned and 
rotated hands being presented to the user. Furthermore, during periods of 
occlusion, the position and rotation of tracked hands can vary significantly 
resulting in sudden ‘jumps’, therefore the hands are controlled using the Vive 
tracking system to ensure consistency and stability. 
5.3 – Stability Detection System 
Optical-based trackers such as the Leap Motion use camera technology and 
software analysis to track a user’s hands and as a result can suffer with 
stability issues due to factors such as noise. In addition, the tracking software 
used can often introduce instability upon recognising and tracking a hand, as 
the software refines the position and orientation the hand. The instability upon 
resuming tracking is particularly problematic during interactive VR simulations 
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due to the hand frequently moving in and out of the sensor tracking space. The 
phase one design of the MOT system used an inferred hand pose whilst 
tracking data was not available. However, once tracking was resumed the 
system would switch to the live data. This could result in the virtual hand 
experiencing a small jump or pop as the Leap API refined the hand position. 
During developmental testing, the instability due to the sensor drivers refining 
the hands position was found to cause the virtual hand representation to 
experience visible ‘jumps’ or ‘pops’, emphasized during interpolation. As a 
user’s hand entered the detection space, the interpolation system detailed in 
section 5.4, would begin interpolating to smooth the transition to the live 
tracking data. However, the virtual hand would often ‘jump’ backwards 
momentarily due to the instability of the target data. Visual analysis of the 
tracking data showed the hand data experiences substantial changes in the 
first few seconds of tracking as the hands position and pose is refined. Figure 
5.14 visualizes the substantial changes hand tracking data can experience 
during position refinement. In the figure, the blue hand represents a tracking 




Figure 5.14 - Diagram illustrating the positional changes tracking data can 
experience 
 
The Stability Detection system was designed to analyse incoming hand data 
and detect periods of tracking instability, toggling the interpolation system 
accordingly. In cases such as the user’s hands entering the tracking space, 
the system will trigger the interpolation system to begin interpolating to the 
hand data controlled using the motion controllers. Once the incoming tracking 
data has stabilized, the interpolation target is switched, thus providing the user 
with a seamless transition to a live tracked virtual hand representation. 
To determine data stability, the tracking data is compared against the previous 
tracking data to calculate the percentage difference. Each bone of each finger 
in the tracking data is processed, calculating the percentage difference 
between both the start and end positions in comparison to the previous data. 
Algorithm 5.5 shows the process of calculating the percentage difference 
between two hands.  
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Algorithm 5.5 - Pseudocode of the process to calculate the percentage 
difference between two hands 
 
To calculate the percentage difference between two vectors, the axes are 
treated separately with the difference in the float values calculated using the 
equation in Equation 5.4. The three values are then totalled and mapped from 
a maximum of three hundred to a maximum of one hundred, with the result 
added to a total. To scale the total, Equation 3.2 detailed in section 3.4 is used. 
Equation 5.4 shows the equation used to calculate the percentage change 
between two numbers. Figure 0.25 shows the code used to calculate the 
percentage difference between two hands. Figure 0.26 shows the Vector3 and 
float percentage difference implementation. 









Once all bones have been processed the total percentage difference is scaled 
using the equation in Equation 3.2 to out of one hundred. The resulting 
percentage difference is then compared against a set threshold (2%). A range 
of tolerances were explored by visually analysing the change in position as the 
virtual hand representation changes from the final interpolation position to the 
potentially stable live hand data. An open hand pose was used with the 
tolerance used to determine when the virtual hand representation could switch 
source. The tolerance was increased until the change was detectable. A 2% 
threshold was chosen as it provided the maximum value at which the change 
was not visually perceptible. If the 2% threshold is exceeded the tracking data 
is considered unstable. Thus, the current data is stored for comparison in the 
next update cycle and the stable data timer is reset to zero. However, if the 
threshold has not been exceeded, the stable data timer is compared against 
a set threshold (2 seconds). A range of time tolerances were explored to 
determine the minimum period of time after which the data can be considered 
to have stabilized if the changes remain within the set threshold. The two 
second threshold was chosen as it provided the minimum value at which the 
hand data can be consistently classified as stable. 
If the data has been classified as stable continuously for more than two 
seconds, the data is considered stable and the interpolation system is re-
targeted to transition the virtual hands to the live data. The entire process is 
then repeated for the other hand. Figure 0.27 shows the code used to calculate 
the percentage difference and classify the data based on the stability timer. 
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5.4 – Interpolation System 
One of the problems with optical-based trackers is that they are subject to 
noise which can interfere with the tracking and cause instability. Furthermore, 
an inferred hand may not exactly match the stabilized live data as detected by 
the stability detection system in section 5.3. The phase one design of the MOT 
system used inferred hands to provide virtual hand representations when 
tracking data was not available. However, the system was unable to detect 
and handle small jumps/pops in the tracking data due to factors such as noise. 
In addition, the system was unable to synchronize the transition between the 
sensor sources. Furthermore, the system did not pre-emptively interpolate 
which could result in visible hand movements while its position was refined 
before the hand pose interpolation started. Therefore, a custom standalone 
interpolation system was designed to smooth inconsistencies in tracking data 
and transitions between data sources.  
The stability detection system as described in section 5.3 enabled the MOT 
system to detect jumps/pops, substantial changes in hand position and 
general inconsistencies in tracking data. To smooth detected inconsistencies 
such as noise and glitches along with smoothing transitions between poses 
and data sources, an interpolation system was developed. The interpolation 
system ensures virtual hand representations move smoothly providing the 
user with a consistent experience by generating the transitional poses 
between two given hand poses. Figure 5.15 shows a start (blue) and end (red) 
pose with example transition poses (green and yellow) the interpolation 
system would generate to smooth the transition. During a simulation, the 
interpolation system produces significantly more than two poses to ensure a 
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smoother transition, with the number of poses produced dependent on factors 
such as movement speed and pose difference. 
 
Figure 5.15 - Diagram showing the poses generated by the interpolation 
system 
 
The interpolation system was designed to work alongside existing MOT sub-
systems such as the mesh conformation system, providing a smooth 
animation/transition between the live and conformed hand pose. The 
interpolation system interpolates hand and finger positions separately, 
enabling fingers to be interpolated at higher speeds so live tracking can quickly 
be resumed, minimizing any sense of lag. 
To prevent the user experiencing visible ‘pops’ in the virtual hands position or 
any visible change in hand movement speed, the interpolation system begins 
interpolating once the virtual hand is within seventy degrees of the user’s gaze 
direction. This ensures that the virtual hand representation does not get ahead 
of the live tracking position. In addition, it enables smooth synchronization 
between the virtual hand representation and the live tracking data. 
Furthermore, it ensures the user does not experience any change in 
movement speed or feeling of ‘lag’ by seeing the interpolation process start. 
As the system is already interpolating to the Vive tracking controlled hand 
position, the interpolation target can be changed to the live tracking data once 
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it has stabilized, providing a smooth transition to the live data. The tip of the 
middle finger is used to calculate the angle to the user’s gaze direction as it is 
what the user will see first. If the angle exceeds seventy degrees, the 
interpolation stops as the user is unable to see the virtual hand. Figure 0.28 
shows the code used to determine whether the Vive tracking controlled virtual 
hand is within the required range to automatically begin interpolating. 
The interpolation speed used was dynamically adjusted based on the user’s 
hand velocity as recorded by the Vive tracking system. To minimize any feeling 
of ‘lag’ whilst preventing the interpolation from completing too quickly, 
minimum (3) and maximum (12) interpolation speeds were used. The 
minimum interpolation speed dynamically changed, with a speed of zero used 
upon resuming tracking until the data had stabilized and the virtual hand had 
been synchronized with the live data. Limiting the maximum interpolation 
speed prevented the interpolation completing within a few frames during a fast 
gesture. This ensured the tracking data had time to stabilize, preventing a 
visible ‘pop’ in the virtual hands position. The dynamic adjustment of the 
minimum interpolation speed ensured a smooth experience upon resuming 
tracking whilst minimizing the effect of ‘lag’ on the user’s experience. Figure 
5.16 presents a visualization of the interpolation process, showing the live data 
(blue hand) and the interpolated hand (purple). In the figure, the user’s hand 




Figure 5.16 - Visualization of the interpolation process, the blue hand 
represents the live data with the purple the rendered interpolated hand 
 
To prevent continuous interpolation, the system tests whether interpolation is 
required. To detect jumps/pops and trigger the interpolation, the system starts 
by comparing the hand position of the live tracking data against the current 
hand rendered. The distance between the palms of the two hands is compared 
against a set threshold (0.2 by default). A range of tolerances were explored 
to determine the maximum tolerance at which a change in position was not 
perceptible. To test tolerances an open hand was moved out of sensor tracking 
range and then moved to and held at the centre of the user’s view. The virtual 
hand representation was visually analysed to detect any jumps as the virtual 
hand source switched from the interpolated to live tracking data. The tolerance 
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was increased until the change became perceptible to identify the maximum 
value. The 0.2 threshold was chosen as it provided the maximum value at 
which the change was not perceptible to the user, irrespective of movement 
speed.  
If the threshold is exceeded a jump is detected. If a jump is detected, both the 
fingers and hand are checked to determine whether they require interpolation 
to smooth out any noise in the data. Figure 0.29 shows the code used to detect 
jumps, using tests to determine whether the fingers and/or hand position 
require interpolation. 
The first test evaluates the fingers, processing each bone of each finger and 
checking it is within a required radius of the same bone on the target hand. 
The start and end positions of each bone are compared to ensure they are 
within a set radius of each other. The radius used is the radius of a virtual 
finger representation multiplied by a factor of 1.5 ensuring a high level of 
precision without over-interpolating. If the radius is exceeded, the percentage 
difference is returned on the scale of zero to one, with zero returned if the 
radius is not exceeded. The returned radius scores are totalled and the 
percentage of the maximum score (40 based on all bones exceeding the 
radius) is calculated with a lower percentage indicating the hands are closer 
together. The result is then reversed so 100% indicates a perfect alignment 
and compared against the set threshold of 99.8% to determine whether 
interpolation is required. The finger interpolation threshold was determined 
using the same approach for determining the jump detection threshold 
previously discussed. The interpolation process was triggered by exceeding 
the tracking range, with the virtual hands fingers visually analysed to detect 
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the transition between virtual hand representation data sources. The threshold 
was decreased from 100% until the change was perceptible to find the 
minimum threshold of 99.8%. If the set threshold of 99.8% is met the hand is 
classified as close enough that the fingers no longer require interpolation. 
Algorithm 5.6 shows the process for determining whether the fingers require 
interpolation. Figure 0.30 shows the code used to calculate the similarity 
between the finger poses of two virtual hands to determine whether 
interpolation is required. 
Algorithm 5.6 - Pseudocode of the process for checking whether finger 
interpolation is required 
 
The second test evaluates the current hand position against the position of the 
target hand using 1.5x finger thickness as the radius. The returned value is 
then converted to a percentage and subtracted from one hundred to invert it. 
The final value is then compared against a set threshold (99.8% by default) 
with values not reaching the threshold triggering the hand position to begin 
interpolating. Figure 0.31 shows the code used to determine whether two 
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vectors are within a given radius of each other, returning zero if within radius 
or the percentage increase if exceeded. The 99.8% threshold was determined 
during developmental testing to identify the point at which the transition 
between interpolated and live hand data could not be detected. To determine 
the threshold, a tracked hand was moved in and out of the tracking range to 
trigger the interpolation system. The virtual hand was visually analysed upon 
resuming tracking to determine whether the change was perceptible. The 
threshold was adjusted until the transition and any resulting ‘pops’ or ‘jumps’ 
were not perceptible to the user. 
To interpolate fingers, each bone of each finger is processed, calculating the 
offset between the start position of the corresponding bone on the target hand 
and the target hands palm position. The calculated offset is then applied to the 
current hands palm position to calculate the new start position for the current 
bone. Linear interpolation is then performed from the current start position of 
the current bone to the calculated position using the current interpolation 
speed and Equation 5.5. Figure 0.32 shows the code implementation of the 
linear interpolation equation shown in Equation 5.5. Equation 5.5 shows the 
equation used for linear interpolation C with A representing the original vector, 
B as the target vector and T as the interpolation amount. 
Equation 5.5 - Equation for Linear Interpolation of Vectors 
𝐶𝐶 =  (𝐴𝐴 + (𝐵𝐵 − 𝐴𝐴) ∗ 𝑇𝑇) 
The same process is then applied to the end position of the bone, before 
recalculating the bones direction and centre position. The adjustment of the 
finger positions based on the vector offsets to the palm position also rotates 
the current hand to align with the target hand. Algorithm 5.7 shows the process 
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for interpolating fingers to a target pose by interpolating the start and end 
position of each bone. Figure 0.33 shows the finger interpolation, with the new 
position resulting from linear interpolation to the calculated position. 
Algorithm 5.7 - Pseudocode of process for interpolating fingers to a target 
pose 
 
To interpolate the hand position, the offset between the palm positions of the 
two hands is calculated. The offset is then applied to the start and end 
positions of each bone to calculate the new position. The bone is then 
interpolated to the new position using the same linear interpolation approach 
as used with the fingers. Algorithm 5.8 shows the process of interpolating a 
hands position by adjusting the positions of each bone. 
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Algorithm 5.8 - Pseudocode of the process for interpolating the position of a 
hand 
 
Once both the start and end position have been updated, the bones direction 
and centre are recalculated. The palm position, wrist position, arm centre, arm 
direction, arm start and end vectors, are also interpolated using the same 
simple vector interpolation and offset. Once the position interpolation has 
completed, the resulting hand is analysed against the target hand. If the 
resulting hand is within the required threshold (99.8%) of the target hand, the 
interpolation is stopped. Figure 0.34 shows the code used to perform the hand 
interpolation, using the hand offset and the bones current positions. 
As previously discussed, the hand and fingers are interpolated separately. If 
the fingers are not interpolating, the bone positions are updated by applying 
an offset to the hands palm position to calculate the new bone position. The 
finger updating process uses the same functionality as the finger interpolation 
with the new positions calculated and set as opposed to the result of 
interpolation. The offset calculated is between the position of the 
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corresponding bone on the target hand and the target hands palm position. 
The offset is applied to the current hands palm position to calculate the new 
start and end positions of the current bone. Once applied, the centre position 
and direction of the current bone are recalculated. Algorithm 5.9 shows the 
process of updating the finger positions when the hand is interpolating, with 
each bone adjusted using the relative offset. Figure 0.35 shows the code used 
to set the positions of the finger bones if they are not interpolating but the 
hands position is. 
Algorithm 5.9 - Pseudocode of the process for updating the finger positions 
when the hand is interpolating 
 
Once the system has finished interpolating or if not interpolating, the resulting 
hand is stored as the starting point of the next interpolation. The final step in 
the interpolation system updates the ‘display/graphics hand’ object in the 
custom data structure using the result hand. The display/graphics hand is 




The interpolation system was designed to work alongside the stability 
detection system as detailed in section 5.3. This ensures the live data has 
stabilised before interpolating to it, to synchronize the motion controlled and 
live tracking hands. Once tracking data is classified as stable as detailed in 
section 5.3, the interpolation system transitions the virtual hand representation 
from being Vive tracking system controlled to the live data. The Stability 
Checker is also used to detect noise within the live data and automatically 
trigger the interpolation system to smooth out any effects of the noise. 
To support the implementation of the interpolation system, the MOT systems 
rendering pipeline was modified to support both MOT tracking data and purely 
graphical representations such as the results of the interpolation system. The 
custom data structure used throughout the MOT system was extended to 
support the two purely graphical hands previous discussed. The separation of 
graphics and tracking data enabled users to perform a fist gesture to interact 
with a virtual object, while the rendered virtual hand representation showed a 
smooth interpolation to a conformed hand holding the virtual object. 
5.5 – Summary 
This Chapter presented the phase two design of the extended Multiple Optical 
Tracking (MOT) system and the additional sub-systems of which it is 
comprised. This Chapter has shown the MOT systems novel approach to the 
validation of optical-based hand tracking data. This Chapter has also 
presented the design of complex systems designed to provide a more 
consistent user experience. The extended MOT system includes the design of 
a custom ray-based occlusion detection system. To smooth inconsistencies in 
optical tracking data and synchronize data sources, the design of a custom 
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interpolation system has been presented. Finally, this Chapter has shown a 
novel approach to the analysis of optical tracking to ensure data and position 
stability. The designs presented have been discussed in detail with justification 
for the selected methods used. In addition, details of developmental testing 
have been presented as part of the discussion behind design decisions made. 
The next Chapter presents the phase two experimental procedure and 

















Chapter 6 – Results Phase Two 
In this Chapter the experimental data from the second phase of 
experimentation is analysed. First, a thematic analysis of participant 
comments made during both experiences and the semi-structured interviews 
is presented.  
Secondly, the hand data logs generated during the Chemical Engineering 
simulation and the open Likert-based questionnaires are analysed. The 
questionnaire answers were averaged and analysed to determine the effect of 
each condition on user experience.  
Thirdly, the hand data logs generated during the Standardized Gesture 
Evaluation Test and the Likert-based questionnaire answers are analysed. 
The questionnaire answers were averaged to evaluate the performance of 
each condition on the gesture vocabulary and as a result, the effectiveness of 
the condition in resolving the key issues with optical trackers. Finally, a 
discussion of the results is presented. 
The hand data logs from both parts were analysed to determine data validity 
and periods of invalid or missing data. The following tests were used; Chi-
Square tests, Paired-Samples t-test, linear regression and several ANOVA 
tests to analyse the number of valid/null frames, total time without hands and 





6.1 – Experimental Setup & Procedure 
Fourteen adults (one female) participated in the study. All participants had 
perfect or corrected to, vision. Participants were pre-screened into one of four 
categories depending on their experience, namely; Gamer and VR Gamer (4), 
Gamer (8), VR Gamer (0) or None (2). Due to issues with data recording, two 
participants had to be removed from the study. 
The experiments in this phase of testing were split into two parts. In the first 
part participants experienced a Chemical Engineering based VR simulation 
(Appendix 12) using two interaction conditions. The MOT system was 
compared against a single Leap approach to evaluate the effectiveness of the 
additional functionality implemented in the MOT system at creating a more 
consistent and natural user experience. Furthermore, the comparison enabled 
the evaluation of the additional functionality at producing more valid tracking 
data. Semi-structured interviews were conducted to understand participant 
experiences during the conditions. 
For the second part of the experimentation a standardized gesture evaluation 
test was developed to evaluate optical based hand trackers in virtual reality. 
The gesture test was designed to evaluate key areas of an optical tracker’s 
functionality; occlusion, field-of-view, accuracy and stability. In addition, the 
test evaluated usability factors including naturalism, ease of use and ease of 
learning. After performing each gesture, participants were asked a series of 
Likert-based questions to evaluate the conditions performance. Questions 
focused on whether there were any glitches or tracking issues experienced. 
Once all the gestures for a condition had been performed, participants were 
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asked a further series of Likert-based questions to ascertain their overall 
experiences in several areas, including naturalism and ease of use. 
The entire experimental procedure was recorded (audio & video) for each 
participant to capture comments and reactions along with answers for 
transcription. A data logger ran in the background in both tests to capture large 
quantities of data such as the validity, confidence of incoming data and the 
status of the system at each point of the main loop. All the data logged was 
written to a text file for detailed analysis. Participants were informed that they 
could be as vocal as they wish on comments, criticisms or feelings 
experienced during the simulations. 
6.1.1 – Chemical Engineering Simulation 
In this section the experimental design and procedure for the evaluation of the 
MOT system and Leap Motion conditions are presented. The MOT system 
was compared to a single Leap Motion to determine if the MOT system results 
in a statistically significant increase in the number of valid tracking data frames 
produced, as a baseline comparison. In addition, the MOT system is compared 
against a single Leap Motion sensor to evaluate the effectiveness of the 
additional functionality implemented in resolving the four main issues with 
optical trackers. 
The Chemical Engineering simulation is a seated VR experience that takes 
participants through the process of configuring and starting a mini-continuous 
distillation unit running an alcohol and water solution. During the simulation 
users interact with a series of knobs, levers and dials along with a chemical 
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beaker. The simulation was developed with expert input from academics within 
the Chemical Engineering department. 
From an interaction perspective, the simulation presents the user with three 
different task types; translation/rotation, virtual user interface (VUI) and 
precise manipulation of virtual controls. The translation/rotation tasks require 
the user to put on safety goggles along with pouring a mixture into a large 
beaker. The simulation also features tasks that require precise manipulation 
of virtual controls such as adjusting the flow rates on the flow meters. Figure 
6.1 shows a screenshot of the simulation and virtual equipment. 
 
Figure 6.1 - Render of the Chemical Engineering Simulation 
 
Finally, the simulation features virtual UI; specifically, a simple touch screen 
interface for the boiler. The user interacts with the virtual UI by tapping the 
buttons using their index finger. Figure 6.2 shows the virtual user interface of 




Figure 6.2 - Render of the Boiler VUI 
 
As with the previous experiment the users are presented with a series of 
instructions via a virtual clipboard with clarification provided by the instructor if 
necessary. An audible tick sound effect was used to provide feedback along 
with the task displayed as green on the clipboard. 
Participants completed the scenario twice, once for the MOT system followed 
by the standard Leap condition. The conditions were experienced in a fixed 
order with the MOT system providing an initial baseline for the comparison and 
removing the effect of order-based response bias in favour of the MOT system. 
Before participants started the simulation, they were shown a screenshot of 
the virtual environment, with the experimental procedure and the object 
interaction mechanics explained. Once the experimental procedure had been 
explained, participants were asked to make themselves comfortable and begin 
the first simulation. After completing the first simulation, participants were 
asked a series of questions in a semi-structured interview. Once the first set 
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of questions had been completed, participants experienced the Leap condition 
before being asked the same series of questions to ascertain their experiences 
of the difference between the two conditions. Table 6.1 shows the interview 
questions asked during the semi-structure interviews.  
The interview questions were designed to evaluate the usability and realism 
of the interaction conditions and the effect on user experience. The 
questionnaire contains some questions based on the System Usability Scale 
(SUS) of Brooke (1996) and the work of Witmer & Singer (1998). During the 
interviews, the questions were clarified to participants if they were unsure of 
the context. In the questionnaire, engagement is defined as the feeling of 
wanting to continue the use of the interaction condition. The question 
regarding ease was designed to assess how difficult the interaction 
approaches were to use, how easy was it to complete a desired action. The 
question regarding resemblance to real life was designed to compare the 
interaction approaches to that of the real-world. This enabled the effectiveness 
of the interaction approaches at transferring real-world skills and experience 
to be evaluated. The immersion question focused on the simulation, object 
behaviour and the replication of the real-world senses per the definition 
discussed in Chapter 2.4 (Meehan, et al., 2002; Slater, 2003; Kim, et al., 2017; 
Park, et al., 2019). The questionnaire did not use questions regarding 
presence as the “sense of being there” for two reasons. Firstly, it was 
anticipated that due to unfamiliarity with the simulation, clarification on 
instructions would have to be given. Secondly, as part of the detailed analysis 
of user experience, clarification and discussion of comments made by 
participants during the simulation would take place. Both cases would 
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significantly reduce the user’s sense of presence as talking with the interviewer 
would remind them of the existence of the real world. 
Table 6.1 - Interview Questions asked during the semi-structured interviews 
Semi-Structured Interview Questions Likert 
Based 
What was your perception of the virtual hands during the 
experience? 
a) Did you experience any issues? Please explain. 
No 
How would you rate your level of control over the virtual hands? 
Please explain 
Yes 
On the following scale, how would you rate the accuracy of the 
virtual hands? Please explain 
Yes 
On the following scale, how would you rate the reliability of the 
virtual hands? Please explain 
Yes 
On the following scale, how would you rate the ability to extend your 
arm whilst keeping tracking? Please explain 
Yes 
How did you find the interaction with the controls and objects? 
a) How did you find the representation of the hand when 
interacting with objects? 
No 
On the following scale, how did you find the naturalism of the 
hands? 
a) Did you find the system uncomfortable/restrictive, if so how 
and why? 
Yes 
On the following scale, how easy did you find the controls to use? Yes 
On the following scale, how did you find the engagement of the 
controls? 
Yes 
On the following scale, how would you rate the simulations level of 
immersion? 
Yes 
On the following scale, how closely did you find the hand controls 
resemble real life? 
Yes 
 
6.1.2 – Standardized Gesture Evaluation 
In this section the experimental design and procedure for the evaluation of the 
MOT system and Leap Motion conditions is presented. The conditions were 
compared using a standardized gesture evaluation test developed to provide 
consistent evaluation of optical tracking sensors. The test evaluates optical 
tracker performance and user experience, without external factors such as a 
virtual environment to deviate user focus from the interaction experience. 
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The gestures used were designed to stress the four key issues of optical based 
trackers; occlusion, field-of-view, accuracy and stability. The reaching, moving 
away and side gestures require the user to test both the horizontal and vertical 
field-of-view limitations and how the interaction mechanism handles the 
instability of the tracking data. The hand occlusion gesture was designed to 
test how the interaction mechanism handles occlusion, the resulting data 
instability and resuming the process of tracking the hand. Finally, the fist and 
beaker gestures were designed to test the overall accuracy of the interaction 
mechanism, with fist gesture focusing on rotation and the beaker gesture 
focusing on translation. 
Participants completed the test twice, once for the MOT system followed by 
the standard Leap condition. Before participants started the test, they were 
shown the gestures they would need to perform, specifically; circular motions 
(Figure 6.3), hands over each other (Figure 6.4), facing hands moving away 
(Figure 6.5), hands to the sides (Figure 6.6), reaching gesture (Figure 6.7), fist 
rotation (Figure 6.8), and moving a beaker (to the left with the left hand and to 




Figure 6.3 - Circle Gesture (Left Hand Anti-Clockwise, Right Hand 
Clockwise) 
 





Figure 6.5 - Hands Moving Away Gesture 
 
Figure 6.6 - Hands to the sides gesture 
 




Figure 6.8 - Fist Gesture 
 
Once all the gestures were completed, participants were asked a series of 
Likert-based questions to ascertain the participants overall experience of the 
condition while performing the gestures. The questions are broken down into 
several sections, specifically: overall accuracy, naturalness, satisfaction, ease 
of use and ease of learning. The questions were based on Brooke (1996) and 
Lund (2001) with inspiration from Kim et al (2015). The questions regarding 
naturalness and accuracy were inspired by questionnaires previously used in 
human-computer interaction research, the research presented in Chapter two 
and the results of the first phase of experimentation. The standardized gesture 






6.2 – Simulation Experimentation 
In this section the experimental data from the Chemical Engineering simulation 
is analysed. First, the analysis of the hand data logs generated during the 
simulation to determine data validity and periods of invalid or missing data, is 
presented. 
Secondly, the Likert-based question answers are analysed to evaluate user 
experience of the interaction conditions and the virtual environment. 
Cronbach’s alpha was used to determine the reliability of the Likert scale-
based interview questions. In addition, a Spearman Correlation was performed 
to measure association between the questions (Statistics, 2018). The 
questionnaire answers were also analysed using paired sample t-tests to 
determine whether the mean difference between the two conditions was 
statistically significant. The semi-structured interviews were analysed by 
thematic analysis (section 10.1) with inter-rater reliability testing (Cohen’s 
Kappa). 
The initial hypothesis was that the use of an additional sensor and the MOT 
system would provide the user with a more consistent user experience. In 
addition, the MOT system would provide an increased field-of-view and 
accuracy with the occlusion and stability detection systems helping to provide 
more stable data. As a result, the MOT system would provide more valid 
frames than the front-mounted sensor and significantly reduce the time hands 
could not be tracked. 
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6.2.1 – Tracking Data Validity 
In this section the results of the Quantitative analysis are detailed, analysing 
log files generated during participant experiences. The log files were analysed 
to determine the effect of the conditions on data validity and periods in which 
invalid or missing tracking data was observed. Furthermore, the validity of the 
tracking data produced by the MOT system is compared against that of a 
single Leap Motion sensor. In the figures presented “Aggregated Hands” 
refers to the hands produced by the MOT system and “External” refers to the 
45-degree sensor. 
6.2.1.1 – Chi Square Test 
A Chi-Square test was conducted to analyse hand validity and determine the 
significance between the sensors and MOT system on hand validity produced. 
The test would enable the 45-degree sensor positioning to be evaluated to 
determine whether it had increased hand validity as previously hypothesized. 
Furthermore, the test would evaluate the effectiveness of the aggregation 
process at further improving hand validity. Table 6.2 shows the details of the 
Chi-Square test including the null and alternative hypotheses. 
Table 6.2 - Details of the Chi-Square test conducted 
 
 




Assumes that there is an association between the two 
variables. 




Figure 6.9 shows the average percentage of total frames in which both hands 
were valid for each sensor and the MOT system. Figure 6.10 shows the 
average percentage of total frames in which the left and right hands were valid 
for each sensor and the MOT system. In Figure 6.9 and Figure 6.10, higher 
bars represent a greater percentage of the simulation tracking data being valid, 
thus demonstrating greater performance. Both Figure 6.9 and Figure 6.10 
show the MOT system to produce more valid hand data than the two sensors. 
The validation data was analysed using Chi-Square tests to determine the 
significance between the counts of valid and null hands observed by a Leap 
Motion sensor (front-facing or 45-degree angle) and the MOT system. The 
tests were run for both left and right hands and compared the two sensors 
against the MOT system and each other. 
 




Figure 6.10 - Average Percentage of Total Frames Valid for each sensor and 
the MOT system for each hand 
 
The p-value of the tests from the front-facing Leap Motion and the MOT system 
were all significant at p < .01. The p-value of the tests from the 45-degree 
angle Leap Motion sensor and the MOT system were not significant. The p-
value of the tests from the front-facing Leap Motion and the 45-degree angle 
Leap Motion sensor were all significant at p < .05, with the test for both hands 
valid being significant at p < .01. The results show that the MOT system and 
45-degree angle sensor were able to produce significantly more valid hands 
than the front-facing Leap Motion sensor.  
Analysis of the chi-square statistics indicates greater data similarity between 
the 45-degree sensor and the MOT system than the front-facing sensor and 
MOT system. This would indicate that a 45-degree angle Leap Motion sensor 
as presented in this work is better positioned to recognize user hands in VR 
than a Leap Motion mounted on the front of a headset. The p-value results 
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indicate statistically insignificant results suggesting the two are not related. 
However, the small difference in hand validity between the 45-degree sensor 
and MOT system, results in a small difference between the observed and 
expected values. Thus, the results suggest the null hypothesis cannot be 
rejected. The effect of the 45-degree sensor on the MOT system is further 
evaluated by Linear Regression tests in section 6.2.1.6. 
The results show the MOT system can produce significantly more valid hands 
than the front-facing Leap Motion sensor. Figure 6.10 indicates the MOT 
system offers an improvement in individual valid hand recognition over a 
bracket mounted Leap Motion. However, as shown in Figure 6.9 this 
improvement increases when the number of times that two valid hands were 
generated by a sensor or the MOT system is considered. The results show 
that the MOT system was able to generate two valid hands for a frame more 
often than a bracket mounted Leap Motion. 
The results strongly correlate with the results of the pilot study conducted in 
the first phase of testing. The results show the 45-degree sensor to produce 
significantly more valid frames than the front-facing sensor. In addition, the 
results show the MOT system to produce significantly more valid frames than 
the front-facing sensor. Furthermore, the results support those of the pilot 
study in answering one of the academic questions, showing the 45-degree 
sensor to be the most effective sensor configuration. However, the results 
show no statistically significant difference between the 45-degree sensor and 
the MOT system, in contrast to the results of the pilot study in phase one. 
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6.2.1.2 – Paired Samples T-Test 
A Paired Samples T-Test was conducted to determine whether the mean 
difference between the sensors and the MOT systems hand validity was 
statistically significantly different from zero. The valid and null data of each 
hand was compared across both sensors and the MOT system. In addition, 
the number of times two valid hands were generated was compared. Table 6.3 
shows the details of the Paired Samples T-tests including the null and 
alternative hypotheses. 
Table 6.3 - Details of the Paired Samples T-tests conducted 
 
Table 6.4 presents the results of the Paired-Samples T-tests on hand validity, 
comparing the two sensors and the MOT system on each hand and the two 
hands together. The results show statistical significance in all the tests 
performed. 
Null Hypothesis Assumes that the mean difference between paired 
values is equal to zero. 
Alternative 
Hypothesis 
Assumes that the mean difference between paired 
values is not equal to zero. 
Outcome Null Hypothesis Rejected, Alternative Accepted 
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Table 6.4 - Results of Paired-Samples T-tests on hand validity 
 
The results of the Paired-Samples T-tests show statistically significant 
differences between all the pairs. This indicates statistically significant 
differences between the two sensors and both sensors compared against the 
MOT system. The results also show the effectiveness of the 45-degree sensor 
in producing more valid frames than the front-facing sensor. In addition, the 
results show the effectiveness of the MOT system’s aggregation system at 
producing even more valid frames. 
Analysis of the results shows that the mean difference between the 45-degree 
and MOT sensor is not zero. This shows that while the 45-degree sensor offers 
a more effective configuration over a front-facing sensor, the aggregation 
process used by the MOT system further improves hand validity. However, 
while the results show a significant difference in validity, the Chi-Square test 
indicates there is no association between the 45-degree sensor and the MOT 
system. This suggests that despite the significant improvement the MOT 
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system offers over the 45-degree sensor, the two are not related. Thus, the 
MOT validity cannot be predicted based on the 45-degree sensors validity. 
The effect of the 45-degree sensor on the MOT system is further analysed 
using a Linear Regression test in section 6.2.1.6. 
6.2.1.3 – One-way Repeated Measures ANOVA on Valid/Null Hands 
A one-way within subjects (or repeated measures) ANOVA was conducted to 
compare the effect of each sensor and the MOT system on hand validity. The 
test was used to determine whether there were any statistically significant 
differences in the average hand validity of the two sensors and the MOT 
system. Thus, determining the effectiveness of the sensor configuration and 
aggregation process at improving hand validity. Table 6.5 shows the details of 
the one-way within subject’s ANOVA including the null and alternative 
hypotheses. 
Table 6.5 - Details of the One-Way Within Subjects ANOVA test conducted 
Null Hypothesis The null hypothesis states that the related population 
means are equal. 
Alternative 
Hypothesis 
The alternative hypothesis states that the related 
population means are not equal. 
Outcome Null Hypothesis Rejected, Alternative Accepted in all 
but two tests 
 
Table 6.6 presents the results of the one-way repeated measures ANOVA on 
hand validity for each hand and both hands together, between the two sensors 
and the MOT system. The results show statistically significant increases in 
valid hands and decreases in null hands in all tests. However, the ‘both valid’ 
and ‘both null’ tests, between 45-degree sensor and the MOT system show no 
statistically significant difference was found. The results concur with the 
previous tests showing the 45-degree sensor to provide more valid hands than 
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the front-mounted sensor, with the MOT system providing significantly more 
valid frames than both. 
Table 6.6 - One-way repeated measures ANOVA results for valid and null 
hands 
 
The results of the post hoc analysis show that hand validity significantly 
increased from the front-facing sensor to both the 45-degree sensor and MOT 
system. In addition, the results show hand validity significantly increase from 
the 45-degree sensor to the MOT system. The results of the tests for both 
hands show no statistically significant improvement between the 45-degree 
sensor and MOT system. Based on the results of the single hand conditions 
and previous tests, this is likely due to the 45-degree sensor having the 
greatest impact on the MOT system validity. In some cases, the tracking data 
from the front-facing sensor will have provided any missing hands, resulting in 
a slight increase compared to the 45-degree sensor. However, as the MOT 
system will have been mostly dependent upon the 45-degree sensor, if it did 
not have two hands available, typically the MOT system would not either. 
Thereby, resulting in the insignificant difference between the two. 
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6.2.1.4 – One-way Repeated Measures ANOVA on Total Time with No 
Hands 
A one-way within subjects (or repeated measures) ANOVA was conducted to 
compare the effect of each sensor and the MOT system on the total time in 
which no hands were available. The test was used to determine whether there 
were any statistically significant differences in the average percentage of 
simulation duration in which no hand data was available. Thus, determining 
the effectiveness of the sensor configuration and aggregation process at 
improving field-of-view, stability and hand validity. Table 6.7 shows the details 
of the one-way within subject’s ANOVA including the null and alternative 
hypotheses. 
Table 6.7 - Details of the One-Way Within Subjects ANOVA test conducted 
Null Hypothesis The null hypothesis states that the related population 
means are equal. 
Alternative 
Hypothesis 
The alternative hypothesis states that the related 
population means are not equal. 
Outcome Null Hypothesis Rejected, Alternative Accepted in all 
but one test 
 
Figure 6.11 shows the average percentage of simulation length in which the 
sensors and MOT system were unable to provide tracking data for the specific 
hand. Figure 6.12 shows the average percentage of simulation length in which 
the sensors and MOT system were unable to provide tracking data for both 
hands. In both Figure 6.11 and Figure 6.12, smaller bars show tracking data 
was available for more of the simulation, indicating better performance. Figure 
6.11 and Figure 6.12 show the MOT was able to provide tracking data for more 
of the simulation, having the lowest total time for each hand and the two hands 
together. The results also show the front-facing sensor was unable to provide 
238 
 
tracking data for a substantial part of the simulation with the right hand missing 
66.22% of the simulation on average. Table 6.8 shows the results of the one-
way repeated measures ANOVA on total time without hands. 
 
Figure 6.11 - Average total Time without hands (% of Simulation Length) for 
each source and the MOT system 
 
Figure 6.12 - Average total Time without both hands (% of Simulation 
Length) for each source and the MOT system 
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Table 6.8 - One-way repeated measures ANOVA results for total time with 
no hands 
 
The results of the ANOVA show a statistically significant decrease in the all 
the tests except for the total time with no hands (both hands missing) where 
there was no statistically significant difference between the 45-degree sensor 
and the MOT system. The results of the post hoc analysis between the front-
facing and 45-degree sensor further demonstrate the effectiveness of the 45-
degree sensor configuration. The results show a 32% and 27% decrease in 
time without hands for the left and right hand between the front-facing and 45-
degree sensor, respectively. 
The results concur with the one-way repeated measures ANOVA on the 
number of valid hands produced by the sensors and the MOT system. The 
increased number of valid frames produced by the 45-degree sensor and MOT 
system as shown in section 6.2.1.3 will have reduced the time in which no 
hand data was available. The results align with the results of the previous 
tests, showing the total time in which hand data was not available decreases 
as hand validity increases. Thus, reducing the periods of no hands and as a 
result the time in which an inferred hand must be used. These results further 
support the effectiveness of the MOT system design as an effective approach 
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to using multi-sensor data aggregation to improve optical tracker-based hand 
interaction approaches. 
6.2.1.5 – Longest Time without Hands 
Two Friedman tests were conducted to analyse the effect of the front-facing 
sensor, 45-degree sensor and MOT system at reducing the time in which no 
hand data is available. The test was used to determine whether there were 
any statistically significant differences in the average of the longest period in 
which no hand data was available. Thus, determining the effectiveness of the 
sensor configuration and aggregation process at improving field-of-view, 
stability and hand validity. Table 6.9 shows the details of the one-way within 
subject’s ANOVA including the null and alternative hypotheses. 
Table 6.9 - Details of the Friedman tests conducted 
Null 
Hypothesis 
The null hypothesis states that the distribution of scores in 
each group are the same 
Alternative 
Hypothesis 
The alternative hypothesis states at least two of the group’s 
distributions differ. 
Outcome Some Null Hypothesis Not Rejected, Some Alternative 
Accepted 
 
Figure 6.13 shows the average of the longest time as a percentage of the 
simulation length that each sensor and the MOT system had no data for a 
hand. Figure 6.14 shows the average of the longest time as a percentage of 
the simulation length that each sensor and the MOT had no hand data for both 
hands. In Figure 6.13 and Figure 6.14, smaller bars show a shorter period 
before tracking data was resumed (even for just a single frame), indicating 
better performance as the source was able to keep track of the users hands 
more consistently. The figures show the right hand experienced longer periods 
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of missing tracking data compared to the left hand, with a small improvement 
from the 45-degree sensor to the MOT system. 
 
Figure 6.13 - Average longest time without hands (% of Simulation Length) 
for each source and the MOT system 
 
Figure 6.14 - Average longest time without both hands (% of Simulation 




The results show a statistically significant decrease (p<.05) for both the left 
and right hands, between the front-facing and 45-degree sensor. The left hand 
also shows a statistically significant decrease between the front-facing sensor 
and the MOT system (p<.05). However, there was no statistically significant 
difference between the 45-degree sensor and the MOT system for the left 
hand. The right hand saw no statistically significant decrease between both 
the front-facing to 45-degree sensor and 45-degree sensor to MOT system. A 
one-way repeated measures ANOVA was conducted which showed no 
significant decrease at all for the longest time with both hands missing.  
The results indicate greater inconsistency between the left and right hands 
with the right hand having experienced a longer period of unavailability on 
average. Furthermore, based on the statistically insignificant difference 
between the sensors and MOT for the right hand (except for the front-facing 
and 45-degree) and the position of the objects relative to the user. It can be 
hypothesized that the control box task was a significant contributor. The 
proximity of the control box would likely have resulted in the user’s hand being 
too close to the surface of the sensors, affecting their view of the user’s hand. 
Overall, analysis shows the results to follow the trend as seen in previous 
results with the 45-degree sensor outperforming the front-facing sensor and 





6.2.1.6 – Linear Regression on MOT Hand Validity 
A Linear regression test was performed to assess the linear relationship 
between the sensors and MOT hand validity. The test was used to determine 
the statistical significance of any relationship and how much variation in the 
MOT systems hand validity is explained by a sensor’s validity. Table 6.10 
shows the details of the conducted linear regression test including the null and 
alternative hypotheses. 
Table 6.10 - Details of the Linear Regression test conducted 
Null 
Hypothesis 
Assumes that there is no relationship between the two 
variables. The null hypothesis states that the coefficient of the 
slope is equal to zero. 
Alternative 
Hypothesis 
Assumes that there is a relationship between the two 
variables. If there is a significant linear relationship between 
the independent variable X and the dependent variable Y, the 
coefficient of the slope will not equal zero. 
Outcome Null Hypothesis Rejected, Alternative Accepted 
 
Table 6.11 shows the results from the Linear Regression test, indicating the 
regression equation for each hand of each sensor along with the effect sizes. 
Analysis of the effect sizes (Adjusted R2) shows the 45-degree sensor had a 
large effect with the front-facing having a medium effect on the MOT system 
validity (Cohen, 2013). The results show the valid hand data from a sensor 
statistically significantly predicted MOT hand validity at p <.0005 except for the 
front-facing sensors left hand which was p<.01. 
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Table 6.11 - Results from the Linear Regression Test 
 
These results concur with the results of the previous tests, showing the 
effectiveness of the 45-degree sensor at producing significantly more valid 
hand data than the front-facing sensor. Analysis of the results for the one-way 
ANOVA on hand data validity showed statistically significant differences at 
p<.05 between the 45-degree sensor and the MOT for all tests except those 
requiring both hands. In contrast the front-facing sensors showed statistically 
significant differences to p <.01. The large effect of the 45-degree sensor on 
the MOT system suggests greater similarity with regards to data validation and 
thus reduces statistically difference, increasing the p value. The results concur 
with the analysis of the Chi-Square test results which indicated the 45-degree 
sensor and MOT system were not related. These results show the 45-degree 
sensor to have a large effect on the MOT system, thus explaining the small 
difference between the expected and actual values in the Chi-Square resulting 
in the null hypothesis not being rejected. 
Furthermore, these results concur with those of the previous tests such as the 
repeated measures ANOVA in 6.2.1.4, showing the significant effect of the 45-
degree sensor on the validity of the MOT system. 
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6.2.2 – Questionnaire Analysis 
The semi-structured interviews were divided into two sections with the same 
questionnaire completed after each condition. The interviews comprised of 
open questions and questionnaire styled questions using a Likert scale 1-5 (1. 
Strongly disagree, 5. Strongly agree). Cronbach’s alpha was used to 
determine the reliability of the questions (Statistics, 2018), with the 
questionnaire reaching excellent reliability (Taylor, 2013), α = 0.907. 
Figure 6.15 shows the mean Likert scores for questions 2 to 11 of the 
questionnaire. The results show the MOT system was the most natural (Q7) 
and provided the greatest sense of engagement (Q9), scoring 2.08% and 7.3% 
higher, respectively. However, in the other questions the Leap condition either 
matched or outperformed the MOT condition by between 1.92% (Q8) and 
11.11% (Q10).  
 




A Spearman's rank-order correlation was run to assess the relationship 
between the questions. There was a statistically significant, strong positive 
correlation between all the questions except for Q10 regarding immersion 
which showed no correlation with any of the other questions. Analysis of the 
results shows most of the questions have a strong correlation with significance 
of p<.01 and below. Appendix 14 shows the full results of the spearman 
correlation test. 
Table 6.12 shows the results of a Paired-Samples T-test on the results of the 
questionnaire to determine whether the mean difference between the two 
conditions was statistically significant. The results of the paired samples t-test 
show no statistically significant difference for any of the interview questions.  
 





The mean Likert scores shown in Figure 6.15 show the Leap Motion either 
matched or outperformed the MOT system in most areas. However, the results 
of the paired samples t-test show that the differences are not significant 
enough to draw a conclusion on the effect of the conditions on user 
experience. These results contradict the quantitative results previously 
discussed in section 6.2.1. The quantitative results previously discussed show 
the MOT system to produce significantly more valid hands than the front-facing 
sensor. This was particularly evident in the tests regarding the longest and 
total period in which hand data was not available. The results of these tests 
showed the front-facing sensor to be missing hand data for more than half the 
simulations duration on average. While the results of the Likert scores show 
the two conditions to have identical average scores. It can be hypothesized 
that the intricacy of the simulation diverted participant focus away from the 
level of interaction and differences between the two interaction conditions. 
Furthermore, the simulation requires users to interact with various pieces of 
apparatus to perform tasks with specific settings/values required. The focus 
required is likely to have diverted the user’s attention away from the behaviour 
of the virtual hands. This would have enabled periods of missing or invalid 
hands with the single Leap as indicated by the quantitative results, to have 
gone un-noticed. In addition, many of the object interactions required the user 
to be looking directly at the object they are interacting with. The small 
interaction space will have made it unlikely for the user to exceed the field-of-
view limitations of the interaction conditions. Resulting in the field-of-view 
limitations being mostly untested and users not experiencing the interpolation 
synchronization in the MOT system. 
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6.3 – Standardized Gesture Evaluation 
In this section the experimental results from the Standardized Gesture 
Evaluation Test are analysed. First, the analysis of the hand data logs 
generated during the simulation to determine data validity and periods of 
invalid or missing data is presented. 
Secondly, the Likert-based test answers are analysed to evaluate the two 
optical tracking conditions through the validation of both the four key areas 
and user experience. A Spearman Correlation was performed to measure 
association between the questions (Statistics, 2018). The questionnaire 
answers were also analysed using paired sample t-tests to determine whether 
the mean difference between the two conditions was statistically significant. 
Participant comments made were analysed by thematic analysis (section 6.4) 
with inter-rater reliability testing (Cohen’s Kappa). 
6.3.1 – Tracking Data Validity 
In this section the results of the Quantitative analysis are detailed, analysing 
log files generated during participant experiences to determine the effect of 
the conditions on data validity and periods in which invalid or missing tracking 
data was observed. Furthermore, the validity of the tracking data produced by 
the MOT system is compared against that of a single Leap Motion sensor. In 
the figures used “Aggregated Hands” refers to the hands produced by the MOT 




6.3.1.1 – Chi Square Test 
A Chi-Square test was conducted to analyse hand validity and determine the 
significance between the sensors and MOT system on hand validity produced.  
The test was used to determine the significance between the counts of valid 
and null hands observed by a Leap Motion sensor (front-facing or 45-degree 
angle) and the MOT system. The tests were run for both left and right hands 
and compared the two sensors against the MOT system and each other. The 
test would enable the 45-degree sensor positioning to be evaluated to 
determine whether it had increased hand validity as previously hypothesized. 
Furthermore, the test would evaluate the effectiveness of the aggregation 
process at further improving hand validity. Table 6.13 shows the details of the 
Chi-Square test including the null and alternative hypotheses. 
Table 6.13 - Details of the Chi-Square test conducted 
 
Figure 6.16 shows the average percentage of total simulation frames in which 
both hands were valid for each sensor and the MOT system. Figure 6.17 
shows the average percentage of total simulation frames in which the left and 
right hands were valid for each sensor and the MOT system. Furthermore, in 
both figures higher bars indicate a greater number of valid frames were 
produced and thus better performance. The results concur with the results of 
the Simulation experimentation detailed in section 6.2.1.1, showing the MOT 
system to produce the most valid frames and the front-facing the least.  




Assumes that there is an association between the two 
variables. 





Figure 6.16 - Average of total frames in which both hands were valid during 
gesture experimentation 
 
Figure 6.17 - Average Percentage of Total Frames Valid for each sensor and 





The p-value of the tests from the front-facing Leap Motion and the MOT system 
were all significant at p<.05. The tests between the 45-degree angle Leap 
Motion sensor and the MOT system were not significant. The tests between 
the front-facing and 45-degree angle Leap Motion sensor were not statistically 
significant. The results show that the MOT system was able to produce 
significantly more valid hands than the front-facing Leap Motion sensor.  
Analysis of the chi-square statistics indicate greater data similarity between 
the 45-degree sensor and the MOT system than the front-facing sensor and 
the MOT system. This supports the results of the previous Chi-Square tests, 
indicating the 45-degree sensor as presented in this work is better positioned 
to recognize user hands in VR than a front-mounted configuration. As with 
previous Chi-Square test, the p-value results indicate statistically insignificant 
results between the 45-degree sensor and the MOT system. However, the 
small difference in validity between the two as seen in Figure 6.17, results in 
a small difference between the observed and expected values. Thus, the 
results suggest the null hypothesis cannot be rejected. The effect of the 
sensors on the MOT system is further evaluated by Linear Regression tests in 
section 6.3.1.6. 
The results concur with the previous tests and the results of the pilot study 
detailed in section 4.3, showing the MOT system can produce significantly 
more frames than either sensor. In addition, the results further support those 
presented in sections 4.3 and 6.2.1 showing the MOT system offers an 
improvement in individual hand recognition over a bracket mounted sensor. 




6.3.1.2 – Paired Samples T-Test 
A Paired Samples T-Test was conducted to determine whether the mean 
difference between the sensors and the MOT systems hand validity was 
statistically significantly different from zero. The valid and null data of each 
hand was compared across both sensors and the MOT system. In addition, 
the number of times two valid hands were generated was compared. In one 
case a Wilcoxon Signed Rank test was used due to the data not being normally 
distributed. A Sign test was used in three cases where the data was neither 
normally distributed nor symmetrically shaped. Table 6.14 shows the details 
of the Paired Samples T-tests including the null and alternative hypotheses. 
Table 6.15 shows the results of the paired-samples t-tests on hand validity for 
each hand and the two hands together, for each sensor and MOT system.  
Table 6.14 - Details of the Paired Samples T-tests conducted 
 
Null Hypothesis Assumes that the mean difference between paired 
values is equal to zero. 
Alternative 
Hypothesis 
Assumes that the mean difference between paired 
values is not equal to zero. 
Outcome Alternative Accepted in all but two tests where the Null 
Hypothesis could not be rejected 
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Table 6.15 - Results of Hand Validity Paired-Sample T-test 
 
The results show statistically significant differences in all tests except for the 
front-facing to 45-degree comparison for the left hand and the front-facing to 
45-degree comparison for both hands being valid. These results support the 
results of the first phase of testing and the Chemical Engineering simulation 
test, indicating the 45-degree sensor produces significantly more valid frames 
than the front-facing sensor. Analysis of the results shows that the mean 
difference between the 45-degree and MOT sensor is not zero. This shows 
that while the 45-degree sensor offers a more effective configuration over a 
front-facing sensor, the aggregation process used by the MOT system further 
improves hand validity.  
The results show no statistically significant difference for the left hand between 
the front-facing and 45-degree sensor. The simulation-based experiment 
detailed in section 6.2, showed statistically significant differences between all 
pairs. The difference between the two scenarios suggests that participants 
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typically kept their left hand in view of the two sensors for longer than the right 
hand. This could be due to user handedness, resulting in a hand preference 
when performing gestures, with in the opposing hand remaining stationary. 
The discrepancy could also be the result of user preference for grasping the 
virtual beaker with the left hand due to conformation issues, as reported by a 
few participants. The conformation issues reported by a few participants is 
discussed further within the thematic analysis in section 6.4. 
6.3.1.3 – One-way Repeated Measures ANOVA on Valid/Null Hands 
A one-way within subjects (or repeated measures) ANOVA was conducted to 
compare the effect of each sensor and the MOT system on hand validity. The 
test was used to determine whether there were any statistically significant 
differences in the average hand validity of the two sensors and the MOT 
system. Thus, determining the effectiveness of the sensor configuration and 
aggregation process at improving hand validity. Table 6.16 shows the details 
of the one-way within subject’s ANOVA including the null and alternative 
hypotheses. 
Table 6.16 - Details of the One-Way Within Subjects ANOVA test conducted 
Null Hypothesis The null hypothesis states that the related population 
means are equal. 
Alternative 
Hypothesis 
The alternative hypothesis states that the related 
population means are not equal. 
Outcome Alternative Accepted in all but one test where the Null 
Hypothesis could not be rejected 
 
Table 6.17 shows the results of a one-way repeated measures ANOVA test. 
The results showed statistical significance in all but one test between the 45-
degree sensor and the MOT system, with the exception being the both null 
hands test. The results also showed statistically significant results in all but 
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two tests between the front-facing sensor and the MOT system, with the 
exceptions being the ‘Right Hand Valid’ and ‘Right Hand Null’ tests. There 
were no statistically significant results between the front-facing and 45-degree 
sensors.  
Table 6.17 - One-way repeated measures ANOVA for valid and null hands 
 
Analysis of the results in comparison to those of the simulation experiment 
detailed in section 6.2.1, shows statistically significant differences between the 
two sensors and MOT system. However, the results presented in Table 6.17 
show no statistically significant differences between the front-facing and 45-
degree sensors. This is likely due to the difference in user movement 
requirements between the chemical engineering simulation and the gesture 
evaluation test. The simulation experience required a much greater range of 
movement from the user to interact with the various objects within the virtual 
environment whilst monitoring the virtual equipment. In contrast, the gesture 
evaluation enabled users to keep their hands within a relatively consistent 
space typically within the field of view of both sensors. Some of the gestures 
such as the reaching gesture, resulted in the front-facing field-of-view being 
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exceeded. The results of which can be seen Figure 6.17 with the increased 
validity for the 45-degree sensor compared to the front-facing sensor. 
However, during the experience the user’s hands will have generally remained 
within the field-of-view of both sensors. This will have resulted in the relatively 
small difference in validity compared to those seen in Figure 6.10 for the 
simulation. Thus, the difference was found to be statistically insignificant. 
The results of the front-facing and MOT system comparison concur with the 
previously discussed results showing the effectiveness of the aggregation 
approach presented at improving optical hand tracking. Furthermore, the 
results help to further answer the academic question, showing how multi-
sensor aggregation improves factors such as the tracking field-of-view and the 
validity of the data produced. The insignificant results between the 45-degree 
sensor and MOT system for both hands being null, concurs with the previously 
discussion showing the significant effect of the 45-degree sensor on MOT 
system validity. As the 45-degree sensor has the greatest impact on the MOT 
system, in events where the sensor has no hand tracking data available, the 
MOT system will be dependent on the front-facing sensor. However, as 
previously discussed, the results have shown, in such cases the front-facing 
sensor will typically have no hand data. In some cases, hand data will be 





6.3.1.4 – One-way Repeated Measures ANOVA on Total Time with No 
Hands 
A one-way within subjects (or repeated measures) ANOVA was conducted to 
compare the effect of each sensor and the MOT system on the total time in 
which no hand data was produced. The test was used to determine whether 
there were any statistically significant differences in the total time in which no 
hand data was produced by the sensors and MOT system. Thus, determining 
the effectiveness of the sensor configuration and aggregation process at 
improving the field-of-view and tracking stability. Table 6.18 shows the details 
of the one-way within subject’s ANOVA including the null and alternative 
hypotheses. Figure 6.18 shows the average total time without each hand for 
each sensor and the MOT system. Figure 6.19 shows the total time without 
both hands for each sensor and the MOT system. 
Table 6.18 - Details of the One-Way Within Subjects ANOVA test conducted 
Null Hypothesis The null hypothesis states that the related population 
means are equal. 
Alternative 
Hypothesis 
The alternative hypothesis states that the related 
population means are not equal. 






Figure 6.18 – Average total Time without hands (% of Simulation Length) for 
each source and the MOT system 
 
Figure 6.19 – Average total time without both hands (% of Simulation Length) 





The results in Table 6.19 show no statistically significant difference in tests 
between the sensors. In addition, no statistically significant difference was 
found in the “No Hands” test between the 45-degree sensor and the MOT 
system. However, statistically significant results were found in all three tests 
between the front-facing sensor and the MOT system, with significant results 
also found for the “No Left Hand” and “No Right Hand” tests between the 45-
degree sensor and the MOT system. 
Table 6.19 - One-way repeated measures ANOVA results for total time with 
no hands 
 
The results indicate the sensors had similar time periods in which they were 
unable to track the hands with no statistical difference between the two but 
both statistically different to the MOT system. The results of the “No Hands” 
test supports the results of the previous tests showing the 45-degree sensor 
provides significantly more valid frames. This is further supported by the 
results showing no statistically significant difference between the 45-degree 
sensor and the MOT system, but a strong statistical difference between the 
front-facing and MOT system. This indicates that times where the MOT system 
had no hands were caused by the 45-degree sensor being unable to see the 
hands with the front-facing sensor having already lost track. 
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6.3.1.5 – Longest Time with No Hands 
Two Friedman tests were conducted to analyse the effect of the front-facing 
sensor, 45-degree sensor and MOT system at reducing the time in which no 
hand data is available. The test was used to determine whether there were 
any statistically significant differences in the average of the longest period in 
which no hand data was available. Thus, determining the effectiveness of the 
sensor configuration and aggregation process at improving field-of-view, 
stability and hand validity. Table 6.20 shows the details of the one-way within 
subject’s ANOVA including the null and alternative hypotheses. Figure 6.20 
shows the average of the longest time without a given hand for each sensor 
and the MOT system. 
Table 6.20 - Details of the Friedman tests conducted 
Null 
Hypothesis 
The null hypothesis states that the distribution of scores in 
each group are the same 
Alternative 
Hypothesis 
The alternative hypothesis states at least two of the group’s 
distributions differ. 
Outcome Some Null Hypothesis Not Rejected, Some Alternative 
Accepted 
 
The results show the MOT system to have the smallest maximum period in 
which tracking data for a hand was not available. Furthermore, the results 
show the effectiveness of the 45-degree sensor in comparison to a front-facing 
sensor with better performance for both the left and right hand. The results 
show a statistically significant decrease (p<.01) for both hands, between the 
front-facing and MOT system. However, there was no statistically significant 
difference between the two sensors or the 45-degree sensor and the MOT 
system, for either hand. A one-way repeated measures ANOVA was 
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conducted which showed no significant decrease for the longest time with 
neither hand. 
 
Figure 6.20 - Average longest time without hands (% of Simulation Length) 
for each source and the MOT system 
 
The results show a statistically significant difference between the front-facing 
sensor and MOT system. However, no statistically significant difference was 
found between the two sensors or the 45-degree sensor and the MOT system. 
The results contrast with those of the simulation which showed statistically 
significant decreases between the sensors and between the 45-degree sensor 
and MOT system in the case of the right hand. Analysis of the performance of 
the MOT system shown in Figure 6.20 further demonstrates the effectiveness 
of the MOT systems aggregation approach with the time statistically 
significantly reduced compared to the front-facing sensor.  
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Analysis of the results in comparison with those of the one-way repeated 
measures ANOVA discussed in section 6.3.1.4 shows the results concur on 
the effect of the 45-degree sensor on the MOT system. As previously 
discussed in section 6.3.1.3, the insignificant difference between the two 
sensors is likely due to the user’s hands generally remaining within the tracking 
space of both sensors during gestures. Some of the gestures performed 
required the field-of-view of sensors to be exceeded, which can be seen in the 
difference between the two as shown in Figure 6.20. However, the user’s 
hands were typically within the optimal detection space resulting in the 
statistically insignificant results found. 
6.3.1.6 – Linear Regression on MOT Hand Validity 
A Linear regression test was performed to assess the linear relationship 
between the sensors and MOT hand validity. The test was used to determine 
the statistical significance of any relationship and how much variation in the 
MOT systems hand validity is explained by a sensor’s validity. Table 6.21 
shows the details of the conducted linear regression test including the null and 
alternative hypotheses. Table 6.22 shows the results of the linear regression 
test performed to assess the linear relationship between the sensors and MOT 
hand validity. 
Table 6.21 - Details of the Linear Regression test conducted 
Null 
Hypothesis 
Assumes that there is no relationship between the two 
variables. The null hypothesis states that the coefficient of the 
slope is equal to zero. 
Alternative 
Hypothesis 
Assumes that there is a relationship between the two 
variables. If there is a significant linear relationship between 
the independent variable X and the dependent variable Y, the 
coefficient of the slope will not equal zero. 




The results indicate the 45-degree sensor had a large effect size with the front-
facing at a medium effect size according to (Cohen, 2013). The results from 
previous tests indicate stronger evidence against the null hypothesis of the 
relationship between the front-facing sensor and the MOT system than the 45-
degree sensor and MOT system. However, the results concur with those of 
the previous linear regression tests (4.3.4 and 6.2.1.6) demonstrating the 45-
degree sensor was much more effective in producing valid hand data for the 
MOT system.  
Table 6.22 - Results of a Linear Regression Test using Validity data from the 
Gestures Test 
 
The results concur with the analysis of the Chi-Square test results which 
indicated the 45-degree sensor and MOT system were not related. These 
results concur with that of previous tests, showing the 45-degree sensor to 
have a large effect on the MOT system. Thus, explaining the small difference 
between the expected and actual values in the Chi-Square resulting in the null 
hypothesis not being rejected. Furthermore, these results concur with those of 
the previous tests such as the repeated measures ANOVA in 6.3.1.4, showing 
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the significant effect of the 45-degree sensor on the validity of the MOT 
system. 
Analysis of the results in comparison to the Linear regression test conducted 
on the simulation in section 6.2.1.6 shows the front-facing sensor to have a 
different impact. The left hand shows a 28% increase with the right hand 
experiencing a 23% decrease with regards to the adjusted R2. The 
improvement seen in the left hand is likely due to the user’s hands remaining 
within the detection space of both sensors during several of the gestures. 
While the decrease in the right hand is due to a combination of factors. The 
first being the absence of the virtual control box users interacted with during 
the simulation. The task was typically performed using the right hand which 
kept the hand within the optimal tracking range of the front-facing sensor for a 
prolonged period. The second factor being the position in which users rested 
their hands between gestures resulting in variance in hand visibility and by 
extension validity, based on the hands visibility to each sensor. 
 
6.3.2 – Standardized Questionnaire Analysis 
The gesture evaluation questionnaire was divided into several sections with 
the same questions asked after each gesture. A series of overall sections were 
asked once the gestures had been completed. The questions used a Likert 
scale 1-7 (1. Strongly disagree, 7. Strongly agree). Cronbach’s alpha was used 
to determine the reliability of the questions (Statistics, 2018), with the 
questionnaire reaching excellent reliability (Taylor, 2013), α = 0.918. 
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Figure 6.21 shows the mean Likert scores for the different gestures completed 
and the sections regarding the overall experience such as; Naturalness and 
Satisfaction. The results show the MOT system to outperform the Leap 
condition in most categories. Gestures such as the occlusion gesture 
demonstrated the effectiveness of the MOT systems occlusion detection 
system, with a 93.83% increase in total score compared to the Leap condition. 
The results also show the effectiveness of the stability detection, interpolation 
and inferred hand pose systems at providing a consistent experience and 
increased field-of-view. These systems were particularly effective during 
gestures such as the “Sides Gesture” and “Reaching Gesture” where the user 
must move their hands outside of the sensors field-of-view and back into view. 
In addition, the results concur with the results of the thematic analysis where 
users indicated they felt the Leap condition had a smaller field-of-view and 
they could see the hands disappear as a result. Analysis of the scores given 
for the hands disappearing question on the “Sides Gesture” shows the Leap 
condition with an average score of 4.42 compared to an average of 6.63 for 
the MOT condition, indicating a significant improvement. These results 
demonstrate the improvement the additional MOT system functionality 
implemented provides, enabling users to exceed the tracking space with a 




Figure 6.21 - Average Total Gesture Scores for the Leap and MOT 
conditions 
 
The average scores for Learning, Ease and Satisfaction show very little 
difference between the two conditions. In the case of the Learning and Ease 
this is likely due to the two conditions using the same interaction approach, 
using a user’s hands for interaction. The similarity in the satisfaction results is 
likely due to a combination of the simplistic test environment and using the 
same interaction approach. The naturalness question showed a small 
improvement in favour of the MOT condition (34.21% compared to 31.92%). 
Based on the results of the thematic analysis this is likely due to visual 
appearance of the hand which had been described as “terminator-ish” limiting 
the natural feeling of the interaction despite the much more positive feedback 




The questions relating to the beaker translation task showed a small 
improvement in favour of the MOT condition (32% compared to 30%). Analysis 
of the thematic analysis showed participants liked the mesh conformation 
systems effect on the appearance of the virtual hand. However, a few 
participants did report issues with the right hand’s conformation. Furthermore, 
the simplicity of the task and the identical object interaction mechanics will 
have resulted in the only difference between the two conditions being the mesh 
conformation system. 
The circles gesture shows the Leap condition to outperform the MOT condition 
(40.67% compared to 33.75%). Based on the feedback received and the 
thematic analysis, this is likely due to the sensitivity of the interpolation system 
introducing slight elements of the lag, most commonly in the right hand. As 
further discussed in section 6.4.5, this occurred due to participants hands 
repeatedly exceeding the sensors field-of-view causing the interpolation 
system to be triggered each time to smooth out any noisy data. 
A Spearman's rank-order correlation was run to assess the relationship 
between the questions. There was a statistically significant strong correlation 
between almost all the questions except for the circle gesture which showed 
no correlation with any of the other questions. The ‘Naturalness’ questions 
showed significant correlation with “Satisfaction”, “Ease” and “Learning” 
indicating more natural interaction provides users with the familiarity of real-
world interactions thus leading to a more intuitive and satisfying experience. 
Analysis of the results shows most of the questions strongly correlate with 
many having significance of p<.01. The complete results of the spearman 
correlation test can be found in Appendix 15. 
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A paired samples t-test was run to determine whether the mean difference 
between the two conditions was statistically significant. The results of the test 
show a statistically significant difference between the two conditions for the 
circles, occlusion, away and reaching gesture questions. The other sections 
showed no statistically significant difference. The results show field-of-view 
and occlusion to be the greatest factors in user experience, with gestures that 
tested these aspects of the two conditions demonstrating statistically 
significant differences. Table 6.23 shows the results of a Paired-Samples T-
test conducted using the results of the gesture questionnaire. 





6.4 – Thematic Analysis 
Interview results and observations were transcribed by the main investigator 
and an analysis carried out in line with the six phases of Thematic Analysis as 
proposed by Braun and Clarke (2006). Four main themes and seventeen 
subthemes were identified. Figure 6.22 shows an overview of the themes, 
structure and relative code distribution within each theme. The diagram 
showing the breakdown of percentage subtheme coverage within a theme was 
generated in NVivo 11, software used as part of the presented thematic 
analysis. To validate the themes an inter-rater reliability test was conducted 
using Cohen’s Kappa with a scoring of 0.79, indicating substantial agreement 
(Stephanie, 2014). As per the guideline suggested by Lombard et al (2002), a 
sample size of three (25%) was randomly selected for the inter-rater reliability 
testing. 
 
Figure 6.22 - Code distribution of the final themes and subthemes (Top Left – 
Emotional Experience, Bottom Left – Hands, Top Middle – Miscellaneous, 




Emotional experience focuses on the participants psychological feelings 
towards the experience. Miscellaneous explores participants comments on 
improvements that could be made or future experiences. Realism summarizes 
participants thoughts on the degree to which the simulation and interaction 
techniques replicate real world interactions. Usability summarizes participants 
thoughts on the ease and manner of interaction. The coding distribution of the 
themes indicates that participants main topic of discussion included feelings 
of the naturalism, realism and the hands tracking. In the following subsections, 
the main thematic themes that emerged are analysed. 
6.4.1 – Emotional Experience 
Analysis of the interviews shows that participants generally considered the 
MOT system to provide the more consistent experience of the two interaction 
conditions. A few participants made minor comments regarding the weight of 
the HMD and the Vive controllers positioned on their arms, “quite heavy [VR 
controllers on arm], well you know reasonably heavy”. The weight of the HMD 
could be due to the additional weight of the leap sensors and bracket. 
However, none of the participants explicitly stated this or indicated that the 
bracket had any effect on the VR experience. The Leap condition was found 
to provide a smaller field-of-view with the hands quickly dropping off as they 
move away from the optimal tracking area. In contrast the MOT system was 
found to have a much wider field of view, maintaining its accuracy over a larger 
area, “so like here, I’ve lost them but I’m expecting to see them about here”, 




During experimentation, several participants pushed the systems to see if they 
could break them, performing gestures such as interlocking fingers, “I wanted 
to see what I could do with them so I was like crossing my fingers and seeing 
how they responded and stuff like that”. The MOT system was able to detect 
the hand occlusion and present the user with inferred hands to ensure the 
virtual hands did not disappear and allow the user to perform the gesture/pose.  
The results show the effectiveness of the occlusion detection system at 
detecting hand occlusion while performing complex gestures/poses and 
triggering the inferred hand pose system before the tracking data becomes 
unstable. Furthermore, the results show the effectiveness of the stability 
detection system with inferred hands used until the tracking data had 
stabilized.  
The combination of the occlusion detection system, stability detection system 
and the inferred hand pose system, enabled users to perform complex poses 
resulting in data instability with a consistent user experience. Overall, 
participants found both conditions engaging due to the ability to interact with 
their hands, “it was a nice change of pace to be honest to actually feel like I’m 
just using my own hands rather than holding a controller”. 
6.4.2 – Hands 
Participants reported the Leap condition as providing a sense of slightly higher 
accuracy when the hands are within the optimal tracking area, “I found it was 
better, I found it like the interaction just to be a little better, a little bit crisper, 
maybe a little bit more precise”. However, as with the field-of-view, the 
accuracy quickly dropped off as the hands moved away from the optimal 
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tracking area resulting in the hands disappearing. In contrast, the MOT system 
had slightly lower accuracy in comparison within the optimal tracking area but 
maintained its accuracy over a larger area, “at one point I was adjusting the 
strap on my wrist here and I was moving my fingers and it [MOT] registered 
that I was moving my finger so, I think that was very good cause I could see 
that”. These results show the effectiveness of both the stability detection and 
interpolation systems at supporting the aggregation process to provide a more 
consistent and stable experience. 
The MOT systems inferred hand pose system was heavily praised with 
participants commenting on the fact that they could always see their hands, “I 
had taken for example, for granted that the other hands [MOT] yeah, the other 
hands [MOT] were always just there”, “…in the first version [MOT] upon 
entering the periphery and being seen I can see the previous hand but with 
this version [Leap] I see nothing but then my real hands pose”. In contrast the 
Leap condition was reported by some as being rather intermittent “they kept 
disappearing on me, as soon as I looked up even an inch, one or two hands 
would disappear, so my perception was that their presence was very 
intermittent”. These results show the positive effect the inferred hand pose 
system had on creating a consistent user experience. Furthermore, the results 
show the improvement the use of the extended functionality provides to the 
inferred hand pose system. The extended functionality enabled instability or 
invalid hands to be detected with the hands smoothly transitioned to an 
inferred pose for a consistent experience. This provided the user with hands 
that could always be seen. 
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For both conditions, some participants suggested that a more realistic hand 
appearance along with the addition of an arm model would help the hands feel 
more connected and immersive. As opposed to seeing “two hands floating 
around” which were described as feeling “terminator-ish”, “you haven’t exactly 
got a skin on them to make them look like real hands” or resembling that of a 
Gorillapod tripod. Research such as that of Lugrin et al (2015) has shown user 
sensitivity to virtual arm appearances with participants often complaining if the 
arm length did not match. However, Tran et al (2017) showed no significant 
difference in user perception of “hand only”, “hand and forearm” or “hand and 
entire arm”. Furthermore, the results showed “hand only” to significantly 
outperform an entire arm representation and often the forearm representation. 
Lin & Jörg (2016) concur with Lugrin et al (2015) on user sensitivity to 
appearance with their results indicating sensitivity as the appearance 
becomes more realistic. 
Participant feedback concurs with the results of research of Lin & Jörg (2016), 
Lugrin et al (2015) and Tran et al (2017). The feedback shows most 
participants found the hands to be an engaging experience with the 
appearance of the virtual hand representation having little impact. Some 
participants suggested a more realistic hand representation would provide a 
more immersive experience. However, research suggests that virtual hand 
appearance is subject to the Uncanny Valley effect with hands that are too 
realistic having a negative impact. The Uncanny Valley hypothesis suggests 
that more human characteristics equal more acceptance up to a certain point 
after which there occurs a sudden dip in response due to subtle imperfections 
of appearance and/or movement. 
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6.4.3 – Realism 
The natural movement used by both conditions to control the respective virtual 
hand representations was praised for feeling natural and intuitive with many of 
the real-world movements replicated, “my instinct was the exact movement to 
do or what expected to do, what you expected me to do was exactly what was 
natural to me”. However, in both conditions participants stated that the virtual 
hand representation had led them to believe that they would be able to interact 
with finer control than that which was available in the simulation, “as I say I 
struggled with the fine control in terms of getting the accuracy compared to the 
real world in terms of how much movement do I have to put in”. The extended 
MOT system functionality provided users with a smoother, more consistent, 
and stable experience. However, neither condition provided users with the fine 
hand control the virtual hand representation had led them to assume. The fine 
control the MOT system provides is an area for further work and improvement. 
Participants reported issues with hands disappearing in the Leap condition, as 
they approached the edges of their field-of-view and when the two virtual hand 
representations were in proximity or interacting with each other, “it did lose of 
track on the very edges my hands disappeared”, ”the fact that the hand 
underneath was disappearing it was not tracked perfectly”, “if I did bring my 
two hands together it was a problem” . In contrast the MOT system enabled 
users to intersect fingers and occlude hands due to the occlusion detection 
system working with the inferred pose system to ensure a virtual hand was 
displayed. Participant feedback indicates the occlusion detection system and 
stability detection system provide an effective approach to handling their 
respective issues. As previously discussed in section 6.4.1, the occlusion 
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detection system enabled participants to perform complex and natural, two 
handed interactions such as interlocking fingers. The stability detection system 
combined with the increased field-of-view through aggregation enabled users 
to explore the full tracking range of the sensors with consistent hand tracking. 
Participants felt the object interaction mechanisms were a bit un-realistic partly 
due to the simplicity of the interaction. However, the mesh conformation 
system received positive feedback with users enjoying the natural looking 
grasp pose “ah there we go, see that’s what I wanted to see [hand conforming 
around beaker], that’s better”. During the Leap condition, some participants 
experienced issues with the beaker pouring task, as they were unable to see 
their virtual hand and therefore were uncertain on whether the fist gesture was 
being performed, “the fingers were disappearing into the beaker I couldn’t tell 
whether the hand was around the beaker whether the fingers were in the right 
position to hold it”. A few participants experienced issues with the MOT 
systems right-hand deforming when attempting to conform around the beaker, 
“the right had severe issues whereas the left sort of snapped on and then I 
was able to tilt it anyway that I wanted to whereas the right was just sort of like 
rubber banding everywhere”. The left hand was reported as conforming 
perfectly, with the right hand sometimes taking a few attempts for it to conform 
correctly. 
The object controls implemented into the virtual environment used a simplistic 
design as detailed in Appendix 11. Some participants reported the object 
controls as being too simplistic compared to what they were expecting and 
stated a preference for the object interactions to use more realistic and 
complex controls. In addition, some participants reported frustration with the 
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virtual object controls due to the automatic handling once near the required 
setting, “some of the interactions it seemed that they were almost scripted like 
if it were to turn a dial as soon as I approached it”. 
6.4.4 – Usability 
One of the big factors affecting usability was tracking stability, with the single 
Leaps disappearing hands found to be rather frustrating, “they would often 
disappear, and I would have to wiggle my fingers for them to come back”. In 
the case of the MOT system, the inferred hand pose system would provide the 
user with a virtual hand representation. However, sometimes the 
representation provided would not perfectly align the orientation of the users 
hand, “well the one thing that surprised me is that they did seem to flicker like 
when I was trying to press the buttons on the right, I was like this [pointing with 
palm down] and the virtual hand was like this [pointing with palm up, slightly 
off his hands rotation] and I would have to shake my hand a bit and it would 
sort of flicker back into place”.  
The results show that the inferred hand pose system is effective in providing 
the user with a virtual hand representation. However, the tracking information 
from the Vive tracking system and the inferred hand pose are not suitable for 
all scenarios. Participants who had VR experience identified the functionality 
of the inferred hand system stating that they noticed it appeared to be 
presenting either the previously valid hand or an approximation. In the case of 
most participants, the presence of a non-interactable virtual hand 
representation was found to cause a minor sense of confusion. However, all 
participants reported the disappearance of virtual hands in the Leap condition, 
with most finding it frustrating, particularly when trying to interact with a virtual 
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object. The results show that having a non-interactable virtual hand is effective 
in providing a consistent user experience. However, its effects are limited to 
purely visual representations and basic object interaction, using the inferred 
hand pose and mesh conformation systems. Furthermore, the results show 
the limitations of the motion controller tracking data with it unable to detect 
real-time changes in hand orientation. This can result in a discrepancy 
between the orientation of the inferred and live hand, resulting in the user 
having to compensate. 
Participant feedback has also shown that the weight and mounting of the 
controllers can result in them moving on the user’s arm. This can result in a 
discrepancy in virtual arm length until the user’s hands are within the required 
proximity of the optimal tracking position and the arm length is re-calculated. 
Some participants reported the movement of the trackers to be annoying as 
they had to re-adjust them. In addition, some participants reported finding the 
trackers to be “a bit heavy” on their arms, particularly towards the end of the 
experiment. 
The occlusion detection system was shown to be effective in providing an 
inferred virtual hand representation during periods of occlusion. However, as 
a virtual hand was rendered, participants presumed it was fully interactable 
and thus participants reported feedback such as “they didn’t disappear but the 
bottom one isn’t functioning” and “top hand is fine but once again the bottom 
hand, glitchy, it doesn’t disappear but it’s not moving really”. 
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6.4.5 – Thematic Discussion 
The results of the thematic analysis show participants found the MOT system 
to provide a more consistent experience. Participant feedback indicates the 
MOT system addresses the key issues of field-of-view, occlusion and stability 
with accuracy partially addressed. Participants reported the Single Leap 
condition as having a smaller field-of-view often resulting in the virtual hands 
disappearing when participants expected to see them. The smaller field-of-
view quickly became apparent during general movement with feedback such 
as “so like here, I’ve lost them but I’m expecting to see them about here” while 
the MOT system was reported as “always being there”. The single Leap 
condition were reported as feeling more precise when the hands were within 
the optimal tracking area. However, the smaller field-of-view resulted in the 
accuracy quickly decreasing as the hands moved outside the optimal tracking 
area. 
In contrast the MOT system was found to maintain accuracy over a wider field-
of-view but have slight latency in comparison due to the interpolation system. 
The results show the interpolation system was effective in smoothing the 
transition/synchronization to the live tracking data from a motion-controlled 
hand. However, the real-time detection of “jumps” in tracking position and the 
automatic angle interpolation was found to be “sensitive” with some users 
experiencing periods of slight latency. The main occurrence was during the 
circles gesture as part of the Standardized Gesture Evaluation Test where the 
hand would frequently partially exceed the sensors field-of-view, triggering 
interpolation and an inferred hand. 
279 
 
The inferred hands system was found to be successful in ensuring the user 
consistently had two virtual hands. However, an issue highlighted by several 
participants was the perceived control over the inferred virtual hand, due to 
believing it was their hand being tracked. In contrast, while the disappearance 
of the virtual hands during the single Leap condition was found to be 
frustrating, if the hand was visible it was generally controllable. The results 
show that an inferred hand provides a more consistent user experience, 
displaying a visual representation and handling basic object interactions. 
However, the absence of presumed control can have minor negative effects 
on a user’s experience during complex interactions. 
One of the general issues identified with both interaction conditions was the 
visual appearance and functionality of the virtual hand representations. 
Participants reported the virtual hands as resembling “a terminator” with their 
robotic appearance and the lack of an arm resulting in two floating hands to 
feel a bit un-natural. Furthermore, the ability to see virtual hands within the 
simulation led some participants to report that the fine control they had 
anticipated was not present.  
However, it should also be noted that this could be down to the rather simplistic 
nature of the object control implemented within the simulation. The results 
indicate the simplistic design of the object interactions (detailed in Appendix 
11) did not provide sufficiently complex interactions to fully evaluate the 
dexterity of the interaction conditions. Furthermore, the un-realistic nature of 
the object interactions limited the user’s sense of immersion despite the 
naturalness of the interaction, due to the perceived level of fine control the 
appearance of the virtual objects provided. 
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6.5 – Complexity Analysis 
The MOT system is designed to run at more than 90FPS as previously 
discussed in Chapter 3. The Leap Motion sensors used can provide tracking 
data in excess of 200FPS (Han & Gold, 2014). The constant stream of data 
provided to the MOT system and greater FPS of the sensors ensures the most 
recent tracking data is used. Furthermore, tracking frame data is always 
available for the MOT system to process. This results in minimal latency within 
the system, such that it is not perceivable to users during simulation 
experiences. The low latency and thus imperceptible effect have been shown 
during both developmental testing and in both phases of experimentation with 
participants not reporting any issues regarding tracking latency. 
The MOT systems components process all hands of the current tracking data, 
applying the same processes to each hand. The results of the complexity 
analysis in Table 6.24 show the linear fashion of the MOT systems processing, 
with the processing required increasing with each additional hand. As most of 
the MOT systems components processing is linear, based on the number of 
hands available, the MOT system should scale well. As previously discussed 
in section 3.4, the data aggregation system processes B frames for each of 
the A sources, with three frames used per the results of developmental testing. 
Table 6.24 shows the data aggregation system to have a complexity of O(AB), 
meaning the running time approaches being linearly proportional to AB, as the 
system can support more than two sources with more than three frames for 
each. As previously discussed, three frames were determined to be the 
optimal number of frames, therefore the complexity of the data aggregation 
system can be simply presented as linear or O(N). 
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As detailed in Appendix 10, the mesh conformation system was modified 
during the development of the extended functionality to improve performance. 
The mesh conformation system was modified to calculate the surface position 
for the metacarpal bone of each finger F with the remaining bone positions 
determined mathematically. The jagged array is then used to process each 
triangle T that uses the identified vertex to find the position on the surface of 
the object, closest to the given position. Table 6.24 shows the complexity 
analysis for the mesh confirmation system for the creation of the data 
structures with processing and just the processing if the data structures were 
previously created. The first step in the mesh conformation system is the 
creation of a jagged array using the mesh triangle data. The process of 
creating the jagged array involves iterating over each triangle (a) to determine 
how many times each vertex is used. Each vertex is then iterated (b), creating 
the empty jagged array structure using the vertex usage counts to determine 
array size. The triangles are then iterated over again (a) and the jagged array 
is populated, resulting in a complexity of O(a + b + a). Once the jagged array 
has been created, the Kd-Tree is created using the vertex data, with the 
creation of the Kd-Tree taking O(log(n)). Finally, each finger (f) is iterated with 
the Kd-Tree accessed to find the closest vertex log(n), with the resulting 
triangle array accessed from the jagged array O(1) and iterated to triangulate 
the closest surface position (t). This results in the complexity of O(f * log(n) * 
t).  
However, as also shown in Table 6.24, if the jagged array and Kd-Tree have 
previous been created, the complexity of the mesh conformation system is 
reduced. The previously discussed process is used with each finger (f) 
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iterated, getting the closest vertex log(n), accessing the jagged array to get 
the triangles for that vertex O(1) and then processing the triangles (t) that use 
it to calculate the position. 
Table 6.24 - Complexity Analysis (Time) for the MOT system components 
MOT System Component Big O Notation 
Data Processor O(n) 
Data Aggregation System O(A * B) 
Deep NN Validation System O(n) 
Post Aggregation System O(n) 
Occlusion Detection System O(n) 
Vive Arm Tracking System O(n) 
Stability Detection System O(n) 
Inferred Hand Pose System O(n) 
Mesh Conformation System O(a + b + a) + O(log(n)) + O(f * log(n) * t) 
or 
O(1) + O(f * log(n) * t) 
Interpolation System O(n) 
 
As previously discussed, the mesh conformation system uses a Kd-Tree and 
Jagged array. Table 6.25 presents a complexity analysis of the data structures 
used in comparison to alternative approaches. Analysis of the performance of 
a Kd-Tree in comparison to alternative approaches such as a B-Tree shows 
similar performance. While alternative approaches such as brute force by 
processing every vertex in the mesh array grows linearly, resulting in 
increasing processing times.  
The jagged array used requires three iterations the first to determine the 
structure of the two-dimensional array by processing each triangle and 
counting how many times each vertex is used. The second iteration is used to 
create the two-dimensional array to the required sizes. The third iteration 
processes each triangle and stores the triangle number in the jagged array 
under the appropriate vertices. An alternative approach using a dictionary of 
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lists would require each triangle to be processed. For each triangle the 
dictionary would have to be examined to check whether the corresponding 
vertex key existed. Finally, the triangle number would have to be appended to 
the end of the corresponding vertex list. The complexity of the dictionary 
approach would require more processing than that of the jagged array used. 
Table 6.25 - Complexity Analysis (Time) for Data Structures used within the 
Mesh Conformation System and Alternatives 
Data Structure Access Type Big O Notation 
Array Write O(n) 
Array Read O(n) 
Kd-Tree Write O(log(n)) 
Kd-Tree Read O(log(n)) 
B-Tree Write O(log(n)) 
B-Tree Read O(log(n)) 
Binary Search Tree Write O(n) 
Binary Search Tree Read O(n) 
   
Jagged Array Used Write O(a + b + a) 
Jagged Array Used Read O(1) 
Dictionary of Lists Write O(t * v * a) 
Dictionary of Lists Read O(1) 
 
6.6 – Discussion 
Analysis of user feedback collected during the Chemical Engineering 
simulation showed the MOT system to provide the most natural and engaging 
experience. The results of the simulation questionnaire showed the single 
Leap condition to outscore the MOT system in all other questions. However, 
the results of the quantitative analysis, specifically the tracking data logs, 
disagrees with that of the questionnaire. Analysis of the hand tracking data in 
sections 6.2.1 and 6.3.1 shows the MOT system to produce significantly more 
valid hand data than the front-facing sensor. As a result, the total period in 
which tracking data was not available was significantly reduced, with any 
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missing hands handled via the inferred hand pose system. The poor validity 
and resulting long periods of time without hands achieved by the front-facing 
sensor will have resulted in hands disappearing during the single sensor 
configuration simulation experience. However, this is not reflected in the 
questionnaire feedback provided. The tracking data was logged for each frame 
of the simulation to provide a reliable analysis of the user experience. While, 
the questionnaire is based on the user’s perceived experience and thus the 
tracking data provides a more accurate representation of the experience. 
Based on the questionnaire feedback and the tracking performance of the two 
conditions, it can be concluded that the intricacy and complexity of the 
simulation task kept users focused on the simulation. This resulted in many of 
the issues within the single sensor configuration and solutions presented in 
the MOT system being unperceived. Thus, resulting in the poor perception of 
the two interaction conditions. Based on user feedback and the 2.08% 
difference in mean Likert score for the naturalism question, it can be concluded 
that the un-realistic appearance of the hands was a limiting factor in both 
conditions. 
The results of the gesture questionnaire analysis support the hypothesis that 
the intricacy and complexity of the simulation diverted user focus. The results 
showed the MOT system to outperform the Leap condition in most categories. 
Furthermore, the results showed the effectiveness of the additional MOT 
system functionality. The average scores for the hand occlusion gesture 
showed the effectiveness of the occlusion detection system at handling self-
occlusion to provide a stable and consistent experience. The MOT system saw 
a 93.8% score increase compared to that of the single front-facing sensor 
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condition. The results of the qualitative analysis concur with participants 
reporting hand stability in the MOT condition with the bottom hand remaining 
in position and visible. However, in the single Leap condition, the bottom hand 
is reported as frequently disappearing with both hands disappearing on some 
occasions.  
The results presented concur with those of the research previously discussed 
in Chapter 2, demonstrating hand to hand interaction to be a significant factor 
in occlusion. In addition, the results concur with research such as that of Jin et 
al (2016), Marin et al (2014), Clark and Moodley (2016) and Zou, et al (2019), 
showing the use of multiple sensors to reduce the effects of occlusion. The 
presented solution contributes to the answer of one of the research questions 
showing that multi-sensor data aggregation can improve optical tracking by 
reducing the effect of occlusion. Furthermore, the results of the analysis 
comparing the performance of the two sensors, concurs with previously 
discussed research such as Shao (2016). The configuration of the 45-degree 
sensor reduces the effects of self-occlusion by proving more of a top-down 
view. This enables the user’s fingers to be tracked while the front-facing sensor 
is occluded by the back of the hand. The tracking validity analysis of the two 
sensors helps answer one of the research questions, showing the 45-degree 
sensor to be a much more effective configuration. 
Gestures that evaluated field-of-view limitation demonstrated the increased 
tracking range that the MOT system provides. Participants reported the Leap 
condition to have a smaller field-of-view with hands often disappearing still 
within view, while the MOT system was able to perform the gestures. The 
results presented concur with the previously discussed research such as that 
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of Shao (2016), Marin et al (2014), Pinto et al (2015) and Jin et al (2016) on 
the limitations of optical tracking field-of-view. Furthermore, the results show 
the effect of the optimal tracking area in optical trackers (Colgan, 2015) and 
the degradation of tracking data outside it, with hands disappearing while still 
within view. In contrast the MOT system was found to have a much larger field-
of-view firstly because of the aggregation process as suggested by research 
previously discussed in Chapter 2. Secondly, because of the stability detection 
system which was able to detect instability and trigger an inferred hand pose 
to ensure a consistent and stable experience. These results indicate the 
effectiveness of the interpolation and stability detection systems in creating a 
smooth and consistent experience. Furthermore, the results show the MOT 
system presents an effective approach to detecting and handling instability in 
optical tracking data. 
Participant feedback indicates users did not experience invalid or disfigured 
hands, other than the few issues with the right-hand during mesh conformation 
but a more realistic looking hand could improve the realism. The absence of 
invalid or disfigured hands demonstrates the effectiveness of the deep neural 
network-based validation system in comparison to the previous approach. 
Furthermore, the combination of the validation system and occlusion detection 
system was found to be effective in providing support for complex gestures in 
which hands can disappear or become deformed. Participants were able to 
perform gestures such as interlocking fingers without fingers being mis-




A paired-samples t-test indicated statistically significant difference between 
the two conditions in gestures addressing the key issues with optical trackers; 
specifically, circle, hand-over, away and reaching. The results show more 
extreme gestures that evaluate the key issues are more effective for evaluating 
interaction conditions, with no significant differences found in gestures 
effecting more subtle factors. The similar results for both conditions on the 
questions regarding satisfaction, ease and learning, suggests users evaluated 
the conditions in terms of hand-based interaction as opposed to the specific 
differences between the two conditions. 
The results of the tracking data validation tests concur with the pilot study 
conducted in the first phase of testing (section 4.3) showing the 45-degree 
sensor to provide more valid frames than a front-facing sensor. Furthermore, 
the results show the effectiveness of the MOT system in providing more valid 
tracking data using multiple sensors. Analysis from the results of the statistical 
analysis showed the MOT system to produce statistically significantly more 
valid frames than a front-facing sensor. In addition, the results showed the 
effectiveness of the 45-degree sensor in producing significantly more valid 
frames than a front-facing sensor. Linear regression showed the 45-degree 
sensor had a large effect on the MOT system data validity, compared to the 
medium effect of the front-facing sensor. 
The results of the tracking validity analysis show the MOT systems data 
aggregation approach significantly improves the validity of tracking data. The 
combing of sensor data through an aggregator enables even better tracking of 
users’ hands and more valid hands being presented to the user. These 
findings expand on that of Jin et al (2016) who demonstrated, in a non-VR 
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context, the tracking improvements of using an additional tripod mounted leap 
sensor in controlling a robotic arm. These results also concur with previously 
discussed research such as that of Jin et al (2016), Marin et al (2014), Clark 
and Moodley (2016) and Zou, et al (2019), showing the use of multiple sensors 
to improve hand tracking. Furthermore, the results answer one of the research 
questions, showing multi-sensor aggregation to improve the validity of optical 
tracking data. The tracking validity analysis of the two sensors helps answer 
one of the research questions, showing the 45-degree sensor to be a much 
more effective configuration. The next Chapter presents the conclusion of the 














Chapter 7 – Conclusion and Future Work 
7.1 – Conclusion 
This thesis has presented a hand-based interaction mechanism using optical 
tracking sensors and multi-sensor data aggregation to overcome the four main 
issues (occlusion, field-of-view, stability and accuracy) with optical tracking 
solutions. To address these issues, a hand-based interaction mechanism 
known as the MOT system, was developed. As part of the MOT system 
development, a custom 3D bracket was designed for additional sensor 
mounting. In addition, a real-time natural hand pose system that generates 
realistic hand interaction poses for a more realistic and immersive experience. 
Furthermore, the MOT system used a real-time occlusion detection, mesh 
conformation and deep neural network-based hand validation systems to 
provide a more natural and consistent user experience. The developed MOT 
system has been compared against traditional interaction approaches; 
specifically, single sensor setups, haptic gloves and motion controllers. 
The original aims and objectives of the thesis were as follows: 
• To identify and evaluate the relevant scientific literature, methods, 
tools and technologies to develop a critical understanding of the 
literature. 
• To design and implement a real-time tracking optical-based hand 
interaction approach using multi-sensor aggregation. 
• To evaluate the effect of different sensor positions and orientations 
on optical tracking data in factors including validity and stability. 
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• To evaluate the developed interaction approach against traditional 
approaches such as gloves and motion controllers at creating a 
sense of immersion and naturalism. 
• To evaluate the developed optical-based interaction approach 
against a single sensor configuration. 
 
The first aim was addressed by conducting thorough research into virtual 
reality, immersion & presence and hand-based input mechanisms. 
Researching both contact-based devices such as motion controllers and 
vision-based approaches using technologies such as optical-based trackers. 
Chapter two, the Literature Review, presents an analysis and discussion of 
background research, to place this research in an academic context and 
establish previous approaches. Research analysed has shown significant user 
preference for direct natural hand-based interaction providing users with 
higher degrees-of-freedom and a more engaging experience. Machine 
learning approaches, particularly neural networks have proven effective in 
gesture classification with finger angles one of the most effective hand 
features. However, such approaches cannot perform real-time recognition. 
The use of multiple optical tracking sensors can improve tracking accuracy 
and field-of-view, but the effect is limited in statistically positioned sensors due 
to hand and body occlusion during interaction. 
The second aim was achieved through the development of a Multiple Optical 
Tracking (MOT) System. The MOT system uses multi-sensor data aggregation 
along with; a custom designed 3D printed bracket, motion controller tracking, 
inferred hands pose system, mesh conformation, deep neural-network base 
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hand validation, stability detection system, interpolation system and an 
occlusion detection system, to address the current limitations of optical 
tracking. A detailed discussion of the designs for the sub-systems of which the 
MOT system is comprised can be found in Chapters three and five.  
As part of the development of the MOT system, different additional sensor 
positions and angles were evaluated using factors including hand validity and 
stability. During both phases of experimentation, the performance of a 
traditional front-facing sensor configuration was evaluated against a 45-
degree angled sensor. Experimental results showed the custom mounted 45-
degree angle sensor to produce significantly more valid hand data than the 
front-facing sensor. The phase two simulation experiment saw a 93% increase 
in hand validity between the two sensors when the validity of both hands was 
considered. The left and right hands saw a 60% and 35% increase, 
respectively. Furthermore, results of Linear regression tests showed the 45-
degree sensor to a large effect on the MOT systems hand validity with the 
front-facing having a medium effect. The completion of the third aim through 
the evaluation of different positions and orientations along with the results of 
the comparisons answers the second research question. The results show a 
45-degree sensor to be the most effective sensor configuration for optical-
based hand interaction in virtual reality. 
The fourth aim was achieved through the first phase of experimentation in 
which the MOT system was evaluated against motion controller and haptic 
gloves in a chemistry themed simulation. The experiment enabled user 
preference and the effect of each condition on a sense of immersion and 
engagement to be determined. Furthermore, the experimentation enabled the 
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strengths and weaknesses of both the MOT system and traditional approaches 
to be identified. The identified limitations were then used to improve the 
effectiveness of the MOT system during phase two. The results showed the 
MOT system to be the preferred interaction condition due to the more direct 
natural interaction. The results also showed the effectiveness of the 
aggregation approach with the MOT system producing significantly more valid 
hand data than both sensors. The results help to answer to the first research 
question showing multi-sensor aggregation can improve both the tracking field 
of view and the number of valid tracking frames produced. However, the 
results also showed that despite the increased field-of-view and number of 
valid tracking frames, the MOT system still had issues with occlusion and 
instability. 
The second phase of experimentation evaluated the MOT system with 
additional functionality implemented based on research and the results of the 
first phase of experimentation. In the experiment the MOT system was 
compared against a front-mounted sensor in both an educational VR 
simulation and gesture-based evaluation. The results further demonstrated the 
45-degree sensor offers the most effective sensor configuration with a 163% 
increase between the two sensors when considering the validity of both hands. 
The left and right hands saw a 43% and 55% increase, respectively.  
The evaluation of the MOT system in comparison to a traditional front-facing 
sensor configuration combined with the results of the first phase of 
experimentation provide an answer to the first research question. The results 
show how multi-sensor aggregation can improve optical-based hand tracking 
by increasing the field-of-view and the number of valid hand tracking frames 
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produced. The aggregation process has been shown to enable the MOT 
system to maintain high accuracy over its enhanced field-of-view. However, 
the aggregation systems averaging process results in slightly decreased 
accuracy within the optimal tracking area in comparison a single front-facing 
sensor.  
Furthermore, the completion of the fifth objective has shown that while multi-
sensor aggregation can improve hand validity, it alone is not sufficient to 
overcome the issues with occlusion and instability. However, the results of the 
evaluation of the extended MOT system show that multi-sensor aggregation 
combined with complex software can address the issues of occlusion and 
instability to provide a more consistent user experience. The effectiveness of 
the additional functionality is particularly evident in the gesture evaluation test 
with gestures such as that testing occlusion seeing a 93.83% increase in 
score. The research presented in this work has shown an effective solution for 
addressing the key issues with optical trackers through a multi-sensor and 
software solution. 
The results of the qualitative analysis showed the motion controller tracking 
and inferred hands pose system were found to be effective in providing a more 
stable and consistent user experience. The stability and occlusion detection 
systems were found to be effective in providing a consistent experience, 
detecting and handling invalid tracking data. The systems ensured stable hand 
representations even during challenging conditions such as hand occlusion. 
The mesh conformation system received positive feedback for its natural hand 
poses with only a few participants experiencing issues. Finally, the multi-
network based deep neural network validation system proved to be effective 
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in validating hand data in real-time ensuring users had a smooth and 
consistent experience. The use of multiple networks focusing on the natural 
movement range of a specific hand feature resulted in high accuracy without 
the limitation of a gesture vocabulary. 
7.2 – Research Limitations 
The results of the research presented in this thesis demonstrate the 
effectiveness of the MOT system design and answer the two research 
questions presented in Chapter 1. However, some limitations should be noted. 
Firstly, the second phase of experimentation compares the extended MOT 
system to a traditional front-facing configuration. This experimentation was 
performed to evaluate the effectiveness of the MOT systems design at 
improving optical-based hand tracking solutions through addressing the four 
key issues. However, the extended functionality was not evaluated against the 
controller and glove-based conditions used in the first phase of 
experimentation. An evaluation against the controller and glove conditions 
would have enabled the effectiveness of the additional functionality in 
improving the MOT system to be further evaluated. 
Finally, the two phases of experimentation provide statistically significant 
results to demonstrate the effectiveness of the MOT system at improving 
optical-based hand interaction solutions. Furthermore, detailed quantitative 
and qualitative analysis has been performed. However, the sample size of 
participants used in both phases of experimentation can be considered small, 
thus limiting the strength of the conclusions that can be drawn. 
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7.3 – Future Work 
The research presented in this thesis demonstrates the potential for a Multiple 
Optical Tracking (MOT) System, that uses multi-sensor data aggregation and 
additional functionality to provide a natural and consistent hand interaction 
experience. However, there are several areas that would benefit from further 
work. Participant feedback indicated the presence of the inferred virtual hands 
led them to presume they were controllable. The research presented in this 
work has shown inferred hands provide a more consistent experience. 
However, there is also a need for more interactive approaches that can provide 
a greater level of interaction during periods of invalid/missing data. Future work 
will look to add more intelligent approaches for inferred hands, to improve the 
user experience and interaction consistency. Future work will also look to 
significantly reduce the footprint of the motion controllers using technologies 
such as microcontrollers and infrared sensors. The depth sensor data provided 
by the Leap Motion sensors could be useful for occlusion detection, therefore 
future work will look at using the depth data in the occlusion detection system. 
Finally, future work will look to improve the sense of realism through exploring 
physics-based object interactions and controls for a more realistic and natural 
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Appendix 3 – Phase One Implementation Code 
3.1 – Data Aggregation System 
 






Figure 0.2 - Screenshot of the Code for averaging hands using the frame 





Figure 0.3 - Code for calculating the sensors overall weights 
 
3.2 – Hand Validation System 
 





Figure 0.5 - Code to determine if two bones are within range and within bone 
length of each other 
 




3.3 – Mesh Conformation System 
 
Figure 0.7 - Code to calculate the conformed bone position and modifiy the 










Appendix 4 – Vive Interaction System 
The HTC Vive controllers support several buttons, a trigger and a D-Pad to 
support a wide variety of simulation genres and enable developers to create 
innovative interaction techniques. Figure 0.8 shows an image of the HTC Vive 
controllers. The Vive based interaction mechanism uses the rear trigger to 
perform ‘grab’ and ‘release’ actions, with the trigger held down to continue 
holding the virtual object. One of the key aspects to the Vive’s interaction 
design was keeping its reliance on buttons to a minimum as it would reduce 
the natural feel of the controllers, potentially giving the hand-based 
approaches bias. In addition, buttons would not be available in the hand-based 
approaches, therefore their use would result in too significant a difference 
between the different approaches. 
 
Figure 0.8 - HTC Vive Controller (Front & Rear View) 
 
The entirety of the d-pad is used to toggle the dropper mode and the user 
interacts with the centrifuge UI by tapping the virtual buttons with the controller 
as if it were the user’s hand. The ‘Child of Controller’ approach as detailed in 
Appendix 9 was used for object interactions with the Unity plugin VRTK (Virtual 
325 
 
Reality Toolkit) used to aid in its implementation. In order to detect when the 
user has picked up and released an object, the VRTK events 
“InteractableObjectGrabbed” and “InteractableObjectReleased” were used 
respectively.  
In some cases, additional functionality is needed when interacting with a virtual 
object such as the pipette in the case of the ‘Chemistry Fun’ VR simulation, 
where the d-pad is needed to toggle the between pipette modes. During an 
“Object Picked Up” event, an event listener is added to the “Touchpad 
Pressed” event with it then removed during the “Object Released” event. This 













Appendix 5 – Manus Interaction System 
The Manus Gloves interaction system is a hand-based interaction system for 
VR that uses bend-sensor based gloves to integrate user’s hands into a virtual 
environment. The system comprises two Manus VR gloves; one for each hand. 
Figure 0.9 show the Manus VR gloves. 
The Manus Gloves interaction system was designed to support non-physics-
based interaction as with the other two conditions. The design of the Manus 
Interaction system and the non-physics-based interaction mechanism was 
influenced by elements of the MOT systems design; specifically, it’s interaction 
mechanics. The original mechanism for determining the hands state remains, 
however the subsequent functionality was changed. The Manus Interaction 
System used the same object interaction mechanism as the MOT system 
detailed in Appendix 11. During the update cycle of the Manus Interaction 
system object interactions are handled and the virtual hand representations 
are updated, by analysing the bend-sensor data. The interaction states (open 
or closed/fist) of the virtual hand representations are determined by comparing 
the bend sensor data against set thresholds. 
 




Appendix 6 – Chemistry Fun Simulation Design 
This section details the design of the ‘Chemistry Fun’ virtual reality simulation, 
the interactable objects and the three different task types; translation/rotation, 
two handed and virtual user interface (VUI), that are used within the simulation. 
Each of the interactable objects types are detailed, including their individual 
designs and any object-specific interactions that had to be designed, whilst 
ensuring the same level of control was available in all three conditions. 
Beakers 
In the simulation there are five beakers; four small chemical beakers and a 
larger “mixing” beaker. The four chemical beakers are dynamically assigned a 
chemical and fluid colour at run-time, with a label texture generated and 
applied to the beaker. The interaction for the chemical beakers follows the 
simple ‘grab’ and ‘release’ approach. To pour the chemicals, the beaker must 
be tipped and within proximity of the mixing beaker. The fluid levels on a 
beaker is adjusted while pouring by adjusting the z-axis scale to represent the 
increase of decrease in fluid. Once the beaker has been emptied, it snaps 
back to its original position and becomes un-interactable. 
Test Tubes 
In the simulation there a two test tubes; one for use with the centrifuge and the 
other for the Bunsen burner. In order to add or remove fluid, the pipette must 
be used. The interaction with the test tubes is minimal, predominantly 
consisting of translation tasks. They can be picked up and moved around the 
virtual environment to position them in either the Bunsen burner or centrifuge 




The pipette is designed to have a minimalist appearance with the end of the 
handle changing colour to represent its current state; suction or release. The 
pipette is used to transfer chemicals between beakers and test tubes for use 
in both the centrifuge and Bunsen burner. To prevent the user from making 
mistakes the pipette will not release a chemical into a container containing a 
different chemical and will not change state within interactive proximity of a 
container. In the hand-based techniques, the pipettes mode is switched by 
tapping on a cube on the end of the handle with the palm of the hand and in 
the case of the controller by clicking anywhere on the d-pad. Figure 0.10 
shows the virtual representation of the pipette dropper. 
 
Figure 0.10 – Dropper used in the simulation 
 
Centrifuge 
The centrifuge is designed to automatically load test tubes containing 
chemicals within proximity and present the user with a virtual UI to configure 
the machine. The user can adjust both the speed and duration of the spin cycle 
along with the necessary start button. The centrifuge UI uses a trigger-based 
interaction mechanic enabling the user to interact by tapping the virtual button. 
If the user has entered incorrect settings an error message is displayed on the 
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virtual UI informing them. Figure 0.11 shows the centrifuge virtual user 
interface. 
 




The Bunsen burner (seen in Figure 0.11 above) uses a trigger-based proximity 
mechanic with the heating process beginning once a test tube is placed near 
the flame. To provide the user with visual feedback on the process, a pop UI 
is displayed with a flame silhouette that slowly fills and turns green once the 
heating process has completed. 
Clipboard 
The clipboard is positioned on the back wall and presents the user with a 
series of instructions on how to complete the experiment. The clipboard is 





Appendix 7 - Hand Calibration System 
During the first phase of testing one aspect of the MOT system that users 
commented on was the extent to which they must close their hand for the 
system to detect their hand as closed and grab a virtual object. Some 
participants reported issues with their virtual hands picking up objects with 
their hand slightly cupped due to being detected as a fist gesture. 
In the phase one design detailed in Chapter 3, the MOT system used the Leap 
API to detect when a finger is extended, with a first gesture recognized when 
none of them are extended. To provide users with a more tailored and accurate 
experience, a new Hand calibration system was designed to replace the 
existing functionality, enabling the user to calibrate the system to their hands 
movement range. At the start of the simulation the user performs both a fist 
and open hand pose which are stored for calibration.  
The system is designed so that each frame all the bones in the MOT tracking 
data are iterated with the angle for bone calculated along with the angles of 
the same bone in the stored open and closed poses. To calculate the bone 
angle, the direction of the current and next bone are projected on planes 
(Figure 3.26) using the negative of the radial axis (blue axis in Figure 3.14) as 
the plane normal. The signed angle between the two projected vectors is then 
calculated. The calculated angle for the bone is then mapped from the range 
of the angles for the open and closed poses to the range of zero to one. Once 
all the bones have been processed, the total weight of all the bones in mapped 
to the scale of zero to one and compared against a set threshold (0.6 by 
default). The hand is classified as closed (fist) if the threshold is exceeded. 
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Appendix 8 - Tracking Data Debugging Tool 
During the final stages of development, debugging the MOT system became 
increasingly difficult due to the Unity Gizmos tool only being able to display a 
single frame (the frame I pause the editor on) with the hand renderings of the 
different stages of the update cycle overlaid.  
To aid development, a tracking data debugging tool was developed that can 
store the hand data at different stages of the MOT update cycle for each frame 
as separate render layers that can be toggled providing much greater control 
and depth of information. All the data is stored in a timeline that can be scrolled 
through to visualize the data at any point since runtime. The hand data is 
rendered using the Unity Gizmos tool, enabling the simulation to be paused 
within the Unity editor, preventing further data logging while still allowing the 
tool to be used. 
A custom inspector window was designed to provide an easy to use interface 
for the tool (Figure 0.13), such as the timeline slider at the top of the interface, 
with next and previous buttons available for frame by frame analysis. Both the 
left and right hand can be analysed but to limit performance requirements, only 
one hand can be rendered at once, with the current hand selected via a drop-
down menu. Figure 0.12 shows the tool in use with three layers enabled for 




Figure 0.12 - Photo of the Tracking Data Debugging Tool in use 
 
As the default Unity console can become quite cluttered with debug messages 
which cannot be linked to a given frame, the inspector features a console 
output at the bottom. The console displays any messages logged with the 
select frames hand data to provide additional debugging information. Finally, 
two buttons can be used to jump back-and-forth between errors logged in the 
tools console output, making error finding easier. The combination of the error 
jumping and frame-by-frame searching makes it easier to track down errors by 
jumping to the next error and then analysing the previous and post error 









Appendix 9 – Phase Two Implementation Code 
 
Figure 0.14 - Code to calculate angles between the bones and normalize 





Figure 0.15 - The code to generate invalid hand data for training the upper 





Figure 0.16 - Screenshot of the Neural Network Code using TensorFlow and 





Figure 0.17 - Code to load a saved Deep Neural Network model in the 
simulation at runtime 
 
 










Figure 0.20 - Code to determine hand validity using a weighted average of 










Figure 0.22 - Code to check whether a ray intersects with the planes of the 
geometry 
 




Figure 0.24 - Code to determine if there is an intersection between custom 





Figure 0.25 - Code to calculate the percentage difference between two 
hands 
 










Figure 0.28 - Code to automatically begin interpolation as the Vive tracking 
system controlled virtual hand representation re-enters the users view 
 
 










Figure 0.31 - Code to determine if two positions are within a set radius of 





Figure 0.32 - Code to perform interpolation of a vector 
 
 





Figure 0.34 - Code for hand position interpolation 
 
 





Appendix 10 – MOT System Phase Two General Improvements 
During the second phase of development, a few modifications were made to 
the MOT system to improve performance and streamline the system. In 
addition, a few small bugs were fixed. One of the first improvements made was 
the implementation of a pose caching system to improve the performance of 
the system when using inferred hand poses such as during periods of invalid 
data. In the original implementation the hand pose would be loaded from a file 
each time the hand was requested, which could potentially be multiple times 
during an update cycle. The pose caching system loads all stored poses at 
runtime and serves copies of the poses upon request, providing a small but 
significant performance improvement. 
To support the implementation of the functionality detailed above by providing 
access to the required data, a new external client application was developed 
using the Unity3D engine. The new client application was developed using the 
code from the original Win32 C# client application, with the Unity Leap API 
providing more data and functionality than the Leap C# API. 
Based on the feedback received during phase one of experimentation, the 
mesh conformation system was extended to also support the conformation of 
the real-time tracking data. The conformation system conforms virtual finger 
representations upon intersection with the surface of a virtual objects mesh, 
with live tracking of the finger resumed when the live data indicates the 
intersection has ceased. This enables users to adjust their virtual finger 
positioning without having to release the object. 
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The sensor weighting system used in the data aggregator was extended to 
calculate a sensor weight for each hand as opposed to an overall weight for 
the sensor, enabling each hand to prioritize the sensor with the highest 
weighting for the given hand. In addition, with the change to a Unity3D based 
external client application, some of the computations such as calculating frame 
weighting were moved to the client application with the 
MultiLeapTransferPacket library extended to support the transfer of the 
additional data. 
Finally, the MOT system was refactored into more modular components for 













Appendix 11 – MOT Object Interaction Mechanic 
The MOT system uses the “Child of Controller” mechanic for object interaction, 
with a virtual object becoming a ‘child’ of the virtual hand representation while 
held, maintain the relative position and rotation observed when picking up the 
object. The current state (open or closed/fist) of the virtual hands is determined 
by analysing the extension state of each finger, with the hand state overwritten 
while the Vive tracking system is used. The ‘closed’ state requires at least 
three fingers to be positioned into a fist pose or the hand must be holding or 
within proximity of a virtual object in the case of Vive tracking control. 
In order to detect when a virtual hand is within proximity of a virtual object, the 
Unity3D physics trigger-based system is used that fires events when the 
collider of a virtual object intersects with that of the virtual hand representation. 
The virtual hands have sphere-based collider child objects that use Unity’s 
trigger system to detect these intersections with virtual objects and fire the 
events.  
The Unity trigger system uses three events for the start of the intersection, 
during and once the intersection has ended; specifically, ‘OnTriggerEnter’, 
‘OnTriggerStay’ and ‘OnTriggerExit’. During the ‘OnTriggerEnter’ event the 
hands state (open or closed/fist) is analysed to determine whether the object 
should be picked up. To pick up the virtual object it is parented to the collider 
object with which it has intersected. 
A script ‘TriggerBinder’, attached to the hands sphere collider is used to track 
virtual objects within proximity as detected by the Unity Trigger system, storing 
the objects in a list. During the MOT systems update cycle, the trigger binders 
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used for both the left and right hands automatically release any currently held 
objects if the hand is open (Figure 0.36) and remove them from the intersection 
list, along with any objects that are no longer within proximity. If the items were 
not removed from the intersection list, the user could perform a fist gesture 
and pickup an object not within its proximity. 
 
Figure 0.36 - MOT Trigger Binder Update Method 
 
The main interaction functionality is handled by the ‘LeapGrabber’ script which 
handles the ‘Child of Controller’ mechanic for a given hand, both grabbing and 
releasing virtual objects in accordance with the hands state. During the update 
cycle, if the hands state is closed, it is not holding an object and the 
interactable object is not held by the other hand, the ‘Grab_Trigger’ method is 
used to pick up the first object in the corresponding hands ‘TriggerBinder’ 




Figure 0.37 – Leap Grabber Update Grab Objects 
 
The ‘Grab_Trigger’ method is used to perform the ‘Child of Controller’ 
interaction mechanic, first storing the objects current parental hierarchy so it 
can be restored when the object is released. The object is then made a child 
object of the hands trigger binder and the Unity3D physics system is instructed 
to ignore any further collision or intersection detection between the object and 
the hands trigger binder. The physics system ignores further trigger event calls 
between the virtual hand and the object, as the hand will remain within 
proximity of the object, with the hand in a closed state, resulting in continuous 
physics event calls negatively impacting performance.  
In the hand open state, the “ReleaseItems” function is used to release any 
objects held by the hand, with each objects parent hierarchy restored and the 
“WaitUntil” coroutine used to ensure the hand has moved out of proximity 
before the physics system recognises trigger events calls. The “WaitUntil” 
coroutine is used to prevent the user immediately picking up the object again 
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in the next update cycle due to minimal time difference between frames, 
resulting in the hand still positioned within proximity of the virtual object, while 
in the closed state (Figure 0.38). The “WaitUntil” yield instruction will prevent 
the coroutine from continuing to execute until the supplied delegate evaluates 
to true, which in this case means the distance between the virtual object and 
the hands sphere collider exceeds a set threshold. 
 







Appendix 12 – Chemical Engineering Simulation Design 
In this section the detailed design of a Chemical Engineering based VR 
simulation is presented including the design of the interactable objects 
featured in the simulation. Additionally, the design of the interaction 
techniques/mechanisms for the virtual objects will also be presented. Finally, 
the design of the simulations scientifically accurate background systems will 
be detailed such as the management of fluid mixtures ratios and realistic 
temperature control using principles such as specific heat capacity along with 
Newtons Laws of Cooling. 
Fluid Storage 
The simulation features a mini-continuous distillation unit (MCDU) which is 
comprised of a series of tanks, cooling chambers, flow meters, pump, etc, with 
fluid being transferred both in and out of all of them. As each of the 
components of the MCDU would share common functionality, an object-
orientated programming approach was taken with the development of a 
‘FluidStorage’ class, supporting the transference of fluids both to and from 
multiple sources, whilst ensuring the component does not exceed a maximum 
fluid capacity. 
As the simulation was designed to replicate the real-world equipment as 
accurately as possible, the simulation would require scientific principles to be 
applied such as calculating the resulting temperature from two mixing fluids 
using the calculated specific heat capacities of the mixtures and equations 
such as Newton’s Law of Cooling. 
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Objects such as the pumps and flow meters were considered to have a 
negligible capacity in the context of the simulation, due to their high flow rate 
and the incoming liquid flowing in and straight out via a tube. To simulate the 
negative pressure acting on the flow of liquids throughout the system, the fluid 
storage class was designed to support a “middle-man” behaviour with fluid 
directly transferred from the input to output and reverse. For example, the 
pump that connects the pre-heater and large mixing tank, transfers any 
overflow in the pre-heater to the large mixing tank simulating the opposing 
pressure to the pump. 
Beakers 
In the simulation there is a beaker containing a pre-mixed solution of water 
and alcohol that the user must pour into the large mixture tank so that it can 
be pumped into the unit. Figure 0.39 shows the beaker the user must pour 
using a simple ‘grab’ and ‘release’ approach using the ‘Child of Controller’ 
mechanic as detailed in Appendix 11. To pour the solution, the beaker must 
be within proximity of the mixture tank and angled appropriately to pour, with 
a water particle effect displayed for positive feedback. Once the beaker has 
been emptied the pouring effect stops and the user can place the beaker back 




Figure 0.39 - Screenshot of the Beaker in the Chemical Engineering 
Simulation 
 
Mini-Continuous Distillation Unit Control Box  
To control the various features of the mini-continuous distillation unit and 
monitor variables such as boiler and heat exchanger temperatures, the user 
interacts with the control box. To adjust the power setting of the boiler and 
thereby its maximum temperature, the user interacts with a virtual UI. Figure 
0.40 shows the virtual user interface used to control the boiler power. 
 
Figure 0.40 - Render of the Mini-Continuous Distillation Unit Control Box 
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The control box uses a same trigger-based approach therefore to interact with 
one of the virtual buttons, the user must tap the virtual button. If the user has 
entered incorrect settings an error message is displayed on the virtual UI 
informing them. 
Levers 
The simulation features a series of levers as shown in Figure 6.1 which are 
used to control the flow of liquids around the unit. The levers inherit from the 
FluidStorage class and use the “middle-man” approach detailed in Appendix 
12. The levers can either control the flow or transfer the fluid to a selected 
output connection depending on the selected mode. In ‘Tap’ mode the lever 
acts as a toggle, transferring the fluid to the output (and any overflow back to 
the input). In ‘Selection’ mode, the lever is constantly transferring incoming 
fluids to the selected output connection (and any overflow back to the input). 
In ‘Selection’ mode, the selected output is determined using the levers rotation 
with each output connection selected at a set rotation +/- a 10-degree 
tolerance. The levers use the Unity3D hinge joint system to limit their rotation 
to that of the real-world equipment. 
To interact with the levers the user must perform a fist gesture within proximity 
of the lever, with the lever then moving with the user’s virtual hand 
representation by continuously pointing towards it. To stop interacting with the 
virtual lever the user must open their hand. 
Flow Control Valves 
The simulation features a series of valves which are used to set the flow rate 
of liquids around the unit using the “middle-man” approach with amount 
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transferred based on the set flow rate and overflow sent back to the input. The 
flow rate is determined by converting the current angle from its movement 
range to the flow range. To aid users, the flow meters feature an additional ball 
float (orange) to visualize the rate the user should set the flow rate to. Figure 
0.41 shows the four flow meters used within the simulation. 
 














Appendix 13 – Standardized Gesture Evaluation Questionnaire 
Gestures: 




1 2 3 4 5 6 7 Strongly 
Agree 
The hands tracked perfectly          
I did not observe any glitchy 
behaviour 
         
The hands were stable and 
reflected my own hands 
perfectly 
         
I felt in full control of the hands          
I did not perceive any lag or 
delay in the tracking 
         
The system never lost track of 
my hands 
         
 




1 2 3 4 5 6 7 Strongly 
Agree 
The hands tracked perfectly          
I did not observe any glitchy 
behaviour 
         
The hands were stable and 
reflected my own hands 
perfectly 
         
I felt in full control of the hands          
I did not perceive any lag or 
delay in the tracking 
         
The system never lost track of 
my hands 
         
 
3) Facing hands moving away (hands start near headset with palms facing and 
user slowly extends arms) 
 Strongly 
Disagree 
1 2 3 4 5 6 7 Strongly 
Agree 
The hands tracked perfectly          
I did not observe any glitchy 
behaviour 
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The hands were stable and 
reflected my own hands 
perfectly 
         
I felt in full control of the hands          
I did not perceive any lag or 
delay in the tracking 
         
The system never lost track of 
my hands 
         
 
4) Palms facing towards with fingers upwards, hands move to the sides out of 
view, then move back into view to the original position 
 Strongly 
Disagree 
1 2 3 4 5 6 7 Strongly 
Agree 
The hands tracked perfectly          
I did not observe any glitchy 
behaviour 
         
The hands were stable and 
reflected my own hands 
perfectly 
         
I felt in full control of the hands          
I did not perceive any lag or 
delay in the tracking 
         
The system never lost track of 
my hands 
         
 
5) Reaching gesture (move hand outwards and upwards, i.e. diagonally, as if 
reaching a shelf above) 
 Strongly 
Disagree 
1 2 3 4 5 6 7 Strongly 
Agree 
The hands tracked perfectly          
I did not observe any glitchy 
behaviour 
         
The hands were stable and 
reflected my own hands 
perfectly 
         
I felt in full control of the hands          
I did not perceive any lag or 
delay in the tracking 
         
The system never lost track of 
my hands 






6) Fist rotate around to different orientations 
a. Palm facing 
b. Thumb facing 
c. Fingers facing away 
d. Thumb facing upwards 
e. Palm facing 
 Strongly 
Disagree 
1 2 3 4 5 6 7 Strongly 
Agree 
The hands tracked perfectly          
I did not observe any glitchy 
behaviour 
         
The hands were stable and 
reflected my own hands 
perfectly 
         
I felt in full control of the hands          
I did not perceive any lag or 
delay in the tracking 
         
The system never lost track of 
my hands 
         
 
7) Moving beaker from left to right 
 Strongly 
Disagree 
1 2 3 4 5 6 7 Strongly 
Agree 
The hands tracked perfectly          
I did not observe any glitchy 
behaviour 
         
The hands were stable and 
reflected my own hands 
perfectly 
         
I felt in full control of the hands          
I did not perceive any lag or 
delay in the tracking 
         
The system never lost track of 
my hands 





1 2 3 4 5 6 7 Strongly 
Agree 
The hands tracked perfectly          
I did not observe any glitchy 
behaviour 
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The hands were stable and 
reflected my own hands 
perfectly 
         
I felt in full control of the hands          
I did not perceive any lag or 
delay in the tracking 
         
The system never lost track of 
my hands 





1 2 3 4 5 6 7 Strongly 
Agree 
The hands looked realistic 
while holding objects 
         
The hands behaved 
realistically 
         
Object interactions were 
realistic 
         
I did not have to limit my hand 
poses to perform actions 
         
I had full range tracking 
movement 
         
My movements were fully 
tracked 
         
My hands did not appear 
deformed 





1 2 3 4 5 6 7 Strongly 
Agree 
I am satisfied with it          
It is fun to use          
It works the way I want it to 
work 
         
It is pleasant to use          
I think that I would like to use 
this system frequently 
         
I thought there was too much 
inconsistency in this system 





Ease of Use: 
 Strongly 
Disagree 
1 2 3 4 5 6 7 Strongly 
Agree 
It is easy to use          
It is simple to use          
It is user friendly          
It is flexible          
Using it is effortless          
I don’t notice any 
inconsistencies as I use it 
         
I found the system 
unnecessarily complex 
         
I found the system very 
cumbersome to use 
         
I feel very confident using the 
system 
         
 
Ease of Learning: 
 Strongly 
Disagree 
1 2 3 4 5 6 7 Strongly 
Agree 
I learned to use it quickly          
It is easy to learn to use it          
I quickly became skilful with it          
I can easily remember how to 
use it 
         
I needed to learn a lot of things 
before I could get going with 
this system 
         
I would imagine that most 
people would learn to use this 
system very quickly 





Appendix 14 – Simulation Questionnaire Spearman Correlation 
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Appendix 15 – Gesture Questionnaire Spearman Correlation Results 
