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We obtain the specialization of monomial symmetric functions on the alphabet 
(a -h ) / ( l -q ) .  This gives a remarkable algebraic identity, and four new develop- 
ments for the Macdonald polynomial associated with a row. The proofs are given 
in the framework of2-ring theory. (~ 2001 Academic Press 
1. INTRODUCTION 
Dans l'6tude des fonctions sym6triques, le probl~me suivant est impor- 
tant en rue des applications. Si .1" est une fonction sym&rique et q une 
ind~termin~e, quelle est la valeur de f ( l ,  q, q2 ..... qN-l)? Pour la plupart 
des fonctions sym6triques classiques, cette "sp6cialisation" est connue 
depuis tr~s longtemps [ 1, 8, 9]. 
C'est le cas par exemple pour les fonctions de Schur, les sommes de 
puissances, les fonctions completes ou les fonctions 616mentaires. Darts ces 
deux derniers cas le r6sultat est connu depuis Cauchy (1843) et Heine 
(1847): on obtient les polyn6mes de Gauss. 
Cependant la sp6cialisation f ( l ,  q, q2 ..... q Jr-l) n'avait pas encore 6t6 
explicit6e lorsque fes t  une fonction sym&rique monomiale. C'est un des 
r6sultats de cet article. Plus g6n6ralement ous obtenons la sp6cialisation 
des fonctions sym6triques monomiales ur l'alphabet (a -b ) / (1  -q ) .  
11 faut souligner que nous pouvons donner deux formulations distinctes 
pour cette sp~cialisation. L'6quivalence de ces deux expressions produit une 
identit6 alg6brique multivari6e, difficile fi d~montrer directement, et qui 
pr6sente un int~r~t ind6pendant. 
Nos r~sultats ont 6nonc6s et d6rnontr~s dans le cadre de la thSorie des 
2-anneaux. Dans l'6tude des fonctions sym6triques, cette th6orie est une 
m6thode particuli6rement efficace, et pourtant peu utilis6e. Cet article en 
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pr6sente une nouvelle illustration. On trouvera dans [6] une autre 
application. 
Cependant nos r~sultats ont 6galement des liens naturels avec la 
combinatoire des permutations. On peut en donner une dbmonstration 
dans ce cadre, au moins pour la premi6re de nos formulations. 
La notion de "sp6cialisation" d'une fonction sym6trique st &roitement 
associ~e ",i celle de "modification" de cette fonction. Si q e t t  sont deux 
ind6termin~es, etf (X )  une fonction sym&rique ~valu~e sur l'alphabet X, 
on peut ainsi d6finir les fonctions sym~triques "modifi~es" . / " [X( I - t ) ] ,  
f [X / (  1 - q ) ] o u f [  X( 1 - t )/( 1 - q) ]. 
Lorsquefest  la fonction sym&rique compl&e h,, la fonction sym6trique 
modifi~e h, [X( l - t ) / ( l -q ) ]  (resp. h, [X(1 - t ) ] )  est le polyn6me de 
Macdonald Pc,)(q, t) (resp. le polyn6me de Hall-Littlewood Pc-J(t)) associ6 
• ~ la partition-ligne (n) [9]. 
Nos r6sultats permettent d'obtenir quatre nouveaux d6veloppements 
pour Pc,)(q, t). Nous explicitons ce d6veloppement sur les fonctions com- 
pl&es et 616mentaires classiques, d'une part. Et sur les fonctions compl&es 
et ~l~mentaires modifi~es, d'autre part. 
Donnons maintenant le plan de cet article. Les sections 2 et 3 pr6sentent 
nos notations et les 616ments de th~orie des 2-anneaux dont nous aurons 
besoin. Ces sections ont presque int~gralement reprises de [ 6 ]. Les sections 
4 ~ 6 d6montrent les deux formulations de notre r6sultat principal. La sec- 
tion 7 compare ces deux formulations, en d~duit une identit6 alg6brique 
multivari+e, et indique rapidement ses rapports avec la combinatoire des 
permutations. La section 8 montre que la sp6cialisation d'une fonction 
sym&rique monomiale sur l'alphabet (1 -  t ) / ( l -q )  est essentiellement un
polyn6me en q et t fi coefficients entiers positifs. Les sections 9 et 10 
introduisent les polyn6mes de Macdonald et donnent les nouveaux 
d6veloppements annonc~s. 
L'auteur emercie Alain Lascoux pour son aide amicale. 
2. NOTATIONS 
Une partition 2 est une suite d6croissante finie d'entiers positifs. On dit 
que le nombre n d'entiers non nuls est la longueur de 2. On note 
). = (21 ..... 2,) et n =/(2). On dit que J2l = ~7= v 2; est le poids de 2, et pour 
tout entier k/> 1 q ue m k (2)= card { j: )q = k} est la multiplicitO de k dans 2. 
On appelle part de 2 tout entier k tel que ink(2) ~ O. On pose 
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Soit Sym l'alg6bre des fonctions sym&riques. Nous choisissons les 
notations les plus r6pandues, c'est-~-dire c lles de [9], et non celles de [7], 
bien que celles de 1-7] soient plus adapt6es aux 2-anneaux. 
Soit A = {a~, a2, a3 .... } un ensemble de variables, qui peut ~tre infini 
(nous dirons que A est un alphabet). On introduit les fonctions g6n6ratrices 
E,(A)= I-I ( l+ua),  H.(A)= l-I l - -ua '  P~(A)= ~ l - -ua  
a~A aEA a~A 
dont le d6veloppement dSfinit les fonctions ym8triques klbmentaires ek(A ), 
complktes h k ( A ) et sommes de puissances Pk ( A ): 
Eu(A)= ~ ukek(A), Hu(A)= ~ ukhk(A), 
k~O k~>O 
Pu(A)= ~ Uk--lpk(A). 
k;)l 
Lorsque l'alphabet A est infini, chacun de ces trois ensembles de fonctions 
forme une base alg6brique de Sym[A ], l'algSbre des fonctions ym6triques 
sur A, c'est-/l-dire que chaque nsemble st compos6 d'616ments alg6brique- 
ment ind6pendants. 
On peut donc d6finir l'algSbre Sym des fonctions sym6triques, sans 
r6f6rence/l l'alphabet A, comme l'algSbre sur Q engendr6e par les fonctions 
ek, hk OU Pk. 
Pour toute partition/L, on d6finit les fonctions %, hu ou pu en posant 
l(p) 
L = 17 L, = I-I ./7 , 
i~ l  k~l  
oh j~ d~signe respectivement e i,h~ ou p~. Les fonctions eu, hu, pu forment 
une base lin6aire de l'algSbre Sym. 
On a 
e.-- ~ (-1) ~-t~'~p~, 
I~r =n Z~ 
I/AI =n 2p 
Pour toute partition /~, on peut d~finir les fonctions sym6triques 
monomiales m u et les fimctions de Schur s u, qui forment 6galement une base 
lin6aire de l'alg6bre Sym. La fonction sym~trique monomiale rot, est la 
somme de tousles mon6mes distincts ayant pour exposant une permuta- 
tion de/1. 
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Si Aet  B sont deux alphabets, on d+finit la somme A + Bet  la diff&ence 
A - B de ces deux alphabets en posant 
H,(A + B)=Hu(A) Hu(B), 
Hu(A - B) = Hu(A) Hu( B) -~, 
Eu(A + B) = E,,(A) Eu(B) 
E,,(A -- B) = Eu(A) Eu(B)-' 
(~) 
3. 2-ANNEAUX 
Nous allons utiliser le fait que l'anneau des polyn6mes poss~de une 
structure de 2-anneau. Un )~-anneau est un anneau commutatif avec unit+ 
muni d'op&ateurs qui v&ifient certains axiomes. Nous renvoyons le lecteur 
• ~ [3] pour la th+orie g+n&ale, et au chapitre 2 de [ 10] pour son applica- 
tion h l'analyse multivari6e. 
Nous n'utiliserons cette th6orie que darts le cadre 616mentaire suivant. 
Soit A = {al,az, a3 .... } un alphabet quelconque. On consid&e l'anneau 
R[A ] des polyn6mes en A ~t coefficients r6els. La structure de ),-anneau de 
R[A]  consiste h d6finir une action de Sym sur R[A] .  
3.1. Action de Sym 
Les fonctions Pk formant un syst6me de g6n6rateurs alg6briques de Sym, 
&rivant tout polyn6me sous la forme Y',c, v cU, avec c constante r6elle et U 
un mon6me en (a~,a2, a3 .... ), on d6finit une action de Sym sur R[A], 
not6e [. ], en posant 
PkI E cU] = E cUk. 
L C, U c, U 
Pour tous polyn6mes P, Q~ R[A]  on en d6duit imm6diatement 
pk[PQ] = pk[P]  Pk[Q], P~,[PQ] =Pu[ P] Pu[Q]" 
L'action ainsi d6finie s'&end "fi tout 61bment de Sym. Ainsi on a 
c, U c, U k c', U J C, U 
et aussi 
hk[P] = ( - 1) k ekl" -P ] .  (2) 
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On notera le comportement diff6rent des constantes c eR  et des 
mon6mes U: 
(3) 
pk[U]=Uk=hk[U] ,  e~[U]=O, i> l ,  e I [U]=U.  
ll est plus correct de caract6riser les "mon6mes" U comme 616ments de 
rang 1 (i.e. U:~0, l tels que ek[U] =0 Vk> 1), et les "constantes" e~R 
comme les 616ments invariants par les pk (on dira aussi ~16ment de type 
binomial). 
Lorsqu'on utilise la th6orie des 3~-anneaux pour d6montrer une identit6 
alg6brique, il est donc toujours n~cessaire de prkciser le statut de chaque 
blkment. Dans cet article nous n'utiliserons que des 616ments de rang 1. 
3.2. Extension aux s~ries.]brmelles 
On remarquera que s ia l ,  a2 ..... a N sont des ~l~ments de rang 1, alors 
p~Eal +a2+ ... +a , , ]  =af+a~+ ... +a~ 
est la valeur de la somme de puissances pk(a l ,  a 2 ..... aN). 
Pour tout alphabet A = {al, a2, a3 .... }, on note A* =Zia i  la somme de 
ses 616ments. Lorsque A est form6 d'616ments de rang 1, on a ainsi pour 
toute fonction sym~trique./~ 
f[ A ~] =.f(A). (4) 
En particulier si q est de rang 1, on a 
[ KI E Pk( 1, q, q2, q3 ..... qN-- 1) = Pk qi = Pk "-i--~--q J" i 
11 est done naturel de vouloir 6tendre raction de' Sym aux fonctions 
rationnelles/t coefficients r6els. Pour cela on pose 
(zcu  xcvk 
pk \Z  dr / -  Z dZ k 
avec c, d constantes r6elles et U, V des mon6mes en (al, a2, a3 . . . .  ). 
L'action ainsi d6finie s'6tend "fi tout 616ment de Sym. L'anneau des fonc- 
tions rationnelles (et plus g6n6ralement des s6ries formelles) fi coefficients 
r6els est ainsi muni d'une structure de 2-anneau. 
222 MICHEL  LASSALLE  
3.3. Formulaire 
Les relations fondamentales suivantes ont des cons6quences directes des 
relations (3). Elles sont par exemple d6montr6es darts [7]. Pour tous P, Q 
on a d'abord 
h,[P+Q]= ~ h,_k[P]hk[Q] 
k=0 
e,[P+ Q] = L 
k=0 
Soit de mani~re 6quivalente 
H~[ P + Q] = H~[ P] H.[ Q], 
H,[ P -Q]  =#,[P ]  H,[Q] -1, 
e,-k[P] ek[Q]. 
Eu[ P + Q] = Eu[ P] Eu[ Q] 
E~E P -Q]  = EufP] Eu[ Q] -I 
Ces relations g6n6ralisent les d6finitions (1). 
Si Pest  de rang I et Q arbitraire, on a 
e,,[ PQ ] = P"e,,[ Q ]. 
Si P et Q sont de rang I, PQ est donc de rang 1, et on a 
E,,[PQ] = 1 +uPQ, 
Pour tous P, Q on a les formules 
h. [e0]  = Z 
lul =n 
=2 
I.u[ =n 
=2 
I,ul =n  
Ou de mani~re 6quivalente, 
en[PQ]= 2 
I~l =n Z~ 
Hu[ PQ ] = (l - u PQ) -1. 
de Cauchy suivantes 
-)- p~[ PJ p~[ Q] 
z, l t  
mu[P] hu[Q] 
sAP] sAQ]. 
( -- 1 )n-~(u) 
2 mu[P] eu[Q] 
lu[ = '~ 
Pu[ P] Pu[Q] 
= Z ~',[P]s, ,[O],  
I~1 =n 
off p' d6signe la partition transpos6e de p. 
(5) 
(6) 
(7) 
(8) 
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3.4. q-calcul 
Pour toute ind6termin6e a on note 
n--1 
(a; q ) ,=  I~ (1 -aq'), (a; q)oo = 1--[ (1--aq i) 
i=0  i~>0 
qu'on consid6re comme s6rie formelle en a et q. 
Soient trois 616ments a, b, q et un alphabet X= {x~,x2 ..... X~v}. On 
suppose tous ces el6ments de rang 1. Les relations (5) et (6) impliquent 
aX.t ] N 
Eu I -~-q J  = l~ E~ [aqiX .1 = I-[ l--[ Eu Eaqixk] 
i~>0 k=l  i>~0 
N N 
= 1-I I~ (l+uaq'xk)= l--[ (--UaXk;q)oo. 
k= l i>~O k= l 
De m~me on a 
r ox, 1 
HuL l -q J  
N 
= I-I Hu Eaq'X*] = I-I l~ Hu Eaq'xk] 
i~>O k=l  i~>O 
N 1 N 1 
= I-~ ~I l_uaqixk (uaxk;q) k=l i>~O =1 ov 
On en d6duit 
[~--b ] I a~t l (  [bX~f l~- l~-~(bXk '~q)o  o 
Hi i-~--q A't - - -H1L~-qJ  H1 l -q J J  k=l (axk;q)oo (9) 
Pour tout entier n i> 0 on note d6sormais 
I1 - t  Xt ] 
gn(X;q't)=hn l -q  J" (lO) 
On a la s6rie g6n6ratrice 
l - t  1 N (txi;q)oo 
HI[-(--~_qXt = ~ g,(X;q,t)= l~ (xi;q)oo 
n~>O i=1 
Les deux propri6t6s uivantes ont des cons6quences imm6diates de (9) 
et de la relation 
(a; q)o~ = (1 -a) (aq;  q)oo. 
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Cependant nous en donnons une d6monstration directe & titre d'exemple. 
On va couper l'alphabet (1 - t ) / ( l  -q )X  ten  deux morceaux. I1 y a deux 
fagons diff6rentes de le faire en 6crivant 
1 - - t  1 - - t  q--t 
+l - t= +1. l -q=q l - -q  l -q  
PROPOSITION I. On a 
q~g,(X;q,t)=H~ q~_qX* = - -  
n>--.O 
Preuve. En appliquant (5) on a 
1 Ll-q J 
I ' - ' l  [,-,x,+,,_,,x+] Hi q=i--~qX + =H~ l -q  
1 --t  X+ 1 =Hl[ ( t -1 )Xt ]H l [ -~-q  j 
I I --t Xt 1 =H~[tX t] H~[Xt] -~ H1 1-q J" 
PROPOSITION 2. On a 
N l - - t  ] 
= l-I (I - ~,) H, [ ~ x+ . 
i~ l  
Preuve. En appliquant (5) on a 
fq - - t  1-- t X+-X  t] 
H1LI_qX+ ]=HI l l  q 
[ 1 - t  X*] HI[X t ] -1. 
=HI  1_ 1 -q  J 
4. NOTRE RI~SULTAT PRINCIPAL 
Etant donn6e une partition/z, on note C~, ~ N t~) l'ensemble des vecteurs 
entiers distincts obtenus par permutation des parts de lt. On dit 6galement 
que c~ C~ est un "d6rangement" de/l. Pour tout c=(c l  ..... ct(~)) eC~,, on 
note [c;] =~1 ~k~; ck la somme partielle d'ordre i. 
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Soient a, b, q trois ~lbments de rang I. Nous consid6rons l'alphabet A tel 
que 
a-b  A t - 
l -q"  
L'alphabet A est la diff6rence, au sens de (1), des deux alphabets infinis 
{a, aq, aq 2 .... } et {b, bq, bq 2 .... }. 
Soit m~, la fonction sym&rique monomiale associ6e h la partition/z. Nous 
explicitons la valeur de m~[A*]. En particulier pour a= I et b=q ~v, 
compte-tenu de (4), notre r6sultat donne la valeur de 
mv[~]  =mu(1, q ..... qN- 1). 
Et poura=l  e tb=0ce l lede  
l .... , 
THEOREME 1. Soient a, b, q tro& klbments de rang 1. Pour toute partition 
It on a 
[~_bq] t~,) a,,,qe,.,_,]_b ~., 
m~ = ~ I-[ l_qtC,] ( I I )  
¢~Cu i= l  
Le corollaire suivant ~tait connu: voir [-1, chapitre 2], et l'exemple 1.2.5 
de I-9]. Compte-tenu de (9), il s'agit du "th6or~me q-binomial" classique 
1 - t ]  _ (tu; q)o~ (t;  q ) .  
~>o (q; q)~ 
COROLLAIRE. Pour tout entier n on a 
a -b  f i  aq i - l  -b  
en -i-~_ q] = l _q i  
i= l  
hn a -b  f i  a -bq  i-1 
Preuve du corollaire. La premiere relation est la transcription du 
th6or6me pour la partition-colonne Zt= 1". On a alors mv,=e, .  I1 n'y a 
qu'un seul d6rangement de ~t, avec ci= 1 et [c;] = i. La seconde relation 
s'en d6duit par (2), en ~changeant a et b. | 
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On remarquera que le th6or6me 1 est v6rifi6 lorsque/z est une partition- 
ligne (n). On a alors m(n ) = p, .  Il n'y a qu'un seul d6rangement de/z, avec 
Ca = [Cl] =n.  Le th6or6me l redonne dans ce cas la relation 
I a -  b a ' -  b ~ 
ce qui est pr6cis6ment la d6finition de l'action de pn. 
On note d6sormais 
I(u) aCiq[Ci_l] _ b,.s 
Z~,(a,b;q)= E 1-[ ~=~t~ 
caC# i=1  
Pour toute part k de p, on note lzk{k} la partition v, de longueur l(/z) - 1, 
telle que ink(V)=mk(p)- !, mj(v)---- mj(/~) ( j~k). 
PROPOSITION 3. Pour toute partition I~ on a 
(1 - -q lu i )Zu(a ,b ;q )= ~ (akqJUl-k--bk) Zu\{k}(a,b;q). (12) 
k, mk(It ) ~ 0 
Preuve. On consid~re tous les d6rangements de /z dont la derni6re 
composante st el(u)=k. On a alors [ct(u)- i ]  = I/~1-k et [ct<u)] = I/~1- Par 
construction la somme de toutes ces contributions est exactement 
(akql~l -k --b k) 
Z~,\{k}(a, b; q) 1 --qlal | 
Partant du cas initial/z = (n) la relation (12) d6termine uniquement Z~ 
par r6currence sur la longueur l(p). Le th6or~me 1 sera donc d6montr6 si 
l'on 6tablit que le membre de gauche de (11) satisfait la m~me relation de 
r6currence. 
Les deux membres de (11) 6tant clairement homog6nes de degr6 [p], il 
suffit de d6montrer le th6or6me dans le cas particulier a = 1, ce que nous 
supposerons d&ormais. 
5. D I~MONSTRATION 
Nous sommes ainsi conduits fi d6montrer le th6or6me 1 sous la forme 
suivante. 
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THEORI~ME 2. Soient q et t deux bldments de rang 1. Pour toute partition 
It on a 
1 - t  1 - t  1 k, mk(lZ ) # 0 
Preuve. Soit X= {xl,x2 ..... Xu} un alphabet de cardinal N dont les 
616merits sont de rang 1. Compte-tenu de la relation (4), de la d6finition 
(10) et de la formule de Cauchy (7), on a imm6diatement 
[ l-- t ] l-t 
I~1 ~n 
En identifiant les parties homog6nes de chaque membre, le th6or6me 2 
est donc 6quivalent "~ la relation suivante 
y. (i-q") g.(X;q,t) 
n>~O 
=(k~>~a hk(X>)(,Zoq#gn(X;q, t>)--(k~>~l tkh,(X,)(n~og.(X; q, t)). 
Soit encore 
(l-q") g.(X;q,t) 
n~O 
| X i  / n>~O 
-- (gOl I --I tXi l)(~>~ogn(X.q,t))n 
On applique alors la proposition 1. Le membre de gauche peut s'6crire 
_ 1 - -X  i 
i=l 
Et le membre de droite s'6crit 
t (._Hx /(1-~ (g--~l )3 [1 - t  X+] ~'  l l _1 -x ;~_  1 I H~ . 
l - - x i  / \ i= l  l - - lX i /  l - - tX i  i--q ] 
D'ofi rassertion, l 
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6. SECONDE FORMULATION 
II est remarquable qu'il existe une seconde formulation de notre r6sultat 
principal. 
THE'OREME 3. Soient a, b, q troLs" Olbments de rang 1. Pour toute partition 
It on a 
l(u) aCiq(t(u)- i) ci_ bCi 
a -b ]  = E 1"-I l_qt,.,3 mu l - -q J  ,.~c), i=1 
Notre d6monstration du th6or6me 3 est exactement parall~le fi celle du 
th~or+me 1. On note 
I(,u) aC iq ( l (u ) - i ) c i _bc i  
Wu(a, b; q) = Z [ I  l _qt,.,] 
c~Cp i= l  
PROPOSITION 4. Pour toute partition lZ on a 
( l -q lU l )  Wu(a,b;q)= ~ (ak b k) Wu\{k}(qa, b;q)" 
k, mk(#) ~ 0 
Preuve. On consid6re tous les d6rangements de /t dont la derni6re 
composante st ct(m=k. On a alors [ct(u)]=l/tl.  Par construction la 
somme de toutes ces contributions est exactement 
(a k - M) 
Wuxiki(qa, b;q) l _q lu l  • | 
Partant du cas initial 6vident/z = (n), la proposition 4 d&ermine unique° 
ment W u par r6currence sur la longueur l(/z). Le th6or+me 3 sera donc 
d6montr6 si ron &ablit que nb, [ (a -b ) / ( l -q ) ]  satisfait la m~me relation 
de r~currence. Par homog6n6it6 il suffit de le d6montrer dans le cas 
particulier a = 1, ce que nous supposerons d6sormais. 
Nous pouvons donc d6montrer le th6or~me 3 sous la forme suivante. 
THI~OREME 4. Soient q et t deux t;lOments de rang 1. Pour toute partition 
/ l  on  a 
E'-t] F',-'] 
k, mk(~) :~ 0 
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Preuve. Soit X= {xl, x2,..., XN} un alphabet de cardinal N dont les 
616ments ont de rang 1. Compte-tenu de (4) la formule de Cauchy (7) 
s'6crit 
] u-, hn u I tx '  = E /in. [~]  h. ( x ) • 
lul =n 
On va choisir u = 1 et u = q. 
En identifiant les parties homog+nes de chaque membre, le th6or6me 4
est 6quivalent fi la relation suivante 
I I - t  ] E (l-q")h. ~-~--~_qA "+ 
n~O 
Soit encore 
( l -q")  g.(X;q,t) 
n>~O 
N 1 ~-~ 1 \ /  h, 
=Q~I  ! x, 
- 
Par la proposition 1 le membre de gauche peut s'~crire 
l--x~ ~ l - t  x , ] .  
i~ l  
Et par la proposition 2 le membre de droite peut s'6crire 
N 1 1 ~ (1 --.~i) HI [ ~ x't" " 
1 - -x i  i= l  /=1  
D'ofi rassertion. II 
7. UNE IDENTITI~ REMARQUABLE 
La comparaison des th6or+mes 1 et 3 produit l'identit6 remarquable 
suivante. 
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THf~OREME 5. Pour toute partit ion I.t on a 
l(a) aCsq[Ci ~] _ bC~ l(l~) aCiq(l(~)-i)cs_bCs 
E 1-I -E  [I l_qEC, 
c~C# i=1 c~Ca i=1 
Un cas particulier int6ressant est obtenu en faisant a = q et b = 1. 
PROPOSITION 5. Pour toute partit ion lz on a 
I(~) l_qtt ( ,u) - i+l)c i  ~(It)! 
H 1 _qtC, l i - Lm, (p )  ! 
Ce r6sultat est une q-@n6ralisation de la propri6t6 classique suivante 
[8, p. 85], qu'on retrouve lorsque q tend vers 1. 
PROPOSITION 6. Pour toute partit ion I~ on a 
l(~) 1 1 
Soient X={x i ,x  2 ..... x,} et Y={Y l ,Y2  ..... y.} deux alphabets de 
cardinal n. On note S,  le groupe des permutat ions de n lettres. Le groupe 
S. op~re sur les fonctions rationnelles en X et Y par l'action diagonale 
.l'~(xl ..... x . ,  Yl ..... Y~) ~-.f(XtT(l) ..... Xo-(n)s Yo-(l) ..... Yet(n))" 
Par homog6n6it6 et parce que les ind&ermin6es xi = qua, yi  = (bq/a)U, sont 
ind6pendantes, l'6galit6 du th6or6me 5 est en fait Oquivalente ~ l'identit6 
multivari6e suivante, qui est une propri6t6 des fonctions rationnelles. 
THEORI~ME 6. On a 
(Yl - -XI  y2 - -X lX2  Y3 - -X lX2X3 Yn_~__X~2 [£ 'Xn~ ~ 
E ~ l  - -X  1 | - -X IX  2 1 - -X lX2X 3 1 - -X IX2" ' 'X  n / 
n,  n -  Y3 (y l  _X1  .l, 2 _ X2 1 __x3n--2 
-- E \ i ~  1 ~  I - -X lX2X a ~ES n 
. . .  Y~- '~  )~. 
I - x~x2. . .x~ 
Le caract~re remarquable de cette identit6 est d6j~ apparent sur le cas 
particulier Y-- ( 1, 1 ..... 1 ). 
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PROPOSITION 7. Pour tout alphabet X= {x~, x z ..... x,} on a 
--1 I - -X3  n -2  I - -X  n "~a 1 - -x l "  I - -x2"  • . . . . . .  n!. 
~s,  l - -x l  l - -x lx2  1--xlx2x3 1--.vlx 2 . . .x .  
Ce r&ultat g6n6ralise la propri6t6 classique suivante, d 'abord &ablie par 
Littlewood [8, p. 85] qui l'a d6montr6e par r&urrence, et en a d6duit la 
proposit ion 6. 
ProvosITION 8. Pour tout alphabet X= {xl, x2 ..... x,} on a 
~" Xl(Xl + Xz)...(x~ + x2 + ... +x, )  xi 
cx ~ S n i=  l 
Preuve. On consid+re l'identit6 de la proposit ion 7, dans laquelle on 
substitue qX~ 'a xv  Elle devient 
~ (l--q"~,l-q("-"~" I--q '"-2'~3 l -q~, ,  ) + 
~+s, 1 _qXL I _q* l+, ' ,  1 - -q  xl+~+:'3 1 - -q  xt+''-'''" +x,, 
On obtient l'~nonc6 en prenant la limite q--+ I. II 
Alain Lascoux a obtenu une preuve directe de cette identit6 multivari&, 
en utilisant les diff6rences divis~es. 11 a 6galement soulign6 que le th~or6me 
6 peut &re consid&6 comme l'+galit+ de deux statistiques ur le groupe des 
permutations. Nous pr+sentons rapidement l'essentiel de ses remarques. 
Etant donn& une permutation a~S,  de n lettres {a~ ..... a,}, soit F(a)  
I 'ensemble de ses cycles. Pour tout cycle y=(}q ..... }'k)c {at ..... a,},  
notons 171 = Z~= ~7;. Alors on salt [7, Sect. 1.2.7] que pour route partit ion 
It on a 
( ~>~l mi(lt)!) mu= ~ (_l)t~,,) . . . .  a(r~'m I-] P~rl' 
i o E SI(IO 7 E F(tr) 
Par exemple on a m/,t = Pk Pz -P ,  + ~, chacun des termes correspondant aux 
deux cycles (k) , ( l )  de {k, l} et au cycle (k , l )  de {l,k}. On en d6duit 
imm6diatement 
) [ al~l _ hl~l a-h_  1)1~.~ ...  din-, 1 l-[ re,t/,)! ,,,. = Y ( -  1-I 
,>t~ 1 - -~]  ..s,,,, ~rc . )  I qPr~ 
Par homog6n6it6 et parce que les ind6termin6es x; = qa;, Yi = (bq/;a)a' sont 
ind6pendantes, les th6or~mes 1 et 3 impliquent imm~diatement les deux 
r~sultats uivants. 
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THEOREME 7. Soient X= {xl ,  x2 ..... x ,} 
alphabets de cardinal n. On a 
Y_I - -  X1 
E ~ I --"(I 
et Y={.l.,1,y 2..... Yn} deux  
1 - -N IX  2 I - -X IX2X 3 
= ~ H Y~IY~2"''Yr~--X':IX~2"''Xrk 
,~s, ,  ~,~r(~) 1 --XTiXy 2 " ' 'Xy k 
y2--X1X2 y3--XIX2X3 Y_n_~X1X._____2 "''X_____n~ a 
I - -  .':1 X2 "" • xn i / 
y = (~q ..... 7k) 
TH~ORI".'ME 8. Soient X = {x~, x2, ..., x ,} et 
alphabets de cardinal n. On a 
Q - -X lny2- -x2n-  1 y3- -X3  n -2  . 
Y[ Y~:X l  1 - -X lX2  l - -x lx2X 3 a ~ S,, 
=E 
o¢ S,~ 
Y= {Yl ,  Y2 ..... y,,} deux 
1 - -X IX  2 • " 'X  n 
H Y'/J Y?2 " " "Y?k - -  X?~ X72 • • • X~k 
7~ F(~) | - -  XTz X72 • • • X~,~ 
7 = (;q ..... ;'~.) 
Tandis que le th6or6me 6 concerne la sym6trisation de deux fonctions 
rationnelles, les th6or6mes 7 et 8 font intervenir la structure des cycles 
d'une permutation, ce qui est une information non imm6diate sur cette 
permutation. 
II serait int6ressant de d6montrer et d'interpr6ter ces r6sultats de mani~re 
combinatoire. 
Une preuve directe du th6or6me 7 peut 8tre obtenue par r6currence sur 
l'entier n. Les deux membres de cette identit6 sont lin6aires en Yn. I1 suffit 
donc de la d6montrer, par exemple, pour yn = 1 et y ,  = x,.  Cette v~rifica- 
tion par r6currence st facile, et laiss6e au lecteur. 
Cependant cette d6monstration par r6currence ne semble pas possible 
pour le th6or6me 8. Nous ne connaissons pas de preuve directe de ce 
th6or6me. 
Exemple. Le casn  = 1 est trivial. Darts le casn- -2 ,  les deux identit6s 
des th6or6mes 7 et 8 s'6crivent 
Yl - -X !  y2 - -X IX2  y2- -X2  Y l  --XlX2 
-F - -  
l - -x1 l - -x lx2  l -x2  1- -x lx2  
- -X l  2 y2- -X2  _t_y2--X2 2 y~--X~ Y ~ 
l - -X  I I - -X IX  2 I - -X  2 I - -X IX  2 
Y l - -X l  Y2 - -X2  +Y lY2- -X IX2  
1- -X  1 l - -X  2 1 - -X IX  2 
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8. COEFFICIENTS ENTIERS POSITIFS 
Nous al lons voir que dans l'6nonc6 du th6or6me 3, 
I - t l(~,) q(t(~,)-~), . ,_  t c, 
le membre de droite met en 6vidence un polyn6me en q et t ",i coefficients 
entiers positifs. 
THI~OREME 9. Pour toute partition It on a 
[ l - - t ]  l(it)[ ('(~') q~-'--t)  Gu(q,t) 
m~, ~ -i_[imi(It) ! ,i~--i l -q '  qlul-t(U)Gu( q, l/q)' 
olt G~(q, t) est un polynOme en q et t, et qlUl-t(U)Gu( q, I/q) un polyn6me n 
q. Les coq['/~cients de Gu( q, t) sont entiers posRi./'s. 
Preuve. Consid6rons le polyn6me Fu(q) d6fini par 
r~,( q ) = I-[ 1 - qZ,,, *,, 
(r,) 1 -q  
O~rk ~mk(l~) 
C'est 6videmment un polyn6me en q fi coefficients entiers positifs. Posons 
t(u) q(t(u)-i),.i_tc~ l -q  
Gu(q, t)=Fl,(q) ~. H ~ - t  1 _qr,.,J" 
c~C# i=l 
I1 est clair qu'on dbfinit ainsi un polyn6me en q et t ~. coefficients entiers 
positifs. On a imm6diatement 
qlul-tU')G~(q, 1/q)= Fu(q) ~ t~ l _ q ( t (u ) - i  + l ) cl l -q  
~c. i=i i _qi(i,)-,"--~+i 1--q[~]" 
On en d~duit que qlUl-t(U)Gu(q ' I /q )  est un polyn6me n q. D'autre part on a 
('(J') l -q  ) t(~) q('(u)-n"--t"~l~_~ Gu(q't)=Fu(q) t~_l ~" ]-[ . 
\ q i - l - t  ('~C~ i=1 
Mais en appliquant la proposition 5 on a aussi 
H, m,(it)!/(it)t Fu(q)=qlul_i(~,) (f~)_~ l _q  -- i~ G~,(q, l/q). 
D'o6 l'~nonc6. II 
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Exemple. Dans le cas particulier d'une partition p = (n, k), avec deux 
parts distinctes n #k ,  on a 
1 _qn l _qk  1 __qn+k 
Fn'k(q)= 1- -q  l~-q  l - -q  
Le polyn6me G,,k(q, t) est donn6 par 
q" - t" 1 - -  t k I - -  qk qk __ t k 1 -- t" 1 -- q" 
.3i- - -  
G,,k(q,t) q - - t  1--t  l - -q  q - - t  l - - t  l - -q  
Dans le cas g6n6ral, il serait int6ressant de disposer d'une interpr6tation 
combinatoire de Gu( q, t). 
9. POLYNOMES DE MACDONALD 
La r6f6rence pour les polyn6mes de Macdonald est le chapitre 6 de [9]. 
Nous rappelons seulement ici les 616ments dont nous aurons besoin, en 
mettant l'accent sur une pr6sentation en termes de 2-anneaux. 
Soient deux 616ments q, t et un alphabet X= {xl, x2 ..... XN}. On suppose 
tous ces 616ments de rang 1. Pour tout 1 ~< i ~< N, on pose 
Ai(X; t )= ffI tx i -x l  
j= l  X i - -X J  
On note Txi l'op6rateur de q-d6formation d6fini par 
Tx, J~Xl ..... XN) =J~X1 ..... qxi ..... XN). 
Les polynfmes de Macdonald P;.(X;q, t) sont les vecteurs propres de 
l'op6rateur aux diff6rences 
N 
D(X; q, t) = ~ A~(X; t) T . .  
i= l  
On a 
D(X;q,t )  P~(X;q,t )= qZ'tN--i P~(X;q,t). 
i 1 
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On peut munir l'alg6bre des fonctions sym&riques fi coefficients 
rationnels en q et t d'un produit scalaire ( , )q , t  d6fini par 
1 -q] 
(P2,  Pu)q,t=t~AuZaP~. ~ • 
Les polyn6mes de Macdonald P;.(X; q, t) forment une base orthogonale 
pour ce produit scalaire. Si on note Q;.(X; q, t) la base duale on a 
1 --t X* Y*] 
HI 1 q = ~ P~(X; q, t) Q;.( Y; q, t) 
=~h~[ l - t  X*] 
1 - -q  ] ma(Y)  
£ 
off les deux derni~res relations r6sultent de la formule de Cauchy (7). 
On sait [9, relation (4.9), p. 323] que le polynfme de Macdonald 
Pt,)(X; q, t) est proportionnel fi g~(X; q, t). Cependant dans [9] ce r6sultat 
n'est pas d6montr6 directement. I1 nous parait int6ressant d'en pr6senter 
une d6monstration directe dans le cadre des 2-anneaux. 
TH(':ORI~ME 10. On a 
1 -- tlv- 1"~ 
O(X;q,t) g,(X;q,t)= qntN-l + -l----t jgn(X;q,t). 
Preuve. Nous donnons une preuve 616mentaire, mais il s'agit d'un cas 
particulier du th6or6me 2.1 de [4]. Compte-tenu de la d6finition (10L il 
faut prouver 
D(X;q,t) H l ~ j ~ qng~(X;q,t)-~ l--tN--I l - - t  
~o 1 - - t  
,= l  -ix, f--7 / 
off la derni~re 6galit~ r~sulte de la proposition I.
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Mais on voit facilement que 
Tx'h"I Ll-ql-txt]J =h"[ l'--~(Xt+(q-l)xi)ll-q 
I I - t  X*+( t - l )x~] .  =h, l -q  
En appliquant (5) eeci s'6erit 
1 - t  X ,  ] 1 - t  x t+( t_ l )x j ]  
= Hi I-~--ql - t Xt I Hi[( t _ 1 ) xi] 
--HI 1 --t X, 1 1 --x~ 
I-~--q 1 -- txi " 
L'assertion est alors une consdquence immediate de la proposition 
suivante. | 
PROPOSITION 9. OFt (2 
~v 1 -- t 'v 
A,(X; t ) -  1 - t  i= l  
. .  / ,-.,) 
~=,~ l St.,:, A~(X; t)=TLS 1 -.= l - -~, " 
Preuve. Le principe est celui donn6 dans l'exemple 6.3.2 (a) de [9]. II 
suffit de choisir u=0 et u= lit dans l'identit6 de d6composition en 
616ments simples uivante 
,v tu -x i  u x iA i (X;  t) tN" 
1-I =( , -1 )  E + 
i= l  U - -Y i  i= l  11- - ) ( i  
Cette relation est obtenue par une interpolation de Lagrange. D6finissons 
le r6sultant de deux alphabets A et B par 
R(A, B)= l-I (a-b) .  
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On rappelle [5] que si f (a)  est un polyn6me ayant a ~v comme terme de 
plus haut degr6, on a 
f (a)  - 1 
Z R(2A--a) a~A 
pour tout alphabet A de cardinal N+ 1. La relation pr6c6dente n'est autre 
que cette identit6 6crite pour A = X+ u et  f(a) = R(a, X/t), c'est-'~-dire 
f x, -x/t  fi x~-xj/t+ (] u-x/ t  1. 
i=l X i - -U  j= l  X i - -X J  i=1  U- -X i  
j# i  
10. DI~VELOPPEMENTS 
Les th6or+mes 1 et 3 permettent d'6crire plusieurs d6veloppements 
explicites pour le polyn6me de Macdonald g,(X; q, t). A chaque lois, il 
s'agit d'une application 616mentaire de la relation (4), de la d6finition (10) 
et des formules de Cauchy (7-8). 
10.1. Bases classiques 
Nous retrouvons d'abord deux r6sultats connus. Le premier est l'exemple 
6.8.8(a) de [9]. On a 
1 l - - t  
g~(X;q,t)= ~ U-pulf~_q] pu[X' ] 
I~1 =n -a 
lu)=,, "u i=1 1--q u~p~(X)" 
Le second est l'exemple 6.2.1 de [9]. On a 
g,( X; q, t)= h E'' ] 
l(u) (t; q)m 
Z I] - -  m,,(x) 
lu)=~ ,'=x (q; q)t,i 
off la derni6re 6galit6 r6sulte du corollaire du th6or6me 1.
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Les relations uivantes ont nouvelles. On a 
l - t  
g,(X;q,t)= ~ muI-f-~_ql hu[X' ] 
lui =n 
t - - I  
Ce qui s'+crit 
g,(X;q,t)= ~ Zu(l,t;q)hu(X) 
lul =n 
= ( - 1)" ~ Z~,(t, 1; q) e~(X). (13) 
lu] =n 
10.2. Bases "modifikes" 
Dans [9, p. 224] Macdonald introduit les fonctions de Schur "modifi6es" 
Su(X; t)=su[(1 - t )X* ] .  De mani+re analogue, pour toute partition/t on 
pose 
Eu(X;t)=eu[( l -t)Xt],  Hu(X;t)=hu[(1-t)X*]. 
Les fonctions E.(X; t) et H,(X; t) sont explicitement connues. 
PROPOSIT ION 10. Pour tout entier n >i 1 on a 
N 
E,(X;t)=(-t)" g,(X;O, 1 / t )=( - l ) ' t ' -~v( t - l )  ~ A~(X;t)x 7
i= l  
N 
H,(X; t)=g,(X;O, t)=t~v-x(1 --t) ~ Ai(X; 1/t) x~.. 
i= l  
Preuve. Les premi+res ~galit+s ont 6videntes. Les secondes r~sultent de 
l'exemple 6.3.2 (a) de [9], qui se d6montre comme la proposition 9. l 
On sait ([9], p. 210, 324, et 329) que le polyn6me de Macdonald 
g,(X; O, t )=h, [ ( I - t )  X*] est 6gal au polyn6me de Hall -Littlewood not6 
q,(X; t). On a done 
Eu(X; t)= ( - t )  lul qu(X; l/t), H~(X; t)=qu(X; t). 
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En appliquant les formules de Cauchy (7-8), nous obtenons le d6veiop- 
pement explicite de g.(X; q, t) sur ces bases 
I#1 =n 
!~1 =n 
Compte-tenu du th6or6me 1, en posant 
l(#) 1 
at (x )  = Y~ [ I  xr,.,] _ ! ' 
cEC# i~ =1 
ceci s'6crit 
g.(X;q,t)=(i/q)" ~ au(i/q) Hu(X;t) 
lul =n 
=(- - ! ) "  ~, au(q) Eu(X;t). 
lul =n 
En particulier pour q = t nous obtenons 
h.(X)=(1/t)" ~ au(1/t) Hu(X;t) 
I#1 =n 
=(-1)"  ~ au(t) Eu(X;t). 
I#1 =n 
10.3. Polyn6mes de Hall-Littlewood 
(14) 
Nous pouvons 6crire le d6veloppement des polyn6mes de Hall-Littlewood 
E.(X;t) ou H.(X;t) sur les bases classiques. En effet pour q=0 les 
formules de Cauchy de la section 10.1 deviennent 
( -- 1 )n-t~#) t(u) 
E.(X; t )= ~ 1--I (1 --tU')pu(X) 
Ipl =n "~# i~ 1 
=(--1)"  ~, bu(t) hz(X) 
I#1 =n 
=t" ~, bu(1/t) eu(X) 
I#1 =n 
= ~ ( -t)"-t~u)(1 _ t)a~,~ mi,(X), 
I,ul =n 
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bu(x)=( - l )  ~(~') 52 (1 -xq)  
6"~ C/t 
= ( - 1 )Itu) I-Iimi(lz) - 1 ! ~ mk(lt)( 1 -- xk). 
De m~me on a 
H. (x ; t )  52 I ~(") = - -  [-[ (I - t u,) pu(X) 
[ / t l=n  -P i= l  
=t" 52 bu(l/t) hu(X) 
lul =n 
=(- I ) "  Y. b~,(t)eu(X) 
ItJl =n  
= y. (l-t)t(~')mu(X). 
lul =n 
10.4. Fonctions blbmentaires 
Soit 2 une partition arbitraire. On peut poser le probl~me d'obtenir le 
d6veloppement du polyn6me de Macdonald P;.(X; q, t) sur la base des 
fonctions compl6tes modifi6es h~, [Xt (1 - t ) / ( l -q ) ] .  Ce probl6me a 6t6 
rSsolu dans [2] pour une partition ). de longueur 2. Nos r6sultats donnent 
6galement la r6ponse pour une partition-colonne 2 = l" 
Consid6rons l'endomorphisme o~q, t: .['~ ¢oq. t(.[') d6fini sur toute fonction 
sym6trique homogbne par 
O.)q t(J')(X) : ( -- I} deg(f) ,](' I q -- I X.[. 1 
" l - - t  J" 
Compte-tenu de (2) on a imm6diatement 
¢.Oq, t(gn(X, q, t ) )=en(X ),  69t, q(en(X))~--gn(X; q, t). 
Et de m~me 
~%,,(E~(X;t))=H~(X;q), Ogq, t(H~(X;t))=Eu(X;q). 
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On sait [9, p. 323] qu'on a PI.(X, q. t )=  e.(X). En appliquant (.Oq, t aux 
relations (13), on a 
I I - t  ] 
e, , (X)= ~ Zu(1, q;t) e u ~_qX*  
lul =n 
=( - -1 ) " lu l= .  ~ Zu(q' l; t) huI-~-ql-t x*] " 
Pour t = q la premiere relation est triviale, ce qui est 6vident sur l'expression 
de Wu( i, q; q) = Zu( 1, q; q). La seconde relation redonne imm6diatement la 
formule classique suivante ( [9] ,  exemple 1.2.20, p. 33) 
e.(X)= y~ ( -  1) "-t(u) l(/z)! hu(X). 
lul=. FL mi(~ )! 
Pour q = 0, en appliquant ~q,t aux relations (14), nous obtenons 
e.(X) = (l/t)" ~ au(l/t) Eu(X; t) 
lul =n 
=( - - I ) "  ~ a~,(t) H~(X;t). 
I~1 =n 
Ces relations sont nouvelles. La seconde donne la forme explicite d'un 
r6sultat classique [9, (2.15'), p. 213], qui d6compose le polyn6me de 
Hall-Litt lewood PI,(X; t )=  e,(X) sur la base des fonctions qu(X; t). 
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