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1. Introduction
In general relativity, spacetime is a 4-dimensional manifold of events endowed with a pseudo-Riemannian metric gαβ .
Einstein’s equations Gαβ = 8π Tαβ connect the spacetime curvature represented by the Einstein tensor Gαβ with the stress-
energy tensor Tαβ . In essence, according to the ultra-condensed deﬁnition of general relativity due to the famous American
physicist John Wheeler, Einstein’s equations say that matter and energy tell spacetime how to curve, while the curvature
of spacetime dictates how matter and energy ﬂow through it. The simple tensorial form is deceiving; Einstein’s equations
in local coordinates represent one of the most diﬃcult and richest systems of PDEs describing a viable physical theory.
In fact, they are equations for geometries, that is, their solutions are equivalent classes under spacetime diffeomorphisms
of metric tensors. To break this diffeomorphism invariance, Einstein’s equations must ﬁrst be transformed into a system
having a well-posed Cauchy problem. That is, the spacetime is foliated and each slice Σt is characterized by its intrinsic
geometry γi j and extrinsic curvature Kij , which is essentially the “velocity” of γi j in the unit normal direction to the slice.
Subsequent slices are connected via the lapse function N and shift vector β i corresponding to the Arnowitt–Deser–Misner
(ADM) decomposition [7] (also [64]) of the line element ds2 = −N2 dt2 + γi j(dxi + β i dt)(dx j + β j dt). This decomposition
allows one to express six of the ten components of Einstein’s equations in vacuum (Tαβ = 0) as a constrained system of
evolution equations for the metric γi j and the extrinsic curvature Kij :
γ˙i j = −2NKij + 2∇(iβ j),
K˙ i j = N
[
Rij +
(
Kll
)
Kij − 2Kil K lj
]+ βl∇l Ki j + Kil∇ jβl + Klj∇iβl − ∇i∇ jN,
Rii +
(
K ii
)2 − Kij K i j = 0,
∇ j Ki j − ∇i K jj = 0, (1)
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tensor Rij has components given by second order spatial differential operators applied to the spatial metric components γi j .
Indices are raised and traces taken with respect to the spatial metric γi j , and parenthesized indices are used to denote the
symmetric part of a tensor (e.g., ∇(iβ j) := (∇iβ j + ∇ jβi)/2, λk(i j) := (λki j + λkji)/2, etc.). We will also use bracketed indices
to denote the antisymmetric part of a tensor, such as ∂[kγi] j := (∂kγi j − ∂iγkj)/2, (Mγ )[kδi] j := [(Mγ )kδi j − (Mγ )iδkj]/2,
∂[kβi] := (∂kβi − ∂iβk)/2, etc.
The evolution equations of the ADM system (1) form a subsystem that is only weakly hyperbolic. However, there are
numerous strongly or symmetric hyperbolic formulations of Einstein’s equations derived from the ADM system (1) typically
by adding the constraints in speciﬁc combinations to the evolution equations and introducing new unknowns involving the
ﬁrst partial derivatives of the spatial metric components (see [1,2,4,5,8,10,11,13,20,21,23,26,28,33,46,47,58], among others).
In general, the resulting systems involve a large number of variables (30 or more). In this work, we will consider the
Alekseenko–Arnold (AA) formulation [2] of Einstein’s equations. This formulation involves fewer unknowns (twenty) than
other ﬁrst-order formulations that have been proposed and does not require any arbitrary parameters. Our interest is in
providing viable boundary conditions at the artiﬁcial boundary for the linearized AA formulation that can be used for
numerical simulations. This is motivated by the fact that most numerical schemes for Einstein’s equations try to approximate
solutions on a generically inﬁnite domain by computations on a truncated ﬁnite domain, and so the question that arises
is what boundary conditions to provide at the artiﬁcial boundary corresponding to the truncated ﬁnite domain. In general,
most numerical approaches have been made using carefully chosen initial data that satisﬁes the constraints. On the other
hand, ﬁnding appropriate boundary conditions that lead to well-posedness and are consistent with constraints is a diﬃcult
problem and subject to intense investigations in recent years. In 1998, Stewart [59] has addressed this subject within the
Frittelli–Reula formulation [28] linearized around ﬂat space with unit lapse and zero shift in the quarter plane. Both main
system and constraints evolve in time as ﬁrst order strongly hyperbolic systems. Stewart deduces boundary conditions for
the main system in terms of Fourier–Laplace transforms that preserve the constraints by imposing the incoming modes for
the system of constraints to vanish and translating these conditions in terms of Laplace–Fourier transforms of the main
system variables. One of the more recent papers where these ideas are further pursued and reﬁned is [51], where the
authors use the Fourier–Laplace transformation techniques to ﬁnd necessary conditions for well posedness of the initial-
boundary value problem corresponding to the formulation presented in [52], which is a generalization of the Einstein–
Christoffel type formulations [4,28,30,33] with a Bona–Masso type gauge condition [12,13] for the lapse. In 1999, a well-
posed initial-boundary value formulation was given by Friedrich and Nagy [22] in terms of a tetrad-based Einstein–Bianchi
formulation. In essence, they obtained a symmetric hyperbolic system by adding appropriate combinations of the constraints
to the evolution equations so that the constraints propagate tangentially to the boundary, and so the problem of preserving
the constraints is solved automatically.
Some of the early calculations in numerical relativity were also concerned with spherically symmetric spacetimes. In [15],
Calabrese, Lehner and Tiglio considered spherically symmetric black hole spacetimes in vacuum or with a minimally cou-
pled scalar ﬁeld within the Einstein–Christoffel symmetric hyperbolic formulation of Einstein’s equations. By exploiting the
characteristic propagation of the main variables and constraints, they were able to obtain constraint-preserving boundary
conditions. Moreover, their second-order, ﬁnite difference scheme embodying these constraint-preserving boundary condi-
tions was able to accurately evolve the system for long times. Because spherically symmetric spacetimes essentially lead
to one spatial dimension problems, the numerical aspects could be tackled with relatively modest computational resources.
The more complex case of axisymmetry has also been of interest, as it occurs frequently in astrophysics (e.g., the rotating
stars and head-on black hole collision). One of the main diﬃculties with axisymmetric spacetimes is the coordinate sin-
gularity on the axis in cylindrical polar coordinates (see [18,19,49], and references therein). Recently, powered by superior
computational capabilities, attention has almost entirely turned to the case without any symmetries. In view of our work
which will be presented here, of particular interest are the more recent investigations regarding special boundary conditions
that prevent the inﬂux of constraint violating modes into the computational domain for various hyperbolic formulations of
Einstein’s equations (see [3,9,14,16,25,27,31,35,36,39,41,49–51,53,62,63], among others). Most of these approaches start with
the imposition of maximal nonnegative boundary conditions to the constraint propagation system (i.e., the evolution system
for the constraint variables) if it can be cast into a closed ﬁrst order symmetric hyperbolic system. These boundary condi-
tions usually translate into differential equations for the main variables on the boundary (because the constraint variables
depend on derivatives of the main variables). One of the most diﬃcult problems that arises is to prove the well-posedness
of the corresponding initial-boundary value problem. For symmetric hyperbolic systems with maximal nonnegative bound-
ary conditions there are well-known results on well-posedness. However, the differential conditions obtained for the main
variables on the boundary are not of this type and the well-posedness of the corresponding initial-boundary value problem
can be very diﬃcult to prove.
Important work has also been done on boundary conditions for Einstein’s equations in harmonic coordinates (see [42–44,
48,60,61], and references therein).
Of course, specifying constraint-preserving boundary conditions for a certain formulation of Einstein’s equations does not
entirely solve the complicated problem of numerical relativity. There are other aspects that have to be addressed in order
to obtain good numerical simulations, such as the existence of bulk constraint violations, in which existing violations are
ampliﬁed by the evolution equations ([18,19,38,54], and references therein). See the introductory section of [36] for more
information and a review of some work done in this direction.
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sets of homogeneous boundary conditions that make the linearized AA problem well-posed and preserve the constraints.
The main point is to produce solutions for the linearized ADM problem in bounded domains through the equivalence
between it and the linearized AA problem. We also show an alternative way of producing solutions for the linearized ADM
problem by solving an extended AA system which incorporates the momentum constraints as dynamical variables. Part of
this material appeared in the thesis of the author [62] and some ideas and techniques originate in a recent work by Arnold
and the author [6]. One should also notice the work done in [32] on the implementation of the AA system numerically and
the corresponding numerical stability analysis versus the ADM and Baumgarte–Shapiro–Shibata–Nakamura (BSSN) [10,58]
systems. However, the numerical scheme used in [32] does not involve constraint-preserving boundary conditions and it
would be interesting to explore the subject in this new context.
The organization of this paper is as follows: in Section 2, by linearizing and deﬁning a set of new variables, we derive
the linearized AA ﬁrst order symmetric hyperbolic formulation from the linearized ADM system around the Minkowski
spacetime. The equivalence of this formulation with the linearized ADM has been proven in the Cauchy problem case in [2].
In Section 3 we indicate two distinct sets of well-posed constraint-preserving boundary conditions for the linearized AA. We
prove that the linearized AA together with these boundary conditions is equivalent with the linearized ADM on polyhedral
domains. In Section 4 we indicate boundary conditions for an extended unconstrained system equivalent to the linearized
ADM decomposition. A summary of the results contained in this work and some comments are included in Section 5.
2. Linearized AA formulation about Minkowski’s spacetime
A trivial solution to the ADM system (1) is the Minkowski spacetime in Cartesian coordinates, given by γi j = δi j , Kij = 0,
β i = 0, N = 1. The linearized AA formulation [2] can be derived from the ADM system (1) linearized about this solution.
To derive the linearized ADM formulation, we write γi j = δi j + γ¯i j , Kij = κ¯i j , β i = β¯ i , N = 1 + α¯, where the bars indicate
perturbations, assumed to be small. If we substitute these expressions into (1), and ignore terms which are at least quadratic
in the perturbations and their derivatives, then we obtain a linear system for the perturbations. Dropping the bars, the
system is
γ˙i j = −2κi j + 2∂(iβ j), (2)
κ˙i j = ∂ l∂(iγ j)l − 12∂
l∂lγi j − 12∂i∂ jγ
l
l − ∂i∂ jα, (3)
C := ∂ j(∂ lγl j − ∂ jγ ll )= 0, (4)
C j := ∂ lκl j − ∂ jκ ll = 0. (5)
The usual approach to solving the system (2)–(5) is to begin with initial data γi j(0) and κi j(0) deﬁned on R3 and satisfying
the constraint equations (4), (5), and to deﬁne γi j and κi j for t > 0 via the Cauchy problem for the evolution equations
(2), (3). It can be easily shown that the constraints are then satisﬁed for all times. Indeed, if we apply the Hamiltonian
constraint operator deﬁned in (4) to the evolution equation (2) and apply the momentum constraint operator deﬁned in (5)
to the evolution equation (3), we obtain the ﬁrst order symmetric hyperbolic system
C˙ = −2∂ jC j, C˙ j = −12∂ jC .
Thus if C and C j vanish at t = 0, they vanish for all time.
The linearized AA formulation provides an alternate way to obtaining a solution of (2)–(5) with the given initial data,
based on solving a system with better hyperbolicity properties. If γi j , κi j solve (2)–(5), deﬁne
λki j = − 1√
2
[
∂[kγi] j + (Mγ )[kδi] j
]
, (6)
where (Mγ )i := ∂ lγil − ∂iγ ll and square parenthesized indices are used to denote the antisymmetric part of a tensor. Then,
proceeding as in [2], we obtain an evolution system for κi j and λki j
κ˙i j =
√
2∂kλk(i j) − ∂i∂ jα, (7)
λ˙ki j =
√
2∂[kκi] j − τki j, (8)
where
τki j = 1√
2
(
∂ j∂[kβi] + ∂m∂[mβk]δi j − ∂m∂[mβi]δkj
)
. (9)
As initial data for the system (7), (8) we use the given initial values of γi j and κi j and derive the initial values for λki j from
those of γi j based on (6):
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2
[
∂[kγ (0)i] j +
(
Mγ (0)
)
[kδi] j
]
. (10)
The foregoing derivation shows that if γi j and κi j satisfy the ADM system and λki j is deﬁned by (6), then κi j and λki j satisfy
the symmetric hyperbolic system (7), (8). Conversely, to recover the solution to the ADM system from (7), (8), the same κi j
should be taken at time 0, and λki j should be given by (10). Having κi j determined, the metric perturbation γi j is deﬁned
as follows from (2)
γi j = γi j(0) − 2
t∫
0
(κi j − ∂(iβ j))(s)ds. (11)
The equivalence of (7), (8) and the linearized ADM system has been studied in the second section of [2] for the case of the
pure initial value problem with the result that for given initial data satisfying the constraints, the unique solution of the
linearized AA evolution equations satisﬁes the linearized ADM system, and so the linearized ADM system and the linearized
AA system are equivalent.
Theorem 1. (See [2, Theorem 1].) Let the lapse perturbation α and shift perturbation β i be given. Suppose that initial data γi j(0) and
κi j(0) are speciﬁed satisfying the constraint equations (4) and (5) at time t = 0. Deﬁne λki j(0) by (10), and determine κi j and λki j
from the ﬁrst-order symmetric hyperbolic system (7), (8). Finally, deﬁne γi j by (11). Then the ADM system (2)–(5) is satisﬁed.
However, our interest is in the case when the spatial domain is bounded and appropriate boundary conditions are
imposed.
3. Well-posed constraint-preserving boundary conditions
In this section we provide two sets of well-posed (more precisely, maximal nonnegative) boundary conditions for the
linearized AA system (2), (7), and (8) that are also consistent with the constraints (4), (5), and (6). This will then imply
the analogue of Theorem 1 for the case of bounded domains. Although Eq. (2) of the linearized AA system decouples from
the other two and its solution can be recovered by (11) once we know kij , we prefer to solve the AA system all together
as oposed to the approach offered in [2] for the pure Cauchy case. One of the main reasons is that this approach could be
more useful for extending the results presented in this paper to the more diﬃcult non-linearized case. It is also easier to
explain the equivalence between the AA and ADM systems in this framework.
Assume that Ω is a polyhedral domain. Consider an arbitrary face of ∂Ω and let ni denote its exterior unit normal.
Denote by mi and li two additional vectors which together with ni form an orthonormal basis. The projection operator
orthogonal to ni is then given by τ ji := mim j + lil j (and does not depend on the particular choice of these tangential
vectors). Note that
δ
j
i = nin j + τ ji , τ ji τ kj = τ ki . (12)
Consequently,
vlw
l = n j v jniwi + τ jl v jτ li wi for all vl , wl. (13)
We consider the following boundary conditions on the face:
nim jκi j = nil jκi j = nkmim jλki j = nklil jλki j = nkmil jλk(i j) = 0. (14)
These are equivalent to:
niτ jkκi j = 0, nkτ ilτ jmλk(i j) = 0, (15)
and so do not depend on the choice of basis for the tangent space.
First we show that the boundary conditions (14) are constraint-preserving, that is, if the initial-boundary value problem
associated to the system (2), (7), and (8), together with the boundary conditions (14) and compatible initial data, admits
a solution, then the solution satisﬁes the constraints (4), (5), and (6) for all time. This is based on the following lemma.
Lemma 2. Suppose that α and β i vanish. Let γi j , κi j , λki j be a solution to the homogeneous hyperbolic system (2), (7), (8) and suppose
that the boundary conditions (14) are satisﬁed on some face of ∂Ω . Let C j be deﬁned by (5). Then
C˙ jn
l∂lC
j + n j C˙ j∂lCl = 0 (16)
on the face.
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C j =
(
δmj δ
ik − δkjδim
)
∂kκim.
Contracting with n j and using the ﬁrst identity of (12) give
n jC j =
(
nmδik − nkδim)∂kκim
= [nm(nink + τ ik)− nk(ninm + τ im)]∂kκim
= (nmτ ik − nkτ im)∂kκim
= nmτ ik∂kκim − nkτ im∂kκim
= nmτ ik∂kκim −
√
2nkτ imλ˙kim − nkτ im∂iκkm
(
by (8) with βi = 0
)
= −√2nkτ imλ˙kim.
From the boundary conditions (14), we obtain nkτ imλkim = 0 (so then nkτ imλ˙kim = 0), and so we have established that
n jC j = 0 holds on the face.
To show that τ pj n
l∂lC j = 0 on the face, we start with the identity
τ
p
j n
lδmjδik = τ pmδiknl = τ pm(nink + τ ik)nl
= τ pmni(nlnk)+ τ pmτ iknl
= τ pmni(δkl − τ kl)+ τ pmτ iknl
= τ pmniδkl − τ pmniτ kl + τ pmτ iknl.
Similarly,
τ
p
j n
lδkjδim = τ pkδimnl = τ pk(ninm + τ im)nl = τ pknlninm + τ pkτ imnl.
Therefore,
τ
p
j n
l∂lC
j = τ pj nl∂l
(
δmjδik − δkjδim)∂kκim
= (τ pj nlδmjδik − τ pj nlδkjδim)∂k∂lκim
= (τ pmniδkl − τ pmniτ kl + τ pmτ iknl − τ pknlninm − τ pkτ imnl)∂k∂lκim. (17)
The second term of the right-hand side vanishes since it involves the tangential Laplacian τ kl∂k∂l applied to the quantity
τ pmniκim , which vanishes on the face by the boundary conditions (15). For the third and last terms, we again use (8) to
replace ∂lκim with λ˙l(im)/
√
2+∂iκlm/2+∂mκli/2 and argue as before to see that the resulting terms vanish. For the ﬁrst term
we notice that δkl∂k∂lκim = ∂k∂kκim = κ¨im +∂(iCm) +∂i∂mκ ll (from (7) and (8) with vanishing α and β i). So, τ pmniδkl∂k∂lκim =
τ pmni κ¨im + 12τ pmni∂iCm + 12τ pmni∂mCi + τ pmni∂i∂mκ ll . From τ pmniκim = 0 and niCi = 0 on the face, this identity reduces
to τ pmniδkl∂k∂lκim = 12τ pmni∂iCm + τ pmni∂i∂mκ ll . Finally, the fourth term of (17) can be written as τ pknlninm∂k∂lκim =
τ pk(δli − τ li)nm∂k∂lκim = τ pknm∂k∂ lκlm − τ pkτ linm∂k∂lκim = τ pknm∂kCm + τ pknm∂k∂mκ ll − τ pkτ linm∂k∂lκim . Again, from
nmCm = 0 on the face and the tangentiality of τ pk∂k , the ﬁrst term vanishes. Also, from the boundary conditions and
the tangentiality of τ pkτ li∂k∂l , the last term vanishes. So, τ pknlninm∂k∂lκim = τ pknm∂k∂mκ ll .
From above, τ pj n
l∂lC j = 12τ pmni∂iCm , which implies τ pj nl∂lC j = 0 on the face. This concludes the proof of (16). 
The next theorem asserts that the boundary conditions (14) are constraint-preserving should a solution to the initial-
boundary value problem exist.
Theorem 3. Let Ω be a polyhedral domain. Given γi j(0), κi j(0) on Ω satisfying the constraints (4) and (5), deﬁne λki j(0) by (10).
Having γi j(0), κi j(0), and λki j(0), deﬁne γi j , κi j , and λki j for positive time by the evolution equations (2), (7), (8), and the boundary
conditions (14). Then the constraints (4), (5), and (6) are satisﬁed for all time.
Proof. Exactly as in the proof of [2, Theorem 1], we ﬁnd that C j satisﬁes the elastic wave equation
C¨ j = ∂ l∂(lC j) (18)
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E(t) =
∫
Ω
{
C˙ j C˙
j + 1
2
[
∂ lC j∂lC
j + (∂lCl)2]
}
dx.
Clearly E(0) = 0. From (18) and integration by parts
E˙(t) =
∫
∂Ω
(
C˙ jn
l∂lC
j + n j C˙ j∂lCl
)
dσ . (19)
Therefore, if α = 0 and β i = 0, we can invoke Lemma 2, and conclude that E is constant in time. Hence E vanishes iden-
tically. Thus C j is constant, and, since it vanishes at time 0, it vanishes for all time. Applying the Hamiltonian constraint
operator deﬁned in (4) to the evolution equation (2), we obtain that C˙ = −2∂ jC j . This implies that the constraint (4) is
satisﬁed for all time as well. Let Ckij := λki j + 1√2 [∂[kγi] j + (Mγ )[kδi] j]. Then,
C˙ki j = λ˙ki j + 1√
2
[
∂[kγ˙i] j + (Mγ˙ )[kδi] j
]
= λ˙ki j + 1√
2
[−2∂[kκi] j − 2(Mκ)[kδi] j] (by (2))
= λ˙ki j −
√
2∂[kκi] j −
√
2C[kδi] j = λ˙ki j −
√
2∂[kκi] j
= 0 (by (8)).
By (10), Ckij(0) = 0 and so the constraints (6) are also satisﬁed for all time. This establishes the vanishing of the constraints
(4), (5), and (6) under the additional assumption that α and β i vanish. To extend to the case of general α and β i we use
Duhamel’s principle. Let S(t) denote the solution operator associated to the homogeneous boundary value problem. That is,
given functions hij(0), θi j(0), φki j(0) on Ω , deﬁne S(t)(hij(0), θi j(0),φki j(0)) = (hij(t), θi j(t),φki j(t)) where hij , θi j , φki j is the
solution to the homogeneous evolution equations
h˙i j = −2κi j, θ˙i j =
√
2∂kφk(i j), φ˙ki j =
√
2∂[kθi] j,
satisfying the boundary conditions and assuming the given initial values. Then Duhamel’s principle represents the solution
γi j , κi j , λki j of the inhomogeneous initial-boundary value problem (2), (7), (8), (14) as
(
γi j, κi j(t), λki j(t)
)= S(t)(γi j(0), κi j(0), λki j(0))+
t∫
0
S(t − s)(2∂(iβ j)(s),−∂i∂ jα(s),−τki j(s))ds. (20)
Now it is easy to check that the Hamiltonian constraint (4) is satisﬁed by 2∂(iβ j)(s) (for any smooth vector ﬁeld β i ), the
momentum constraint (5) is satisﬁed by −∂i∂ jα(s) (for any smooth function α), and −τki j(s) and 2∂(iβ j)(s) share the same
relation as λ and γ in (10). Hence the integrand in (20) satisﬁes the constraints by the result for the homogeneous case, as
does the ﬁrst term on the right-hand side, and thus the constraints are indeed satisﬁed by γi j , κi j , and λki j . 
The analogue of [2, Theorem 1] in the case of a bounded (polyhedral) domain is given next.
Theorem 4. Let Ω be a polyhedral domain. Suppose that initial data γi j(0) and κi j(0) are given satisfying the Hamiltonian constraint
(4) andmomentum constraint (5), respectively, and that initial data λki j(0) is deﬁned by (10). Then the unique solution of the linearized
AA initial-boundary value problem (2), (7), and (8), together with the boundary conditions (14) satisﬁes the linearized ADM system
(2)–(5) in Ω .
Proof. We begin by showing that the boundary conditions (14) (or (15)) are maximal nonnegative for the ﬁrst order hy-
perbolic system (2), (7), (8), and so, according to the classical theory of [24] and [37], the initial-boundary value problem is
well-posed. See [17,29,34,40,45,55–57] for more recent developments and results on this subject.
We recall the deﬁnition of maximal nonnegative boundary conditions. Let V denote the vector space of triples of constant
tensors (γi j, κi j, λki j). Here γi j and κi j are symmetric with respect to the indices i and j, and λki j is a third-order constant
tensor which is antisymmetric with respect to the ﬁrst two indices and satisﬁes the cyclic identity λki j +λ jki +λi jk = 0. Thus
dim V = 20. The boundary operator An associated to the evolution equations (2), (7), (8) is the symmetric linear operator
V → V given by An(γi j, κi j, λki j) := (γ˜i j, κ˜i j, λ˜ki j), where
γ˜i j = 0, κ˜i j = −
√
2nkλk(i j), λ˜ki j = −
√
2n[kκi] j. (21)
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γi jγ˜
i j + κi j κ˜ i j + λki j λ˜ki j  0 (22)
whenever (γi j, κi j, λki j) ∈ N and (γ˜i j, κ˜i j, λ˜ki j) is deﬁned by (21). The subspace is maximal nonnegative if also no larger
subspace has this property. Since An has ﬁve positive, ten zero, and ﬁve negative eigenvalues (see [2] for the eigenvalues
and associated eigenvectors of An), a nonnegative subspace is maximal nonnegative if and only if it has dimension 15. Our
claim is that the subspace N deﬁned by (14) is maximal nonnegative. The dimension of N is clearly 15. In view of (21), the
veriﬁcation of (22) reduces to showing that nkλki jκ i j  0 whenever (14) holds. In fact, nkλki jκ i j = 0, that is, nkλki j and κ i j
are orthogonal (when (14) holds). To see this, we use orthogonal expansions of each of the two terms based on the normal
and tangential components:
κ i j = nrninpn jκrp + nrniτ jpκrp + τ ir npn jκrp + τ ir τ jpκrp, (23)
nkλki j = nlninmn jnkλklm + nlniτmj nkλklm + τ li nmn jnkλklm + τ li τmj nkλklm. (24)
In view of the boundary conditions (in the form of (15)), the two inner terms on the right-hand side of (23) vanish. Also,
the ﬁrst two terms of the right-hand side of (24) vanish due to the antisymmetry of λki j with respect to the ﬁrst two
indices. Thus, the orthogonality follows from
nkλki jκ
i j = (τ li nmn jnkλklm + τ li τmj nkλklm)(nrninpn jκrp + τ ir τ jpκrp)
= τ li τmj nkλklmτ ir τ jpκrp
(
since τ li n
i = n jτ jm = 0
)
= τ lrτmp κrpnkλklm
(
by (12)
)
=mrmpκrpnkmlmmλklm + lrlpκrpnklllmλklm + 2mrlpκrpnkmllmλklm
= 0 (by (14)).
From Theorem 3, the solution (γi j, κi j, λki j) of the ﬁrst order hyperbolic system (2), (7), and (8), together with the boundary
conditions (14) and the given initial data, satisﬁes the constraints (4), (5), and (6) for all time. Then, it is easy to see that
(γi j, κi j) is a solution of the ADM system (2)–(5) in Ω . 
We end this section by noting a second set of boundary conditions which are maximal nonnegative and constraint-
preserving. These are
mil jκi j =mim jκi j = lil jκi j =mknin jλki j = lknin jλki j = 0, (25)
or
τ liτmjκi j = 0, τ lknin jλki j = 0, (26)
and so do not depend on the choice of basis for the tangent space.
The necessary orthogonality (of nkλki j with κ i j) to demonstrate that the boundary conditions are maximal nonnegative
follows from the boundary conditions (25) and the antisymmetry of λki j with respect to its ﬁrst two indices.
nkλki jκ
i j = (τ li nmn jnkλklm + τ li τmj nkλklm)(nrninpn jκrp + nrniτ jpκrp + τ ir npn jκrp)
= τ li nmn jnkλklmτ ir npn jκrp
= τ lrnpκrpnmnkλklm
= −npκrpτ lrnmnkλlkm
= 0.
Similarly, to prove the analogue of Lemma 2 for these boundary conditions, we show that both the tangential component
τ
j
pC j of C j and the normal component n jn
l∂lC j of nl∂lC j vanish (it was the reverse before). Although the analysis is essen-
tially the same as for the boundary conditions (14), we need to do some more work here since the vanishing of both the
tangential component of C j and the normal component of nl∂lC j is not enough to prove (16). We also need to prove that
τ lj∂lC
j vanishes on the face and we start with that proof.
τ lj∂lC
j = τ lj∂l
(
δmjδik − δkjδim)∂kκim
= (τmlδik − τ lkδim)∂k∂lκim
= τmlnink∂l∂kκim − τ lkninm∂k∂lκim
(
by (12) and (25)
)
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√
2λ˙kim + ∂iκkm) − τ lkninm∂k(
√
2λ˙lim + ∂iκlm)
(
by (8)
)
= τmlnink∂l∂iκkm − τ lkninm∂k∂iκlm
(
from λkim = −λikm and (25)
)
= 0. (27)
Now we prove that the tangential part of C j vanishes.
τ
j
pC j = τ jp
(
δmj δ
ik − δkjδim
)
∂kκim
= (τmp δik − τ kpδim)∂kκim
= (τmp nink + τmp τ ik − τ kpninm − τ kpτ im)∂kκim (by (12))
= (τmp nink − τ kpninm)∂kκim (by (25))
= (τmp nink − τ kpninm)(√2λ˙kim + ∂iκkm) (by (8))
= (τmp nink − τ kpninm)∂iκkm (from λkim = −λikm and (25))
= 0. (28)
Next we prove that the normal component of nl∂lC j vanishes as well.
n jn
l∂lC
j = n jnl∂l
(
δmjδik − δkjδim)∂kκim
= n jnl
(
δmjδik − δkjδim)∂k∂lκim
= (nmnlδik − nknlδim)∂k∂lκim
= (nmnlτ ik − nknlτ im)∂k∂lκim
= (δmlτ ik − δklτ im)∂k∂lκim
= δmlτ ik∂k(
√
2λ˙lmi + ∂mκli) − δklτ im∂k∂lκim
(
by (8)
)
= δmlτ ik∂k∂mκli − τ im∂k∂kκim (from λlmi = −λmli)
= δmlτ ik∂k∂mκli − τ im
(
κ¨im + ∂(iCm) + ∂i∂mκ ll
) (
by (7) and (8)
)
= δmlτ ik∂k∂mκli − τ im∂i∂mκ ll
(
by (25) and (27)
)
= δmlτ ik∂k(
√
2λ˙mil + ∂iκml) − τ im∂i∂mκ ll
= √2δmlτ ik∂kλ˙mil + τ ik∂k∂iκ ll − τ im∂i∂mκ ll
= √2τ ik∂kλ˙ lli
= τ ik∂kCi
(
from (8)
)
= 0 (from (27)). (29)
From (27), (28), and (29) it follows that (16) holds on the face if α and β i vanish. Otherwise the approach follows exactly
the same ideas and techniques used for the boundary conditions (14).
4. Extended AA system
By using similar ideas and techniques as in Section 3, we indicate an extended initial-boundary value problem corre-
sponding to the AA formulation whose solution solves the linearized ADM system (2)–(5) in Ω . This approach could have
a potential impact on the accuracy of numerical simulations since the momentum constraints violations are kept under
control for all time. The new system consists of (2), (8), and two new sets of equations, one replacing (7)
κ˙i j =
√
2∂kλk(i j) + 12 (∂i p j + ∂ j pi) − ∂
k pkδi j − ∂i∂ jα, (30)
and the other one corresponding to a new three-dimensional vector ﬁeld pi deﬁned by
p˙i = ∂ lκli − ∂iκ ll . (31)
Observe that the additional terms that appear on the right-hand side of (30) compared with (7) are precisely the negative
components of the formal adjoint of the momentum constraint operator (5) applied to pi .
Let V˜ be the vector space of quadruples of constant tensors (γi j, κi j, λki j, pk), where γi j , κi j are symmetric with respect to
the indices i and j and λki j belong to the eight-dimensional space of triply indexed arrays (wkij) which are skew symmetric
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A˜n : V˜ → V˜ in this case is given by
γ˜i j = 0, κ˜i j = −
√
2nkλk(i j) − 12 (ni p j + n j pi) + n
kpkδi j,
λ˜ki j = −
√
2n[kκi] j, p˜i = −nlκil + niκ ll . (32)
The boundary operator A˜n associated to the evolution equations (2), (30), (8), and (31) has ﬁve positive, 13 zero, and ﬁve
negative eigenvalues. Therefore, a nonnegative subspace is maximal nonnegative if and only if it has dimension 18. We
claim that the following boundary conditions are maximal nonnegative for (2), (30), (8), and (31)
nim jκi j = nil jκi j = nk
(
mim jλki j − 1√
2
pk
)
= nk
(
lil jλki j − 1√
2
pk
)
= nkmil jλk(i j) = 0. (33)
These can also be written as:
niτ jkκi j = 0, nk
(
τ ilτ jmλk(i j) − 1√
2
τ lmpk
)
= 0, (34)
and so do not depend on the choice of basis for the tangent space.
Let us prove the claim that the subspace N˜ deﬁned by (33) is maximal nonnegative. Obviously, dim N˜ = 18. Hence, it
remains to be proven that N˜ is also nonnegative. In view of (32), the veriﬁcation of nonnegativity of N˜ reduces to showing
that
κ i j κ˜i j + λki j λ˜ki j + pi p˜i  0 (35)
whenever (33) holds. In fact, we can prove that the left-hand side of (35) vanishes pending that (33) holds:
κi j κ˜
i j + λki j λ˜ki j + pi p˜i = −2
√
2nkκ i jλki j − 2ni p jκi j + 2ni piκ ll
= −2√2(nrninpn jκrp + τ riτ pjκrp)(τ li nmn jnkλklm + τ li τmj nkλklm)− 2ni p jκi j
+ 2ni piκ ll
(
by (23), (24), and (34)
)
= −2√2nkτ rlτ pmκrpλklm − 2ni p jκi j + 2ni piκ ll
= −2nkpkτ rpκrp − 2ni p jκi j + 2ni piκ ll
(
by (34)
)
= −2nkpk
(
δrp − nrnp)κrp − 2ni p jκi j + 2ni piκ ll
= 2nkpknrnpκrp − 2ni p jκi j
= 2nkpknrnpκrp − 2ni
(
nkpkn
j + τ kj pk
)
κi j
= −2niτ kjκi j pk
= 0 (by (34)).
This concludes the proof of (35).
Theorem 5. Let Ω be a polyhedral domain. Suppose that the initial data γi j(0) and κi j(0) are given satisfying the Hamiltonian (4) and
momentum constraints (5), respectively, λki j(0) is deﬁned by (10), and pi(0) = 0. Then the unique solution (γi j, κi j, λki j, pi) of the
initial boundary value problem (2), (30), (8), and (31), together with the boundary conditions (33), satisﬁes the properties pi = 0 for
all time, and (γi j, κi j) solves the linearized ADM system (2)–(5) in Ω .
Proof. Observe that the solution of the initial-boundary value problem (2), (7), (8), and (14) (boundary conditions), together
with pi = 0 for all time, is the unique solution of the initial boundary value problem (2), (30), (8), and (31), together with
the boundary conditions (33). The conclusion follows from Theorem 4. 
We close by indicating a second set of maximal nonnegative boundary conditions (corresponding to (25)) for (2), (30),
(8), and (31) for which Theorem 5 holds as well. These are
mil jκi j =mim jκi j = lil jκi j =mk
(
nin jλki j − 1√
2
pk
)
= lk
(
nin jλki j − 1√
2
pk
)
= 0, (36)
or
τ liτmjκi j = 0, τ lk
(
nin jλki j − 1√ pk
)
= 0, (37)2
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by (36) has dimension 18 and the nonnegativity follows similarly as for the boundary conditions (33).
κi j κ˜
i j + λki j λ˜ki j + pi p˜i = −2
√
2κ i jnkλki j − 2ni p jκi j + 2ni piκ ll
= −2√2(nrninpn jκrp + nrniτ jpκrp + τ ir npn jκrp)(τ li nmn jnkλklm + τ li τmj nkλklm)− 2ni p jκi j
+ 2ni piκ ll
(
by (23), (24), and (37)
)
= −2√2τ lrnmnkλklmnpκrp − 2ni p jκi j + 2ni piκ ll
= 2√2τ lrnmnkλlkmnpκrp − 2ni p jκi j + 2ni piκ ll (by the antisymmetry of λ in k and l)
= 2τ lr plnpκrp − 2ni p jκi j + 2ni piκ ll
(
by (37)
)
= 2(δlr − nlnr)plnpκrp − 2ni p jκi j + 2ni piκ ll
= −2nl plnrnpκrp + 2ni piκ ll
= −2nl pl(δrp − τrp)κrp + 2ni piκ ll
= 2nl plτrpκrp
= 0 (by (37)).
5. Summary and comments
We have studied the boundary conditions problem for the AA system linearized around the Minkowski spacetime (2), (7),
and (8). We have provided two distinct sets of boundary conditions (14) and (25), respectively, which make the initial-
boundary value problem associated to the AA system well-posed and equivalent to the linearized ADM system (2)–(5) on
a polyhedral domain Ω . Moreover, we have constructed an extended symmetric hyperbolic system (2), (30), (8), and (31)
which incorporates the momentum constraints as dynamical variables. This technique was ﬁrst employed in [6] and could
have an impact on numerical solutions of Einstein’s equations since the momentum constraints violations are kept un-
der control for all time. For this new system, we have found two sets of well-posed boundary conditions (33) and (36),
respectively, with which we have been able to produce solutions for the linearized ADM system (2)–(5) on a polyhedral
domain Ω .
It should be observed that our procedure does not necessarily guarantee the existence of a smooth solution due, in
part, to the presence of corners. Further work is required to ensure some smoothness of the solution, such as imposing
compatibility conditions at the corners (see [45]).
Our techniques have many points in common with the ones used in [6] and [62]. It is expected that similar techniques
can be applied to other formulations of Einstein’s equations linearized around Minkowski or other known spacetimes. More-
over, these techniques could be useful in the more diﬃcult non-linear case.
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