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1. Ειςαγωγό 
Τα παιχνίδια δφο ατόμων όπωσ το ςκάκι, το τάβλι, το go, κ.ά. ζχουν 
αναγνωριςτεί ωσ ιδανικά πεδία ζρευνασ και δοκιμϊν για τισ ςφγχρονεσ μεκόδουσ 
τεχνθτισ νοθμοςφνθσ και μθχανικισ μάκθςθσ. Μία από τισ πιο ενδιαφζρουςεσ 
διαδικαςίεσ μάκθςθσ που μπορεί να εφαρμοςτεί ςε αυτά είναι θ ενιςχυτικι 
μάκθςθ μζςω τθσ αυτοεκπαίδευςθσ. Με αυτι τθν τεχνικι ζνασ πράκτορασ παίηει 
πολλζσ παρτίδεσ με τον εαυτό του και χρθςιμοποιεί ζνα ςιμα «ανταμοιβισ» ςτο 
τζλοσ κάκε παρτίδασ, για να βελτιϊςει ςταδιακά τθν ποιότθτα τθσ επιλογισ των 
κινιςεων.  Σθμαντικότεροσ εκπρόςωποσ αυτισ τθσ μεκόδου είναι το πρόγραμμα 
TD-Gammon (Tesauro, 2002). 
Στθν εργαςία αυτι επιχειρείται θ καταςκευι ενόσ πράκτορα που κα παίηει τα 
παιχνίδια του ταβλιοφ «πλακωτό» και «φεφγα». Κατά το πρότυπο του TD-Gammon,  
ο πράκτοράσ μασ μακαίνει από τθν ζκβαςθ των παρτίδων αυτοεκπαίδευςθσ  
χρθςιμοποιϊντασ ζνα τεχνθτό νευρωνικό δίκτυο για τθν εκμάκθςθ τθσ ςυνάρτθςθσ 
αξιολόγθςθσ των παιχνιδιϊν αυτϊν. 
Το τάβλι είναι ζνα αρχαίο επιτραπζηιο παιχνίδι που ουςιαςτικά παίηεται ςε μία 
διάςταςθ και ςτθν ελλθνικι του ζκδοςθ αποτελείται από τρία διαφορετικά 
παιχνίδια, τισ «πόρτεσ», το «πλακωτό» και το «φεφγα». Οι παραδοςιακζσ τεχνικζσ 
αναηιτθςθσ ςε δζντρα παιγνίων, που δουλεφουν πολφ καλά ςε παιχνίδια όπωσ το 
ςκάκι, αποτυγχάνουν ςτο τάβλι λόγω του πολφ μεγάλου χϊρου αναηιτθςθσ· αυτό 
οφείλεται ςτο μεγάλο παράγοντα διακλάδωςθσ ανά κίνθςθ λόγω τθσ τυχαιότθτασ 
(ηάρια).  
Στο δεφτερο κεφάλαιο τθσ εργαςίασ γίνεται μια επιςκόπθςθ τθσ ενιςχυτικισ 
μάκθςθσ. Συγκεκριμζνα αναλφονται οι κεωροφμενοι ωσ «κλαςικοί» αλγόρικμοι τθσ 
ενιςχυτικισ μάκθςθσ με εκτενζςτερθ ανάλυςθ των αλγορίκμων που 
χρθςιμοποιικθκαν για τθν υλοποίθςθ τθσ εργαςίασ. 
Στο τρίτο κεφάλαιο παρουςιάηονται το πεδίο των παιχνιδιϊν δφο ατόμων και ο 
τρόποσ αντιμετϊπιςισ του από τθν ενιςχυτικι μάκθςθ. Εδϊ αναλφονται τα 
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χαρακτθριςτικά των παιχνιδιϊν δφο ατόμων που ζχουν ενδιαφζρον για τθν 
καλφτερθ απόδοςθ τθσ ενιςχυτικισ μάκθςθσ. Επίςθσ, παρατίκενται κάποιοι ειδικοί 
αλγόρικμοι που ζχουν εφαρμοςτεί ςε παιχνίδια δφο ατόμων. Τζλοσ, γίνεται μια 
επιςκόπθςθ των εφαρμογϊν τθσ ενιςχυτικισ μάκθςθσ ανά παιχνίδι. 
Στο τζταρτο κεφάλαιο περιγράφονται οι τρεισ ελλθνικζσ παραλλαγζσ του 
ταβλιοφ, οι «πόρτεσ», το «πλακωτό» και το «φεφγα». Επίςθσ, αναλφεται διεξοδικά 
το πρόγραμμα TD-Gammon, κακϊσ χρθςιμοποιικθκαν κάποιεσ από τισ τεχνικζσ του 
για τθν υλοποίθςθ των πρακτόρων τθσ εργαςίασ. 
Στο πζμπτο κεφάλαιο παρουςιάηονται θ υλοποίθςθ των πρακτόρων του 
«φεφγα» και του «πλακωτοφ» και οι τεχνικζσ που χρθςιμοποιικθκαν. Επιπρόςκετα, 
επιχειρικθκε αξιολόγθςθ τθσ ποιότθτασ των πρακτόρων και ςχολιαςμόσ των 
αποτελεςμάτων. 
Τζλοσ, ςτο ζκτο κεφάλαιο ςυνοψίηονται τα ςυμπεράςματα που προζκυψαν 
κακ’ όλθ τθ διάρκεια τθσ εκπόνθςθσ τθσ εργαςίασ και προτείνονται πικανζσ 
βελτιϊςεισ των πρακτόρων και μελλοντικζσ επεκτάςεισ τθσ ερευνθτικισ 
διαδικαςίασ. 
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2. Ενιςχυτικό Μϊθηςη 
Η ενιςχυτικι μάκθςθ είναι ζνα πεδίο ζρευνασ που ζχει απαςχολιςει πολλζσ 
επιςτιμεσ όπωσ τθ ςτατιςτικι, τθν ψυχολογία, τθ νευροβιολογία και τθν επιςτιμθ 
των υπολογιςτϊν. Στθν επιςτιμθ των υπολογιςτϊν τα τελευταία χρόνια ζχει 
γνωρίςει ιδιαίτερθ άνκθςθ ςτθ γνωςτικι περιοχι τθσ τεχνθτισ νοθμοςφνθσ και 
ειδικότερα τθσ μθχανικισ μάκθςθσ. Σθμαντικι επιρροι ςε αυτό άςκθςαν οι 
κεωρίεσ μάκθςθσ τθσ ψυχολογίασ που πρωτοδιατυπϊκθκαν από τον Thorndike 
(Thorndike, 1911).  
Στα πειράματά του ο Thorndike χρθςιμοποίθςε κλουβί εφοδιαςμζνο με κουμπί 
εξόδου. Στο κλουβί τοποκζτθςε ζνα ποντίκι και παρατιρθςε τισ κινιςεισ του κάτω 
από τθν πίεςθ τθσ πείνασ. Το ηϊο μετά από οριςμζνεσ κινιςεισ πάτθςε κατά τυχαίο 
τρόπο το κουμπί τθσ εξόδου, πράγμα που του ζδωςε τθ δυνατότθτα να βγει από το 
κλουβί και να πάρει τθν τροφι του, που βριςκόταν ζξω, και ζτςι να ικανοποιιςει 
τθν ανάγκθ. Στθ ςυνζχεια, ο Thorndike ζβαλε και πάλι το ηϊο μζςα ςτο κλουβί για 
δεφτερθ, τρίτθ, και τζταρτθ φορά. Ραρατιρθςε ότι με τισ ςυνεχείσ προςπάκειεσ 
μειϊνονταν οι ανεπιτυχείσ δοκιμζσ και τελικά το ηϊο προζβαινε ςτθν κατάλλθλθ 
ενζργεια, που οδθγοφςε ςτθ λφςθ του προβλιματοσ, δθλαδι τθν ζξοδο από το 
κλουβί και τθν ικανοποίθςθ του αιςκιματοσ τθσ πείνασ.  
Ο Thorndike διατφπωςε το 1911 τουσ τρεισ βαςικοφσ νόμουσ τθσ μάκθςθσ: 
α. Νόμοσ τθσ άςκθςθσ (Law of exercise). Ο δεςμόσ που αναπτφςςεται μεταξφ 
ερεκίςματοσ και αντίδραςθσ ιςχυροποιείται με τθν επανάλθψθ ι χριςθ, ενϊ θ 
ζλλειψθ επανάλθψθσ επιφζρει τθ χαλάρωςθ του δεςμοφ αυτοφ με αποτζλεςμα τθ 
λικθ.  
β. Νόμοσ του αποτελζςματοσ (Law of effect). Ο νόμοσ αυτόσ είναι 
ςυμπλθρωματικόσ του νόμου τθσ άςκθςθσ. Σφμφωνα με το νόμο αυτό, το 
ικανοποιθτικό και ςυνεπϊσ ευχάριςτο αποτζλεςμα μιασ ενζργειασ ιςχυροποιεί το 
δεςμό μεταξφ ερεκίςματοσ και αντίδραςθσ, ενϊ το μθ ικανοποιθτικό και ςυνεπϊσ 
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δυςάρεςτο αποτζλεςμα εξαςκενίηει το δεςμό. Οι ενζργειεσ που προκαλοφν 
επιτυχία, ικανοποίθςθ και ςυναιςκθματικι ευαρζςκεια τείνουν να επαναλθφκοφν, 
ενϊ οι ενζργειεσ που δεν αμείβονται και δεν κινοφν το ενδιαφζρον ι προκαλοφν 
δυςαρζςκεια τείνουν να εκλείψουν. 
γ. Ο νόμοσ τθσ αφομοίωςθσ (Law of assimilation). Ο νόμοσ αυτόσ εξαίρει 
ιδιαίτερα τθ ςθμαςία τθσ παλαιάσ ςχετικισ εμπείριασ ςτθν κατάκτθςθ του νζου 
αντικειμζνου διδαςκαλίασ. Η παλαιά εμπειρία επιδρά αφομοιωτικά ςτθν 
οικειοποίθςθ τθσ νζασ προσ μάκθςθ κατάςταςθσ. Για το λόγο αυτό ο άνκρωποσ 
κατά τθ διάρκεια τθσ μάκθςθσ ανακαλεί ςτθ μνιμθ του τα παλαιά ςτοιχεία τθσ 
εμπειρίασ, τα οποία γεφυρϊνουν τθν παλαιά εμπειρία με τθ νζα προσ μάκθςθ 
κατάςταςθ και ςυντελοφν ςτθν αφομοίωςθ και οικειοποίθςθ τθσ νζασ κατάςταςθσ. 
Ο νόμοσ του αποτελζςματοσ περιζχει τισ δφο ςθμαντικότερεσ πτυχζσ που εμείσ 
ονομάηουμε δοκιμι και αποτυχία: Ρρϊτον είναι επιλεκτικόσ, δθλαδι χρειάηεται να 
δοκιμάςει εναλλακτικζσ εκδοχζσ και να επιλζξει ανάμεςα από αυτζσ βάςει των 
ςυνεπειϊν τουσ. Δεφτερον είναι ςυςχετιςτικόσ, που ςθμαίνει ότι οι εναλλακτικζσ 
που βρζκθκαν ςυνδυάηονται με ςυγκεκριμζνεσ καταςτάςεισ. Η φυςικι επιλογι ςτθ 
κεωρία τθσ εξζλιξθσ είναι ζνα χαρακτθριςτικό παράδειγμα επιλεκτικισ διαδικαςίασ, 
αλλά δεν είναι ςυςχετιςτικι. Η επιβλεπόμενθ μάκθςθ είναι ςυςχετιςτικι αλλά όχι 
επιλεκτικι. Ο ςυνδυαςμόσ των δφο αυτϊν χαρακτθριςτικϊν είναι απαραίτθτοσ  ςτο 
νόμο του αποτελζςματοσ και ςτθ μάκθςθ με δοκιμι και αποτυχία. Ζνασ άλλοσ 
τρόποσ, για να περιγράψει κανείσ το νόμο του αποτελζςματοσ, είναι ζνασ απλόσ 
ςυνδυαςμόσ αναηιτθςθσ και μνιμθσ: αναηιτθςθ ωσ δοκιμι των διαφόρων 
ενεργειϊν ςε κάποια κατάςταςθ και μνιμθ ωσ ο τρόποσ να κυμόμαςτε ποια 
ενζργεια δουλεφει καλφτερα, ςυνδυάηοντάσ τθ με καταςτάςεισ που ςτο παρελκόν 
ξζραμε ότι δουλεφουν βζλτιςτα. 
Σε αυτι τθν εργαςία, κα μελετθκεί θ ενιςχυτικι μάκθςθ από τθν πλευρά τθσ 
επιςτιμθσ των υπολογιςτϊν. Σφμφωνα με αυτι, θ ενιςχυτικι μάκθςθ (ςτο εξισ ΕΜ) 
αποτελεί ζνα υπολογιςτικό πλαίςιο που μπορεί να χρθςιμοποιθκεί από ευφυείσ 
πράκτορεσ για τθν εκμάκθςθ ςυμπεριφορϊν βάςει ενόσ κλιμακωτοφ ςιματοσ 
ανταμοιβισ. Το πρόβλθμα τθσ ενιςχυτικισ μάκθςθσ ςυνοπτικά ςυνίςταται ςτθν 
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εκμάκθςθ από τον πράκτορα ςωςτισ ςυμπεριφοράσ χρθςιμοποιϊντασ τθν τεχνικι 
τθσ δοκιμισ και αποτυχίασ μζςα ςε ζνα δυναμικό περιβάλλον.  
Υπάρχουν δφο ςτρατθγικζσ επίλυςθσ προβλθμάτων ενιςχυτικισ μάκθςθσ. Η 
πρϊτθ είναι θ αναηιτθςθ μζςα ςτο χϊρο των πολιτικϊν, ζτςι ϊςτε να βρεκεί 
κάποια πολιτικι που ζχει καλι απόδοςθ ςτο περιβάλλον του προβλιματοσ. Αυτι θ 
αντιμετϊπιςθ ζχει γίνει από ζρευνα ςτο χϊρο των γενετικϊν αλγορίκμων (genetic 
algorithms) και του γενετικοφ προγραμματιςμοφ (genetic programming), κακϊσ και 
πιο πρόςφατα ςτο χϊρο τθσ αναηιτθςθσ πολιτικϊν (policy search). O δεφτεροσ 
τρόποσ βαςίηεται ςε ςτατιςτικζσ τεχνικζσ και τεχνικζσ δυναμικοφ 
προγραμματιςμοφ, ϊςτε να παρζχει μια ικανοποιθτικι εκτίμθςθ τθσ αξίασ που 
ζχουν οι ενζργειεσ ςτισ καταςτάςεισ του χϊρου του προβλιματοσ. 
Η παροφςα εργαςία αναλφει και εφαρμόηει το δεφτερο τρόπο επίλυςθσ 
προβλθμάτων ΕΜ. Η παρουςίαςθ των βαςικϊν αρχϊν τθσ ΕΜ που 
χρθςιμοποιικθκαν ακολουκεί ωσ επί το πλείςτον το (Sutton & Barto, 1998) και ςε 
μικρότερο βακμό τα (Kaelbling, Littman, & Moore, 1996) και (Russel & Norvig, 
2003). Επιπλζον, χριςιμεσ παραπομπζσ αποτελοφν τα (Bertsekas & Tsitsiklis, 1996) 
και (Bertsekas, 1995). 
Η ΕΜ είναι ζνα πεδίο ζρευνασ που ζχει μεγάλθ ζκταςθ και ςε καμία περίπτωςθ 
δεν μπορεί να καλυφκεί ςτα πλαίςια μιασ διπλωματικι εργαςίασ. Στο κεφάλαιο 
αυτό περιγράφονται οι κφριοι αλγόρικμοι τθσ ΕΜ, με μεγαλφτερθ ζμφαςθ ςε 
αυτοφσ που χρθςιμοποιικθκαν για τθν υλοποίθςθ τθσ εργαςίασ.  
2.1 Θεμελιώδη ΢τοιχεύα  
Τα δφο κεμελιϊδθ χαρακτθριςτικά τθσ ΕΜ είναι θ αναηιτθςθ με δοκιμι και 
αποτυχία και θ κακυςτερθμζνθ ανταμοιβι (delayed reward). Ο πράκτορασ ςτθν ΕΜ 
δεν δζχεται κακοδιγθςθ ςτο τι ενζργειεσ να κάνει, όπωσ γίνεται ςτισ περιςςότερεσ 
μορφζσ μθχανικισ μάκθςθσ, αλλά πρζπει να ανακαλφψει μόνοσ του ποιεσ 
ενζργειεσ δίνουν τθ μεγαλφτερθ ανταμοιβι, δοκιμάηοντάσ τεσ. Στο πρόβλθμα του 
ποντικιοφ του Thorndike θ ανταμοιβι ερχόταν αμζςωσ μετά από μία ςωςτι 
ενζργεια – το πάτθμα του κουμπιοφ- και όλεσ οι άλλεσ ενζργειεσ δεν ζδιναν καμία 
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ανταμοιβι. Στισ πιο ενδιαφζρουςεσ και απαιτθτικζσ περιπτϊςεισ οι ενζργειεσ δεν 
ζχουν μόνο επίπτωςθ ςτθν άμεςθ ανταμοιβι αλλά επίςθσ και ςτθν επόμενθ 
κατάςταςθ και μζςω αυτισ ςε όλεσ τισ μελλοντικζσ ανταμοιβζσ. 
 
Σχιμα 1: Το κλαςικό μοντζλο ενιςχυτικισ μάκθςθσ 
Στο κλαςικό μοντζλο ενιςχυτικισ μάκθςθσ ο πράκτορασ είναι ςυνδεμζνοσ ςτο 
περιβάλλον μζςω παρατιρθςθσ και ενεργειϊν, όπωσ φαίνεται ςτο ςχιμα 1.  O 
πράκτορασ και το περιβάλλον αλλθλεπιδροφν ςε κάκε βιμα μιασ ακολουκίασ 
διακριτϊν βθμάτων t = 0,1,2,…. Σε κάκε χρονικό βιμα t ο πράκτορασ 
αντιλαμβάνεται ωσ είςοδο, i (input), κάποια ζνδειξθ τθσ τρζχουςασ κατάςταςθσ, s 
(state), του περιβάλλοντοσ ∙ κατόπιν ο πράκτορασ επιλζγει μια ενζργεια, a (action), 
που χρθςιμοποιείται ωσ ζξοδοσ. Η ενζργεια αυτι αλλάηει τθν κατάςταςθ του 
περιβάλλοντοσ και θ αξία αυτισ τθσ μετάβαςθσ μεταφζρεται ςτον πράκτορα μζςω 
ενόσ ςιματοσ ανταμοιβισ, r (reward signal). Η ςυμπεριφορά του πράκτορα, Β, 
πρζπει να είναι τζτοια, ϊςτε να επιλζγει ενζργειεσ που τείνουν να αυξάνουν το 
μελλοντικό άκροιςμα του ςιματοσ ανταμοιβισ. Αυτό μακαίνει να το κάνει, ςυν τω 
χρόνω, με ςυςτθματικζσ δοκιμζσ και αποτυχίεσ, οδθγοφμενο από μια ευρεία γκάμα 
αλγορίκμων που κα εξεταςτοφν ςτθ ςυνζχεια. 
Τυπικά το μοντζλο αποτελείται από: 
 ζνα πεπεραςμζνο αρικμό καταςτάςεων του περιβάλλοντοσ, S 
 ζνα πεπεραςμζνο αρικμό ενεργειϊν που μπορεί να κάνει ο πράκτορασ και 
 ζναν αρικμό μονοδιάςτατων ςθμάτων ενίςχυςθσ (τυπικά ,0, 1-) ι 
πραγματικϊν αρικμϊν. 
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Το ςχιμα περιλαμβάνει ακόμα και μία ςυνάρτθςθ ειςόδου I που δείχνει πϊσ ο 
πράκτορασ αντιλαμβάνεται το περιβάλλον. Σε αυτι τθν εργαςία υποκζτουμε ότι ο 
πράκτορασ αντιλαμβάνεται πλιρωσ όλα τα χαρακτθριςτικά του περιβάλλοντοσ 
όπου βρίςκεται, όπωσ αυτό ςυμβαίνει ςυνικωσ ςτα κλαςικά παιχνίδια δφο 
ατόμων. Αυτό ςθμαίνει ότι θ αντίλθψθ του περιβάλλοντοσ είναι 100% ςωςτι και 
ότι οι ενζργειεσ που κάνει πετυχαίνουν πάντα. Η ενιςχυτικι μάκθςθ εφαρμόηεται 
και ςε περιπτϊςεισ αβεβαιότθτασ και μερικισ παρατθρθςιμότθτασ του 
περιβάλλοντοσ (partial observability), αλλά αυτό δεν είναι αντικείμενο τθσ 
παροφςθσ εργαςίασ. 
Ζνα απλό παράδειγμα υποτικζμενου διαλόγου πράκτορα-περιβάλλοντοσ για 
ζνα  παιχνίδι τάβλι: 
Περιβάλλον:  Βρίςκεςαι ςτθν κατάςταςθ 38. Ζχεισ 4 πικανζσ ενζργειεσ. 
Πράκτορασ: Επιλζγω τθν ενζργεια 3.  
Περιβάλλον:  Ριρεσ ανταμοιβι 5 μονάδων. Είςαι τϊρα ςτθν κατάςταςθ 12. Ζχεισ 5 
πικανζσ ενζργειεσ. 
Πράκτορασ: Επιλζγω τθν ενζργεια 5. 
Περιβάλλον:  Ριρεσ ανταμοιβι -3 μονάδων. Είςαι τϊρα ςτθν κατάςταςθ 5. Ζχεισ 2 
πικανζσ ενζργειεσ. 
Πράκτορασ: Επιλζγω τθν ενζργεια 1. 
Περιβάλλον:  Ριρεσ ανταμοιβι 3 μονάδων. Είςαι τϊρα ςτθν κατάςταςθ 49. Ζχεισ 6 
πικανζσ ενζργειεσ. 
  
Ο πράκτορασ υλοποιεί μία αντιςτοίχιςθ των καταςτάςεων προσ διακζςιμεσ 
ενζργειεσ. Η αντιςτοίχιςθ αυτι λζγεται πολιτικι (policy), π. Οι μζκοδοι ΕΜ 
κακορίηουν τον τρόπο με τον οποίο οι πράκτορεσ τροποποιοφν τθν πολιτικι τουσ 
ωσ αποτζλεςμα των εμπειριϊν που ςυςςωρεφουν από τθ διαδικαςία τθσ δοκιμισ 
και αποτυχίασ. Χονδρικά, όπωσ προαναφζραμε, ο ςτόχοσ του πράκτορα είναι θ 
εφρεςθ τθσ καλφτερθσ ενζργειασ, ανάλογα με τθν περίςταςθ, που ςυνικωσ 
μεταφράηεται ςτθ μεγιςτοποίθςθ του ςυνολικοφ ποςοφ ανταμοιβισ που λαμβάνει 
μακροπρόκεςμα. Η πολιτικι είναι ο πυρινασ ενόσ πράκτορα ΕΜ, με τθν ζννοια ότι 
μπορεί να είναι από μόνθ τθσ αρκετι, για να κακορίςει τθ ςυμπεριφορά του 
πράκτορα. Γενικά οι πολιτικζσ μπορεί να είναι ςτοχαςτικζσ. 
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2.2 Σο πλαύςιο τησ ενιςχυτικόσ μϊθηςησ 
Το πλαίςιο τθσ ΕΜ είναι μια ςθμαντικι αφαίρεςθ του προβλιματοσ τθσ 
ςτοχοκεντρικισ μάκθςθσ μζςω αλλθλεπίδραςθσ. Ρροτείνει ότι για οποιεςδιποτε 
λεπτομζρειεσ των αιςκιςεων, μνιμθσ και ελζγχου και για οποιοδιποτε ςτόχο 
κανείσ κζλει να επιτφχει, κάκε πρόβλθμα μάκθςθσ μπορεί να αναπαραςτακεί από 
τρία ςιματα μεταξφ του πράκτορα και του περιβάλλοντοσ: ζνα ςιμα για τισ 
δυνατότθτεσ επιλογϊν του πράκτορα (ενζργειεσ), ζνα ςιμα για το ποιεσ ενζργειεσ 
γίνονται από τον πράκτορα (καταςτάςεισ) και ζνα ςιμα που αναπαριςτά τουσ 
ςτόχουσ του πράκτορα (ανταμοιβζσ). Αυτό το μοντζλο μπορεί να μθν είναι επαρκζσ 
για όλα τα προβλιματα μάκθςθσ, αλλά ζχει αποδειχκεί αρκετά ευζλικτο και  
ευρζωσ  χρθςιμοποιοφμενο. 
Η ενιςχυτικι μάκθςθ διαφζρει από τισ πιο διαδομζνεσ τεχνικζσ τθσ 
επιβλεπόμενθσ μάκθςθσ (supervised learning) ςε αρκετά ςθμεία. Η πιο ςθμαντικι 
διαφορά είναι ότι δεν υπάρχει θ αντιςτοίχιςθ ειςόδων/εξόδων. Αντίκετα ο 
πράκτορασ, μετά από τθν επιλογι τθσ ενζργειασ, μακαίνει τθν άμεςθ ανταμοιβι και 
τθν επόμενθ κατάςταςθ αλλά όχι ποια ενζργεια είναι θ καλφτερθ μακροπρόκεςμα. 
Μία άλλθ διαφορά είναι ότι θ απόδοςθ κατά τθ διάρκεια των ενεργειϊν (on-line) 
είναι ςθμαντικι: ο ζλεγχοσ τθσ απόδοςθσ του ςυςτιματοσ είναι πολλζσ φορζσ 
ταυτόχρονοσ με τθν εκπαίδευςθ. 
Ρολλζσ πτυχζσ τθσ ενιςχυτικισ μάκθςθσ είναι πολφ κοντά ςτα πεδία τθσ 
αναηιτθςθσ (search) και του ςχεδιαςμοφ (planning) τθσ τεχνθτισ νοθμοςφνθσ. Η 
αναηιτθςθ ςτθν τεχνθτι νοθμοςφνθ δθμιουργεί μια ικανοποιθτικι διαδρομι μζςα 
από ζνα γράφο καταςτάςεων. Ο ςχεδιαςμόσ λειτουργεί με παρόμοιο τρόπο, αλλά 
ςυνικωσ μζςα ςε ζνα πλαίςιο με περιςςότερθ πολυπλοκότθτα από ζνα γράφο, 
όπου οι καταςτάςεισ παρουςιάηονται ωσ ςυνκζςεισ λογικϊν προτάςεων αντί για 
ατομικά ςφμβολα. Αυτοί οι αλγόρικμοι τθσ τεχνθτισ νοθμοςφνθσ είναι λιγότερο 
γενικοί από τισ μεκόδουσ τθσ ΕΜ, γιατί απαιτοφν ζνα προκακοριςμζνο μοντζλο 
μετάβαςθσ καταςτάςεων και εκτόσ κάποιων εξαιρζςεων υποκζτουν ντετερμινιςμό. 
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2.2.1 ΢τόχοι και ανταμοιβϋσ 
Στθν ενιςχυτικι μάκθςθ ο ςτόχοσ του πράκτορα κωδικοποιείται ωσ ζνα ειδικό 
ςιμα ανταμοιβισ που περνάει από το περιβάλλον ςτον πράκτορα. Η χριςθ του 
ςιματοσ τθσ ανταμοιβισ για τθν τυποποίθςθ του ςτόχου είναι ζνα από τα πιο 
χαρακτθριςτικά γνωρίςματα τθσ ΕΜ. Ραρόλο που αυτόσ ο τρόποσ τυποποίθςθσ των 
ςτόχων μπορεί να μοιάηει περιοριςτικόσ, ςτθν πράξθ ζχει αποδειχκεί αρκετά 
ευζλικτοσ και ευρζωσ εφαρμόςιμοσ. Ακολουκοφν παραδείγματα που ζχουν ςκοπό 
να καταδείξουν τθν ιςχφ του ςυμπεράςματοσ αυτοφ: 
 Για τθν εκμάκθςθ τθσ εφρεςθσ τθσ διαδρομισ εξόδου από ζνα λαβφρινκο θ 
ανταμοιβι είναι 0 για όςεσ καταςτάςεισ βρίςκεται ο πράκτορασ μζςα ςτο 
λαβφρινκο και +1, μόλισ ο πράκτορασ βρίςκει τθν ζξοδο. 
 Κανείσ επίςθσ μπορεί να δϊςει αρνθτικζσ ανταμοιβζσ ςτον πράκτορα για 
όςο διάςτθμα βρίςκεται ςτο λαβφρινκο (π.χ. -1). Αυτό ενκαρρφνει τον 
πράκτορα να βρει όςο πιο γριγορα τθν ζξοδο. 
 Για ζνα πράκτορα που μακαίνει να παίηει ςκάκι οι ανταμοιβζσ μπορεί να 
είναι +1 για κάκε νίκθ, -1 για τισ ιττεσ και 0 για τθν ιςοπαλία και όλεσ τισ 
υπόλοιπεσ μθ τερματικζσ καταςτάςεισ. 
 Για ζνα πράκτορα που μακαίνει ζνα παιχνίδι ςτο τάβλι (π.χ. πόρτεσ), οι 
ανταμοιβζσ μπορεί να είναι +1 για νίκθ απλοφ παιχνιδιοφ, +2 για νίκθ 
διπλοφ παιχνιδιοφ, -1 για ιττα απλοφ παιχνιδιοφ και -2 για ιττα διπλοφ 
παιχνιδιοφ. 
Σε γενικζσ γραμμζσ, είναι ςθμαντικό οι ανταμοιβζσ που ορίηουμε ςτο 
περιβάλλον να είναι αντιπροςωπευτικζσ ςτο τι πραγματικά κζλουμε να πετφχουμε. 
Το ςιμα ανταμοιβισ δεν είναι χϊροσ μετάδοςθσ γνϊςθσ ςχετικά με τον τρόπο 
επίτευξθσ του ςτόχου. Για παράδειγμα, για τον πράκτορα εκμάκθςθσ ςκακιοφ θ 
ανταμοιβι κα πρζπει να είναι μόνο θ νίκθ ι θ ιττα και όχι θ επίτευξθ ενδιάμεςων 
ςτόχων όπωσ θ λιψθ αντιπάλων κομματιϊν. Εάν ανταμείβονταν τζτοιου είδουσ 
υπο-ςτόχοι, τότε ο πράκτορασ κα ζβριςκε τρόπο να τουσ ικανοποιιςει, χωρίσ να 
επιτυγχάνει τον πραγματικό ςτόχο. Στο παράδειγμα του πράκτορα για το ςκάκι, 
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αυτό κα είχε ωσ ςυνζπεια να βρίςκει τρόπουσ να παίρνει τα κομμάτια του 
αντιπάλου ακόμθ και με κόςτοσ τθν απϊλεια τθσ παρτίδασ.  
Ο παραπάνω κανόνασ όμωσ ζχει και εξαιρζςεισ, όπωσ κα δοφμε και ςτθ 
ςυνζχεια τθσ εργαςίασ, κατά τθν υλοποίθςθ του πράκτορα εκμάκθςθσ του 
παιχνιδιοφ «φεφγα» ςτο τάβλι. 
2.2.2 Η ιδιότητα Markov 
Στο μοντζλο τθσ ΕΜ ο πράκτορασ παίρνει αποφάςεισ ςυναρτιςει ενόσ ςιματοσ 
από το περιβάλλον που ονομάηουμε κατάςταςθ (state). Κακ’ όλθ τθ διάρκεια τθσ 
εργαςίασ, όταν αναφζρουμε τθν ζννοια κατάςταςθ, κα εννοοφμε οποιαδιποτε 
πλθροφορία είναι διακζςιμθ ςτον πράκτορα. Υποκζτουμε ότι θ κατάςταςθ δίνεται 
από κάποιο ςφςτθμα προεπεξεργαςίασ που ςυνικωσ είναι μζροσ του 
περιβάλλοντοσ. 
Στθ γενικι περίπτωςθ του προβλιματοσ τθσ ΕΜ οι ενζργειεσ κακορίηουν όχι 
μόνο τθν άμεςθ ανταμοιβι αλλά και τθν επόμενθ κατάςταςθ του περιβάλλοντοσ. 
Για να μεγιςτοποιεί τθ μακροπρόκεςμθ ανταμοιβι ο πράκτορασ, πρζπει να 
μακαίνει τι κα ςυμβεί ςτο μζλλον μζςω τθσ κακυςτερθμζνθσ ενίςχυςθσ (delayed 
reinforcement): μπορεί να χρειαςτοφν να περάςουν αρκετζσ ενζργειεσ με κακόλου 
(ι αρνθτικι) ανταμοιβι και τελικά να φτάςει ςε μία κατάςταςθ με υψθλι 
ανταμοιβι. Ο πράκτορασ πρζπει να μάκει ποιεσ από τισ ενζργειεσ που ζχει ςτθ 
διάκεςι του ανά πάςα ςτιγμι είναι επικυμθτζσ βάςει τθσ ανταμοιβισ που μπορεί 
να προκφψει κάποια ςτιγμι ςτο μζλλον. 
Θα κεωροφςαμε μία κατάςταςθ ιδανικι, εάν ςε κάκε χρονικι ςτιγμι μπορεί να 
μασ παρζχει μια ςφνοψθ όλων των ςχετικϊν πλθροφοριϊν που αφοροφν τα 
αιςκθτιρια ςιματα για όλεσ τισ προθγοφμενεσ χρονικζσ ςτιγμζσ. Για να επιτευχκεί 
αυτό, ςυνικωσ χρειάηονται κάτι παραπάνω από τισ άμεςεσ αιςκιςεισ του 
πράκτορα, αλλά ςίγουρα όχι κάτι περιςςότερο από το ςφνολο των προθγοφμενων 
αιςκθτιριων ςθμάτων. Μία κατάςταςθ που μπορεί να διατθρεί όλεσ τισ ςχετικζσ 
πλθροφορίεσ, ζχει τθν ιδιότθτα Markov (Markov Property). Για παράδειγμα, μία 
κζςθ ςε μια παρτίδα πλακωτοφ ςτο τάβλι –δθλαδι θ τρζχουςα κζςθ όλων των 
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πουλιϊν ςτο  τάβλι– μπορεί να χαρακτθριςτεί κατάςταςθ Markov, γιατί εμπεριζχει 
ό,τι είναι ςθμαντικό ςχετικά με τισ προθγοφμενεσ καταςτάςεισ τθσ παρτίδασ. 
Ρολλζσ από τισ πλθροφορίεσ για τισ προθγοφμενεσ κινιςεισ ζχουν χακεί, αλλά ό,τι 
πραγματικά χρειαηόμαςτε για το μζλλον του παιχνιδιοφ παραμζνει.  
Στθ ςυνζχεια κα ορίςουμε τυπικά τθν ιδιότθτα Markov για το πρόβλθμα τθσ 
ΕΜ, υποκζτοντασ για λόγουσ απλότθτασ ότι το ςφνολο των καταςτάςεων είναι 
πεπεραςμζνο. Στθ γενικι περίπτωςθ ζνα περιβάλλον κα αποκρικεί ςτθ χρονικι 
ςτιγμι t+1 ςτθν ενζργεια που επζλεξε ο πράκτορασ τθ χρονικι ςτιγμι t και θ 
απόκριςθ αυτι κα εξαρτάται από τθν πλιρθ ακολουκία των παρελκουςϊν 
καταςτάςεων. Στθν περίπτωςθ αυτι οι δυναμικζσ του περιβάλλοντοσ μποροφν να 
κακοριςτοφν μόνο με τον πλιρθ κακοριςμό τθσ κατανομισ των πικανοτιτων ωσ 
εξισ:  
Pr { st+1 = s’, rt+1 = r|st, at, rt, st-1, at-1, … r1, s0, a0 } 
Εάν το ςιμα κατάςταςθσ ζχει τθν ιδιότθτα Markov, τότε θ απόκριςθ του 
περιβάλλοντοσ ςτο βιμα t+1 εξαρτάται μόνο από τθν κατάςταςθ και ενζργεια ςτθν 
κατάςταςθ t και ζτςι θ δυναμικι του περιβάλλοντοσ μπορεί να περιγραφεί ωσ εξισ:  
Pr { st+1 = s’, rt+1 = r|st, at } 
Εάν το περιβάλλον ζχει τθν ιδιότθτα Markov, τότε θ δυναμικι ενόσ βιματοσ 
(one step dynamics) μασ επιτρζπει να προβλζψουμε τθν επόμενθ κατάςταςθ και 
επόμενθ ανταμοιβι, δοκειςϊν τθσ τρζχουςασ κατάςταςθσ και τθσ τρζχουςασ 
ενζργειασ. Μπορεί να αποδειχκεί ότι χρθςιμοποιϊντασ επανειλθμμζνα μόνο τθν 
τελευταία εξίςωςθ και ζχοντασ ωσ μοναδικι γνϊςθ τθν τρζχουςα κατάςταςθ, 
μποροφμε να υπολογίςουμε όλεσ τισ μελλοντικζσ καταςτάςεισ και τισ μελλοντικζσ 
ανταμοιβζσ εξίςου καλά, όπωσ εάν γνωρίηαμε το πλιρθ ιςτορικό μζχρι τθν 
τρζχουςα ςτιγμι. 
Μια διαδικαςία που ικανοποιεί τθν ιδιότθτα Markov λζγεται Μαρκοβιανι 
Διαδικαςία Απόφαςθσ – Markov Decision Process (MDP). Μία MDP αποτελείται 
από: 
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 ζνα ςετ καταςτάςεων S, 
 ζνα ςετ ενεργειϊν A, 
 μια ςυνάρτθςθ ανταμοιβισ R: S x A → R και  
 μια ςυνάρτθςθ μετάβαςθσ Σ: S x A → π(S), όπου ζνα μζλοσ του π(S) είναι μια 
κατανομι πικανοτιτων πάνω ςτο ςφνολο S που αντιςτοιχίηει τισ 
πικανότθτεσ με καταςτάςεισ. 
Η ςυνάρτθςθ μετάβαςθσ κακορίηει με ςτοχαςτικό τρόπο τθν επόμενθ 
κατάςταςθ του περιβάλλοντοσ, ςυναρτιςει τθσ τρζχουςασ κατάςταςθσ και 
ενζργειασ του πράκτορα. Αντίςτοιχα, θ ςυνάρτθςθ ανταμοιβισ κακορίηει τθν 
αναμενόμενθ άμεςθ ανταμοιβι τθσ τρζχουςασ κατάςταςθσ κι ενζργειασ. Κατά μία 
ζννοια θ ςυνάρτθςθ ανταμοιβισ ορίηει ποιεσ είναι οι «καλζσ» και οι «κακζσ» 
ενζργειεσ που μπορεί να κάνει ο πράκτορασ. Η ςυνάρτθςθ ανταμοιβισ πρζπει να 
παραμζνει ςτακερι και να μθν αλλάηει από τον πράκτορα. Μπορεί όμωσ να 
χρθςιμεφςει ωσ βάςθ μεταβολισ τθσ πολιτικισ του πράκτορα. Για παράδειγμα εάν 
μία ενζργεια ςυνοδεφεται από χαμθλι ανταμοιβι, τότε θ πολιτικι μπορεί να 
αλλαχτεί, ϊςτε, όταν ο πράκτορασ βρεκεί ςε παρόμοια κατάςταςθ ςτο μζλλον, να 
επιλζξει κάποια άλλθ ενζργεια.  
Πλθ θ κεωρία τθσ ΕΜ που ακολουκεί προχποκζτει καταςτάςεισ που ζχουν τθν 
ιδιότθτα Markov. Μολοταφτα, θ κεωρία αυτι εφαρμόηεται και ςε καταςτάςεισ μθ 
Μαρκοβιανζσ, που αποτελοφν τθ ςυνικθ περίπτωςθ των πραγματικϊν-πρακτικϊν 
προβλθμάτων του κόςμου μασ. Για τζτοιουσ είδουσ καταςτάςεισ μποροφμε να 
υποκζςουμε ότι ακολουκοφν τθν ιδιότθτα Markov και να εφαρμόςουμε τθ ςχετικι 
κεωρία. Ζχει βρεκεί ότι τα αποτελζςματα μιασ τζτοιασ κεϊρθςθσ είναι κοντά ςε 
αυτά που κα παίρναμε, εάν θ κατάςταςθ ακολουκοφςε αυςτθρά τθν ιδιότθτα 
Markov, και μάλιςτα θ καλι απόδοςθ αυτϊν των ςυςτθμάτων εξαρτάται από το 
πόςο κοντά βρίςκεται θ κατάςταςθ ςτο Μαρκοβιανό ιδανικό. Αυτό ςθμαίνει ότι 
όςο πιο λίγο απζχει μία κατάςταςθ από τθν τζλεια ιδιότθτα Markov, τόςο καλφτερα 
αποτελζςματα παίρνουμε από τισ μεκόδουσ ΕΜ. 
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2.2.3 Η ϋννοια τησ επιςτροφόσ 
Σφμφωνα με τα προαναφερκζντα, ο αντικειμενικόσ ςτόχοσ τθσ ΕΜ είναι θ 
μεγιςτοποίθςθ του λθφκζντοσ ποςοφ ανταμοιβισ ςε μακροπρόκεςμθ βάςθ. Εάν 
μετά από ζνα βιμα t ςυμβολίςουμε τι ανταμοιβζσ ωσ rt+1, rt+2, rt+3, τότε κζλουμε να 
μεγιςτοποιιςουμε τθν αναμενόμενθ επιςτροφι (expected return), Rt, ςαν 
ςυνάρτθςθ κάποιασ ακολουκίασ ανταμοιβϊν. Στθν απλοφςτερθ περίπτωςθ θ 
επιςτροφι είναι το άκροιςμα των ανταμοιβϊν: 
Rt = rt+1 + rt+2 + rt+3 + . . . + rT 
όπου Τ είναι το τελευταίο βιμα. Αυτι θ προςζγγιςθ ζχει νόθμα ςε εφαρμογζσ όπου 
υπάρχει μία φυςικι ζννοια του τελευταίου βιματοσ∙ θ αλλθλεπίδραςθ δθλαδι 
πράκτορα – περιβάλλοντοσ ςπάει αρμονικά ςε υποενότθτεσ τισ οποίεσ καλοφμε 
επειςόδια (episodes). Τζτοιεσ διαδικαςίεσ είναι για παράδειγμα οι κινιςεισ ενόσ 
παιχνιδιοφ (π.χ. ςκάκι, τάβλι κλπ.) ι θ αναηιτθςθ τθσ εξόδου από ζνα λαβφρινκο ι 
οποιαδιποτε άλλου είδουσ επαναλαμβανόμενθ διαδικαςία. Κάκε επειςόδιο 
τελειϊνει ςε μία ειδικι κατάςταςθ που ονομάηεται τερματικι (terminal state) 
ακολουκοφμενθ από μία επανεκκίνθςθ ςε μία αρχικι κατάςταςθ από μία τυπικι 
κατανομι αρχικϊν καταςτάςεων. Διαδικαςίεσ τζτοιου τφπου ονομάηονται 
επειςοδικζσ (episodic). 
Από τθν άλλθ μεριά, υπάρχουν μερικζσ περιπτϊςεισ όπου θ αλλθλεπίδραςθ 
πράκτορα και περιβάλλοντοσ δεν ςπάει ςε αναγνωρίςιμα επειςόδια, αλλά 
ςυνεχίηεται χωρίσ όριο επ’ άπειρον, όπωσ για παράδειγμα θ κίνθςθ ενόσ ρομπότ ςε 
όλο το χρόνο τθσ ηωισ του. Καλοφμε αυτζσ τισ διαδικαςίεσ ςυνεχόμενεσ (continuing 
tasks). Η διατφπωςθ τθσ επιςτροφισ είναι προβλθματικι ςε αυτιν τθν περίπτωςθ, 
γιατί το τελευταίο βιμα είναι το Τ = ∞ και, ωσ εκ τοφτου, θ επιςτροφι που 
προςπακοφμε να μεγιςτοποιιςουμε μπορεί να είναι και αυτι άπειρθ (αν για 
παράδειγμα ο πράκτορασ λαμβάνει ανταμοιβι +1 ςε κάκε χρονικό βιμα). Γι’ αυτό 
και ςτθ ςυνζχεια ςυνικωσ χρθςιμοποιείται μία πιο πολφπλοκθ αλλά μακθματικά 
ςωςτότερθ διατφπωςθ τθσ επιςτροφισ. 
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Μία άλλθ αντιμετϊπιςθ για τον υπολογιςμό τθσ επιςτροφισ είναι θ 
χρθςιμοποίθςθ τθσ ζννοιασ τθσ προεξόφλθςθσ (discounting). Σφμφωνα με αυτιν τθ 
λογικι ο πράκτορασ προςπακεί να επιλζξει ενζργειεσ, ζτςι ϊςτε να μεγιςτοποιιςει 
τθν αναμενόμενθ επιςτροφι: 
Rt = rt+1 + γrt+2 + γ
2rt+3 + . . . = ∑         
 
   
 
Ππου 0 ≤ γ ≤ 1 είναι ο ρυκμόσ προεξόφλθςθσ (discount rate) ο οποίοσ δίνει 
διαφορετικό βάροσ ςτισ άμεςεσ ανταμοιβζσ και ςε αυτζσ που λαμβάνονται 
μελλοντικά. Πταν το γ = 0, ο πράκτορασ είναι «κοντόφκαλμοσ», δθλαδι βλζπει 
μόνο τθν ανταμοιβι από τθν επόμενθ κατάςταςθ. Πςο αυξάνουμε το γ και 
πλθςιάηουμε περιςςότερο τθν ανϊτερθ τιμι του ενόσ, δίνεται όλο και περιςςότερθ 
ςθμαςία ςτισ μελλοντικζσ ανταμοιβζσ, δθλαδι ο πράκτορασ γίνεται περιςςότερο 
διορατικόσ. 
Η προεξόφλθςθ με τθ μορφι του παραπάνω τφπου χρθςιμοποιείται για 
ςυνεχόμενεσ διαδικαςίεσ, για να φραγεί το άκροιςμα ςε κάποια μελλοντικι 
χρονικι ςτιγμι και να μθν φτάςει ςτο άπειρο, ζτςι ϊςτε να μπορεί να γίνει θ 
ςφγκριςθ μεταξφ δφο διαφορετικϊν ενεργειϊν (που χωρίσ τθν ζκπτωςθ κα ζδινε 
άκροιςμα άπειρο για όλεσ τισ ενζργειεσ). Η ζκπτωςθ μπορεί να εφαρμοςτεί και ςε 
επειςοδικζσ διαδικαςίεσ, ςε αυτιν τθν περίπτωςθ αντικακιςτοφμε ςτον παραπάνω 
τφπο το άπειρο με το Τ, ζτςι ϊςτε να ςταματάει το άκροιςμα ςτο τζλοσ του 
επειςοδίου. 
Τα πεδία των παιχνιδιϊν δφο ατόμων που κα μελετθκοφν ςε αυτιν τθν 
εργαςία είναι επειςοδικζσ διαδικαςίεσ και, εάν δεν αναφερκεί ςυγκεκριμζνα, 
υπονοείται ότι δεν χρθςιμοποιοφνται μζκοδοι προεξόφλθςθσ (ι αλλιϊσ, το γ 
ιςοφται με 1).  
2.2.4  ΢υναρτόςεισ αξύασ 
Σχεδόν όλοι οι αλγόρικμοι ΕΜ βαςίηονται ςτθν εκτίμθςθ των ςυναρτιςεων 
αξίασ (value functions) των καταςτάςεων (ι των ηευγϊν κατάςταςθ-ενζργεια) που 
εκτιμοφν πόςο καλό είναι για τον πράκτορα να βρίςκεται ςε μια δεδομζνθ 
 
  
15 
κατάςταςθ (ι πόςο καλό είναι να εκτελζςει μια ςυγκεκριμζνθ ενζργεια ςε μια 
δεδομζνθ κατάςταςθ). Το "πόςο καλι" είναι μια ενζργεια εδϊ ορίηεται από τθν 
εξζταςθ τθσ μελλοντικισ ανταμοιβισ ι ακριβζςτερα από τθν εξζταςθ τθσ 
αναμενόμενθσ επιςτροφισ. Φυςικά οι ανταμοιβζσ που ο πράκτορασ αναμζνει ςτο 
μζλλον εξαρτϊνται από ποιεσ ενζργειεσ κα εκτελεςτοφν. Ωσ εκ τοφτου, οι 
ςυναρτιςεισ αξίασ ορίηονται ςε ςχζςθ με ςυγκεκριμζνεσ πολιτικζσ. Άτυπα θ αξία 
μιασ κατάςταςθσ s, κάτω από μία πολιτικι π, Vπ(s), είναι θ αναμενόμενθ 
επιςτροφι, όταν ξεκινάμε από το s και εφαρμόηουμε κακεξισ τθν π. Για μία MDP 
ορίηουμε τθν Vπ(s): 
  ( )     *  |    +    {∑  
        
 
   
|     }   
όπου Επ,- είναι θ αναμενόμενθ αξία ςφμφωνα με τθν πολιτικι π και t είναι κάκε 
χρονικό βιμα. Η αξία τθσ τερματικισ κατάςταςθσ, εάν υπάρχει, είναι πάντα 
μθδενικι, ςφμφωνα με τθν άτυπθ κεϊρθςθ που κάναμε. Η Vπ(s) καλείται 
ςυνάρτθςθ αξίασ-κατάςταςθσ για τθν πολιτικι π (state-value function). 
Με παρόμοιο τρόπο ορίηεται θ αξία επιλογισ μιασ ενζργειασ α ςε μια 
κατάςταςθ s, που ςυμβολίηεται με Qπ(s,a), ωσ θ αναμενόμενθ επιςτροφι 
ξεκινϊντασ από τθν s, εκτελϊντασ τθν ενζργεια α και ακολουκϊντασ ςτθ ςυνζχεια 
τθν πολιτικι π. 
  (   )     *  |         +    {∑ 
       
 
   
|          } 
Η Qπ(s,a) καλείται ςυνάρτθςθ αξίασ-ενζργειασ για τθν πολιτικι π (action-value 
function). 
Μια πρωταρχικισ ςθμαςίασ ιδιότθτα των ςυναρτιςεων αξιϊν που 
εκμεταλλεφονται κατά κόρον οι τεχνικζσ ΕΜ είναι ότι ικανοποιοφν ςυγκεκριμζνεσ 
αναδρομικζσ ςχζςεισ. Για κάκε πολιτικι π και κάκε κατάςταςθ s ιςχφει θ 
ςυγκεκριμζνθ ςχζςθ μεταξφ τθσ αξίασ τθσ s και τθσ αξίασ των πικανϊν επόμενων 
καταςτάςεϊν τθσ: 
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  [    
      (  )]
  
  
όπου α είναι οι πικανζσ ενζργειεσ, s’ οι επόμενεσ καταςτάςεισ από το ςφνολο των 
καταςτάςεων. Η εξίςωςθ αυτι λζγεται εξίςωςθ Bellman και εκφράηει τθ ςχζςθ 
μεταξφ μιασ κατάςταςθσ και των καταςτάςεων που τθν ακολουκοφν. Η εξίςωςθ 
Bellman υπολογίηει το ςτακιςμζνο μζςο όρο των πικανϊν εκβάςεων βάςει τθσ 
πικανότθτασ τθσ κάκε ζκβαςθσ. Ακόμθ δθλϊνει ότι θ αξία τθσ αρχικισ κατάςταςθσ 
πρζπει να είναι ίςθ με τθν εκπεςοφςα αξία τθσ αναμενόμενθσ επόμενθσ 
κατάςταςθσ, προςκζτοντασ ςε αυτιν τθν αναμενόμενθ ςτθν πορεία ανταμοιβι. 
Η αξία Vπ είναι θ μοναδικι λφςθ τθσ εξίςωςθσ Bellman. Αυτι θ εξίςωςθ  
χρθςιμοποιείται ωσ βάςθ από τουσ αλγόρικμουσ που κα εξεταςτοφν ςτθ ςυνζχεια, 
για να υπολογίςουν, να προςεγγίςουν ι να μάκουν το Vπ.  
2.2.5 Βϋλτιςτεσ ςυναρτόςεισ αξύασ 
Για πεπεραςμζνα MDP μποροφμε να ορίςουμε μια βζλτιςτθ πολιτικι (optimal 
policy) με τον ακόλουκο τρόπο: Η πολιτικι π ορίηεται ότι είναι καλφτερθ ι 
ιςοδφναμθ με μια πολιτικι π’, εάν θ αναμενόμενθ επιςτροφι είναι μεγαλφτερθ ι 
ίςθ από τθσ π’ για όλεσ τισ καταςτάςεισ. Με άλλα λόγια, π ≥ π’ αν και μόνο αν Vπ (s) 
≥ Vπ’(s) για κάκε s που ανικει ςτο χϊρο των καταςτάςεων. Υπάρχει τουλάχιςτον μία 
πολιτικι που είναι καλφτερθ ι ίςθ με όλεσ τισ άλλεσ πολιτικζσ. Αυτι θ πολιτικι 
λζγεται βζλτιςτθ πολιτικι (optimal policy). Συμβολίηουμε όλεσ τισ βζλτιςτεσ 
πολιτικζσ με το π*. Πλεσ οι βζλτιςτεσ πολιτικζσ μοιράηονται τθν ίδια βζλτιςτθ 
ςυνάρτθςθ αξίασ-κατάςταςθσ V* που ορίηεται ωσ: 
  ( )      
 
  ( )  
Αντίςτοιχα οι βζλτιςτεσ πολιτικζσ ζχουν επίςθσ κοινι βζλτιςτθ ςυνάρτθςθ 
ενζργειασ – αξίασ (optimal action-value function), που ςυμβολίηονται με Q*, και 
ορίηονται παρομοίωσ: 
  (   )      
 
  (   )  
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Και ςτισ δφο περιπτϊςεισ s Є S και α Є Α(s). Για το ηεφγοσ κατάςταςθσ-ενζργειασ 
(s, α), θ ςυνάρτθςθ αυτι υπολογίηει τθν αναμενόμενθ ανταμοιβι, αν επιλεγεί θ 
ενζργεια α ςτθν κατάςταςθ s και ακολουκθκεί θ πολιτικι π ςτθ ςυνζχεια. Συνεπϊσ 
θ Q* μπορεί να γραφεί ωσ προσ τθν V* ωσ εξισ: 
  (   )     *       
 (    ) |          + 
Η ιδανικι περίπτωςθ για ζναν πράκτορα κα ιταν να μάκει τθ βζλτιςτθ πολιτικι 
είτε μζςω τθσ V* είτε μζςω τθσ Q*, αυτό όμωσ ςτθν πράξθ ςπάνια ςυμβαίνει. Στα 
ςυνικθ προβλιματα που εξετάηει θ ΕΜ, οι βζλτιςτεσ πολιτικζσ μποροφν να 
υπολογιςτοφν μόνο με δυςβάςταχτο υπολογιςτικό κόςτοσ. Για παράδειγμα, 
παιχνίδια δφο ατόμων όπωσ το ςκάκι και το τάβλι αποτελοφν ζνα πολφ μικρό 
κομμάτι τθσ ανκρϊπινθσ εμπειρίασ, αλλά ακόμθ και πολφ ιςχυροί υπολογιςτζσ δεν 
μποροφν να υπολογίςουν τθν καλφτερθ κίνθςθ ςε κάκε κζςθ.  
Ζνα κριτιριο για ζνα αποτελεςματικό αλγόρικμο είναι θ ςφγκλιςθ ςτθν 
βζλτιςτθ πολιτικι. Ππωσ είπαμε παραπάνω, αυτό είναι ςυνικωσ άχρθςτο για 
πρακτικά προβλιματα. Ζνασ πράκτορασ που φτάνει «γριγορα» το 99%  του 
βζλτιςτου, ςε πολλζσ εφαρμογζσ είναι προτιμότεροσ από ζνα πράκτορα που 
παρζχει εγγυιςεισ ςφγκλιςθσ αλλά με πολφ αργό ρυκμό. Κακϊσ ςυνικωσ θ 
ςφγκλιςθ είναι μια αςυμπτωτικι διαδικαςία, ζνα πιο ζγκυρο κριτιριο είναι θ 
ταχφτθτα ςφγκλιςθσ κοντά ςτο βζλτιςτο (speed of convergence to near optimality). 
Και εδϊ όμωσ υπάρχει το ςχετικό κζμα του πόςο «κοντά» πρζπει να φτάςουμε ςτο 
βζλτιςτο, για να κεωρθκεί το αποτζλεςμα τθσ μάκθςθσ αποδεκτό. 
2.2.6 Εξερεύνηςη και αξιοπούηςη 
Σφμφωνα με τα παραπάνω, για να φτάςουμε ςτθ βζλτιςτθ πολιτικι, ο 
πράκτορασ κα πρζπει να ακολουκεί πάντοτε τθν εκάςτοτε καλφτερθ πολιτικι που 
νομίηει πωσ ζχει ζωσ εκείνθ τθ ςτιγμι. Ο κίνδυνοσ που υπάρχει ακολουκϊντασ αυτι 
τθ ςτρατθγικι, θ οποία λζγεται άπλθςτθ (greedy), είναι θ πικανότθτα εγκλωβιςμοφ 
του πράκτορα ςε μια ακολουκία ενεργειϊν, που εκ πρϊτθσ όψεωσ δίνει τθ 
μεγαλφτερθ ςυνολικι ανταμοιβι. Ενδζχεται όμωσ να υπάρχει ακολουκία ενεργειϊν 
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με μεγαλφτερθ ανταμοιβι που ο πράκτορασ δεν ανακάλυψε, γιατί ο αλγόρικμοσ 
δεν τον κακοδιγθςε ςωςτά.  
Είναι λοιπόν ςθμαντικό ο πράκτορασ να μθν ακολουκεί πάντοτε τθν βζλτιςτθ 
πολιτικι, , αλλά να δοκιμάηει ενίοτε και ενζργειεσ (εξερεφνθςθ) που γνωρίηει ότι 
δεν δίνουν τθν καλφτερθ ανταμοιβι, ζτςι ϊςτε να ανακαλφψει τισ ενζργειεσ, οι 
οποίεσ εκ πρϊτθσ όψεωσ δεν είναι καλζσ αλλά ίςωσ αποδειχκοφν αρκετά 
αποδοτικζσ ςτο μζλλον. Το δίλθμμα ςε αυτιν τθν περίπτωςθ είναι με τι ςυχνότθτα 
πρζπει να παραβαίνει τθν άπλθςτθ πολιτικι, γιατί, όταν αυτό γίνει καταχρθςτικά, 
υπάρχει κίνδυνοσ να μθν ςυγκλίνει κακόλου ο πράκτορασ ςτο μζγιςτο. Το δίλθμμα 
αυτό είναι γνωςτό ωσ αντιςτάκμιςα εξερεφνθςθσ ζναντι αξιοποίθςθσ (exploration 
vs exploitation trade-off). Ζχουν αναπτυχκεί αρκετζσ τεχνικζσ για τθν επίλυςθ αυτοφ 
του διλιμματοσ και εδϊ κα παρατεκοφν δφο από τισ πιο ςυνθκιςμζνεσ. 
Μια από τισ ευρφτερα χρθςιμοποιοφμενεσ και απλζσ μεκόδουσ είναι θ ε-
άπλθςτθ (e-greedy) τεχνικι που αποτελεί παραλλαγι τθσ άπλθςτθσ επιλογισ 
ενεργειϊν που περιγράφθκε παραπάνω. Σφμφωνα με αυτιν, ο πράκτορασ επιλζγει 
τθν ενζργεια που κεωρείται βζλτιςτθ βάςει τθσ τρζχουςασ πολιτικισ με πικανότθτα 
1 – e και μια οποιαδιποτε τυχαία ενζργεια με πικανότθτα e, όπου ε ζνασ αρικμόσ 
από το 0 ζωσ το 1. Τυπικζσ τιμζσ που παίρνει το e είναι το 0.05 και το 0.1 
Αλγόριθμος e-greedy 
1: if RandomReal(0,1) ≤ e then 
2: return random action 
3: else 
4: return arg maxa Q(s,a) 
5: end if 
 
Μερικζσ φορζσ ςτθν υλοποίθςθ τθσ τεχνικισ αυτισ το e γίνεται αρκετά μεγάλο 
αρχικά, για να ενκαρρφνεται θ εξερεφνθςθ ςτα πρϊτα ςτάδια τθσ μάκθςθσ και ςτθ 
ςυνζχεια το e φκίνει με αργό ρυκμό. Σθμαντικό μειονζκτθμα τθσ τεχνικισ αυτισ 
είναι ότι, επειδι είναι τελείωσ τυχαία θ επιλογι τθσ μθ βζλτιςτθσ ενζργειασ, δεν 
μπορεί να διακρικεί εάν αυτι θ τυχαία επιλογι είναι ςτθν πραγματικότθτα αυτι 
που κεωρεί ζτςι και αλλιϊσ εκείνθ τθ ςτιγμι ο αλγόρικμοσ βζλτιςτθ. 
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Η δεφτερθ πολφ δθμοφιλισ τεχνικι αντιμετϊπιςθσ του ίδιου διλιμματοσ είναι 
θ εξερεφνθςθ Softmax. Η τεχνικι αυτι ςκοπεφει να επιλφςει το παραπάνω 
πρόβλθμα τθσ e-greedy, ορίηοντασ τισ πικανότθτεσ επιλογισ κάκε ενζργειασ, βάςει 
μιασ κλιμακωτισ ςυνάρτθςθσ τθσ αναμενόμενθσ αξίασ. Κι εδϊ θ εκτιμϊμενθ ωσ 
τρζχουςα άπλθςτθ ενζργεια ζχει τθ μεγαλφτερθ πικανότθτα επιλογισ από όλεσ, 
ωςτόςο όλεσ οι υπόλοιπεσ καταςτάςεισ κατατάςςονται και τουσ αποδίδονται βάρθ 
ανάλογα με τισ εκτιμιςεισ αξίασ που τισ αφοροφν. Συνικωσ χρθςιμοποιοφνται 
κατανομζσ Gibbs ι Boltzmann, ενϊ μια ενζργεια α επιλζγεται με πικανότθτα που 
ιςοφται με: 
 
  ( )
 
∑  
  ( )
  
   
  
όπου τ είναι μία κετικι παράμετροσ που καλείται κερμοκραςία (temperature). 
Υψθλζσ τιμζσ του τ κάνουν όλεσ τισ ενζργειεσ να ζχουν ίδια πικανότθτα επιλογισ, 
ενϊ χαμθλζσ τιμζσ του τ κακορίηουν τάςθ για μεγαλφτερθ διαφορά ςτθν 
πικανότθτα επιλογισ μεταξφ ενεργειϊν που διαφζρουν ςτισ εκτιμιςεισ αξίασ τουσ. 
Πταν το τ πλθςιάηει πολφ κοντά ςτο 0, ο πράκτορασ λειτουργεί με άπλθςτθ επιλογι 
ενεργειϊν. 
2.3 Μϋθοδοι Ενιςχυτικόσ μϊθηςησ 
Σε αυτιν τθν εργαςία κα εξεταςτοφν τρεισ κατθγορίεσ επίλυςθσ του 
προβλιματοσ εκμάκθςθσ τθσ ΕΜ: ο δυναμικόσ προγραμματιςμόσ, οι μζκοδοι 
Monte Carlo, και θ μάκθςθ μζςω χρονικϊν διαφορϊν. Κάκε κατθγορία μεκόδων 
ζχει τα πλεονεκτιματα και τα μειονεκτιματά τθσ. Ο δυναμικόσ προγραμματιςμόσ 
ζχει μελετθκεί διεξοδικά από μακθματικι άποψθ, αλλά χρειάηεται ζνα πλιρεσ 
μοντζλο του περιβάλλοντοσ. Οι μζκοδοι Monte Carlo δεν χρειάηονται μοντζλο και 
είναι εφκολοι ςτθν αντίλθψι τουσ, αλλά δεν είναι κατάλλθλοι για υπολογιςμό βιμα 
προσ βιμα. Τζλοσ, οι μζκοδοι χρονικϊν διαφορϊν δεν χρειάηονται μοντζλο και 
είναι πλιρωσ αυξθτικοί, αλλά είναι πιο δφςκολοι ςτθν ανάλυςι τουσ. 
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Οι τρεισ αυτζσ κατθγορίεσ μεκόδων διαφζρουν ακόμθ ωσ προσ τθν 
αποτελεςματικότθτά τουσ και ωσ προσ τθν ταχφτθτα ςφγκλιςθσ. Ρεριςςότερθ 
ανάλυςθ γίνεται ςτθ μάκθςθ χρονικϊν διαφορϊν, κακϊσ αυτι χρθςιμοποιικθκε 
ςτθν υλοποίθςθ τθσ εργαςίασ. 
2.3.1 Δυναμικόσ Προγραμματιςμόσ 
Ο όροσ ΔΡ - Δυναμικόσ προγραμματιςμόσ (Dynamic Programming) αναφζρεται 
ςε μια ςυλλογι αλγορίκμων που μποροφν να χρθςιμοποιθκοφν για να 
υπολογιςτοφν οι βζλτιςτεσ πολιτικζσ δοκζντοσ ενόσ τζλειου μοντζλου του 
περιβάλλοντοσ. Οι κλαςικοί αλγόρικμοι ΔΡ ζχουν μικρι χρθςιμότθτα ςτθν ΕΜ, 
κακϊσ απαιτοφν ζνασ πλιρεσ μοντζλο και επιπλζον ζχουν πολφ μεγάλο 
υπολογιςτικό κόςτοσ. Ραρ’ όλα αυτά αποτελοφν κεωρθτικι βάςθ για τθν ανάπτυξθ 
πιο πρακτικϊν μεκόδων ΕΜ. 
Η κφρια ιδζα του ΔΜ (όπωσ και τθσ ΕΜ γενικότερα) είναι θ χριςθ ςυναρτιςεων 
αξίασ για τθν οργάνωςθ τθσ αναηιτθςθσ καλϊν πολιτικϊν.  Οι κλαςικοί αλγόρικμοι 
ΔΡ λειτουργοφν ςαρϊνοντασ το χϊρο καταςτάςεων επιτελϊντασ πλιρεισ 
διαδικαςίεσ ανάςτροφθσ ενθμζρωςθσ (full backup operations) για κάκε κατάςταςθ. 
Οι ενθμερϊςεισ αυτζσ καλοφνται πλιρεισ, γιατί θ αξία μιασ κατάςταςθσ 
ενθμερϊνεται με βάςθ τισ αξίεσ όλων των πικανϊν διάδοχων καταςτάςεων. 
Μια άλλθ ςθμαντικι ιδιότθτα των μεκόδων ΔΡ είναι το γεγονόσ ότι αυτζσ 
ενθμερϊνουν εκτιμιςεισ για τισ αξίεσ των καταςτάςεων βάςει άλλων εκτιμιςεων 
από τισ αξίεσ των διαδόχων καταςτάςεων. Η ιδζα εκτιμιςεων βάςει άλλων 
εκτιμιςεων αναφζρεται ςτθ ςτατιςτικι με τον όρο bootstrapping. Στθ ςυνζχεια κα 
εξεταςτοφν ςυνοπτικά οι δφο πιο κλαςικζσ μζκοδοι ΔΡ: θ επανάλθψθ αξίασ και θ 
επανάλθψθ πολιτικισ. Ρεριςςότερεσ πλθροφορίεσ μποροφν να βρεκοφν ςτα βιβλία 
(Bertsekas, 1995) και (Bertsekas and Tsitsiklis, 1996). 
2.3.1.1 Επανάληψη αξίασ 
Ζνασ απλόσ τρόποσ, για να βρεκεί θ βζλτιςτθ ςυνάρτθςθ αξίασ (και κατά 
ςυνζπεια θ βζλτιςτθ πολιτικι), είναι με ζναν επαναλθπτικό αλγόρικμο που καλείται 
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επανάλθψθ αξίασ (value iteration), o οποίοσ ζχει αποδειχκεί ότι ςυγκλίνει ςτισ 
ςωςτζσ βζλτιςτεσ αξίεσ V*. 
 
Σχιμα 2: Ο αλγόρικμοσ value iteration ςε ψευδογλϊςςα 
Ο αλγόρικμοσ με μια επαναλθπτικι διαδικαςία ςαρϊνει όλεσ τισ καταςτάςεισ 
και υπολογίηει τθ βζλτιςτθ ςυνάρτθςθ αξίασ για κάκε κατάςταςθ. Κατόπιν 
υπολογίηει και τθν βζλτιςτθ πολιτικι μζςω αυτϊν των μζγιςτων αξιϊν: για κάκε 
κατάςταςθ θ καλφτερθ ενζργεια είναι αυτι που οδθγεί ςε κατάςταςθ με τθν 
μεγαλφτερθ ςυνάρτθςθ αξίασ. 
Η επανάλθψθ αξίασ κεωρθτικά χρειάηεται άπειρεσ επαναλιψεισ, για να 
ςυγκλίνει ςτο V*. Στθν πράξθ ςταματάμε, όταν δοφμε ότι υπάρχει πολφ μικρι 
αλλαγι ςτθν ςυνάρτθςθ αξίασ (ςυμβολίηεται με κ ςτον ψευδοκϊδικα). 
2.3.1.2 Επανάληψη πολιτικήσ 
Ο αλγόρικμοσ τθσ επανάλθψθσ πολιτικισ (policy iteration) αλλάηει απ’ ευκείασ 
τθν πολιτικι αντί να τθν ανακαλφπτει εμμζςωσ μζςω τθσ ςυνάρτθςθσ αξίασ. 
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Σχιμα 3: O αλγόρικμοσ policy iteration ςε ψευδογλϊςςα 
Εάν είναι γνωςτό το πλιρεσ μοντζλο του περιβάλλοντοσ, τότε ςτο βιμα 2 θ 
αξιολόγθςθ πολιτικισ γίνεται με τθν επίλυςθ ενόσ ςυςτιματοσ |S| γραμμικϊν 
εξιςϊςεων με |S| αγνϊςτουσ (τα V(s), s Є S). Ο αλγόρικμοσ του ςχιματοσ 3 
εφαρμόηει μια προςεγγιςτικι επίλυςθ των V(s) χρθςιμοποιϊντασ επαναλθπτικι 
αξιολόγθςθ πολιτικισ (iterative policy evaluation). 
Αφοφ μάκουμε τθ ςυνάρτθςθ αξίασ, εξετάηουμε εάν θ αξία μπορεί να 
βελτιωκεί αλλάηοντασ τθν πρϊτθ ενζργεια (βιμα 3). Εάν υπάρξει βελτίωςθ, 
αλλάηουμε τθν πολιτικι, ϊςτε να παίρνει υπ’ όψιν τθ νζα ενζργεια, όταν βρεκεί 
ςτθν ίδια κατάςταςθ. Ρραγματοποιοφμε ξανά τθ διαδικαςία, μζχρισ ότου να μθν 
μπορεί να βελτιωκεί θ πολιτικι περιςςότερο.  
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Η επανάλθψθ πολιτικισ ζχει περιςςότερθ περιπλοκότθτα (Ο(*Α+*S]2 + [S]3) από 
τθν επανάλθψθ αξίασ (O([A][S]2). Στθν πράξθ θ επανάλθψθ αξίασ είναι πιο γριγορθ 
ανά επανάλθψθ, ενϊ θ επανάλθψθ πολιτικισ κάνει λιγότερεσ επαναλιψεισ. Για τθ 
βελτίωςθ τθσ απόδοςθσ και των δφο αλγορίκμων ζχουν προτακεί ςειρά τεχνικϊν οι  
οποίεσ βελτιϊνουν το χρόνο εκτζλεςθσ ςτθν πράξθ. 
2.3.1.3 Γενικευμένη επανάληψη πολιτικήσ 
Η επανάλθψθ Ρολιτικισ αποτελείται από δφο ταυτόχρονεσ, αλλθλεπιδρϊςεσ 
διεργαςίεσ, θ μία κάνει τθ ςυνάρτθςθ αξίασ ςφμφωνθ με τθν τρζχουςα πολιτικι 
(αξιολόγθςθ πολιτικισ – policy evaluation) και θ άλλθ κάνει τθν πολιτικι άπλθςτθ 
ςε ςχζςθ με τθν τρζχουςα ςυνάρτθςθ αξίασ (βελτίωςθ πολιτικισ – policy 
improvement). Εφόςον και οι δφο διαδικαςίεσ εξακολουκοφν να ενθμερϊνουν όλεσ 
τισ καταςτάςεισ, το τελικό αποτζλεςμα είναι ςυνικωσ το ίδιο (ςφγκλιςθ προσ τθ 
βζλτιςτθ αξία κατάςταςθσ και τθ βζλτιςτθ πολιτικι). 
Με τον όρο Γενικευμζνθ Επανάλθψθ Πολιτικισ – ΓΕΠ (Generalized Policy 
Iteration - GPI) αναφερόμαςτε ςτθ γενικι ιδζα τθσ ελεφκερθσ αλλθλεπίδραςθσ των 
διαδικαςιϊν τθσ αξιολόγθςθσ και τθσ βελτίωςθσ τθσ πολιτικισ ανεξάρτθτα από τισ 
λεπτομζρειζσ τουσ. Σχεδόν όλεσ οι μζκοδοι ΕΜ περιγράφονται ωσ ΓΕΡ. Δθλαδι, 
όλεσ ζχουν αναγνωρίςιμεσ τισ πολιτικζσ και τισ ςυναρτιςεισ αξίασ, με τθν πολιτικι 
να βελτιϊνεται πάντα ςε ςχζςθ με τθ ςυνάρτθςθ αξίασ και τθ ςυνάρτθςθ αξίασ 
πάντα να οδθγείται προσ τθ ςυνάρτθςθ αξίασ τθσ πολιτικισ.  
Είναι εφκολο να δοφμε ότι, αν και οι δφο διαδικαςίεσ αξιολόγθςθσ και 
βελτίωςθσ ςτακεροποιθκοφν, δθλαδι δεν παράγουν πλζον αλλαγζσ, τότε θ 
ςυνάρτθςθ αξίασ και θ πολιτικι πρζπει να είναι βζλτιςτεσ. Το ςυνολικό ςχιμα για 
τθ ΓΕΡ απεικονίηεται ςτο ςχιμα: 
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Σχιμα 4: Γενικευμζνθ επανάλθψθ πολιτικισ: Οι ςυναρτιςεισ αξίασ και πολιτικισ 
αλλθλεπιδροφν μζχρι που να γίνουν βζλτιςτεσ και ζτςι ςυνεπείσ μεταξφ τουσ. 
2.3.2 Monte Carlo 
Σε αντίκεςθ με τον ΔΡ, οι μζκοδοι Monte Carlo δεν προχποκζτουν πλιρθ 
γνϊςθ του περιβάλλοντοσ, για να μάκουν βζλτιςτεσ πολιτικζσ. Οι μζκοδοι Monte 
Carlo χρειάηονται εμπειρία – δείγματα ακολουκίασ καταςτάςεων  και επιςτροφϊν 
από on-line ι από εξομοιοφμενθ αλλθλεπίδραςθ με το περιβάλλον. Ειδικά θ online 
μάκθςθ είναι εντυπωςιακι, γιατί χωρίσ να χρειάηεται καμία γνϊςθ του 
περιβάλλοντοσ, πετυχαίνει βζλτιςτθ ςυμπεριφορά. Η εξομοιοφμενθ μάκθςθ 
χρειάηεται μοντζλο του περιβάλλοντοσ, αλλά αυτό περιορίηεται ςτθ δθμιουργία 
δειγμάτων μετάβαςθσ και όχι ςτισ πλιρεισ κατανομζσ πικανοτιτων που είναι 
απαραίτθτεσ ςτον ΔΡ. Ακόμθ όμωσ και όταν το πλιρεσ μοντζλο του περιβάλλοντοσ 
είναι γνωςτό θ ευκολία δθμιουργίασ δειγμάτων επειςοδίων δίνει ζνα πολφ μεγάλο 
πλεονζκτθμα ςτισ μεκόδουσ Monte Carlo. 
Οι μζκοδοι Monte Carlo είναι μζκοδοι επίλυςθσ του προβλιματοσ τθσ ΕΜ 
βαςιηόμενοι ςτον υπολογιςμό του μζςου όρου των επιςτροφϊν από δείγματα. Οι 
μζκοδοι Monte Carlo ορίηονται για επειςοδικζσ διαδικαςίεσ, κακϊσ ζτςι 
εξαςφαλίηεται ο ςωςτόσ οριςμόσ τθσ επιςτροφισ. Υποκζτουμε λοιπόν ότι θ 
εμπειρία χωρίηεται ςε επειςόδια και ότι όλα τα επειςόδια κάποια ςτιγμι ζχουν ζνα 
τζλοσ. Μόνο με το τζλοσ του επειςοδίου ανανεϊνονται οι εκτιμιςεισ των αξιϊν και 
 
  
25 
των πολιτικϊν. Με αυτι τθν ζννοια οι μζκοδοι Monte Carlo είναι επαυξθτικζσ ανά 
επειςόδιο και όχι ανά χρονικό βιμα, όπωσ ζχει αναφερκεί ωσ τϊρα. Επομζνωσ, ζνα 
χαρακτθριςτικό γνϊριςμα των μεκόδων αυτϊν είναι ότι επιδεικνφουν ιδιαίτερθ 
αντοχι ςε παραβιάςεισ τθσ ιδιότθτασ Markov, κακϊσ για τθν ενθμζρωςθ των αξιϊν 
που αποδίδονται δεν χρθςιμοποιοφν τισ εκτιμιςεισ που αφοροφν τισ βιμα προσ 
βιμα καταςτάςεισ. 
Για παράδειγμα, ασ υποκζςουμε ότι κζλουμε να εκτιμιςουμε τθν Vπ(s), 
χρθςιμοποιϊντασ επειςόδια που ακολουκοφν τθν π και κάποια χρονικι ςτιγμι 
επιςκζπτονται (visit) τθν κατάςταςθ s. Ζνασ απλόσ αλγόρικμοσ που υπολογίηει το 
μζςο όρο των επιςτροφϊν μετά από τθν πρϊτθ επίςκεψθ τθσ κατάςταςθσ s λζγεται 
first-visit MC και παρουςιάηεται ςε μορφι ψευδοκϊδικα ςτο παρακάτω ςχιμα. Ο 
αλγόρικμοσ αυτόσ ζχει αποδειχκεί ότι ςυγκλίνει αςυμπτωτικά ςτθν Vπ(s), όςο ο 
αρικμόσ των επιςκζψεων τθσ s πλθςιάηει ςτο άπειρο. 
 
Σχιμα 5: Ο αλγορίκμου First-visit MC ςε ψευδοκϊδικα 
Για τθν εκτίμθςθ τθσ Vπ ςε μια κατάςταςθ με τισ μεκόδουσ Monte Carlo ο 
αλγόρικμοσ διαλζγει διαδοχικά μία επόμενθ κατάςταςθ και με τον ίδιο τρόπο 
κάποια ςτιγμι φτάνει ςτθν τερματικι κατάςταςθ. Στον αντίποδα οι μζκοδοι ΔΡ 
κάνουν μεταβάςεισ ενόσ βιματοσ μόνο. Η αντίκεςθ αυτι φαίνεται ςτο επόμενο 
διάγραμμα.  
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(b) 
 
 
 
 
 
 
 
 
Σχιμα 6: Τρόποι επιςτροφισ (α) ςτον ΔΡ, (β) ςτισ μεκόδουσ Monte Carlo 
Ζνα άλλο ςθμαντικό πλεονζκτθμα για τισ μεκόδουσ Monte Carlo είναι ότι οι 
εκτιμιςεισ για κάκε κατάςταςθ είναι ανεξάρτθτεσ. Η εκτίμθςθ μιασ κατάςταςθσ δεν 
βαςίηεται ςε εκτιμιςεισ άλλων καταςτάςεων, όπωσ γίνεται ςτον ΔΡ, δθλαδι δεν 
υπάρχει θ διαδικαςία του bootstrapping. Αυτό ζχει ωσ αποτζλεςμα θ υπολογιςτικι 
πολυπλοκότθτα τθσ εκτίμθςθσ τθσ αξίασ μιασ κατάςταςθσ να είναι ανεξάρτθτθ από 
το ςυνολικό αρικμό καταςτάςεων. Αυτό ςυμβαίνει, γιατί θ εκτίμθςθ μιασ 
ςυγκεκριμζνθσ περιοχισ των χϊρων καταςτάςεων μπορεί να γίνει με μεγάλθ 
ακρίβεια, χωρίσ να είναι απαραίτθτο να καταβάλουμε το υπολογιςτικό κόςτοσ για 
τθν εκτίμθςθ των υπολοίπων περιοχϊν με τθν ίδια ακρίβεια. Αυτό κάνει τισ 
μεκόδουσ Monte Carlo ιδιαίτερα ελκυςτικζσ για τον υπολογιςμό τθσ αξίασ 
υποςυνόλων του χϊρου των καταςτάςεων.  
Αυτι θ ιδιότθτα μπορεί να χρθςιμοποιθκεί για παράδειγμα ςτα παιχνίδια δφο 
ατόμων, για να βρεκεί ποια είναι θ καλφτερθ κίνθςθ ςε μία ςυγκεκριμζνθ κζςθ. 
Χρθςιμοποιϊντασ δείγματα ακολουκιϊν κινιςεων που ξεκινοφν από τθ 
ςυγκεκριμζνθ κατάςταςθ μπορεί να υπολογιςτεί ο μζςοσ όροσ των επιςτροφϊν 
αγνοϊντασ τισ υπόλοιπεσ καταςτάςεισ.   
Ζνα ςθμαντικό ηιτθμα ςτισ μεκόδουσ Monte Carlo είναι θ διατιρθςθ του 
επιπζδου τθσ εξερεφνθςθσ ςε επαρκι επίπεδα. Δεν αρκεί απλά να επιλζγονται οι 
καλφτερεσ ενζργειεσ, γιατί ζτςι δεν κα λθφκοφν ποτζ επιςτροφζσ για άλλεσ 
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ενζργειεσ και ποτζ δεν κα γίνει γνωςτό αν είναι πραγματικά καλφτερεσ. Μια απλι 
προςζγγιςθ είναι θ ειςαγωγι τθσ υπόκεςθσ ότι κάκε επειςόδιο κα ξεκινάει ςε μία 
τυχαία κατάςταςθ και με τυχαία επιλογι ενζργειασ εκ μζρουσ του πράκτορα, που 
προφανϊσ είναι ζγκυρθ για εξομοιωμζνα περιβάλλοντα, αλλά είναι αρκετά 
απίκανο να ιςχφει για προβλιματα του πραγματικοφ κόςμου.  
Ραρ’ όλεσ τισ διαφορζσ μεταξφ των μεκόδων ΔΡ και Monte Carlo, οι βαςικζσ 
αρχζσ ιςχφουν και για τισ δφο, κακϊσ ςτθ ουςία υπολογίηονται και 
χρθςιμοποιοφνται οι ίδιεσ ςυναρτιςεισ αξίασ, με τον ίδιο ουςιαςτικά τρόπο και με 
ςκοπό τθν επίτευξθ του βζλτιςτου αποτελζςματοσ. Βλζποντασ τισ μεκόδουσ Monte 
Carlo, από τθν πλευρά του ΔΡ, μπορεί να κεωρθκεί ότι χρθςιμοποιοφν τθν ίδια ιδζα  
τθσ γενικευμζνθσ επανάλθψθσ ωσ προσ τθν πολιτικι, όπου τα βιματα αξιολόγθςθσ 
και βελτίωςθσ πολιτικισ εκτελοφνται μετά το τζλοσ του επειςοδίου. 
2.3.3 Μϊθηςη Φρονικών Διαφορών 
Η Μάκθςθ Χρονικϊν Διαφορϊν (XΔ) (Temporal-Difference Learning) αποτελεί 
ςυνδυαςμό των μεκόδων Monte Carlo και του ΔΡ. Ππωσ ςτισ μεκόδουσ Monte 
Carlo οι μζκοδοι ΧΔ μποροφν να μάκουν κατευκείαν από εμπειρία, χωρίσ να 
χρειάηονται μοντζλο του περιβάλλοντοσ. Ππωσ ςτον ΔΡ, ενθμερϊνουν τισ 
εκτιμιςεισ βαςιηόμενοι κατά ζνα μζροσ ςε άλλεσ εκτιμιςεισ (κάνουν bootstrap 
δθλαδι), χωρίσ να περιμζνουν να τελειϊςει το επειςόδιο.  
Υπάρχουν δφο τρόποι ενθμζρωςθσ τθσ ςυνάρτθςθσ αξίασ. Στθν online 
ενθμζρωςθ οι ενθμερϊςεισ γίνονται κατά τθ διάρκεια του επειςοδίου, αμζςωσ 
μόλισ υπολογιςτεί ο παραπάνω τφποσ (δθλαδι αφοφ περάςουν n βιματα από τθν 
κατάςταςθ που κζλουμε να ενθμερϊςουμε). Στθν off-line ενθμζρωςθ, από τθν 
άλλθ πλευρά, τα ποςά τθσ παραπάνω εξίςωςθσ για κάκε κατάςταςθ 
αποκθκεφονται «ςτθν άκρθ», μζχρισ ότου τελειϊςει το επειςόδιο. Σε αυτιν τθν 
περίπτωςθ θ Vt(s) είναι ςτακερι κατά τθ διάρκεια του επειςοδίου και θ τιμι τθσ για 
το νζο επειςόδιο κα είναι : 
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 ( )   ∑   ( )
   
   
 
Ραρακάτω περιγράφονται τζςςερισ από τουσ πιο βαςικοφσ αλγόρικμουσ ΧΔ, οι 
TD(0), Sarsa, Q-Learning, και action-critic. 
2.3.3.1 Ο αλγόριθμοσ TD(0) 
Οι μζκοδοι ΧΔ και Monte Carlo χρθςιμοποιοφν τθν εμπειρία (δθλαδι δείγματα 
επειςοδίων), για να λφςουν το πρόβλθμα τθσ πρόβλεψθσ. Στισ μεκόδουσ Monte 
Carlo θ ενθμζρωςθ τθσ αξίασ μιασ κατάςταςθσ V(st) γίνεται χρθςιμοποιϊντασ τθν 
επιςτροφι, όταν αυτι γίνει γνωςτι. Το ίδιο ακριβϊσ γίνεται και με τισ μεκόδουσ 
ΧΔ, μόνο που εδϊ αντί θ επιςτροφι να γίνεται γνωςτι ςτο τζλοσ του επειςοδίου, θ 
μζκοδοσ περιμζνει μόνο μζχρι το επόμενο χρονικό βιμα. Στο βιμα t+1 
χρθςιμοποιείται αμζςωσ θ ανταμοιβι rt+1  και θ εκτίμθςθ τθσ ςυνάρτθςθσ αξίασ για 
τθν επόμενθ κατάςταςθ V(st+1), για να ενθμερωκεί θ ςυνάρτθςθ αξίασ τθσ 
κατάςταςθσ. Η απλοφςτερθ αυτι μζκοδοσ ΧΔ ονομάηεται TD(0) και θ ενθμζρωςι 
τθσ γίνεται από τον ακόλουκο τφπο: 
 (  )    (  )   ,       (    )    (  )-  
Ππου α είναι μια παράμετροσ ανάμεςα από το 0 και το 1 που ονομάηεται 
ρυκμόσ μάκθςθσ (learning rate). 
Στθν πραγματικότθτα, ο ςτόχοσ για τθν ενθμζρωςθ ςτισ μεκόδουσ Monte Carlo 
είναι το RΤ, ενϊ ο ςτόχοσ ενθμζρωςθσ των ΧΔ είναι το rt+1 + γVt(st+1). Οι τιμζσ που 
αναφζρκθκαν είναι οι τιμζσ ςτθν κατεφκυνςθ των οποίων μετατοπίηονται οι 
εκτιμιςεισ των μεκόδων.  
Ο αλγόρικμοσ TD(0), όπωσ περιγράφτθκε προθγουμζνωσ, ζχει αποδειχκεί ότι 
ςυγκλίνει για τθν περίπτωςθ των παράςταςθσ των καταςτάςεων ςε πίνακα ςτθν Vπ 
για κάκε ςτακερι πολιτικι π, εάν ο ρυκμόσ είναι κατάλλθλα μικρόσ.  
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Σχιμα 7: Ο αλγόρικμοσ TD(0) ςε μορφι ψευδοκϊδικα 
Η εκτίμθςθ τθσ ςυνάρτθςθσ αξίασ γίνεται βάςει ενόσ δείγματοσ τθσ επόμενθσ 
κατάςταςθσ. Στισ μεκόδουσ Monte Carlo και ΧΔ χρθςιμοποιοφνται δειγματικζσ 
διαδικαςίεσ ανάςτροφθσ ενθμζρωςθσ (sample backups), γιατί κοιτάηουν προσ τα 
εμπρόσ ςε μία μόνο δειγματικι κατάςταςθ (ι το ηεφγοσ ενζργειασ-κατάςταςθσ) και 
χρθςιμοποιοφν τθν ανταμοιβι τθσ τρζχουςασ κατάςταςθσ και τθν εκτίμθςθ τθσ 
διάδοχθσ κατάςταςθσ, για να κάνουν τθν ανάςτροφθ ενθμζρωςθ. Στον αντίποδα, 
τα full backups του ΔΡ χρειάηονται τθν πλιρθ κατανομι όλων των διάδοχων 
καταςτάςεων. Το διάγραμμα των ανάςτροφων ενθμερϊςεων και των τριϊν 
μεκόδων  φαίνεται ςτο παρακάτω ςχιμα: 
 
Σχιμα 8: Διάγραμμα ανάςτροφων ενθμερϊςεων (backups) για a) ΔΡ, b) Monte Carlo, c) 
TD(0) 
 
  
30 
Το πιο ςθμαντικό πλεονζκτθμα των ΧΔ ζναντι των μεκόδων Monte Carlo είναι 
ότι μποροφν να υλοποιθκοφν εφκολα ςε πλιρθ επαυξθτικι μορφι online. Η 
ευκολία του να χρειάηεται μόνο θ επόμενθ κατάςταςθ για τθν ενθμζρωςθ είναι 
πολφ ςθμαντικι ειδικά για εφαρμογζσ με πολφ μεγάλα επειςόδια ι για 
ςυνεχόμενεσ διαδικαςίεσ. Οι μζκοδοι ΧΔ είναι πικανϊσ οι ευρφτερα 
χρθςιμοποιοφμενοι αλγόρικμοι ΕΜ. Αυτό μπορεί να αποδοκεί ςτθ μεγάλθ τουσ 
απλότθτα και ςε χαρακτθριςτικά όπωσ θ on-line εφαρμογι τουσ, καταβάλλοντασ 
ελάχιςτο υπολογιςτικό κόςτοσ ςε εμπειρία που παράγεται από τθν αλλθλεπίδραςθ 
με κάποιο περιβάλλον. Επιπλζον το γεγονόσ ότι κάποιοι αλγόρικμοι μποροφν να 
περιγραφοφν από μία και μόνο εξίςωςθ (όπωσ ο TD(0)) επιτρζπει τθν εφκολθ 
υλοποίθςι τουσ ςε λογιςμικό.  
2.3.3.2 Ο αλγόριθμοσ Sarsa 
Στθν αλγόρικμο TD(0) εξετάςτθκαν μεταβάςεισ από κατάςταςθ ςε κατάςταςθ 
για τθν εκμάκθςθ των αξιϊν των καταςτάςεων. Μπορεί επίςθσ να εξεταςτοφν 
μεταβάςεισ από ηεφγοσ κατάςταςθσ-ενζργειασ ςε ηεφγοσ κατάςταςθσ-ενζργειασ  
και να μάκουμε τισ αξίεσ των ηευγϊν καταςτάςεων-ενεργειϊν αντίςτοιχα με 
παρόμοιο τρόπο, διότι είναι και τα δφο αλυςίδεσ Markov με διαδικαςίεσ 
ανταμοιβϊν. Τα κεωριματα που εγγυϊνται ςφγκλιςθ ςτον TD(0) ιςχφουν και ςτον 
αντίςτοιχο αλγόρικμο για αξίεσ ενεργειϊν: 
 (     )   (     )   ,       (         )   (     )-  
Αυτι θ ενθμζρωςθ μπορεί να γίνει για κάκε μετάβαςθ από μια μθ τερματικι 
κατάςταςθ st. Εάν θ st+1 είναι τερματικι, τότε θ ποςότθτα Q(st+1, αt+1) ορίηεται 0. 
Αυτόσ ο κανόνασ χρθςιμοποιεί τα ακόλουκα ςτοιχεία (st,αt, rt+1, st+1, αt+1), εξοφ και το 
όνομά του. Ο Sarsa είναι ζνασ αλγόρικμοσ εντόσ πολιτικισ (on-policy)∙ αυτό 
ςθμαίνει ότι θ πολιτικι που αξιολογείται χρθςιμοποιείται και για τθν επιλογι των 
ενεργειϊν. Αντίκετα, ςτισ μεκόδουσ εκτόσ πολιτικισ (off-policy), θ πολιτικι που 
χρθςιμοποιείται για τθ λιψθ αποφάςεων δεν είναι απαραίτθτο να ταυτίηεται με 
αυτιν που αξιολογείται και βελτιϊνεται.  
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Ο ςχεδιαςμόσ ενόσ αλγορίκμου εντόσ πολιτικισ που να χρθςιμοποιεί τθν 
παραπάνω κανόνα είναι πολφ ξεκάκαροσ. Ππωσ και ςε όλεσ τισ μεκόδουσ εντόσ 
πολιτικισ, εκτιμοφμε ςυνζχεια τθν τιμι Qπ για τθν πολιτικι π και τθν ίδια ςτιγμι 
αλλάηουμε τθν π με άπλθςτο τρόπο ςε ςχζςθ με τθν Qπ. Η γενικι μορφι του 
αλγορίκμου Sarsa (Rummery & Niranjan, 1994) δίνεται ςε μορφι ψευδοκϊδικα 
παρακάτω: 
 
Σχιμα 9: Ο αλγόρικμοσ Sarsa ςε ψευδογλϊςςα 
2.3.3.3 O αλγόριθμοσ Q-Learning 
Μία από πιο ςθμαντικζσ καινοτομίεσ ςτθν ΕΜ ιταν θ ανάπτυξθ του 
αλγορίκμου εκτόσ πολιτικισ Q-Learning (Watkins, 1989). Στθν απλι του μορφι, με 
ενθμζρωςθ ενόσ βιματοσ ορίηεται ωσ εξισ: 
 (     )   (     )   [         
 
 (       )   (     )] 
Σε αυτιν τθν περίπτωςθ θ ςυνάρτθςθ ενζργειασ-αξίασ που μακαίνεται, Q, 
προςεγγίηει άμεςα τθ βζλτιςτθ ςυνάρτθςθ ενζργειασ-αξίασ Q*, ανεξάρτθτα από τθν 
πολιτικι που ακολουκείται. Ακολουκεί θ παρουςίαςθ τθσ μεκόδου με μορφι 
ψευδοκϊδικα: 
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Σχιμα 10: Ο αλγόρικμοσ Q-Learning ςε ψευδογλϊςςα 
Ο κανόνασ ενθμζρωςθσ που αναφζρκθκε παραπάνω, ενθμερϊνει ζνα ηεφγοσ 
ενζργειασ-κατάςταςθσ∙ ζτςι εάν κζλουμε να κάνουμε το διάγραμμα ανάςτροφθσ 
ενθμζρωςθσ (backup diagram), αυτό πρζπει να ξεκινάει από μία ενζργεια. Η 
ανάςτροφθ ενθμζρωςθ γίνεται με τθ μζγιςτθ από όλεσ τισ πικανζσ ενζργειεσ τθσ 
διάδοχθσ κατάςταςθσ, άρα ςτο κάτω μζροσ του διαγράμματοσ πρζπει να ζχουμε 
όλεσ αυτζσ τισ ενζργειεσ. Το διάγραμμα αυτό φαίνεται παρακάτω (θ ςυνάρτθςθ 
μεγιςτοποίθςθσ (max) φαίνεται με τθν καμπφλθ). 
 
Σχιμα 11: Διάγραμμα ανάςτροφων ενθμερϊςεων για Sarsa, QLearning 
2.3.3.4 Μέθοδοι Δράςτη-Κριτή 
Οι μζκοδοι Δράςτθ-Κριτι (Actor-Critic methods) αναπαριςτοφν τθν πολιτικι 
χρθςιμοποιϊντασ μία ξεχωριςτι δομι μνιμθσ ανεξάρτθτα από τθ ςυνάρτθςθ αξίασ. 
Αυτι θ δομι τθσ πολιτικισ ονομάηεται ο δράςτθσ (Actor), επειδι χρθςιμοποιείται, 
για να επιλζγονται οι ενζργειεσ, και θ εκτιμϊμενθ ςυνάρτθςθ αξίασ ονομάηεται 
κριτισ (critic), γιατί κρίνει τισ ενζργειεσ που κάνει ο δράςτθσ. Η μάκθςθ είναι 
πάντοτε εντόσ πολιτικισ, κακϊσ ο κριτισ πρζπει να μακαίνει τι πολιτικι ακολουκεί 
ο δράςτθσ και να τθν κρίνει. Η κριτικι αυτι παίρνει τθ μορφι ενόσ ςφάλματοσ 
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χρονικισ διαφοράσ (TD error). Το ςιμα αυτό είναι θ μοναδικι ζξοδοσ που παράγει 
ο κριτισ και οδθγεί τθ μάκθςθ και ςτο δράςτθ και ςτον κριτι, όπωσ φαίνεται ςτο 
παρακάτω ςχιμα. 
 
Σχιμα 12: Σχθματικι αναπαράςταςθ τθσ μεκόδου δράςτθ-κριτι 
   Συνικωσ ο κριτισ είναι μία ςυνάρτθςθ κατάςταςθσ-αξίασ. Μετά από κάκε 
επιλογι κάποιασ ενζργειασ ο κριτισ ελζγχει τθ νζα κατάςταςθ, για να καταλάβει 
εάν τα πράγματα πιγαν καλφτερα ι χειρότερα από πριν. Αυτι θ αξιολόγθςθ 
ουςιαςτικά παίρνει τθ μορφι του ςφάλματοσ χρονικισ διαφοράσ : 
          (    )    (  ) 
όπου V είναι θ τρζχουςα ςυνάρτθςθ αξίασ που υλοποιείται ςτον κριτι. Το 
ςφάλμα αυτό χρθςιμοποιείται, για να αξιολογιςει τθν ενζργεια αt που λιφκθκε 
ςτθν κατάςταςθ st. Εάν το ςφάλμα είναι κετικό, ενιςχφεται θ τάςθ επιλογισ τθσ 
ενζργειασ αυτισ ςτθ ςυγκεκριμζνθ κατάςταςθ ςτο μζλλον, ενϊ εάν είναι αρνθτικό, 
αυτι θ τάςθ πρζπει να μειωκεί. 
Οι μζκοδοι δράςτθ-κριτι είναι από τισ πρϊτεσ μεκόδουσ που παρουςιάςτθκαν 
ςτθν ΕΜ. Ραρά τθν παλαιότθτά τουσ παρουςιάηουν κάποια αξιοςθμείωτα 
πλεονεκτιματα. Κατ’ αρχάσ, απαιτοφν ελάχιςτο υπολογιςτικό κόςτοσ για τθν 
 
  
34 
επιλογι των ενεργειϊν. Ο ςαφισ προςδιοριςμόσ τθσ πολιτικισ ζχει ωσ ςυνζπεια 
τθν αποφυγι του τεράςτιου υπολογιςτικοφ κόςτοσ, όταν το πλικοσ των ενεργειϊν 
είναι πολφ μεγάλο ι άπειρο. Επίςθσ, μποροφν να μάκουν τθν πολιτικι με ζνα ςαφι 
ςτοχαςτικό τρόπο, δθλαδι μποροφν να μάκουν τισ βζλτιςτεσ πικανότθτεσ επιλογισ 
κάκε ενζργειασ. Αυτι θ ιδιότθτα τουσ κάνει πολφ χριςιμουσ ςε ανταγωνιςτικζσ 
εφαρμογζσ και ςε μθ Μαρκοβιανζσ περιπτϊςεισ. 
2.4 Μϋθοδοι Φρονικών Διαφορών n-βημϊτων 
Πλοι οι αλγόρικμοι ΧΔ που αναλφκθκαν μζχρι ςτιγμισ χρθςιμοποιοφν 
ανάςτροφθ ενθμζρωςθ ενόσ βιματοσ (one-step backup), για να ενθμερϊςουν τθν 
ςυνάρτθςθ αξίασ τθσ τρζχουςασ κατάςταςθσ. Οι μζκοδοι Monte Carlo, όπωσ ζχει 
προαναφερκεί, βαςίηουν τθν ενθμζρωςθ ςε όλθ τθ ακολουκία των επιςτροφϊν 
από τθν τρζχουςα κατάςταςθ μζχρι τθν τερματικι κατάςταςθ. Ζνα είδοσ 
ενδιάμεςθσ μεκόδου είναι θ χριςθ μιασ ανάςτροφθσ ενθμζρωςθσ που βαςίηεται ςε 
ζνα ενδιάμεςο αρικμό ανταμοιβϊν, μεγαλφτερο από ζνα αλλά λιγότερο από όλεσ 
τισ υπόλοιπεσ. Ζτςι κα ζχουμε ανάςτροφθ ενθμζρωςθ 2 βθμάτων, 3 βθμάτων και 
οφτω κακεξισ, όπωσ φαίνεται ςτο παρακάτω διάγραμμα. 
 
Σχιμα 13: Το φάςμα ζκταςθσ από το ζνα βιμα των απλϊν μεκόδων ΧΔ μζχρι το τζλοσ του 
επειςοδίου των μεκόδων Monte Carlo.  
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Οι ενδιάμεςεσ αυτζσ μζκοδοι είναι μζκοδοι Χρονικϊν Διαφορϊν, γιατί 
αλλάηουν μία πρότερθ εκτίμθςθ βάςει τθσ διαφοράσ τθσ από μια μεταγενζςτερθ ∙ 
απλϊσ θ νεότερθ εκτίμθςθ δεν είναι ζνα βιμα αργότερα, αλλά n βιματα αργότερα. 
Οι μζκοδοι όπου θ χρονικι διαφορά εκτείνεται ςε n βιματα λζγονται μζκοδοι 
χρονικϊν διαφορϊν n-βθμάτων (n-step TD methods). Αντίςτοιχα οι μζκοδοι ΧΔ που 
αναλφκθκαν ζωσ τϊρα λζγονται μζκοδοι χρονικϊν διαφορϊν ενόσ βιματοσ (one-
step TD methods). 
Εάν είμαςτε ςτθν κατάςταςθ st και Τ είναι το τερματικό βιμα, τότε γνωρίηουμε 
ότι ςτισ μεκόδουσ Monte Carlo ο ςτόχοσ τθσ ανάςτροφθσ ενθμζρωςθσ είναι  
                
                
          
Σφμφωνα με τα προθγοφμενα ςτισ μεκόδουσ ΧΔ ενόσ βιματοσ ο ςτόχοσ είναι  
  
( )
          (    ) 
Για τισ μεκόδουσ δφο βθμάτων αντίςτοιχα είναι: 
  
( )
              
   (    ) 
Ζτςι λοιπόν μποροφμε να ποφμε ότι ςτθ γενικι περίπτωςθ ο ςτόχοσ για τισ 
μεκόδουσ ΧΔ n βθμάτων είναι: 
  
( )
              
                
         
   (    ) 
Η αλλαγι τθσ ςυνάρτθςθσ αξίασ ςε αυτι τθν περίπτωςθ μπορεί να οριςτεί με 
τον ακόλουκο τφπο για τισ περιπτϊςεισ κωδικοποίθςθσ των καταςτάςεων-αξιϊν με 
πίνακεσ (tabular case) όπου α είναι θ γνωςτι ςτακερά του ρυκμοφ μάκθςθσ: 
   (  )   [  
( )    (  )]  
2.4.1  θεωρητικό όψη του αλγορύθμου TD(λ) 
Οι ανάςτροφεσ ενθμερϊςεισ μποροφν να γίνουν όχι μόνο μζςω μιασ 
επιςτροφισ n βθμάτων αλλά μζςω του μζςου όρου επιςτροφϊν n βθμάτων. Για 
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παράδειγμα ζνα backup μπορεί να γίνει μζςω επιςτροφισ που αποτελείται από το 
μιςό τθσ επιςτροφισ 2 βθμάτων και το μιςό τθσ επιςτροφισ 4 βθμάτων:  
  
     
 
 
  
( )
 
 
 
  
( )
.  Κάκε μείξθ επιςτροφϊν μπορεί να υπολογιςτεί με 
τον ίδιο τρόπο, αρκεί τα βάρθ κάκε επιςτροφισ να είναι κετικά και ςυνολικά όλα 
μαηί να ακροίηονται ςτο 1. Κάκε ανάςτροφθ ενθμζρωςθ που λειτουργεί με αυτό 
τον τρόπο τθν καλοφμε μεικτι ανάςτροφθ ενθμζρωςθ (complex backup).  
Ζνασ τρόποσ μεικτοφ backup είναι να υπολογίςουμε το μζςο όρο των n-
επιςτροφϊν με βάρθ λn-1 αναλογικά όπου 0 ≤ λ ≤ 1. Ρροςκζτοντασ και ζναν 
παράγοντα λ – 1, για να ςιγουρευτοφμε ότι βάρθ ακροίηονται ςτθν τιμι του 1, 
ζχουμε το ακόλουκο διάγραμμα για τον αλγόρικμο TD(λ) που χρθςιμοποιεί αυτοφ 
του είδουσ τισ ανάςτροφεσ επιςτροφζσ: 
 
Σχιμα 14: Το διάγραμμα ανάςτροφεσ ενθμερϊςεων του αλγορίκμου TD(λ). 
Η επιςτροφι ενόσ βιματοσ παίρνει το μεγαλφτερο βάροσ, το 1-λ, θ επιςτροφι 
βιματοσ δφο παίρνει το επόμενο μεγαλφτερο βάροσ (1-λ)λ, θ επιςτροφι του 
βιματοσ τρία παίρνει το (1-λ)λ2. Πταν φτάςουμε ςτθν τερματικι κατάςταςθ, όλεσ οι 
επόμενεσ επιςτροφζσ ιςοφνται με Rt. Η επιςτροφι ςυνολικά για κάκε βιμα t 
δίνεται από τον ακόλουκο τφπο: 
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   (   ) ∑     
     
   
  
( )
          
Πταν το λ είναι 0, θ επιςτροφι είναι ίδια όπωσ και ςτθν επιςτροφι ενόσ 
βιματοσ και θ ανάςτροφθ ενθμζρωςθ ζχει τθν ίδια τιμι όπωσ και ο TD(0). Πταν το 
λ ιςοφται με 1, θ επιςτροφι είναι ίδια με αυτι των Monte Carlo μεκόδων. 
 
Σχιμα 15: Η απόδοςθ βαρϊν των λ-επιςτροφϊν για κάκε επιςτροφι n-βθμάτων 
Ορίηουμε τον αλγόρικμο λ-επιςτροφισ (λ-return) ωσ ζναν αλγόρικμο που 
πραγματοποιεί ανάςτροφεσ ενθμερϊςεισ χρθςιμοποιϊντασ τθ λ-επιςτροφι. Σε 
κάκε βιμα υπολογίηει το: 
   (  )   [  
    (  )] 
Αυτι θ αντιμετϊπιςθ λζγεται κεωρθτικι ι εμπρόςκια (forward) όψθ. Για κάκε 
κατάςταςθ που επιςκεπτόμαςτε, κοιτάμε μπροςτά ςτον χρόνο, βλζπουμε τισ 
μελλοντικζσ ανταμοιβζσ και αποφαςίηουμε πϊσ κα τισ αναμείξουμε με τον 
καλφτερο τρόπο. Πταν τελειϊςουμε με κάκε κατάςταςθ, προχωράμε ςτθν επόμενθ 
και δεν χρειάηεται να αςχολθκοφμε ξανά με αυτιν ποτζ. Οι μελλοντικζσ 
καταςτάςεισ, αντικζτωσ, προςπελάηονται ςυνζχεια, τόςεσ φορζσ όςο ο αρικμόσ των 
προθγοφμενων καταςτάςεων. 
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Σχιμα 16: Η κεωρθτικι ι εμπρόςκια όψθ  
2.4.2 Ίχνη επιλεξιμότητασ 
Εκτόσ από τον κεωρθτικό τρόπο που περιγράφθκε παραπάνω υπάρχει και ζνασ 
άλλοσ μθχανιςμόσ μείξθσ των ανταμοιβϊν, θ οπίςκια όψθ ι ίχνθ επιλεξιμότθτασ 
(eligibility traces). Για τθν υλοποίθςθ κατ’ αυτόν τον τρόπο χρθςιμοποιοφμε μια 
επιπρόςκετθ μεταβλθτι για κάκε κατάςταςθ που ονομάηεται ίχνοσ επιλεξιμότθτασ. 
Για κάκε κατάςταςθ s τθ χρονικι ςτιγμι t, το ίχνοσ αυτό ςυμβολίηεται με et(s). Σε 
κάκε χρονικό βιμα τα ίχνθ επιλεξιμότθτασ για όλεσ τισ καταςτάςεισ φκίνουν κατά 
γλ, εκτόσ του ίχνουσ για τθν κατάςταςθ που μόλισ επιςκζφτθκε ο πράκτορασ, το 
οποίο αυξάνεται κατά 1: 
  ( )   { 
       ( )                   
      ( )             
 
Στθν περίπτωςθ τθσ πρόβλεψθσ τθσ αξίασ τθσ κατάςταςθσ το TD ςφάλμα είναι:  
          (    )    (  ) 
Σε αυτιν τθ μζκοδο το TD ςφάλμα ενεργοποιεί αναλογικζσ ενθμερϊςεισ ςε 
όλεσ τισ προθγοφμενεσ καταςτάςεισ που ςχετίηονται με τα αντίςτοιχα ίχνθ τουσ με 
τον ακόλουκο τρόπο: 
   (  )       ( )                
Ππωσ και προθγουμζνωσ αυτζσ οι ενθμερϊςεισ μποροφν να γίνουν είτε online 
είτε να αποκθκεφονται προςωρινά μζχρι το τζλοσ του επειςοδίου, για να 
δθμιουργιςουν ζνα offline αλγόρικμο. Ζνασ πλιρθσ online αλγόρικμοσ TD(λ) αυτισ 
τθσ μορφισ δίνεται  παρακάτω: 
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Σχιμα 17: Ο αλγόρικμοσ TD(λ) με ίχνθ επιλεξιμότθτασ ςε ψευδογλϊςςα 
Ραρόμοια μποροφν να τροποποιθκοφν και οι αλγόρικμοι Q-Learning και Sarsa. 
Σε αντίκεςθ με τθν εμπρόςκια όψθ, εδϊ ςε κάκε βιμα κοιτάμε το τρζχον 
ςφάλμα TD και το μεταφζρουμε προσ τα πίςω ςε κάκε προθγοφμενθ κατάςταςθ 
ανάλογα με το ίχνοσ επιλεξιμότθτάσ τθσ τθ ςτιγμι εκείνθ. Σχθματικά αυτό 
μποροφμε να το αναπαραςτιςουμε ωσ εξισ: 
 
Σχιμα 18: Σχθματικι αναπαράςταςθ τθσ οπίςκιασ όψθσ 
Αποδεικνφεται ότι ςτθν offline περίπτωςθ τα ίχνθ επιλεξιμότθτασ είναι 
ιςοδφναμα με τθ κεωρθτικι όψθ και ςτθν online περίπτωςθ είναι μια πολφ καλι 
προςζγγιςι τουσ. Ππωσ και με τθν κεωρθτικι όψθ, αλλάηοντασ τθν τιμι του λ 
μποροφμε να ζρκουμε κοντά ςτον TD(0) ι ςτισ μεκόδουσ Monte Carlo. Για γ = 1 και 
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λ = 1 ζχουμε τθν ίδια ςυμπεριφορά με τθν Monte Carlo για τθν offline περίπτωςθ 
και ειδικά για τθν online περίπτωςθ ζχουμε ζνα τρόπο να ακολουκιςουμε 
(προςεγγιςτικά) τθ μζκοδο Monte Carlo για ςυνεχόμενεσ διαδικαςίεσ, κάτι που 
είναι αδφνατο με τθν κλαςικι Monte Carlo μζκοδο. 
Τα ίχνθ επιλεξιμότθτασ ςε ςχζςθ με τθ κεωρθτικι όψθ ζχουν το πλεονζκτθμα 
ότι κεωροφνται πιο απλι μζκοδοσ τόςο εννοιολογικά όςο και υπολογιςτικά. Η 
κεωρθτικι όψθ πολλζσ φορζσ δεν είναι εφκολα εφαρμόςιμθ, γιατί χρειάηεται 
γνϊςθ πολλϊν μελλοντικϊν καταςτάςεων, κάτι που πολλζσ φορζσ δεν μπορεί να 
πραγματοποιθκεί. Βζβαια θ αυξθμζνθ πολυπλοκότθτα ιςχφει κυρίωσ για 
περίπτωςθ αναπαράςταςθσ με πίνακεσ, που είναι και το χειρότερο ςενάριο 
υπολογιςτικά για τα ίχνθ επιλεξιμότθτασ. Πταν χρθςιμοποιθκεί προςζγγιςθ 
ςυναρτιςεων, τότε τα ίχνθ επιλεξιμότθτασ ζχουν πολφ λιγότερο υπολογιςτικό 
κόςτοσ. Στθν υλοποίθςθ αυτισ τθσ εργαςίασ εφαρμόςτθκε θ κεωρθτικι όψθ, χωρίσ 
να παρατθρθκεί κάποια κακυςτζρθςθ ςτθ διάρκεια τθσ μάκθςθσ για λ > 0. 
2.5 Γενύκευςη – προςϋγγιςη ςυναρτόςεων 
Μζχρι ςτιγμισ ζχουμε υποκζςει ότι οι εκτιμιςεισ μασ για τισ ςυναρτιςεισ αξίασ 
αναπαριςτοφνται ωσ ζνασ πίνακασ με μία καταχϊρθςθ για κάκε κατάςταςθ ι για 
κάκε ηεφγοσ κατάςταςθσ-ενζργειασ. Ρρόκειται για μία ιδιαίτερα ςαφι περίπτωςθ, 
αλλά, φυςικά, περιορίηεται ςε προβλιματα με μικρό αρικμό καταςτάςεων και 
ενεργειϊν. Το πρόβλθμα δεν είναι μόνο θ μνιμθ που χρειάηεται ςε μεγάλουσ 
πίνακεσ, αλλά και ο χρόνοσ και τα δεδομζνα που απαιτοφνται για τθν ενθμζρωςι 
τουσ με ακρίβεια. Με άλλα λόγια, το βαςικό κζμα είναι θ γενίκευςθ 
(generalization). Ρϊσ μπορεί θ εμπειρία ενόσ περιοριςμζνου υποςυνόλου του 
χϊρου καταςτάςεων να γενικευκεί με τζτοιο τρόπο, ϊςτε να παραγάγει μία καλι 
προςζγγιςθ ενόσ πολφ μεγαλφτερου υποςυνόλου; 
Αυτό είναι ζνα ςοβαρό πρόβλθμα. Σε πολλζσ διαδικαςίεσ ςτισ οποίεσ κα 
κζλαμε να εφαρμοςτεί θ ΕΜ οι περιςςότερεσ καταςτάςεισ ποτζ δεν κα ζχουν 
προςπελαςτεί. Αυτό κα ςυμβαίνει ςχεδόν πάντα, όταν ο χϊροσ καταςτάςεων 
περιλαμβάνει ςυνεχόμενεσ μεταβλθτζσ ι περίπλοκεσ ειςόδουσ. Για ζνα 
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ικανοποιθτικό αποτζλεςμα ςε αυτζσ τισ περιπτϊςεισ επιβάλλεται θ γενίκευςθ τθσ 
εμπειρίασ για όςεσ καταςτάςεισ δεν ζχουν ποτζ προςπελαςτεί. 
Το είδοσ τθσ γενίκευςθσ που χρειαηόμαςτε ςυχνά αποκαλείται προςζγγιςθ 
ςυναρτιςεων, επειδι αντλεί παραδείγματα από τθν επικυμθτι ςυνάρτθςθ (π.χ., 
ςυνάρτθςθ αξίασ) και επιχειρεί να γενικεφςει από αυτά, για να καταςκευάςει μια 
προςζγγιςθ του ςυνόλου τθσ ςυνάρτθςθσ. Η προςζγγιςθ ςυναρτιςεων είναι μία 
πτυχι τθσ επιβλεπόμενθσ μάκθςθσ, το κφριο κζμα τθσ οποίασ ζχει μελετθκεί ςτθ 
μθχανικι μάκθςθ, τα τεχνθτά νευρωνικά δίκτυα, ςτθν αναγνϊριςθσ προτφπων κ.α.. 
Κατά βάςθ, οποιαδιποτε από τισ μεκόδουσ ζχει μελετθκεί ςε αυτοφσ τουσ τομείσ 
μπορεί να χρθςιμοποιθκεί ςτθν ΕΜ, όπωσ περιγράφεται ςτθ ςυνζχεια.  
2.5.1 Πρόβλεψη αξύασ με προςϋγγιςη ςυνϊρτηςησ 
Για να χρθςιμοποιιςουμε τθν προςζγγιςθ ςυναρτιςεων για τθν πρόβλεψθ τθσ 
ςυνάρτθςθσ αξίασ Vπ, δεν αναπαριςτοφμε με πίνακα τθ ςυνάρτθςθ αξίασ Vt, αλλά 
με τθ μορφι ενόσ διανφςματοσ παραμζτρων   ⃗⃗  ⃗. Για παράδειγμα θ ςυνάρτθςθ αξίασ 
Vt, μπορεί να υπολογίηεται από ζνα νευρωνικό δίκτυο με   ⃗⃗  ⃗ το διάνυςμα βαρϊν 
των ςυνδζςεων του δικτφου. Ή θ Vt μπορεί να υπολογίηεται από ζνα δζντρο 
αποφάςεων, όπου   ⃗⃗  ⃗ ςυμβολίηει όλεσ τισ παραμζτρουσ που ορίηουν τισ 
διακλαδϊςεισ και τα φφλλα του δζντρου. Συνικωσ οι παράμετροι (δθλαδι ο 
αρικμόσ των ςυςτατικϊν του   ⃗⃗  ⃗) είναι κατά πολφ λιγότερεσ από τον ςυνολικό 
αρικμό των καταςτάςεων και -αλλάηοντασ μία παράμετρο- αλλάηει και θ 
εκτιμϊμενθ τιμι για πολλζσ καταςτάςεισ. Συνεπϊσ, όταν γίνεται ανάςτροφθ 
ενθμζρωςθ ςε μια κατάςταςθ, θ αλλαγι γενικεφεται από αυτιν και επθρεάηει 
πολλζσ άλλεσ καταςτάςεισ. 
Πλεσ οι μζκοδοι πρόβλεψθσ που εξετάςτθκαν μζχρι τϊρα ζχουν περιγραφεί ωσ 
ανάςτροφεσ ενθμερϊςεισ (backups), δθλαδι ωσ ενθμερϊςεισ, όπου θ εκτιμϊμενθ 
ςυνάρτθςθ αξίασ αλλάηει από τθν τιμι που ζχει ςε κάποιεσ καταςτάςεισ προσ τθν 
κατεφκυνςθ μιασ «επιςτρεφόμενθσ αξίασ» για αυτιν τθν κατάςταςθ. Μία τζτοια 
ανάςτροφθ ενθμζρωςθ μπορεί να αναφερκεί με το ςχιμα , όπου s είναι θ 
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κατάςταςθ όπου πραγματοποιείται θ ενθμζρωςθ και u είναι θ τιμι τθσ επιςτροφισ 
ι αλλιϊσ ο ςτόχοσ.  
Κατά αυτιν τθ κεϊρθςθ, είναι πολφ φυςικό να κεωριςουμε κάκε ανάςτροφθ 
ενθμζρωςθ ωσ ζνα παράδειγμα επικυμθτισ ςυμπεριφοράσ ειςόδου-εξόδου για τθν 
ςυνάρτθςθ αξίασ. Κατά μία ζννοια δθλαδι, το ςχιμα  ςθμαίνει ότι θ s πρζπει 
να γειτνιάςει περιςςότερο ςτθν u. Οι ςυνικεισ είςοδοι για τισ κλαςικζσ μορφζσ 
προςζγγιςθσ ςυναρτιςεων είναι παραδείγματα από τθν επικυμθτι μορφι 
είςοδου-εξόδου τθσ ςυνάρτθςθσ που προςπακοφν να προςεγγίςουν. 
Χρθςιμοποιοφμε τισ μεκόδουσ για πρόβλεψθ τθσ αξίασ, απλά περνϊντασ ςε αυτζσ 
το  κάκε ανάςτροφθσ ενθμζρωςθσ ωσ παράδειγμα. Ζπειτα ερμθνεφουμε τθν 
προςεγγιςμζνθ ςυνάρτθςθ που παράγουν ωσ πρόβλεψθ τθσ ςυνάρτθςθσ αξίασ. 
Βλζποντασ κάκε ανάςτροφθ ενθμζρωςθ με αυτόν τον τρόπο, μποροφμε να 
χρθςιμοποιιςουμε ζνα ευρφ φάςμα υπαρχουςϊν μεκόδων προςζγγιςθσ 
ςυνάρτθςθσ, ςυμπεριλαμβανομζνων των τεχνθτϊν νευρωνικϊν δικτφων, δζντρων 
αποφάςεων, κακϊσ και διαφόρων μορφϊν παλινδρόμθςθσ. Ραρ’ όλα αυτά, δεν 
είναι όλεσ οι μορφζσ προςζγγιςθσ ςυναρτιςεων κατάλλθλεσ για χριςθ ςτθν ΕΜ. Οι 
πιο εξειδικευμζνεσ μζκοδοι νευρωνικϊν δικτφων και ςτατιςτικισ προχποκζτουν 
ζνα ςτατικό ςετ παραδειγμάτων, πάνω ςτο οποίο πρζπει να πραγματοποιθκοφν 
αρκετά περάςματα. Πμωσ ςε πολλζσ εφαρμογζσ τθσ ΕΜ, θ μάκθςθ είναι 
απαραίτθτο να γίνεται online, με αλλθλεπίδραςθ με το περιβάλλον ι με ζνα 
μοντζλο του περιβάλλοντοσ.  
Οι περιςςότερεσ μζκοδοι επιβλεπόμενθσ μάκθςθσ αναηθτοφν τθν 
ελαχιςτοποίθςθ του μζςου όρου του τετραγωνικοφ ςφάλματοσ (Mean Square Error 
– MSE) πάνω ςε κάποια κατανομι P των ειςόδων. Στο πρόβλθμα τθσ πρόβλεψθσ 
τθσ αξίασ, οι είςοδοι είναι καταςτάςεισ και θ ςυνάρτθςθ-ςτόχοσ είναι θ πραγματικι 
ςυνάρτθςθ αξίασ Vπ, ϊςτε το MSE για τθν προςζγγιςθ τθσ Vt να είναι: 
   (  ⃗⃗⃗  )  ∑  ( ), 
 ( )    ( )-
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όπου P είναι μία κατανομι των ςφαλμάτων των διαφορετικϊν καταςτάςεων. Αυτι 
θ κατανομι είναι ςθμαντικι, γιατί ςυνικωσ το ςφάλμα δεν μπορεί να μειωκεί ςτο 
0 για όλεσ τισ καταςτάςεισ. 
Ζνασ ιδανικό ςτόχοσ από τθν άποψθ του MSE είναι να βρεκεί ζνα κακολικό 
βζλτιςτο (global optimum), δθλαδι ζνα διάνυςμα παραμζτρων   ⃗⃗⃗⃗  για το οποίο 
   (  ⃗⃗⃗⃗ )     (  ) για όλα τα πικανά   ⃗⃗⃗⃗ . Η ικανοποίθςθ αυτοφ του ςτόχου είναι 
πικανι ςε μερικζσ περιπτϊςεισ για απλζσ μορφζσ προςζγγιςθσ, όπωσ είναι οι 
γραμμικζσ μζκοδοι, αλλά είναι ςπάνια για ςφνκετεσ μεκόδουσ προςζγγιςθσ 
ςυναρτιςεων όπωσ τα τεχνθτά νευρωνικά δίκτυα και τα δζντρα αποφάςεων. Αντί 
για αυτό, οι ςφνκετεσ μζκοδοι προςζγγιςθσ ςυναρτιςεων μπορεί να ςυγκλίνουν ςε 
τοπικά ελάχιςτα (local optima), δθλαδι μια παράμετρο   ⃗⃗⃗⃗  όπου    (  ⃗⃗  ⃗)  
   ( ⃗)  ςε μια περιοχι του   ⃗⃗⃗⃗ . Αν και ελάχιςτα κακθςυχαςτικι, αυτι θ εγγφθςθ 
είναι το καλφτερο που μποροφμε να περιμζνουμε από μθ γραμμικζσ μεκόδουσ 
προςζγγιςθσ ςυναρτιςεων. Σε πολλζσ περιπτϊςεισ που ενδιαφζρουν τθν ΕΜ, θ 
ςφγκλιςθ ςτο βζλτιςτο ι ακόμθ απλι ςφγκλιςθ δεν πραγματοποιείται. Ραρ’ όλα 
αυτά, ζνα MSE που βρίςκεται ςε κοντινι περιοχι του βζλτιςτου μπορεί να 
πραγματοποιθκεί με κάποιεσ μεκόδουσ. Άλλεσ μζκοδοι ςτθν πράξθ αποκλίνουν, με 
το MSE να φτάνει ςτο όριο του άπειρου. 
Δεν είναι ξεκάκαρο εάν κα πρζπει να φροντίηουμε να ελαχιςτοποιιςουμε το 
ςφάλμα αυτό. Ο ςτόχοσ ςτθν πρόβλεψθ αξίασ είναι ενδεχομζνωσ διαφορετικόσ, 
γιατί ο απϊτεροσ ςκοπόσ είναι να χρθςιμοποιιςουμε τισ προβλζψεισ για τθν 
εφρεςθ μιασ καλφτερθσ πολιτικισ. Οι καλφτερεσ εκτιμιςεισ για αυτόν το ςκοπό δεν 
είναι απαραίτθτα αυτζσ που ελαχιςτοποιοφν το MSE. Ραραδείγματα αυτισ τθσ 
παρατιρθςθσ εντοπίςτθκαν και κατά τθν υλοποίθςθ τθσ εργαςίασ και κα 
παρουςιαςτοφν ςε επόμενο κεφάλαιο. 
Ραρακάτω κα αναλυκοφν ςε βάκοσ οι μζκοδοι κακοδικισ κλίςθσ, κακότι μια 
τζτοιου είδουσ μζκοδοσ χρθςιμοποιικθκε ςτθν προκείμενθ εργαςία, και κα 
αναφερκοφν ςυνοπτικά κάποιεσ άλλεσ μζκοδοι που παρουςιάηουν γενικότερο 
ενδιαφζρον. 
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2.5.1.1 Μέθοδοι καθοδικήσ κλίςησ 
Στισ μεκόδουσ κακοδικισ κλίςθσ (Gradient Descent Methods) το διάνυςμα 
παραμζτρων είναι ζνα διάνυςμα μίασ ςτιλθσ με ςτακερό αρικμό πραγματικϊν 
αρικμϊν   ⃗⃗  ⃗  (  ( )   ( )             ( ))
  (το Τ εδϊ δθλϊνει αντιμετάκεςθ - 
Transpose) και Vt(s) είναι μια ομαλϊσ παραγωγίςιμθ ςυνάρτθςθ του   ⃗⃗  ⃗ για όλα 
τα      . Αυτζσ οι καταςτάςεισ είναι ςυνικωσ ςυνεχόμενεσ από αλλθλεπίδραςθ με 
το περιβάλλον. 
Μια καλι ςτρατθγικι, όπωσ είπαμε, είναι να ελαχιςτοποιθκεί το ςφάλμα MSE 
για τα παρατθρθκζντα παραδείγματα. Αυτό μπορεί να γίνει αλλάηοντασ το 
διάνυςμα παραμζτρων μετά από κάκε παράδειγμα κατά ζνα μικρό ποςό ςτθν 
κατεφκυνςθ που μειϊνεται το ςφάλμα περιςςότερο. Εάν λοιπόν ζχουμε ςτθν ζξοδο 
   του παραδείγματοσ ςτο βιμα t, , μια προςζγγιςθ τθσ βζλτιςτθσ V
π(t), τότε 
μποροφμε να κάνουμε τθν ακόλουκθ αλλαγι ςτο διάνυςμα κατάςταςθσ που οδθγεί 
ςτθ γενικι μζκοδο κακόδου κατά τθν κλίςθ: 
        ⃗⃗  ⃗   ,      (  )-    ⃗⃗⃗⃗ 
  (  ) 
όπου α είναι θ γνωςτι ςτακερά ρυκμοφ μάκθςθσ και    ⃗⃗⃗⃗  (  
⃗⃗  ⃗) θ κλίςθ τθσ 
ςυνάρτθςθσ f ωσ προσ το   ⃗⃗  ⃗ , δθλαδι το διάνυςμα των μερικϊν παραγϊγων. Αυτι θ 
μζκοδοσ λζγεται μζκοδοσ κακόδου κατά τθν κλίςθ, γιατί θ ςυνολικι τροποποίθςθ 
του   ⃗⃗  ⃗ γίνεται αναλογικά τθσ αρνθτικισ κλίςθσ του ςφάλματοσ του παραδείγματοσ, 
αφοφ αυτι θ διεφκυνςθ μειϊνει πιο γριγορα το ςφάλμα. 
Εάν το    είναι μια αμερόλθπτθ εκτίμθςθ για κάκε t, τότε το   ⃗⃗  ⃗ εγγυάται ότι κα 
ςυγκλίνει τουλάχιςτο ςε τοπικό βζλτιςτο (με τθν προχπόκεςθ ότι θ παράμετροσ α 
ζχει μειωκεί κατάλλθλα). Ραρόμοια μποροφμε να χρθςιμοποιιςουμε επιςτροφζσ 
ΧΔ n-βθμάτων και τουσ μζςουσ όρουσ τουσ για το   , για να πάρουμε τθν 
ενθμζρωςθ τθσ κεωρθτικισ όψθσ: 
        ⃗⃗  ⃗   [  
    (  )]    ⃗⃗⃗⃗ 
  (  ) 
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Δυςτυχϊσ, για λ < 1  θ   
  δεν είναι μια αμερόλθπτθ εκτίμθςθ του βζλτιςτου, 
και ζτςι δεν υπάρχουν εγγυιςεισ ςφγκλιςθσ ςε τοπικό βζλτιςτο. Ραρ’ όλα αυτά, 
τζτοιεσ μζκοδοι bootstrapping μπορεί να είναι αποτελεςματικζσ ςε αρκετά 
προβλιματα. Για τθν οπίςκια όψθ αντίςτοιχα ζχουμε : 
                  
όπου δt είναι το κλαςικό ςφάλμα XΔ και     είναι ζνα διάνυςμα ιχνϊν 
επιλεξιμότθτασ για κάκε παράμετρο του     και ενθμερϊνεται ωσ εξισ:  
               ⃗⃗⃗⃗ 
  (  ) 
Ζνασ πλιρθσ αλγόρικμοσ για τθν online κάκοδο κατά τθν κλίςθ TD(λ) 
παρουςιάηεται ακολοφκωσ: 
 
Σχιμα 19: Ο αλγόρικμοσ Gradient Descend TD(λ) ςε ψευδογλϊςςα 
Δφο μζκοδοι προςζγγιςθσ ςυναρτιςεων βαςιςμζνθ ςτθν κλίςθ κακόδου ζχουν 
χρθςιμοποιθκεί κατά κόρον ςτθν ΕΜ. Η μία είναι τα τεχνθτά νευρωνικά δίκτυα 
(multilayer artificial neural networks) που χρθςιμοποιοφν οπιςκοδιάδοςθ 
ςφάλματοσ (error backpropagation). Αυτι θ μζκοδοσ χρθςιμοποιικθκε ςτθν 
υλοποίθςθ τθσ εργαςίασ. Η άλλθ διαδεδομζνθ μζκοδοσ αυτοφ του τφπου είναι θ 
γραμμικι μορφι. Τυπικοί αλγόρικμοι γραμμικισ κακόδου κατά τθν κλίςθ είναι θ 
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κωδικοποίθςθ πλακιδίου (tile coding), τα ακτινικά δίκτυα ςυναρτιςεων (Radial 
Basis Function - RBF) και θ κωδικοποίθςθ Κανζρβα (Kanerva Coding). 
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3 Ενιςχυτικό μϊθηςη ςτα παιχνύδια 
3.1 Η παραδοςιακό αντιμετώπιςη  
Ο κφριοσ τρόποσ ανάπτυξθσ πρακτόρων τεχνθτισ νοθμοςφνθσ που να παίηουν 
παιχνίδια δυο ατόμων είναι θ δθμιουργία μιασ ςυνάρτθςθσ αξιολόγθςθσ 
(evaluation function), θ οποία, όταν τθσ δίνεται μια κζςθ του παιχνιδιοφ, 
επιςτρζφει μια βακμολόγθςθ (ςκορ) τθσ ςυγκεκριμζνθσ κζςθσ. Αυτι θ ςυνάρτθςθ 
χρθςιμοποιείται, για να κατατάξει όλεσ τισ πικανζσ κινιςεισ που ο πράκτορασ 
πρζπει να επιλζξει, ζτςι ϊςτε να επιλεγεί εκείνθ θ κίνθςθ που ζχει τθν καλφτερθ 
βακμολογία. Επίςθσ, μπορεί να ςυνδυαςτεί με αναηιτθςθ minimax κατά βάκοσ για 
καλφτερα αποτελζςματα. Ακόμα και μια αδφναμθ ςυνάρτθςθ αξιολόγθςθσ μπορεί 
να ζχει καλι απόδοςθ, εάν «δει μπροςτά» αρκετζσ κινιςεισ.  
Για τθ δθμιουργία ενόσ τζλειου παίκτθ-πράκτορα, δθλαδι ενόσ πράκτορα που 
παίηει ςε όλεσ τισ κζςεισ τθν καλφτερθ κίνθςθ, υπάρχουν δφο τρόποι: 
1. Χρθςιμοποιϊντασ μια ςυνάρτθςθ αξιολόγθςθσ που, όταν τθσ δοκεί μια 
τερματικι κατάςταςθ, να μπορεί κρίνει ςωςτά το αποτζλεςμα, ςε 
ςυνδυαςμό με μια πλιρθ minimax αναηιτθςθ για όλεσ τισ πικανζσ κζςεισ. 
2. Χρθςιμοποιϊντασ μια τζλεια ςυνάρτθςθ αξιολόγθςθσ, ϊςτε να ζχουμε μια 
τζλεια βακμολόγθςθ οποιαςδιποτε κζςθσ. Δοκείςθσ μια τζτοιασ 
ςυνάρτθςθσ δεν χρειάηεται αναηιτθςθ. 
Ενϊ αρκετά απλά παιχνίδια ζχουν λυκεί με αναλυτικζσ τεχνικζσ παραγωγισ 
πινάκων με τθ βακμολόγθςθ όλων των κζςεων, ςτα περιςςότερα από τα πιο 
κακθμερινισ χριςθσ παιχνίδια, όπωσ το ςκάκι, το τάβλι, το go κ.ά., δεν είναι 
πρακτικι μια τζτοιου είδουσ λφςθ. Το καλφτερο που ζχει επιτευχκεί για αυτά τα 
παιχνίδια είναι μια προςζγγιςθ του τζλειου παίκτθ-πράκτορα χρθςιμοποιϊντασ μια 
ζκδοςθ των παραπάνω τεχνικϊν με περιοριςμζνουσ πόρουσ. 
Η περιςςότερθ ζρευνα τθσ τεχνθτισ νοθμοςφνθσ ζχει επικεντρωκεί ςτθν πρϊτθ 
κατθγορία τεχνικϊν και είχε ωσ αποτζλεςμα τθ ςυνεχι βελτίωςθ των αλγορίκμων 
minimax. Ραρότι οι βελτιϊςεισ ςτον minimax είναι υπεφκυνεσ για τθ δθμιουργία 
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μερικϊν από τουσ ιςχυροφσ παίκτεσ ςτον κόςμο ςε παιχνίδια, όπωσ το οκζλο, το 
ςκάκι, θ ντάμα, δεν βοθκοφν κακόλου ςε παιχνίδια με πολφ μεγάλο παράγοντα 
διακλάδωςθσ όπωσ το go και το τάβλι, λόγω του ότι ο αρικμόσ των κζςεων που 
πρζπει να εκτιμθκοφν αυξάνεται με εκκετικό ρυκμό. 
Η δεφτερθ περιοχι παραμζνει μζχρι και ςιμερα μια «δφςκολθ τζχνθ», με τισ 
ςυναρτιςεισ αξιολόγθςθσ να αναπτφςςονται μζςω δοκιμισ και λάκουσ, και πολλζσ 
φορζσ κάτω από κακεςτϊσ άκρασ μυςτικότθτασ λόγω των ςθμαντικϊν βραβείων 
που υπάρχουν ςτα διάφορα τουρνουά παιχνιδιϊν για προγράμματα τεχνθτισ 
νοθμοςφνθσ. Ο πιο ςυνθκιςμζνοσ τρόποσ υλοποίθςθσ τθσ ςυνάρτθςθσ αξιολόγθςθσ 
είναι να περιζχει ζναν αρικμό από παραμζτρουσ που περιγράφουν τα πιο 
ςθμαντικά χαρακτθριςτικά τθσ κζςθσ ενόσ παιχνιδιοφ. Οι παράμετροι αυτζσ, 
ςτακμιςμζνα ακροιηόμενεσ, παράγουν τθν ζξοδο τθσ ςυνάρτθςθσ αξιολόγθςθσ, που 
είναι ουςιαςτικά θ βακμολογία τθσ κάκε κατάςταςθσ. 
3.2 ΢ημαντικϋσ ιδιότητεσ παιχνιδιών δύο ατόμων 
Σε αυτιν τθν ενότθτα αναφζρονται κάποιεσ ςθμαντικζσ ιδιότθτεσ που 
υπάρχουν ςτα παιχνίδια δφο ατόμων και οι οποίεσ επθρεάηουν τθ δθμιουργία 
αποδοτικϊν πρακτόρων τεχνθτισ νοθμοςφνθσ. Βάςει αυτϊν των ιδιοτιτων 
μποροφμε να ξεχωρίςουμε τα διάφορα παιχνίδια ςε κατθγορίεσ και να εξθγιςουμε 
γιατί ςυγκεκριμζνεσ μεκοδολογίεσ λειτουργοφν καλφτερα ςε κάποιεσ κατθγορίεσ. 
3.2.1 Ρυθμόσ διϊςταςησ θϋςεων από κύνηςη ςε κύνηςη 
Σε αυτι τθν κατθγορία εξετάηουμε πόςο πολφ αλλάηουν οι κζςεισ από κίνθςθ 
ςε κίνθςθ. Εάν υποκζςουμε ότι Α1, Α2, …, Αn είναι όλεσ οι κζςεισ που προκφπτουν 
πραγματοποιϊντασ μία κίνθςθ από τθ κζςθ Α, τότε για όλα τα ηεφγθ των κζςεων 
(Α1, Α2, ...) που προκφπτουν από τθν Α ορίηουμε τθ διάςταςθ των κζςεων για ζνα 
παιχνίδι  
d(A) = (Σ(|Α – Α1|)) / 2 * n!, 
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όπου |Α – Α1| κεωροφμε ότι είναι θ απόςταςθ των δφο κζςεων μεταξφ τουσ και n o 
αρικμόσ όλων των πικανϊν κινιςεων από τθ κζςθ Α. Ο ρυκμόσ διάςταςθσ 
(divergence rate) για κάκε παιχνίδι μπορεί να οριςτεί ωσ ο μζςοσ όροσ όλων των 
d(A) για όλεσ τισ πικανζσ κζςεισ Α. Για τθν επίτευξθ τθσ βζλτιςτθσ απόδοςθσ πρζπει 
το d(A) να είναι ίςο με 1. 
Με απλά λόγια, μποροφμε να περιγράψουμε αυτιν τθν ιδιότθτα λζγοντασ ότι 
για μια μζςθ κζςθ ςε ζνα παιχνίδι όλεσ οι πικανζσ κινιςεισ πρζπει να κάνουν όςο 
το δυνατό λιγότερεσ αλλαγζσ ςτθν αρχικι κζςθ. Για παράδειγμα ςτο απλό παιχνίδι 
Σκορ4, κάκε κίνθςθ προςκζτει ζνα ποφλι ςτθ κζςθ, άρα ι διαφορά τθσ αρχικισ από 
τθν επόμενθ κζςθ είναι μόνο ζνα ποφλι. Ραρακάτω εξετάηονται κάποια παιχνίδια 
ςθμαντικοφ ενδιαφζροντοσ ωσ προσ αυτιν τθν ιδιότθτα: 
 Το τάβλι και το ςκάκι ζχουν χαμθλό προσ μζτριο ρυκμό διάςταςθσ. Οι 
διαφορζσ από μια κζςθ και τθν επόμενθ προκφπτουςα κζςθ περιορίηεται ςε 
μία κίνθςθ και πάρςιμο ενόσ κομματιοφ ςτο ςκάκι και ςυνικωσ το πολφ δφο 
κινιςεισ πουλιϊν ςτο τάβλι (πολφ ςπάνια, όταν υπάρχει διπλι ηαριά, είναι 4 
οι κινιςεισ πουλιϊν). 
 Το go ζχει μζτριο προσ υψθλό ρυκμό διάςταςθσ. Ραρότι φαίνεται ότι μοιάηει 
με το τάβλι και το ςκάκι, πολλά παιχνίδια του go μπορεί να εξελιχκοφν ζτςι, 
ϊςτε πολλά κομμάτια να λθφκοφν από ζνα αντίπαλο ςε μια κίνθςθ. 
 Το παιχνίδι Othello (Riversi) ζχει υψθλό ρυκμό διάςταςθσ. Στο othello είναι 
πικανό ςε κάκε κίνθςθ να αλλαχκοφν ωσ και 20 πιόνια του παιχνιδιοφ. 
Η ιδιότθτα αυτι είναι ςθμαντικι ειδικά, όταν χρθςιμοποιθκοφν προςεγγίςεισ 
ςυναρτιςεων για τθ ςυνάρτθςθ αξιολόγθςθσ. Σε αυτιν τθν περίπτωςθ, όταν 
υπάρχει χαμθλόσ ρυκμόσ διάςταςθσ, θ ακρίβεια τθσ ςυνάρτθςθσ αξιολόγθςθσ δεν 
είναι τόςο πολφ ςθμαντικι, γιατί θ προςζγγιςθ ςυνάρτθςθσ παρόμοιων κζςεων κα 
ζχει ωσ αποτζλεςμα και τθν προςζγγιςθ και του ςφάλματοσ. Ζτςι θ κατάταξθ των 
κινιςεων με βάςθ τθν αξιολόγθςι τουσ κα είναι θ ίδια, εάν θ αξιολόγθςθ δεν είχε 
κακόλου ςφάλμα. Αυτι θ ιδιότθτα ζχει εντοπιςτεί εμπειρικά και ςε αυτιν τθν 
εργαςία κατά τθν υλοποίθςι τθσ. 
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3.2.2 Πολυπλοκότητα χώρου καταςτϊςεων και δϋντρου 
παιχνιδιού 
Η πολυπλοκότθτα του χϊρου καταςτάςεων (state space complexity) ορίηεται ωσ 
ο αρικμόσ των ςυνολικϊν καταςτάςεων-κζςεων που μποροφν να προκφψουν ςε 
ζνα παιχνίδι. Η μζτρθςθ αυτισ τθσ ιδιότθτασ ζχει υπολογιςτεί ακριβϊσ για τα απλά 
παιχνίδια, ενϊ για τα πιο πολφπλοκα ζχουμε μόνο μια εκτίμθςθ αυτισ τθσ 
πολυπλοκότθτασ. 
Αυτι θ ιδιότθτα είναι ςθμαντικι, γιατί δείχνει το μζγεκοσ του χϊρου τθσ 
κεωρθτικισ ςυνάρτθςθσ του παιχνιδιοφ που θ προςζγγιςθ ςυναρτιςεων 
προςπακεί να μάκει. Πςο μεγαλφτερθ είναι θ πολυπλοκότθτα αυτι, τόςο 
περιςςότερο χρόνο κα χρειαςτεί ο πράκτορασ, για να μάκει ικανοποιθτικά τθν 
προςζγγιςθ τθσ ςυνάρτθςθσ και τόςο περιςςότερο εξεηθτθμζνθ πρζπει να είναι 
αυτι που κα χρθςιμοποιιςουμε. 
Μια άλλθ ςχετικι άλλα όχι τόςο ςθμαντικι ιδιότθτα για τθ μάκθςθ ενόσ 
παιχνιδιοφ είναι θ πολυπλοκότθτα του δζντρου του παιχνιδιοφ (game-tree 
complexity). Αυτι θ ιδιότθτα ορίηεται ωσ ο αρικμόσ των φφλλων του δζντρου ενόσ 
πλιρουσ δζντρου αναηιτθςθσ από τθν αρχι του παιχνιδιοφ μζχρι το βάκοσ που 
μπορεί να επιτευχκεί θ ακριβισ τιμι τθσ ςυνάρτθςθσ αξιολόγθςθσ (δθλαδι μζχρι το 
ςθμείο εκείνο που μποροφμε να γνωρίηουμε τθν ζκβαςθ του παιχνιδιοφ με 
απόλυτθ ακρίβεια).  
Στο επόμενο διάγραμμα κατθγοριοποιοφνται διάφορα παιχνίδια ανάλογα με 
τισ δφο αυτζσ ιδιότθτεσ. 
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Σχιμα 20: Ρολυπλοκότθτα χϊρου καταςτάςεων και δζντρων διαφόρων δθμοφιλϊν 
παιχνιδιϊν (Ghory, 2004) 
Η διακεκομμζνθ γραμμι δείχνει μζχρι ποφ ζχει επιτευχκεί ικανοποιθτικό 
αποτζλεςμα από τθν ΕΜ χωρίσ πρόςκετα χαρακτθριςτικά. Σε όλα τα παιχνίδια 
αριςτερά από τθ γραμμι ζχουν αναπτυχκεί πράκτορεσ ΕΜ που μποροφν να 
παίξουν ςτο επίπεδο του καλφτερου ανκρϊπου και παραπάνω.  
3.2.3 Παρϊγοντασ διακλϊδωςησ 
Με τον παράγοντα διακλάδωςθσ (branching factor) εξετάηεται πόςο πολλζσ 
είναι οι πικανζσ κζςεισ που μποροφν να προκφψουν από μια αρχικι κζςθ ςε μία 
κίνθςθ κατά μζςο όρο. Ή αλλιϊσ ςε δζντρα γράφων πόςο πολλοί κόμβοι μποροφν 
να προκφψουν από ζνα κόμβο βάκουσ n ςτο διάδοχο κόμβο n+1.  
Ραιχνίδια με μικρό παράγοντα διακλάδωςθσ μποροφν να αναλυκοφν πιο 
εφκολα με εξαντλθτικζσ αναηθτιςεισ τφπου minimax, ενϊ ςε άλλα με μεγάλο 
παράγοντα οι τεχνικζσ minimax αποτυγχάνουν, γιατί ο όγκοσ των κζςεων που 
προκφπτει γίνεται αςτρονομικόσ παρά πολφ γριγορα (ςε μικρό βάκοσ αναηιτθςθσ). 
Το ςκάκι με παράγοντα διακλάδωςθσ περίπου 30 κατά μζςο όρο είναι κλαςικό 
παράδειγμα παιχνιδιοφ, όπου οι μζκοδοι minimax ζχουν δϊςει κεαματικά 
αποτελζςματα. Αντίκετα, ςτο τάβλι, όπου υπάρχουν 21 διαφορετικζσ ηαριζσ και 
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κατά μζςο όρο 20 κινιςεισ ανά ηαριά (πόρτεσ), ζχουμε ζνα παράγοντα 
διακλάδωςθσ γφρω ςτο 400, που κακιςτά απαγορευτικι τθ χριςθ μεκόδων 
αναηιτθςθσ τφπου minimax.  
3.2.4 Εξαναγκαςμϋνη εξερεύνηςη 
Ζνα πρόβλθμα τθσ τεχνθτισ νοθμοςφνθσ που ζχει ιδθ αναφερκεί είναι το 
δίλθμμα τθσ εξερεφνθςθσ ι τθσ αξιοποίθςθσ. Ο πράκτορασ πρζπει να ακολουκεί τισ 
κινιςεισ που κεωρεί ότι είναι ςωςτζσ ι πρζπει να παίρνει το ρίςκο τθσ 
«εξερεφνθςθσ» κάνοντασ πικανότατα όχι καλζσ κινιςεισ με τθν ελπίδα ότι κα 
οδθγθκεί ςε καλφτερο αποτζλεςμα; Ζνα παιχνίδι που λόγω τθσ φφςθσ του 
εξαναγκάηει τθν εξερεφνθςθ του χϊρου καταςτάςεων απαλλάςςει τον πράκτορα 
από τζτοιου είδουσ διλιμματα.  
Το παιχνίδια με αυτιν τθν ιδιότθτα είναι τα παιχνίδια που ςυμπεριλαμβάνουν 
ζνα τυχαίο παράγοντα κατά τθν επιλογι τθσ κίνθςθσ. Το πιο ςθμαντικό παράδειγμα 
παιχνιδιοφ με αυτι τθν ιδιότθτα είναι το τάβλι και οι διάφορεσ παραλλαγζσ του, 
όπου ο τυχαίοσ παράγοντασ τθσ ηαριάσ αλλάηει το εφροσ των πικανϊν κινιςεων. 
Ζχει διατυπωκεί θ κεωρία ότι θ επιτυχία τθσ ΕΜ ςτο πεδίο του ταβλιοφ οφείλεται 
ςε αυτιν τθν ιδιότθτα τθσ εξαναγκαςμζνθσ εξερεφνθςθσ. Ραρόλα αυτά, υπάρχουν 
και αρκετζσ επιτυχίεσ τθσ ΕΜ και ςε παιχνίδια χωρίσ αυτόν τον παράγοντα, 
ςυνικωσ προςκζτοντασ τεχνθτά αυτόν τον παράγοντα με τεχνικζσ παρόμοιεσ με 
αυτζσ που ζχουμε δει ςτθν ενότθτα 2.2.6. 
3.3 Προϋλευςη εμπειρύασ εκπαύδευςησ 
Για τθν υλοποίθςθ των μεκόδων ΧΔ ςτα παιχνίδια δφο ατόμων προχποτίκεται 
θ φπαρξθ ι θ δθμιουργία εμπειρίασ με τθ μορφι παρτίδων. Μια ςθμαντικι 
λεπτομζρεια είναι θ προζλευςθ αυτισ τθσ ςυλλογισ των παρτίδων, κακϊσ -όπωσ 
ςυμβαίνει και με τουσ ανκρϊπουσ- θ ικανότθτα αλλά και το ςτυλ του παιχνιδιοφ 
που μακαίνει ο πράκτορασ επθρεάηονται ςε μεγάλο βακμό από τισ παρτίδεσ από 
τισ οποίεσ μακαίνει. 
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3.3.1 Βϊςεισ δεδομϋνων παρτύδων 
Ζνασ τρόποσ μάκθςθσ είναι μζςω βάςεων δεδομζνων παρτίδων (ςυνικωσ 
παιγμζνεσ από ανκρϊπουσ). Ζνα μεγάλο πλεονζκτθμα αυτοφ του τρόπου είναι θ 
ταχφτθτα. Η μάκθςθ με αυτό τον τρόπο χρειάηεται ζνα πολφ μικρό ποςοςτό του 
χρόνου που κα χρειαηόταν ζνασ πράκτορασ ο οποίοσ ταυτόχρονα ζπαιηε τθν 
παρτίδα (αυτοεκπαίδευςθ), γιατί δεν ςπαταλείται χρόνοσ ςτθ δθμιουργία και 
αξιολόγθςθ των κινιςεων. 
Η μζκοδοσ αυτι ζγινε δθμοφιλισ τα τελευταία χρόνια προφανϊσ λόγω τθσ 
διακεςιμότθτασ τζτοιων ςυλλογϊν από τθν θλεκτρονικι καταχϊριςθ παλαιϊν 
παρτίδων αλλά και από τθν αυτόματθ καταχϊριςθ που γίνεται από τουσ διάφορουσ 
εξυπθρετθτζσ παιχνιδιϊν που λειτουργοφν ςτο διαδίκτυο. 
Το μειονζκτθμα αυτισ τθσ τεχνικισ είναι ότι θ μάκθςθ ςυνικωσ είναι τόςο 
καλι όςο ποιοτικζσ είναι και οι παρτίδεσ τθσ βάςθσ. Επίςθσ, θ βάςθ πρζπει να 
περιλαμβάνει παρτίδεσ που να καλφπτουν όςο το δυνατό ευρφτερο φάςμα 
καταςτάςεων γίνεται. 
Βάςεισ δεδομζνων παρτίδων μποροφν επίςθσ να χρθςιμοποιθκοφν για τθν 
καταςκευι προτεινόμενων αρχικϊν κινιςεων από τον πράκτορα. Με αυτιν τθν 
τεχνικι δθμιουργείται ζνα δζντρο αρχικϊν κινιςεων (opening tree), το οποίο 
ςυμβουλεφεται ο πράκτορασ ςτθν αρχι τθσ παρτίδασ. Μόλισ τελειϊςουν οι 
προτεινόμενεσ κινιςεισ από το δζντρο, ο πράκτορασ παίηει ςφμφωνα με τθ 
ςυνάρτθςθ τθν οποία ζχει μάκει. Με αυτόν τον τρόπο καλφπτονται αδυναμίεσ τθσ 
ςυνάρτθςθσ αξιολόγθςθσ ςτο αρχικό ςτάδιο τθσ παρτίδασ που κα μποροφςαν να 
ιταν μοιραίεσ για τθν ζκβαςθ τθσ παρτίδασ. Η τεχνικι αυτι χρθςιμοποιείται από 
όλα τα ςφγχρονα προγράμματα που παίηουν ςκάκι. 
3.3.2 Συχαύο παύξιμο 
Σε αυτι τθν κατθγορία καταγράφονται οι κινιςεισ του πράκτορά μασ εναντίον 
μιασ γεννιτριασ τυχαίων κινιςεων. Αν και με αυτιν τθν τεχνικι χρειαηόμαςτε το 
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μιςό περίπου χρόνο απ’ ό,τι με τθν αυτοεκπαίδευςθ, τα μειονεκτιματα που 
παρουςιάηει φαίνεται να είναι ςθμαντικότερα: 
 Σε πολλά παιχνίδια μπορεί να βρεκεί μια ςτρατθγικι που να κερδίηει ζναν 
τυχαίο αντίπαλο, αλλά να χάνει ςυνζχεια από ζναν αρχάριο αντίπαλο. Αυτό 
ςθμαίνει ότι ενδζχεται να υπάρχει μια πολφ απλι ςτρατθγικι που να κερδίηει 
το τυχαίο παίξιμο και ο πράκτορασ να παγιδευτεί ςε αυτιν τθν τεχνικι 
κεωρϊντασ τθ βζλτιςτθ. 
 Ανάλογα και με το παιχνίδι που εξετάηεται, το τυχαίο παίξιμο μπορεί να μθν 
οδθγιςει ποτζ ςε καταςτάςεισ που αποτελοφν βαςικι γνϊςθ για το παιχνίδι. 
 Σε κάποιεσ περιπτϊςεισ το τυχαίο παίξιμο μπορεί να οδθγιςει ςε παρτίδεσ 
που διαρκοφν περιςςότερο απ’ ό,τι μια παρτίδα μεταξφ ανκρϊπων. 
3.3.3 ΢ταθερόσ αντύπαλοσ 
Με αυτιν τθν τεχνικι ο πράκτοράσ μασ παίηει τισ παρτίδεσ εναντίον ενόσ 
ςτακεροφ αντιπάλου (ανκρϊπου ι υπολογιςτι). Το πρόβλθμα με αυτιν τθν 
περίπτωςθ είναι ότι ο πράκτορασ μπορεί να μάκει να κερδίηει το ςυγκεκριμζνο 
αντίπαλο, αλλά να μθν καταφζρει να βρει μια καλι ςυνάρτθςθ αξιολόγθςθσ. Για να 
μθν υπάρχει αυτό το πρόβλθμα, πρζπει ο αντίπαλοσ να είναι όςο το δυνατό πιο 
ιςχυρόσ και να παίηει με όςο το δυνατό μεγαλφτερθ ευελιξία. Πμωσ ζχει 
παρατθρθκεί ότι θ εκμάκθςθ εναντίον ενόσ ιςχυροφ αντιπάλου με μεκόδουσ ΧΔ 
πολλζσ φορζσ δεν είναι δυνατι, γιατί ο πράκτορασ ςυνεχϊσ χάνει κατά τθν 
εκπαίδευςθ και ζτςι αδυνατεί να μάκει με ποιον τρόπο να κερδίηει. Εμπειρικζσ 
ζρευνεσ ζχουν δείξει ότι θ μάκθςθ με αυτιν τθν τεχνικι μπορεί να 
πραγματοποιθκεί, όταν πράκτορασ και ςτακερόσ αντίπαλοσ είναι περίπου τισ ίδιασ 
δφναμθσ. 
3.3.4 Αυτοεκπαύδευςη (self-play) 
Αυτοεκπαίδευςθ είναι θ διαδικαςία κατά τθν οποία ο πράκτορασ παίηει 
παρτίδεσ εναντίον του εαυτοφ του κατά τθ διάρκεια τθσ μάκθςθσ. Είναι μια 
εξαιρετικά δθμοφιλισ τεχνικι, γιατί χρειάηεται μόνο ζνα ςφςτθμα μάκθςθσ. Επίςθσ, 
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με αυτόν τον τρόπο ο πράκτορασ δεν επθρεάηεται από τθ ςτρατθγικι άλλων 
παικτϊν. Με αυτόν τον τρόπο δθλαδι, κα μπορεί να μάκει ικανοποιθτικζσ 
ςτρατθγικζσ αντί για οριςμζνεσ που άλλοι παίκτεσ νομίηουν ότι λειτουργοφν ςωςτά. 
Το κφριο μειονζκτθμα αυτισ τθσ τεχνικισ είναι ότι κακυςτερεί αρκετά θ 
διαδικαςία τθσ μάκθςθσ. Αυτό οφείλεται ςτθ μεγάλθ διάρκεια μιασ παρτίδασ, αφοφ 
ςε κακεμιά πρζπει να γίνουν  
(Συνολικόσ αρικμόσ κινιςεων) * (παράγοντα διακλάδωςθσ) (βάκοσ αναηιτθςθσ) 
εκτιμιςεισ κζςεων.  
Ζνα άλλο ςχετικό μειονζκτθμα είναι ότι ςτο αρχικό διάςτθμα τθσ εκπαίδευςθσ 
ο πράκτορασ ςυνικωσ δεν ζχει καμία γνϊςθ, δθλαδι παίηει τυχαία, και ζτςι 
χρειάηεται ζνα ςθμαντικά μεγάλο αρικμό παρτίδων εκπαίδευςθσ, προτοφ ο 
πράκτορασ αρχίςει να καταλαβαίνει βαςικζσ ιδζεσ του παιχνιδιοφ. 
3.4 Η ειδικό περύπτωςη των μετα-καταςτϊςεων 
Στα παιχνίδια δφο ατόμων θ ςειρά των κινιςεων εναλλάςςεται μεταξφ των 
αντιπάλων. Οι κινιςεισ των δφο παικτϊν παίηουν το ρόλο των ενεργειϊν ςφμφωνα 
με όςα ζχουμε αναφζρει ωσ τϊρα. Οι καταςτάςεισ ςτα παιχνίδια είναι οι κζςεισ 
που προκφπτουν μετά τθν κίνθςθ ενόσ παίκτθ. Μετά από κάκε κίνθςθ ξζρουμε τθ 
κζςθ που προκφπτει, αλλά ςυνικωσ δεν γνωρίηουμε τι κα παίξει ο αντίπαλοσ. Ζνασ 
τυπικόσ αλγόρικμοσ ΕΜ που βαςίηεται ςτθν αξιολόγθςθ μιασ ςυνάρτθςθσ αξίασ των 
καταςτάςεων κα πρζπει να εκτιμά τισ καταςτάςεισ ςτισ οποίεσ ο πράκτορασ ζχει 
δυνατότθτα επιλογισ κινιςεων.  
Μια ορκότερθ αντιμετϊπιςθ είναι να ενθμερϊνουμε τθν κατάςταςθ μετά τθν 
κίνθςθ αντί πριν απ’ αυτι. Οι καταςτάςεισ που προκφπτουν μετά τθν κίνθςθ 
λζγονται μετακαταςτάςεισ (afterstates). Εκτιμϊντασ τθν αξία των μετακαταςτάςεων 
αντί των κανονικϊν καταςτάςεων μποροφμε να επιτφχουμε πιο αποτελεςματικζσ 
μεκόδουσ μάκθςθσ.  
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Για παράδειγμα ςτθν τρίλιηα μια τυπικι ςυνάρτθςθ ενζργειασ-κατάςταςθσ κα 
ζπρεπε να εκτιμιςει και από καταςτάςεισ και από κινιςεισ τθ ςυνάρτθςθ αξίασ. 
Αλλά υπάρχουν πολλά ηεφγθ κινιςεων-κζςεων που οδθγοφν ςτθν ίδια ακριβϊσ 
κζςθ, όπωσ φαίνεται ςτο ακόλουκο ςχιμα: 
 
Σχιμα 21: Ραράδειγμα δφο ηευγϊν κζςθσ-κίνθςθσ που οδθγοφν ςτθν ίδια κζςθ ςτο 
παιχνίδι τθσ τρίλιηασ 
Σε αυτι τθν περίπτωςθ τα ηεφγθ ενεργειϊν-κζςεων είναι διαφορετικά, αλλά 
παράγουν τθν ίδια «μετα-κζςθ» και ζτςι πρζπει να ζχουν τθν ίδια αξία. Μία τυπικι 
ςυνάρτθςθ ενζργειασ-αξίασ κα ζπρεπε να επεξεργαςτεί ξεχωριςτά και τα δφο 
ηεφγθ, ενϊ μια ςυνάρτθςθ μετακατάςταςθσ κα εκτιμοφςε και τα δφο ιςοδφναμα 
(κακϊσ ζχουν τθν ίδια μετακατάςταςθ). Οποιαδιποτε μάκθςθ γινόταν για το 
αριςτερό ηεφγοσ, αυτομάτωσ κα μεταφερόταν και ςτο δεξιό ηεφγοσ. 
3.5 Ειδικού αλγόριθμοι ΕΜ για παιχνύδια δύο ατόμων 
Ραρακάτω παρουςιάηονται ςυνοπτικά κάποιεσ παραλλαγζσ των αλγορίκμων 
χρονικϊν διαφορϊν που ζχουν ερευνθκεί για τα παιχνίδια δφο ατόμων. 
3.5.1 TD-Directed 
O αλγόρικμοσ TD-Directed (Baxter, Tridgell, & Weaver, 2000) όπωσ και ο TD-
Leaf ςυνδυάηει αναηιτθςθ ςε δζντρα παιγνίων με μάκθςθ χρονικϊν διαφορϊν. 
Στον κλαςικό TD(λ) θ επιλογι των κινιςεων γίνεται μετά από αναηιτθςθ ςε επίπεδο 
βάκουσ 1 (1-ply search). Στον TD-Directed θ επιλογι των κινιςεων κατά τθ 
δθμιουργία επειςοδίων για τθ μάκθςθ γίνεται με αναηιτθςθ minimax ςε βάκοσ d.  
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Σφμφωνα με αυτιν τθ διαδικαςία, χτίηεται ζνα δζντρο εξετάηοντασ όλεσ τισ 
πικανζσ κινιςεισ του αντιπάλου από τθ κζςθ-ρίηα, ςτθ ςυνζχεια για όλεσ τισ κζςεισ 
που προκφπτουν εξετάηονται όλεσ οι πικανζσ κινιςεισ του αντιπάλου κ.ο.κ., μζχρισ 
ότου φτάςουμε ςε ζνα προκακοριςμζνο βάκοσ d. Τα φφλλα του δζντρου κατόπιν 
αξιολογοφνται με κάποια ςυνάρτθςθ αξιολόγθςθσ (ςτθν περίπτωςθ του TD(λ) μια 
ςυνάρτθςθ αξίασ) και τα αποτελζςματα προωκοφνται προσ τα ανϊτερα επίπεδα, 
επιλζγοντασ ςε κάκε επίπεδο τθ βακμολογία που οδθγεί ςτθν καλφτερθ κζςθ για 
τον παίκτθ που ζχει τθν κίνθςθ. 
 
Σχιμα 22: Ραράδειγμα πλιρουσ αναηιτθςθσ minimax βάκουσ 3 (3-ply) 
Ππωσ φαίνεται ςτο παραπάνω παράδειγμα, κάκε κόμβοσ-φφλλο (Η-Ο) 
βακμολογείται από τθ ςυνάρτθςθ αξίασ και επιςτρζφονται προσ τα πάνω οι 
καλφτερεσ τιμζσ ανάλογα με το ποιοσ ζχει τθν κίνθςθ. Με διακεκομμζνθ γραμμι 
φαίνεται θ κφρια διακλάδωςθ (principal variation), δθλαδι θ ακολουκία με τισ 
καλφτερεσ κινιςεισ και από τουσ δφο παίκτεσ. Ζτςι ςτον κόμβο-ρίηα (Α) επιςτρζφει 
θ τιμι τθσ αξιολόγθςθσ του (L)= 4. 
 Στον TD-Directed χρθςιμοποιείται αναηιτθςθ minimax για τθν επιλογι των 
κινιςεων και oι ενθμερϊςεισ εξακολουκοφν να γίνονται όπωσ και ςτον TD(λ), 
δθλαδι μεταξφ αξιολογιςεων των διαδοχικϊν κζςεων τθσ παρτίδασ.  
3.5.2 TD-Leaf 
Ο αλγόρικμοσ TD-Leaf (Baxter, Tridgell, & Weaver, 1998) είναι μια παραλλαγι 
του αλγόρικμου TD-Directed. Και εδϊ θ επιλογι των κινιςεων γίνεται με 
αναηιτθςθ minimax ςε βάκοσ d, αλλά αντί να δουλεφουμε με τισ κζςεισ-ρίηεσ x1, … 
xN, που παρατθροφνται ςτθν παρτίδα, o αλγόρικμοσ TD(λ) εφαρμόηεται ςτισ κζςεισ-
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φφλλα που προκφπτουν από τθν αναηιτθςθ minimax των κζςεων-ριηϊν. Ζτςι για 
παράδειγμα ςτο ςχιμα 22 θ εφαρμογι του TD(λ) γίνεται ςτθ κζςθ-φφλλο (L) αντί 
για τθ κζςθ-ρίηα (A). 
Φυςικά, όταν ο παράγοντασ διακλάδωςθσ είναι μεγάλοσ (όπωσ ςτο τάβλι), 
πρακτικά δεν μπορεί να χρθςιμοποιθκεί αναηιτθςθ κατά τθ μάκθςθ, ακόμα και ςε 
μικρά βάκθ.  
3.5.3 RootStrap, TreeStrap 
Στουσ αλγόρικμουσ RootStrap και TreeStrap (Veness, Silver, William, & Blair, 
2009) θ αναηιτθςθ και οι ανάςτροφεσ ενθμερϊςεισ αναμειγνφονται με 
διαφορετικό τρόπο. Η ιδζα εδϊ είναι να εφαρμόηονται ανάςτροφεσ ενθμερϊςεισ 
όχι ανάμεςα ςε διαδοχικζσ κζςεισ τθσ παρτίδασ αλλά ανάμεςα ςτισ κζςεισ του 
δζντρου αναηιτθςθσ για κάκε κζςθ τθσ παρτίδασ.  Στον Rootstrap οι ενθμερϊςεισ 
γίνονται από τουσ κόμβουσ-φφλλα ςτον κόμβο-ρίηα για κάκε κίνθςθ, ενϊ ςτον 
Treestrap οι ενθμερϊςεισ γίνονται ςε όλουσ τουσ εςωτερικοφσ κόμβουσ του 
δζντρου. 
 
Σχιμα 23: Σχθματικι αναπαράςταςθ των ανάςτροφων ενθμερϊςεων (backups) ςτουσ 
αλγορίκμουσ TD, TD-Leaf, RootStrap, TreeStrap 
Στο αριςτερό κομμάτι του παραπάνω ςχιματοσ φαίνονται οι ανάςτροφεσ 
ενθμερϊςεισ ςτουσ αλγόρικμουσ TD, TD-Leaf. Ο TD-Directed ενθμερϊνει όπωσ και ο 
TD, αφοφ πρϊτα επιςτραφεί θ αξία του καλφτερου φφλλου. Δεξιά εμφανίηονται 
ςχθματικά οι ανάςτροφεσ ενθμερϊςεισ των RootStrap, TreeStrap. 
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Οι αλγόρικμοι αυτοί δοκιμάςτθκαν ςτισ εκδοχζσ τουσ minimax και alpha-beta 
ςτο ςκάκι και ςυγκρίκθκαν με τον TD-Leaf. Μετά από αυτοεκπαίδευςθ 10000 
παρτίδων ο αλγόρικμοσ TreeStrap φαίνεται να ζχει καλφτερθ απόδοςθ από τουσ 
υπόλοιπουσ. Τζλοσ, δοκιμάςτθκε και εκπαίδευςθ με τθ μζκοδο TreeStrap(αβ) 
εναντίον ενόσ ςτακεροφ αντιπάλου (το πολφ ιςχυρό εμπορικό πρόγραμμα 
Shredder) και διαπιςτϊκθκε απόδοςθ καλφτερθ από τθ μάκθςθ με 
αυτοεκπαίδευςθ.  
3.5.4 Αλγόριθμοσ χρονικόσ ςυνεκτικότητασ 
Ο αλγόρικμοσ χρονικισ ςυνεκτικότθτασ - temporal coherence algorithm (Beal & 
Smith, 2000) προςπακεί να λφςει το πρόβλθμα τθσ ρφκμιςθσ τθσ παραμζτρου του 
ρυκμοφ μάκθςθσ α. Χρθςιμοποιϊντασ νευρωνικό δίκτυο για τθν προςζγγιςθ 
ςυνάρτθςθσ, εφαρμόηει μια ξεχωριςτι παράμετρο α για κάκε βάροσ του 
νευρωνικοφ δικτφου και παρζχει ζναν αλγόρικμο που αυτόματα ρυκμίηει αυτζσ τισ 
παραμζτρουσ των βαρϊν. Η προκαταρτικι ζρευνα ζδειξε ότι θ τεχνικι αυτι είναι 
κατά πολφ ανϊτερθ του ςτατικοφ ρυκμοφ μάκθςθσ. 
3.5.5 TD(μ) 
Ο αλγόρικμοσ TD(μ) (Beal D. F., 2002) αναπτφχκθκε για το μετριαςμό των 
μειονεκτθμάτων τθσ μάκθςθσ από ςτακερό αντίπαλο. Η βαςικι ιδζα του TD(μ) 
είναι ο διαχωριςμόσ του αντιπάλου από το μοντζλο του περιβάλλοντοσ. Αυτό 
γίνεται χρθςιμοποιϊντασ τθ ςυνάρτθςθ εκτίμθςθσ για τθν εξζταςθ των κινιςεων 
του αντιπάλου, ϊςτε να μθν πραγματοποιείται θ μάκθςθ, όταν διαπιςτωκεί ότι δεν 
ακολουκοφνται οι βζλτιςτεσ κινιςεισ ςφμφωνα με τον πράκτορα. Σε εμπειρικι 
μελζτθ ςφγκριςθσ των αλγορίκμων TD-Leaf, TD-Directed και TD(μ) πάνω ςτο 
παιχνίδι Go 5x5 βρζκθκε ότι ο TD(μ) ζδωςε καλφτερα αποτελζςματα απ’ ό,τι οι 
άλλοι δφο αλγόρικμοι. 
3.6 Εφαρμογϋσ ΕΜ ςε παιχνύδια δύο ατόμων 
Τα παιχνίδια δφο ατόμων ζχουν χρθςιμοποιθκεί πολλζσ φορζσ ςτθν ερευνθτικι 
διαδικαςία ςε πεδία δοκιμϊν διαφόρων αλγορίκμων ΕΜ. Σε αυτιν τθν ενότθτα 
 
  
60 
παρουςιάηονται ςυνοπτικά κάποιεσ από τισ πιο χαρακτθριςτικζσ προςπάκειεσ ανά 
παιχνίδι. Εκτόσ από τα παιχνίδια που εξετάηονται εδϊ, θ ΕΜ ζχει εφαρμοςτεί ςε 
μικρότερθ ζκταςθ και ςε άλλα παιχνίδια. 
3.6.1 Go 
Στο (Ekker, van der Werf, & Schomaker, 2004) ερευνικθκε θ εφαρμογι των 
αλγορίκμων Td-Directed(λ), TD-Leaf(λ) και TD(μ) ςτθ 5x5 Go. H 7x7 ζκδοςθ του go 
χρθςιμοποιικθκε ςτο (Chan, King, & Lui, 1996), όπου εφαρμόςτθκε μια παραλλαγι 
του TD(λ), χωρίσ όμωσ να ςυγκρικεί με άλλεσ τεχνικζσ. Μια άλλθ προςζγγιςθ (Dahl, 
2001) ςπάει το παιχνίδι του go ςε μικρά υποπροβλιματα και χρθςιμοποιεί μάκθςθ 
χρονικϊν διαφορϊν.  Επίςθσ, θ (Dayan, Schraudolph, & Sejnowski, 2001) ανζπτυξε 
μια εξειδικευμζνθ αρχιτεκτονικι για τθν εκτίμθςθ δομϊν κομματιϊν 
εκμεταλλευόμενθ τισ διάφορεσ ςυμμετρίεσ. 
Μζχρι πρόςφατα το Go κεωροφνταν το τελευταίο άντρο των ανκρϊπων 
εναντίον τθσ τεχνθτισ νοθμοςφνθσ, κακϊσ ιταν το μοναδικό παιχνίδι ςτο οποίο οι 
επαγγελματίεσ παίκτεσ κζρδιηαν με άνεςθ τα καλφτερα προγράμματα. Πλα αυτά 
όμωσ άλλαξαν, όταν το 2006 βγικε ο αλγόρικμοσ UCT (Kocsis & Szepesvari, 2006). Ο 
αλγόρικμοσ αυτόσ χρθςιμοποιϊντασ τεχνικζσ Monte Carlo δθμιουργεί επειςόδια 
και επιςτρζφει τθν ενζργεια με τθ μεγαλφτερθ αξία κατά μζςο όρο 
παρακολουκϊντασ το αποτζλεςμα ςτθν τερματικι κατάςταςθ. Ρρογράμματα που 
χρθςιμοποιοφν παραλλαγζσ αυτοφ του αλγορίκμου όπωσ το MoGo (Gelly, Wang, 
Munos, & Teytaud, 2006) πρόςφατα κατάφεραν να κερδίςουν επαγγελματίεσ 
παίκτεσ. 
3.6.2 ΢κϊκι 
Η πρϊτθ προςπάκεια καταςκευισ πράκτορα ΕΜ για το ςκάκι ιταν το 
NeuroChess (Thrun, 1995) που μετά από εκπαίδευςθ 120000 παρτίδων κατάφερε 
να κερδίηει ςε ποςοςτό 13% ζνα τυπικό πρόγραμμα ςκακιοφ εκείνθσ τθσ εποχισ το 
GNUchess. 
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Στθ (Beal D. F., 2002) το ςκάκι χρθςιμοποιικθκε ςαν πεδίο ελζγχου του 
αλγορίκμου TD(μ) για τθ μάκθςθ μζςω ενόσ τυχαίου αντιπάλου. 
Οι (Manne & Wiering , 2004) ερεφνθςαν τθ μάκθςθ μζςω βάςθσ δεδομζνων 
παρτίδων και του αλγόρικμου TD(λ), για να μάκουν τα βάρθ αξίασ των κομματιϊν 
του ςκακιοφ, αλλά και για να βρεκεί ζνασ πράκτορασ που να παίηει το πλιρεσ 
παιχνίδι. 
Η ςθμαντικότερθ ίςωσ εφαρμογι των αλγορίκμων ΕΜ ςτο ςκάκι είναι ςτο 
πρόγραμμα KnightCap (Baxter, Tridgell, & Weaver, 1997). Χρθςιμοποιϊντασ τον 
αλγόρικμο TD-Leaf και εκμάκθςθ εναντίον ανκρϊπινων αντιπάλων ςτον ελεφκερο 
εξυπθρετθτι ςκακιοφ FICS (Free Internet Chess Server) αλλά και με κατάλλθλθ 
ρφκμιςθ των παραμζτρων λ και α, κατάφεραν να φτάςουν τθν αξιολόγθςθ ΕΛΟ του 
προγράμματοσ ςτο 2150 χωρίσ δζντρο ανοιγμάτων. Με τθ προςκικθ δζντρου 
ανοιγμάτων το πρόγραμμα ζφταςε ςτθν αξιολόγθςθ 2500, που ιςοδυναμεί με το 
επίπεδο ενόσ ανκρϊπου γκραν-μαιτρ (GM) ςτο ςκάκι. Ραρόλα αυτά, θ αξιολόγθςθ 
αυτι δεν φτάνει εκείνθ των κλαςικϊν πρακτόρων minimax, θ οποία αγγίηει και 
ξεπερνά το 3000. 
Τζλοσ, ςτθν (Veness, Silver, William, & Blair, 2009) εφαρμόςτθκαν οι 
αλγόρικμοι RootStrap, TreeStrap με αυτοεκπαίδευςθ και με εκπαίδευςθ ζναντι του 
ιςχυροφ ςκακιςτικοφ προγράμματοσ Shredder. H καλφτερθ εκδοχι των αλγορίκμων 
(TreeStrap-αβ) δοκιμάςτθκε ςτο δθμοφιλι εξυπθρετθτι ςκακιοφ ICC ςε 1000 
παρτίδεσ με χρόνο ςκζψθσ 3m-3s (δθλαδι 3 λεπτά για όλθ τθν παρτίδα 
προςτικεμζνων 3 δευτερολζπτων ανά κίνθςθ). Μετά από τισ 1000 παρτίδεσ ο 
πράκτορασ με τθν αυτοεκπαίδευςθ ζφταςε ςτθν αξιολόγθςθ EΛΟ 2150, ενϊ ο 
πράκτορασ που εκπαιδεφτθκε εναντίον του Shredder ςτο 2300. 
3.6.3 Ντϊμα 
Η ζρευνα ςτο πεδίο παιχνιδιοφ τθσ ντάμασ δεν είναι τόςο εκτεταμζνθ όςο ςτα 
προθγοφμενα παιχνίδια. Στθ (Lynch, 2000) αποδείχτθκε ότι μπορεί να 
καταςκευαςτεί ζνασ καλόσ πράκτορασ ΧΔ, χρθςιμοποιϊντασ χαρακτθριςτικά 
περαςμζνα χειρωνακτικά και με αυτοεκπαίδευςθ. 
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Σε μια άλλθ δθμοςίευςθ των (Schaeffer, Hlynka, & Jussila, 2001) ερευνικθκε θ 
χρθςιμοποίθςθ του αλγορίκμου TD-Leaf για τθ βελτιςτοποίθςθ των βαρϊν των 
χαρακτθριςτικϊν του προγράμματοσ Chinook (ο παγκόςμιοσ πρωτακλθτισ ςτθ 
ντάμα). Τα αποτελζςματα ζδειξαν ότι τα εκπαιδευμζνα βάρθ είχαν τθν ίδια 
απόδοςθ όπωσ και τα αρχικά βάρθ που είχαν ρυκμιςτεί χειροκίνθτα. 
3.6.4 Σϊβλι 
Το τάβλι (πόρτεσ) ιταν το παιχνίδι που ζκανε το αλγόρικμο TD(λ) διάςθμο 
μζςω των ερευνϊν του Tesauro.  O Tesauro χρθςιμοποιϊντασ τον αλγόρικμο TD(λ) 
και νευρωνικό δίκτυο ωσ προςζγγιςθ ςυνάρτθςθσ κατάφερε να φτιάξει το 
πρόγραμμα τάβλι TD-Gammon που ςυναγωνίηεται επάξια τουσ καλφτερουσ παίκτεσ 
ταβλιοφ ςτον κόςμο. Η επίδραςθ ςτθν κοινότθτα του ταβλιοφ ιταν τόςο μεγάλθ, 
ϊςτε ανακεωρικθκαν όλεσ οι βζλτιςτεσ ςτρατθγικζσ εκείνθσ τθσ εποχισ. Οι 
επαγγελματίεσ παίκτεσ μελετϊντασ το ςτυλ παιχνιδιοφ του TD-Gammon 
ςυνειδθτοποίθςαν ότι κάποιεσ ςτρατθγικζσ αποφζρουν μεγαλφτερα ποςοςτά 
επιτυχίασ ςε βάκοσ χρόνου, αν και ςτο παρελκόν δεν κεωροφνταν αποδοτικζσ.  
Σχεδόν όλεσ οι ζρευνεσ τθσ ΕΜ αναφζρουν κάποια από τισ εργαςίεσ του 
Tesauro (Tesauro, 1992), (Tesauro, 1995), (Tesauro, 2002) ςτθ βιβλιογραφία τουσ. 
Οι ζρευνεσ αυτζσ ιταν θ ζμπνευςθ πολλϊν μετζπειτα εργαςιϊν –
ςυμπεριλαμβανομζνθσ και τθσ παροφςθσ- ςτο τάβλι και ςε άλλα παιχνίδια. Τα 
περιςςότερα εμπορικά προγράμματα ταβλιοφ που κυκλοφοροφν χρθςιμοποιοφν 
παραλλαγζσ των τεχνικϊν του Tesauro. Ρεριςςότερεσ λεπτομζρειεσ για τθν 
υλοποίθςθ του Tesauro κα δοκοφν ςτο επόμενο κεφάλαιο. 
Άλλεσ τεχνικζσ που ερευνικθκαν (Turian, 1995) ιταν θ αυτόματθ εφρεςθ 
χαρακτθριςτικϊν χρθςιμοποιϊντασ τον TD(λ) για τθ διάκριςθ των χριςιμων από τα 
μθ χριςιμα χαρακτθριςτικά και θ (Wiering, 1995) που χρθςιμοποίθςε 
αρχιτεκτονικζσ πολλϊν νευρωνικϊν δικτφων για τθν εκτίμθςθ τθσ ςυνάρτθςθσ 
αξιολόγθςθσ. Τζλοσ ςτθν (Baxter, Tridgell, & Weaver, 1998) ερευνικθκε θ απόδοςθ 
των αλγορίκμων TD-Leaf, TD-Directed, αλλά τα αποτελζςματα δεν ζδειξαν 
βελτίωςθ ςε ςχζςθ με μια τυπικι εκπαίδευςθ με τον TD(λ). 
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3.6.5 Othello/Riversi 
Σθμαντικότερεσ εργαςίεσ πάνω ςε αυτό το παιχνίδι είναι θ (Ito, Yoshioka, & 
Ishiin, 1998), όπου χρθςιμοποιικθκαν θ αυτοεκπαίδευςθ και οι ςυναρτιςεισ RBF 
για τθ ςυνάρτθςθ προςζγγιςθσ, και θ (Leouski, 1995), όπου το ταμπλό του 
παιχνιδιοφ διαχωρίςτθκε ςε υποενότθτεσ.  
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4. Ενιςχυτικό μϊθηςη και τϊβλι 
Tα παιχνίδια που παίηονται ςτο τάβλι είναι από τα πιο αρχαία επιτραπζηια που 
ζχουν διαςωκεί ωσ τισ μζρεσ μασ. Αρχαιολογικά ευριματα ςτο Ιράν δείχνουν ότι 
ζνα παρόμοιο παιχνίδι με δφο ηάρια και 60 ποφλια παιηόταν ςε εκείνθ τθν περιοχι 
το 3000 π.Χ. Ζκτοτε υπάρχουν αναφορζσ ςε επιτραπζηια παιχνίδια παρόμοια με το 
τάβλι ςε όλεσ τισ εποχζσ και ςε όλουσ τουσ ανεπτυγμζνουσ πολιτιςμοφσ. Με τθν 
πάροδο του χρόνου και ανάλογα με τθν περιοχι, οι κανόνεσ του παιχνιδιοφ 
εξελίςςονταν, μζχρι να φτάςουμε ςτισ εκδοχζσ που γνωρίηουμε ςιμερα.  
Οι κινιςεισ ςτο τάβλι πραγματοποιοφνται, αφοφ μεςολαβιςει ζνα ςτοιχείο 
τφχθσ, τα ηάρια. Στθν επιτυχι ζκβαςθ μιασ παρτίδασ ςυμβάλλουν τόςο θ τφχθ όςο 
και θ ςτρατθγικι. Συν τω χρόνω, ζχουν αναπτυχκεί οριςμζνεσ ςτρατθγικζσ που 
κεωροφνται ότι δίνουν περιςςότερεσ πικανότθτεσ ςτουσ παίκτεσ εάν τισ 
ακολουκιςουν. 
Σε αυτό το κεφάλαιο κα περιγραφεί το πεδίο εφαρμογισ του ταβλιοφ και κα 
αναλυκοφν οι τεχνικζσ που χρθςιμοποίθςε ο Tesauro, που ιταν και θ βάςθ για τθν 
υλοποίθςθ των πρακτόρων αυτισ τθσ εργαςίασ.  
4.1 Περιγραφό του πεδύου 
Στθν Ελλάδα το τάβλι περιλαμβάνει τρία ξεχωριςτά παιχνίδια, τισ «πόρτεσ», το 
«πλακωτό» και το «φεφγα». Οι αντίπαλοι παίκτεσ, όταν παίηουν ζναν αγϊνα τάβλι, 
παίηουν ςτθ ςειρά που προαναφζρκθκε τα τρία αυτά παιχνίδια, ϊςπου κάποιοσ 
παίκτθσ να ςυγκεντρϊςει ζνα προκακοριςμζνο αρικμό πόντων. Λζγεται λοιπόν ότι 
δφο παίκτεσ παίηουν ζναν αγϊνα «ςτα 7», ι «ςτα 5» ι ςε οποιονδιποτε άλλον 
αρικμό ανάλογα το χρόνο που κζλουν να διακζςουν.  
Το τάβλι είναι μια πολφ δθμοφιλισ μορφι διαςκζδαςθσ ιδίωσ ςτουσ 
θλικιωμζνουσ ςτα καφενεία και ςτουσ φοιτθτζσ. Τα τελευταία χρόνια το τάβλι 
παίηεται και ςτο διαδίκτυο και ςε δωρεάν εξειδικευμζνουσ εξυπθρετθτζσ για τάβλι 
αλλά και ςε ειδικά ςάιτ υπθρεςιϊν τηόγου, όπου μπορεί κανείσ να παίξει αγϊνεσ 
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ςτοιχθματίηοντασ πραγματικά χριματα. Διάφορεσ παραλλαγζσ, άλλεσ παρόμοιεσ 
και άλλεσ τελείωσ διαφορετικζσ, παίηονται ςε όλεσ τισ γωνιζσ του πλανιτθ.  
Σε όλα τα παιχνίδια ςτο τάβλι κάκε πλευρά (παίκτθσ) ζχει ζναν αρικμό πουλιϊν 
ι κομματιϊν (ςτα αγγλικά θ ορολογία είναι checker), τα οποία πρζπει να τα κινιςει 
πάνω ςτο ταμπλό τθσ παρτίδασ με απϊτερο ςκοπό να τα οδθγιςει ςτθν περιοχι 
όπου μπορεί να τα αφαιρζςει από το χϊρο παιχνιδιοφ θ οποία ονομάηεται περιοχι 
«μαηζματοσ». Η διαδικαςία αφαίρεςθσ των πουλιϊν -ι αλλιϊσ το «μάηεμα»- 
μπορεί να ξεκινιςει μόνο, όταν όλα τα ποφλια του παίκτθ ζχουν ειςζλκει ςτθν 
περιοχι «μαηζματοσ». Το ταμπλό τοφ παιχνιδιοφ χωρίηεται ςε τζςςερισ περιοχζσ ζξι 
ςθμείων θ κακεμιά, ςυνολικά δθλαδι 24 ςθμείων. Κάκε παίκτθσ ζχει μια περιοχι 
εκκίνθςθσ και θ απζναντί τθσ είναι θ περιοχι μαηζματοσ του παίκτθ. 
Οι παίκτεσ παίηουν εναλλάξ, ρίχνοντασ τα ηάρια και παίηοντασ τα ποφλια τουσ 
ανάλογα με τουσ κανόνεσ του παιχνιδιοφ. Πποιοσ καταφζρει και «μαηζψει» πρϊτοσ 
όλα τα ποφλια του είναι ο νικθτισ τθσ παρτίδασ και παίρνει ζναν πόντο. Εάν 
μάλιςτα ο αντίπαλοσ παίκτθσ δεν ζχει καταφζρει να «μαηζψει» κανζνα ποφλι, τότε 
ο νικθτισ κερδίηει το παιχνίδι «διπλό» και παίρνει δφο πόντουσ αντί για ζναν.  
Ζνα χαρακτθριςτικό του παιχνιδιοφ που το κάνει να διαφζρει ςθμαντικά από 
άλλα παιχνίδια είναι ταχφτθτα που απαιτείται ςτθν πραγματοποίθςθ των κινιςεων. 
Οι παίκτεσ του ταβλιοφ ζχουν ςυνθκίςει να παίηουν με ζνα ρυκμό που δεν ξεπερνά 
μερικά δευτερόλεπτα ανά κίνθςθ, ςε αντίκεςθ με άλλα παιχνίδια όπωσ το ςκάκι 
όπου οι παίκτεσ μποροφν να ςκεφτοφν πολλά λεπτά (ζωσ και πάνω από μια ϊρα) 
για μια κίνθςθ. Στθν πράξθ αυτό κάνει τθν καταςκευι πρακτόρων ακόμα πιο 
δφςκολθ υπόκεςθ, κακϊσ οποιαδιποτε παραβίαςθ του χρόνου των 20 
δευτερολζπτων ανά  κίνθςθ είναι ςτισ περιςςότερεσ περιπτϊςεισ μθ αποδεκτι. 
4.1.1 Πόρτεσ 
Οι «πόρτεσ» είναι ίςωσ το πιο διαδεδομζνο παιχνίδι του ταβλιοφ. Σχεδόν 
ταυτίηεται με το δυτικό τάβλι (backgammon) ωσ προσ τον τρόπο παιχνιδιοφ 
αποκτϊντασ ζτςι διεκνι εμβζλεια. Είναι παιχνίδι αρκετά τεχνικό και γενικά 
κεωρείται λιγότερο τυχερό από τισ άλλεσ παραλλαγζσ. 
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Στισ πόρτεσ οι παίκτεσ ξεκινάνε από τθν αρχικι κζςθ που φαίνεται ςτθν 
επόμενθ εικόνα: 
 
Σχιμα 24: Αρχικι κζςθ και φορά των κινιςεων ςτισ πόρτεσ 
Κάκε παίκτθσ κινείται προσ τθν κατεφκυνςθ που δείχνουν τα βζλθ, μζχρι να 
φτάςει ςτθν περιοχι «μαηζματοσ». Για τον παίκτθ με τα μαφρα ποφλια θ περιοχι 
«μαηζματοσ» είναι οι κζςεισ 19-24 και για τον κόκκινο παίκτθ περιοχι «μαηζματοσ» 
είναι οι κζςεισ 1-6. Σε κάκε κίνθςθ ο παίκτθσ ρίχνει τα ηάρια και προςπακεί να 
κινιςει τα ποφλια του ανάλογα με τον αρικμό που ζχει φζρει ςτα ηάρια. Για 
παράδειγμα εάν φζρει 6-4, τότε πρζπει να μετακινιςει ζνα ποφλι 6 κζςεισ κατά τθ 
φορά κίνθςι του και κάποιο άλλο ι το ίδιο ποφλι 4 κζςεισ αντίςτοιχα. Εάν ο 
παίκτθσ φζρει ςτθ ηαριά δφο ίδια νοφμερα («διπλι ηαριά»), τότε πρζπει να παίξει 
κάκε ηάρι 2 φορζσ, ζχει δθλαδι τθ δυνατότθτα να μετακινιςει μζχρι 4 διαφορετικά 
ποφλια.  
Κατά τθ διαδρομι μιασ κίνθςθσ, ζνα ποφλι μπορεί να πζςει ςε κζςθ που είτε 
είναι άδεια είτε καταλαμβάνεται από ποφλια του ίδιου παίκτθ είτε από ζνα μόνο 
ποφλι του αντιπάλου. Στθν τελευταία περίπτωςθ το ποφλι του αντιπάλου βγαίνει 
από τθ κζςθ που βριςκόταν και τοποκετείται ακριβϊσ ςτθ μζςθ του ταβλιοφ ςτο 
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χϊρο που χωρίηει τισ δφο πλευρζσ τθσ επιφάνειάσ του (bar). Τα ποφλια δεν 
μποροφν να κινθκοφν ςε κζςεισ όπου υπάρχουν από δφο και πάνω ποφλια του 
αντιπάλου. Τα «χτυπθμζνα» ποφλια πρζπει να ειςζλκουν ςτθν περιοχι 
«μαηζματοσ» του αντιπάλου, πριν  ο παίκτθσ κινιςει άλλα. Πταν ζνασ παίκτθσ ζχει 
ςε μια κζςθ δφο ι παραπάνω ποφλια, τότε λζμε ότι ζχει μια «πόρτα» ςε αυτιν τθ 
κζςθ. 
Στο εξωτερικό οι «πόρτεσ» είναι περιςςότερο γνωςτζσ με τθν ονομαςία 
backgammon. Σε ζναν αγϊνα backgammon οι παίκτεσ παίηουν ςυνεχόμενεσ 
παρτίδεσ του εν λόγω παιχνιδιοφ με μια ςθμαντικι διαφορά: ανά πάςα ςτιγμι κάκε 
παίκτθσ μπορεί να προτείνει το διπλαςιαςμό τθσ αξίασ του παιχνιδιοφ μζςω ενόσ 
ειδικοφ κφβου που λζγεται ηάρι διπλαςιαςμοφ ι βίδοσ. Εάν ο αντίπαλοσ αποδεχκεί 
τθν πρόκλθςθ, τότε ζχει το αποκλειςτικό δικαίωμα να προτείνει τον επόμενο 
διπλαςιαςμό. Εάν δεν τον αποδεχκεί, τότε εγκαταλείπει τθν παρτίδα χάνοντασ τθν 
τρζχουςα αξία του παιχνιδιοφ. Ζτςι ο ςυνολικό αρικμόσ των κερδιςμζνων πόντων 
του νικθτι ςτο τζλοσ του παιχνιδιοφ πολλαπλαςιάηεται με τθν τιμι του ηαριοφ 
διπλαςιαςμοφ.  
4.1.2 Πλακωτό 
Το «πλακωτό» είναι το δεφτερο ςτθ ςειρά παιχνίδι που παίηεται ςε ζναν αγϊνα 
τάβλι ςτθν Ελλάδα. Βαςικό χαρακτθριςτικό του παιχνιδιοφ είναι θ δυνατότθτα 
αιχμαλωςίασ ("πλακϊματοσ") εχκρικϊν πουλιϊν, ϊςτε να εμποδίηεται θ κίνθςι 
τουσ για όςο διάςτθμα βρίςκονται «πλακωμζνα» (εξ ου και το όνομα του 
παιχνιδιοφ). Οι γενικοί κανόνεσ του παιχνιδιοφ είναι ίδιοι με τισ πόρτεσ εκτόσ από 
τθ διαδικαςία του «χτυπιματοσ». Οι παίκτεσ ξεκινάνε το παιχνίδι από τθ κζςθ τθσ 
επόμενθσ εικόνασ και κινοφν τα ποφλια τουσ μζχρι τθν περιοχι «μαηζματοσ» που 
βρίςκεται απζναντι από τθν περιοχι εκκίνθςθσ. 
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Σχιμα 25: Αρχικι κζςθ και θ φορά κινιςεων ςτο «πλακωτό» 
Πταν ζνα ποφλι βρίςκεται μόνο του ςε μια κζςθ (δεν αποτελεί «πόρτα»), ο 
αντίπαλοσ ζχει το δικαίωμα να κινιςει ςε αυτιν τθ κζςθ ζνα ποφλι του 
«πλακϊνοντασ» το εχκρικό. Η κζςθ γίνεται «πόρτα» του παίκτθ που «πλακϊνει» 
και ο οποίοσ ζχει τθ δυνατότθτα να τοποκετεί όςα ποφλια ακόμα κζλει ςε αυτιν. 
Το «πλακωμζνο» ποφλι δεν ζχει το δικαίωμα να κινθκεί από τθν κζςθ του. Τα 
ποφλια που το «πλακϊνουν» είναι ελεφκερα να κινθκοφν από τθ κζςθ αυτι, αν 
όμωσ φφγουν όλα από τθ κζςθ, τότε το ποφλι «ξε-πλακϊνεται» και είναι ελεφκερο 
να κινθκεί κανονικά. 
Ππωσ και ςτισ άλλεσ παραλλαγζσ, ο παίκτθσ ζχει το δικαίωμα να ξεκινιςει το 
«μάηεμα», όταν όλα τα ποφλια βρίςκονται ςτθν περιοχι «μαηζματοσ» μόνο που ςτο 
πλακωτό υπάρχει και ζνασ επιπλζον κανόνασ που απαγορεφει τθν εκκίνθςθ του 
«μαηζματοσ» εάν υπάρχει κάποιο πλακωμζνο ποφλι του παίκτθ από τον αντίπαλο 
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ςτθν περιοχι του «μαηζματοσ». Εάν κάποιοσ παίκτθσ «πλακϊςει» τθ κζςθ 
εκκίνθςθσ του αντιπάλου («μάνα»), τότε κερδίηει το παιχνίδι αυτόματα διπλό1. 
4.1.3 Υεύγα 
Το «φεφγα» είναι το τρίτο και τελευταίο ςτθ ςειρά παιχνίδι που παίηεται ςε ζνα 
αγϊνα ταβλιοφ. Η βαςικι διαφορά του «φεφγα» από τα άλλα δφο παιχνίδια είναι 
ότι δεν μπορεί να γίνει «χτφπθμα» ι «πλάκωμα». Εάν ο παίκτθσ ζχει ζνα ι 
περιςςότερα ποφλια ςε μία κζςθ, αποτρζπεται θ κίνθςθ του αντιπάλου ςε αυτι τθ 
κζςθ.  
Ο κάκε παίκτθσ ζχει ωσ περιοχι εκκίνθςθσ τθν πάνω δεξιά, κινείται με φορά 
αντίκετθσ του ρολογιοφ (και οι δυο παίκτεσ ζχουν τθν ίδια φορά κίνθςθσ) και θ 
περιοχι «μαηζματόσ» του είναι θ κάτω δεξιά, όπωσ φαίνεται ςτθν παρακάτω 
εικόνα. 
 
Σχιμα 26: Αρχικι κζςθ και φορά κίνθςθσ ςτο «φεφγα» 
                                                        
 
1
 Εάν μετά το «πιάςιμο τθσ μάνασ» ςυνεχιςτεί το παιχνίδι, υπαρκτι είναι και θ πικανότθτα ο 
άλλοσ παίκτθσ να «πιάςει τθ μάνα» του πρϊτου. Τότε κανζνασ παίκτθσ δεν κα μπορζςει να ξεκινιςει 
ποτζ το «μάηεμα» και το παιχνίδι δεν κα ζχει νικθτι. Ρροκειμζνου να αποφευχκεί αυτι θ 
κατάςταςθ, ο κανόνασ που χρθςιμοποιείται από τουσ περιςςότερουσ παίκτεσ είναι ο εξισ: Ο παίκτθσ 
που πρϊτοσ κα «πιάςει τθ μάνα» του αντιπάλου, κερδίηει διπλό παιχνίδι. Αυτόσ ο κανόνασ 
χρθςιμοποιικθκε και ςτθν υλοποίθςθ τθσ εργαςίασ. 
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Το παιχνίδι διζρχεται μια πρϊτθ φάςθ κατά τθν οποία ο παίκτθσ είναι 
υποχρεωμζνοσ να κινεί το ίδιο μόνο ποφλι. Αυτό διαρκεί, εωςότου το ποφλι αυτό 
φκάςει ςτθν περιοχι εκκίνθςθσ του αντιπάλου. Από τθν ςτιγμι που το ποφλι αυτό 
φκάςει ςε μία από αυτζσ τισ κζςεισ, ςε όλο το υπόλοιπο παιχνίδι ζχει το δικαίωμα 
να «παίηει» όποια ποφλια κζλει.  
 
Σχιμα 27: Μετά τθν αρχικι κίνθςθ 6-6 παίκτθσ με τα άςπρα μπορεί να μετακινιςει μόνο 
ζνα ποφλι 6 κζςεισ. Το ποφλι είναι μπλοκαριςμζνο από τα ποφλια του αντιπάλου και δεν 
μπορεί να παίξει άλλο, μζχρι να περάςει ζνα ποφλι ςτθν περιοχι του αντιπάλου.  
Ζνασ παίκτθσ αν ζχει πόρτεσ ςε ζξι ςυνεχόμενεσ κζςεισ, λζμε ότι ζχει κάνει 
«εξάπορτο» και αυτό αποτελεί ανυπζρβλθτο εμπόδιο για τον αντίπαλο (αφοφ 
καμία ηαριά δεν αρκεί για τθν υπερπιδθςι του). Στον κανόνα αυτό υπάρχουν οι 
εξισ εξαιρζςεισ: 
 απαγορεφεται ζνασ παίκτθσ ςτο τζλοσ τθσ εκτζλεςθσ τθσ ηαριάσ του να 
καταλαμβάνει όλεσ τισ κζςεισ τθσ περιοχισ του. Ρρζπει δθλαδι να αφιςει 
μία τουλάχιςτον κζςθ τθσ περιοχισ του ανοικτι (χωρίσ «πόρτα»). 
 απαγορεφεται ζνασ παίκτθσ ςτο τζλοσ τθσ εκτζλεςθσ τθσ ηαριάσ του να κάνει 
«εξάπορτο» μπροςτά από τθ «μάνα» του αντιπάλου. Πταν ο αντίπαλοσ 
παίκτθσ κουνιςει όλα τα ποφλια τθσ «μάνασ», το «εξάπορτο» αυτό 
επιτρζπεται. 
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Τζλοσ απαγορεφεται ο παίκτθσ να παίξει κίνθςθ που να κρατά πλιρωσ 
αποκλειςμζνο τον αντίπαλό του. Αυτό ςθμαίνει ότι μετά τθν ολοκλιρωςθ τθσ 
κίνθςθσ ενόσ παίκτθ ο αντίπαλοσ πρζπει να μπορεί να κινιςει τουλάχιςτον ζνα 
ποφλι ςε τουλάχιςτον μια ηαριά. 
4.2 Η μεθοδολογύα εκπαύδευςησ του TD-Gammon 
Ππωσ ζχει αναφερκεί πρωτφτερα, θ ςθμαντικότερθ ίςωσ επιτυχία τθσ ΕΜ ιταν 
θ εφαρμογι του αλγορίκμου TD(λ) ςτο δυτικό τάβλι μζςω του προγράμματοσ TD-
Gammon. Σε αυτι τθν ενότθτα κα αναλυκεί θ μεκοδολογία εκπαίδευςθσ του TD-
Gammon, κακϊσ πάνω ςε αυτι βαςίςτθκε ςε μεγάλο βακμό και θ μεκοδολογία 
αυτισ τθσ εργαςίασ για το «πλακωτό» και το «φεφγα». 
Στθν καρδιά του TD-Gammon βρίςκεται ζνα τυπικό τεχνθτό νευρωνικό δίκτυο 
οπίςκιασ διάδοςθσ ςφάλματοσ (back-propagation) τριϊν επιπζδων. Τόςο ςτο 
κρυφό επίπεδο όςο και ςτο επίπεδο εξόδου χρθςιμοποιικθκε θ ςιγμοειδισ 
ςυνάρτθςθ y = 1/(1 + e-x). Τo νευρωνικό δίκτυο παίηει το ρόλο τθσ ςυνάρτθςθσ 
προςζγγιςθσ όπωσ αναλφκθκε ςτθν ενότθτα 2.5. 
4.2.1 Διαδικαςύα μϊθηςησ 
Η διαδικαςία μάκθςθσ γίνεται ωσ εξισ: δθμιουργείται μια ακολουκία κζςεων, 
ξεκινϊντασ από τθν αρχικι κζςθ και φτάνοντασ μζχρι τθν τελικι κζςθ. Οι κζςεισ 
αυτζσ τοποκετοφνται ωσ διανφςματα ειςόδου του νευρωνικοφ δικτφου x1, x2, …, xf, 
αφοφ κωδικοποιθκοφν με ζνα ειδικό τρόπο που κα αναλυκεί ςτθ ςυνζχεια. Κάκε 
βιμα τθσ ακολουκίασ αντιςτοιχεί ςε μια κίνθςθ από τθ μία πλευρά (1-ply ςε 
ορολογία παιχνιδιϊν). Για κάκε διάνυςμα ειςόδου xt υπάρχει ζνα διάνυςμα εξόδου 
Υt που κακορίηει το αναμενόμενο αποτζλεςμα του διανφςματοσ xt. Στο ςφςτθμα του 
TD-Gammon ωσ Υt χρθςιμοποιικθκε ζνα διάνυςμα τεςςάρων δυαδικϊν εξόδων, 
μια για κάκε πικανό αποτζλεςμα τθσ παρτίδασ p1, p2, p3, p4 (νίκθ, ιττα, νίκθ 
«διπλό», ιττα «διπλό»).  
Σε κάκε βιμα χρθςιμοποιικθκε αλγόρικμοσ TD(λ), για να αλλάηει τα βάρθ του 
νευρωνικοφ δικτφου ςφμφωνα με τον ακόλουκο τφπο: 
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όπου α είναι θ παράμετροσ του ρυκμοφ μάκθςθσ, w είναι το διάνυςμα των βαρϊν 
του δικτφου και είναι κλίςθ τθσ εξόδου ςε ςχζςθ με τα βάρθ (για μια ζξοδο). Η 
τιμι του λ παίηει το ρόλο των ιχνϊν επιλεξιμότθτασ όπωσ αναλφκθκαν ςτθν ενότθτα 
2.4.2. Ο Tesauro ςτθν αρχι χρθςιμοποίθςε για το λ τθν τιμι 0.7, αλλά μετά 
κατζλθξε ςτθν τιμι 0.  
Στο τζλοσ του παιχνιδιοφ δίνεται ζνα τερματικό ςιμα z (που περιζχει τζςςερισ 
ςυνιςτϊςεσ, όπωσ περιγράφθκαν νωρίτερα) βάςει του αποτελζςματοσ τθσ 
παρτίδασ. Η παραπάνω εξίςωςθ εφαρμόηεται και εδϊ, μόνο που αντί τθσ διαφοράσ 
Yt+1 – Yt χρθςιμοποιείται θ διαφορά z – Yt. Κάτω από αυτζσ τισ ςυνκικεσ, για κάκε 
κζςθ που εξετάηεται, παίρνουμε ςτθν ζξοδο του νευρωνικοφ δικτφου τθν εκτίμθςθ 
τθσ ζκβαςθσ τθσ παρτίδασ (equity). 
 
Σχιμα 28: Σχθματικι αναπαράςταςθ νευρωνικοφ δικτφου του TD-Gammon (για μια ζξοδο). 
Κατά τθ διάρκεια τθσ μάκθςθσ, θ επιλογι των κινιςεων γινόταν από τον ίδιο 
τον πράκτορα και για τουσ δφο παίκτεσ. Σε κάκε βιμα-κζςθ ο πράκτορασ 
βακμολογεί με το νευρωνικό δίκτυο όλεσ τισ δυνατζσ κινιςεισ. Η κίνθςθ που τελικά 
επιλζγεται είναι αυτι που δίνει τθ μεγαλφτερθ βακμολογία για τθν πλευρά που 
ζχει τθν κίνθςθ. Με άλλα λόγια ζχουμε εκμάκθςθ μζςω αυτοεκπαίδευςθσ. Η 
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διαδικαςία αυτι ακολουκείται και ςτο αρχικό ςτάδιο τθσ εκπαίδευςθσ, όπου τα 
βάρθ του νευρωνικοφ δικτφου είναι τυχαία, και ωσ ςυνζπεια ζχουμε τυχαίο παίξιμο 
από τον πράκτορα. 
4.2.2 Κωδικοπούηςη ειςόδων νευρωνικού δικτύου 
Σθμαντικόσ παράγοντασ για τθν επιτυχία τθσ μάκθςθσ ςτα νευρωνικά δίκτυα 
είναι θ κωδικοποίθςθ των ειςόδων. Ο Τesauro μετά από πολλά πειράματα κατζλθξε 
ςτθν εξισ κωδικοποίθςθ: Για κάκε μία από τισ 24 κζςεισ του ταμπλό του παιχνιδιοφ 
χρθςιμοποίθςε τζςςερισ δυαδικζσ ειςόδουσ για κάκε παίκτθ. Η πρϊτθ από τζςςερισ 
ειςόδουσ γίνεται 1, όταν ο παίκτθσ ζχει 1 ι περιςςότερα ποφλια ςτθ ςυγκεκριμζνθ 
κζςθ, θ δεφτερθ όταν ο παίκτθσ ζχει 2 ι περιςςότερα ποφλια ςτθ ςυγκεκριμζνθ 
κζςθ, θ τρίτθ όταν ο παίκτθσ ζχει 3 ι περιςςότερα ποφλια ςτθ ςυγκεκριμζνθ κζςθ, 
και θ τζταρτθ όταν ο παίκτθσ από 4 ποφλια και άνω.  
Ζτςι χρειάςτθκαν 96 είςοδοι για κάκε παίκτθ και επιπλζον 6 είςοδοι: δφο για 
τθν κωδικοποίθςθ των «πιαςμζνων» πουλιϊν, δφο για τον αρικμό των πουλιϊν που 
ζχουν «μαηευτεί» και δφο για τθ ςειρά του παίκτθ που πρζπει να παίξει, ςυνολικά 
δθλαδι 198 ςιματα ειςόδου. Οι είςοδοι αυτζσ αντιπροςωπεφουν τθν 
κωδικοποίθςθ τθσ κατάςταςθσ του παιχνιδιοφ (κζςθ) ανά πάςα ςτιγμι χωρίσ τθν 
προςκικθ κάποιασ επιπλζον γνϊςθσ ςε μορφι κωδικοποίθςθσ ειςόδων που κα 
μποροφςε να βοθκιςει περαιτζρω τθ μάκθςθ (raw encoding).  
Χρθςιμοποιϊντασ τθν παραπάνω κωδικοποίθςθ ο πράκτορασ που 
εκπαιδεφτθκε κατάφερε να ξεπεράςει όλα τα προγράμματα backgammon που 
είχαν γραφτεί ωσ εκείνθ τθ ςτιγμι. Κατόπιν, προςκζτοντασ επιπλζον 
χαρακτθριςτικά παρμζνα από το πρόγραμμα επιβλεπόμενθσ μάκθςθσ 
NeuroGammon, ο πράκτορασ ζφταςε να παίηει ςε επίπεδο που να προκαλεί 
προβλιματα και ςτουσ πιο καλοφσ παίκτεσ. 
4.2.3 Βελτύωςη απόδοςησ με αναζότηςη δϋντρων 
Ζνασ πολφ ςθμαντικόσ παράγοντασ του TD-Gammon είναι θ δυνατότθτα να 
κάνει μικρζσ αναηθτιςεισ ςε κοντινά βάκθ. Αρχικά οι πρϊτεσ εκδόςεισ 
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χρθςιμοποιοφςαν αναηιτθςθ βάκουσ 1 (1-ply search), όπου κάκε κίνθςθ του 
πρϊτου επιπζδου βακμολογοφνταν από το νευρωνικό δίκτυο και επιλεγόταν θ 
κίνθςθ με τθ μεγαλφτερθ βακμολογία. Αργότερα προςτζκθκε ςτο ςφςτθμα 
αναηιτθςθ βάκουσ 2 (2-ply search) που λειτουργεί ωσ εξισ: πρϊτα γίνεται μια 
αναηιτθςθ βάκουσ 1 και απορρίπτονται οι κινιςεισ με χαμθλι βακμολογία 
(forward pruning), μετά οι κινιςεισ που απομζνουν επεκτείνονται κατά ζνα βάκοσ 
πιο κάτω. Η επζκταςθ αυτι γίνεται με τθ βακμολόγθςθ όλων των επόμενων 
διαδόχων κινιςεων του αντιπάλου για κάκε ηαριά από τισ 21, που μπορεί να του 
τφχουν, και υπολογίηοντασ το μζςο όρο ςτακμιςμζνο με τθν πικανότθτα εμφάνιςθσ 
τθσ κάκε ηαριάσ (δθλαδι το βάροσ των μονϊν ηαριϊν είναι διπλάςιο από αυτό των 
διπλϊν ηαριϊν).  
Επόμενεσ εκδόςεισ του TD-Gammon (3.0 και μετά) χρθςιμοποιοφςαν μια 
απλουςτευμζνθ αναηιτθςθ ςε βάκοσ 3 (3-ply) που είναι παρόμοια με αυτιν για 2-
ply με τθ διαφορά ότι μετά τθν αποκοπι των αρχικϊν μθ υποςχόμενων κινιςεων 
γίνεται επζκταςθ ςε βάκοσ 2 αντί για βάκοσ 1. Η επζκταςθ ςε βάκοσ 2 γίνεται 
αρχικά με μια επζκταςθ ςε βάκοσ 1 ςφμφωνα με τισ 21 ηαριζσ του αντιπάλου όπωσ 
προθγουμζνωσ, ζπειτα με τθν επιλογι τθσ καλφτερθσ κίνθςθσ για κάκε ηαριά και 
τζλοσ με τθν πραγματοποίθςθ ακόμθ μιασ επζκταςθσ ςε βάκοσ 1 των επόμενων 21 
ηαριϊν. Με άλλα λόγια εξετάηονται ςυνολικά 441 ακολουκίεσ 2 ηαριϊν και θ 
βακμολογία που επιςτρζφεται είναι αυτι των 441 κζςεων που προκφπτουν, 
ςτακμιςμζνθ με τθν πικανότθτα των ηαριϊν.  
Με αυτόν τον τρόπο αποκομίςτθκε μεγάλο όφελοσ ςτθν ταχφτθτα 
υπολογιςμοφ ςε ςχζςθ με μια πλιρθ ανάπτυξθ minimax, διατθρϊντασ ςαφϊσ 
καλφτερθ απόδοςθ ςε ςχζςθ με τθν αναηιτθςθ 2-ply. 
4.2.4 Αξιολόγηςη πρϊκτορα 
Για τθν αξιολόγθςθ του TD-Gammon ο Τesauro χρθςιμοποίθςε δφο τεχνικζσ: α) 
μζτρθςθ τθσ απόδοςθσ του πράκτορά του ςε ςχζςθ με άλλα προγράμματα που 
παίηουν τάβλι και β) ανάλυςθ των αποφάςεων από παρτίδεσ ταβλιοφ με 
αντιπάλουσ άτομα που είχαν κερδίςει πρωτακλιματα ςτο τάβλι. 
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Για τθν πρϊτθ τεχνικι χρθςιμοποιικθκε ωσ αντίπαλοσ το πρόγραμμα τθσ Sun 
Microsystems Gammontool κυρίωσ για τθν εκτίμθςθ τθσ ποιότθτασ τθσ 
εκπαίδευςθσ. Κατά τθ διάρκεια τθσ εκπαίδευςθσ αποκθκεφονταν περιοδικά τα 
βάρθ του νευρωνικοφ δικτφου. Μετά το τζλοσ τθσ εκπαίδευςθσ κάκε φάςθ που είχε 
αποκθκευτεί δοκιμάςτθκε εναντίον του προγράμματοσ gammontool δεκάδεσ 
χιλιάδεσ φορζσ. Το αποτζλεςμα των παρτίδων βγαίνει με τθ μορφι μονάδων 
ιςορροπίασ (equity) ι αλλιϊσ εκτιμϊμενων πόντων ανά παρτίδα (points per game – 
ppg) που προκφπτουν από τον ακόλουκο τφπο: 
ppg  = (κερδιςμζνοι πόντοι – χαμζνοι πόντοι) / αρικμό παρτίδων 
 Με τθ χριςθ μεγάλου αρικμοφ παρτίδων αποκλειόταν κάκε πικανότθτα 
επθρεαςμοφ του αποτελζςματοσ από τθν τφχθ. Ραρατθρϊντασ τθν απόδοςθ κατά 
τθ διάρκεια τθσ εκπαίδευςθσ ο πράκτορασ, ενϊ αρχικά χάνει ςχεδόν όλεσ τισ 
παρτίδεσ «διπλό» (-2 ppg), ςιγά-ςιγά βελτιϊνεται ςε ςθμείο που να καταφζρνει να 
κερδίηει το πρόγραμμα gammontool με 0.4 ppg. Το τζλοσ τθσ εκπαίδευςθσ 
χαρακτθρίηεται από μια αργι αςυμπτωτικι διαδικαςία ςτο μζγιςτο τθσ απόδοςθσ.  
Το πλεονζκτθμα αυτισ τθσ τεχνικισ αξιολόγθςθσ είναι ότι είναι δυνατό να 
παιχτεί μεγάλοσ αρικμόσ παρτίδων που μπορεί να δϊςει ζνα πιο ςωςτό ςτατιςτικά 
αποτζλεςμα. Το μειονζκτθμα είναι ότι θ ικανότθτα του πράκτορα ενάντια ςε 
κάποιο άλλο πρόγραμμα δεν εγγυάται τθν ίδια απόδοςθ εναντίον άλλων 
ςτρατθγικϊν. Για πιο αςφαλι αποτελζςματα κα πρζπει να εφαρμόηεται αυτι θ 
τεχνικι εναντίον όςο το δυνατό περιςςότερων πρακτόρων. 
Στθ δεφτερθ τεχνικι θ τελικι ζκδοςθ του πράκτορα ζπαιξε εναντίον ιςχυρϊν 
ζμψυχων αντιπάλων και κατόπιν αναλφκθκαν οι παρτίδεσ τουσ κίνθςθ προσ κίνθςθ 
με μια τεχνικι που βαςίηεται ςε αλγορίκμουσ Monte Carlo, θ επονομαηόμενθ 
rollout. Ππωσ ζχει αναφερκεί ςτθν ενότθτα  2.3.2, οι αλγόρικμοι Monte Carlo 
παρουςιάηουν πλεονεκτιματα για τθν ανάλυςθ ςυγκεκριμζνων κζςεων ενόσ 
οποιουδιποτε παιχνιδιοφ.  
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Ζκδοςη 
Κρυφοί 
Νευρώνεσ 
Παρτίδεσ 
εκπαίδευςησ 
Αντίπαλοι Αποτελζςματα 
TD-Gam 0.0 40 300,000 Άλλα προγράμματα ιςοπαλία 
TD-Gam 1.0 80 300,000 Robertie, Magriel, ... -13 pts / 51 games 
TD-Gam 2.0 40 800,000 
διάφορουσ 
Grandmasters 
-7 pts / 38 games 
TD-Gam 2.1 80 1,500,000 Robertie -1 pt / 40 games 
TD-Gam 3.0 80 1,500,000 Kazaros -6 pts / 20 games 
 
Σχιμα 29: Σφνοψθ αποτελεςμάτων του TD-Gammon 
Η διαδικαςία rollout μια ςυγκεκριμζνθσ κζςθσ εξελίςςεται ωσ εξισ: από τθν 
προσ εξζταςθ κζςθ παίηονται πάρα πολλζσ (ςυνικωσ χιλιάδεσ) παρτίδεσ με 
διαφορετικζσ ακολουκίεσ ηαριϊν. Η βακμολογία του rollout είναι ο μζςοσ όρων των 
τελικϊν αποτελεςμάτων όλων των παρτίδων που παίχτθκαν. Για τθν ανάλυςθ κάκε 
κίνθςθσ ενόσ παίκτθ χρειάηεται να αναλυκοφν όλεσ οι πικανζσ κζςεισ που 
προκφπτουν, πριν παιχκεί θ ςυγκεκριμζνθ κίνθςθ. Εάν θ καταγεγραμμζνθ κίνθςθ 
είχε πράγματι τθν καλφτερθ βακμολογία rollout ςε ςχζςθ με τισ υπόλοιπεσ, τότε θ 
κίνθςθ που επιλζχτθκε είναι θ καλφτερθ. 
Η ανάλυςθ rollout, αν και δεν δίνει πάντα τζλειο αποτζλεςμα, ζχει αποδειχκεί 
ότι είναι αρκετά ακριβισ, ακόμθ και όταν το πρόγραμμα που παίηει τισ κινιςεισ δεν 
είναι αρκετά ιςχυρό.  
Ζνα ςθμαντικό μειονζκτθμα αυτισ τθσ μεκόδου είναι ο πολφσ χρόνοσ για τθν 
ανάλυςθ μιασ κίνθςθσ, κακϊσ χρειάηεται να παιχκοφν χιλιάδεσ παρτίδεσ για ζνα 
ακριβζσ αποτζλεςμα. Για τθν αντιμετϊπιςθ αυτοφ του προβλιματοσ εφαρμόςτθκε 
από τον Tesauro μια περικομμζνθ διαδικαςία (truncated rollout), όπου παίηεται 
ζνασ ςτακερόσ αρικμόσ κινιςεων από τθν αρχικι κζςθ και καταγράφεται θ 
εκτίμθςθ του νευρωνικοφ δικτφου μετά το πζρασ τθσ τελευταίασ κίνθςθσ αντί για 
μετά το αποτζλεςμα τθσ παρτίδασ. Με αυτόν τον τρόπο (ςυγκεκριμζνα με περικοπι 
ςε βάκοσ 11 και 3000 παρτίδεσ ανά κζςθ) αναλφκθκαν δφο ματσ εναντίον ιςχυρϊν 
παικτϊν και τα αποτελζςματα ζδειξαν ότι το TD-Gammon ζκανε πολφ λιγότερα 
λάκθ ςε ςχζςθ με τουσ ζμψυχουσ αντιπάλουσ του. 
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5 Τλοπούηςη Πρακτόρων 
Στο κεφάλαιο αυτό περιγράφεται θ υλοποίθςθ των πρακτόρων ΕΜ με πεδία 
εφαρμογισ τα παιχνίδια «φεφγα» και «πλακωτό». Τα παιχνίδια αυτά, ςφμφωνα με 
όςα γνωρίηουμε, δεν ζχουν μελετθκεί από τθν επιςτιμθ τθσ Ρλθροφορικισ. Αυτό 
οφείλεται ςε δφο λόγουσ. Ρρϊτον, ςτο εξωτερικό θ δθμοτικότθτα του backgammon 
είναι πολφ μεγαλφτερθ απ’ οποιαδιποτε άλλθ παραλλαγι, με αποτζλεςμα όλεσ οι 
ζρευνεσ να ζχουν επικεντρωκεί ςτο backgammon. Δεφτερον, ενϊ ςτθν Ελλάδα το 
τάβλι είναι πολφ δθμοφιλζσ, δεν υπιρχε όμωσ μζχρι πρότινοσ μεγάλο ενδιαφζρον 
για τα παιχνίδια από τουσ Ζλλθνεσ ερευνθτζσ τθσ Ρλθροφορικισ.  
5.1 Προγρϊμματα που παύζουν τϊβλι 
Στο διαδίκτυο κυκλοφοροφν πάρα πολλά προγράμματα που παίηουν το δυτικό 
τάβλι (backgammon) αλλά ελάχιςτα που παίηουν κάποιεσ από τισ ελλθνικζσ 
παραλλαγζσ. Πςα υπάρχουν για το «πλακωτό» και το «φεφγα» ζχουν φτιαχτεί 
κυρίωσ από εραςιτζχνεσ προγραμματιςτζσ. Σε αυτι τθν ενότθτα κα παρουςιαςτοφν 
εν ςυντομία τα πιο δθμοφιλι προγράμματα. 
5.1.1 GNU Backgammon 
Το GNU backgammon (www.gnubg.com) είναι ζνα πολφ ιςχυρό πρόγραμμα 
backgammon ανοικτοφ κϊδικα με αξιόλογα γραφικά και πολλζσ χριςιμεσ 
λειτουργίεσ. Το project του GNUBG είναι ιδιαίτερα ενεργό με καινοφργιεσ εκδόςεισ 
που δθμοςιεφονται ςυχνά.  
Το GNUBG βαςίηεται ςε τρία διαφορετικά νευρωνικά δίκτυα, ζνα για κάκε 
φάςθ τθσ παρτίδασ. Ανάλογα με τθ φάςθ τθσ παρτίδασ που βρίςκεται θ κζςθ που 
εξετάηεται, το πρόγραμμα επιλζγει το ανάλογο νευρωνικό δίκτυο για τθ 
βακμολόγθςι τθσ. Τα δίκτυα αυτά ςτισ πρϊτεσ εκδόςεισ είχαν εκπαιδευτεί με μια 
παραλλαγι του TD(0), αργότερα όμωσ αντικαταςτάκθκαν από δίκτυα 
εκπαιδευμζνα με επιβλεπόμενθ μάκθςθ.  
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Σχιμα 30: Ζνα ςτιγμιότυπο οκόνθσ του GNU Backgammon. Εμφανίηεται ζνα παράκυρο 
αξιολόγθςθσ και ζνα παράκυρο rollout. 
Η ικανότθτα του προγράμματοσ ενιςχφεται από δφο ακόμθ πανίςχυρα 
χαρακτθριςτικά: α) μια βάςθ δεδομζνων για όλεσ τισ κζςεισ του «μαηζματοσ», ζτςι 
ϊςτε το πρόγραμμα να βρίςκει με 100% ακρίβεια τθν καλφτερθ κίνθςθ κοντά ςτο 
τζλοσ τθσ παρτίδασ και β) αναηιτθςθ μζχρι και βάκοσ 7 και δυνατότθτα 
λεπτομερϊν ρυκμίςεων αυτισ π.χ. ςτισ πόςεσ κινιςεισ κα γίνεται το «κλάδεμα» 
(ςτθν πράξθ βζβαια δεν μπορεί να χρθςιμοποιθκεί πάνω από βάκοσ 4, κακϊσ αργεί 
πάρα πολφ θ επιλογι τθσ κίνθςθσ).  Επίςθσ, διακζτει τθ λειτουργία τθσ αυτόματθσ 
ανάλυςθσ (rollout) παρτίδων ι κζςεων χρθςιμοποιϊντασ τεχνικζσ Monte Carlo, 
όπωσ ζχουν αναλυκεί ςε προθγοφμενεσ ενότθτεσ. 
5.1.2 Alexandra the Tavli 1.41 
Τo πρόγραμμα Alexandra the Tavli 1.41 είναι ζνα πρόγραμμα freeware που 
παίηει μόνο «πόρτεσ» (τθν ελλθνικι ζκδοςθ). 
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Σχιμα 31: Στιγμιότυπο του προγράμματοσ Alexandra The Tavli  
5.1.3 Super Tavli 1.0 
 
Σχιμα 32: Στιγμιότυπο από το πρόγραμμα Super Tavli 
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Τo Super Tavli 1.0 είναι ζνα πρόγραμμα ταβλιοφ από τθν FotisSoftware 
(http://www.fotissoftware.com/gr/freeware.htm). Το πρόγραμμα αυτό είναι 
freeware για ιδιωτικι χριςθ. Ο χριςτθσ του προγράμματοσ μπορεί να παίξει 
«πόρτεσ» ι «πλακωτό» αλλά όχι «φεφγα» εναντίον ενόσ άλλου παίκτθ ι εναντίον 
του υπολογιςτι. Επίςθσ, μπορεί να παιχτοφν αγϊνεσ «πόρτεσ-πλακωτό». 
 Δεν παρζχονται περιςςότερεσ πλθροφορίεσ για τον τρόπο επιλογισ των 
κινιςεων. Το πιο πικανό είναι να χρθςιμοποιεί ςτακερι ςυνάρτθςθσ αξιολόγθςθσ 
που ζχει ρυκμιςτεί από τον προγραμματιςτι, χωρίσ να ςυμπεριλαμβάνει κάποιο 
είδοσ μάκθςθσ.    
5.1.4 Tavli3D 
 
Σχιμα 33: Στιγμιότυπα ενόσ παιχνιδιοφ «φεφγα» από το πρόγραμμα Tavli3D 
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Το πρόγραμμα Tavli3D είναι ζνα πρόγραμμα ανοικτοφ κϊδικα, το οποίο είναι 
και το μοναδικό, ςφμφωνα με όςα γνωρίηουμε, που παίηει και τα τρία παιχνίδια του 
ταβλιοφ («πόρτεσ, πλακωτό, φεφγα»).  
Η επιλογι των κινιςεων γίνεται μζςω μιασ ςυνάρτθςθσ που βακμολογεί τισ 
κζςεισ βάςει ςυγκεκριμζνων κριτθρίων. Για παράδειγμα ςτο «πλακωτό» 
βακμολογεί αρνθτικά κάκε δικό του ποφλι που μζνει ελεφκερο (με μεγαλφτερθ 
μείωςθ, εάν το ποφλι βρίςκεται ςτθν περιοχι εκκίνθςθσ) και επιβραβεφει τισ 
«πόρτεσ» ςτισ γωνίεσ (μια ςτρατθγικι που κεωρείται παραδοςιακά 
αποτελεςματικι για το «πλακωτό»). Πλεσ οι επιμζρουσ παράμετροι ακροίηονται 
ςτακμιςμζνεσ κατάλλθλα και τελικά επιλζγεται θ κίνθςθ που παράγει τθ κζςθ με τθ 
μεγαλφτερθ βακμολογία. 
Η παρουςία του κϊδικα του προγράμματοσ ιταν πολφ ςθμαντικι, κακϊσ 
δόκθκε θ δυνατότθτα να δοκιμαςτοφν οι πράκτορεσ που υλοποιικθκαν ςε αυτι τθν 
εργαςία εναντίον του Tavli3D ςε μεγάλθ κλίμακα (χιλιάδεσ παρτίδεσ). Ζτςι 
εξάχκθκαν αξιόπιςτα ςυμπεράςματα για τθν ποιότθτα των πρακτόρων, αφοφ θ 
αξιολόγθςθ ζγινε κατά ζνα μζροσ με τθ χριςθ ανεξάρτθτου λογιςμικοφ.  
5.2 Τλοπούηςη πρακτόρων 
Για τθν υλοποίθςθ των πρακτόρων που παίηουν τα παιχνίδια «φεφγα» και 
«πλακωτό» χρθςιμοποιικθκαν ωσ οδθγόσ οι εργαςίεσ του Tesauro, όπωσ 
περιγράφθκαν ςτο προθγοφμενο κεφάλαιο με κάποιεσ διαφορζσ. Ο λόγοσ που 
επελζγθ αυτι θ τεχνικι ιταν τα εξαιρετικά αποτελζςματα που είχε δϊςει ςτο 
παιχνίδι του backgammon∙ ζτςι υποκζςαμε ότι κα απζδιδε εξίςου και ςτισ 
ελλθνικζσ παραλλαγζσ που βαςίηονται ςτο ίδιο ταμπλό του παιχνιδιοφ, άρα και 
ςτθν ίδια αναπαράςταςθ των καταςτάςεων.  
5.2.1 Περιβϊλλον ανϊπτυξησ 
Η γλϊςςα προγραμματιςμοφ των πρακτόρων και όλων των προγραμμάτων τθσ 
εργαςίασ είναι θ C++. Στθν αρχι τθσ εργαςίασ χρθςιμοποιικθκε ο Visual C++ 2008 
compiler τθσ Microsoft, αλλά αργότερα αντικαταςτάκθκε από τον MiniGW, γιατί 
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διαπιςτϊκθκε ότι ιταν 10-20% γρθγορότεροσ ςτθν εκτζλεςθ των προγραμμάτων. 
Για τθ γρθγορότερθ εκτζλεςθ των προγραμμάτων ενεργοποιικθκε ςτο 
μεταγλωττιςτι θ παράμετροσ για πλιρθ βελτιςτοποίθςθ /Ο3 (full optimization). 
Ο Η/Υ, όπου πραγματοποιικθκαν όλα τα πειράματα, είχε τα ακόλουκα 
χαρακτθριςτικά: Intel Core 2 Duo E8400 Processor ςτα 3GHz (για τισ ανάγκεσ τισ 
εργαςίασ ζγινε κάποια ςτιγμι overclocking ςτα 3,4GHz), 4GB RAM, Windows 7 64 
Bit. Πλοι οι χρόνοι εκτζλεςθσ των εκπαιδεφςεων που αναφζρονται ςτα πειράματα 
βαςίηονται ςτθν παραπάνω ςφνκεςθ. 
5.2.2 Μεθοδολογύα υλοπούηςησ 
Η αναπαράςταςθ των καταςτάςεων ςτισ ειςόδουσ ενόσ νευρωνικοφ δικτφου 
είναι γνωςτό ότι είναι πολφ ςθμαντικόσ παράγοντασ για τθν επιτυχία τθσ μάκθςθσ. 
Κατά τθ διάρκεια τθσ υλοποίθςθσ τθσ εργαςίασ ζγιναν πειράματα με άλλεσ 
κωδικοποιιςεισ των καταςτάςεων, όμωσ καμία από αυτζσ που δοκιμάςτθκαν δεν 
ζδωςε τθν απόδοςθ τθσ κωδικοποίθςθσ του Tesauro (για τθν ακρίβεια οφτε καν τθν 
πλθςίαςε). 
Για τθν κωδικοποίθςθ του αποτελζςματοσ όμωσ ακολουκικθκε διαφορετικι 
προςζγγιςθ. Στισ εργαςίεσ του ο Tesauro χρθςιμοποίθςε 4 εξόδουσ, μια για κάκε 
δυνατι ζκβαςθ τθσ παρτίδασ (νίκθ, ιττα, «νίκθ διπλό», «ιττα διπλό»). Ραρακάτω 
παρουςιάηονται οι τζςςερισ δυνατζσ εκβάςεισ τθσ παρτίδασ. 
 Απλι νίκθ: (1,0,0,0) 
 Διπλι νίκθ: (1,0,1,0) 
 Απλι ιττα: (0,1,0,0) 
 Διπλι ιττα: (0,1,0,1) 
Ο πράκτορασ του Tesauro χρθςιμοποιϊντασ τον αλγόρικμο TD(λ) και 
μεκοδολογία εκπαίδευςθσ δράςτθ-κριτι εκπαίδευςε online το νευρωνικό δίκτυο, 
για να μάκει αυτά τα αποτελζςματα κίνθςθ προσ κίνθςθ, δθλαδι το δίκτυο μάκαινε 
να παίηει το παιχνίδι και για τισ δφο πλευρζσ, όπωσ φαίνεται ςτο παρακάτω ςχιμα. 
Για να μπορεί να ξεχωρίηει το δίκτυο με ποιον παίκτθ πρζπει να αςχολθκεί, ζπρεπε 
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να προςτεκοφν δφο δυαδικά ςιματα ειςόδου που διλωναν τίνοσ ςειρά είναι να 
παίξει. 
A B A B
V1 V2 V3 V4
 
Σχιμα 34: Διαδικαςία ανάςτροφων ενθμερϊςεων ςτο TD-Gammon. Οι παίκτεσ Α, Β παίηουν 
εναλλάξ κινιςεισ και οι αξίεσ των καταςτάςεων που προκφπτουν ενθμερϊνουν τισ 
προθγοφμενεσ αξίεσ. 
Από τθν αρχι τθσ υλοποίθςθσ τθσ εργαςίασ αυτισ αποφαςίςτθκε ότι το 
νευρωνικό δίκτυο δεν κα ζπρεπε να μακαίνει να παίηει και για τουσ δφο παίκτεσ 
αλλά μόνο για τον ζνα, κακϊσ κεωρικθκε ότι ο δεφτεροσ παίκτθσ μπορεί να παίξει 
ςαν να ιταν ο πρϊτοσ με μια απλι ςυμμετρικι αντιςτροφι τθσ κζςθσ. Ζτςι δεν 
χρειάηεται να ζχουμε 4 εξόδουσ αλλά 3 και καμία είςοδο που να ορίηει τίνοσ είναι θ 
ςειρά να παίξει (αφοφ θ μάκθςθ εξετάηει πάντα ζναν παίκτθ). Ραρακάτω 
παρουςιάηονται οι ακολουκίεσ των εξόδων για τισ 4 δυνατζσ εκβάςεισ τθσ 
παρτίδασ: 
 Απλι νίκθ: (1,0,0) 
 Διπλι νίκθ: (1,1,0) 
 Απλι ιττα: (0,0,0) 
 Διπλι ιττα: (0,0,1) 
Μετά από διάφορουσ πειραματιςμοφσ επελζγθ θ ακόλουκθ διαδικαςία: 
A B A B
V1 V2 V3inverted inverted
A
ΑΝΤΙΣΤ΢ΟΦΗ
ΘΕΣΗΣ ΘΕΣΗΣ
ΑΝΤΙΣΤ΢ΟΦΗ
ΘΕΣΗΣ
ΑΝΤΙΣΤ΢ΟΦΗ
ΘΕΣΗΣ
ΑΝΤΙΣΤ΢ΟΦΗ
 
Σχιμα 35: Διαδικαςία ανάςτροφων ενθμερϊςεων που επελζγθ ςτθν υλοποίθςθ τθσ 
εργαςίασ. Οι ενθμερϊςεισ γίνονται ανά δφο κινιςεισ αφοφ αντιςτραφεί θ τελικι αξία. 
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Η διαδικαςία ενθμζρωςθσ γίνεται ωσ εξισ: Ξεκινϊντασ από τθν αρχι τθσ 
παρτίδασ ο πρϊτοσ παίκτθσ (Α) παίηει τθν κίνθςι του ςφμφωνα με τθν τρζχουςα 
πολιτικι και εμφανίηεται μια κζςθ Α1. Σε αυτι τθ κζςθ ο πράκτορασ κζλει να μάκει 
τθν αξία τθσ (μετα-)κατάςταςθσ V1. Επειδι ζχουμε ορίςει ότι ο πράκτορασ μακαίνει 
πάντα από τθ πλευρά του πρϊτου παίκτθ τισ κινιςεισ, αντιςτρζφουμε τθ κζςθ, ζτςι 
ϊςτε θ κζςθ του δεφτερου παίκτθ (Β) να αντιμετωπίηεται ςαν του πρϊτου παίκτθ.  
Ο δεφτεροσ παίκτθσ παίηει τθν επόμενθ κίνθςθ πάλι ςφμφωνα με τθν τρζχουςα 
πολιτικι και προκφπτει μια κζςθ, θ αξία τθσ οποίασ (V2) είναι ο ςτόχοσ τθσ 
ανάςτροφθσ ενθμζρωςθσ. Η αξία αυτι όμωσ είναι υπολογιςμζνθ από τθν πλευρά 
του δεφτερου παίκτθ. Η V2 για να γίνει ςυμβατι με τθ V1 πρζπει να αντιςτραφεί. 
Εάν το ςιμα εξόδου το ςυμβολίςουμε με (p1, p2, p3), θ αντιςτροφι αυτι γίνεται με 
τον τφπο: inv (p1, p2, p3) = (1 – p1, p3, p2). Οι αξίεσ V1,V2 ςε περίπτωςθ εκπαίδευςθσ 
online μποροφν να χρθςιμοποιθκοφν για τθν ενθμζρωςθ τθσ πολιτικισ εκείνθ τθ 
ςτιγμι ι να αποκθκευτοφν, για να χρθςιμοποιθκοφν μετά το τζλοσ τθσ παρτίδασ 
ςτθν εκπαίδευςθ offline. Η κζςθ που προκφπτει αντιςτρζφεται ξανά και θ 
διαδικαςία ςυνεχίηεται με τον ίδιο τρόπο μζχρι το τζλοσ τθσ παρτίδασ-επειςοδίου. 
Η ςυνεχισ επανάλθψθ αυτισ τθσ διαδικαςίασ οδθγεί ςτθν εκμάκθςθ των τριϊν 
αυτϊν εξόδων για κάκε κζςθ (ακριβζςτερα γίνεται μια γενίκευςθ ςε όλεσ τισ 
καταςτάςεισ με το νευρωνικό δίκτυο ωσ προςζγγιςθ ςυνάρτθςθσ), με αποτζλεςμα ο 
πράκτορασ ςιγά-ςιγά να μακαίνει τισ πικανότθτεσ νίκθσ, διπλισ νίκθσ και διπλισ 
ιττασ ανά πάςα ςτιγμι. Ζτςι όταν πρζπει να επιλζξει κάποια κίνθςθ, βακμολογεί 
όλεσ τισ διάδοχεσ κζςεισ με τον ακόλουκο τφπο:   
V = 2*p1 – 1 + 2 *(p2 - p3), 
και επιλζγει τθν κίνθςθ που οδθγεί ςτθν μετα-κζςθ με τθ μεγαλφτερθ αξία. 
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Σχιμα 36: Ραράδειγμα δφο αντίςτροφων κζςεων ςτο παιχνίδι «φεφγα» 
5.2.3 Ρυθμύςεισ παραμϋτρων υλοπούηςησ 
Μετά τον κακοριςμό τθσ μεκοδολογίασ ζπρεπε να επιλεγεί εάν ο τρόποσ 
εκπαίδευςθσ κα γίνεται online ι offline. Υπενκυμίηεται ότι ςτθν εκπαίδευςθ offline 
θ πολιτικι μζνει ςτακερι μζςα ςτο επειςόδιο και αλλάηει μετά το τζλοσ του, ενϊ 
ςτθν εκπαίδευςθ online θ πολιτικι αλλάηει μετά από κάκε χρονικό βιμα. Στισ 
εργαςίεσ του ο Tesauro δεν αναφζρει ςυγκεκριμζνα ποια από τα δφο είδθ 
εκπαίδευςθσ ακολοφκθςε, το πιο πικανό είναι όμωσ, βάςει των ςυμφραηομζνων, 
να ακολοφκθςε εκπαίδευςθ online.  
Στθν αρχι τθσ υλοποίθςθσ τθσ παροφςθσ εργαςίασ ζγιναν πειράματα 
εκπαίδευςθσ offline και online πάνω ςτο παιχνίδι «φεφγα» για λ = 0, α = 0.1. Τα 
αποτελζςματα των πειραμάτων ζδειξαν ότι δεν υπιρχε ςθμαντικι διαφορά οφτε 
ςτθν ταχφτθτα μάκθςθσ αλλά οφτε και ςτθν τελικι ικανότθτα του πράκτορα. Τελικά 
επιλζχτθκε θ διαδικαςία εκπαίδευςθσ offline, γιατί – κατά τθ γνϊμθ μασ - ιταν θ 
πιο φυςικι ςτθν υλοποίθςι τθσ ςε κϊδικα. 
Μια άλλθ επιλογι που ζπρεπε να γίνει ιταν εκείνθ τθσ εμπρόςκιασ 
(κεωρθτικισ) ι οπίςκια όψθσ (ίχνθ επιλεξιμότθτασ) ςτθ μζκοδο χρονικϊν 
διαφορϊν n-βθμάτων. Τελικά επελζγθ θ εμπρόςκια-κεωρθτικι όψθ. Το 
πλεονζκτθμα του μικρότερου υπολογιςτικοφ κόςτουσ είναι αμελθτζο ςτθ 
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ςυγκεκριμζνθ εργαςία, κακϊσ το κόςτοσ υπολογιςμοφ τθσ καλφτερθσ κίνθςθσ είναι 
κατά πολφ μεγαλφτερο από το κόςτοσ τθσ ανάςτροφθσ ενθμζρωςθσ. 
Η παράμετροσ του ρυκμοφ μάκθςθσ α παρζμεινε ςτακερι ςτθν τιμι 0,1 ςε όλα 
τα πειράματα που ζγιναν. Αρχικά είχαν γίνει και κάποια πειράματα με διαφορετικζσ 
τιμζσ του α, αλλά τα αποτελζςματα ιταν ανάμεικτα. Μεγάλοσ ρυκμόσ μάκθςθσ 
μπορεί να οδθγιςει ςε απόκλιςθ, ενϊ από τθν άλλθ πολφ μικρόσ κακιςτά πολφ 
αργι τθ μάκθςθ. Η τιμι 0,1 είναι μια τυπικι μζςθ τιμι των παραπάνω 
καταςτάςεων που ακολουκικθκε και ςτισ εργαςίεσ του Tesauro.  
Η παράμετροσ λ είναι μια από τισ πιο ςθμαντικζσ παραμζτρουσ που μποροφν 
να επιταχφνουν το ρυκμό μάκθςθσ, εάν ρυκμιςτεί ςωςτά. Ζγιναν εκτενείσ 
πειραματιςμοί με διάφορεσ τιμζσ του λ (κα παρουςιαςτοφν αναλυτικά ςτισ 
ενότθτεσ ανά παιχνίδι) και τελικά επελζγθ θ τιμι 0,7 για το «φεφγα» και 0 για το 
«πλακωτό».  
Άλλθ μια ςθμαντικι παράμετροσ είναι ο αρικμόσ των νευρϊνων για το κρυφό 
επίπεδο του νευρωνικοφ δικτφου. Χρθςιμοποιικθκε νευρωνικό δίκτυο με ζνα 
κρυφό επίπεδο και ςιγμοειδείσ νευρϊνεσ. Γενικότερα, όςο περιςςότεροι νευρϊνεσ 
ςτο κρυφό επίπεδο, τόςο καλφτερο το επίπεδο τθσ τελικισ μάκθςθσ∙  όμωσ από τθν 
άλλθ πλευρά χρειάηονται περιςςότερεσ παρτίδεσ για τθ ςφγκλιςθ. Επίςθσ, λόγω του 
μεγάλου παράγοντα διακλάδωςθσ ςτο τάβλι ο αρικμόσ των νευρϊνων επθρεάηει 
και το χρόνο επιλογισ τθσ καλφτερθσ κίνθςθσ τόςο κατά τθ διάρκεια τθσ 
μακθςιακισ διαδικαςίασ όςο και κατά τθ διεξαγωγι μιασ παρτίδασ με κάποιον 
αντίπαλο. Ειδικά για τθν τελευταία περίπτωςθ, το κόςτοσ αυτό πολλαπλαςιάηεται, 
όταν χρθςιμοποιείται αναηιτθςθ πάνω από 1-ply.  
Εδϊ πρζπει να ςθμειωκεί ότι, όπωσ παρατθρικθκε και ςτισ εργαςίεσ του 
Tesauro, θ αφξθςθ των νευρϊνων δεν οδιγθςε ςε υπερπροςαρμογι, όπωσ 
ςυνικωσ ςυμβαίνει  ςε νευρωνικά δίκτυα με επιβλεπόμενθ μάκθςθ, αφοφ θ 
διαδικαςία αυτοεκπαίδευςθσ εγγυάται ότι τα παραδείγματα εκπαίδευςθσ ςυνεχϊσ 
αλλάηουν. Ο αρικμόσ των νευρϊνων του τελικοφ πράκτορα τελικά επελζγθ 
εμπειρικά ςτο 100 και ςτα 2 παιχνίδια. Ενδεχομζνωσ μικρότεροσ αρικμόσ νευρϊνων 
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κα είναι μια καλφτερθ πρακτικι επιλογι, όταν ςυνδυάηεται με n-ply αναηιτθςθ, 
εάν θ διαφορά ςε απόδοςθ κυμαίνεται ςε αποδεκτό επίπεδο. Ρεραιτζρω 
πειράματα είναι απαραίτθτα για τον υπολογιςμό του βζλτιςτου αρικμοφ νευρϊνων 
ςε ςυνδυαςμό με αναηιτθςθ. 
Μια ρφκμιςθ που ςε κάποιεσ εφαρμογζσ των νευρωνικϊν δικτφων παρουςιάηει 
ενδιαφζρον είναι οι αρχικζσ τιμζσ των βαρϊν του νευρωνικοφ δικτφου. Στο πλαίςιο 
τθσ προετοιμαςίασ πριν από τθν κανονικι εκπαίδευςθ ζγιναν πειράματα με 
διαφορετικζσ αρχικζσ τιμζσ εφρουσ του διαςτιματοσ των τυχαίων βαρϊν. Σε όλεσ 
τισ περιπτϊςεισ φάνθκε ότι το νευρωνικό δίκτυο ςυνζκλινε πάντα ςχεδόν ςτθν ίδια 
απόδοςθ. Τελικά επελζγθ θ ομοιόμορφθ κατανομι ςτο διάςτθμα (-0,5, 0,5). Επίςθσ 
παρατθρικθκε ότι τα ίδια αρχικά βάρθ, εάν εκπαιδεφονταν δφο φορζσ ανεξάρτθτα, 
ζδιναν εν τζλει παρόμοια αςυμπτωτικι απόδοςθ. 
Τζλοσ, δοκιμάςτθκε θ τεχνικι εξερεφνθςθσ e-greedy, παρότι ιταν γνωςτό ότι 
λόγω τθσ τυχαιότθτασ των ηαριϊν το τάβλι προςφζρει από μόνο του μια φυςικι 
διαδικαςία εξερεφνθςθσ. Μετά από διάφορεσ δοκιμζσ επελζγθςαν οι τιμζσ 0,05 για 
το «φεφγα» και 0 για το «πλακωτό».  
Παράμετροι Φεφγα Πλακωτό 
Offline/ Online Offline Offline 
Εμπρόςκια/οπίςκια όψθ Εμπρόςκια Εμπρόςκια 
΢υκμόσ μάκθςθσ α 0,1 0,1 
λ 0,7 0 
Αρικμόσ νευρϊνων κρυφοφ επιπζδου 100 100 
Αρχικοποίθςθ βαρϊν  (-0,5, 0,5) (-0,5, 0,5) 
Ροςοςτό εξερεφνθςθσ e-greedy (e) 0,05 0 
Σχιμα 37: Συνοπτικι παρουςίαςθ των παραμζτρων που επελζγθςαν για τθ διαδικαςία 
μάκθςθσ του τελικοφ πράκτορα ανά παιχνίδι 
5.2.4 Αξιολόγηςη πρακτόρων 
Για τθν αξιολόγθςθ των πρακτόρων ακολουκικθκαν δφο διαδικαςίεσ:  
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α) Αξιολόγθςθ εναντίον του προγράμματοσ ανοικτοφ λογιςμικοφ Tavli3D. Μετά 
από τθν εξζταςθ του κϊδικα του Tavli3D, προςδιορίςτθκε το ςθμείο που κάνει τθν 
βακμολόγθςθ και χρθςιμοποιικθκε, για να φτιαχτεί ζνα ξεχωριςτό πρόγραμμα 
benchmarking μζςω του οποίου ο πράκτορασ μποροφςε να παίξει ζναν 
οποιοδιποτε αρικμό παρτίδων με αντίπαλο τον κϊδικα του Tavli3D και να 
καταγράψει τα αποτελζςματα ςε αρχείο. Ρρζπει να ςθμειωκεί εδϊ ότι ο κϊδικασ 
του Tavli3D, που αντλικθκε από το sourceforge, αντιςτοιχοφςε ςε παλαιότερθ 
ζκδοςθ από αυτι του εκτελζςιμου αρχείου, που μπορεί κανείσ να μεταφορτϊςει, 
και περιείχε και πολλά λάκθ, τα οποία διορκϊκθκαν, για να μπορζςει να 
μεταγλωττιςτεί ςωςτά. Ωσ εκ τοφτου, θ ικανότθτα του Tavli3D που 
χρθςιμοποιικθκε για τθν αξιολόγθςθ των πρακτόρων ενδζχεται να διαφζρει από 
αυτιν του εκτελζςιμου αρχείου που είναι διακζςιμο. 
β) Αξιολόγθςθ εναντίον «παγωμζνων» βαρϊν εκπαίδευςθσ. Κατά τθ διάρκεια 
τθσ εκπαίδευςθσ τα βάρθ του πράκτορα αποκθκεφονται περιοδικά ςτο ςκλθρό 
δίςκο. Μετά το τζλοσ τθσ εκπαίδευςθσ επιλεγμζνα βάρθ από κάποια ςθμεία τθσ 
εκπαίδευςθσ αντιμετϊπιηαν όλα τα υπόλοιπα βάρθ (ςε τουλάχιςτον 1000 
παρτίδεσ), ϊςτε να υπάρχει μια εκτίμθςθ του ρυκμοφ μάκθςθσ. Ενδεικτικζσ τιμζσ 
επιλεγμζνων βαρϊν που χρθςιμοποιικθκαν είναι:  
 αρχικά βάρθ 
 βάρθ μετά από 10000 παρτίδεσ 
 βάρθ μετά από 100000 παρτίδεσ 
 βάρθ μετά από 500000 παρτίδεσ 
 βάρθ μετά από 1000000 παρτίδεσ 
Η διαδικαςία αυτι χρθςιμοποιικθκε ςυμπλθρωματικά κυρίωσ ωσ δεφτεροσ 
ζλεγχοσ των αποτελεςμάτων τθσ πρϊτθσ. 
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5.3 Υεύγα 
5.3.1 Αρχικό υλοπούηςη (Υεύγα-1) 
Για τθν υλοποίθςθ του πράκτορα για το «φεφγα» πρϊτα υλοποιικθκε θ 
κωδικοποίθςθ των ειςόδων χωρίσ κανζνα επιπλζον χαρακτθριςτικό. Η 
κωδικοποίθςθ των ειςόδων ζγινε ακριβϊσ όπωσ ςτο TD-Gammon χωρίσ όμωσ τισ 
ειςόδουσ που κακόριηαν ποιοσ παίκτθσ ζχει τθ ςειρά κίνθςθσ και χωρίσ τισ ειςόδουσ 
για τα «πιαςμζνα» ποφλια (τζτοια ποφλια υπάρχουν μόνο ςτισ «πόρτεσ»). Κατά 
ςυνζπεια, το νευρωνικό δίκτυο είχε 194 ειςόδουσ και, ςφμφωνα με τα λεγόμενα τθσ 
προθγοφμενθσ ενότθτασ, 3 εξόδουσ. Τθν υλοποίθςθ αυτι τθν ονομάηουμε Φεφγα-
1. 
Ππωσ και με το TD-Gammon, παρατθρικθκε ζνα ςθμαντικό ποςοςτό μάκθςθσ 
ακόμθ και χωρίσ τθν προςκικθ «ζξυπνων» χαρακτθριςτικϊν. Χρειάςτθκαν 
ελάχιςτεσ παρτίδεσ εκπαίδευςθσ, ϊςτε ο πράκτορασ να ξεπεράςει ςε ικανότθτα το 
πρόγραμμα Tavli3D, όπωσ φαίνεται από τα παρακάτω διάγραμμα.  
 
Σχιμα 38: Ρρόοδοσ εκπαίδευςθσ δικτφου 80 κρυφϊν νευρϊνων χωρίσ χαρακτθριςτικά 
ενάντια ςε αγϊνα 1000 παρτίδων με το πρόγραμμα Tavli3D ςτο «φεφγα» για λ = 0,7 
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Ζγιναν επίςθσ και κάποια πειράματα, για να φανεί πόςο επθρεάηει θ τιμι του λ 
τθ διαδικαςία τθσ μάκθςθσ. Ξεκινϊντασ με τα ίδια αρχικά βάρθ και αλλάηοντασ τθν 
τιμι του λ ζγιναν ξεχωριςτζσ εκπαιδεφςεισ για τζςςερισ διαφορετικζσ τιμζσ του λ. 
Τα περιοδικά αποκθκευμζνα βάρθ ζπαιξαν 1000 παρτίδεσ εναντίον των αρχικϊν 
βαρϊν, για να εκτιμθκεί θ απόδοςι τουσ. Ραρατθρικθκε ότι, όςο μεγάλωνε το λ, 
τόςο περιςςότερεσ αυξομειϊςεισ είχε θ απόδοςθ τθσ εκπαίδευςθσ. Φαίνεται όμωσ 
κακαρά ότι με τθν τιμι λ = 0 θ εκπαίδευςθ αργεί περιςςότερο να φτάςει ςτθ 
ςφγκλιςθ. Βάςει αυτϊν των μετριςεων αποφαςίςτθκε να χρθςιμοποιθκεί θ τιμι λ = 
0,7 για τα επόμενα πειράματα ςτο «φεφγα».  
 
Σχιμα 39: Ρρόοδοσ εκπαίδευςθσ δικτφου 80 κρυφϊν νευρϊνων χωρίσ χαρακτθριςτικά 
ενάντια ςε αγϊνα 1000 παρτίδων με τα αρχικά βάρθ για διάφορεσ τιμζσ του λ  
Ο χρόνοσ που απαιτικθκε για τθν εκπαίδευςθ των 500000 παρτίδων του 
Φεφγα-1 ιταν περίπου 12,5 ϊρεσ. 
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5.3.2 Προςθόκη «Έξυπνων» Φαρακτηριςτικών (Υεύγα-2) 
Τα αποτελζςματα του πράκτορα ιταν πολφ ικανοποιθτικά, αφοφ κατάφερε να 
κερδίηει άνετα το Tavli3D χωρίσ τθν προςκικθ επιπλζον γνϊςθσ με τθ μορφι 
χαρακτθριςτικϊν για τθ μάκθςθ. Λόγω όμωσ τθσ πολφ χαμθλισ απόδοςθσ του 
προγράμματοσ Tavli3D, προβικαμε και ςε υποκειμενικι ανάλυςθ, για να εκτιμθκεί 
θ απόδοςι του εναντίον ζμπειρων παικτϊν.  
Μετά από δζκα περίπου παρτίδεσ παρατθρικθκαν και καταγράφθκαν τα 
πλεονεκτιματα και οι αδυναμίεσ του πράκτορα. Στα κετικά ςθμεία του πράκτορα 
υπολογίηονται θ αντίλθψθ του «απλϊματοσ» του πουλιϊν, θ ςθμαςία που ζδινε 
ςτθν κατάλθψθ τθσ περιοχισ εκκίνθςθσ του αντιπάλου, αλλά και ςτθν προςταςία 
τθσ δικισ του περιοχισ εκκίνθςθσ, και θ ςωςτι εκτίμθςθ τθσ κζςθσ ςχετικά με το 
βακμό εγγφτθτασ των πουλιϊν ςτθν περιοχι «μαηζματοσ». Μια ςθμαντικι όμωσ 
αδυναμία που εντοπίςτθκε ιταν θ περιοδικι αδιαφορία για τθ δθμιουργία 
«εξάπορτου» και για τθν αποτροπι του αντιπάλου από τθ δθμιουργία «εξάπορτου» 
αντίςτοιχα.  
Το «εξάπορτο» είναι μία διάταξθ πουλιϊν κατά τθν οποία κάποιοσ παίκτθσ ζχει 
6 ςυνεχόμενεσ πόρτεσ κατά τθ φορά κίνθςισ του. Εάν ζνασ παίκτθσ ζχει κάνει 
«εξάπορτο», τα ποφλια του αντιπάλου που βρίςκονται πίςω απ’ αυτό δεν μποροφν 
να προχωριςουν, όςο διατθρείται θ διάταξθ αυτι.  
Στο «φεφγα» το «εξάπορτο» είναι πιο ςθμαντικό ςε ςχζςθ με τα άλλα δφο 
παιχνίδια, γιατί οι «πόρτεσ» μποροφν να ςχθματιςτοφν μόνο με ζνα ποφλι, άρα 
πολφ πιο εφκολα. Οι ζμπειροι παίκτεσ του «φεφγα» γνωρίηουν ότι θ δθμιουργία 
«εξάπορτου» και θ ταυτόχρονθ παρεμπόδιςθ του αντιπάλου απ’ το ςχθματιςμό 
«εξάπορτου» είναι μια από τισ πιο αποτελεςματικζσ ςτρατθγικζσ. Ο πράκτορασ 
όμωσ κατά τθ διαδικαςία τθσ εκπαίδευςθσ χωρίσ χαρακτθριςτικά δεν μπορεί να 
αντιλθφκεί εγκαίρωσ τθ ςθμαςία του «εξάπορτου». Ραρατθρικθκε ότι, ακόμα και 
όταν πραγματοποιεί «εξάπορτο», αυτό γίνεται μάλλον λόγω άλλων παραμζτρων, 
κακϊσ μετά από λίγο υπάρχει περίπτωςθ να το «ςπάςει», χωρίσ να είναι 
υποχρεωμζνοσ από το ηάρι. Σθμαντικόσ παράγοντασ επιτυχίασ ςτο «φεφγα», 
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ςφμφωνα πάντα με τθν υποκειμενικι γνϊμθ των ειδικϊν, είναι και θ διατιρθςθ του 
«εξάπορτου» όςο περιςςότερο γίνεται. 
Αποφαςίςτθκε να προςτεκεί θ ειδικι γνϊςθ του «εξάπορτου» ςτισ ειςόδουσ 
του νευρωνικοφ δικτφου με τθν ελπίδα ότι με τθν πάροδο πολλϊν παρτίδων 
εκπαίδευςθσ ο πράκτορασ κα αναγνϊριηε τθν αξία αυτϊν των ειςόδων και κα 
ενθμζρωνε κατάλλθλα τα βάρθ του νευρωνικοφ δικτφου. Μαηί με αυτι 
προςτζκθκαν και δφο ακόμθ χαρακτθριςτικά που είχαν προτακεί από τισ εργαςίεσ 
του Tesauro: το pipcount και θ κατάςταςθ race.  
Το pipcount είναι ζνασ αρικμόσ που δείχνει πόςο κοντά ςτο τζλοσ τθσ παρτίδασ 
είναι ο παίκτθσ. Υπολογίηεται πολλαπλαςιάηοντασ τον αρικμό των πουλιϊν ςε κάκε 
ςθμείο με τον αρικμό του ςθμείου και ακροίηοντασ τα αποτελζςματα. Πςο πιο 
μικρό είναι το pipcount τόςο πιο «μπροςτά» λζμε ότι βρίςκεται ο παίκτθσ. Το 
pipcount υλοποιικθκε ςτθν εργαςία με μία είςοδο. Εάν pipA και pipB είναι τα 
pipcounts των δφο παικτϊν, θ είςοδοσ του νευρωνικοφ δικτφου ορίςτθκε εμπειρικά 
με τθν τιμι: (pipA – pipB) / 60.  
Η κατάςταςθ race ςυμβαίνει, όταν οι δφο παίκτεσ απεμπλακοφν τελείωσ 
μεταξφ τουσ, δθλαδι κατά τθ φορά κίνθςισ τουσ δεν υπάρχει κανζνα ποφλι του 
αντιπάλου που να τουσ κλείνει το δρόμο. Πταν ζνα παιχνίδι «φεφγα» βρεκεί ςε 
αυτιν τθν κατάςταςθ, δεν ζχει νόθμα να γίνεται ςωςτό «άπλωμα» των πουλιϊν ι 
να ςτοχεφουμε ςτο «εξάπορτο», αφοφ δεν υπάρχουν ποφλια του αντιπάλου που 
μποροφν να εγκλωβιςτοφν. Η καλφτερθ ςτρατθγικι ςε αυτζσ τισ κζςεισ είναι θ 
καλφτερθ δυνατι τοποκζτθςθ των πουλιϊν ςτθν περιοχι του «μαηζματοσ». Το 
χαρακτθριςτικό προςτζκθκε με τθν προςδοκία τθσ καλφτερθσ τοποκζτθςθσ των 
πουλιϊν από τον πράκτορα πριν από το «μάηεμα». Για τθν υλοποίθςθ τθσ 
κατάςταςθσ αυτισ χρθςιμοποιικθκαν δφο δυαδικζσ είςοδοι (μία για κάκε παίκτθ) 
και αποφαςίςτθκε να εξαιρεκοφν από τθν ζννοια τθσ παρεμπόδιςθσ τα δφο 
τελευταία ςθμεία του «μαηζματοσ». 
 
  
93 
 
Σχιμα 40: Ραράδειγμα κατάςταςθσ race ςτο «φεφγα» (ο μαφροσ «μαηεφει» κάτω δεξιά). Ο 
μαφροσ παίκτθσ ζχει pipcount 14 + 13 + 12 + 11 + 2*10 + 9 + 8 + 2*6 + 2*5 + 4 + 3 + 2 = 118 
 
Για το χαρακτθριςτικό του «εξάπορτου» ζγινε διαχωριςμόσ ςε τρία 
διαφορετικά είδθ «εξάπορτων» ανάλογα με τθ ςθμαςία τουσ: 
          
 Α) προχωρθμζνο «εξάπορτο»   Β) «ςπαςτό εξάπορτο» 
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   Γ) απλό «εξάπορτο» 
Σχιμα 41: Τα τρία διαφορετικά είδθ «εξάπορτου» ςτο «φεφγα» 
Τα «εξάπορτα» τφπου Α και Β ομαδοποιικθκαν ςτθν ίδια είςοδο του 
νευρωνικοφ δικτφου, κακότι κρίκθκε ότι ζχουν τθν ίδια ςθμαςία. Αυτό δεν είναι 
απολφτωσ ακριβζσ∙ μάλιςτα υπάρχουν διαφορζσ ακόμα και ανάμεςα ςε 
«εξάπορτα» του ίδιου τφπου, αλλά εκτιμικθκε ότι μεγάλθ διαφορά «ποιότθτασ» 
των «εξάπορτων» ςε αυτζσ τισ δφο κατθγορίεσ ςπάνια εμφανίηεται και 
ενδεχομζνωσ οι εςωτερικοί νευρϊνεσ του δικτφου κα ξεχωρίςουν τζτοιεσ 
περιπτϊςεισ.  
Το απλό «εξάπορτο» κάλυψε μια ακόμθ είςοδο του νευρωνικοφ δικτφου. Πλεσ 
οι περιπτϊςεισ «εξάπορτου» ελζγχονταν και για τουσ δφο παίκτεσ με αποτζλεςμα 
να ζχουμε ςυνολικά 4 δυαδικζσ ειςόδουσ για αυτά. Ζτςι λοιπόν ζχουμε 7 ειςόδουσ 
για τα χαρακτθριςτικά «ζξυπνθσ» γνϊςθσ, που ανεβάηουν το ςυνολικό αρικμό των 
ειςόδων του νευρωνικοφ δικτφου ςε 201. 
Ζξυπνα χαρακτθριςτικά «φεφγα» Αρικμόσ ειςόδων 
για τον παίκτθ Α 
Αρικμόσ ειςόδων 
για τον παίκτθ Β 
Pipcount 1 
Race 1 1 
Εξάπορτο τφπων Α ή  Β 1 1 
Εξάπορτο τφπου Γ (απλό) 1 1 
Σχιμα 42: Σφνοψθ των ζξυπνων χαρακτθριςτικϊν που χρθςιμοποιικθκαν ςτο «φεφγα» 
Η πειραματικι εκπαίδευςθ που παρουςιάςτθκε ονομάηεται Φεφγα-2 και θ 
απόδοςι του ενάντια ςτον πράκτορα χωρίσ επιπλζον χαρακτθριςτικά φαίνεται 
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ςυγκριτικά ςτο παρακάτω διάγραμμα. Ο χρόνοσ που χρειάςτθκε για τθν 
εκπαίδευςθ 500000 παρτίδων ιταν 21 ϊρεσ. 
 
Σχιμα 43: Σφγκριςθ του πράκτορα χωρίσ ζξυπνα χαρακτθριςτικά (Φεφγα-1) με τον 
πράκτορα (Φεφγα -2) με ζξυπνα χαρακτθριςτικά (λ = 0,7, νευρϊνεσ = 80, e = 0, ματσ 1000 
παρτίδων) 
Ραρατθρϊντασ το διάγραμμα φαίνεται μια ελάχιςτθ βελτίωςθ (περίπου 8%), θ 
οποία όμωσ δεν παρατθρικθκε ςε παρτίδεσ εναντίον μασ. Υπιρχαν περιπτϊςεισ 
(λιγότερεσ πάντωσ ςε ςχζςθ με τον πρϊτο πράκτορα) ςτισ οποίεσ το Φεφγα-2 
αγνοοφςε τθ ςθμαςία του «εξάπορτου» με αποτζλεςμα τθν απϊλεια τθσ παρτίδασ. 
5.3.3 Προςθόκη προςωρινόσ ανταμοιβόσ (Υεύγα-3) 
Για να αποςαφθνιςτεί ακριβζςτερα θ ςθμαςία του «εξάπορτου», ζγινε ζνα 
ακόμθ πείραμα όπου ο πράκτορασ εκπαιδεφτθκε με τα ίδια χαρακτθριςτικά του 
δεφτερου πράκτορα, με τθν εξισ όμωσ ςθμαντικι διαφορά: ςε περίπτωςθ που 
ςυναντοφςε κάποια από τα είδθ των «εξάπορτων», το ςιμα εξόδου οριηόταν ςε μια 
ςτακερι τιμι από τον πράκτορα, χωρίσ να γίνεται ανάςτροφθ ενθμζρωςθ από τθν 
επόμενθ κατάςταςθ. Στθν περίπτωςθ που κάποιοσ παίκτθσ ςυναντοφςε το πρϊτο ι 
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το δεφτερο τφπο «εξάπορτου», θ ζξοδοσ οριηόταν ςαν να είχε κερδιςτεί «διπλό, ενϊ 
ςτον τρίτο τφπο «εξάπορτου» θ ζξοδοσ οριηόταν ςαν να είχε κερδιςτεί το παιχνίδι 
«μονό». Η διαδικαςία αυτι είναι ιςοδφναμθ με τθν απόδοςθ προςωρινισ 
ανταμοιβισ, κακϊσ «ανταμείβεται» το «εξάπορτο» με απλι ι διπλι νίκθ ανάλογα 
με τθν περίπτωςθ. Η εκπαίδευςθ ζγινε χρθςιμοποιϊντασ πράκτορα με 100 
νευρϊνεσ ςτο κρυφό επίπεδο και αναηιτθςθ e-greedy με ε = 0,05 και ονομάςτθκε 
Φεφγα-3.  
 
Σχιμα 44: Ρρόοδοσ εκπαίδευςθσ του Φεφγα-3 ενάντια ςτα εκπαιδευμζνα βάρθ του ςτισ 
10000, 100000, 500000 παρτίδεσ (λ = 0,7, νευρϊνεσ = 100, e = 0,05, ματσ 5000 παρτίδων)  
Η προςωρινι ανταμοιβι, όπωσ αναλφκθκε ςτθν ενότθτα 2.2.1, γενικά είναι μια 
διαδικαςία που πρζπει να αποφεφγεται ςτα παιχνίδια, γιατί ζχει ωσ αποτζλεςμα ο 
πράκτορασ να οδθγείται ςτθν εκπλιρωςθ τθσ προςωρινισ ανταμοιβισ και όχι ςτθν 
εκπλιρωςθ τθσ τελικισ ανταμοιβισ, που ςθμαίνει νίκθ τθσ παρτίδασ. Πμωσ 
ςφμφωνα με τθν υποκειμενικι άποψθ των ζμπειρων παικτϊν θ διαρκισ αναηιτθςθ 
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για τθ δθμιουργία «εξάπορτου» (και αντίςτοιχα τθν αποτροπι «εξάπορτου» από 
τον αντίπαλο) είναι θ κυρίαρχθ ςτρατθγικι. Είναι ενδιαφζρον να εκπαιδευτεί και να 
ςυγκρικεί ζνασ πράκτορασ που να παίηει με τρόπο που προςιδιάηει περιςςότερο ςε 
άνκρωπο ςυγκριτικά με τουσ ιδθ καταςκευαςμζνουσ. 
Ο χρόνοσ που χρειάςτθκε για τθν εκπαίδευςθ 700000 παρτίδων του Φεφγα-3 
με 100 νευρϊνεσ ιταν περίπου 35 ϊρεσ. Για τθν ορκότερθ ςφγκριςθ μεταξφ των 
δφο μεκόδων εκπαιδεφτθκε και ζνα δίκτυο 100 νευρϊνων, το οποίο ονομάηουμε 
Φεφγα2β (για να ξεχωρίηει από αυτό των 80 νευρϊνων). 
 
Σχιμα 45: Σφγκριςθ του πράκτορα με ζξυπνα χαρακτθριςτικά (Φεφγα-2β) με τον πράκτορα 
με ζξυπνα χαρακτθριςτικά και προςωρινι ανταμοιβι (Φεφγα-3)  
(λ = 0,7, νευρϊνεσ = 100, e = 0,05, 1000 παρτίδεσ) 
Ρράγματι, με το πζρασ τθσ εκπαίδευςθσ αυτι θ εκδοχι δοκιμάςτθκε ςε 
παρτίδεσ εναντίον μασ και διαπιςτϊκθκε ότι ζπαιηε πιο «ανκρϊπινα», με τθν 
ζννοια ότι όχι μόνο δεν αγνοεί το «εξάπορτο», αλλά βαςίηει όλθ τθ ςτρατθγικι του 
ςτο πϊσ κα δθμιουργιςει ζνα «εξάπορτο» φροντίηοντασ ταυτόχρονα να μθν 
αποκλείεται από «εξάπορτο» του αντιπάλου. Ραρόλα αυτά, με αντίπαλο το Tavli3D 
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δεν ζφταςε τθν απόδοςθ του δεφτερου πράκτορα. Πμωσ ςε απευκείασ αγϊνα 5000 
παρτίδων μεταξφ τουσ, οι δφο πράκτορεσ (Φεφγα-2β, Φεφγα-3) αναδείχκθκαν 
ςτατιςτικά ιςόπαλοι (+0.03ppg υπζρ του Φεφγα-3).  
 Φεφγα-2β Φεφγα-3 Σφνολα 
Απλζσ Νίκεσ 1704 (34,08%) 2513 (50,26%) 4217 (84,34%) 
Διπλζσ Νίκεσ 556 (11,12%) 227 (4,54%) 783 (15,66%) 
Σφνολο Νικών 2260 (45,2%) 2740 (54,8%) 5000 
Σφνολο Πόντων 2816 2967 5783 
Σχιμα 46: Ανάλυςθ αγϊνα 5000 παρτίδων Φεφγα-2 εναντίον Φεφγα-3 
Η ανάλυςθ των παρτίδων του αγϊνα Φεφγα-2 με το Φεφγα-3 δίνει μερικζσ 
ενδιαφζρουςεσ πλθροφορίεσ. Η «ανκρϊπινθ» ςτρατθγικι του Φεφγα-3 φαίνεται να 
νικά περιςςότερεσ ςυνολικά παρτίδεσ. Ραρόλα αυτά, το αποτζλεςμα είναι ιςόπαλο, 
γιατί το Φεφγα-2 κερδίηει περιςςότερα «διπλά». Αυτό επιβεβαιϊνεται και μετά από 
προςεκτικι ανάλυςθ των αποτελεςμάτων ενάντια ςτο Tavli3D: οι δφο πράκτορεσ 
κερδίηουν τον ίδιο αρικμό παρτίδων, αλλά υπεριςχφει το Φεφγα-2β, γιατί κερδίηει 
περιςςότερα «διπλά» παιχνίδια. Ο λόγοσ που δεν κερδίηει αρκετά «διπλά» το 
Φεφγα-3 οφείλεται κατά πάςα πικανότθτα ςτθ διαςτρζβλωςθ τθσ εκτίμθςθσ του 
«διπλοφ» λόγω τθσ προςωρινισ ανταμοιβισ. 
Απ’ όλα αυτά μποροφμε να ςυνάγουμε το ςυμπζραςμα ότι θ ςτρατθγικι του 
Φεφγα-2β φαίνεται ότι αποδίδει καλφτερα εναντίον αδφνατων αντιπάλων (όπωσ το 
Tavli3D), με τθν ζννοια ότι ςε βάκοσ χρόνου ζχει μεγαλφτερθ ςυγκομιδι βακμϊν 
λόγω περιςςότερων κερδιςμζνων «διπλϊν» παιχνιδιϊν. Πταν όμωσ ζρχεται 
αντιμζτωπο με ζναν πιο ιςχυρό αντίπαλο, λίγο καλφτερθ ςτρατθγικι φαίνεται ότι 
είναι θ πιο «ανκρϊπινθ» ςτρατθγικι του Φεφγα-3 που μεγιςτοποιεί τισ 
κερδιςμζνεσ παρτίδεσ με το κόςτοσ των λιγότερων «διπλϊν».  
Βλζποντασ το από μια άλλθ ςκοπιά, μποροφμε να ποφμε ότι οι δφο εκδοχζσ 
ζχουν διαφορετικά «ςτυλ» παιχνιδιοφ: το Φεφγα-2β παίηει πιο ριψοκίνδυνα, αφοφ 
κυνθγάει περιςςότερο τα «διπλά» παιχνίδια, ενϊ το Φεφγα-3 παίηει πιο 
ςυντθρθτικά προςζχοντασ περιςςότερο να εξαςφαλίςει τθ νίκθ ανεξάρτθτα από 
τουσ πόντουσ που κα αποφζρει αυτι. Ράντωσ για τον ακριβζςτερο κακοριςμό του 
 
  
99 
ςτυλ παιχνιδιοφ των πρακτόρων είναι απαραίτθτθ περιςςότερθ εμπειρικι 
ανάλυςθ. 
5.3.4 Προςθόκη Αναζότηςησ βϊθουσ 2 (2-ply search) 
Οι παραπάνω πράκτορεσ λειτουργοφςαν με αναηιτθςθ ςε βάκοσ 1, δθλαδι με 
βακμολόγθςθ μζςω του εκπαιδευμζνου νευρωνικοφ δικτφου των κζςεων που 
προζκυπταν από όλεσ τισ δυνατζσ κινιςεισ και με επιλογι εκείνθσ με τθν καλφτερθ 
βακμολόγθςθ.  Μετά τθν εκπαίδευςθ των πρακτόρων ζγιναν και κάποια 
πειράματα, για να εκτιμθκεί εάν θ προςκικθ μιασ αναηιτθςθσ ςε μεγαλφτερα βάκθ 
(βάκουσ 2) κα είχε ωσ αποτζλεςμα τθ βελτίωςθ τθσ απόδοςθσ των πρακτόρων. Η 
αναηιτθςθ ςε βάκοσ-2 (2-ply search) υλοποιικθκε, όπωσ αναφζρκθκε ςτθν ενότθτα 
4.2.3. Για λόγουσ ταχφτθτασ ο πράκτορασ δεν εκβάκυνε όλεσ τισ πικανζσ κινιςεισ 
του αλλά μόνο τισ πρϊτεσ 25 που είχε χαρακτθρίςει ωσ καλφτερεσ από τθν εκτίμθςθ 
ςε βακοσ-1 (forward pruning).  
Λόγω του μεγάλου παράγοντα διακλάδωςθσ που ζχουν τα παιχνίδια του 
ταβλιοφ, που κακιςτοφςε ιδιαίτερα χρονοβόρα τθ διαδικαςία ελζγχου, οι ζλεγχοι 
που ζγιναν αφοροφςαν μόνο τουσ τελικά εκπαιδευμζνουσ πράκτορεσ και για 
περιοριςμζνο ςχετικά αρικμό παρτίδων (500). 500 παρτίδεσ μεταξφ δφο πρακτόρων 
με αναηιτθςθ ςε βάκοσ 1 ολοκλθρϊνονται ςε 2 λεπτά, όμωσ αν ζνασ από τουσ δφο 
παίκτεσ χρθςιμοποιιςει αναηιτθςθ ςε βάκοσ 2, ο χρόνοσ αυτόσ εκτοξεφεται ςτισ 5 
ϊρεσ. 
Οι καλφτεροι πράκτορεσ από τισ διαδικαςίεσ Φεφγα-2 και Φεφγα-3 τζκθκαν 
αντιμζτωποι μεταξφ τουσ και εναντίον του Τavli3D, τα αποτελζςματα ςυγκρίκθκαν 
με τα προθγοφμενα (1-ply) και παρουςιάηονται ςυγκεντρωτικά ςτον παρακάτω 
πίνακα:  
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 Tavli3D 
Φεφγα-2β 
(1-ply) 
Φεφγα-2β 
(2-ply) 
Φεφγα-3 
(1-ply) 
Φεφγα-3 
(2-ply) 
Φεφγα-2β (1-ply) +1,6 * * -0,03 -0,49 
Φεφγα-2β (2-ply) +1,61 * * +0,3 -0,01 
Φεφγα-3 (1-ply) +1,52 +0,03 -0,3 * * 
Φεφγα-3 (2-ply) +1,53 +0,49 +0,01 * * 
Σχιμα 47: Απόδοςθ πόντων ανά παρτίδα (ppg) των πρακτόρων Φεφγα. 
Ππωσ ζχει διαπιςτωκεί και από άλλουσ ερευνθτζσ, θ προςκικθ αναηιτθςθσ ςε 
πράκτορεσ ερευνθτικισ μάκθςθσ βελτιϊνει ςθμαντικά τθν απόδοςθ τουσ. 
Μεγαλφτερο κζρδοσ φαίνεται ότι αποφζρει θ διαδικαςία Φεφγα-3, κακότι με 
αντίπαλο τθν Φεφγα-2β κερδίηει περιςςότερουσ πόντουσ ανά παιχνίδι (+0,49), όταν 
χρθςιμοποιεί αναηιτθςθ ςε βάκοσ 2 από τθν περίπτωςθ που θ Φεφγα-2β 
χρθςιμοποιεί τθν αναηιτθςθ ςε βάκοσ-2 ζναντι του Φεφγα-3 (+0,3). Ραρατθροφμε 
όμωσ ότι εναντίον αδφναμου αντιπάλου (Tavli3D) θ βελτίωςθ είναι αμελθτζα 
(+0,01). 
Ενδιαφζρον παρουςιάηει το γεγονόσ ότι, όταν και οι δφο πράκτορεσ 
χρθςιμοποιιςουν αναηιτθςθ ςε βάκοσ 2, το αποτζλεςμα τθσ μεταξφ τουσ 
αναμζτρθςθσ εξακολουκεί να είναι ιςόπαλο. Μάλιςτα θ τάςθ που παρατθρικθκε 
ςχετικά με τισ νίκεσ/ιττεσ/διπλά είναι θ ίδια χωρίσ τθν αναηιτθςθ: το Φεφγα-3 
κερδίηει περιςςότερεσ παρτίδεσ, το Φεφγα-2β κερδίηει περιςςότερα «διπλά» 
παιχνίδια. Αυτό είναι μια ζνδειξθ ότι το «ςτυλ» παιχνιδιοφ των πρακτόρων δεν 
αλλάηει, όταν προςτίκεται αναηιτθςθ ςε μεγαλφτερο βάκοσ. 
5.4 Πλακωτό 
Το «πλακωτό» παρουςιάηει κάποιεσ ιδιαιτερότθτεσ που απουςιάηουν από άλλα 
παιχνίδια και μπορεί να επθρεάηουν τθ διαδικαςία τθσ μάκθςθσ. Καταρχάσ, 
υπάρχει θ ζννοια του «πλακϊματοσ», ςφμφωνα με τθν οποία ςε ζνα ςθμείο 
μποροφν να υπάρχουν ποφλια και των δφο αντιπάλων (με το «πιαςμζνο» να μθν 
μπορεί να κινθκεί). Επίςθσ, ςτο «πλακωτό» ελλοχεφει θ πικανότθτα του πρόωρου 
τερματιςμοφ τθσ παρτίδασ (δθλαδι πριν «μαηευτοφν» όλα τα ποφλια από κάποιον 
παίκτθ), εάν κάποιοσ παίκτθσ «πλακϊςει» τθ «μάνα» του αντιπάλου. 
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5.4.1 Αρχικό υλοπούηςη 
Ππωσ και ςτο «φεφγα», αρχικά υλοποιικθκε μια ζκδοςθ του πράκτορα χωρίσ 
«ζξυπνα» χαρακτθριςτικά παρά μόνον τθν κωδικοποίθςθ του ταμπλό του 
παιχνιδιοφ. Σε αντίκεςθ με το «φεφγα», όπου ιταν δυνατό να χρθςιμοποιθκεί 
αυτοφςια θ κωδικοποίθςθ του Tesauro, ςτο «πλακωτό» θ ζννοια του 
«πλακϊματοσ» κακιςτά απαραίτθτθ τθν προςκικθ και άλλων ειςόδων για τθ 
ςωςτι αναπαράςταςθ τθσ κζςθσ του παιχνιδιοφ. Ζτςι λοιπόν προςτζκθκαν 24 
είςοδοι για κάκε παίκτθ (ςφνολο 48) που αναπαριςτοφςαν ςε δυαδικι μορφι εάν 
ςε κάποιο ςθμείο ζνασ παίκτθσ είχε «πλακωμζνο» ποφλι του αντιπάλου ι όχι. Αυτζσ 
οι είςοδοι προςτικζμενεσ ςτισ υπόλοιπεσ ειςόδουσ, όπωσ ακριβϊσ είχαν 
χρθςιμοποιθκεί και ςτον πράκτορα Φεφγα-1, μασ δίνουν ςυνολικά 242 ειςόδουσ 
για το νευρωνικό δίκτυο. 
 
 Σχιμα 48: Ρρόοδοσ εκπαίδευςθσ του Ρλακωτό-1 (100 νευρϊνεσ) για διάφορεσ τιμζσ του λ 
με αντίπαλο το Tavli3D (ματσ 1000 παρτίδων) 
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102 
Ο πράκτορασ με αυτι τθν κωδικοποίθςθ των καταςτάςεων ονομάςτθκε 
Πλακωτό-1. Ππωσ και ςτο «φεφγα» ζγιναν διάφορα πειράματα, για να βρεκεί θ 
κατάλλθλθ τιμι του λ. Ραρατθρικθκε ότι για λ = 0,7 υπιρχε απόκλιςθ τθσ 
εκπαίδευςθσ μετά από τισ 800000 παρτίδεσ περίπου, ενϊ για λ = 0,8 θ απόκλιςθ 
εμφανίςτθκε πολφ νωρίτερα (ςτισ 200000 παρτίδεσ). Το πιο πικανό είναι ότι για 
τιμζσ του λ γφρω από το 0,5 δεν κα υπιρχαν προβλιματα απόκλιςθσ, όμωσ, 
μολοταφτα, για κάκε ενδεχόμενο αποφαςίςτθκε να κρατθκεί θ τιμι του λ ςτο 0 για 
τα επόμενα πειράματα. Επίςθσ αποφαςίςτθκε και το ποςοςτό εξερεφνθςθσ e να 
μθδενιςτεί, ζτςι ϊςτε να μθν υπάρχει καμία πικανότθτα απόκλιςθσ λόγω τθσ 
παραμετροποίθςθσ. 
Ππωσ φαίνεται από το διάγραμμα, τα αρχικά βάρθ χάνουν ςχεδόν όλεσ τισ 
παρτίδεσ ενάντια ςτο Tavli3D, αλλά ςιγά-ςιγά παρατθρείται ςυνεχισ βελτίωςθ, θ 
οποία κορυφϊνεται ςτον 1 πόντο περίπου κατά μζςο όρο ανά παρτίδα. Ζχουμε 
λοιπόν και ςτο «πλακωτό», όπωσ και ςτα άλλα δφο παιχνίδια, ςθμαντικό βακμό 
μάκθςθσ ακόμα και με απλι κωδικοποίθςθ τθσ κζςθσ χωρίσ επιπλζον προςκικεσ 
«ζξυπνων» χαρακτθριςτικϊν. Επίςθσ φαίνεται ότι θ απόδοςθ του Tavli3D (-1,0ppg) 
είναι μεγαλφτερθ ςε ςχζςθ με τθν αντίςτοιχθ ςτο Φεφγα-1 (-1,5ppg). 
5.4.2 Προςθόκη ϋξυπνων χαρακτηριςτικών (Πλακωτό-2) 
Μετά τθν επιτυχθμζνθ πρϊτθ προςπάκεια εκπαίδευςθσ με απλά 
χαρακτθριςτικά, ςειρά είχε θ βελτίωςθ τθσ απόδοςθσ του πράκτορα, μζςω 
προςκικθσ «ζξυπνων» χαρακτθριςτικϊν. Οδθγόσ ςε αυτιν τθν προςπάκεια ιταν 
ξανά θ εμπειρικι ανάλυςθ μζςω αναγνϊριςθσ των πλεονεκτθμάτων και 
μειονεκτθμάτων του τρόπου παιχνιδιοφ του πρϊτου πράκτορα.  
Σε γενικζσ γραμμζσ το επίπεδο του πράκτορα εκτιμικθκε ςαν ενόσ μζςου 
παίκτθ. Στα προτεριματα του πράκτορα υπολογίηεται ότι αναγνϊριηε τθν αξία του 
«πλακϊματοσ» ιδιαίτερα ςτθν περιοχι του αντιπάλου. Κάκε φορά που δινόταν θ 
δυνατότθτα να «πιάςει» ζνα ποφλι του αντιπάλου δεν ζχανε τθν ευκαιρία. 
Ραράλλθλα προςπακοφςε να μθν αφινει ακάλυπτα δικά του ποφλια, κακϊσ 
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αναγνϊριηε ότι ςε περίπτωςθ που τα «πιάςει» ο αντίπαλοσ, μειϊνονται οι 
πικανότθτεσ να κερδιςτεί θ παρτίδα.  
Τα προβλιματα άρχιηαν, όταν ζφτανε ςε κζςεισ όπου ζπρεπε να αφιςει  
υποχρεωτικά κάποιο ποφλι ελεφκερο: δεν αναγνϊριηε ςωςτά τισ πικανότθτεσ του 
αντιπάλου να «πιάςει» τα ελεφκερα ποφλια του, με αποτζλεςμα να απορρίπτει 
κινιςεισ που οδθγοφςαν ςε ανοικτά ποφλια με λίγεσ πικανότθτεσ «πιαςίματοσ» 
από τον αντίπαλο και να «ανοίγει» ποφλια που μποροφςε να «πιάςει» πολφ εφκολα 
ο αντίπαλοσ. Επίςθσ ςε κάποιεσ περιπτϊςεισ άφθνε ελεφκερο ποφλι ςτθν περιοχι 
«μαηζματοσ» του αντιπάλου, ενϊ υπιρχε εμφανϊσ καλφτερθ κίνθςθ που άφθνε 
άλλο ποφλι ελεφκερο με μικρότερεσ ςυνζπειεσ. Τα παραπάνω λάκθ είναι 
ςθμαντικά ςφάλματα που μποροφςαν να οδθγιςουν ςε απϊλεια τθσ παρτίδασ. 
Τζλοσ, παρατθρικθκε και ζνα μικρότερθσ ςθμαςίασ «λάκοσ»: περιςταςιακά δεν 
εκμεταλλευόταν  τθν ευκαιρία να ςχθματίςει «πόρτα».  
 
Σχιμα 49: Ρρόοδοσ εκπαίδευςθσ του Ρλακωτό-2 ενάντια ςτα εκπαιδευμζνα βάρθ του ςτισ 
10000, 100000, 500000 παρτίδεσ (λ = 0, νευρϊνεσ = 100, e = 0, ματσ 5000 παρτίδων)  
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Ζγιναν διάφοροι πειραματιςμοί με προςκικθ διάφορων χαρακτθριςτικϊν 
όπωσ π.χ.  αρικμόσ πορτϊν μζςα ςτθν περιοχι του (1-6), αρικμόσ πορτϊν αμζςωσ 
ζξω από τθν περιοχι του (7-12) κλπ., οι οποίοι όμωσ δεν ζδωςαν βελτίωςθ ςτθν 
απόδοςθ του πράκτορα. Η ακόλουκθ ρφκμιςθ όμωσ ζδωςε αρκετά μεγάλθ 
βελτίωςθ: οι 24 δυαδικζσ είςοδοι που αντιπροςϊπευαν τα «πιαςίματα» του 
αντιπάλου (0 = δεν είναι «πιαςμζνο» το ςθμείο, 1 = είναι «πιαςμζνο» το ςθμείο) 
αντικαταςτάκθκαν από τθν πικανότθτα του αντιπάλου να «πιάςει» το ςθμείο. Οι 
πικανότθτεσ αυτζσ ξεκινοφν από το 0/36=0 (καμία ηαριά δεν «πιάνει»)  και φτάνουν 
ςτο 36/36 = 1 (όλεσ οι ηαριζσ «πιάνουν» ι είναι ιδθ «πιαςμζνο»).  
Για παράδειγμα εάν ςτο ςθμείο 4 ο πράκτορασ ζχει ζνα μόνο ποφλι και ο 
αντίπαλοσ μπορεί να το «πιάςει» με 2 μονζσ και μία διπλι ηαριά, τοποκετείται ςτθν 
αντίςτοιχθ είςοδο θ τιμι 5/36 = 0,139. Για να εξοικονομθκεί χρόνοσ κατά τθν 
εκπαίδευςθ, τα ςθμεία τθσ περιοχισ του «μαηζματοσ» του πράκτορα εξαιρζκθκαν 
από αυτι τθ διαδικαςία, γιατί πολφ ςπάνια παίηουν ςθμαντικό ρόλο τα 
«πιαςίματα» του αντιπάλου ςε αυτζσ τισ κζςεισ.  
Με αυτό το τζχναςμα προςτζκθκε «ζξυπνθ» γνϊςθ για τθν ποιότθτα τθσ 
κζςθσ, χωρίσ να χρειαςτεί να προςτεκοφν άλλεσ είςοδοι ςτο νευρωνικό δίκτυο. 
Ονομάηουμε αυτι τθν ζκδοςθ Πλακωτό-2. Η πλιρθσ εκπαίδευςθ του Ρλακωτό-2 
ςτισ 1500000 παρτίδεσ χρειάςτθκε 75 ϊρεσ. 
Η προςκικθ αυτι βελτίωςε τθν απόδοςθ του πράκτορα κατά 0.4ppg με 
αντίπαλο το Tavli3D, όπωσ φαίνεται ςτθν παρακάτω γραφικι παράςταςθ.  
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 Σχιμα 50: Σφγκριςθ απόδοςθσ Ρλακωτό-1 με Ρλακωτό-2 εναντίον Tavli3D (1000 παρτίδεσ) 
Η βελτίωςθ είναι τόςο μεγάλθ που μασ οδθγεί ςτθ κεϊρθςθ του Ρλακωτό-2 ωσ 
καλφτερου πράκτορα από το Ρλακωτό-1. Αυτό επιβεβαιϊνεται και από το 
αποτζλεςμα αγϊνα 5000 παρτίδων μεταξφ τουσ, όπου το Ρλακωτό-2 κερδίηει 
κακαρά το Ρλακωτό-1  6687-1771 (+0,98ppg). Η βελτίωςθ αυτι φάνθκε και ςε 
παρτίδεσ του Ρλακωτό-2 εναντίον μασ. Τα μειονεκτιματα που αναφζρκθκαν 
προθγουμζνωσ, κεωροφμε, εμφανίηονται πια πολφ ςπάνια με αποτζλεςμα τθν 
αποφυγι ςθμαντικϊν λακϊν. Επίςθσ ζνα άλλο κετικό ςτοιχείο, που δεν το είχε θ 
προθγοφμενθ ζκδοςθ, είναι ότι ςτθν αρχι τθσ παρτίδασ δεν φοβάται να αφιςει 
«ανοικτά» ποφλια ςτθν περιοχι του, όταν είναι πολφ λίγεσ οι πικανότθτεσ του 
αντιπάλου να «πιάςει». Με αυτιν τθ ςτρατθγικι ζχει περιςςότερεσ πικανότθτεσ να 
«κάνει πόρτεσ» ςε επόμενεσ ηαριζσ αλλά και να «πιάςει» ελεφκερα ποφλια του 
αντιπάλου. 
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Ζνα πρόβλθμα που διαπιςτϊκθκε ςτισ αποφάςεισ του Ρλακωτό-2 φαίνεται 
ςτθν ακόλουκθ κζςθ: 
 
Σχιμα 51: Ο μαφροσ πρζπει να παίξει τθ ηαριά (6,1) 
Σε αυτιν τθ κζςθ και για τθ ηαριά (6,1) θ καλφτερθ κίνθςθ είναι θ 1-7, 6-7. Με 
αυτιν τθν κίνθςθ ο παίκτθσ με τα μαφρα ςχθματίηει «πόρτα» και δεν υπάρχει καμία 
πικανότθτα να «πιαςτεί θ μάνα» του. Οποιαδιποτε άλλθ κίνθςθ αφινει ελεφκερο 
ποφλι με αρκετζσ πικανότθτεσ για τον κόκκινο παίκτθ να το «πιάςει». Ο πράκτορασ 
όμωσ κεωρεί ότι αυτι θ κίνθςθ είναι θ χειρότερθ! Αυτό μάλλον οφείλεται ςτο ότι 
ζχει ςυνδυάςει τόςο πολφ αρνθτικά τθν είςοδο με το ςθμείο τθσ «μάνασ» ςτο ζνα 
ποφλι που υποςκελίηει το βάροσ τθσ ειςόδου τθσ πικανότθτασ να «πιαςτεί» θ μάνα. 
Δθλαδι με άλλα λόγια, ζχει ςυνδυάςει το χάςιμο τθσ παρτίδασ από «πιάςιμο τθσ 
μάνασ» με τθν «ανοικτι μάνα» και όχι με τθν πικανότθτα του «πιαςίματοσ τθσ 
μάνασ» από τον αντίπαλο. Ζτςι κεωρεί ότι όποια κζςθ ζχει «ανοικτι τθ μάνα του» 
είναι «κακι», γιατί ζχει μάκει ότι ζτςι μπορεί να χάςει τθν παρτίδα. Αυτό όμωσ δεν 
ςυμβαίνει με όλεσ τισ κζςεισ (π.χ. ςχιμα 51). Ευτυχϊσ, τζτοιου είδουσ κζςεισ δεν 
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εμφανίηονται ςυχνά, ζτςι θ απόδοςθ του πράκτορα επθρεάηεται ελάχιςτα από 
αυτό το ελάττωμα. Ραρόλα αυτά, είναι ζνα ςθμείο που χριηει βελτίωςθσ. 
5.4.3  Προςθόκη αναζότηςησ ςε βϊθοσ 2 (2-ply search) 
Σε αυτι τθν ενότθτα παρουςιάηονται τα αποτελζςματα των πειραμάτων με 
προςκικθ αναηιτθςθσ ςε βάκοσ 2, όπωσ είχε γίνει και με το «φεφγα». Η αναηιτθςθ 
ςε βάκοσ-2 (2-ply search) υλοποιικθκε, όπωσ αναφζρκθκε ςτθν ενότθτα 4.2.3. Για 
λόγουσ εξοικονόμθςθσ χρόνου ο πράκτορασ δεν εκβάκυνε όλεσ τισ πικανζσ κινιςεισ 
του αλλά μόνο τισ πρϊτεσ 15 που είχε χαρακτθρίςει ωσ καλφτερεσ από τθν εκτίμθςθ 
ςε βακοσ-1 (forward pruning). Επίςθσ, όπωσ και ςτο φεφγα, για εξοικονόμθςθ 
χρόνου οι ζλεγχοι που ζγιναν αφοροφςαν μόνο τουσ τελικά εκπαιδευμζνουσ 
πράκτορεσ και για περιοριςμζνο ςχετικά αρικμό παρτίδων (500). 
Οι καλφτεροι πράκτορεσ από τισ διαδικαςίεσ Ρλακωτό-1 και Ρλακωτό-2 
τζκθκαν αντιμζτωποι μεταξφ τουσ και εναντίον του Τavli3D, τα αποτελζςματα 
ςυγκρίκθκαν με τα προθγοφμενα (1-ply) και παρουςιάηονται ςυγκεντρωτικά ςτον 
παρακάτω πίνακα:  
 Tavli3D 
Πλακωτό-1 
(1-ply) 
Πλακωτό-1 
(2-ply) 
Πλακωτό-2 
(1-ply) 
Πλακωτό-2 
(2-ply) 
Πλακωτό-1 (1-ply) +1,0 * * -0,98 -1,35 
Πλακωτό-1 (2-ply) +1,36 * * -0,33 -0,73 
Πλακωτό-2 (1-ply) +1,46 +0,98 +0,33 * * 
Πλακωτό-2 (2-ply) +1,6 +1,35 +0,73 * * 
Σχιμα 52: Απόδοςθ πόντων ανά παρτίδα (ppg) των πρακτόρων Ρλακωτοφ. 
Ππωσ και ςτο «φεφγα» παρατθρικθκε αφξθςθ τθσ απόδοςθσ των πρακτόρων 
με τθ χριςθ αναηιτθςθσ ςε βάκοσ-2. Χωρίσ αναηιτθςθ ο Ρράκτορασ-2 υπεριςχφει 
ζναντι του Ρράκτορα-1 κατά +0,98 πόντουσ ανά παιχνίδι. Πταν ο Ρράκτορασ-2 
χρθςιμοποιεί αναηιτθςθ 2-ply, θ απόδοςι του ζναντι του Ρράκτορα-1 αυξάνεται 
ςτο 1,35 ppg∙ όταν ο Ρράκτορασ-1 χρθςιμοποιεί αναηιτθςθ 2-ply, θ απόδοςθ του 
Ρράκτορα-1 βελτιϊνεται, αλλά εξακολουκεί να είναι αρνθτικι (-0,33 από -0,98).  
Αυτά τα αποτελζςματα είναι μια ζνδειξθ τθσ ιςχφοσ του επιπρόςκετου  
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χαρακτθριςτικοφ που χρθςιμοποιεί το Ρλακωτό-2, δθλαδι τθν πικανότθτα 
«πιαςίματοσ» των πουλιϊν. 
Ζναντι του Tavli3D το Ρλακωτό-1 βελτιϊκθκε κατά 0,36 ppg (+1,36 από +1,0) 
και το Ρλακωτό-2 0,14 ppg (+1,6 από +1,46).  Από αυτά τα αποτελζςματα -όπωσ και 
από τα αντίςτοιχα του Φεφγα- φαίνεται ότι θ βελτίωςθ τθσ αναηιτθςθσ ςε βάκοσ-2 
είναι μεγαλφτερθ, όςο πιο «αδφναμοσ» είναι ο αρχικόσ πράκτορασ. Είναι λογικό ότι, 
όταν οι αρχικοί πράκτορεσ (π.χ. Ρλακωτό-2, Φεφγα-2, Φεφγα-3) ζχουν μεγάλθ 
απόδοςθ ζναντι ενόσ ςυγκεκριμζνου αντιπάλου (Tavli3D), βελτιϊνονται λιγότερο με 
τθν προςκικθ αναηιτθςθσ. Αυτό φαίνεται και με τθν προςκικθ τθσ αναηιτθςθσ ςε 
βάκοσ-2 και ςτουσ δφο πράκτορεσ του «πλακωτοφ»: το αποτζλεςμα του Ρλακωτοφ-
2 μειϊνεται από +0,98 ςε +0,73. Το Ρλακωτό-1, ωσ πιο αδφναμοσ πράκτορασ, 
παρουςιάηει μεγαλφτερθ βελτίωςθ. 
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6 6. ΢υμπερϊςματα και μελλοντικό εργαςύα 
6.1 ΢υμπερϊςματα 
Στθν εργαςία, όπωσ δείχνουν τα αποτελζςματα, φάνθκε για ακόμθ μια φορά 
ότι θ ενιςχυτικι μάκθςθ ςε ςυνδυαςμό με νευρωνικά δίκτυα είναι μια αποδοτικι 
τεχνικι για το πεδίο των παιχνιδιϊν του ταβλιοφ. Εκτόσ από τισ «πόρτεσ» που ζχουν 
ερευνθκεί εκτενϊσ, κατζςτθ δυνατι θ δθμιουργία πρακτόρων που παίηουν ςε πολφ 
υψθλό επίπεδο και ςτα παιχνίδια του «πλακωτοφ» και του «φεφγα», τα οποία, απ’ 
όςο γνωρίηουμε, δεν ζχουν ερευνθκεί ςτο παρελκόν. Οι πράκτορεσ που 
δθμιουργικθκαν παρουςίαςαν πολφ καλφτερθ απόδοςθ απ’ ό,τι θ μοναδικι 
υλοποίθςθ (Tavli3D) που είναι διακζςιμθ.  
Κατά τθν άποψι μασ, ςθμαντικόσ παράγοντασ επιτυχίασ για τουσ πράκτορεσ 
ΕΜ  είναι θ ςωςτι επιλογι χαρακτθριςτικϊν για τθν αναπαράςταςθ του 
περιβάλλοντοσ του πεδίου. Ππωσ φάνθκε από τα ςυγκριτικά αποτελζςματα ςτισ 
διάφορεσ εκδόςεισ των πρακτόρων, θ προςκικθ «ζξυπνων» χαρακτθριςτικϊν, 
δθλαδι χαρακτθριςτικϊν που αξιοποιοφν εμπειρία που είχε ςυςςωρευτεί για το 
παιχνίδι, είναι ςθμαντικι για τθ βελτίωςθ τθσ τελικισ απόδοςθσ τθσ μάκθςθσ. 
Επίςθσ, όπωσ παρατιρθςαν και άλλοι ερευνθτζσ, θ προςκικθ αναηιτθςθσ ςε 
πράκτορεσ εκπαιδευμζνουσ με ΕΜ αποφζρει ςθμαντικι βελτίωςθ τθσ απόδοςισ 
τουσ. Δυςτυχϊσ ςτα παιχνίδια του «φεφγα» και του «πλακωτοφ», όπου ο 
παράγοντασ διακλάδωςθσ είναι πολφ μεγάλοσ, δεν μπορεί να γίνει αναηιτθςθ ςε 
μεγάλα βάκθ χωρίσ μεγάλο υπολογιςτικό κόςτοσ. Ακόμθ όμωσ και θ αναηιτθςθ ςε 
βάκοσ 2 (2-ply) δίνει ςθμαντικι βελτίωςθ τθσ απόδοςθσ. 
Τζλοσ, προτείναμε μια παραλλαγι του TD(λ) προςαρμοςμζνθ ςτα παιχνίδια 
δφο παικτϊν, όπου οι ανάςτροφεσ ενθμερϊςεισ εξετάηονται μόνο από τθν πλευρά 
του ενόσ παίκτθ. Ο αλγόρικμοσ αυτόσ κρίνεται ότι ζδωςε πολφ καλά αποτελζςματα 
ςτα πεδία του «πλακωτοφ» και του «φεφγα», χρειάηεται όμωσ να γίνει θ εφαρμογι 
του και ςε άλλα παιχνίδια, όπου υπάρχουν ζτοιμεσ υλοποιιςεισ, για τθν εξαγωγι 
αςφαλζςτερων ςυμπεραςμάτων ςυγκριτικά με άλλουσ αλγόρικμουσ. 
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6.2 Μελλοντικό εργαςύα 
6.2.1 Αλγόριθμοσ υλοπούηςησ 
Μια ςθμαντικι μελλοντικι εργαςία κρίνουμε ότι είναι θ ςφγκριςθ του 
αλγόρικμου που προτείναμε με άλλεσ τεχνικζσ. Συγκεκριμζνα για τουσ πράκτορεσ 
Φεφγα και Ρλακωτό, που καταςκευάςτθκαν ςτθν παροφςα εργαςία, κα μποροφςε 
να ςυγκρικεί με μια ζκδοςθ που να χρθςιμοποιεί τον αλγόρικμο του TD-Gammon. 
Σε περίπτωςθ ιςοδυναμίασ ςε απόδοςθ κεωροφμε ότι θ δικι μασ τεχνικι 
υπερτερεί, διότι κάνει τισ μιςζσ ενθμερϊςεισ ανά επειςόδιο. 
Μια πικανι βελτίωςθ του αλγόρικμου που προτείνουμε είναι ο υπολογιςμόσ 
των ενθμερϊςεων και του δεφτερου παίκτθ ςφμφωνα με το παρακάτω διάγραμμα:  
A B A B
V1 V2 V3inverted inverted
A
ΑΝΤΙΣΤ΢ΟΦΗ
ΘΕΣΗΣ ΘΕΣΗΣ
ΑΝΤΙΣΤ΢ΟΦΗ
ΘΕΣΗΣ
ΑΝΤΙΣΤ΢ΟΦΗ
ΘΕΣΗΣ
ΑΝΤΙΣΤ΢ΟΦΗ
Y1 Y2 Y3
B
ΑΝΤΙΣΤ΢ΟΦΗ
ΘΕΣΗΣ
Inverted inverted
 
Σχιμα 53: Ρρόταςθ βελτίωςθσ αλγορίκμου που να λαμβάνει υπ’ όψθ του και τισ 
αποφάςεισ του δεφτερου παίκτθ 
Οι ενθμερϊςεισ αυτζσ μποροφν να γίνουν είτε ςτο τζλοσ τθσ παρτίδασ-
επειςοδίου μετά τισ ενθμερϊςεισ του πρϊτου παίκτθ ςε περίπτωςθ εκπαίδευςθσ 
offline ι κατά τθ διάρκεια τθσ παρτίδασ ςε εκπαίδευςθ online. Αυτι θ προςκικθ 
κεωρθτικά πρζπει να δίνει βελτίωςθ του ρυκμοφ μάκθςθσ ανά παρτίδα, γιατί 
εκμεταλλεφεται και τθν εμπειρία του δεφτερου παίκτθ, δθλαδι διπλάςια εμπειρία 
ανά παρτίδα. Ρροκαταρτικι ζρευνα ςτο παιχνίδι του «πλακωτοφ» δεν φάνθκε να 
δίνει βελτίωςθ οφτε ςτο ρυκμό μάκθςθσ αλλά οφτε και ςτθν τελικι απόδοςθ ςε 
ςχζςθ με το Ρλακωτό-2, αλλά χρειάηεται να πραγματοποιθκοφν περιςςότερα 
πειράματα για πιο οριςτικά αποτελζςματα. 
Μία άλλθ πορεία ζρευνασ για τθν αξιολόγθςθ του αλγορίκμου κα μποροφςε να 
είναι θ καταςκευι ενόσ πράκτορα που να παίηει «πόρτεσ» με τθν τεχνικι που 
προτείνουμε και θ ςφγκριςι του με προγράμματα που είναι διακζςιμα ςτο 
διαδίκτυο. Συγκεκριμζνα υπάρχει το ελεφκερα διακζςιμο πρόγραμμα pubeval 
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(Tasauro, 1993) πάνω ςτο οποίο ζχουν δοκιμαςτεί διάφορεσ τεχνικζσ, όπωσ 
αναρρίχθςθ λόφων (Pollak, Blair, & Land, 1997), γενετικοί αλγόρικμοι (Azaria & 
Sipper, 2005) κλπ.. Μζχρι ςτιγμισ το καλφτερο αποτζλεςμα εναντίον του PubEval 
προζρχεται από τθν υλοποίθςθ με γενετικοφσ αλγόρικμουσ GP-Gammon με 68% 
νίκεσ. Ριςτεφουμε ότι ζχει ενδιαφζρον να καταςκευαςτεί ζνασ πράκτορασ για 
«πόρτεσ» με τον αλγόρικμο που προτείνουμε και να ςυγκρικεί θ απόδοςι του 
εναντίον του pubeval ςε ςχζςθ με τθν απόδοςθ των ιδθ υπαρχόντων πρακτόρων 
ςτισ «πόρτεσ». 
Το πρόβλθμα τθσ εφρεςθσ του αποδοτικότερου αρικμοφ νευρϊνων για το 
κρυφό επίπεδο αναλφκθκε ςτθν ενότθτα τθσ υλοποίθςθσ. Αυτό είναι ζνα πρόβλθμα 
γενικότερο για τα νευρωνικά δίκτυα το οποίο κα μποροφςε να αντιμετωπιςτεί με 
τθν τεχνικι NEAT (Stanley & Miikkulainen, 2002).  Με αυτιν τθν τεχνικι θ διάταξθ 
και ο αρικμόσ των κρυφϊν νευρϊνων τροποποιοφνται με γενετικό αλγόρικμο, 
μζχρι να βρεκεί εκείνθ θ διάταξθ που να δίνει τα καλφτερα αποτελζςματα.  
Τζλοσ ενδιαφζρον κα είχε και θ εφαρμογι του αλγορίκμου τθσ εργαςίασ ςε 
άλλα παιχνίδια δφο ατόμων. 
6.2.2 Βελτύωςη υλοπούηςησ 
Οι πράκτορεσ που υλοποιικθκαν ςτθν εργαςία αυτι ζχουν πολλά περικϊρια 
βελτίωςθσ. Μάλιςτα, ζχουμε ιδθ αναφζρει κάποια από τα προβλιματα ςτον 
πράκτορα του «πλακωτοφ» που δεν ζχουν ακόμθ αντιμετωπιςτεί. Ζνασ 
αναςταλτικόσ παράγοντασ για τον εντοπιςμό προβλθμάτων είναι θ ςχετικά αργι 
διαδικαςία του παιξίματοσ μιασ παρτίδασ με το πρόγραμμα γραμμισ εντολϊν που 
δθμιουργικθκε γι’ αυτό το ςκοπό (περίπου 20 λεπτά ανά παρτίδα).  
Το παραπάνω ηιτθμα κα μποροφςε να αντιμετωπιςτεί με τθν καταςκευι ενόσ 
γραφικοφ περιβάλλοντοσ και με τθν ελεφκερθ διανομι του, που κα κάνει πιο 
γριγορθ τθν ολοκλιρωςθ μιασ παρτίδασ. Επιπλζον, κα δϊςει τθ δυνατότθτα ςε 
άλλουσ χριςτεσ να δοκιμάςουν τουσ πράκτορεσ, για να ςυγκεντρωκοφν όςο το 
δυνατόν περιςςότερεσ απόψεισ ςχετικά με τισ αδυναμίεσ τουσ. Ζτςι, θ απόδοςθ 
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ίςωσ βελτιωκεί με τθν προςκικθ κατάλλθλων χαρακτθριςτικϊν ςτισ ειςόδουσ του 
νευρωνικοφ δικτφου. 
Επίςθσ, και θ διαδικαςία αξιολόγθςθσ χριηει βελτίωςθσ. Για παράδειγμα, κα 
μποροφςαν να χρθςιμοποιθκοφν rollout τεχνικζσ Monte Carlo για τθν ανάλυςθ 
παρτίδων των πρακτόρων, για τθν εφρεςθ των λακϊν του και τθσ επιρειασ αυτϊν 
ςτο αποτζλεςμα τθσ παρτίδασ.  
Τζλοσ, μια βελτίωςθ που πιςτεφουμε ότι κα δϊςει ςίγουρα μεγαλφτερθ 
απόδοςθ είναι θ επζκταςθ τθσ αναηιτθςθσ ςε βάκοσ-3 (3-ply search) ςε ςυνδυαςμό 
με πιο πολφπλοκεσ τεχνικζσ αναηιτθςθσ όπωσ θ αποκοπι alpha-beta και διάφορεσ 
παραλλαγζσ τθσ. Ενδιαφζρον επίςθσ κα είχε θ εφαρμογι τθσ μεκοδολογία τθσ 
εργαςίασ ςε κάποιουσ από τουσ αλγόρικμουσ που ςυνδυάηουν τθν αναηιτθςθ με 
τθν ΕΜ που παρουςιάςτθκαν ςτθν ενότθτα 3.5 (TD-Leaf, TD-Directed, RootStrap, 
TreeStrap). Για να εκτελοφνται οι επεκτάςεισ των αναηθτιςεων ςε εφλογο χρονικό 
διάςτθμα, κα πρζπει ςυγχρόνωσ να εξεταςτεί και θ βελτίωςθ του κϊδικα τθσ 
υλοποίθςθσ, με ςκοπό τθν ολοκλιρωςθ των κινιςεων του πράκτορα ςτο μικρότερο 
δυνατό χρόνο.  
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