We study in detail the asymptotic behavior of the number of ordered factorizations with a given number of factors. Asymptotic formulae are derived for almost all possible values of interest.
Introduction
This paper deals with the distribution of values of the arithmetic function associated with Kalmár's problem of "factorisatio numerorum" and is a sequel to our paper [13] . The original problem, first investigated by Kalmár [18] , is concerned with the asymptotic behavior of the sum function A(x) = 1≤n≤x a(n), where n≥1 a(n)n −s = (2 − ζ(s)) −1 , ζ being Riemann's zeta function; thus a(1) = 1 and for n ≥ 2 a(n) denotes the number of ordered factorizations of n into 2, 3, 4, . . . , namely, the number of different ordered sequences (n 1 , n 2 , . . . , n j ) such that n 1 , n 2 , . . . , n j ≥ 2 and n 1 n 2 · · · n j = n.
We first observe that there exists a ρ ∈ (1, 2) such that ζ(ρ) = 2 (since lim σ→1 ζ(σ) = ∞ and ζ(2) = π 2 /6 < 2). Numerically, ρ = 1.72864 72389+. The function
is easily seen to be continuous for ≥ ρ, where R := − 1 ρ ζ (ρ) = 0.31817 36522− is the residue of (2 − ζ(s)) −1 at s = ρ. Applying Ikehara's Tauberian theorem (cf. [25, §7.5 
]), we obtain
A(x) ∼ Kx ρ (x → ∞).
If we write A(x) = Kx ρ + E(x), Kalmár [18] showed that 1
E(x)
x ρ e −c 1 log log x log log log x (0 < c 1 < 1 2(ρ−1) log 2 ),
by first establishing the estimate |ζ(σ + it)| ≤ ζ(σ) − c 2 exp −c 3 (σ − 1) log |t| log log |t| (σ > 1, |t| ≥ t 0 ).
Ikehara [16] then improved (1) by showing that E(x) x ρ exp −c 4 (log log x) 4 3 −ε (0 < c 4 < 1 2 , ε > 0).
His result was based on the estimate |ζ(σ + it)| ≤ ζ(σ) − c 5 exp (−(σ − 1)(log |t|) c 6 ) (σ > 1, 3 4 < c 6 < 1, |t| ≥ t 0 ).
In this paper, we first show that the range for c 6 can be extended by replacing ), we use a suitable Hankel-type contour to evaluate the integral. When √ log x ≤ m ≤ (1 − O(exp(−(log log x) 1/3−ε ))) log 2 x, we use the saddle-point method which has found many applications after the rekindling of interest by Hildebrand and Tenenbaum for arithmetic problems in the 1980's (cf. [11, 24, 25] ). Again the intuition for applying the saddle-point method is clear but the justification of the applicability requires more refined estimates. For m ≥ (1 − o(1)) log 2 x, the saddle-point of the integrand tends to infinity with x, thus the asymptotic behavior of the integral will depend more and more on the arithmetic structure of x as m increases (since m is very large, the "dominant part" of (ζ(s) − 1) m would behave roughly like (2 −s + 3 −s ) m ); see (24) . We content ourselves with upper estimates for A(x, m) for m in this range (see (3) ).
A general upper bound for A(x, m) can be obtained by Rankin's technique (essentially Chernoff's inequality in probability and saddle-point bound for coefficients of analytic functions):
where σ > 1 is taken so that the value on the right-hand side is minimized (cf. [25] )
Thus for m ≥ 1
for σ ≥ 1. In particular,
and factorizations with such large number of factors occur with very small probability.
It should be pointed out that while asymptotics of coefficients of large powers of a power series, namely, asymptotics of
where F (z) is a power series, has received considerable attention in the probability and combinatorics (and many others) literature due to their wide applications, the corresponding problem for Dirichlet series, namely, asymptotics of 1 2πi c+i∞ c−i∞
where f (s) is a Dirichlet series, does not seem to have been discussed so far, at least for large m depending on x. Such a problem naturally arises when one is considering the number of factors in general ordered factorizations. For example, one may consider ordered factorizations into prime numbers, into Euler's totient function (cyclotomic factorizations, cf. [2] ), into Fibonacci numbers, etc. We will also indicate other constructive alternatives like cyclic and branching factorizations.
In general, asymptotics of integrals of the form (5) is technically more difficult than its "additive version" (4) due to the almost periodic nature of Dirichlet series. General analytic tools for integrals of the type (5) seem still lacking in this direction. Again for reasonable f and for large m the saddlepoint method is a priori the "right tool" of attack but concentration properties for |f (σ + it)/f (σ)| for t in the "intermediate" range (ε ≤ |t| ≤ T ) are in general more difficult to obtain (cf. [24] ).
A closely related problem is the "ω-counterpart" of Y x : what is the number of ordered factorizations of integers ≤ x with the number of distinct factors equal to m? The bivariate generating function is of the form (cf. [15] )
1 + z e y/n s − 1 dy, (with z "marking" the number of distinct factors). We show that the average number (assuming the uniform probability distribution) of distinct factors in a random factorization is asymptotic to c(log n) 1/ρ , where
This corrects the result mentioned in [15, line 9 et seq., page 412]. Asymptotic behaviors of higher moments and limiting distribution are, however, much more involved.
Finally, distributional properties associated with Oppenheim's problem of "factorisatio numerorum" (the unordered counterpart of Kalmár's problem) having bivariate generating function
can be dealt with using the methods developed in [1, 13] and asymptotic properties of the modified Bessel functions; cf. [10, 14, 20, 23, 25] . In particular, we have a Bessel * geometric convolution law for the quantity n≤x Ω n,m (properly normalized). For related materials, see [3] and page 969 (fourth paragraph) of the Unsolved Problems column of The American Mathematical Monthly, volume 104, number 10 (1997).
Notation. Throughout this paper, x is the major asymptotic parameter which is taken to be sufficiently large. The generic symbols ε, c, and K always represent suitably small, absolute, and large, respectively, constants independent of x whose values may vary from one occurrence to another. 
Concentration properties of ζ-function
In this section, we establish some concentration properties of |ζ(σ + it)/ζ(σ)| as t varies away from real axis.
Lemma 1 The inequality
holds for σ > 1 and |t| ≥ t 0 > 0.
Proof. By symmetry, we may suppose that t ≥ t 0 . We use the following well-known estimate on trigonometric sums [17, p. 144] :
Take L = exp (log t) β and U = √ t. Set = log 2 L and υ = log 2 U − 1. Clearly, by partial summation, we obtain
and by integration
where c 10 is independent of σ. Thus for σ > 1, we obtain
Since β > 2 3 , the assertion of the lemma follows. Note that we can actually replace β by 2/3 by introducing more logarithmic factors:
and similarly for all estimates below involving β. We content ourselves with the estimate (6) for simplicity of presentation.
Lemma 2 For fixed κ > 1, the estimate
holds for |t| ≥ t 0 > 0 and
where c 11 = c 11 (κ) > 0 depends on κ.
Proof. Assume without loss of generality that t ≥ t 0 . Since for σ ≥ (κ + 1)/2,
we have, by the above lemma,
Now for t ≥ 3, take c 12 so small that
This choice of c 12 implies that σ ≥ (κ + 1)/2 and we obtain
where c 14 = c 14 (κ). On the other hand, for
we also have
This completes the proof.
Lemma 3 For ν ≥ 1, ν ∈ Z and |t| ≤ νπ/ log 2, we have
uniformly in t, where
Proof. We have
Using the inequalities
we have for |t| ≤ π/ log(1 + 1/j)
It follows that for |t| ≤ νπ/ log 2 ≤ −π/ log(1 − 1/(2ν))
by the inequalities
Lemma 4 For n ≥ 1, σ > 1 and t ∈ R, we have
Proof. The inequality follows from writing
and applying the elementary inequality
A combination of the preceding lemmas yields the following Corollary 1 For n ≥ 1 and σ > 1, we have the estimates
where ν is the least integer for which t 0 ≤ νπ/ log 2.
Proof. By (6),
Asymptotic normality
In this section, we establish the asymptotic normality of the random variables Y x defined as the number of factors in a random ordered factorization (see below), and improve the error term in Kalmár's problem.
The function ρ(z) is analytic at z = 1. Clearly, for z > 0, ρ(z) is an increasing function of z and lim z→0 ρ(z) = 1. Define the polynomials A z (x) in z by
, and the random variables Y x by the distribution
In other words, if we assign equal probability to each factorization of the set of ordered factorizations of the numbers ≤ x, then Y x counts the number of factors (or the length of the sequence) in a random factorization.
Let d(n) denote the number of divisors of n. From the definition of A z (x), we have A z (x) = 0 for x < 1 and
From this we deduce that
etc. From the above asymptotic estimates, one naturally expects that
Theorem 1
The number of factors in a random ordered factorization is asymptotically normal in the sense of convergence in distribution with mean and variance satisfying 2
We implicitly assume that x is not a positive integer; this convention will be used throughout this paper.
for some absolute constants c 17 , c 19 , where
We first derive an asymptotic estimate for A z (x).
where
Corollary 2 The error term in Kalmár's problem satisfies
Proof. (Sketch) By Lemma 2, we obtain, for
By the Perron formula and standard arguments (cf. [25, §5.3] with suitable modifications on zero-free regions), we obtain (9); cf. [18, 16] . See also the proof of Proposition 4.
Proof of Theorem 1. (Sketch) From the proposition, we obtain, uniformly for −λ ≤ s ≤ λ, λ > 0,
where c 20 depends on λ whose value may be taken to be 1 2 (ρ(e 1/λ ) − 1) −1 . The asymptotic normality follows from a well-known theorem of Curtiss (cf. [5] ). By taking derivatives of (1 − z(ζ(s) − 1)) −1 with respect to z, setting z = 1 and then proceeding as above, we obtain the formulae for the first two moments. Note that
To obtain more precise quantitative results for the distribution function of Y x like convergence rate and large deviations, we need consider complex parameter of the moment generating function, which in turn requires a detailed study of the solution of ζ(s) = 1 + 1/z for z in a complex neighborhood of unity. Instead of following this line, we proceed along a more straightforward approach by considering large powers of ζ-function in the following sections.
Local distributions I. Small powers
Recall that
In this section we study the asymptotic behavior of A(x, m) for small m.
uniformly in m, where γ is Euler's constant.
uniformly in m.
Our major step in proving the theorem is the following Proposition 2 We have
where H 1 is the truncated Hankel contour depicted in Figure 1 (and defined below) and
Note that since m is a positive integer, the Hankel contour can be replaced by simpler paths (like straight lines); the local singularity analysis is then replaced by residue computations. We prefer resorting explicitly to such a contour because the analyses are more straightforward and extend easily to general algebraic and logarithmic singularities. Actually, all our results hold for any real m ≥ 1. 
To evaluate the Perron integral, we move the line of integration to the following contour C (see Figure 1) :
with orientations indicated in Figure 1 and
Clearly,
We thus obtain
[The asymptotic nature of this formula will become clear later.]
We now link the two formulae (12) and (13) by the following differencing argument.
By the relation
with a sufficiently small λ > 0, we have
where Using (13) and the estimate
for λ ∼ 0 and s ∈ H 1 , we obtain
Similarly, the same estimate holds for E 2 .
so that the two error terms in E 1 are of the same order. We now show that
uniformly for 2 ≤ m = o((log x) 3/5 ). This implies that λ → 0 + and so completes the proof of the proposition.
Observe that c m 21 Γ( 
(ii) if m 0 ≤ m = o((log x) 3/5 ), then by Stirling's formula,
Thus we obtain (14) with c 24 = min{c 23 /2, 1/8}.
Proof of Theorem 2. By Proposition 2, we are left with the evaluation of the integral
where X = log x − (1 − γ)m − 1 and the O-term is uniformly bounded for s on H 0 and 2 ≤ m = o((log x) 3/5 ). The contribution of this O-term to the integral is estimated as in the proof of Proposition 2; the result is
For the dominating term, we can extend the integration contour to −∞ ± iδ x , the error so introduced being
for m = o((log x) 3/5 ). We conclude by Hankel's integral representation for 1/Γ(z) that 2 , from which (11) follows.
Remark. Under the Riemann hypothesis, Theorem 2 holds true for 1 ≤ m = o((log x) 2/3 ). This can be proved unconditionally by the saddle-point method in the next section (actually a corollary to Theorem 3).
Local distributions II. Large powers
We continue the asymptotic study of A(x, m) for larger values of m in this section. Recall that β = 2 3 + ε < 1. Throughout this section σ denotes the unique solution > 1 of the equation
uniformly in m, where
As we will see later, σ (log log x) 1/3−ε , thus (16) is a bona fide asymptotic expression for m ≤ m 1 .
Corollary 4
The formula (11) holds for 1 ≤ m = o((log x) 2/3 ).
uniformly for y = o((log x) 1/6 ).
Thus the convergence rate of the distribution functions of Y x to the standard normal distribution is O((log x) −1/2 ). Other results like moderate and large deviations can also be derived from (16) .
Again from Perron's formula, a good approximation to A(x, m) comes from a small portion of the integration path.
for any K > 1, where, here and throughout this section, δ m = m −2/5 .
Proof. We first show that
uniformly for δ m ≤ |t| ≤ T , where
on the other hand, if δ m ≤ |t| ≤ t 0 , again by (8)
Consider now the equation (15) . Since σ = σ(m) is an increasing function in m (for fixed large x),
uniformly for δ m ≤ |t| ≤ t 0 . This proves the first inequality (18) . The second estimate of (18) is obvious.
Note that for σ ≤ ε(log log x) 1−β , we have
For convenience, define g n,m as the coefficients in the Dirichlet series expansion of (ζ(s) − 1) m :
By the well-known estimate 3 (cf. [25, p. 150 
we have
.
To estimate E 4 , we use a smoothing argument similar to that in [24] . Set T 1 = √ T − 1 and define
Since the characteristic function of h(u) satisfies
in view of (18) . It follows that
where by (18)
Since K depends on ε, it suffices to take ε (in the definition of m 1 ) sufficiently small and this completes the proof of the proposition.
Proof of Theorem 3. Write
for σ > 1 and sufficiently small w. It remains to evaluate the integral
by the choice of σ. Since
we deduce by Cauchy's integral formula that
for some c 26 and j ≥ 2. This implies, by the explicit form (17) of κ 2 (σ), that in all cases
which is uniformly small for |t| ≤ δ m and
We complete the proof of the theorem by observing that
Proof of Corollary 4. When m ≤ ε log x, we can derive a series expansion for σ − 1 in terms of powers of w = m/ log x as follows. Rewrite (15) as
Then the Taylor expansion of ϕ 1 (σ) is absolutely convergent in a small neighborhood of the origin and we have by Lagrange inversion formula (cf. [4, p. 125])
In particular, we have
From this and (16) we deduce (11) for m in the range
Proof of Corollary 5. Set this time w = y/ √ v log x and rewrite (15) as
Again, by Lagrange inversion formula,
In particular, e 1 = µ and
Straightforward computations then lead to the local limit theorem.
Comparative discussions.
In this section, we briefly compare our results to some known ones.
Oppenheim's problem of "factorisatio numerorum" As mentioned in Introduction, Oppenheim's problem is the unordered counterpart of Kalmár's problem. Let Ω(x, m) be the number of unordered factorizations of integers ≤ x into numbers ≥ 2 with exactly m factors (multiplicities counted). [With the notation in Introduction, Ω(x, m) = n≤x Ω n,m .]
Hensley [10] showed that [14, Ch. 10 ] for more precise results.
Note that we always have
A comparison of (11) and Hensley's formula shows that this inequality is actually asymptotically equivalent:
, where #(.) denotes the cardinality of the set. Thus when the number of factors is small, most of these factors are distinct.
Integer compositions. If we compare our results for A(x, m) to C(n, m), the number of compositions of n with m summands (namely, number of ordered sequences (n 1 , n 2 , . . . , n m ) for which n 1 + n 2 + · · · + n m = n and n 1 , n 2 , . . . , n m ≥ 1), then there appear many similarities.
The asymptotic behaviors of C(n, m) are easily obtained by Stirling's formula: from
where α = m/n.
Thus, the first formula ("singularity analysis" range) is, up to scaling and constants, asymptotically of the same form as Corollary 4. The second formula (saddle-point range) can also be derived by direct application of the saddle-point method. We observe that the "entropy function" −α log α − (1 − α) log(1 − α) in this case is "mimicked" by I(σ) (defined in (2)) in our A(x, m).
We may conclude that asymptotic properties of the number of "parts" in both structures are, modulo scale and entropy function, quite similar. [We may say that structural similarities are well reflected by the singularity types of the underlying generating functions.]
Integer partitions. The preceding discussions might lead one to further think of the similarities of unordered factorizations and integer partitions and to "guess" that the number of partitions of n with m parts would satisfy
. This is however correct only for m = o(n 1/3 ); cf. [8, 15, 22] . The conclusion is that small parts in integer partitions play a role much more significant than in other structures.
The number of distinct factors
Let ω x represent the random variable counting the number of distinct factors in a random ordered factorization, where each of the factorizations of integers ≤ x is equally likely. We study the expected value of η x in this section.
First, as in [15] , we can show that 
[One can also obtain this expression by a direct argument: η x is the sum of (dependent) Bernoulli random variables and the Dirichlet series
enumerates the number of ordered factorizations in which the factor n appears at least once; summing over all possible factors yields (19) .]
where ρ > 1 solves the equation ζ(s) = 2 and
Comparing this result to E(Y x ) ∼ µ log x, we conclude that there are many small factors occurring with high frequencies in a random ordered factorization; see also (25) .
where ρ n > 1 solves the equation ζ(s) − n −s = 2 and
We first observe that a series representation for the solution ρ n in terms of powers of w = µn −ρ can be obtained by Lagrange inversion formula:
Proof of Proposition 4. Consider
By unicity of analytic functions, there exists a neighborhood of ρ n in which the equation ζ(s)−n −s = 2 has no other zeros besides ρ n . This property together with (8) imply that the equation has no other zeros in the region
for sufficiently large T , where V (t) = exp (ρ n − 1)(log t) β .
Thus we can move the line of integration to the following rectilinear contour by taking into account the residue:
say, where ρ n = ρ n − c/V (T ) and the value of T will be specified later. Using the estimates (8) and the method of proof of Lemma 2, we obtain
If we take T such that
Since (ρ n < ρ)
It follows that
A similar (and simpler) differencing argument as in the proof of Proposition 2 then leads to (22) .
Proof of Theorem 4. Set
Decompose the sum in (19) into three parts:
For 2 ≤ n < N − , by (22) and (23),
For the middle range N − ≤ n < N + , using the expansions
log log x ρ − 1
1/β
(log x) −1+1/ρ log log x.
Collecting the results, we obtain
The sum on the right-hand is expressible by the Mellin inversion formula (cf. [15] )
Shifting the line of integration to the right and taking into account the residues (at s = −1/ρ and s = 0), we obtain (20) .
With further computations, we can obtain an asymptotic expansion for E(η x ) of the form
where p j (u) is a polynomial of degree j. For example, we have ( := 1/ρ)
ψ being the logarithmic derivative of the Gamma function.
We leave open the computations of higher moments and the limiting distribution (expected to be normal).
Extensions
Our study can be extended in many different lines. We briefly describe some of these in this section.
When m is close to log 2 x, the contribution of the smallest factor 2 can be isolated: 
Thus the behavior of A(x, m) depends heavily on the arithmetic structure of x when m is close to log 2 x.
Our study can be extended to cyclic, branching and other types of factorizations; cf. [14, Ch. , where z "marks" the number of factors and φ is Euler's totient function; see also [9] . Asymptotic normality as well as precise local behaviors can be derived for the number of factors as for Y x .
Another interesting problem is the product Π x of distinct parts (or the kernel) of a random ordered factorization. As in [15] , we can derive the following Dirichlet series 1 + which enumerates the number of occurrences of the factor n, we can show that the expected number of occurrences of n is asymptotic to µn −ρ log x (n ≥ 2).
Thus (in view of E(Y x ) ∼ µ log x) in a random ordered factorization the factor n occurs with proportion n −ρ and we deduce, on intuitive grounds (without considering uniformity and dependence),
where ν is the least integer whose expected number of occurrences is ≥ 1, namely, ν ≈ (µ log x) 1/ρ .
By (20) and Stirling's formula, c(log x) 1/ρ log 2 log E(Π x ) ρ −1 (µ log x) 1/ρ log log x, where c is as in (21) .
We have considered up to now factorizations into positive integers ≥ 2. Other sets like the sets (or multisets) of prime numbers, of Fibonacci numbers, of Euler's totient functions, etc., can be similarly considered. Also combinatorial inequalities in the styles of Lemmas 3 and 5 of [15] can also be developed.
By the recurrence relation (27), we obtain
Setting z = e −t and taking Mellin transforms on both sides, we get n≥1 g(n) − g(n − 1)
which is solved as n≥1 g(n) − g(n − 1)
Since r k > 0, by application of Ikehara's theorem, we obtain (28).
For example, for the sequence (26), the Dirichlet series of the (backward) difference of g(n) is n≥1 g(n) − g(n − 1) n s = 1 1 − 2 −s − 3 −s − 6 −s , and Ikehara's theorem gives g(n) ∼ G(n) ∼ 12 log 432 n (n → ∞).
The result so obtained seems more transparent.
