We develop a communication-efficient distributed learning algorithm that is robust against Byzantine worker machines. We propose and analyze a distributed gradient-descent algorithm that performs a simple thresholding based on gradient norms to mitigate Byzantine failures. We show the (statistical) error-rate of our algorithm matches that of [YCKB18], which uses more complicated schemes (like coordinate-wise median or trimmed mean) and thus optimal. Furthermore, for communication efficiency, we consider a generic class of δ-approximate compressors from [KRSJ19] that encompasses sign-based compressors and top-k sparsification. Our algorithm uses compressed gradients and gradient norms for aggregation and Byzantine removal respectively. We establish the statistical error rate of the algorithm for arbitrary (convex or non-convex) smooth loss function. We show that, in the regime when the compression factor δ is constant and the dimension of the parameter space is fixed, the rate of convergence is not affected by the compression operation, and hence we effectively get the compression for free. Moreover, we extend the compressed gradient descent algorithm with error feedback proposed in [KRSJ19] for the distributed setting. We have experimentally validated our results and shown good performance in convergence for convex (least-square regression) and non-convex (neural network training) problems.
Introduction
In many real-world applications, the size of training datasets has grown significantly over the years to the point that it is becoming crucial to implement learning algorithms in a distributed fashion. A commonly used distributed learning framework is data parallelism, in which large-scale datasets are distributed over multiple worker machines for parallel processing in order to speed up computation. In other applications such as Federated Learning [KMY + 16], the data sources are inherently distributed since the data are stored locally in users' devices.
In a standard distributed computing framework, a set of worker machines store the data, perform local computations, and communicate gradients (or evaluations) to the central machine (e.g., a parameter server). The central machine processes the results from workers to update the model parameters. Such distributed frameworks need to address the following two fundamental challenges. First, the gains due to parallelization are often bottlenecked in practice by heavy communication overheads between workers and the central machine. This is especially the case for large clusters of worker machines or for modern deep learning applications using models with millions of parameters. Moreover, in Federated Learning, communication from a user device to the central server is directly tied to the user's upload bandwidth costs. Second, messages from workers are susceptible to errors due to hardware faults or software bugs, stalled computations, data crashes, and unpredictable communication channels. In scenarios such as Federated Learning, users may as well be malicious and act adversarially. The inherent unpredictable (and potentially adversarial) nature of compute units is typically modeled as Byzantine failures ( [LSP82] ). Even if a single worker is Byzantine, it can be fatal to most learning algorithms.
Both these challenges, communication efficiency and Byzantine-robustness, have recently attracted significant research attention, albeit mostly separately. In particular, several recent works have proposed various quantization or sparsification techniques to reduce the communication overhead [AHJ + 18, SCJ18, IRU + 19, SYKM17, WSL + 18, WXY + 17, AGL + 17a, GMM19] . The goal of these quantization schemes is to compute an unbiased estimate of the gradient with bounded second moment in order to achieve good convergence guarantees. The problem of developing Byzantine-robust distributed algorithms has been considered in [AGL + 17b, SV16, FXM14, CSX17, YCKB18, YCKB19, BMGS17, GHYR19] . A notable exception to considering communication overhead separately from Byzantine robustness is the recent work of [BZAA18] . In this work, a communication efficient and Byzantine fault tolerant algorithm signSGD has been proposed 1 . The main idea of signSGD is to communicate the coordinate-wise signs of the gradient vector to reduce communication and employ a majority vote during the aggregation to mitigate the effect of Byzantine units. However, signSGD suffers from several limitations. First, [KRSJ19, Section 3] shows that sign-based algorithms do not converge in general, and the authors present several convex counter examples where signSGD fails to converge. Second, signSGD can handle only a limited class of adversaries [BZAA18] .
In this paper, our goal is to develop a communication-efficient distributed statistical learning algorithm that is provably robust against Byzantine workers. Specifically, we consider the following setup. There are m worker machines, each storing n data points. The data points are generated from some unknown distribution D. The objective is to learn a parametric model that minimizes a population loss function F : W → R, where F is defined as an expectation over D, and W ⊆ R d denotes the parameter space.
For gradient compression at workers, we consider the notion of a δ-approximate compressor 2 from [KRSJ19] that encompasses sign-based compressors like signSGD [BZAA18] and top-k sparsification [SCJ18] . We also assume that 0 ≤ α < 1/2 fraction of the worker machines are Byzantine. We first consider a restricted (as described next) adversarial model in Section 4, and in the subsequent section, we remove this restriction by slightly changing the learning algorithm.
In Section 4, we restrict our attention to an adversarial model in which Byzantine workers can provide arbitrary values as an input to the compression algorithm, but they correctly implement the same compression scheme as mandated. Though this adversarial model is restricted, we argue that it is well-suited for applications wherein compression happens outside of worker machines. For example, Apache MXNet, a deep learning framework designed to be distributed on cloud infrastructures, uses NVIDIA Collective Communication Library (NCCL) that employs gradient compression [MXN] . Also in a Federated Learning setup the compression can be part of the communication protocol. Furthermore, this can happen when worker machines are divided into groups, and each group is associated with a compression unit. As an example, cores in a multi-core processor ([LPPR17]) acting as a group of worker machines with the compression carried out by a separate processor, or servers co-located on a rack ([CBRK15]) acting as a group with the compression carried out by the top-of-the-rack switch.
In Section 5, we remove this restriction on the Byzantine machines. Here, we slightly change the learning algorithm to accommodate arbitrary Byzantine nodes. However, the learning algorithm of Section 4 (Algorithm 1) can be applied for any δ-approximate compressor, whereas the modified algorithm of Section 5 (Algorithm 2 ) can accommodate only a sub-class 3 of δ-approximate compressors.
Our Contributions:
We propose a communication-efficient and robust distributed gradient descent (GD) algorithm. The algorithm takes as input the gradients compressed using a δ-approximate compressor along with the norms 4 (of either compressed or uncompressed gradients), and performs a simple thresholding operation on based on gradient norms to discard β > α fraction of workers with the largest norm values. We establish the statistical error rate of the algorithm for arbitrary smooth population loss functions as a function of the number of worker machines m, the number of data points on each machine n, dimension d, and the compression factor δ. In particular, we show that our algorithm achieves the following statistical error rate 5 for the regime δ > 4β + 4α − 8α 2 + 4α 3 :
(1)
We first note that when δ = 1 (uncompressed), the error rate isÕ( α 2 n + 1 mn ), which matches [YCKB18] . Notice that we use a simple threshold (on local gradient norms) based Byzantine resilience scheme (in contrast with the coordinate wise median or trimmed mean of [YCKB18] ). We note that for a fixed d and constant δ, the statistical error rate becomeÕ( α 2 n + 1 mn ), which is order-wise identical to the case of no compression [YCKB18] . In other words, in the regime of fixed d and constant δ, it is possible to get compression for free. Moreover, it is shown in [YCKB18] that, for strongly-convex loss functions, no algorithm can achieve an error lower thanΩ( α 2 n + 1 mn ), implying that our algorithm is order-wise optimal in terms of the statistical error rate.
A major technical challenge here is to handle compression and the Byzantine behavior of the worker machines simultaneously. We build up on the techniques of [YCKB18] to control the Byzantine machines. In particular, using certain uniform bounds via careful covering arguments, we show that the local gradient on a non-Byzantine worker machine is close to the gradient of the population loss function.
Note that in some settings, our results may not have an optimal dependence on dimension d. Also, for a generic δ-approximate compressors, we assume a restricted class of adversaries. Obtaining optimal dependence on d and handling arbitrary Byzantine machines generic δ-approximate compressors are interesting future direction.
We experimentally evaluate our algorithm for convex and non-convex losses. For the convex case, we choose the linear regression problem, and for the non-convex case, we train a ReLU activated feed-forward fully connected neural net. We compare our algorithm with the non-Byzantine case and signSGD with majority vote, and observe that our algorithm converges faster.
To alleviate the convergence issues of sign based optimization algorithms (e.g., signSGD ), [KRSJ19] proposes a class of optimization algorithms that use the error in compression as feedback. The worker machines store the difference between the actual and compressed gradient and add it back to the next step so that the correct direction of the gradient is not forgotten. In this work, we extend the error-feedback based algorithms to a distributed setting and provide statistical guarantees for non-convex smooth loss functions. In addition, we experimentally establish that using error-feedback with a δ-approximate compressor in our algorithm works well even in the Byzantine setup, even though we do not have theoretical guarantees. estimation. The tradeoff between communication and accuracy is studied in [ZDJW13]. Variance reduction in communication efficient stochastic distributed learning has been studied in [HKM + 19]. Sparsification techniques are also used instead of quantization to reduce communication cost. Gradient sparsification has beed studied in [SCJ18, AHJ + 18, IRU + 19] with provable guarantees. The main idea is to communicate top components of the d-dimensional local gradient to get good estimate of the true global gradient.
Byzantine Robust Optimization: In the distributed learning context, a generic framework of one shot median based robust learning has been proposed in [FXM14] . In [CSX17] the issue of byzantine failure is tackled by grouping the servers in batches and computing the median of batched servers. Later in [YCKB18, YCKB19], co-ordinate wise median, trimmed mean and iterative filtering based algorithm has been proposed and optimal statistical error rate is obtained. Also, [MGR18, DEMG + 19] considers adversaries may steer convergence to bad local minimizers. In this work, we do not assume such adversaries.
Gradient compression and Byzantine robust optimization have simultaneously been addressed in a recent paper [BZAA18] . Here, the authors use signSGD as compressor and majority voting as robust aggregator. As explained in [KRSJ19] , signSGD can run into convergence issues. Also, [BZAA18] can handle a restricted class of adversaries that are multiplicative (i.e., multiply each coordinate of gradient by arbitrary scalar) and blind (i.e., determine how to corrupt the gradient before observing the true gradient). In this paper, for compression, we use a generic δ approximate compressor. Also, we can handle arbitrary Byzantine worker machines.
Very recently, [KRSJ19] uses error-feedback to remove some of the issues of sign based compression schemes. In this work, we extend the framework in a distributed setting and prove theoretical guarantees.
Problem Formulation
In this section, we formally set up the problem. We consider a standard statistical problem of risk minimization. In a distributed setting, suppose we have one central and m worker nodes and the worker nodes communicate to the central node. Each worker node contains n data points. We assume that the mn data points are sampled independently from some unknown distribution D. Also, let f (w, z) be the loss function of a parameter vector w ∈ W ⊆ R d corresponding to data point z, where W is the parameter space. Hence, the population loss function is F (w) = E z∼D [f (w, z)]. Our goal is to obtain the following:
where we assume W to be a convex and compact subset of R d with diameter D. In other words, we have
Each worker node is associated with a local loss defined as F i (w) = 1 n n j=1 f (w, z i,j ), where z i,j denotes the j-th data point in the i-th machine. This is precisely the empirical risk function of the i-th worker node.
We assume a setup where worker i compresses the local gradient and send to the central machine. The central machine aggregates the compressed gradients, takes a gradient step and broadcasts the obtained model to be used in the subsequent iteration. Furthermore, we assume that α fraction of the total workers nodes are Byzantine, for some α < 1/2. Byzantine workers can provide arbitrary values as an input to the compression algorithm, but they correctly implement the same compression scheme as mandated. Later we provide algorithm to alleviate the restriction on byzantine. In addition, Byzantine workers may completely know the learning algorithm and are allowed to collude with each other.
Next, we define a few (standard) quantities that will be required in our analysis.
Compression At Worker Machines
In this section, we consider a generic class of compressors from [SCJ18, KRSJ19] as described in the following.
holds for all x, where the expectation is taken with respect to the randomness of Q(.). In this paper, for the clarity of exposition, we consider the deterministic form of the compressor (as in Definition 4). However, the results can be easily extended for random Q(.).
Notice that δ = 1 implies Q(x) = x (no compression). We list a few examples of δ compressor (including a few from [KRSJ19]) here:
is the (coordinate-wise) sign operator. Here the local machines send a d-dimensional vector containing coordinate-wise sign of the gradients. This algorithm is known as signSGD [BWAA18a, BWAA18b];
2. top k operator, which selects k coordinates with largest absolute value;
. This is a k/d-approximate compressor.
3. k-PCA that uses top k eigenvectors to approximate a matrix X [WSL + 18].
quantize SGD (QSGD) [AGL
In this paper, we call this compression scheme as 1 -QSGD.
Apart from these examples, several randomized compressors are also discussed also in [SCJ18] . Based on these examples, we may divide the family of δ-approximate compressors in two classes:
• C norm : in this class of δ-approximate compressors, Q(x) embeds the norm information of x. This means, the norm information of x can be inferred from Q(x). For example, QSGD ([AGL + 17a]) embeds 2 norm, 1 -QSGD ([KRSJ19]) embeds 1 norm and [WXY + 17] embeds the ∞ norm. The top k compressor implicitly captures the norm information. The compressor of [SYKM17] also falls under this class. In practice, most compressors use norm information to encode; either explicitly or implicitly.
• C normless : as the name suggests, the family of δ-approximate compressors in this class do not embed any norm information. A popular example in this class is the signSGD algorithm ([BWAA18b]), which only considers the coordinate-wise sign. Since, the only work that considers compression in the presence of Byzantine machines employ signSGD ( [BWAA18a] ), we propose and analyze algorithms for C normless to compare our results with [BWAA18a] .
δ-Compressor with sublinear communication
In a distributed optimization setting, typically the worker machines compress the local gradient using a δ-approximate compressor, encode the compressed information in bits, and communicate the bits to the central machine. For example, for signSGD, the local machines use 1-bit information per coordinate, hence communication a total of d bits per machine per iteration. In general, the log cardinality of the image of Q(.) number of bits are communicated.
In most of the compression schemes mentioned previously (e.g., [BWAA18a, AGL + 17a, KRSJ19]), the communication cost is O(d) bits. However, it is possible to construct δ-compressor with sublinear communication. Let us assume Q(.) ∈ C norm and we also observe x 2 as side information (see Algorithm 1). Normalizing with respect to the 2 norm, we assume the input to Q(.),x lies in a d-dimensional unit sphere. Now, we design a √ 1 − δ net of the unit sphere, implying that for anyx, there exist an element in the net, y,
Since the number of elements in the net is upper bounded by (1 + 2 ) d ([Ver10]), we need O(d log(1 − δ)) bits to represent it. With appropriate choice of δ, we can make this sub-linear in d. For instance, when
In the next section, we describe a communication-efficient and robust distributed gradient descent algorithm for both C norm and C normless class of δ-approximate compressors. However, we restrict to the setting where Byzantine can send arbitrary values to central machine but they adhere to the compression algorithm. In the subsequent section (Section 5), we remove this restriction on Byzantine nodes. However, in this setting, our algorithm is suitable for C norm only.
Distributed Optimization with Restricted Adversaries
The optimization algorithm we use is formally given in Algorithm 1. Note that the algorithm uses a compression scheme Q(.) to reduce communication cost and a norm based thresholding to remove Byzantine worker nodes. As mentioned earlier, we restrict to an adversarial model in which Byzantine workers can provide arbitrary values to the input of the compression algorithm, but they correctly implement the same compression algorithm.
In Algorithm 1, we use a δ-approximate compressor along with the norm information. We use:
is comprised of a scalar (norm of x) and a compressed vector Q(x). Here, we can accommodate both C norm and C normless class of δ-approximate compressors. For compressors belonging Algorithm 1 Robust Compressed Gradient Descent 1: Input:
Step size γ, Compressor C(.), β < 1 2: Initialize: Initial iterate w 0 3: for t = 0, 1, . . . , T − 1 do 4:
Central machine: broadcasts w t for i ∈ [m] do in parallel 5:
i-th worker machine: Central Machine:
• Sort the local gradient norms in a non decreasing order
• Return the indices of the first 1 − β fraction of elements as U t .
• Update model parameter:
, the quantity Q(.) has all the information and hence sending the norm separately is not required.
As seen in Algorithm 1, worker node i compresses the local gradient ∇F i (.) sends C(∇F i (.)) to the central machine. Adversary nodes can send arbitrary C( ) to the central machine. The central machine aggregates the gradients, takes a gradient step and broadcasts the updated model for next iteration.
We now explain how Algorithm 1 tackles the Byzantine worker machines. The central machine receives the compressed gradients comprising a scalar ( ||x|| q , q ≥ 1) and a quantized vector (Q(x)) and outputs a set of indices U with |U| = (1 − β)m. Here we employ a simple thresholding scheme on the (local) gradient norm. Note that adversaries can arbitrarily change the norm value, but for the quantized vector, the adversary can only harm in a very restricted way. For example, if Q(x) = sign(x), the effect of adversary is only limited to a flip in the sign. This is why Q(.) is not used for handling Byzantine machines.
Main Results
In this section we analyze Algorithm 1 and obtain the rate of the convergence under non-convex and convex loss functions. We start with the following assumption.
Assumption 1. For all z, the quantity ∂ k f (., z) is L k Lipschitz with respect to the first argument for each
We also make the following assumption on the tail behavior of the partial derivative of the loss function.
Assumption 2. (Sub-exponential gradients) For all k ∈ [d] and z, the partial derivative of the loss function f (w, z) with respect to the k-th coordinate of w (denoted as ∂ k f (w, z)) is v sub-exponential for all w ∈ W.
The assumption implies that the moments of the partial derivatives are bounded. We like to emphasize that the sub-exponential assumption on gradients is fairly common ([YCKB18, SV16, Wu17] ). For instance, [YCKB18, Proposotion 2] gives a concrete example in the context of a regression problem. Furthermore, in [YCKB19], the gradients are assumed to be sub-gaussian, which is stronger than Assumption 2.
In this section, we assume that the population loss function F (.) is smooth. We require the following assumption.
where c 0 is a constant, δ is the compression factor and is defined in equation (4).
We use the above assumption to ensure that the iterates of Algorithm 1 stays in W. We emphasize that this is a standard assumption on the size of W to control the iterates for non-convex loss function. Note that, similar assumptions have been used in prior works [YCKB18, YCKB19] . We point out that Assumption 3 is used for simplicity and is not a hard requirement. We show (in the proof of Theorem 1) that the iterates of Algorithm 1 stay in a bounded set around the initial iterate w 0 .
To simplify notation and for the clarity of exposition, we define the following three quantities which will be used throughout the paper.
where λ 0 is a positive constant. For intuition, one can think of 1 =Õ( d √ n ) and 2 =Õ( d √ mn ) as small problem dependent quantities. Assuming β = cα for a universal constant c > 1, we have
Throughout the paper, we assume C, C 1 , C 2 , .., c, c 1 , .. as positive universal constants, the value of which may differ from instance to instance.
[r] denotes the set of natural numbers {1, 2, .., r}.
We provide the following rate of convergence to a critical point of the population loss function F (.).
Theorem 1. Suppose Assumptions 1, 2 and 3 hold, and α ≤ β < 1/2. For sufficiently small constant c, we choose the step size γ = c L F . Then, running Algorithm 1 for
with probability greater than or equal to
and λ 0 is a (sufficiently small) positive constant.
Remark 1. Substituting δ = 1 (no compression) in , for a fixed d, we get =Õ( α 2 n + 1 mn ), which matches the (statistical) rate of Yin et. al (2018) ( [YCKB18] ). Hence, instead of coordinate wise median or trimmed mean, we can simply use a threshold (on local gradient norms) based Byzantine resilience scheme, and obtain the same statistical error and iteration complexity as [YCKB18] .
Remark 2. For a fixed d, when δ is a fixed constant (O(1)), we obtain =Õ( α 2 n + 1 mn ). In this regime, the iteration complexity and the final statistical error of Algorithm 1 is order-wise identical to the setting with no compression. In other words, we get the compression for free in this regime. We emphasize here that δ = O(1) is observed in practical applications like training of neural nets ([KRSJ19, Figure 2] ).
Remark 3. (Optimality) For a distributed mean estimation problem, [YCKB18, Observation 1] implies that any algorithm will yield an (statistical) error of Ω( α 2 n + d mn ). Hence, in the regime where d and δ are fixed, our error-rate is optimal.
Remark 4. For the convergence of Algorithm 1, we require δ > δ 0 + 4α − 9α 2 + 4α 3 , implying that our analysis will not work if δ is very close to 0. Note that a very small δ is rarely observed in practical applications ([KRSJ19, Figure 2] ). Also, note that, from the definition of δ 0 , we can choose λ 0 sufficiently small at the expense of increasing the multiplicative constant in by a factor of 1/λ 0 . Since the error-rate considers asymptotics in m and n, increasing a constant factor is insignificant. A sufficiently small λ 0 implies δ 0 = O(2β), and hence we require δ > 4α + 2β (ignoring the higher order dependence).
The requirement δ > 4α + 2β can be seen as a trade-off between the amount of compression and the fraction of adversaries in the system. As α increases, the amount of (tolerable) compression decreases and vice versa.
with high probability. We see that Algorithm 1 converges at a rate of O(1/T ), and finally plateaus at an error floor of . Note that the rate of convergence is same as [YCKB18] . Hence, even with compression, the (order-wise) convergence rate is unaffected.
Distributed Optimization with Arbitrary Adversaries
In this section we remove the assumption of restricted adversary (as in Section 4) and make the learning algorithm robust to the adversarial effects of both the computation and compression unit. Hence, the Byzantine machines do not need to adhere to the mandated compression algorithm. However, we can only accommodate the family of norm-embedded δ-approximate compressors (C norm ) in this setting.
We propose and analyze a first order distributed learning algorithm described in Algorithm 2. The i-th local machine sendsC = {Q(∇F i (w t )), Q(∇F i (w t )) q } to the central machine, where q ≥ 1. Note that Algorithm 2 is similar to Algorithm 1 except the fact that the central machine sorts the worker machines according to the norm of the compressed gradients rather than the norm of the gradients.
Note that sorting with respect to Q(∇F i (w t )) q makes little sense if Q ∈ C normless . As an example, consider the setting (like signSGD) where Q(∇F i (w t ))) = sign(∇F i (w t ))) and q = 2. In this case, Q(∇F i (w t ))) = √ d for all (the worker machines) i. As an attack, the Byzantine machines may also send arbitrary vectors (in the place of compressed local gradients) with 2 norm √ d. Hence, sorting based on norm of compressed gradients may allow a large number of Byzantine machines in the set of untrimmed nodes U t . However, the above mentioned problem will go away if Q ∈ C norm . Since, the compression schemes embeds the norm information, sorting based on the norm of compressed gradient is related to sorting based on the norm of the (uncompressed) gradients (Algorithm 1). So, in this section we restrict our attention to the setting where Q ∈ C norm .
Algorithm 2 Robust Compressed Gradient Descent for Arbitrary Adversary 1: Input:
Step size γ, CompressorC(.), β < 1 2: Initialize: Initial iterate w 0 3: for t = 0, 1, . . . , T − 1 do 4:
i-th worker machine:
• (Non-Byzantine) computes ∇F i (w t ); sendsC(∇F i (w t )) to the central machine Central Machine:
• Sort the norm of compressed local gradients in a non decreasing order
7: end for
Main Results
We continue to assume that the population loss function F (.) is smooth (it may be convex or non-convex) and analyze Algorithm 2. We have the following result. For the clarity of exposition, we define the following quantity which will be used in the results of this section:
which suggests that and are order-wise identical. We have the following assumption, which parallels Assumption 3, but is replaced with .
Assumption 4. (Size of parameter space W) Suppose that ∇F (w) ≤ M for all w ∈ W. We assume that W contains the 2 ball {w :
where c 0 is a constant, δ is the compression factor and is defined in equation (6). i-th worker machine:
• sends Q(p i (t)) to the central machine At Central machine:
7: end for Remark 6. The above result and their consequences resemble that of Theorem 1. The only difference is in the definition of δ 0 . For a sufficiently small λ 0 , we see δ 0 = O(4β), which implies we require δ > 4β + 4α for the convergence of Theorem 2. Note that this is a slightly strict requirement compared to Theorem 1.
Remark 7. We observe that Theorem 2 is applied only if Q ∈ C norm . Also the requirement on δ is stricter than that of Theorem 1. However, the result in Theorem 2 is applicable for arbitrary adversaries, whereas Theorem 1 relies on the adversary being restrictive. Hence, we can view the limitation of Theorem 2 as a price of accommodating arbitrary adversaries.
Distributed Learning with Error Feedback
In this section, we analyze the role of error feedback [KRSJ19] in distributed learning. We modify the problem setup slightly. Here, our goal is to solve the following optimization problem
where F i (.) is the local loss function at machine i. Note that the above optimization problem is a deterministic one, where the data points in the worker nodes are fixed. Consequently, solving this problem does not imply any generalization guarantee.
We also assume that α = 0, meaning there is no adversary in the system. The details of the algorithm we use to solve the above optimization problem is given in Algorithm 3. The worker nodes adds the error in compression to the local gradient in subsequent iteration. Adding error feedback somewhat corrects the error in compression and guides the trajectory towards the optimization problem without compression. In [SCJ18, KRSJ19] , the advantages of error feedback is analyzed for a non-distributed setting. Here, we extend the results to a distributed setting.
Theoretical Guarantee
Here, we show the convergence of Algorithm 3. We concentrate only for non-convex smooth F (.). We start with the following assumption.
Assumption 5. The local loss functions F i (.) are L Lipschitz for all i ∈ [m].
We have the following rate of convergence of Algorithm 3 to a critical point of the loss function F (.).
Theorem 3. Suppose that F (.) is L F smooth and Assumption 5 holds. Also, Q(.) is a δ compressor. With
.
Remark 8. Note that the first term in the above equation comes from optimizing a non-convex function and it is completely independent of δ. The second term comes from compression. If δ = 1 (no compression), the second term vanishes.
Remark 9. Choosing γ = 1 L F √ T +1 , we notice that, the second term decreases at a much faster (O(1/T )) than the first term (O(1/ √ T )). Hence, we get the compression for free in this setting.
Remark 10. Optimizing for the step size, we obtain γ = O(δ 2 /(1 − δ)T ) 1/3 and correspondingly,
In the experiments (Section 7), we observe that Algorithm 3 works even in the presence of the Byzantine worker machines.
Experiments
In this section we validate the correctness of Algorithm 1 for linear regression problem and training ReLU network. In all the experiments, we choose the following compression scheme: given any x, we report C(x) = { x 1 d , sign(x)} where sign(x) serves as the quantized vector and x 1 d is the scaling factor. All the reported results are averaged over 20 different runs.
First we consider a least square regression problem w * = argmin w Aw − b 2 . For the regression problem we generate matrix A ∈ R N ×d , vector w * ∈ R d by sampling each item independently from standard normal and set b = Aw * . Here we choose N = 4000 and consider d = 1000. We partition the data set equally into m = 200 servers. We randomly choose αm (= 5, 10, 20) workers to be Byzantine and apply norm based thresholding operation with parameter βm (= 7, 12, 22) respectively. We simulate the byzantine workers by adding i.i.d N (0, 10I d ) to the gradient. In our experiment the gradient is the most pertinent information of the the worker server. So we choose to add noise to the gradient to make it a Byzantine worker. We choose w t − w * as the error metric for this problem.
Effectiveness of thresholding:
We compare Algorithm 1 with compressed gradient descent (with vanilla aggregation). Our method is equipped with byzantine tolerance steps and the vanilla compressed gradient just computes the average of the compressed gradient sent by the workers. From Figure 1 it is evident that the the application of norm based thresholding scheme provides better convergence result compared to the compressed gradient method without it.
Comparison with signSGD with majority vote: In [BZAA18], a communication efficient byzantine tolerant algorithm is proposed where communication efficiency is achieved by communicating sign of the gradient and robustness is attained by taking co-ordinate wise majority vote. Robustness in our algorithm comes from thresholding operation on the scaling factor. We show comparison of both method in Figure 2 in the regression setup depicted above. Our method shows a better trend in convergence.
Deep Net with ReLU activation: Next, we show the effectiveness of our method in training a fully connected feed forward neural net. We implement neural net in pytorch and use the digit recognition dataset [LBB + 98]. We partition 60, 000 training data into 200 different worker node. The neural net is equipped with 1000 node hidden layer with ReLU activation function and we choose cross-entropy-loss as the loss function. To simulate the byzantine affect, we replace the actual labels with random label in the data set of the byzantine workers and also in a deterministic manner replace the labels y with 9 − y (0 becomes 9 , 9 becomes 0). The results are shown in Figure 4 .
Error-feedback with thresholding scheme :
Although theoretical guarantee in Byzantine setting (α > 0) is not provided for Algorithm 3, we still conduct experimental evaluation. We make use of the norm based thresholding scheme for Byzantine resilience in addition to the compression scheme of error feedback algorithm. We show convergence result in Figure 3 in the same setup of least square problem and Figure 4 for the neural net.
Conclusion and Future work
We address the problem of robust distributed optimization where the worker machines send the compressed gradient (as opposed to the full gradient) to the central machine. We propose a first order optimization algorithm and provide theoretical guarantees and experimental validation under different setup. In some settings, we assume a restricted adversary (that adheres to the compression algorithm). An immediate future work would be to remove such assumption and obtain a learning algorithm with arbitrary adversaries uniformly for all δ-approximate compressors. It might also be interesting to study a second order distributed optimization algorithm with compressed gradients and hessians. 
APPENDIX 9 Proofs
Notation: Let M and B denote the set of non-Byzantine and Byzantine worker machines. Furthermore, U t and T t denote untrimmed and trimmed worker machines. So evidently,
Proof of Theorem 1
Let g(w t ) = 1 |Ut| i∈Ut Q(∇F i (w t )) and ∆ = g(w t ) − ∇F (w t ). We have the following Lemma to control of ∆ 2 .
Lemma 1. For any λ > 0, we have,
with 1 and 2 as defined in equation (2) and (3) respectively.
The proof of the lemma is deferred to Section 9.1.1. We prove the theorem using the above lemma.
We first show that with Assumption 3 and with the choice of step size γ, we always stay in W without projection. Recall that g(w t ) = 1 |Ut| i∈Ut Q(∇F i (w t )) and ∆ = g(w t ) − ∇F (w t ). We have
We use Lemma 1 with λ = λ 0 for a sufficiently small positive constant λ 0 .
. A little algebra shows that provided δ > δ 0 + 4α − 9α 2 + 4α 3 , we obtain
where c 0 is a positive constant and is defined in equation (4). Substituting, we obtain
where we use the fact that √ 1 − c 0 ≤ 1 − c 0 /2. Now, running T = C L F (F (w0)−F (w * )) iterations, we see that Assumption 3 ensures that the iterations of Algorithm 1 is always in W. Hence, let us now analyze the algorithm without the projection step.
Using the smoothness of F (.), we have
Using the iteration of Algorithm 1, we obtain
where ρ > 0 and the last inequality follows from Young's inequality. Substituting ρ = 1, we obtain
We now use Lemma 1 to obtain
Upon further simplification, we have
We now substitute γ = c L F , for a small enough constant c, so that we can ignore the contributions of the terms with quadratic dependence on γ. We substitute λ = λ 0 for a sufficiently small positive constant λ 0 .
where c 1 is a constant. With this choice, we obtain
where the first term is obtained from a telescopic sum and is defined in equation (4). Finally, we obtain min t=0,...,T
with probability greater than or equal to 1 − c1(1−α)md (1+nLD) d − c2d (1+(1−α)mnLD) d , proving Theorem 1.
Proof of Lemma 1:
We require the following result to prove Lemma 1. In the following result, we show that for non-Byzantine machines, the local gradient ∇F i (w t ) is concentrated around ∇F (w t ).
Lemma 2. We have
Furthermore, we have the following Lemma which implies that the average of local gradients ∇F i (w t ) over non-Byzantine machines is close to its expectation ∇F (w t ).
Lemma 3. We have
Recall the definition of ∆. Using triangle inequality, we obtain
We first control T 1 . Using the compression scheme (Assumption 4), we obtain
Since β ≥ α, we ensure that M ∩ T t = ∅. We have,
We now upper-bound T 3 . We have Now, using Young's inequality, for any λ > 0, we obtain
Proof of Lemma 2:
For a fixed i ∈ M, we first analyze the quantity ∇F i (w t ) − ∇F (w t ) . Notice that i is non-Byzantine. Recall that machine i has n independent data points. We use the sub-exponential concentration to control this term. Let us rewrite the concentration inequality.
Univariate sub-exponential concentration: Suppose Y is univariate random variable with EY = µ and y 1 , . . . , y n are i.i.d draws of Y . Also, Y is v sub-exponential. From sub-exponential concentration (Hoeffding's inequality), we obtain
We directly use this to the k-th partial derivative of F i . Let ∂ k f (w t , z i,j ) be the partial derivative of the loss function with respect to k-th coordinate on i-th machine with j-th data point. From Assumption 2, we obtain
Since ∇F i (w t ) = 1 n n j=1 ∇f (w t , z i,j ), denoting ∇F (k) i (w t ) as the k-th coordinate of ∇F i (w t ), we have
This result holds for a particular w t . To extend this for all w ∈ W, we exploit the covering net argument and the Lipschitz continuity of the partial derivative of the loss function (Assumption 1). Let {w 1 , . . . , w N } be a δ covering of W. Since W has diameter D, from Vershynin, we obtain N ≤ (1 + D δ ) d . Hence with probability at least
for all w ∈ {w 1 , . . . , w N } and k ∈ [d]. This implies
with probability greater than or equal to 1 − 2N d exp{−n min( t v , t 2 v 2 )}.
We now reason about w ∈ W \ {w 1 , . . . , w N } via Lipschitzness (Assumption 1). From the definition of δ cover, for any w ∈ W, there exists w , an element of the cover such that w − w ≤ δ. Hence, we obtain
Choosing δ = 1 2nL and
with probability 1 − d (1+nLD) d . Taking union bound on all non-Byzantine machines yields the theorem.
Proof of Lemma 3
We need to upper bound the following quantity:
We now use similar argument (sub-exponential concentration) like Lemma 2. The only difference is that in this case, we also consider averaging over worker nodes. We obtain the following:
Proof of Theorem 2
The proof of convergence for Theorem 2 follows the same steps as Theorem 1. Recall that the quantity of interest is
for which we prove bound in the following lemma.
Lemma 4. For any λ > 0, we have,
Taking the above lemma for granted, we proceed to prove Theorem 2. The proof of Lemma 4 is deferred to Section 9.2.1.
The proof parallels the proof of 1, except the fact that we use Lemma 4 to upper bound ∆ 2 . Correspondingly, a little algebra shows that we require δ > δ 0 + 4α − 8α 2 + 4α 3 , where δ 0 = 1 − (1−β) 2 (1+β) 2 (1+λ0) , where λ 0 is a sufficiently small positive constant. With the above requirement, the proof follows the same steps as Theorem 1 and hence we omit the details of the proof.
Proof of Lemma 4
Here prove a new bound on
where g(w t ) = 1 |Ut| i∈Ut Q(∇F i (w t )) We have
where we use Lemma 2. Putting T 1 , T 2 , T 3 we get
where (λ) = 2(1 + 1 λ ) (1+β) √ 1−δ+α+β 1−β 2 2 1 + ( 1−α 1−β ) 2 2 2 . Hence, the lemma follows.
Proof of Theorem 3:
We use the following Lemma to prove the theorem. The lemma shows that the accumulated error over iterations is small.
Lemma 5. We have
The proof of the lemma is deferred to the end of the section. With this lemma, let us proceed to prove the theorem.
We define an auxiliary sequence {w t }, wherew t = w t − 1 m m i=1 e i (t). Hence, we havẽ
Q(p i (t)). Now, from the algorithm, Q(p i (t)) = e i (t + 1) + p i (t).
Using this, we obtainw
Using the smoothness of the function, we obtain
Since F is L F smooth, we have
Continuing the argument above, we obtain
where we use Young's inequality in the second line. We have
Using Lemma 5, and continuing the above argument with ρ = 1, we have
Provided γ < 1 L F , we have
Hence, we obtain
where F (w * ) is the minimum value of F . Hence Theorem 3 is proved.
Proof of Lemma 5 Using [KRSJ19] , for all i ∈ [m], we have e i (t + 1) 2 = Q(p t (i)) − p t (i) 2 ≤ (1 − δ)γ 2 p t (i) 2
where the last step follows from Young's inequality. Using the above recurrence relation, we have
Picking η = δ 2(1−δ) yields e i (t + 1) 2 ≤ 4(1 − δ) δ 2 γ 2 L 2 .
Hence the proof is complete by observing, 1 m 
