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В статье проводится сравнение двух подходов к качественному анализу автономной системы
обыкновенных дифференциальных уравнений: использование принципа инвариантности Ла-
Салля и функциональный метод локализации инвариантных компактов. Показано, что оба под-
хода могут давать однотипные результаты, но ни один из двух подходов не вытекает из другого.
Приведены примеры, когда оценка ω-предельных множеств функциональным методом оказыва-
ется хуже, чем оценка, полученная с использованием принципа инвариантности.
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Введение
В задачах качественного анализа динамических систем хорошо зарекомендовал себя
функциональный метод локализации [1, 2]. Предложенный в 90-хх гг. [3], он активно
использовался в исследовании ряда известных систем дифференциальных уравнений, как
автономных [4, 5, 6, 7], так и неавтономных [8, 9], дискретных систем [10], в том числе
систем включающих управление и/или возмущения [11, 12].
Суть метода состоит в построении такого множества в фазовом пространстве динами-
ческой системы, которое содержит все инвариантные компактные множества. Понятие ин-
вариантного компактного множества включает положения равновесия, предельные циклы,
аттракторы, репеллеры и другие структуры в фазовом пространстве системы, играющие
важную роль в описании поведения динамической системы. Построенное множество назы-
вают локализирующим. Оно служит внешней оценкой соответствующих структур в фазовом
пространстве.
Относительно недавно было установлено, что функциональный метод локализации по-
зволяет анализировать поведение траекторий динамической системы [13, 14]. В частно-
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сти, с помощью метода локализации можно проверять устойчивость положений равновесия
[15, 16, 17].
Здесь естественным образом возникает вопрос о связи функционального метода локали-
зации с известным принципом инвариантности Ла-Салля [18], который можно рассматри-
вать как дальнейшее развитие метода функций Ляпунова для установления устойчивости.
Настоящая статья посвящена обсуждению этого вопроса.
1. Предварительные сведения
Рассмотрим произвольную автономную систему дифференциальных уравнений
ẋ = f(x), (1)
где x ∈ Rn; f : Rn → Rn— непрерывно-дифференцируемая функция.
Любую кривую x = γ(t), которая задана решением γ(t) системы (1), определенным на
максимальном интервале (uγ, vγ) времени t, называют траекторией. Интервал определения
траектории может быть конечным, полубесконечным или совпадать со всей числовой пря-
мой. Если правая vγ (левая uγ) граница интервала определения траектории конечна, то при
t→ vγ (при t→ uγ) траектория уходит в бесконечность, т.е.
lim
t→vγ
|γ(t)| =∞ или lim
t→uγ
|γ(t)| =∞,
где |x| обозначает евклидову норму в Rn.
Точка y ∈ Rn называется ω-предельной (α-предельной) для траектории x = γ(t), если
существует такая последовательность {tn}, tn ∈ (uγ, vγ), n = 1, 2, . . ., tn → vγ (tn → uγ)
при n → ∞, что γ(tn) → y при n → ∞. Множество всех ω-предельных (α-предельных)
точек образует ω-предельное (α-предельное) множество данной траектории. Условие, что
ω-предельное множество траектории x = γ(t) пусто, означает, что траектория уходит в бес-
конечноcть при t→ vγ . Если ω-предельное множество непусто, то vγ = +∞. Аналогичные
утверждения верны для α-предельного множества и левого конца uγ интервала определения
траектории.
Множество K ⊂ Rn назовем инвариантным, если оно вместе с любой своей точкой
x ∈ K содержит целиком и траекторию, проходящую через x. Множество K положительно
инвариантно, если для любой точки x ∈ K положительная полутраектория x = γ(t), t > 0,
начинающаяся в точке x, т.е. γ(0) = x, целиком содержится вK. Инвариантныммножеством
являются любое ω-предельное и любое α-предельное множества.
Пусть ϕ: Rn → R — произвольная непрерывно-дифференцируемая функция, опреде-
ленная на фазовом пространстве системы (далее мы ее будем называть локализирующей).
Множество
S(ϕ) = {x ∈ Rn: ϕ̇(x) = 0} ,
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где ϕ̇(x) обозначает производную функции ϕ в силу системы (1) в точке x, называется
универсальным сечением, соответствующим функции ϕ.
Для произвольного множества Q ⊂ Rn введем обозначения
ϕinf(Q) = inf {ϕ(x): x ∈ Q ∩ S(ϕ)} , ϕsup(Q) = sup {ϕ(x): x ∈ Q ∩ S(ϕ)} .
Теорема 1 ([1, 2]). Все инвариантные компакты системы (1), целиком содержащиеся в
Q, содержатся в множестве
Ω(ϕ,Q) = {x ∈ Q: ϕinf(Q) ≤ ϕ(x) ≤ ϕsup(Q)} .
Отметим, что универсальное сечение, соответствующее функции ϕ, может быть пустым.
В этом случае система вообще не имеет инвариантных компактов. В частности, у нее не
будет ни положений равновесия, ни предельных циклов.
Траектория x = γ(t) системы (1) ограничена при t → vγ тогда и только тогда, когда ее
ω-предельное множество не пусто и ограничено, т.е. является инвариантным компактом (при
этом vγ = +∞). Поэтому локализирующее множество Ω(ϕ) = Ω(ϕ,Rn), соответствующее
Q = Rn, содержит в себе все ω-предельные множества траекторий, ограниченных при t →
+∞. Однако в действительности требование ограниченности траектории здесь оказывается
излишним.
Теорема 2 ([13]). Для любой траектории системы (1) ее α-и ω-предельные множества
либо пусты, либо содержатся в локализирующем множестве Ω(ϕ).
Сформулированная теорема позволяет использовать функциональный метод локализа-
ции для оценки асимптотического поведения траекторий. Другой подход для решения такой
задачи — методы теории устойчивости Ляпунова, с которыми тесно связан следующий
принцип инвариантности Ла-Салля.
Теорема 3 ([18, с. 133]). Пусть Q ⊂ Rn — компактное положительно инвариантное
множество системы (1); V : Rn → R — непрерывно-дифференцируемая функция, удовле-
творяющая условию V̇ (x) ≤ 0 в Q. Обозначим черезM наибольшее инвариантное множе-
ство, содержащееся в S(V ) ∩Q. Тогда каждая положительная полутраектория системы (1),
начинающаяся в точке x ∈ Q, стремится к множествуM при t→ +∞.
Использованное в формулировке теоремы понятие «траектория стремится к множеству»
означает, что |γ(t) −M | → 0 при t → +∞, где |x −M | обозначает расстояние (в смысле
евклидовой нормы) от точки x до множестваM , т.е. расстояние от x до ближайшей точкиM .
Нетрудно показать, что это условие означает, что ω-предельное множество траектории со-
держится в множествеM .
2. Сравнение принципа инвариантности и метода локализации
Из изложенного в разд. 1 вытекает, что связь между функциональным методом лока-
лизации и принципом инвариантности Ла-Салля проходит через ω-предельные множества.
Отметим, что понятие ω-предельного множества напрямую с системой дифференциальных
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уравнений не связано. Это топологическое понятие, которое можно распространить на
любые кривые в топологическом пространстве.
Выделим ключевые свойства ω-предельного множества.
Лемма1. Пусть γ: [0, +∞)]→ X—кривая в компактномхаусдорфовом топологическом
пространстве X . Тогда ω-предельное множество ω(γ) кривой γ есть непустое, компактное,
связное множество в X . При этом γ(t) → ω(γ) при t → +∞ в том смысле, что для любого
открытого множества U ⊃ ω(γ) существует такое T > 0, что γ(t) ∈ U при t > T .
Д о к а з а т е л ь с т в о. Выбрав произвольную последовательность tn → +∞, получим
бесконечное множество {γ(tn)}, которое имеет предельную точку. Эта предельная точка
является ω-предельной для кривой γ, так что множество ω(γ) не пусто. Множество ω(γ)
замкнуто и, как замкнутое подмножество компакта, является компактным.
Пусть U — окрестность множества ω(γ), т.е. открытое множество, содержащее ω(γ).
Предположив, что не существует момента T , начиная с которого γ(t) попадает в U , за-
ключаем, что есть последовательность tn → +∞, для которой γ(tn) ∈ X \ U . Множе-
ство X \ U компактно, а следовательно, последовательность {γ(tn)} имеет предельные
точки в X \ U , эти точки являются ω-предельными для γ. Таким образом, получается,
что ω(γ) ∩ (X \ U) 6= ∅, но это противоречит условию ω(γ) ⊂ U выбора множества U .
Предположение оказывается неверным и мы заключаем, что есть момент времени T , для
которого γ(t) ∈ U при t > T . Мы доказали, что γ(t)→ ω(γ) при t→ +∞.
Предположим, что множество ω(γ) не связно. Тогда существуют непустые открытые
множества U и V , которые удовлетворяют условиям
U ∩ V = ∅, ω(γ) ∩ U 6= ∅, ω(γ) ∩ V 6= ∅, ω(γ) ⊂ U ∪ V.
Множество U ∪ V является окрестностью множества ω(γ). Поэтому существует момент
T > 0, для которого γ((T, +∞)) ⊂ U∪V . При этом γ(t)пересекается бесконечно часто и сU ,
и с V . Действительно, если для некоторого T1 > T имеем, например, γ(T1, +∞))∩U = ∅, то
γ(T1, +∞)) ⊂ (X\U) и всеω-предельные точки γ(t) попадают в замкнутое множествоX\U ,
условие ω(γ) ∩ U 6= ∅ будет нарушено. Таким образом, для множества G = γ((T, +∞))
имеем:
G ∩ U 6= ∅, G ∩ V 6= ∅, G ⊂ U ∪ V.
Это значит, что множество G не связно. Однако это не так, поскольку G есть непрерывный
образ связного множества T, +∞). Предположение о несвязностиω(γ) оказалось неверным.
Теорема доказана.
Доказанная лемма — достаточно простой общий топологический результат, известный
для траекторий системы диференциальных уравнений [18, с. 133]. Он позволяет проана-
лизировать асимтотические свойства траекторий. С этой целью рассмотрим расширение
Rn арифметического пространства Rn с помощью бесконечно удаленной точки. Получим
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объект, топологически эквивалентный n-мерной сфере, который является компактным хаус-
дорфовым топологическим пространством.
Любая траектория x = γ(t) системы (1) имеет в Rn непустое компактное ω-предельное
множество ω(γ), к которому она стремится при t→ +∞ в топологии компактного простран-
ства Rn. Здесь возможны три варианта: множество ω(γ) не содержит ∞; множество ω(γ)
включает точку∞, множество ω(γ) состоит из единственной точки∞. В обычной тополо-
гии Rn этим вариантам соответствуют: ω(γ) ограничено и, следовательно, компактно; ω(γ)
не ограничено; ω(γ) пусто. В первом варианте сохраняется стремление траектории к ω-пре-
дельному множеству, во втором варианте траектория может не стремиться к ω-предельному
множеству, в третьем варианте траектория уходит в бесконечность.
С учетом этих рассуждений мы заключаем, что утверждение принципа инвариантности
Ла-Салля эквивалентно утверждению, что ω-предельное множество траектории попадает в
множество S(V ) ∩ Q точек x в Q, в которых V̇ (x) = 0. В указанной интерпретации можно
получить следующую модификацию принципа инвариантности.
Теорема 4. ПустьQ ⊂ Rn—замкнутое положительно инвариантное множество системы
(1); V : Rn → R — непрерывно-дифференцируемая функция, удовлетворяющая условию
V̇ (x) ≤ 0 в Q. Тогда для любой траектории системы (1), проходящей через точку x ∈ Q,
выполняется условие ω(γ) ⊂ S(V ) ∩Q.
Д о к а з а т е л ь с т в о. Утверждение охватывает очевидный случай ω(γ) = ∅, т.е. слу-
чай, когда траектория γ уходит в бесконечность. Предполагаем, чтоω-предельноемножество
траектории γ не пусто. Поскольку множество Q положительно инвариантно, траектория γ
(полагаем, что γ(0) = x) остается в Q при t > 0. В силу условия V̇ (x) ≤ 0, выполняю-
щегося в Q, функция V (γ(t)) не возрастает на (0, +∞). Следовательно, существует предел
lim
t→+∞
V (γ(t)) = ρ (возможно, бесконечный). Для любой ω-предельной точки x0 траектории
γ существует некоторая последовательность tn → +∞, для которой γ(tn)→ x0. Но тогда в
силу непрерывности функции V имеем V (γ(tn))→ V (x0). Так как при этом V (γ(tn))→ ρ,
заключаем, что V (x0) = ρ.
Таким образом, функция V (x) на всем множестве ω(γ) постоянна. А так как множе-
ство ω(γ) инвариантно, функция V (x) постоянная на любой траектории, проходящей через
какую-либо точку множества ω(γ). Отсюда вытекает, что V̇ (x) = 0, x ∈ ω(γ). Значит,
ω(γ) ⊂ S(V ). В силу замкнутости Q и условия γ(t) ∈ Q, t > 0, приходим к выводу, что
ω(γ) ⊂ Q. Теорема доказана.
Мы можем рассмотреть функцию V , удовлетворяющую условиям теоремы 3 (или 4)
как локализирующую. Тогда можно утверждать, что для любой ограниченной справа (при
t→ +∞) траектории γ ее ω-предельное множество, как инвариантный компакт, содержится
в множестве Ω(V,Q). Чтобы получить утверждение, аналогичное утверждению принципа
инвариантности, требуется дополнительное условиеΩ(V,Q) = S(V )∩Q. При этомподобное
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утверждение в любом случае не будет охватывать случай неограниченного ω-предельного
множества (т.е. утверждение теоремы 4).
Возникает вопрос, при каких условиях на локализирующую функцию ϕ выполняется
равенство S(ϕ) = Ω(ϕ) или более общее равенство S(ϕ) ∩Q = Ω(ϕ,Q). Есть тривиальный
случай, когда ϕ является первым интегралом системы (1). В этом случае S(ϕ) = Rn, так что
равенство S(ϕ) ∩Q = Ω(ϕ,Q) верно (поскольку всегда S(ϕ) ∩Q ⊂ Ω(ϕ,Q)).
Анализируя доказательство теоремы 4, можно предположить, что совпадения локали-
зирующего множества с универсальным сечением можно ожидать в случае, когда функция
ϕ на универсальном сечении постоянна. Действительно, если S(ϕ) = Ω(ϕ) и функция ϕ
непостоянная на универсальном сечении, т.е. ϕinf < ϕsup, то множествоΩ(ϕ) имеет внутрен-
ние точки. Значит, ϕ̇(x) обращается в нуль на некотором множестве, имеющем внутренние
точки. Такая функция не может быть аналитической, так как для аналитических функций
верна теорема единственности: если множество нулей функции имеет внутреннюю точку,
то эта функция равна нулю во всей области определения.
Однако и требование постоянства локализирующей функции на универсальном сечении
для равенства S(ϕ) = Ω(ϕ) не является достаточным даже при дополнительном условии,
что функция ϕ̇(x) полуопределена (т.е. не имеет значений разных знаков).





где функция f(y), определенная на всей числовой оси, неотрицательна, причем f(y) > 0
при y > 0 и f(y) = 0 при y ≤ 0. Например, можно положить
f(y) =
 0, y ≤ 0;ye−1/y, y > 0.







y ≤ 0, x = 0.
Таким образом, S(ϕ) есть неположительная часть оси ординат x = 0.
Ясно, что ϕinf = ϕsup = 0, а множествоΩ(ϕ) есть ось ординат x = 0. Мы видим, чтоΩ(ϕ)
состоит из одной линии уровня, но при этом с S(ϕ) не совпадает. Отметим, что функция
ϕ̇(x, y) положительно полуопределена.
Особенностью примера 1 является неаналитический характер векторного поля, соответ-
ствующего представленной динамической системе: функция f(y) не может быть разложена
в степенной ряд в окрестности точки y = 0.
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Пример 2. Рассмотрим систему  ẋ = x− 2x
2,
ẏ = 1.
В качестве локализирующей выберем функцию ϕ(x, y) = (x− x2)ey. Тогда
ϕ̇(x, y) = (1− 2x)ey(x− 2x2) + (x− x2)ey.
Универсальное сечение будет описываться уравнением
(1− 2x)(x− 2x2) + x− x2 = 0,
или
x(4x2 − 5x+ 2) = 0.
Квадратный трехчлен в скобках имеет отрицательный дискриминант и поэтому всегда
положителен. Значит S(ϕ) = {x: x = 0}. На универсальном сечении функция ϕ имеет
постоянное значение, равное нулю. Поэтому ϕinf = ϕsup = 0. Локализирующее множество
в данном случае совпадает с множеством уровня функции ϕ: Ω(ϕ) = {(x, y): ϕ(x, y) = 0}.
Уравнение ϕ(x, y) = 0 дает множество из двух прямых: x = 0 и x = 1.
В данном примере S(ϕ) 6= Ω(ϕ). Обратим внимание, что и векторное поле, и локализиру-
ющая функция являются аналитическими. Особенность этого примера в том, что множество
уровня функции ϕ оказалось несвязным. Также отметим, что в данном примере полуплос-
кость x ≥ 0—инвариантное множество и функция ϕ̇(x.y) на этом множестве положительно
полуопределена.
Заключение
В статье рассмотрена связь между известным в теории управления принципом инва-
риантности Ла-Салля и функциональным методом локализации инвариантных компактов.
Отметим, что функциональный метод локализации не может быть обоснован с помощью
принципа инвариантности, поскольку в этом принципе речь идет о поведении траекторий
при неограниченном возрастании времени, в то время как функциональный метод лока-
лизации дает оценку инвариантных компактных множеств, которые могут быть и не свя-
заны с предельным переходом по времени. Впрочем, основная теорема, обосновывающая
функциональный метод имеет элементарное доказательство, не требующее специальных
инструментов типа принципа инвариантности.
В то же время практика показывает, что на основе функционального метода локализа-
ции можно получать выводы, аналогичные утверждению принципа инвариантности. Это
основано на том обстоятельстве, что ω-предельное множество ограниченной траектории
является инвариантным компактом — объектом, на который и направлен функциональный
метод локализации.
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Встатье рассмотрена взаимосвязь принципа инвариантности сфункциональнымметодом
локализации. Выяснилось, что принцип инвариантности не может быть доказан с помощью
функционального метода локализации. Причина состоит в том, что универсальное сечение
и локализирующее множество не совпадают, хотя первое есть часть второго. Функцио-
нальный метод утверждает лишь, что инвариантный компакт (независимо от его природы)
содержится в локализирующем множестве, в то время как принцип инвариантности (при не-
которых ограничениях) утверждает, что инвариантный компакт, являющийся ω-предельным
множеством, содержится в универсальном сечении. В статье показано, что даже в условиях
принципа инвариантности (знаковая полуопределенность производной функции) при до-
полнительном условии, что функция на универсальном сечении постоянна, универсальное
сечение и локализирующее множество могут не совпадать.
Отметим, что в ряде практических случаев функциональный метод локализации позво-
ляет делать заключения о сходимости траекторий. Однако наиболее перспективной пред-
ставляется комбинация двух подходов, которая состоит в следующем. С помощью функци-
онального метода локализации можно построить компактное положительно инвариантное
множество. Далее при наличии функции V со знакоопределенной производной можно при-
менять принцип инвариантности Ла-Салля.
Работа выполнена при финансовой поддержке Министерства науки и высшего образова-
ния (проект 0705-2020-0047) и Российского фонда фундаментальных исследований (20-07-
00294).
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A functional method of localization has proved to be good in solving the qualitative analysis
problems of dynamic systems. Proposed in the 90s, it was intensively used when studying a number
of well-known systems of differential equations, both of autonomous and of non-autonomous
discrete systems, including systems that involve control and / or disturbances.
The method essence is to construct a set containing all invariant compact sets in the phase space
of a dynamical system. A concept of the invariant compact set includes equilibrium positions,
limit cycles, attractors, repellers, and other structures in the phase space of a system that play an
important role in describing the behavior of a dynamical system. The constructed set is called
localizing and represents an external assessment of the appropriate structures in the phase space.
Relatively recently, it was found that the functional localization method allows one to analyze
a behavior of the dynamical system trajectories. In particular, the localization method can be used
to check the stability of the equilibrium positions.
Here naturally emerges an issue of the relationship between the functional localization method
and the well-known La Salle invariance principle, which can be regarded as a further development
of the method of Lyapunov functions for establishing stability. The article discusses this issue.
References
1. Kanatnikov A.N., Krishchenko A.P. Invariantnye kompakty dinamicheskikh sistem [Invariant
compact sets of dynamical systems]. Мoscow: BMSTU Publ., 2011. 231 p. (In Russian).
2. Krishchenko A.P. Localization of invariant compact sets of dynamical systems. Differential
Equations, 2005, vol. 41, no. 12, pp. 1669–1676. DOI: 10.1007/s10625-006-0003-6
Mathematics and Mathematical Modeling, 2021, no. 1 10
3. Krishchenko A.P. Localization of limit cycles. Differential Equations, 1995, vol. 31, no. 11,
pp. 1826–1833.
4. Krishchenko A.P., Shal’neva S.S. The localization problem for autonomous systems. Differ-
ential Equations, 1998, vol. 34, no. 11, pp. 1495–1500.
5. Krishchenko A.P., Starkov K.E. Localization of compact invariant sets of nonlinear systems
with applications to the Lanford system. Intern. J. of Bifurcation and Chaos in Applied Sciences
and Engineering, 2006, vol. 16, no. 11, pp. 3249–3256. DOI: 10.1142/ S0218127406016768
6. Krishchenko A.P., Starkov K.E. Localization of compact invariant sets of the Lorenz system.
Physics Letters A, 2006, vol. 353, no. 5, pp. 383–388. DOI: 10.1016/j.physleta.2005.12.104
7. Starkov K.E. Universal localizing bounds for compact invariant sets of natural polyno-
mial Hamiltonian systems. Physics Letters A, 2008, vol 372, no. 41, pp. 6269–6272. DOI:
10.1016/j.physleta.2008.07.073
8. Krishchenko A.P., Starkov K.E. Localization of compact invariant sets of nonlinear time-
varying systems. Intern. J. of Bifurcation and Chaos in Applied Sciences and Engineering,
2008, vol. 18, no. 5, pp. 1599-1604. DOI: 10.1142/S021812740802121X
9. Kanatnikov A.N., Krishchenko A.P. Localization of invariant compact sets of nonau-
tonomous systems. Differential Equations, 2009, vol. 45, no. 1, pp. 46–52. DOI: 10.1134/
S0012266109010054
10. Kanatnikov A.N., Korovin S.K., Krishchenko A.P. Localization of invariant compact
sets of discrete systems. Doklady Mathematics, 2010, vol. 81, no. 2, pp. 326–328. DOI:
10.1134/S1064562410020444
11. Kanatnikov A.N. Localization of invariant compact sets in uncertain discrete systems. Differ-
ential Equations, 2011, vol. 47, no. 7, pp. 997–1003. DOI: 10.1134/S0012266111070093
12. Kanatnikov A.N. Localizing sets for invariant compact sets of continuous dynamical sys-
tems with a perturbation. Differential Equations, 2012, vol. 48, no. 11, pp. 1461–1469. DOI:
10.1134/S0012266112110031
13. Kanatnikov A.N., Krishchenko A.P. Localizing sets and trajectory behavior. Doklady Mathe-
matics, 2016, vol. 94, no. 2, pp. 506–509. DOI: 10.1134/S1064562416050070
14. Kanatnikov A.N. Localizing sets and behavior of trajectories of time-varying systems. Differ-
ential Equations, 2019, vol. 55, no. 11, pp. 1420–1430. DOI: 10.1134/S00122661190110028
15. KrishchenkoA.P. Asymptotic stability analysis of autonomous systems by applying themethod
of localization of compact invariant sets. Doklady Mathematics, 2016, vol. 94, no. 1, pp. 365–
368. DOI: 10.1134/S1064562416040025
Mathematics and Mathematical Modeling, 2021, no. 1 11
16. Krishchenko A.P. Construction of Lyapunov functions by the method of localization of in-
variant compact sets. Differential Equations, 2017, vol. 53, no. 11, pp. 1413–1418. DOI:
10.1134/S0012266117110039
17. Kanatnikov A.N. Stability of equilibria of discrete-time systems and localization of in-
variant compact sets. Differential Equations, 2018, vol. 54, no. 11, pp. 1414–1418. DOI:
10.1134/S0012266118110022
18. Khalil H.K. Nonlinear systems. 3rd ed. Upper Saddle River: Prentice Hall, 2002. 750 p. (Russ.
ed.: Khalil H.K. Nelinejnye sistemy. 3-e izd. Moscow; Izhevsk, 2009. 812 p.).
Mathematics and Mathematical Modeling, 2021, no. 1 12
