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Zusammenfassung
Die Computerisierung der Gesellschaft bedingt ein sta¨ndiges Zunehmen der Ge-
schwindigkeit, mit der neue Daten erzeugt werden. Parallel zu dieser Entwicklung
steigt der Bedarf an geeigneten Analyseverfahren, die in diesen großen und oftmals
heterogenen Datenmengen Muster finden, Zusammenha¨nge entdecken und damit
Wissen erzeugen. Das in dieser Arbeit entwickelte Verfahren findet die passende
Struktur in einer ungeordneten, abstrakten Datenmenge, ordnet die zugrunde lie-
genden Informationen und bu¨ndelt diese somit fu¨r eine gezielte Anwendung. Dieser
Prozess des Information Clustering ist zweistufig, es erfolgt zuerst ein generelles
Clustering, an das sich eine interpretierende Visualisierung anschließt. Fu¨r das Clu-
stering wird das Verfahren der Voronoidiagramme entscheidend erweitert. Durch den
Einsatz einer generellen Distanzfunktion wird die Modellierung der durch die großen
Datenmengen entstehenden multidimensionalen Parameter sowie weiterer Gewich-
te ermo¨glicht. Gleichzeitig werden hierdurch gravierende Probleme beim Einsatz
von Metriken vermieden. Eine anschließende Visualisierung mit Techniken aus dem
Bereich der Informationsvisualisierung unterstu¨tzt die Interpretation der neu gewon-
nenen Informationen.
Fu¨r die praktische Anwendung der in dieser Arbeit entwickelten Verfahren wird die
Stadtplanung betrachtet. In der Stadtplanung wird das Modell des Planungsablaufes
eingesetzt, mit dem verschiedene Planungsalternativen erzeugt werden. Dieses Mo-
dell ist jedoch zu starr, um den dynamischen Anforderungen in der Realita¨t gerecht
zu werden. Das Information Clustering erweitert den klassischen Planungsablauf,
die Flexibilita¨t des Modells wird dadurch erho¨ht und die Komplexita¨t reduziert.
Das Ergebnis der Berechnung ist genau eine Planungsalternative, die sa¨mtliche Ein-
gabeparameter kanalisiert.

Inhaltsverzeichnis
1 Einfu¨hrung 1
2 Grundlagen 5
2.1 Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.1 Clusteranalyseverfahren . . . . . . . . . . . . . . . . . . . . . 7
2.1.2 Metriken . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Visualisierung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2.1 Informationsvisualisierung . . . . . . . . . . . . . . . . . . . . 13
2.2.2 Techniken . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.3 Systeme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3 Umweltinformatik . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3.1 Grundlagen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.3.2 Stadtplanung . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.3.3 Informationssysteme . . . . . . . . . . . . . . . . . . . . . . . 30
3 Information Clustering im Planungsablauf 36
3.1 Planerische Entscheidungsfindung . . . . . . . . . . . . . . . . . . . . 37
3.1.1 Systematischer Ansatz . . . . . . . . . . . . . . . . . . . . . . 37
3.1.2 Modellbildung . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.2 Profilerstellung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2.1 Akteure und Sichtweisen . . . . . . . . . . . . . . . . . . . . . 43
3.2.2 Parameterauswahl . . . . . . . . . . . . . . . . . . . . . . . . 46
3.3 Information Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.3.1 Generelle Zielfunktion . . . . . . . . . . . . . . . . . . . . . . 49
3.3.2 Visualisierung . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4 Clusteranalyse 54
4.1 Verfahren . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.1.1 Voronoidiagramme . . . . . . . . . . . . . . . . . . . . . . . . 55
4.1.2 Topologie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.1.3 Geometrische Eigenschaften . . . . . . . . . . . . . . . . . . . 58
v
vi INHALTSVERZEICHNIS
4.2 Distanzfunktion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.2.1 Konvexe Distanzfunktion . . . . . . . . . . . . . . . . . . . . . 61
4.2.2 Gewichtete Distanzfunktion . . . . . . . . . . . . . . . . . . . 65
4.2.3 Genereller Ansatz . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.3 Generischer Wachstumsalgorithmus . . . . . . . . . . . . . . . . . . . 73
4.3.1 Herko¨mmliche Verfahren . . . . . . . . . . . . . . . . . . . . . 74
4.3.2 Gewichtetes Wachstum . . . . . . . . . . . . . . . . . . . . . . 75
4.3.3 Richtungsabha¨ngiges Wachstum . . . . . . . . . . . . . . . . . 77
5 Visualisierungsstrategien 79
5.1 Anforderungen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.2 Picklock-Icon . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.2.1 Stick-Figure- und Velcro Icon . . . . . . . . . . . . . . . . . . 81
5.2.2 Konzept . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.2.3 Umsetzung . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.3 Spike-Tree . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.3.1 Botanische Visualisierung . . . . . . . . . . . . . . . . . . . . 89
5.3.2 Konzept . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.3.3 Umsetzung . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
6 Informationssystem fu¨r die Stadtplanung 103
6.1 Konzept . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
6.2 Systemaufbau . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.2.1 Datenverarbeitung . . . . . . . . . . . . . . . . . . . . . . . . 107
6.2.2 Client . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
6.2.3 Server . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
6.3 Anwendung in der Stadtplanung . . . . . . . . . . . . . . . . . . . . . 111
6.3.1 IKone . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
6.3.2 GIS-Bericht . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
6.3.3 Virtueller Rundgang . . . . . . . . . . . . . . . . . . . . . . . 117
Kapitel 1
Einfu¨hrung
In der modernen, von Computern gepra¨gten Gesellschaft werden immer mehr Vor-
ga¨nge, seien es gescha¨ftliche Transaktionen, wissenschaftliche Experimente oder an-
dere, Daten generierende Prozesse, rein elektronisch erfasst und in großen Daten-
banken gespeichert. Dabei wa¨chst nicht nur die Gro¨ße der Datenbanken, sondern
auch die Geschwindigkeit, mit der neue Daten produziert werden. Bei der steigen-
den Informationsflut werden Techniken und Tools immer bedeutsamer, die in großen
Mengen von Daten Muster finden, Zusammenha¨nge entdecken und damit Wissen er-
zeugen. Durch die stetige Erho¨hung der Komplexita¨t der Aufgabenstellungen und
der Ausweitung des Analyse- und Informationsbedarfes fu¨r viele Anwendungen wer-
den Systeme beno¨tigt, die mit diesen neuen Anforderungen umgehen ko¨nnen. Diese
Systeme mu¨ssen in der Lage sein, die großen und oftmals heterogenen Datenmengen
bearbeiten zu ko¨nnen. Zusa¨tzlich mu¨ssen sie die geeigneten Techniken und Tools fu¨r
die Auswertung der Daten zur Verfu¨gung stellen.
Im Rahmen dieser Arbeit werden solche Techniken und Tools entwickelt. Basis dieser
Verfahren bildet ein flexibles Clustering, das die zugrunde liegenden Informationen
ordnet und somit fu¨r eine gezielte Auswertung bu¨ndelt. Durch den Einsatz einer
generellen Distanzfunktion wird hierbei ein freier A¨hnlichkeitsbegriff entwickelt, der
auch die Integration multidimensionaler Parameter und weiterer Gewichte zula¨sst.
Ein weiterer Vorteil der generellen Distanzfunktion ist die Vermeidung der Probleme,
die bei dem klassischen Ansatz mit Metriken auftreten. An das Clustering schließt
sich eine Visualisierung an, mit der die neu gewonnenen Informationen fu¨r eine an-
schließende Evaluation dargestellt werden. Fu¨r die Visualisierung werden Techniken
aus dem Bereich der Informationsvisualisierung entwickelt, mit denen die hochdi-
mensionalen Parameter nachgebildet werden ko¨nnen.
Besonders wirkungsvoll lassen sich die Verfahren in bestehende Entscheidungspro-
zesse integrieren. Durch die Kombination des Clustering mit der Visualisierung wer-
den Entscheidungsabla¨ufe beschleunigt und die Qualita¨t der Ergebnisse erho¨ht. Die
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Potentiale agierender, auch gegebenenfalls gegengerichteter Gruppen werden mit
diesem Verfahren kanalisiert. Durch die Integration der Profile einer speziellen Auf-
gabenstellung werden die Verfahren fu¨r eine konkrete Anwendung konfiguriert.
Fu¨r die praktische Anwendung der in dieser Arbeit entwickelten Verfahren wird
die Umweltinformatik betrachtet. Die Umweltinformatik ist eine relativ neue Teil-
disziplin der angewandten Informatik und bescha¨ftigt sich interdisziplina¨r mit der
Analyse und Bewertung von Umweltsachverhalten mit Mitteln der Informatik. Sie
verfolgt damit das Ziel, einen Beitrag zur Untersuchung, Behebung, Vermeidung
oder Minimierung von Umweltbelastungen und Umweltscha¨den zu leisten. Neben
der vorrangig o¨kologisch orientierten Umweltinformatik hat sich in den letzten 10
Jahren eine sta¨rkere Verlagerung der Schwerpunkte der Umweltinformatik in Rich-
tung der informationstechnischen Unterstu¨tzung des betrieblichen Umweltschutzes
ergeben. Diese Ausweitung der Sichtweise der Umweltinformatik ist vor allem auch
vor dem Hintergrund der Diskussion zur Nachhaltigkeit zu sehen, die neben der rein
o¨kologischen Sicht auch o¨konomische und soziale Fragen mit einbezieht.
Die Diskussion um die Nachhaltigkeit hat u.a. auch Auswirkungen auf die Fla¨chen-
neuinanspruchnahme. Fu¨r Deutschland hat dies zur Folge, dass bis zum Jahr 2020
der Neufla¨chenverbrauch von derzeit ca. 105 ha/Tag auf 30 ha/Tag gesenkt werden
soll. Zum Erreichen dieses Zieles wird es vermehrt notwendig, bereits vorgenutzte,
brachgefallene Fla¨chen einer Neu- oder Umnutzung zuzufu¨hren sowie Baulu¨cken zu
schließen. Damit kommt der Konversion allgemein und mit den Teilbereichen der
milita¨rischen und der zivilen Konversion von Liegenschaften im speziellen eine be-
sondere Bedeutung zu.
Diese Arbeit konzentriert sich zuna¨chst auf die Fla¨chennutzung im innersta¨dtischen
Bereich, umgesetzt durch die Stadtplanung. Die Stadtplanung ist eine Teildisziplin
der Raumplanung und bescha¨ftigt sich mit der Analyse der Stadt und darauf folgend
der Erarbeitung von Planungskonzepten unter Abwa¨gung aller relevanten Interessen
mit dem Ziel der Konfliktminimierung. Stadtplanung dient der Steuerung der Bo-
dennutzung fu¨r gesamte Stadt- oder Gemeindegebiete oder fu¨r Teilbereiche davon.
Durch die Ausweitung des Informations- und Analysebedarfs erho¨ht sich die Kom-
plexita¨t in der Stadtplanung stetig, Planungs- und Entscheidungsabla¨ufe beschleu-
nigen sich. Die ra¨umliche Entscheidungsfindung ist somit ein hochgradig komplexer
und dynamischer Prozess. Bisherige Ansa¨tze dieser Komplexita¨t zu begegnen sind
zum einen zu starr, um den dynamischen Anforderungen in der Realita¨t zu genu¨gen
und zum anderen sind sie in ihrer Umsetzung zu langsam.
Die Nachbildung der Realita¨t mit Modellen ist ein notwendiges Hilfsmittel zum
Erkennen von Zusammenha¨ngen und zum Treffen von Entscheidungen. Die Trans-
parenz und die Nachvollziehbarkeit komplexer Entscheidungsprozesse wird durch
eine modellhafte Darstellung erheblich erho¨ht. Auch in Entscheidungssituationen
3im Zusammenhang mit hochgradig interdependenten ra¨umlichen Systemen, ist die
unterstu¨tzende Einschaltung von Modellen unerla¨ßlich. Das maßgebliche Instrument
zur Begegnung von Komplexita¨t in der Stadtplanung ist der Planungsablauf. Der
Planungsablauf legt die Gesetzma¨ßigkeiten bei Planungsvorhaben fest und wird zur
Entscheidungsfindung zwischen verschiedenen Planungsalternativen eingesetzt. Die
so gewonnene modellhafte Darstellung erho¨ht zwar die Transparenz der Planungs-
abla¨ufe, erfaßt jedoch nicht deren dynamische Interdependenz. Der Starrheit und
der zunehmenden Geschwindigkeit bei der Umsetzung von Planungen wird hier-
durch nicht entgegengewirkt. Die Einbindung von Verfahren zur Unterstu¨tzung der
Entscheidungsfindung bei dem Planungsablauf ist an dieser Stelle sinnvoll und er-
folgversprechend. Die in dieser Arbeit entwickelten Verfahren werden hierfu¨r an die
Rahmenbedingungen der Planungsabla¨ufe in der Stadtplanung angepaßt. Das Ziel
ist, die Flexibilia¨t der Planinhalte zu erho¨hen und eine Effizienz- und Effektivita¨ts-
steigerung bei Planungen zu erzielen.
Hierzu werden die in der Stadtplanung vorliegenden Informationen - die Ist-Situation
- gezielt ermittelt und einem Prozess - dem Information Clustering - zugefu¨hrt. Im
Laufe der Arbeit werden die charakteristischen Punkte des Planungsablaufes ermit-
telt. An diesen Punkten setzt das Information Clustering unterstu¨tzend an. Durch
diese Erweiterung ist es mo¨glich genau eine Planungsalternative zu berechnen und
somit den Entscheidungsprozess maßgeblich zu unterstu¨tzen.
Fu¨r die Aufnahme der Ist-Situation werden zuna¨chst die Profile ermittelt, die bei
jedem Planungsablauf entstehen. Diese sind durch die Standortfaktoren einer Fla¨che
und die agierenden Akteure gepra¨gt. Die Menge der einflußnehmenden Parameter ist
sehr groß und heterogen, so dass die Datenbasis eine sehr große und unstrukturierte
Datenmenge darstellt. Das Ziel des Information Clustering ist eine Planungsalterna-
tive zu erstellen - in dem Fall der Konversion entspricht das der Unterteilung einer
Fla¨che -, die das Zusammenspiel der Parameter wiederspiegelt und die Anforderun-
gen der einzelnen Akteure kanalisiert. Mit der neu berechneten Fla¨chenunterteilung
wird eine aussagekra¨ftige Struktur in die Daten gebracht - es wird somit neues Wis-
sen aus den zugrunde liegenden Daten erzeugt.
Um diesen Anforderungen gerecht zu werden besteht das Information Clustering aus
einem zweistufigen Prozess. Zuna¨chst erfolgt das Clustering, an das sich eine Visua-
lisierung anschließt. Fu¨r das Clustering wird das Verfahren der Voronoidiagramme
entscheidend erweitert. Die Eigenschaft der Voronoidiagramme lokale Probleme zu
globalisieren, ist fu¨r den geplanten Einsatzbereich besonders wertvoll. In dem Be-
reich der Planung werden globale Verfahren beno¨tigt, da kleine lokale A¨nderungen
im Planungsablauf eine große globale Wirkung haben. In dem Bereich der Stadt-
planung bestehen zudem spezielle Anforderungen an die Topologie der Fla¨chenun-
terteilungen. Besonders der Zusammenhang ist ein wichtiges Kriterium. Auch an
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die geometrischen Eigenschaften eines Clusteranalyseverfahrens - wie beispielsweise
die Konvexita¨t einer Unterteilung - werden Anforderungen gestellt. Fu¨r die Imple-
mentation des generellen Clusterings wurde ein generischer Wachstumsalgorithmus
entworfen.
An das Clustering schließt sich die Visualisierung an, fu¨r die zwei verschiedene
Techniken aus dem Bereich der Informationvisualisierung entwickelt wurden. Das
Picklock-Icon geho¨rt zu der Iconbasierten Informationvisualisierung, welche sich vor
allem fu¨r die Darstellung von diskreten, multivariaten Daten eignet. Die Iconbasier-
ten Visualisierungstechniken u¨bertragen nicht sichtbare und unentdeckte statistische
Strukturen der Daten in visuelle Strukturen wie Inseln, Streifen oder Gradienten.
Der Vorteil des Picklock-Icons, die Daten ra¨umlich zusammenha¨ngend darstellen zu
ko¨nnen, birgt aber auch Nachteile. Durch den ra¨umlichen Zusammenhang u¨berdeckt
die Visualisierung mo¨glicherweise eine darunter liegende Karte. Das zweite Verfahren
aus dem Bereich der Botanischen Informationsvisualisierung, der Spike-Tree, arbei-
tet sowohl dreidimensional als auch punktorientiert und vermeidet dadurch dieses
Problem. Der Vorteil der kontextsensitiven Darstellung der Daten in Bezug zu einer
Karte macht diese Technik a¨ußerst vorteilhaft fu¨r die behandelte Anwendung.
Es wurde ein System entwickelt, das Lo¨sungen fu¨r verschiedene, komplexe Anwen-
dungen in der Stadtplanung integriert. Mit dem System ist die Erstellung eines
GIS-Berichtes oder eines virtuellen Rundganges durch ein Stadtgebiet mo¨glich. Das
Kernstu¨ck dieses Systemes bildet das Tool IKone, welches sa¨mtliche in dieser Ar-
beit entwickelte Verfahren anhand eines Konversionsprojektes in der Stadtplanung
beispielhaft umsetzt.
In dem Kapitel 2 erfolgt zuna¨chst eine allgemeine Einleitung in die Themenfelder
dieser Arbeit. Hierzu werden die grundlegenden Begriffe und Ansa¨tze der Berei-
che Umweltinformatik, Clustering und Visualisierung vorgestellt. Die Arbeiten in
den Kapitel 3 - 6 setzen auf diesen Grundlagen auf. Das Kapitel 3 konzentriert
sich auf das strukturelle Vorgehen bei dem Planungsablauf und arbeitet die Vor-
teile und Anforderungen eines Analyseverfahrens heraus. Hierbei werden die An-
knu¨pfungsmo¨glichkeiten an den Planungsablauf ermittelt und dessen Struktur er-
arbeitet. In Kapitel 4 wird das Clustering behandelt und die hierfu¨r beno¨tigten
Verfahren entwickelt und in Kapitel 5 die Visualisierungstechniken. Den Abschluss
dieser Arbeit bildet der Entwurf des Informationssystems fu¨r die Stadtplanung in
Kapitel 6.
Kapitel 2
Grundlagen
Es werden immer mehr Verfahren und Techniken beno¨tigt, mit denen aus großen, oft-
mals unstrukturierten Datenmengen Informationen und Zusammenha¨nge abgeleitet
werden ko¨nnen. Das Ziel dieser Techniken ist eine (semi) automatische Extraktion
von Wissen aus den Datenmengen, um so neues Wissen aus den vorhandenen Daten
zu erschließen.
Hierbei ist es wichtig, grundlegende Eigenschaften des zu erzeugenden Wissens zu
beru¨cksichtigen. Es sollte
• gu¨ltig
• neuartig
• potentiell nu¨tzlich und
• versta¨ndlich
sein.
Ein wichtiger Prozess umfasst hierbei den Bereich der Datenhandhabung, der in ei-
nem eigenen Forschungsgebiet mit speziellen Algorithmen und Techniken behandelt
wird. Die hier verwendeten Techniken unterstu¨tzen den effizienten Zugriff auf die
Daten sowie deren sinnvolle Speicherung.
Die Extraktion des Wissens ist eine multidisziplina¨re Aktivita¨t, deren Techniken
losgelo¨st von einem speziellen Anwendungsgebiet sind. Die Anwendungen mu¨ssen
an einen solchen Prozess adaptiert und geeignete Algorithmen definiert werden. In
dieser Arbeit wird der Prozess der Wissensextraktion aus großen, unstrukturierten
Datenmengen im Bereich der Umweltinformatik betrachtet. Hierbei ist besonders
der Bereich des Clustering der zugrunde liegenden Daten und der Evaluation in
Form der Visualisierung von Interesse. Das Ziel des Clustering ist es, die zugrunde
liegenden Daten anhand von Merkmalen in Gruppen mit einer hohen A¨hnlichkeit
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zu bu¨ndeln und somit die Auswertung der Daten zu erleichtern. Mit Hilfe der Vi-
sualisierung wird der kognitive Zugang der Nutzer zu dem neu gewonnenen Wissen
erleichtert.
In den folgenden drei Kapiteln werden die grundlegenden Begriffe und Ansa¨tze der
Themenfelder Umweltinformatik, Clustering und Visualisierung vorgestellt. Die Ar-
beiten in den Kapitel 3, 4, 5 und 6 setzen auf diesen Grundlagen auf. In Kapitel 2.1.1
werden ga¨ngige Verfahren behandelt, mit denen ein Clustering von Daten durch-
gefu¨hrt werden kann und in Kapitel 2.1.2 werden Metriken vorgestellt. Metriken
sind ein ha¨ufig verwendetes Verfahren, um die A¨hnlichkeit zwischen Objekten zu
modellieren.
Kapitel 2.2 behandelt das Themenfeld der Visualisierung. Es wird der Begriff der
Informationsvisualisierung eingefu¨hrt (Kapitel 2.2.1), eine geeignete Methode fu¨r
die Visualisierung ra¨umlich nicht angeordneter Daten. Im Anschluss daran wer-
den in Kapitel 2.2.2 Techniken dieses Teilgebietes der Visualisierung vorgestellt und
schließlich in Kapitel 2.2.3 Systeme analysiert, die in diesem Bereich zum Einsatz
kommen.
Kapitel 2.3 behandelt das in dieser Arbeit betrachtete Anwendungsfeld der Um-
weltinformatik mit den Grundlagen in Kapitel 2.3.1. Kapitel 2.3.2 beschreibt ein
Teilgebiet der Umweltinformatik, die Stadtplanung und Kapitel 2.3.3 Systeme, die
in diesem Teilgebiet zum Einsatz kommen.
2.1 Clustering
Unter dem Begriff Clustering (von englisch cluster = Schwarm, Haufen, Ha¨ufung)
werden Verfahren verstanden, mit denen sich Strukturen in großen Datenbesta¨nden
finden lassen. Das Ziel des Clustering ist es, eine Datenmenge anhand von Merkma-
len in Gruppen mit einer hohen A¨hnlichkeit zu bu¨ndeln und somit die Auswertung
der Daten zu erleichtern.
Der Begriff Clustering kann auf die folgenden zwei Arten beschrieben werden:
Zerlegung einer Menge von Objekten (bzw. Daten) so in Teilmengen (Cluster), dass
• die A¨hnlichkeit der Objekte innerhalb eines Clusters maximiert
• die A¨hnlichkeit der Objekte verschiedener Cluster minimiert wird.
U¨blicherweise wird die A¨hnlichkeit zweier Objekte u¨ber ihre Distanz zueinander
approximiert. Je gro¨ßer die Distanz, desto una¨hnlicher sind sich die Objekte. In
Abbildung 2.1 sind 2-dimensionale Clusterstrukturen mit verschiedenen Charakter-
istika dargestellt. Der Parameterraum ist jedoch ha¨ufig hochdimensional. Durch die
Abstraktion in Parameter ist eine einheitliche Behandlung von Daten verschieden-
ster Anwendungsdoma¨nen mo¨glich.
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Abbildung 2.1: Clusterstrukturen mit verschiedenen Charakteristika [ES00]
Es existieren verschiedene Verfahren zum clustern von Daten, die im folgenden Ka-
pitel dargestellt werden.
2.1.1 Clusteranalyseverfahren
Clusteranalyseverfahren gewinnen in der Forschungspraxis zunehmend an Bedeu-
tung. Sie werden in zahlreichen Wissenschaftsdisziplinen zur Lo¨sung von Klassifika-
tionsaufgaben eingesetzt. Prima¨res Ziel der Verfahren ist das Zusammenfassen einer
Menge von Klassifikationsobjekten in homogene Gruppen (= Klassen, Cluster, Ty-
pen), wobei die Homogenita¨t im Gegensatz zu der Heterogenita¨t die A¨hnlichkeit
beschreibt.
Mit dem Begriff der homogenen Gruppe sind folgende Vorstellungen verbunden
[Bac02]:
1. Die Klassifikationsobjekte, die einer homogenen Gruppe angeho¨ren, sollen un-
tereinander a¨hnlich sein. Es soll Homogenita¨t innerhalb der Cluster vorliegen.
2. Die Klassifikationsobjekte, die unterschiedlichen homogenen Gruppen angeho¨ren,
sollen verschieden sein. Es soll Heterogenita¨t zwischen den Clustern vorliegen.
Diese beiden Grundvorstellungen werden in der Literatur unterschiedlich bezeichnet.
Cormack [Cor71] spricht von externer Isolierung (= Heterogenita¨t zwischen den Clu-
stern) und von interner Koha¨sion (= Homogenita¨t innerhalb der Cluster), die eine
empirische Klassifikation erfu¨llen soll. Everitt [Eve01] spricht von
”
natu¨rlichen“ Clu-
stern, wenn beide Forderungen erfu¨llt sind. Diese werden als dichte Punktewolken in
einem n-dimensionalem Raum beschrieben, die durch Regionen mit geringer Dichte
voneinander getrennt sind. Neben diesen beiden Grundvorstellungen werden ha¨ufig
aus forschungspraktischen, aber auch inhaltlichen Gru¨nden weitere Anforderungen
an die gesuchte Klassifikation gestellt.
Bacher [Bac02] hingegen unterscheidet unvollsta¨ndige, deterministische und proba-
bilistische Clusteranalyseverfahren. Unvollsta¨ndige Clusteranalyseverfahren werden
in der Literatur auch als geometrische Methoden [Gor81] bzw. Repra¨sentations- oder
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Projektionsverfahren [JD88], [Opi80] bezeichnet.
Die Bildung von Clustern und die Zuordnung der Klassifikationsobjekte zu den
Clustern erfolgt vom Anwender bei der Interpretation der ra¨umlichen Darstellung.
Deterministische Verfahren ordnen mit einer Wahrscheinlichkeit von 1 die Klas-
sifikationsobjekte einem oder mehreren Clustern zu. Beispiele sind das K-Means-
Verfahren oder hierachische Verfahren. Bei den probabilistischen Verfahren werden
die Klassifikationsobjekte mit einer zwischen 0 und 1 liegenden Wahrscheinlichkeit
zugeordnet. Die unvollsta¨ndigen Clusteranalyseverfahren sind auf einen maximal
dreidimensionalen Raum beschra¨nkt und somit ungeeignet, wenn ein ho¨herdimen-
sionaler Parameterraum vorliegt.
Han und Kamber [HK01] teilen Clusteranalyseverfahren in partitionierende, hier-
achische, dichte-basierte, gitter-basierte und modell-basierte Verfahren ein. Diese
Einteilung beruht auf der Vorgehensweise, die die Verfahren verwenden, um Cluster
zu finden.
Ester und Sander [ES00] unterteilen dagegen Clusteranalyseverfahren nur in parti-
tionierende und hierachische Verfahren. Diese Einteilung beruht nicht auf der Vor-
gehensweise der jeweiligen Algorithmen, sondern auf der Art der Cluster, die die
Algorithmen in den Eingabedaten finden. Es lassen sich alle in Han und Kamber
vorgestellten Verfahren auch danach unterscheiden, ob sie ein Objekt nur jeweils
einem Cluster zuordnen, oder ob sie eine Hierachie von Clustern erzeugen. Es gibt
beispielsweise dichte-basierende Verfahren, die ein partitionierendes Cluster erzeu-
gen, und solche, die ein hierachisches erzeugen.
Ein sehr effektives, ha¨ufig eingesetztes partitionierendes Clusteranalyseverfahren
sind die Voronoidiagramme (siehe hierzu auch Kapitel 4.1.1). Partitionierende Clu-
steranalyseverfahren zerlegen eine Datenmenge unter folgenden Pra¨missen in k Clu-
ster:
• jeder Cluster entha¨lt mindestens ein Objekt
• jedes Objekt geho¨rt zu genau einem Cluster
Fu¨r die Anwendung eines Clusteringverfahrens ist jedoch zuna¨chst eine geeignete
Modellierung der A¨hnlichkeit zwischen Datenobjekten erforderlich, die im folgenden
Kapitel eingefu¨hrt wird.
2.1.2 Metriken
Diese Modellierung der A¨hnlichkeit erfolgt durch eine Distanzfunktion, die fu¨r Paa-
re von Objekten definiert ist. Zur Definition der Distanz zwischen zwei Objekten
werden direkte oder abgeleitete Eigenschaften der Objekte verwendet.
Unabha¨ngig von der konkreten Form der Funktion mu¨ssen folgende mathematische
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Bedingungen der Distanzfunktion d erfu¨llt sein, wobei d eine Metrik (griechisch:
Za¨hlung, Messung) beschreibt:
Definition 1 Sei X eine beliebige Menge. Eine Abbildung d : X × X → R2 heißt
Metrik, wenn fu¨r beliebige Elemente x, y, z ∈ X die folgenden axiomatischen Be-
dingungen erfu¨llt sind:
A1 : d(x, x) = 0;
A2: aus d(x, y) = 0 folgt x = y (Definitheit);
A3 : d(x, y) = d(y, x) (Symmetrie);
A4 : d(x, y) ≤ d(x, y) + d(z, y) (Dreiecksungleichung);
Das Paar (X, d) bezeichnet einen metrischen Raum.
Typische Beispiele fu¨r Distanzfunktionen mit numerischen Attributswerten sind die
Minkowski-Metriken. Je nach Wahl von p ergeben sich verschiedene, in der Praxis
ha¨ufig verwendete Metriken.
Definition 2 Seien x und y Punkte im R2, dann heißt
dLp =
p
√
|x1 − y1|p + |x2 − y2|p (2.1)
die Minkowski-Metrik von (x, y).
Im Fall dL2 =
2
√
|x1 − y1|2 + |x2 − y2|2) ergibt sich die Euklidische Metrik. Dies ist
die in der Praxis am ha¨ufigsten verwendete Metrik.
In einem Metrischen Raum (M,d) sind die Raumeigenschaften der Menge M durch
die Metrik d festgelegt. Durch die Herleitung einer Umgebung lassen sich die topo-
logischen Eigenschaften aus der Metrik herausziehen, siehe hierzu auch Abbildung
2.2.
Definition 3 Fu¨r alle x0 ∈M , δ > 0 bezeichnet
Uδ(x0) := {X ∈M |d (x, x0) < δ} (2.2)
die δ-Umgebung von x0.
Zur graphischen Veranschaulichung der Metriken wird ein Koordinatensystem dar-
gestellt, in welchem um den Nullpunkt der jeweilige Einheitsabstand als sogenannte
Einheitsspha¨re aufgetragen wird. Die Einheitsspha¨re ist die Grenzlinie einer Ein-
heitsumgebung um den Nullpunkt. Die Einheitsumgebung der Euklidischen Metrik
hat die in Abbildung 2.3 dargestellte Struktur.
Die Euklidische Metrik eignet sich aber nicht fu¨r jedes Einsatzgebiet. Beispiels-
weise liegt in Manhattan nur ein orthogonales Straßengitter vor. Dadurch wer-
den Absta¨nde durch die La¨ngen der Straßen definiert und nicht, wie beim Eu-
klidischen Abstand, durch die Luftlinie. Hierfu¨r eignet sich die in Abbildung 2.4
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Abbildung 2.2: Konturlinie der Umgebung Uδ(0)
Abbildung 2.3: Einheitsumgebung U1(0) der Euklidischen Metrik
dargestellte Manhattan-Metrik, in der der Abstand zwischen zwei Punkten gege-
ben ist durch dL1 = |x1 − y1|+ |x2 − y2|. Im Fall, dass p gegen Unendlich geht,
Abbildung 2.4: Einheitsumgebung U1(0) der L1-Metrik
wird von der Maximums-Norm (siehe Abbildung 2.5) gesprochen, wobei dL∞ =
max (|x1 − y1| , |x2 − y2|) entspricht.
Die vorgestellten Minkowski-Metriken sind immer streng symmetrisch zum Null-
punkt. Abbildung 2.6 zeigt die Entwicklung der Minkowski-Metriken fu¨r einen an-
steigenden p-Wert. Es ist fu¨r ein wachsendes p deutlich zu erkennen, wie sich die
Konturlinien um den Mittelpunkt von der Manhattan-Metrik u¨ber die Euklidische
Metrik nach außen biegen, bis sie schließlich die Rechtecksform der Maximum-Norm
fu¨r p → ∞ asymptotisch na¨hern. Des weiteren ist zu erkennen, dass die Einheits-
umgebungen der Minkowski-Metriken stets konvex sind.
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Abbildung 2.5: Einheitsumgebung U1(0) der Maximumnorm
Abbildung 2.6: Minkowski-Konturen
2.2 Visualisierung
Seit Beginn der Menschheit spielt die Visualisierung eine zentrale und bedeutende
Rolle bei der U¨bertragung und dem Versta¨ndnis von Information. Die Gru¨nde fu¨r
dieses Pha¨nomen beruhen dabei auf der Physiologie des menschlichen Auges und
den mit ihm verbundenen visuellen Cortex. Von allen Sinnesorganen des Menschen
besitzt der Sehapparat die gro¨ßte Bandbreite bei der Aufnahme von Informationen.
Diese Tatsache wird durch die allgemein bekannte Redewendung
”
ein Bild sagt mehr
als tausend Worte“ hervorgehoben.
Welche Bedeutung visuelle Metaphern fu¨r den Informationsaustausch des Menschen
besitzen, ist nicht erst seit der Entwicklung der Computergraphik und der compu-
tergestu¨tzten Visualisierung bekannt.
Charles Joseph Minard (1781-1870), ein franzo¨sischer Ingenieur, zeigte bereits vor
einhundert Jahren in einer graphischen Darstellung (siehe Abbildung 2.7) des Ruß-
landfeldzuges von Napoleon von 1812-1813, wie multivariate Daten graphisch dar-
gestellt werden ko¨nnen. Fu¨nf verschiedene Parameter sind in einer einzigen Graphik
visuell miteinander kombiniert: die Gro¨ße der Armee, der Aufenthaltsort der Trup-
pen zu einem bestimmten Zeitpunkt, die Bewegungsrichtung der Armee und die
Temperatur auf dem Ru¨ckzug der Armee nach der Belagerung von Moskau. Mit kei-
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Abbildung 2.7: Joseph Minard: Karte des Rußlandfeldzuges Napoleons von 1812-
1813
ner anderen als der visuellen Darstellung gelingt es, so viele verschiedene Aspekte
und Beziehungen auf einen Blick sichtbar zu machen.
Nach Da¨ßler [Da¨ß99] lassen sich unabha¨ngig vom Anwendungszweck und der Pra¨sen-
tationsform vier elementare Aufgaben der Visualisierung formulieren:
1. Symbole, Diagramme oder Animationen helfen komplexe Prozessabla¨ufe und
Objektbeziehungen in der Realwelt zu veranschaulichen und gegebenenfalls zu
vereinfachen.
2. Visualisierung vereinfacht den Zugang zu Massendaten, z.B. durch Klassi-
fikation und Datenstrukturierung.
3. Visualisierung hilft bei der Analyse und Interpretation von Daten, bei der
Sichtbarmachung verborgener Trends sowie bei der Mustererkennung.
4. Visualisierung entspricht der Neigung der menschlichen Spezies und unserer
Kultur, visuelle Informationsprozesse und Repra¨sentationsformen zu bevorzu-
gen. Aus der Gehirnforschung ist daru¨ber hinaus bekannt, dass sich Visuali-
sierung positiv auf die Geda¨chtnisleistung und auf die menschliche Informati-
onsaufnahme auswirkt.
Da¨ßlers Definition des Ausgabenfeldes ist relativ allgemein gehalten und macht kei-
nerlei Aussage daru¨ber, welche Daten, Objekte oder Prozesse visualisiert werden.
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Daher stellt sich die Frage, in welchen Bereichen heutzutage rechnergestu¨tzte Vi-
sualisierung zur Anwendung kommt. Scheuermann [Sch04a] gibt hierzu eine Unter-
teilung der Visualisierung in drei Teilgebiete an:
1. Scientific Visualization
Visualisierung von Daten und Modellen in Natur-, Technik- und Lebenswis-
senschaften. Die Daten sind hierbei numerisch und anwendungsspezifisch im
ein-, zwei-, drei- oder vierdimensionalen Raum angeordnet. Beispiele: Skalar-,
Vektor-, Tensorfeldvisualisierung.
2. Software Visualization
Visualisierung der Struktur und des Ablaufes von Algorithmen und Software-
systemen. Beispiele: Klassen-, Sequenzdiagramme in UML.
3. Information Visualization
Visualisierung von ra¨umlich nicht angeordneten Daten (oftmals: Tabellen, Gra-
phen oder Datenbanken). Beispiele: Fahrpla¨ne, meteorologische Wetterreihen.
Die in dieser Arbeit behandelten Daten fallen in die dritte Kategorie. Im folgenden
wird deshalb auf die Informationsvisualisierung na¨her eingegangen.
2.2.1 Informationsvisualisierung
Zu einem relativ neuen, interdisziplina¨ren Forschungsgebiet za¨hlt die Informations-
visualisierung. Sie bescha¨ftigt sich mit der Darstellung abstrakter Informationen.
Da der Umfang verfu¨gbarer Daten stetig zunimmt, wird es immer schwieriger, diese
sehr großen und heterogenen Datenmengen zu untersuchen und daraus sinnvolle In-
formationen abzuleiten. Die Informationsvisualisierung verwendet hierbei Methoden
und Erkenntnisse der Informatik, Statistik, Data Mining und der Kognitionswissen-
schaft. Von der Informationsvisualisierung wird weiterhin angestrebt, die Mensch-
Computer-Interaktion zu verbessern. In [Wik06] wird der Begriff Informationsvisua-
lisierung folgendermaßen definiert:
Definition 4 Information visualization is the use of interactive, sensory represen-
tations, typically visual, of abstract data to reinforce cognition
Informationsvisualisierung beinhaltet demnach die computergestu¨tzte Aufbereitung
und die visuelle Repra¨sentation abstrakter Informationen mit dem Ziel, den kogni-
tiven Zugang zu elektronisch gespeicherten Daten zu erleichtern.
Die Aufgabe der Informationsvisualisierung wird durch die folgenden vier Zitate zu
Gegenstand und Zielen der Informationsvisualisierung noch etwas genauer beschrie-
ben:
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• Information Visualization is the use of computer-supported interactive visual
representation of abstract data to amplify cognition [Da¨ß99].
• Information Visualization combines aspects of scientific visualization, human-
computer interfaces, data mining, imaging and graphics [GE97].
• Information Visualization is the process of binding information that is not
inherently spatial into a medium which the user can view and perceive [Da¨ß99].
• The greatest value of a picture is when it forces us to notice what we never
expected to see [Tuk04].
Die Informationsvisualisierung stellt Methoden, Konzepte und Werkzeuge bereit,
um große Datenmengen visuell erforschen und auswerten zu ko¨nnen. Dabei wird
die Eigenschaft des Menschen ausgenutzt, Muster und Strukturen visuell schnell zu
erfassen. Dieser kognitive Zugang zu den Daten wird durch spezielle Visualisierungs-
techniken weiter unterstu¨tzt. Hauptziel der Informationsvisualisierung ist somit das
Erkennen von Mustern, Strukturen, Klassen und Relationen im mehrdimensionalem
abstrakten Datenraum anhand von Bildern.
Die Methoden der Informationsvisualisierung lassen sich in drei Kategorien unter-
teilen:
1. Pra¨sentation
Es existieren fest definierte Fakten, welche durch geeignete Visualisierungs-
techniken dargestellt werden.
2. Besta¨tigende Analyse
Es existieren vom Benutzer definierte Hypothesen zu den jeweiligen Datensa¨tzen.
Aufgabe der Visualisierung ist es, die Daten in einer geeigneten Form darzu-
stellen, die eine Besta¨tigung oder Entkra¨ftung der aufgestellten Hypothese
erlaubt.
3. Erkundende Analyse
Ausgangspunkt sind Datensa¨tze, u¨ber die weder Fakten noch Hypothesen be-
kannt sind. Durch eine visuelle, interaktive und im Allgemeinen ungerichtete
Suche nach Trends, Strukturen und Mustern ist der Benutzer in der Lage, neue
Informationen aus den Daten zu gewinnen und letztendlich eine Hypothese zu
definieren.
Nach Shneiderman [Shn96] ko¨nnen Datensa¨tze ein-, zwei- oder auch multidimensio-
nal sein oder auch aus komplexeren Datentypen wie Texten, Hypertexten, Hierachen,
Graphen oder Algorithmen bestehen. Alternativ werden diese Datensa¨tze auch als
uni-, bi-, oder multivariate Datensa¨tze bezeichnet.
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Typische Vertreter von eindimensionalen Datensa¨tzen sind zeitabha¨ngige Daten. Da-
bei ko¨nnen jedem Punkt auf der Zeitskala ein oder mehrere Messwerte zugeordnet
werden.
Zwei- oder dreidimensionale Datensa¨tze bestehen aus zwei bzw. drei definierten Va-
riablen. Ein typisches Beispiel fu¨r solche Datensa¨tze stellen geo-graphische Karten
dar. Zwei- und dreidimensionale Datensa¨tze werden in der Regel durch einfache x-y-
bzw. x-y-z-Plots visualisiert. Auch wenn diese Darstellungsform einfach erscheint,
ko¨nnen mit zunehmender Datengro¨ße bzw. -dichte schnell u¨bersichtliche und teil-
weise unbrauchbare Visualisierungen resultieren.
Ha¨ufig bestehen Datensa¨tze aus mehr als drei Dimensionen und ko¨nnen daher nicht
mit Hilfe von zwei- oder dreidimensionalen Plots dargestellt werden. Multidimensio-
nale Datensa¨tze enthalten in der Regel mehrere Hundert bis Tausend Dateneintra¨ge.
Diese Daten ko¨nnen nur mit Hilfe weiter entwickelter Visualisierungstechniken dar-
gestellt werden, da das effektive Mapping der zahlreichen Dimensionen auf einen
zweidimensionalen Bildschirm ein schwieriger Vorgang ist.
Nicht alle Datentypen ko¨nnen durch Angabe der Dimensionalita¨t beschrieben wer-
den. Dies trifft beispielsweise auf digitale Texte und Hypertexte zu, deren Analyse
vor allem im Bereich des World Wide Web hohe Bedeutung beizumessen ist. Da
diese Datentypen nicht sinnvoll in Form von Zahlen dargestellt werden ko¨nnen, ei-
genen sich viele Visualisierungstechniken nicht zur Darstellung dieser Daten. Eine
weitere Klasse von Datensa¨tzen stellen Hierachien und Graphen dar, die auf Bezie-
hungen zwischen einzelnen Datenpunkten basieren. Algorithmen za¨hlen ebenfalls zu
der Klasse der speziellen Datenformen und erfordern besondere Visualisierungstech-
niken.
2.2.2 Techniken
Im Laufe der letzten dreißig Jahre wurden zahlreiche Techniken zur Visualisierung
von Informationen und Daten entwickelt, wobei die Anzahl der Visualisierungstech-
niken auch in Zukunft weiter ansteigen wird.
Nach Keim [Kei97] werden multivariate Visualisierungstechniken in Abha¨ngigkeit
ihrer zugrunde liegenden Darstellungsrinzipien in fu¨nf Kategorien unterteilt:
1. Geometrie-basierte Techniken
2. Icon- und Glyph-basierte Techniken
3. Pixel- und Voxel-basierte Systeme
4. Hierachische Techniken
5. Techniken, die auf Graphen basieren
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Daru¨ber hinaus existieren zahlreiche hybride Ansa¨tze, die sich durch Kombination
verschiedener Visualisierungstechniken aus den genannten Bereichen ergeben.
Geometrie-basierte Techniken
Die Grundidee geometrischer Visualisierungstechniken basiert auf der Nutzung geo-
metrischer Transformationen und Projektionen, um so eine bestmo¨gliche Darstellung
multidimensionaler Daten zu realisieren. Dabei ko¨nnen sowohl zwei- als auch drei-
dimensionale Darstellungstechniken zum Einsatz kommen.
Zur Klasse dieser Techniken za¨hlen zum Beispiel Liniengraphen [HG02], Scatter-
plots bzw. Scatterplot-Matrizen [HG02],[Cle93], Histogramm-Darstellungen [HG02],
Landscapes [Wri95], Prosection Views [FB94], HyperSclice [JvW93], Hyperbox [AC91],
Parallele Koordinaten [ID90], RadViz und GridViz [Hof99]. Bei den Scatterplots
Abbildung 2.8: Scatterplot-Matrizen und Parallele Koordinaten
kommen sowohl zwei- als auch dreidimensionale Darstellungen zum Einsatz. Im
Regelfall ko¨nnen mittels Scatterplots zwei bzw. drei Datendimemsionen dargestellt
werden, wobei jede Datendimension auf eine der zwei bzw. drei orthogonalen Ach-
sen abgebildet werden. Um Datensa¨tze mit ho¨herer Dimensionalita¨t zu visualisieren,
werden unter anderem sogenannte Scatterplot-Matrizen verwendet. Dabei kann bei-
spielsweise ein vierdimensionaler Datensatz durch eine 4x4-Matrix von Scatterplots
dargestellt werden.
Die Parallelen Koordinaten bilden den k-dimensionalen Raum auf die zwei Bild-
schirmdimensionen ab, indem jeder Datensatz als polygonale Linie in einem System
paralleler Achsen dargestellt wird. Jede der k a¨quidistanten parallelen Achsen ent-
spricht einer Dimension und ist linear skaliert vom Minimum bis zum Maximum der
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auftretenden Datenwerte der Dimension. Jeder Datensatz wird durch eine polygo-
nale Linie repra¨sentiert, welche die vertikalen Achsen (Dimensionen) an der Stelle
schneidet, die dem jeweiligen Datenwert der dazugeho¨rigen Dimension entspricht.
Mit beiden Methoden lassen sich sehr viele Dimensionen in einer einzigen Darstel-
lung kombinieren und erzeugen zudem einen guten U¨berblick u¨ber die Daten. Des
Weiteren kann der Benutzer leicht absolute Werte wahrnehmen. Probleme ko¨nnen
jedoch bei beiden Methoden dadurch entstehen, dass identische Datenrekords nur
einen einzigen Eintrag bzw. eine einzige polygonale Linie erzeugen.
Icon- und Glyph-basierte Techniken
Eine andere Klasse von explorativen Visualisierungstechniken stellen die so genann-
ten Icon- bzw.- Glyph-basierten Ansa¨tze dar. Diese Techniken werden vor allem zur
Darstellung von diskreten, multivariaten Daten eingesetzt.
Ein Glyph ist dabei ein graphisches Objekt, welches ein einzelnes multivariates Da-
tenobjekt repra¨sentiert. Bei der Generierung der Icons bzw. Glyphen werden die
diversen Datendimensionen eines Datensatzes in systematischer Weise den verschie-
denen graphischen Attributen wie Form, Farbe, Gro¨ße, Orientierung, Textur, etc.
des graphischen Objektes zugeordnet. Dieses Mapping der Dimensionen auf die soge-
nannten retinalen Eigenschaften wird auch als visuelles Mapping bezeichnet [Ber83].
Abbildung 2.9 entha¨lt eine U¨bersicht der wichtigsten retinalen Eigenschaften. Ne-
ben der Anzahl der mo¨glichen Dimensionen, die mit Hilfe der einzelnen graphischen
Eigenschaften beschrieben werden ko¨nnen, entha¨lt die Abbildung auch Beispiele,
die den Gebrauch von Glyphen bei kontinuierlichen, numerischen sowie diskreten
bzw. kategorischen Daten zeigt. Viele der graphischen Attribute ha¨ngen dabei di-
rekt voneinander ab. So setzen beispielsweise Texturen mindestens eine Farbe zur
Darstellung voraus und Blinken kann mit der Darstellung von Bewegungen wechsel-
wirken. Im Allgemeinen ist daher eine sinnvolle Darstellung auf acht Dimensionen
beschra¨nkt.
Insbesondere bei Vorlage diskreter Daten muss eine gute Unterscheidung der einzel-
nen Glyphen gewa¨hrleistet sein, um eine sinnvolle Visualisierung zu erhalten. Dabei
mu¨ssen unter anderem verschiedene psychologische (z.B. unterschiedliche Wahrneh-
mung von Farben und Orientierungen) und psychologische Aspekte (z.B. Rot-Gru¨n-
Blindheit) beru¨cksichtigt werden. Eine gute Einfu¨hrung in die Thematik liefert das
Buch von Ware [War99].
Zu der Klasse der Icon- und Glyph-basierten Techniken geho¨ren beispielsweise Cher-
noffs Faces [Che71], Stick-Figures [RP88], Shape Coding [Bed90], Color Icons [Lev91]
sowie Star Glyphs [CCKT83].
Mit den Chernoff Faces lassen sich durch Abbildung der einzelnen Datendimensio-
nen auf markante Merkmale eines Gesichtes wie z.B. Gro¨ße der Augen, Neigung der
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Abbildung 2.9: Retinale Eigenschaften in der Glyph-basierten Visualisierung
Augenbrauen, Gro¨ße und Form des Mundes usw. sehr viele Dimensionen darstellen.
Da Menschen dazu neigen die resultierenden Gesichter als Ganzes wahrzunehmen,
eignet sich diese Technik sehr gut zur Darstellung relativer Werte und als U¨ber-
blick. Diese Art der Repra¨sentation basiert auf der Metapher von Emotionen, da die
resultierenden Gesichter unterschiedliche Stimmungen vermitteln. Die Darstellung
spezifischer Datensa¨tze erzeugt fro¨hliche, traurige oder vera¨rgerte Gesichter.
Eine Interpretation dieser Gesichter kann aber auch einige Probleme mit sich brin-
gen. Soll beispielsweise der Zustand eines Patienten visualisiert werden, kann der
Gesichtsausdruck des Chernoff Faces den Benutzer dazu verleiten jedes fro¨hliche
Gesicht mit einem guten Zustand und jedes traurige Gesicht mit einem schlechten
Zustand des Patienten zu verbinden. Der Gesichtsausdruck ha¨ngt dabei vor allem
von der Kombination der gewa¨hlten Fragen durch den Benutzer und der Abbildung
der Attribute des Gesichtes ab. Die Daten eines einzelnen Patienten ko¨nnen so sehr
unterschiedliche Gesichtsausdru¨cke erzeugen.
Bei den Star Glyphs werden die einzelnen Dimensionen durch gleichwinklige, im
Uhrzeigersinn angeordnete Speichen repra¨sentiert. Die a¨ußeren Enden der Speichen
entsprechen dabei den maximalen Werten der Datendimensionen. Schließlich werden
die a¨ußeren Enden noch durch eine polygonale Linie verbunden.
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Abbildung 2.10: Chernoff Faces und Star Glyphs
Pixel- und Voxel-basierte Techniken
In Pixel-basierten Ansa¨tzen wird jeder einzelne Dimensionswert einem farbigen Pi-
xel zugeordnet. Die Pixel werden daru¨ber hinaus in Abha¨ngigkeit von den jeweiligen
Dimensionen gruppiert und in separate Regionen dargestellt [Kei97]. Die Werte der
einzelnen Dimensionen werden durch die Farbe des Pixels repra¨sentiert. Da lediglich
ein Pixel pro Datenobjekt beno¨tigt wird, kann mit Hilfe dieser Technik die derzeit
ho¨chste Anzahl an Datenpunkten gleichzeitig dargestellt werden.
Die bekanntesten Vertreter dieser Visualisierungsform sind die so genannte Recursi-
ve Pattern-Technik [KKA95] und die Circle Segment-Technik [AK96]. Die Recursi-
ve Pattern-Technik basiert auf einer rekursiven Verallgemeinerung einer zeilen- und
spaltenorientierten Anordnung der Pixel. Auf einer Rekursionsstufe werden die Pixel
von links nach rechts, dann eine Zeile tiefer von rechts nach links usw. angeordnet.
Die Anordnung der Pixel erfolgt nach dem gleichen Prinzip auf allen Rekursions-
stufen mit dem Unterschied, dass die Basiselemente, die auf der na¨chstho¨heren Re-
kursionsstufe angeordnet werden, aus Pixelarrays bestehen, die sich aus den tieferen
Rekursionsstufen ergeben. Abbildung 2.11 links zeigt die tagesgenauen Kurse der
100 Aktien des FAZ-Index u¨ber einen Zeitraum von 20 Jahren (Januar 1974 - April
1995). Die Abbildung der Kurswerte auf der Farbskala wurde so gewa¨hlt, dass helle
Farben hohen Kursen und dunkle Farben niedrigen Kursen entsprechen.
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Abbildung 2.11: Recursive Pattern und Circle Segment
Die Circle Segment-Technik ordnet die Pixel, die zu einem Attribut geho¨ren, in
den Segmenten eines Kreises an. Die Anordnung der Pixel innerhalb eines Segmen-
tes beginnt im Zentrum des Kreises, endet am Kreisrand und erfolgt nach einem
links-rechts Schema orthogonal zur Segment-Halbierenden. Die Visualisierung in
Abbildung 2.11 rechts zeigt die tagesgenauen Kurse von 50 Aktien des FAZ-Index
u¨ber einen Zeitraum von 20 Jahren. Deutlich zu erkennen sind a¨hnliche Aktienkurs-
verla¨ufe, die Hochpreisphasen (helle kreisfo¨rmige Ringe) sowie Aktien, die sich gegen
den Trend verhalten.
Hierachische und Graph-basierte Techniken
Hierachische Techniken stellen Daten in Form von hierachisch aufgeteilten Unter-
einheiten dar. Im Fall von multidimensionalen Datensa¨tzen dienen dabei selektierte
Dimensionen zur Aufteilung des Datensatzes und zum Aufbau der Hierachie.
Zur Klasse dieser Techniken za¨hlen zum Beispiel das Dimensional Stacking [KKA95]
und der Cone Tree [GR91]. Die Idee der Dimensional Stacking-Technik (Abbildung
2.12 links) ist die Einbettung eines Koordinatensystems in ein anderes Koordina-
tensystem. Die visuelle Darstellung wird durch die Aufteilung des a¨ußersten Koor-
dinatensystemes in rechteckige Zellen erzeugt. Innerhalb dieser rechteckigen Zellen
spannen zwei weitere Attribute ein inneres Koordinatensystem auf. Das innere Ko-
ordinatensystem wird dann wiederum in rechteckige Zellen zerlegt usw.
Cone Trees (Abbildung 2.12 rechts) stellen hierachische Informationen auf einer
Baumstruktur dar, die in drei Dimensionen ausgelegt ist. Die ra¨umliche Tiefe wird
ausgenutzt, indem Kegelkreise teils im Vordergrund, teils im Hintergrund abgebildet
werden. Die Elemente einer Hierachieebene werden bei den Cone Trees entlang des
Umfanges eines Kreises angeordnet. Dadurch werden Knoten und Kanten der Kegel
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Abbildung 2.12: Dimensional Stacking und Cone Tree
teilweise u¨berlagert. Die dritte Dimension des Darstellungsraumes wird bestmo¨glich
genutzt, indem die Kegel selbst transparent sind. Der Anwender hat außerdem noch
Interaktionsmo¨glichkeiten, um lokale Details sowie die gesamte Informationsstruktur
zu betrachten.
2.2.3 Systeme
Noch vor der Einfu¨hrung des Begriffs der Informationsvisualisierung wurden Mitte
der 80er Jahre an der Universita¨t von Singapur U¨berlegungen angestellt, wie neue
Virtual Reality Techniken benutzt werden ko¨nnten, um Informationsra¨ume aufzu-
bauen, in denen der Benutzer abstrakt navigieren kann. Aus diesen U¨berlegungen
entwickelte Kim Fairchild im Jahre 1988 SemNet [FPF88], eines der ersten Infor-
mationsvisualisierungssysteme u¨berhaupt. Bis zum heutigen Zeitpunkt wurde eine
Vielzahl von Visualisierungstechniken fu¨r die unterschiedlichsten Anwendungsfelder
entwickelt. Dementsprechend groß ist auch die Menge an Systemen, die diese Techni-
ken umsetzten. An dieser Stelle werden einige interessante Anwendungen vorgestellt.
Webvisualisierung
Seit 1994 wurde eine große Anzahl von Anwendungen zur Visualisierung des World-
Wide-Web entwickelt. Dabei stand die Darstellung von Hyperlinkschematas be-
stimmter Informationsdoma¨nen im Netz mittels geeigneter Navigationsoberfla¨chen
im Vordergrund. An der University of Minnesota wurde dazu 1994 das Tool WebViz
[Mun95] vorgestellt. Dabei werden die gewu¨nschten Informationsstrukturen durch
die Projektion sogenannter Hyperbolischer Ba¨ume (eine Variation des beschriebenen
Cone Trees) auf die Oberfla¨che einer Kugel projeziert. Diese Projektion erlaubt die
saubere Darstellung einer Informationsmenge, die im euklidischen Raum hingegen
sehr unu¨bersichtlich angeordnet wa¨re. Die Informationsstruktur liegt im VRML-
Format vor und wird durch den frei verfu¨gbaren 3D-Webbrowser WebOOGL [Web94]
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Abbildung 2.13: Webvisualisierung durch hyperbolische Darstellung
dargestellt. Abbildung 2.13 zeigt die gleichzeitige Darstellung eines Dokumentes in
einem normalen Webbrowser und die hyperbolische dreidimensionale Darstellung.
Interaktionen in der 3D-Darstellung beeinflussen dabei die 2D-Darstellung und um-
gekehrt.
Fly Through-Navigation
Besondere Popularita¨t erlangten in den letzten zwei Jahren interaktive Benutzer-
schnittstellen, bei denen der Anwender die Darstellung des Informationsraumes stu-
fenlos, z.B. durch Zoomen vera¨ndern kann. Die visuelle Exploration wird als Fly
Through-Navigation bezeichnet. Das erste Interface, das solch eine Mo¨glichkeit vor-
sah, war das 1995 von Apple entwickelte Hotsauce. Die Entwicklung wurde 1997 von
Apple eingestellt, das Interface wurde allerdings in modifizierter Form kommerziell
im Browser Perspecta View der Firma Perspecta angeboten. Grundidee ist, die zu
visualisierenden Daten sinnvoll zu strukturieren und in das Datenformat MCF (Me-
ta Content Format) zu u¨berfu¨hren. Diese Daten werden dann visualisiert.
Visuelle Repra¨sentation von Textdokumenten
Zu den interessantesten aber auch komplexesten Gebieten in der Informationsvi-
sualisierung geho¨rt die visuelle Repra¨sentation von Textdokumenten. Vor allem in
Arbeitsgruppen in den USA wird an solchen grafischen Textretrievaloberfla¨chen ge-
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Abbildung 2.14: Flug durch den Informationsraum von Kaufvideokassetten mit Per-
specta View
arbeitet. Die ha¨ufigste und auch bekannteste visuelle Metapher ist dabei die soge-
nannte Dokumentenkarte. Dabei werden Dokument-Dokument Relationen als Clu-
ster entweder in einer Punktwolkendarstellung oder als thematische Karte darge-
stellt. Die Software IN-SPIRE (Spatial Pradigm for Information Retrieval) des Pa-
cific Northwest National Laboratory [Lab06] verwendet beide Darstellungstechniken.
Links ist eine Punktwolkendarstellung (Galaxy) einer Dokumentensammlung zu se-
hen. Nahe beieinander liegende Dokumentenpunkte entsprechen inhaltlich a¨hnlichen
Dokumenten. Auf der rechten Seite ist eine thematische Kartendarstellung (The-
meScope) einer Dokumentensammlung zu sehen. Die hellen Bereiche in dem Terrain
symbolisieren als Berge eine große Dichte von Dokumenten in der Umgebung cha-
rakteristischer Begriffe. In beiden Darstellungen kann der Anwender zoomen, die
Darstellung drehen und verschieben sowie gewu¨nschte Details na¨her betrachten.
2.3 Umweltinformatik
Das in dieser Arbeit betrachtete Anwendungsgebiet ist die Umweltinformatik. In
diesem Kapitel wird deshalb zuna¨chst der Begriff der Umweltinformatik erla¨utert
und ihre Schwerpunkte vorgestellt (Kapitel 2.3.1). Fu¨r die praktische Anwendung
konzentriert sich diese Arbeit auf die Fla¨chennutzung im innersta¨dtischen Bereich.
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Abbildung 2.15: Punktwolkendarstellung und thematische Karte einer Dokumenten-
sammlung durch IN-SPIRE
Hierfu¨r wird in Kapitel 2.3.2 der Begriff der Stadtplanung eingefu¨hrt und deren
Aufgaben und Ziele dargestellt. Eine aktuelle Tendenz innerhalb der Stadtplanung
bescha¨ftigt sich mit der Konversion von Fla¨chen, die ebenfalls in diesem Kapitel
eingefu¨hrt wird. Am Beispiel der Konversion werden in Kapitel 6.3.1 die in dieser
Arbeit entwickelten Methoden und Prozesse umgesetzt.
In Kapitel 2.3.3 werden gegenwa¨rtig eingesetzte raumbezogene Informationssysteme
vorgestellt.
2.3.1 Grundlagen
Die Umweltinformatik ist eine relativ neue Teildisziplin der angewandten Informatik
und bescha¨ftigt sich interdisziplina¨r mit der Analyse und Bewertung von Umwelt-
sachverhalten mit Mitteln der Informatik. Sie verfolgt damit das Ziel, einen Beitrag
zur Untersuchung, Behebung, Vermeidung oder Minimierung von Umweltbelastun-
gen und Umweltscha¨den zu leisten.
Schwerpunkte sind die Verwendung von Geographischen Informationssystemen (GIS),
Datenbanksystemen und Simulationsprogrammen.
Typische Anwendungen der Umweltinformatik sind:
• Informationsauswertung fu¨r o¨konomische und o¨kologische Optimierung
• Ausbreitungsmodelle von Schadstoffen
• Simulation von solaren und energiewandelnden Systemen
Die betriebliche Umweltinformatik greift besonders die o¨konomischen Aspekte der
Umweltinformatik auf und steht somit inhaltlich zwischen der Umwelt- und Wirt-
schaftsinformatik.
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Neben der vorrangig o¨kologisch orientierten Umweltinformatik (beispielsweise Um-
weltdatenbanken fu¨r die verschiedenen Umweltmedien, Umweltinformationssyste-
me, o¨kologische Anwendungen raumbezogener Informationssysteme (GIS), Visua-
lisierungsmethoden fu¨r komplexe Umweltdaten) hat sich in den letzten 10 Jahren
eine sta¨rkere Verlagerung der Schwerpunkte der Umweltinformatik in Richtung der
informationstechnischen Unterstu¨tzung des betrieblichen Umweltschutzes ergeben.
Diese Ausweitung der Sichtweise der Umweltinformatik ist vor allem auch vor dem
Hintergrund der Diskussion zur Nachhaltigkeit zu sehen, die neben der rein o¨kolo-
gischen Sicht auch o¨konomische und soziale Fragen mit einbezieht.
Auf der UN-Konferenz fu¨r Umwelt und Entwicklung in Rio de Janeiro 1992 wur-
de das Leitbild der nachhaltigen Entwicklung international von den beteiligten 178
Staaten anerkannt. Als zentrales Ergebnis wurde das Aktionsprogramm Agenda 21
mit Handlungsempfehlungen fu¨r Umweltvorsorge und Raumentwicklung ratifiziert.
Auf dieser Basis wurden fu¨r Deutschland ein nationales Aktionsprogramm zur Um-
setzung der Agenda 21 und zahlreiche lokale Agenda 21 Prozesse mit konkreten
Zielen und zugeho¨rigen Indikatoren entwickelt.
Dem folgte ein Umdenken auch im Zusammenhang des Fla¨chenmanagements. Einer
der in der Agenda 21 festgelegten Indikatoren aus dem Bereich der nachhaltigen
Raumentwicklung zum Schutz der natu¨rlichen Lebensgrundlagen ist die Fla¨chen-
neuinanspruchnahme.
Fu¨r Deutschland hat dies zur Folge, dass bis zum Jahr 2020 der Neufla¨chenverbrauch
von derzeit ca. 1o5 ha/Tag auf 30 ha/Tag gesenkt werden soll. Zum Erreichen dieses
Zieles wird es vermehrt notwendig, bereits vorgenutzte, brachgefallene Fla¨chen einer
Neu- oder Umnutzung zuzufu¨hren sowie Baulu¨cken zu schließen. Damit kommt der
Konversion allgemein und mit den Teilbereichen der milita¨rischen und der zivilen
Konversion von Liegenschaften im Speziellen eine besondere Bedeutung zu.
Diese Arbeit konzentriert sich fu¨r die praktische Anwendung zuna¨chst auf die Fla¨chen-
nutzung im innersta¨dtischen Bereich. Der hiermit verbundene Planungsablauf ist der
Ansatzpunkt der in Kapitel 4 und 5 beschriebenen Verfahren fu¨r das Clustering und
die Visualisierung. Zuna¨chst werden die generellen Aufgaben und Ziele der Stadtpla-
nung erla¨utert und anschließend auf das Themenfeld der Konversion eingegangen.
Im Anschluss daran werden die Informationssysteme vorgestellt, die in diesem Teil-
gebiet der Umweltinformatik zum Einsatz kommen.
2.3.2 Stadtplanung
Sta¨dtebau und Stadtplanung regeln eine vorausschauende Ordnung der baulichen
und sonstigen Nutzung von Grund und Boden in Sta¨dten und Siedlungsbereichen.
Stadtplanung bescha¨ftigt sich mit der Lenkung der ra¨umlichen Entwicklung und
der Nutzung der Fla¨chen einer Stadt, wohingegen Aufgabe des Sta¨dtebaus ist, die
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Planung umzusetzen und die bauliche Gestaltung sta¨dtischen Lebensraumes vorzu-
nehmen.
Die Stadtplanung ist eine Teildisziplin der Raumplanung und bescha¨ftigt sich mit
der Analyse der Stadt und darauf folgend der Erarbeitung von Planungskonzepten
unter Abwa¨gung aller relevanten Interessen mit dem Ziel der Konfliktminimierung.
Stadtplanung dient der Steuerung der Bodennutzung fu¨r gesamte Stadt- oder Ge-
meindegebiete oder fu¨r Teilbereiche davon, sog. Quartiere.
Aufgabe der Stadtplanung ist die Erzielung einer nachhaltigen sta¨dtebaulichen Ent-
wicklung der Sta¨dte. Dabei sind die sozialen, wirtschaftlichen und umweltschu¨tzen-
den Anforderungen miteinander in Einklang zu bringen. Eine dem Wohl der Allge-
meinheit dienende sozialgerechte Bodennutzung ist zu gewa¨hrleisten. Stadtplanung
soll dazu beitragen, eine menschenwu¨rdige Umwelt zu sichern und die natu¨rlichen
Lebensgrundlagen zu schu¨tzen und zu entwickeln, auch in Verantwortung fu¨r den
allgemeinen Klimaschutz. Daru¨ber hinaus sollen die sta¨dtebauliche Gestalt und das
Orts- und Landschaftsbild baukulturell erhalten und entwickelt werden.
Gesetzliche Grundlage fu¨r stadtplanerisches Handeln bildet das Baugesetzbuch (BauGB).
Im BauGB werden fo¨rmliche Verfahren zur Aufstellung verschiedener Pla¨ne geregelt.
Den ho¨chsten Stellenwert nimmt die Bauleitplanung ein, die zwei Planwerke von un-
terschiedlicher Detailscha¨rfe und Verbindlichkeit unterscheidet:
Als vorbereitender Bauleitplan dient der Fla¨chennutzungsplan (FNP), der das ge-
samte Stadt- oder Gemeindegebiet umfasst und als Grundlage fu¨r die Ausarbeitung
von detaillierten Pla¨nen fu¨r Teile des Gemeindegebietes dient. Im FNP werden Aus-
sagen u¨ber die zuku¨nftig beabsichtigte Verteilung von Bodennutzungen getroffen,
also die Verteilung und Zuordnung von Wohn-, Gewerbe-, Frei- und Sonderfla¨chen
sowie die Lage wichtiger Verkehrstrassen.
Fu¨r Teilbereiche eines Gemeindegebietes werden als verbindliche Bauleitpla¨ne Be-
bauungspla¨ne aufgestellt, die neben den Aussagen zur Verteilung der Bodennutzun-
gen auch gestalterische Festsetzungen und bestimmte Grundstu¨cksrechte enthalten.
Bebauungspla¨ne sind parzellenscharf und werden nach Abschluss umfangreicher Ver-
fahren zur Beteiligung der O¨ffentlichkeit als Satzungen beschlossen und sind unmit-
telbar rechtswirksam.
Abbildung [Bra99] beschreibt das System der Raumplanung und die Einordnung der
Stadtplanung in dieses System. Nach Braam [Bra99] lassen sich drei grundlegende
Prinzipien der Raumplanung ausmachen, die sich an der Forderung des Grundgeset-
zes nach Wahrung der Einheitlichkeit der Lebensverha¨ltnisse u¨ber das Gebiet eines
Landes hinaus (Artikel 72 Abs. 2 Satz 3 GG) orientieren:
Prinzip der Nachhaltigkeit
”
Erarbeitung von la¨ngerfristigen Konzeptionen und Leitbildern, planerischen Vorga-
ben und ordnerischen Maßnahmen, um Zersiedelung und U¨berlastung zu vermeiden
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Abbildung 2.16: System der Raumplanung
und Ressourcen zu sichern.“
Prinzip der Regionalisierung
”
Entwicklung der Regionen in o¨konomischer, o¨kologischer und sozialer Hinsicht. Da-
mit soll gro¨ßeren Abwanderungen aus den wirtschaftsschwachen peripheren Ra¨umen
entgegengewirkt werden.“
Prinzip der Gleichwertigkeit
”
Ausgleich zwischen den wirtschaftsstarken und den wirtschaftsschwa¨cheren Regio-
nen, um eine mo¨glichst gleichma¨ßige ra¨umliche Entwicklung zu gewa¨hrleisten, wobei
dies nicht mit Gleichartigkeit verwechselt werden darf; vielmehr gilt es, die verschie-
denen Regionen Deutschlands unter Beachtung ihrer jeweiligen Potentiale und Ei-
genarten zu entwickeln.“
Der Begriff der Stadtplanung setzt sich aus den beiden Elementen der Stadt und
der Planung zusammen, die die Inhalte der Stadtplanung pra¨gen. Die Stadt ist ein
komplexes Gebilde, das
”
den Bedu¨rfnissen und Wu¨nschen materieller und immate-
rieller Art einer vielschichtigen Bu¨rgerschaft Erfu¨llung bietet; das den sozialen und
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wirtschaftlichen, kulturellen und politischen Verha¨ltnissen der jeweiligen Genera-
tion Entsprechung gibt; das aufgrund der lokalen Bedingungen von Standort und
Klima seine Eigenart besitzt; das mit den technischen Mitteln der Zeit geschaffen
wird...“[Hil75]. Als Planung wird die
”
systematische Vorbereitung eines vernunfts-
gema¨ßen Handelns von Einzelnen oder Gemeinschaften, um ein Ziel unter den ge-
gebenen Verha¨ltnissen auf die beste Weise zu erreichen“ [fSuV98] bezeichnet. Beide
Begriffe zusammen stellen die Rahmenbedingungen und Konfliktbereiche, mit denen
sich die Stadtplanung auseinander setzt. Die Aufgabe der Stadtplanung ist eine fun-
dierte Vorbereitung einer mo¨glichen Entscheidung. Hierbei mu¨ssen alle relevanten
Kriterien, die fu¨r die Beurteilung eines Sachverhaltes beno¨tigt werden, zusammen
gebracht werden und die mo¨glichen Alternativen einer Maßnahme aufgezeigt wer-
den.
Das Ziel der Stadtplanung ist es,
”
sachlich richtige, inhaltlich ausgewogene und or-
ganisatorisch aufeinander abgestimmte Maßnahmen vorzubereiten und damit die
Stadt den jeweiligen Erfordernissen, Vorstellungen und Mo¨glichkeiten entsprechend
anzupassen oder weiterzuentwickeln“[Bra99]. Das Instrument der Stadtplanung ist
ein differenzierter Planungsablauf.
Aktuelle Tendenzen in der Stadtplanung bescha¨ftigen sich mit der Zunahme des
Verkehrsaufkommens, der ra¨umlich-funktionalen Entmischung von Nutzungen, der
ra¨umlichen Ausdehnung der Siedlungsfla¨chen im Umland der Großsta¨dte, der Um-
strukturierung der Landwirtschaft sowie mit der Konversion von Fla¨chen [Bra99].
Im folgenden werden die Konversionsfla¨chen na¨her betrachtet, da in den Kapitel 3
und 6.3.1 das Themenfeld der milita¨rischen Konversion als Anwendungsbeispiel fu¨r
das entwickelte Information Clustering Verfahren verwendet wird.
Konversion
Der Begriff Konversion kommt aus dem Lateinischen und bedeutet Umwandlung
oder Abkehr. Unter Konversion wird die Umnutzung alter Geba¨ude oder Fla¨chen
vorwiegend milita¨rischer, industrieller oder infrastruktureller Natur verstanden. Oft
wird die Konversion im Zusammenhang mit der Umnutzung alter Milita¨rfla¨chen in
zivil genutzte Fla¨chen verwendet. A¨hnlich geschieht dies bei ehemaligen Industrie-
und Eisenbahn-Anlagen. Unterschieden wird deshalb die milita¨rische von der zivilen
Konversion.
Durch zahlreiche Umstrukturierungen der in Europa stationierten Streitkra¨fte zur
Anpassung an die vera¨nderten Sicherheitsbedu¨rfnisse europa- und weltweit hat die
Wiedernutzung freigewordener milita¨rischer Fla¨chen seit Jahren in Europa eine ho-
he Bedeutung fu¨r die Stadt-, Raum- und Umweltentwicklung. Das wird sich in der
Zukunft versta¨rkt fortsetzen.
Die milita¨rische Konversion umfasst insbesondere
• die Umnutzung von ehemals milita¨risch genutzten Fla¨chen fu¨r zivile Zwecke,
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Abbildung 2.17: Konversion in Kaiserslautern: PRE Park [Gmb02]
• die Umstellung von Ru¨stungsbetrieben auf zivile Produktion,
• die Beseitigung oder Abschwa¨chung der negativen wirtschaftlichen Folgen durch
kleinere oder gro¨ßere Projekte in den Konversionsra¨umen auf der Grundlage
einer Gesamt- oder von regionalen Strategien,
• auf die Anfangsphase befristete, den Arbeitsmarkt stabilisierende Maßnahmen
im Wesentlichen fu¨r die Bauwirtschaft in den Konversionsra¨umen.
Ein grundsa¨tzlicher U¨berblick u¨ber das Themenfeld Konversion milita¨rischer Liegen-
schaften wird von Steinebach et al. [SJ97] und zu Herangehensweisen an die Umnut-
zung einer solchen Fla¨che in der durch das Bundesland Rheinland-Pfalz [MdIufS02]
vero¨ffentlichten Arbeitshilfe gegeben.
Die zivile Konversion umfasst insbesondere
• die Umwandlung aller stadt- bzw. regionalentwicklungspolitisch bedeutsamen
brachgefallenen nichtmilita¨rischen Fla¨chen (z. B. von Bahn, Post, Gewerbe
und Industrie); Auslo¨ser hierfu¨r ist der normale strukturelle Wandel,
• die raum- bzw. gebietsbezogene Bewa¨ltigung des generellen Strukturwandels
unter wirtschaftlichen, sta¨dtebaulichen und sozialen Gesichtspunkten (z.B. in
Sanierungs- und Entwicklungsgebieten, neuestens auch unter dem Gesichts-
punkt der Sozialen Stadt).
Die Bedingungen fu¨r die Bewa¨ltigung der milita¨rischen und zivilen Konversion sind
vergleichbar und erfordern a¨hnliche Strategien und den Einsatz entsprechender In-
strumente. Durch raumplanerische Konzepte sollen die Fla¨chen in die sta¨dtebau-
liche Entwicklung wieder einbezogen werden. Zurzeit erfolgt eine Neuplanung der
Konversionsfla¨chen noch fast vollsta¨ndig ohne Computerunterstu¨tzung und geeigne-
te Programme. Grundsa¨tzlich basieren die Entscheidungen auf empirischen Daten,
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sonstigen Bestandsaufnahmen, Analysen, Zielvorgaben und der Bewertung von Pla-
nungsalternativen.
Im Folgenden wird ein Einblick in die gegenwa¨rtig eingesetzten raumbezogenen In-
formationssysteme gegeben.
2.3.3 Informationssysteme
Informationssysteme halten immer mehr Einzug in die verschiedensten Bereiche des
allta¨glichen Lebens. Ihr Anwendungsgebiet ist vielfa¨ltig: von der Versicherungsagen-
tur, die mo¨gliche Scha¨den und Kosten kalkulieren will, bis hin zur Polizei, die ihre
Verbrecherjagd besser koordinieren mo¨chte. Obwohl in der Literatur verschiedene
Definitionen des Begriffes existieren, ist eine klare Abgrenzung von Informationssy-
stemen sehr schwierig. Auch ein Visualisierungssystem, das
”
nebenbei“ eine Land-
karte darstellen kann, darf zum Beispiel als Geoinformationssystem (GIS) bezeichnet
werden.
De Lange [dL02] definiert den Begriff Informationssystem wie folgt:
Definition 5 Ein System, das auf einen Datenbestand zuru¨ckgreift und Auswertun-
gen dieser Daten zula¨sst, so dass Informationen abgeleitet und wiedergegeben werden
ko¨nnen, kann allgemein als Informationssystem bezeichnet werden.
Reine Auskunftssysteme, die nur bereits vorhandene Daten verarbeiten, werden
nicht als Informationssysteme bezeichnet, da bei solchen Systemen die Datenaufnah-
me (z.B. Neuaufnahme oder Aktualisierung) fehlt. Informationssysteme allgemein
lassen sich nach Art der gespeicherten Informationen klassifizieren. So gibt es bei-
spielsweise (alpha-)numerische, textliche, bildhafte und multimediale Informationen.
Ausgehend von den verschiedenen Informationsarten werden Informationssysteme
mit speziell auf den jeweiligen Informationstyp abgestimmten Verarbeitungsmetho-
den beno¨tigt. Beispiele fu¨r solche Informationssysteme finden sich in Banken (Kun-
denstamm, Kontofu¨hrung,...), Reisebu¨ros (Hotelbelegungen, Buchungen,...) und Bi-
bliotheken (Benutzerdaten, Buchreservierungen,...).
Der Begriff Geoinformationssystem erweitert die Definition von Informationssyste-
men um raumbezogene Daten. Geoinformationssysteme modellieren Geoobjekte der
realen Welt und bilden diese Objekte in ein digitales Informationssystem ab. Dies ist
ein wesentlicher Unterschied zu den u¨brigen Informationssystemen. Eine kompakte
Definition des Begriffs Geoinformationssystem liefert Bill [Bil99]:
Definition 6 Ein GIS ist ein rechnergestu¨tztes System, das aus Hardware, Soft-
ware, Daten und den Anwendungen besteht. Mit ihm ko¨nnen raumbezogene Daten
digital erfasst und redigiert, gespeichert und reorganisiert, modelliert und analysiert
sowie alphanumerisch und geographisch repra¨sentiert werden.
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Lindner [Lin99] definiert den Begriff des Geoinformationssystems etwas anders:
Definition 7 Unter einem Geo-Informationssystem versteht man die Verarbeitung
und Verwaltung raumbezogener Daten (GeoDaten) mithilfe der elektronischen Da-
tenverarbeitung. Als raumbezogen ko¨nnen dabei solche Informationen bezeichnet wer-
den, die sich eindeutig mithilfe von Koordinaten in einem Untersuchungsgebiet ver-
orten lassen.
Es liegen bereits einige Ansa¨tze vor, existierende GIS-Systeme mit zusa¨tzlichen In-
formationen zu kombinieren. Bei Kanzler [KdL96] wird eine U¨bersicht u¨ber den
Einsatz von GIS-Systemen in der Regionalplanung gegeben.
Alle Definitionen des Begriffs Geoinformationssystem sagen nichts u¨ber die Art der
raumbezogenen Daten aus. Dies ist durchaus beabsichtigt, da erst durch die Festle-
gung der Aufgaben und Einsatzgebiete eines GIS die raumbezogenen Daten genauer
bestimmt werden. Dies fu¨hrt zu verschiedenen Auspra¨gungen von GIS. So haben
sich im Laufe der Zeit die verschiedenen Fachdisziplinen ihre eigenen Geoinforma-
Abbildung 2.18: Auspra¨gungen von GIS
tionssysteme aufgebaut. In Abbildung 2.18 sind die fu¨nf großen Gruppen von GIS-
Auspra¨gungen dargestellt.
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Landinformationssysteme
Das Vermessungswesen kann als Stein des Anstoßes fu¨r die Entwicklung von Landin-
formationssystemen angesehen werden. Bei diesen Systemen steht die geometrische
Erfassung und Laufendhaltung des Grund und Bodens und die damit verbundenen
Sachdaten im Vordergrund. Ein Beispiel hierfu¨r stellt das Liegenschaftskataster dar,
in dem alle Flurstu¨cke nach ihrer Lage, Nutzung, Gro¨ße usw. verzeichnet und dar-
gestellt werden. Eine formale Definition von Landinformationssystemen wurde 1982
auf dem
”
Federation Internationale des Geometres“ Kongress in Montreux gefasst
[Bil99]:
Definition 8 Ein Landinformationssystem (LIS) ist ein Instrument zur Entscheidungs-
findung in Recht, Verwaltung und Wirtschaft sowie ein Hilfsmittel fu¨r Planung und
Entwicklung. Es besteht einerseits aus einer Datensammlung, welche auf Grund und
Boden bezogene Daten einer bestimmten Region entha¨lt, andererseits aus Verfahren
und Methoden fu¨r die systematische Erfassung, Aktualisierung, Verarbeitung und
Umsetzung dieser Daten. Die Grundlage eines LIS bildet ein einheitliches, ra¨umli-
ches Bezugssystem fu¨r die gespeicherten Daten, welches auch eine Verknu¨pfung der
im System gespeicherten Daten mit anderen bodenbezogenen Daten erleichtert.
LIS befassen sich mit geometrischen Fragestellungen in einem großmaßsta¨blichen
Bereich (1:500 - 1:10000). Wichtige Aufgabengebiete von Landinformationssystemen
sind das Vermessungswesen und die Liegenschaftskataster. Somit lassen sich folgende
Aufgaben eines LIS spezifizieren:
• Vermessungswesen
– Liegenschaftskataster (Liegenschaftskarte, Liegenschaftsbuch)
– Landesvermessung (topographische Landesaufnahme)
– Kommunale Vermessung
– Ingenieursvermessung (lokale Vermessungsgrundlagen)
• Grundbuch
– Bestandsverzeichnis
– Eigentumsnachweis
– Lasten und Beschra¨nkungen
– Finanzielle Belastungen
Rauminformationssysteme
Geographen, Raumplaner und Statistiker ko¨nnen als Urheber fu¨r die Entwicklung
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von Rauminformationssystemen (RIS) genannt werden. Aufgrund der Vielfalt dieser
Disziplinen ergibt sich ein breit gefa¨cherter Anwendungsbereich. RIS ko¨nnen sowohl
bei der Erfassung der Bevo¨lkerungsentwicklung, der Wirtschaft und den Siedlungen
als auch bei der amtlichen Statistik oder zur Aufstellung von Entwicklungsprogram-
men eingesetzt werden. Mit folgender Definition werden LIS und GIS gegeneinander
abgegrenzt [Bil99]:
Definition 9 Ein Rauminformationssystem ist ein Instrument zur Entscheidungs-
findung sowie ein Hilfsmittel fu¨r Planung und Entwicklung. Es besteht aus einer
Datensammlung zur Bevo¨lkerungs-, Wirtschafts- und Siedlungsentwicklung, zum In-
frastrukturausbau, zur Fla¨chennutzung und den Ressourcen, die in regionale Ent-
wicklungsprogramme und raumbedeutsame Vorhaben einfließen. Ebenso sind die Ver-
fahren und Methoden zur Erfassung, Aktualisierung und Umsetzung dieser Daten
wesentlicher Bestandteil des Informationssystems. Die Grundlage bildet der einheit-
liche Raumbezug, der die verschiedenartigen Daten miteinander verknu¨pft.
Die Erfassung, Verwaltung, Analyse und Pra¨sentation als Komponenten sowie die
Permanentdatenhaltung und die hohe Interaktivita¨t sind einige Merkmale fu¨r Raum-
informationssysteme. Bei diesen Systemen steht weiterhin die Analyse im Vorder-
grund. Es ist anzumerken, dass es sich bei Rauminformationssystemen um hybride
GIS handelt, da diese Systeme sowohl Vektor- als auch Rasterdaten verarbeiten
ko¨nnen. Die Sta¨rken von RIS liegen in der thematisch-kartographischen Visualisie-
rung.
Als konkrete Hauptanwendungsgebiete eines RIS sind die Raumordnung, die Landes-
/Regionalplanung, die Kommunalplanung und die amtliche Statistik zu nennen. Dies
fu¨hrt zu folgender Untergliederung:
• Raumordnung und Landesplanung (Raumordnungsprogramm,...)
• Kommunalplanung (Fla¨chennutzungsplan, Bebauungsplan)
• Fachplanungen wie z.B. Landschaftsplanung/Verkehrsplanung
• Amtliche Statistik (Infrastrukturkataster,...)
Umweltinformationssysteme
Als weitere große Gruppe der Spezialisierungen von GIS sind die Umweltinforma-
tionssysteme (UIS) zu nennen. Diese Systeme lassen sich durch folgende formale
Definition fassen [Bil99]:
Definition 10 Ein Umweltinformationssystem ist ein erweitertes GIS, das der Er-
fassung, Speicherung, Verarbeitung und Pra¨sentation von raum-, zeit- und inhaltsbe-
zogenen Daten zur Beschreibung des Zustandes der Umwelt hinsichtlich Belastungen
und Gefa¨hrdungen dient und Grundlagen fu¨r Maßnahmen des Umweltschutzes bildet.
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Es gibt auch hier eine Vielzahl von Anwendungsgebieten. So erfolgt der Einsatz sol-
cher Systeme bei der Erfassung von Radioaktivita¨t, bei Biotopkartierungen und bei
der Erhaltung der Artenvielfalt. Weitere Aufgaben fu¨r UIS lassen sich im Forstwesen,
in der Abfallentsorgung oder im Gewa¨sserschutz finden. Mithilfe von UIS erfolgen
beispielsweise auch Umweltvertra¨glichkeitspru¨fungen, deren Sinn und Zweck darin
besteht zu pru¨fen, welche Einflu¨sse ein geplantes Bauvorhaben auf die Umwelt hat.
Die verschiedenen Aufgabengebiete lassen sich folgendermaßen zusammenfassen:
• Erfassung und Aktualisierung von Daten zur Qualita¨t von Luft, Boden und
Wasser
• Erkennung von Pflanzenscha¨den und Gesundheitsrisiken
• U¨berpru¨fung der Einwirkung von Radioaktivita¨t und chemischen Stoffen auf
die Umwelt
• Erhaltung der Artenvielfalt durch Gru¨ndung und Pflege von Biotopen und
Schutzgebieten
Bei Umweltinformationssystemen handelt es sich, wie auch bei RIS, um hybride
GIS. Diese Systeme erlauben außerdem die Modellierung, Simulation und Anima-
tion von Umweltprozessen und verknu¨pfen unterschiedliche Thematiken u¨ber den
gemeinsamen Raumbezug. Dabei wird oft auf sich zeitlich schnell a¨ndernden Daten
gearbeitet. Der Aufbau von Umweltinformationssystemen erfolgt sowohl auf inter-
nationaler Ebene als auch auf Bundes-, Landes-, und kommunaler Ebene sowie in
privaten Unternehmen. Speziell im Bereich der privaten Unternehmen erfolgte in
den letzten Jahren ein rasanter Zuwachs.
Netzinformationssysteme
Netzinformationssysteme (NIS) dokumentieren und bearbeiten Betriebsmitteldaten.
Hierbei erstreckt sich der Bereich der Betriebsmitteldaten von Kundendaten u¨ber
die Leitungen bis hin zu Anlagen zur Ver- und Entsorgung. Folgende Definition 11
fasst den Begriff des Netzinformationssystems formal [Bil99]:
Definition 11 Ein Netzinformationssystem ist ein Instrument zur Erfassung, Ver-
waltung, Analyse und Pra¨sentation von Betriebsmitteldaten. Diese beziehen sich auf
die Netzwerktopologie, die in einem einheitlichen Bezugsrahmen gegeben sein muss.
NIS beschra¨nken sich normalerweise auf eine lokale bis regionale Gebietsausdehnung,
wobei Vektordaten dominieren und Rasterdaten nur als Hintergrundgrafik verwen-
det werden. Die Erfassung, Verwaltung, Analyse und Pra¨sentation werden dabei
als Komponenten aufgefasst. In der Praxis werden von vielen GIS-Herstellern so
genannte
”
Fachschalen“ fu¨r Gas, Strom, Wasser, Kanal, usw. dem entsprechenden
Kunden angeboten. Dies hat den Vorteil, dass das System optimal auf die jeweiligen
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Ver- und Entsorgungssparten abgestimmt ist. Um nun beispielsweise einen neuen
Kanal zu planen, muss das NIS auf die geometrische Darstellung des Liegenschafts-
katasters zuru¨ckgreifen. Dabei ist es wichtig, dass diese Daten aktuell sind. Somit
ist ein NIS eng mit dem entsprechenden LIS, das fu¨r die Laufendhaltung der Daten
sorgt, verbunden.
Fachinformationssysteme
Aus Sichtweise der jeweiligen Fachdisziplin ko¨nnten die bis jetzt vorgestellten Aus-
pra¨gungen von Geoinformationssystemen alle als Fachinformationssysteme (FIS) be-
zeichnet werden. In der Literatur bleibt aber der Begriff des FIS der Gruppe von
Geoinformationssystemen vorbehalten, die bis jetzt noch nicht erwa¨hnt wurden. In
dieser Kategorie finden sich unter anderem Spezialanwendungen, die sich zu keiner
der zuvor genannten Gruppen zuordnen lassen. Die Umstellung der analogen Luft-
fahrkarten fu¨r die Navigation von Flugzeugen ist ein Beispiel fu¨r solch eine spezielle
Anwendung. Als weiteres Beispiel ist die Einrichtung von digitalen Straßenkarten
als Grundlage fu¨r die autonome Fahrzeugnavigation zu nennen. Es gibt viele weitere
Anwendungen im Bereich der Telekommunikation und im Verkehrs-/Logistiksektor.
Aufgrund der Tatsache, dass es sich bei Fachinformationssystemen um sehr spezielle
Systeme handelt, mu¨ssen die GIS-Funktionalita¨ten solcher Systeme natu¨rlich ent-
sprechend der geplanten Anwendung erweitert und erga¨nzt werden. Dadurch wird
es aber gleichzeitig schwer, den Begriff FIS formal zu fassen, da es nicht mo¨glich ist,
fu¨r die vielen verschiedenen Systeme einheitliche Charakteristika anzugeben.
Im Bereich der Raum- und Umweltplanung werden zurzeit versta¨rkt den Planungs-
prozess unterstu¨tzende Systeme entwickelt (planning support systems, PSS), deren
Kernstu¨ck wiederum das Geoinformationssystem ist. Planungssysteme stellen die
Informations-Infrastruktur fu¨r die Planung mit dem Ziel bereit, die Interaktion zwi-
schen den Akteuren zu unterstu¨tzen. Sie kombinieren analytische Tools und compu-
tergestu¨tzte Simulationsmodelle mit visuellen Darstellungen.
Ein Planungssystem muss strukturierte und zugreifbare Informationen zur Verfu¨gung
stellen, zusammen mit einer weit gestreuten Zahl von Analyse-, Prognose- und
Entscheidungsfindungstools. Das Ziel ist es einen kontinuierlichen und interakti-
ven Analyse-, Design- und Evaluationsprozess unterstu¨tzen zu ko¨nnen. Hierfu¨r sind
zusa¨tzlich zu dem GIS-System die traditionellen planerischen Tools eingebunden.
Kapitel 3
Information Clustering im
Planungsablauf
Die ra¨umliche Entscheidungsfindung ist ein hochgradig komplexer, interdependenter
Prozess, zu deren Unterstu¨tzung Modelle eingesetzt werden. Maßgebliches Modell
der Stadtplanung ist der Planungsablauf, der die Gesetzma¨ßigkeiten bei Planungs-
vorhaben festlegt. Dieses Kapitel konzentriert sich auf die strukturellen Komponen-
ten des Planungsablaufes. Es werden neue Anforderungen an den Planungsablauf
beschrieben, die eine Ausweitung des bestehenden Modells durch computergestu¨tzte
Tools no¨tig machen. Die Anknu¨pfungsmo¨glichkeiten einer solchen Modellerweiterung
werden analysiert und der Aufbau und die Inhalte der beno¨tigten Tools erarbeitet.
Im folgenden Kapitel 3.1 wird der traditionelle Planungsablauf analysiert und die
Schwierigkeiten bei dessen Handhabung untersucht. Kapitel 3.1.1 beschreibt hierfu¨r
zuna¨chst die Anforderungen an ein Planungsvorhaben und den praktischen Einsatz
des Planungsablaufes. Kapitel 3.1.2 setzt auf diesen Untersuchungen auf und arbei-
tet die Ansatzpunkte fu¨r die in dieser Arbeit entwickelten Verfahren heraus, das
Information Clustering.
Im Anschluss an die Analyse des Planungsablaufes werden die Einflußfaktoren be-
trachtet, die den Planungsablauf pra¨gen. In 3.2 werden diese Profile zuna¨chst all-
gemein beschrieben und anschließend am Beispiel von Konversionsfla¨chen konkre-
tisiert. Hierfu¨r werden die Akteure in Kapitel 3.2.1 und die Parameter in Kapitel
3.2.2 ermittelt.
Zum Abschluss dieses Kapitels wird eine generelle Zielfunktion entwickelt, die die
gefundenen Profile integriert und die konkreten Vorgaben an die Modellerweiterung,
das Information Clustering, mathematisch beschreibt. Schließlich wird der Bedarf fu¨r
eine Visualisierung in Kapitel 3.3.2 dargelegt, die Anforderungen an diese ermittelt
und Lo¨sungsansa¨tze fu¨r die Visualisierung erarbeitet. Die theoretische Erarbeitung
der Verfahren fu¨r das Information Clustering erfolgt in den Kapiteln 4 und 5.
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3.1 Planerische Entscheidungsfindung
Der Planungsablauf ist das maßgebliche Instrument der Stadtplanung. Er beinhal-
tet verschiedene Komponenten, zwischen denen es diverse Ru¨ckkopplungen gibt. Der
Planungsablauf ist somit ein dynamischer Prozess, der u.a. durch die große Anzahl
der mitwirkenden Personen sowie dem großen Informationsvolumen zu einem hoch-
gradig komplexen Prozess wird.
In Kapitel 3.1.1 werden die Gesetzma¨ßigkeiten des Planungsablaufes beschrieben.
Hierfu¨r wird der Planungsablauf detailliert dargestellt und seine einzelnen Schritte
erla¨utert. Kapitel 3.1.2 analysiert die Gru¨nde fu¨r die auftretende Komplexita¨t und
die neu enstehenden Anforderungen an den Planungsablauf. Es wird der Prozess
des Information Clustering entwickelt, mit dem die bestehenden Ma¨ngel reduziert
werden und die Komplexita¨t abgebaut wird.
3.1.1 Systematischer Ansatz
Die Stadtplanung beinhaltet das Zusammenspiel von vielen Einzelkomponenten, die
sich in dem ra¨umlichen Bereich der Stadt abspielen. Fu¨r die Planung neuer Vor-
haben wird deswegen ein Instrument beno¨tigt, mit dem diese einzelnen Kompo-
nenten koordiniert werden ko¨nnen. Dieses Instrument ist der Planungsablauf. Jede
Planung unterliegt gewissen Gesetzma¨ßigkeiten, die in einem generellen Planungs-
ablauf festgeschrieben sind und den Erfolg einer Planung sicher stellen sollen. Der
systematische Planungsprozess wird durch gewisse regelhafte, sich grundsa¨tzlich wie-
derholende Phasen bestimmt:
1. Aufgabenstellung
2. Bestandsbeschreibung
3. Situationsbewertung
4. Lo¨sungsfindung
5. Umsetzung
Die Aufgabenstellung umfasst die Entstehung der Planungsaufgabe, die Aufgaben-
eingrenzung und die Problembeschreibung. Bei der Bestandsbeschreibung wird der
aktuelle Status aufgenommen, in der Situationsbewertung werden Kriterien, Ent-
wicklungsmo¨glichkeiten und mo¨gliche Konflikte herausgearbeitet. Die Lo¨sungsfin-
dung stellt methodische Ansa¨tze und andere Lo¨sungsstrategien vor, die in der Um-
setzung zur Anwendung kommen.
In der klassischen Form nach Braam [Bra99] (siehe Abbildung 3.1) gliedert sich der
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Planungsablauf im Wesentlichen in die Bereiche Entwicklung von Zielvorstellun-
gen, Entwicklung von Planungsalternativen, Entscheidung fu¨r eine Alternative und
abschließend die Umsetzung der gewa¨hlten Alternative. Zwischen diesen einzelnen
Abbildung 3.1: Ablaufschema einer Planung
Komponenten gibt es diverse Ru¨ckkopplungen, so dass sich ein einer dynamischer
Prozess entwickelt. Ein besonderer Diskussionsbedarf zwischen den Mitwirkenden
Personen besteht bei der Entwicklung der Zielvorstellungen bis hin zur der Entwick-
lung der Planungsalternativen. Die Entwicklung von Planungsalternativen richtet
sich auf die strukturellen Nutzungskonzepte der Fla¨che.
In der praktischen Durchfu¨hrung wird der systematische Planungsablauf dem jewei-
ligen Anwendungsfall angepasst und hierfu¨r in den einzelnen Punkten bedarfsgerecht
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modifiziert. Im folgenden wird ein Beispiel aus dem Bereich der Verkehrsentwicklung
vorgestellt.
Auch die Verkehrsentwicklung als ein Teil der Stadtentwicklung unterliegt den Ge-
setzma¨ßigkeiten des Planungsablaufes. Der Verkehr ist vereinfacht die Ortsvera¨nde-
rung von Personen und Gu¨tern, z.B. von der Wohnung zur Arbeit.
Die Arbeitsschritte in der Verkehrsplanung charakterisieren den Ablauf und die
Arbeitsphasen bei der Erstellung von Verkehrsentwicklungspla¨nen fu¨r Sta¨dte. Der
Verkehrsplanungsprozess hat dabei den in Abbildung 3.2 dargestellten prinzipiellen
Ablauf: Wie sa¨mtliche Planungsprozesse ist auch der Verkehrsplanungsprozess ein
Abbildung 3.2: Verkehrsplanungsprozess [Kor97]
interaktiver Prozess, der in die verschiedenen Ebene zuru¨ckspringt, um mit einem
neuen oder vera¨nderten Ansatz die gestellten Ziele zu erreichen.
Ein konkretes Beispiel eines Planungablaufes in der Stadtplanung kommt aus dem
Bereich der Verkehrsberuhigung.
Die enorme Zunahme des motorisierten Verkehrs hat in den 50er und 60er Jahren zu
einer wesentlichen Minderung der Aufenthalts- undWohnqualita¨t von Erschließungs-
und Hauptnetzstraßen gefu¨hrt. Die negativen Folgen der vermeintlichen Freiheit des
Autoverkehrs fu¨hrten in den hochmotorisierten La¨ndern zu einem Wertewandel in
der Stadtverkehrsplanung [GS94], in dem die bisher vernachla¨ssigten Verkehrsarten
Fußga¨nger, Radfahrer und o¨ffentlicher Verkehr gleichberechtigt in die verkehrspla-
nerischen Zielsetzungen eingefu¨hrt wurden [Kor97].
Beispiele fu¨r Ziele der Verkehrsberuhigung sind:
• verkehrlich: Erho¨hung der Verkehrssicherheit und Da¨mpfung des Geschwin-
digkeitsniveaus
• umweltlich: Minderung der La¨rm- und Schadstoffemissionen und Erho¨hung
des Anteils an Großgru¨n- und Freiraumfla¨chen
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• sta¨dtebaulich: Verbesserung der Aufenthaltsqualita¨t im Straßenraum
Maßnahmen zur Umsetzung dieser Zielvorstellungen ko¨nnen nach verschiedenen Ge-
Abbildung 3.3: Planungsschritte fu¨r die Verkehrsberuhigung [Kor97]
sichtspunkten geordnet und in der Planung abgearbeitet werden. Abbildung 3.3
zeigt die Planungsschritte fu¨r die Verkehrsberuhigung. Auch hier orientieren sich
die einzelnen Arbeitsschritte an das Ablaufschema der Planung nach Braam (siehe
Abbildung 3.1).
3.1.2 Modellbildung
Die ra¨umliche Entscheidungsfindung ist ein hochgradig komplexer Prozess, der nach
Leung [Leu97] durch folgende Punkte charakterisiert wird:
• hoher Komplexita¨tsgrad
• sehr unterschiedlich strukturierte Problemstellungen
• großes Informationsvolumen
• das Einfließen von Wissen und Werturteilen
• die Existenz von Unscha¨rfen (Unvollsta¨ndigkeit, Dynamik, ...)
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Daraus resultieren hohe Anforderungen an das menschliche Kognitionsvermo¨gen,
aber auch erhebliche Hindernisse fu¨r die Problem-Modellierung.
In Entscheidungssituationen, im Zusammenhang mit hochgradig interdependenten
ra¨umlichen Systemen, ist die unterstu¨tzende Einschaltung von Modellen unerla¨sslich.
Die Nachbildung der Realita¨t mit Modellen ist ein notwendiges Hilfsmittel zum Er-
kennen von Zusammenha¨ngen und zum Treffen von Entscheidungen. Die Transpa-
renz und die Nachvollziehbarkeit komplexer Entscheidungsprozesse wird durch eine
modellhafte Darstellung erheblich erho¨ht. Aufgrund des Dokumentationsbedarfs in
der Planung sollten aber auch kognitiv erfassbare Entscheidungsabla¨ufe modellhaft
dargestellt werden.
Jede Planung verla¨uft nach dem Modell des Planungsablaufes, wie er durch Braam
[Bra99] beschrieben wird und in Kapitel 3.1.1 eingefu¨hrt wurde. Mit Hilfe dieses Ab-
laufes werden die globalen Auswirkungen kleiner lokaler A¨nderungen in der Planung
modelliert. Die modellhafte Darstellung erho¨ht zwar insgesamt die Transparenz der
Abla¨ufe, erfasst jedoch nicht deren dynamische Interdependenzen. Zu diesen Pro-
blemen kommen neue Anforderungen an den Planungsablauf hinzu. Die Aufgaben-
stellungen in der Stadtplanung unterliegen einer steigenden Komplexita¨t, parallel
dazu weitet sich der Informations- und Analysebedarf sta¨ndig aus. Dies hat eine
Beschleunigung der Planungs- und Entscheidungsabla¨ufe zur Folge, denen der klas-
sische Planungsablauf nicht mehr gerecht wird. Er ist zu starr, um den dynamischen
Anforderungen der Realita¨t zu genu¨gen [SM06], die Umsetzung dauert zu lange.
Zudem wird der in der Stadtentwicklung involvierte Personenkreis gro¨ßer und zu-
nehmend heterogener, was zu einer weiteren Versta¨rkung der Komplexita¨t fu¨hrt.
Mit dem in dieser Arbeit entwickelten Information Clustering wird die Flexibilita¨t
des Planungablaufes erho¨ht. Das Information Clustering modelliert die dynami-
schen Abla¨ufe, so dass die Komplexita¨t reduziert wird. Es werden die Potentiale
agierender, auch gegebenfalls gegengerichteter Gruppen kanalisiert und die großen
raumbezogenen Datenmengen strukturiert. Eine visuelle Aufbereitung der Ergebnis-
se unterstu¨tzt zusa¨tzlich den kognitiven Zugang der Beteiligten zu den Ergebnissen.
[SHaMR06]
Eine besondere Dynamik weist der Planungsablauf in den folgenden drei Punkten
auf, zwischen denen im Wesentlichen die Ru¨ckkopplungen erfolgen:
1. Entwicklung der Zielvorstellungen
2. Erarbeitung alternativer Pla¨ne
3. Entscheidung u¨ber eine Alternative
Abbildung 3.4 zeigt die sich daraus ergebenden Ansatzpunkte fu¨r das Informati-
on Clustering. Das Information Clustering setzt an den dynamischen Punkten des
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Abbildung 3.4: Ansatzpunkt des Information Clustering im Modell des Planungsab-
laufs
Planungsablaufes an, verarbeitet die heterogenen Eingabeparameter und liefert als
Ausgabe genau eine Planungsalternative. Das Information Clustering unterscheidet
sich von bestehenden Informationssystemen (siehe Kapitel 2.3.3) dadurch, dass es
nicht nur Fakten sammelt, systematisiert und speichert, sondern die Fakten mitein-
ander vernetzt, daraus Schlussfolgerungen zieht und somit zur Unterstu¨tzung bei
der Entscheidungsfindung nachhaltig beitra¨gt.
Die Eingabeparameter fu¨r das Information Clustering ergeben sich durch die Ent-
wicklung der Zielvorstellungen. Hierbei werden die konkreten Bedu¨rfnisse der betei-
ligten Akteure ermittelt und in die Berechnung integriert. Zussa¨tzlich werden die
Standortfaktoren ermittelt, die fu¨r das betrachtete Vorhaben wichtig sind. Bei der
nachfolgenden Datensammlung werden die konkreten Werte der Standortfaktoren
erhoben. Der Punkt Diskussion und Bewertung der Alternativen entfa¨llt in diesem
erweiterten Modell des Planungsablaufes, da das Information Clustering eine Alter-
native bietet, die alle Beteiligten zufrieden stellt.
In den folgenden beiden Kapiteln werden die Eingabeparameter analysiert und da-
durch die Anforderungen an das Information Clustering konkretisiert.
3.2 Profilerstellung
Der Beginn des Planungsablaufes ist gepra¨gt durch die Profilerstellung. In dieser
Phase werden die Zielvorstellungen der Planung ermittelt und die beno¨tigten Da-
3.2. PROFILERSTELLUNG 43
ten erhoben. Diese Daten umfassen im Wesentlichen die handelnden Akteure und
die Standortfaktoren. Sa¨mtliche Daten beziehen sich auf zugrunde liegende Nut-
zungsbereiche. Abbildung 3.5 verdeutlicht diesen Zusammenhang am Beispiel einer
Konversionsfla¨che. Die bei der Profilerstellung erhobenen Daten fließen in Form eines
Abbildung 3.5: Profilerstellung einer Konversionsfla¨che
zweistufigen Prozesses in das Information Clustering ein.
3.2.1 Akteure und Sichtweisen
Der Planungsablauf ist stets eine Abstimmung zwischen Planungsfachleuten unter-
schiedlicher fachlicher Herkunft, den politischen Gremien mit ihren demokratisch
gewa¨hlten Vertretern und den betroffenen Bu¨rgern.
Der Verlauf des Planungsprozesses wird stark durch diese Akteure bestimmt. Die
einflussnehmenden Akteure sind beispielsweise:
• die Tra¨ger der Planung, die den Planungsauftrag vergeben, die Bauherren-
funktion u¨bernehmen und den Planungsrahmen und die Hauptziele festlegen,
das Monitoring und die Datenpflege durchfu¨hren
• die Planer des Projektes, die das zu bearbeitende Projekt im Auftrage des
Tra¨gers/Bauherren fachlich erarbeiten
• die zu beteiligenden Tra¨ger O¨ffentlicher Belange und O¨ffentlichen Planungs-
tra¨ger und Verba¨nde, deren Beitra¨ge eingefordert werden
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• die betroffenen Bu¨rger, deren individuelle oder Gruppenmeinungen beru¨ck-
sichtigt werden sollen
• die Aufsichtsbeho¨rden, die die Kontrolle des Aufstellungsverfahrens, der Pla-
nungsinhalte und die Genehmigung durchzufu¨hren haben
Jeder der Akteure hat eine individuelle Sicht auf den Planungsablauf mit eigenen
Interessen an der Planung. Fu¨r die Umsetzung des Information Clusterings mu¨ssen
zuna¨chst alle Akteure fu¨r das aktuelle Planungsvorhaben ermittelt werden.
Nach Isenho¨fer [Ise99] lassen sich z.B. fu¨r den Bereich der Projektentwicklung die
in Abbildung 3.6 dargestellten Akteure in Deutschland identifizieren.
Abbildung 3.6: Akteure der Projektentwicklung
Der Nutzer kann ein Unternehmen sein, welches beispielsweise ein Geba¨ude zu
Zwecken der Verwaltung oder Forschung nachfragt oder eine private Person, die
Wohnimmobilien zur Bewohnung nachfragt. Financiers sind Institutionen, die Fremd-
kapital zur Verfu¨gung stellen, wohingegen Investoren, a¨hnlich den Nutzern, als An-
bieter oder Nachfrager von Projektentwicklungen auftreten.
Die Zielsetzungen der handelnden Akteure orientiert sich dabei an einer angemes-
senen Rentabilita¨t, Sicherheit und Liquidita¨t. Beispielsweise entscheidet sich die
Gescha¨ftsfu¨hrung aufgrund der Vorgaben des Bebauungsplans, den Standortfak-
toren sowie den Gru¨nden der Wirtschaftlichkeit fu¨r die Entwicklung eines Bu¨ro-
geba¨udes.
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In Abha¨ngigkeit von dem Anwendungsfeld der Planung unterscheiden sich die An-
zahl und die Art der Akteure sowie die Sicht der Akteure auf das Planungsvorhaben.
Das Information Clustering kanalisiert diese Sichtweisen der Akteure auf den Pla-
nungsablauf. Im einzelnen nehmen die Akteure eine Gewichtung der sie betreffenden
Eingangsparameter vor und stellen somit heraus, welche Faktoren fu¨r sie von u¨ber-
geordneter oder eher nachrangiger Bedeutung sind.
Diese Gewichtung geht in Form von Eingabeparametern in das Information Cluste-
ring ein. Hierbei muss jeder Akteur festlegen, welches Gewicht er welchem Faktor
zukommen la¨sst.
Als praktisches Anwendungsfeld wird hier die Konversion von Fla¨chen betrachtet.
Dazu wurden die Hauptakteure des Konversionsprozesses [HRS05] extrahiert und
deren Interessen untersucht. Abbildung 3.7 zeigt die ermittelten drei Hauptakteure
Abbildung 3.7: Hauptakteure und deren Interessen
Investor, Ka¨ufer und Verka¨ufer einer Konversionsfla¨che.
Dieser Personenkreis greift entscheidend in den Planungsablauf ein. Dem Verka¨ufer
wird das Interesse zugeordnet, die Fla¨che mit mo¨glichst hohem Gewinn zu vera¨ußern.
Der (hier hoheitliche) Ka¨ufer mo¨chte mit dem Erwerb der Fla¨che eine gro¨ßtmo¨gli-
che positive Auswirkung auf die Region erzielen und dazu nachhaltig Unternehmen
ansiedeln. Der Investor hingegen entscheidet nach Kosten-Nutzen-Relationen, u¨ber-
pru¨ft alle Vorgaben des Bebauungsplanes und u¨berpru¨ft die Fla¨che auf Altlasten.
In dieser Aufstellung zeigt sich, dass die drei Akteure verschiedene Interessen bei
der Umnutzung einer Konversionsfla¨che besitzen, die prinzipiell gleichzeitig verfolgt
werden. Der darin enthaltene Interessensausgleich wird im gu¨nstigsten Fall bei ei-
ner gleichrangigen Beru¨cksichtigung aller Interessen zu einem positiven Ergebnis der
Konversion fu¨r alle fu¨hren. In dem Information Clustering werden diese Interessen
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mittels der beschriebenen Gewichte modelliert.
3.2.2 Parameterauswahl
Die Parameterauswahl stellt das Kernstu¨ck der Profilerstellung dar, sie bestimmt
die weitere Ausrichtung des Planungsvorhabens. Es ist wichtig sa¨mtliche Parameter
zu beru¨cksichtigen, die in einem Bezug zu der Planung stehen. Zuna¨chst mu¨ssen
diese Parameter identifiziert und anschließend erhoben werden.
Die Identifikation der Parameter ist ein aufwendiger Prozess, da es eine sehr hohe
Zahl von Parametern gibt, die einem Planungsvorhaben zugeordnet werden ko¨nnen.
In der Stadtplanung lassen sich beispielsweise folgende funktionale Aspekte aus-
machen, die das Zusammenleben der Menschen pra¨gen und somit als potentielle
Standortfaktoren betrachtet werden ko¨nnen [Kor97]:
• Wohnen: mo¨glichst ungesto¨rt in Verbindung mit der Landschaft
• Arbeiten: Produktionsbetriebe außerhalb der Stadt, verkehrsgu¨nstig, mit Er-
weiterungsmo¨glichkeiten fu¨r Produktion und Lagerung
• Freizeit/Erholung: wohnungsnah im Wohnungsumfeld, wohnungsfern in Sied-
lungsbereichen bzw. als Fernerholung
• Bildung: gewo¨hnlich zentral, z.T. aber auch dezentralisiert, dem Wohngebiet
folgend, von den Wohngebieten gut erreichbar
• Versorgung: dezentral als Stadtteilversorgung, bzw. zentral im Stadtkern
Weitere Aspekte einer Bestandsaufnahme ko¨nnen folgende Parameter darstellen
[Kor97]:
• Natu¨rliche Gegebenheiten: Topologie, Geologie, Wasser, Klima
• Bevo¨lkerung und Besiedlung: Bevo¨lkerungsentwicklung, fla¨chenrelevante Aus-
sagen
• Bebauung
• Einrichtung des Gemeindebedarfs der sozialen Versorgung, der Ver- und Ent-
sorgung, Handel- und Dienstleistungen
• Freifla¨chen: Landschaftsrahmenplanung, Gru¨nfla¨chenstruktur, Freifla¨chennut-
zung, ...
• Wirtschaft: Einpendlerzahlen, Gewerbeansiedlungspolitik, ...
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• Verkehr: Belastungsprognosen, Schienenverkehr, Straßenverkehr, ...
Es ist leicht zu sehen, dass die Anzahl der Parameter extrem hoch und zusa¨tzlich
teilweise nicht eindeutig messbar sind. Generell kann zwischen einer einfachen und
einer komplexen Bestandsaufnahme unterschieden werden. Bei der einfachen Be-
standsaufnahme werden die gemessenen Parameter direkt dargestellt, wohingegen
bei der komplexen Bestandsaufnahme mehrere Meßgro¨ßen zu einem abgeleiteten
(Summen-) Parameter zusammen gefasst werden [SHSR06b].
Des weiteren ko¨nnen qualitative von quantitativen Parametern unterschieden wer-
den. Bei den quantitativen Parametern lassen sich beispielsweise folgende Abha¨ngig-
keiten charakterisieren:
• Zeitabha¨ngigkeit
• Streckenabha¨ngigkeit
• Fla¨chenabha¨ngigkeit
• Raumabha¨ngigkeit
Diese sind in der Regel direkt bewertbar, wa¨hrend fu¨r die Bewertung der qualitati-
ven Parameter verschiedene Techniken zur Verfu¨gung stehen.
Als Modellierungstechniken fu¨r vorwiegend qualitative Fakten existieren u.a. Ex-
pertensysteme oder Methoden des Soft Computings, wie die Fuzzy Logic [BM96],
[Her00]. Ziel des Soft Computing ist u.a. die rechnergestu¨tzte Erfassung und Simu-
lation menschlich-intelligenten Verhaltens und die Bildung intelligenter Systeme von
realen Gegebenheiten.
Der Oberbegriff Soft Computing fasst die neuen, intelligenten Paradigmen, wie die
Fuzzy Logic, Neuronale Netze und genetische Algorithmen zusammen. Neuronale
Netze bieten die Mo¨glichkeit aus Erfahrungen der Vergangenheit bei Simulations-
abla¨ufen selbsta¨ndig hinzuzulernen [ABA00]. Expertensysteme und ihre Kombina-
tion mit Fuzzy-Methoden eignen sich in der Form von Fuzzy-Expertensystemen
zur Erfassung und zum Nachvollziehen (Simulation) menschlichen Verhaltens zur
rechnergestu¨tzen Strukturierung und Formalisierung von Konflikts- und Entschei-
dungssituationen [GRS00], [Pup99]. Das Ziel dieser Modellierungstechniken ist es,
die einzelnen Parameter untereinander vergleichbar zu machen, so dass es mo¨glich
ist diese zu bewerten.
Auch die Standortfaktoren einer Konversionsfla¨che unterteilen sich in qualitative
und quantitative Standortfaktoren. Bei den quantitativen Standortfaktoren handelt
es sich vorrangig um natu¨rlich-technische und von Menschen geschaffene Faktoren.
Beispiele sind die Verfu¨gbarkeit von Naherholungs- und Freizeiteinrichtungen und
die Erreichbarkeit von Arbeitspla¨tzen. Sie werden getrennt nach Faktoren aus den
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Abbildung 3.8: Parameterauswahl zum Entwurf des Nutzungskonzeptes
Bereichen Gewerbe, Dienstleistung, Wohnen und sonstige Parameter erfasst. Es hat
sich im Laufe der Arbeit herausgestellt, dass in jedem der vier Bereiche die The-
menfelder Raumstruktur, Nutzung, Stadtplanung, O¨kologie, O¨konomie und Recht
die quantitativ relevanten Parameter liefern. Beispiele fu¨r qualitative Standortfak-
toren sind die Lebensqualita¨t und das Stadt- und Regionsimage. Diese Parameter
werden ebenfalls getrennt nach den Bereichen Gewerbe, Dienstleistung, Wohnen und
Sonstigem erfasst und za¨hlen zu den qualitativen Faktoren.
Sa¨mtliche Eingabeparameter fu¨r das Information Clustering durchlaufen einen Nor-
mierungsprozess, der die Vergleichbarkeit der Parameter untereinander sichert [SHSR06a].
Die Parameter sind so zu bestimmen, dass mit ihnen die gesamte Konversionsfla¨che
definiert wird und sie untereinander keine Abha¨ngigkeiten aufweisen.
Abbildung 3.9 zeigt die Integration der Gewichte und der Standortfaktoren in das
Information Clustering am Beispiel von Konversionsfla¨chen. Die Planungsalternative
stellt hierbei eine Fla¨chenunterteilung dar.
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Abbildung 3.9: Integration der Gewichte und Akteure
3.3 Information Clustering
Das Ziel des Information Clustering ist es anhand der Eingabeparameter (die Stand-
ortfaktoren und die Akteure) eine Planungsalternative zu berechnen. Diese Pla-
nungsalternative repra¨sentiert eine Fla¨chenunterteilung, die sa¨mtlichen Anforderun-
gen gerecht wird und die Interessen der Akteure kanalisiert. In dem letzten Kapitel
wurde beschrieben, wo genau der Prozess des Information Clustering am Planungs-
ablauf ansetzt. In diesem Kapitel wird nun der mathematische Aufbau des Informa-
tion Clustering beschrieben.
Fu¨r das Information Clustering wird zuna¨chst ein geeignetes Berechnungsverfahren
beno¨tigt, das anhand der Profile eine Planungsalternative berechnet. Dieses Verfah-
ren wird in Kapitel 3.3.1 entwickelt. In Kapitel 3.3.2 wird die Notwendigkeit einer
anschließenden Visualisierung erla¨utert sowie die Anforderungen an die Visualisie-
rung ermittelt.
3.3.1 Generelle Zielfunktion
Die Menge der Einfluss nehmenden Parameter im Planungsablauf ist sehr groß,
sodass bei der Wahl einer geeigneten Berechnungsmethode von einer großen und
unstrukturierten Datenmenge auszugehen ist. Das Ziel der Berechnung ist eine Un-
terteilung der Fla¨che zu erreichen, die das Zusammenspiel der Parameter unterein-
ander widerspiegelt und den Anforderungen der einzelnen Akteure gerecht wird. Mit
Hilfe der so gewonnenen Fla¨chenunterteilung wird eine aussagekra¨ftige Struktur in
die Daten gebracht und somit die Erstellung einer Planungsalternative ermo¨glicht.
Fu¨r die Berechnung eignen sich prinzipiell die in Kapitel 2.1.1 beschriebenen Clu-
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steranalyseverfahren, wobei die Cluster so zu bilden sind, dass
• jeder Cluster mindestens ein Objekt entha¨lt und
• jedes Objekt genau zu einem Cluster geho¨rt.
Aufgrund dieser Pra¨missen eignen sich die partitionierenden Clusteranalyseverfah-
ren fu¨r das in dieser Arbeit behandelte Problemfeld. Ein bewa¨hrtes Verfahren aus
diesem Bereich sind die Voronoidiagramme, die in den unterschiedlichsten Anwen-
dungsgebieten bereits mit Erfolg eingesetzt werden. Das Voronoidiagramm liefert
eine Unterteilung einer Fla¨che in verschiedene Regionen anhand einer endlichen
Menge verschiedener, isolierter Punkte. Das Konzept der Voronoidiagramme ist sehr
intuitiv und flexibel und dadurch a¨ußerst ansprechend auch fu¨r den Einsatz in der
Stadtplanung.
In Kapitel 3.1.2 wurden die globalen Auswirkungen kleiner lokaler A¨nderungen im
Planungsablauf beschrieben. Mit den Voronoidiagrammen lassen sich diese A¨nde-
rungen modellieren. Das Voronoidiagramm bildet die Variation einzelner Parameter
sichtbar nach. Das grundlegende Verfahren der Voronoidiagramme wird in Kapitel
4.1.1 beschrieben.
Eine besonders wichtige und zu beru¨cksichtigende Eigenschaft bei der Berechnung
ist der Zusammenhang der Fla¨chenunterteilung. Kein Akteur hat ein Interesse an
einem Gebiet, das keiner speziellen Nutzung zugeordnet werden kann. Die geome-
trischen und topologischen Eigenschaften der Voronoidiagramme werden deswegen
in den Kapiteln 4.1.2 und 4.1.3 untersucht und die konkreten Bedingungen bei der
Berechnung analysiert.
Einer der Vorteile von Voronoidiagrammen ist die Verarbeitung auch einer sehr
großen Menge von Eingabeparametern. Sie eignen sich somit auch fu¨r die Verar-
beitung der in Kapitel 3.2 beschriebenen multidimensionalen und heterogenen Pa-
rameter, die bei dem Planungsablauf entstehen. Es mu¨ssen sa¨mtliche Akteure in
Form einer Gewichtung integriert werden sowie die Standortfaktoren, die direkt in
die Berechnung einfliessen. Die Akteure gewichten fu¨r sie interessantere Parameter
sta¨rker und weniger interessante Parameter schwa¨cher. Sa¨mtliche Parameter werden
im Umfeld eines Referenzpunktes ermittelt. Hierfu¨r wird beispielsweise bei den Kon-
versionsfla¨chen eine Liste von Bezugspunkten gewa¨hlt und alle Parameter in Bezug
zu diesen Referenzpunkten aufgenommen.
Als Eingabekriterien fu¨r das Clustering ergeben sich hierdurch zum einen eine Liste
der Referenzpunkte
RP = {RP1, RP2, ..., RPk} (3.1)
mit k Anzahl der Referenzpunkte und eine Liste der Parameter
P = {p1, p2, ..., pm} (3.2)
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mit m Anzahl der Parameter. Da jeder Akteur jeden Parameter gewichtet, werden
die Gewichte in Form einer Matrix dargestellt:
Gn,m :=
 g1,1 · · · g1,m... . . . ...
gn,1 · · · gn,m
 (3.3)
Fu¨r die Anwendung der Voronoidiagramme ist jedoch zuna¨chst eine geeignete Mo-
dellierung der A¨hnlichkeit zwischen den Datenobjekten erforderlich. Wie bereits in
Kapitel 2.1.2 beschrieben, erfolgt diese Modellierung durch eine Distanzfunktion.
Fu¨r die Berechnung der Distanz werden direkte oder abgeleitete Eigenschaften der
Objekte verwendet, im vorliegenden Fall also die Referenzpunkte mit den zugeho¨ri-
gen Parametern. In der Regel wird fu¨r die Distanzberechnung eine Metrik verwendet,
die jedoch fu¨r die Modellierung der A¨hnlichkeit zwischen den multidimensionalen
Parametern unzureichend ist (siehe hierzu auch Kapitel 4.2). Es wird ein wesentlich
flexiblerer Abstandsbegriff beno¨tigt. In Kapitel 4.2.3 wird ein genereller Ansatz einer
solchen Distanzfunktion entwickelt, mit dem es mo¨glich ist die A¨hnlichkeit zwischen
den Parametern zu modellieren.
Die Parameter gehen direkt in diese Distanzberechnung ein. Pro Referenzpunkt
ergibt sich eine Liste mit Parametern. Die Matrix Gn,m wird mit der Distanzfunk-
tion verknu¨pft, um so die unterschiedlichen Ansichten der Akteure zu modellieren.
Abbildung 3.10: Information Clustering im Planungsablauf
Fu¨r die Verknu¨pfung existieren unterschiedliche Alternativen, die einen wesentlichen
Einfluss auf die entstehende Unterteilung, das Voronoidiagramm, ausu¨ben. Kapitel
4.2.2 entwickelt verschiedene Ansa¨tze fu¨r eine in diesem Anwendungsfeld geeignete
Verknu¨pfungsart.
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Die Akteure werden ebenfalls in Form einer Liste erfasst:
A = {a1, a2, ..., an} (3.4)
mit n Anzahl der Akteure. Die Zielfunktion setzt sich also folgendermaßen zusam-
men:
ZFK = f(RPk, Pm, An, Gn,m) (3.5)
Abbildung 3.10 beschreibt den endgu¨ltigen Ausbau des Information Clusterings und
die Einordnung im Planungsablauf.
Die Zielfunktion ZFK liefert eine Planungsalternative in Form einer Fla¨chenunter-
teilung. Es entstehen mindestens k Regionen im n-dimensionalen Raum, wobei jeder
Region ein Referenzpunkt RPk zugeordnet sein sollte. Die Akteure diskutieren diese
Alternative und nehmen evtl. A¨nderungen an den Eingabeparametern vor, was auf-
grund der hohen Parameteranzahl jedoch schwierig ist. Fu¨r eine solche Evaluation
des Ergebnisses eignet sich besonders der Einsatz einer Visualisierung. Das folgende
Kapitel 3.3.2 beschreibt, wie durch eine Visualisierung das Problem beseitigt wird.
3.3.2 Visualisierung
Wie bereits in Kapitel 2.2 erla¨utert hilft eine Visualisierung bei der Analyse und
Interpretation von Daten, da sie sich u.a. positiv auf die Geda¨chtnisleistung und
die menschliche Informationsverarbeitung auswirkt. Die Daten, die im Rahmen des
Planungsablaufes entstehen, lassen sich dem Gebiet der Informationsvisualisierung
zuordnen, da sie im wesentlichen in abstrakter Form vorliegen und ra¨umlich nicht
angeordnet sind.
Im Bereich der Informationsvisualisierung existieren unterschiedlichste Techniken,
die meistens fu¨r einen konkreten Anwendungsfall entwickelt wurden. Die meisten
dieser Techniken lassen sich nur schwer auf den vorliegenden Fall u¨bertragen, da
sie entweder nicht fa¨hig, sind die enorme Menge der Parameter zu verarbeiten bzw.
diese anschaulich darzustellen oder aber schwer zu interpretieren sind.
Die gesuchte Visualisierung sollte fa¨hig sein die einzelnen Parameter darzustellen
und zusa¨tzlich die Gewichte der Akteure zu repra¨sentieren. Von Vorteil wa¨re es, mit
der Visualisierung eine natu¨rliche Na¨he zu der Fla¨che herstellen zu ko¨nnen. Hierfu¨r
eignen sich die Techniken aus dem Bereich der Iconbasierten Visualisierungstechni-
ken. Diese sind besonders vorteilhaft bei der Darstellung von diskreten, multivariaten
Daten, welche in visuelle Texturen umgewandelt werden. Ein Beispiel hierfu¨r ist in
Abbildung 3.11 zu sehen. In Kapitel 5 wird auf der Basis dieser Technik eine geeig-
nete Visualisierung entwickelt.
Der Vorteil der Iconbasierten Techniken die Daten ra¨umlich zusammenha¨ngend dar-
stellen zu ko¨nnen, birgt aber auch Nachteile. Durch den ra¨umlichen Zusammenhang
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Abbildung 3.11: Visualisierung mit dem Velcro-Icon [RP88]
u¨berdeckt die Visualisierung eine darunter liegende Karte. Zudem verliert die Tech-
nik bei einer extrem hohen Parameteranzahl den visuellen Effekt. Es ist somit sinn-
voll eine weitere Visualisierungstechnik in Betracht zu ziehen. Vor allem die Techni-
ken der Botanischen Informationvisualisierung sind aufgrund der kontextsensitiven
Darstellung der Daten in Bezug zu einer Karte erfolgversprechend. Diese Techniken
orientieren sich an botanischen Vorgaben und u¨bertragen somit geu¨bte sensorische
Fa¨higkeiten der Anwender auf die Visualisierung. In Kapitel 5.3 wird diese Technik
na¨her erla¨utert und eine passende Variante fu¨r den vorliegenden Fall entwickelt.
Kapitel 4
Clusteranalyse
Im letzten Kapitel wurde die Struktur des Information Clustering aufgebaut. Es hat
sich gezeigt, dass dies ein zweistufiger Prozess ist, der sowohl ein Clusteringverfahren
als auch eine Visualisierung beinhaltet. Fu¨r das beno¨tigte Clustering wird in diesem
Kapitel das Verfahren der Voronoidiagramme entscheidend erweitert. Basis dieser
Erweiterungen bilden die in Kapitel 2 dargestellten Grundlagen sowie die in Kapitel
3.3.1 ermittelten Anforderungen. Die anschließende Visualisierung erfolgt in Kapitel
5.
In Kapitel 4.1 wird das Konzept der Voronoidiagramme eingefu¨hrt. Hierzu werden
deren Topologie und deren geometrische Eigenschaften analysiert.
Durch die Entwicklung einer generellen Distanzfunktion werden gravierende Ma¨ngel
beim Einsatz von Metriken vermieden. Dieses Verfahren wird in Kapitel 4.2 ent-
wickelt. Eine besondere Beachtung in diesem Zusammenhang muss der Topologie
der mit den Distanzfunktionen berechneten Voronoidiagrammen geschenkt werden.
Herko¨mmliche Algorithmen zur Berechnung von Voronoidiagrammen dienen in er-
ster Linie einer effizienten Berechnung in der Ebene. In Kapitel 4.3 werden neue
Verfahren vorgestellt, die flexibel genug sind die in 4.2 entwickelten Distanzfunktio-
nen effizient zu integrieren.
4.1 Verfahren
Das Konzept der Voronoidiagramme ist sehr intuitiv und dadurch a¨ußerst anspre-
chend fu¨r die unterschiedlichsten Anwendungsfelder, in denen es mit Erfolg einge-
setzt wird. Die Voronoidiagramme za¨hlen zu der Klasse der partitionierenden Clu-
steranalyseverfahren, da jedes Objekt genau einem Cluster zugeordnet wird (siehe
hierzu auch Kapitel 2.1.1).
Der Vorteil der Nutzung dieser generellen Struktur, fu¨r den in Kapitel 3.3 beschrie-
benen Prozess des Information Clustering ist zum einen deren natu¨rliche Na¨he zu
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Abstandsbeschreibungen und zum anderen die Mo¨glichkeit eine große und hetero-
gene Menge Parameter verarbeiten zu ko¨nnen.
Ein weiterer enormer Vorteil fu¨r die in dieser Arbeit betrachtete Anwendung ist die
Globalisierung der Voronoidiagramme. In dem Bereich der Planung werden globa-
le Analyseverfahren beno¨tigt, da kleine lokale A¨nderungen im Planungsablauf eine
große globale Auswirkung haben (siehe Kapitel 3.1). Mit Voronoidiagrammen lassen
sich diese Anforderungen umsetzten, da durch die Mo¨glichkeit der Integration der
multidimensionalen Parameter (siehe Kapitel 3.2 und 3.3) leicht lokale A¨nderungen
im Planungsablauf beru¨cksichtigt werden ko¨nnen und deren globale Auswirkungen
direkt sichtbar sind.
Im folgenden Kapitel 4.1.1 wird ein kurzer formaler U¨berblick u¨ber Voronoidiagram-
me gegeben. Anschließend wird in Kapitel 4.1.2 die Topologie der Voronoidiagramme
untersucht. Fu¨r deren Einsatz in der Stadtplanung sind besonders die Erhaltung ei-
niger topologischer Attribute bei der Erzeugung der Voronoidiagramme wichtig. In
Kapitel 4.1.3 werden geometrische Eigenschaften der Voronoidiagramme analysiert,
die in einem direkten Zusammenhang zu deren Einsatz in der Stadtplanung stehen.
4.1.1 Voronoidiagramme
Das Voronoidiagramm unterteilt einen Raum in unterschiedliche Regionen anhand
einer endlichen Menge verschiedener, isolierter Punkte im Raum. Aufgrund der va-
riablen Einsatzmo¨glichkeit dieser Pra¨misse ist es nicht verwunderlich, dass das Kon-
zept der Voronoidiagramme mehrfach ’erfunden’ und mit diversen Namen tituliert
wurde. Prinzipiell kann zwischen einfachen und generellen Voronoidiagrammen un-
terschieden werden. Hierbei bezieht sich ein einfaches Voronoidiagramm auf den
zweidimensionalen Raum bei dem sa¨mtliche Punkte gleichwertig sind, also identisch
bis auf ihre Lage. Fu¨r die Abstandsdefinition werden bei einem einfachen Voronoi-
diagramm Metriken (siehe Kapitel 2.1.2) verwendet.
Generelle Voronoidiagramme stellen Verallgemeinerungen der einfachen Voronoidia-
gramme dar und finden ihre Begru¨ndung in den verschiedenen Anwendungsfeldern.
Von besonderem Interesse im Rahmen dieser Arbeit sind die gewichteten Voronoi-
diagramme und die Voronoidiagramme mit einem erweiterten Abstandsbegriff.
Ein einfaches Voronoidiagramm unter der euklidischen Metrik besteht aus einer An-
zahl von Polygonen. Da Polygone mittels Halbebenen definiert werden ko¨nnen, la¨sst
sich auch das Voronoidiagramm durch sie definieren. Der hierfu¨r beno¨tigte Bisektor
b beschreibt die Gerade, die senkrecht auf der Strecke zwischen zwei Voronoipunkten
pipj steht. Die Funktion d beschreibt den Abstand zwischen zwei Punkten.
b(pi, pj) = {x|d(x, pi) = d(x, pj)} , j 6= i (4.1)
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Der Bisektor teilt eine Ebene in zwei Halbebenen:
H(pi, pj) = {x|d(x, pi) < d(x, pj)} , j 6= i (4.2)
Die Voronoiregion (siehe Abbildung 4.1) wird nun basierend auf den Halbebenen
Abbildung 4.1: Einfaches Voronoidiagramm
(Abbildung 4.2) folgendermaßen definiert:
Definition 12 SeiP = {p1, ..., pn} ⊂ R2 mit 2 ≤ n <∞ und pi 6= pj. Die Region
V (pi) =
⋂
pj∈P\{pi}
H(pi, pj) (4.3)
heißt Voronoiregion.
Das Voronoidiagramm wiederum ist definiert als das Komplement zu der Vereini-
gung aller Voronoiregionen in der Ebene. Der Spezialfall mit n = 1 wird hier nicht
beru¨cksichtigt, da das entstehende Voronoidiagramm trivial ist. Es besteht in diesem
Fall aus nur einem Voronoipolygon, na¨mlich der gesamten Ebene. Des weiteren wer-
den ausschließlich Voronoidiagramme mit endlich vielen Voronoipunkten betrachtet,
da in dem betrachteten Anwendungsgebiet stets endlich viele Bezugsquellen vorlie-
gen. Voronoidiagramme mit n =∞, wie z.B. das Poisson Voronoidiagramm, ko¨nnen
beispielsweise in dem Buch von de Berg, van Kreveld, Overmars und Schwarzkopf
[dBvKOS00] nachgelesen werden.
Ein besonderer Pluspunkt der Voronoidiagramme und dadurch eine Grundlage fu¨r
deren kontinuierlichen Erfolg, ist die Mo¨glichkeit das Konzept der Voronoidiagram-
me zu generalisieren. Nicht zuletzt deswegen eignen sie sich auch besonders fu¨r
den Prozess des Information Clustering in der Stadtplanung. Die Generalisierung
kann in unterschiedlicher Weise erfolgen. Interessant fu¨r diese Arbeit sind besonders
Voronoidiagramme, bei denen die einzelnen Punkte unterschiedlich stark gewichtet
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Abbildung 4.2: Voronoizelle aus Schnitt von Halbra¨umen
werden. Dies ermo¨glicht die Integration von Attributen an den einzelnen Voronoi-
punkten und somit die Einbindung der in Kapitel 3.2 bestimmten Parameter und
Gewichte der Akteure. Eine detaillierte Beschreibung der Einbindung der Parame-
ter und der sich hierdurch ergebenden geometrischen Eigenschaften der gewichteten
Voronoidiagramme findet sich in Kapitel 4.2.2.
Es existieren diverse weitere Generalisierungmo¨glichkeiten fu¨r Voronoidiagramme,
die ihren Sinn in den verschiedenen Anwendungen haben. Order-k-Voronoidiagramme
eignen sich u.a. fu¨r Ortslokalisierungsprobleme. Ist zum Beispiel der k-te na¨chste
Notarzt bereits im Einsatz oder es werden mehr Nota¨rzte beno¨tigt, ko¨nnen durch die-
se Art der Voronoidiagramme weitere A¨rzte k-ter Ordnung lokalisiert werden. Ande-
re Einsatzgebiete fu¨r Order-k-Voronoidiagramme sind multivariate Dichtescha¨tzun-
gen oder die Kartographie. Dynamische Voronoidiagramme eigenen sich besonders
fu¨r sich a¨ndernde Situationen, beispielsweise bei einer mobilen Radiostation oder
um im Bereich des motion planning einen kollisionsfreien Weg eines Roboters um
sich bewegende Objekte zu finden.
Ein detaillierter U¨berblick u¨ber die Entstehung der Voronoidiagramme und die ver-
schiedenen Ansa¨tze findet sich in dem Buch von Okabe et al. [OBSC99].
4.1.2 Topologie
Topologie ist die Lehre von allgemeinen ra¨umlichen Beziehungen und Eigenschaften
des Raumes und wird spezifisch in verschiedenen Wissenschaften gebraucht. Die To-
pologie als Teilgebiet der Mathematik bescha¨ftigt sich mit denjenigen Eigenschaften
eines Gegenstandes, die unter kontinuierlichen Verformungen erhalten bleiben. Die
Summe dieser Eigenschaften wird auch die
”
Topologie“ des Gegenstandes genannt.
Eine Menge, auf der eine Topologie definiert ist, heißt topologischer Raum.
Die Topologie untersucht Eigenschaften geometrischer Gebilde, die unter bijektiven,
umkehrbar stetigen Abbildungen erhalten bleiben. Eine solche Eigenschaft ist etwa
”
zusammenha¨ngend“ zu sein, wa¨hrend La¨ngen und Volumina unter allgemeinen ste-
tigen Abbildungen nicht zwingend erhalten bleiben.
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Der axiomatische Aufbau der modernen Topologie beruht auf dem grundlegenden
Konzept der Nachbarschaft, formalisiert als offene Umgebung. Neben offen und ab-
geschlossen gibt es als weitere fundamentale topologische Attribute stetig, kompakt,
separabel, zusammenha¨ngend, dicht und abza¨hlbar. Neben der Algebra kann die
Topologie als zweiter Stu¨tzpfeiler fu¨r alle anderen Felder der Mathematik angesehen
werden. Sie ist besonders wichtig fu¨r die Geometrie.
Definition 13 : Eine abgeschlossene Menge G heißt konvex, wenn fu¨r je zwei
Elemente p, q ∈ G jeder Punkt der Strecke pq in G enthalten ist.
Es la¨sst sich einfach zeigen, dass der Schnitt konvexer Mengen wieder konvex ist.
Hingegen ist die Vereinigung konvexer Mengen nicht notwendigerweise konvex, selbst
wenn der Schnitt nicht leer ist. Damit ist entgegen dem u¨blichen Versta¨ndnis eine
konvexe Hu¨lle immer eine gefu¨llte Menge. Um von der Umhu¨llung im umgangs-
sprachlichen Sinne zu reden, wird der Terminus
”
Konturlinie“ gewa¨hlt.
Definition 14 : Ein Gebiet G heißt sternfo¨rmig, wenn es mindestens einen Punkt
p in G gibt, von dem aus alle anderen Punkte q ∈ G direkt sichtbar sind, das heißt
jede Strecke pq liegt vollsta¨ndig in G.
Die Gesamtheit aller Punkte p wird als Kern von G, kurz ker(G), bezeichnet.
Aus diesen beiden Definitionen ist ersichtlich, dass folgender Zusammenhang gilt:
G ist konvex⇐⇒ ker(G) = G (4.4)
”
Topologieerhaltend“ bedeutet in diesem Kontext, dass die entstehenden Voronoi-
diagramme dieser Arbeit zusammenha¨ngend bezu¨glich der Topologie sind. Es sollen
also keine Gebiete entstehen, welche von ihrem Referenzpunkt topologisch getrennt
sind. Solche Gebiete werden auch als Lo¨cher bezeichnet und bedarfen in geometri-
schen Anwendungen einer besonderen Beachtung. Bei den betrachteten planerischen
Vorhaben beispielsweise bei Konversionsprojekten bedeuten Lo¨cher in der Untertei-
lung Fla¨chen, die keiner spa¨teren Nutzung zuzuordnen sind. Diese Art der Fla¨chen
sind zu vermeiden (siehe Kapitel 3)!
Als natu¨rliche Abstandsmaße dienen die in Kapitel 2.1.2 definierten Metriken. Je-
doch schra¨nkt eine Metrik, wie in Kapitel 4.2 na¨her erla¨utert wird, den Abstandsbe-
griff zu stark ein. Eine Metrik definiert auf einem Raum eine Topologie, umgekehrt
ist einer Topologie nicht unbedingt eine Metrik zuzuordnen. Daher ist die Topologie
der allgemeinere Begriff, der wesentlich mehr Modellierungsfreira¨ume zula¨sst.
4.1.3 Geometrische Eigenschaften
Nach der formalen Einfu¨hrung der Voronoidiagramme und deren Topologie werden
nun ihre geometrischen Eigenschaften behandelt. Wie in Kapitel 3 dargestellt, sind
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besonders die Konvexita¨t und der Zusammenhang der Voronoidiagramme interes-
sant. Es gibt jedoch noch weitere Eigenschaften der Voronoidiagramme, die fu¨r den
Anwendungsbereich der Stadtplanung zu beachten sind und im Folgenden unter-
sucht werden.
Einfache Voronoidiagramme haben die Eigenschaft, dass die einzelnen Voronoiregio-
nen eine konvexe Struktur aufweisen und in jeder Region ein Schwerpunkt vorhanden
ist. Es existieren keine leeren Voronoiregionen. Es gilt somit folgender Satz, dessen
Beweis bei Okabe, Boots, Sugihara und Chiu [OBSC99] nachgelesen werden kann:
Satz 1 Sei P = {p1, ..., pn} ⊂ R2 eine Menge 2 ≤ n < ∞ verschiedener Punkte
in der euklidischen Ebene. Die Menge V (pi) = {x| ‖x− xi‖ ≤ ‖x− xj‖} fu¨r i 6=
j, i, j ∈ In ist ein nicht-leeres konvexes Polygon.
Bei der Betrachtung von Voronoidiagrammen unter anderen Metriken trifft die-
ser Satz nicht unbedingt zu. Wird fu¨r die Distanzberechnung beispielsweise die
Manhattan-Metrik (siehe Kapitel 2.1.2) anstatt der euklidischen Metrik verwendet,
dann ist die Konvexita¨t des Voronoidiagrammes nicht mehr garantiert. Die Konve-
xita¨t ha¨ngt also sehr stark von dem eingesetzten Abstandsbegriff ab. In Kapitel 4.2
wird dieser Zusammenhang untersucht und Kriterien fu¨r dessen Einsatz entwickelt.
Auch die zweite Eigenschaft in Satz 1 la¨sst sich ohne Einschra¨nkungen nicht ver-
allgemeinern. Durch die Einbindung von Gewichten bei generellen Voronoidiagram-
men ko¨nnen einzelne, leere Polygone entstehen. Fu¨r den praktischen Einsatz sind
Abbildung 4.3: Gewichtetes Voronoidiagramm mit leerer Voronoiregion
diese Gebiete allerdings nicht wu¨nschenswert, da ihnen nicht direkt ein Schwer-
punkt mit den zugeho¨rigen Attributen zuzuordnen ist. Auf Grund dessen werden
in Kapitel 4.2.2 Eigenschaften der Voronoidiagramme aufgezeigt, die das Auftre-
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Abbildung 4.4: Degeneriertes Voronoidiagramm
ten leerer Polygone indizieren. Abbildung 4.3 zeigt ein Voronoidiagramm mit einer
nicht-zusammenha¨ngenden Region. Fu¨r den praktischen Einsatz bei der Konversion
wu¨rde dies einem Gebiet entsprechen, dem keine Nutzung zugeordnet werden kann!
Eine weitere problematische Eigenschaft stellen degenerierte Voronoidiagramme dar,
die auftreten ko¨nnen, wenn die Voronoipunkte regula¨r verteilt sind. In manchen An-
wendungen beno¨tigen degenerierte Voronoidiagramme spezielle La¨ngenbehandlun-
gen. Um diese Schwierigkeit zu vermeiden, werden die degenerierten Fa¨lle durch die
Festlegung der Anzahl der Voronoikanten ausgeschlossen. Hierzu sollte jede Voro-
noiecke genau drei Voronoikanten haben. In Abbildung 4.4 wird ein degeneriertes
Voronoidiagramm dargestellt, bei dem ein Voronoipunkt mit vier Kanten verbunden
ist. In Abha¨ngigkeit von dem verwendeten Abstandsbegriff kann die Pra¨misse der
maximalen Kantenanzahl nicht eingehalten und somit ko¨nnen degenerierte Voronoi-
diagramme nicht ausgeschlossen werden.
Die Konvexita¨t der Einheitsumgebung steht in keinem direkten Zusammenhang mit
der Konvexita¨t der Voronoiregionen. Die in Kapitel 2.1.2 vorgestellten Minkowski-
Konturen besitzen alle eine konvexe Einheitsumgebung, jedoch ist das Voronoidia-
gramm beispielsweise der Manhattan-Metrik und der Supremium-Metrik nicht un-
bedingt konvex. In Kapitel 4.2.1 wird beschrieben, dass die Konvexita¨t des Voronoi-
diagramms wesentlich durch die Bisektoren bestimmt werden.
4.2 Distanzfunktion
Metriken fu¨hren bei dem Clustern mit Voronoidiagrammen zu dem Problem, dass
die Bisektoren Fla¨chen aufspannen ko¨nnen. In diesem Fall lassen sich die Voronoi-
regionen nur dann berechnen, wenn den Bisektoren ein eindeutiger Wert zugeordnet
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wird. Um dieses Problem zu vermeiden hat sich der Ansatz mit Distanzfunktionen
bewa¨hrt.
Da die Distanzfunktionen jedoch weniger Axiome erfu¨llen als die Metriken (z.B. muss
die Symmetrie nicht eingehalten werden), ist es no¨tig die sich dadurch ergebenden
Auswirkungen zu untersuchen. Eine besondere Bedeutung kommt der Toplogie der
Voronoidiagramme zu, die mit den Distanzfunktionen berechnet werden. Die Topo-
logie der Voronoidiagramme unter Metriken wurden in Kapitel 4.1 untersucht und
die Anforderungen an die entstehende Unterteilung im praktischen Einsatz bei Pla-
nungsvorhaben in der Stadtplanung herausgearbeitet. Im folgenden werden diese
U¨berlegungen auf Distanzfunktionen ausgeweitet und ihr Einfluss auf die Topologie
der Voronoidiagramme untersucht.
Alternativ zu Definition 12 wird eine Voronoiregion V (pi) mittels einer Distanz-
funktion d folgendermaßen definiert:
V (pi) = {p|d(p, pi) < d(p, pj), j 6= i} (4.5)
In Kapitel 4.2.1 werden zuna¨chst konvexe Distanzfunktionen eingefu¨hrt und deren
geometrische Eigenschaften bei dem Clustern mit Voronoidiagrammen untersucht.
In dieser Arbeit wird eine Erweiterung der Distanzfunktionen fu¨r die Integration der
in Kapitel 3.3.1 beschriebenen Gewichte-Matrix der Akteure dringend beno¨tigt. Um
diese Attribute beru¨cksichtigen zu ko¨nnen, werden in Kapitel 4.2.2 Gewichte ωi in
die Distanzfunktion eingebunden und deren Einfluss beschrieben. In Kapitel 4.2.3
wird ein genereller Ansatz dieser Arbeiten entwickelt.
4.2.1 Konvexe Distanzfunktion
Konvexe Distanzfunktionen bieten eine gute Alternative zu dem Einsatz von Metri-
ken. Da sie weniger Axiome erfu¨llen als die Metriken sind sie flexibler einsetzbar und
sie vermeiden zudem das Auftreten fla¨chiger Bisektoren und die damit verbundenen
Probleme.
In Abbildung 4.5 sind mo¨gliche Bisektoren der Manhattan Metrik dargestellt. Das
linke Bild zeigt den typischen Fall, der immer dann auftritt, wenn zwei Punkte p
und q ein echtes Rechteck aufspannen, das also kein Liniensegment und kein Qua-
drat ist. Der Bisektor besteht aus zwei Halbgeraden und einem Liniensegment mit
Winkel pi/4 zu den Koordinatenachsen. Haben p und q hingegen identische x- oder
y-Koordinaten, so stimmt ihr Bisektor mit dem euklidischen Bisektor u¨berein. Span-
nen p und q aber ein Quadrat auf, so entha¨lt ihr Bisektor zwei volle Viertelebenen.
Das Pha¨nomen fla¨chiger Bisektoren tritt nur dann auf, wenn die Einheitsspha¨re C
bezu¨glich der jeweiligen Metrik teilweise abgeplattet ist, d.h. Liniensegmente in ih-
rem Rand entha¨lt, und wenn außerdem die Punkte p und q auf einer Geraden liegen,
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Abbildung 4.5: Bisektor der Manhattan-Metrik
die parallel zu solch einem Randsegment von C ist. Ist dagegen die Norm, welche
die Metrik induziert, streng konvex, dann hat die Einheitsspha¨re keine linearen Seg-
mente und die Bisektoren ko¨nnen keine Fla¨chenstu¨cke enthalten.
Abbildung 4.6: Ist ein Einheitskreis C streng konvex, so ist der Bisektor von zwei
Punkten immer ein Weg.
Satz 2 Sei C die Einheitsspha¨re einer streng konvexen Metrik in der Ebene. Dann
ist jeder Bisektor BC(p, q) bzgl. der konvexen Distanzfunktion homo¨omorph zu einer
Geraden.
Beweis : Es werden zwei in p und q zentrierte Kopien Cp, Cq von C betrachtet,
wie in Abbildung 4.6 dargestellt. Damit sie disjunkt sind, sollen sie gegebenenfalls
hinreichend verkleinert werden. Sei b ein Punkt außerhalb von Cp und Cq; mit b
′
und b′′ werden die Schnittpunkte von pb und pq mit den Ra¨ndern von Cp und Cq
bezeichnet.
Es gilt:
b ∈ BC(p, q)⇔ (4.6)
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dC(p, b) = dC(q, b)⇔ |bp||b′p| =
|bq|
|b′′q| ⇔ (4.7)
b′b′′ ‖ pq. (4.8)
Von unten nach oben gelesen folgt aus obiger A¨quivalenz: Seien b′, b′′ zwei Punkte
auf den einander zugewandten Seiten von Cp und Cq mit b
′b′′ ‖ pq. Dann schneiden
sich die Strahlen von p durch b′ und von q durch b′′ in einem Punkt b, der zu
BC(p, q) geho¨rt. Seien t, d ∈ ∂Cp die Beru¨hrungspunkte der oberen und unteren
gemeinsamen Tangenten von Cp und Cq, und sei B der Cq zugewandte Teil von
∂Cp \{t, d}. Die oben eingefu¨hrte Abbildung vom Bisektor BC(p, q) zum Randstu¨ck
B ist ein Homo¨omorphismus.
f : BC(p, q)→ B, b→ b′ (4.9)
(i) f ist surjektiv : Zu jedem b′ la¨ßt sich ein b′ im zugewandten Teil von ∂Cp finden
so, dass b′b′′ parallel zu pq ist.
(ii) f ist injektiv : Ga¨be es zwei Punkte b1, b2 ∈ BC(p, q) mit b′1 = b′2, so mu¨ssten die
Punkte b′′1 und b
′′
2 auf dem Rand von Cq verschieden sein. Weil b
′
1b
′′
1 und b
′
1b
′′
2 parallel
zu pg sind, mu¨ssten b′1, b
′′
1 und b
′′
2 auf einer Geraden liegen. Und weil b
′′
1 und b
′′
2 auf
dem Cp zugewandtem Teil des Randes von Cq liegen, zwischen den Beru¨hrungspunk-
ten der oberen Tangente, muss der Rand von Cq zwischen b
′′
1 und b
′′
2 verlaufen, was
im Widerspruch zur strengen Konvexita¨t steht; siehe Abbildung 4.7.
Da diese Zuordnung b → q stetig ist, ist die Homo¨omorphie zu B gezeigt. B sei-
nerseits ist aber homo¨omorph zu einer Geraden. Damit ist der Satz bewiesen. Die
Abbildung 4.7: Wenn b′′1, b
′′
2 ∈ ∂Cp auf der Cp zugewandten Seite und mit b′1 auf einer
zu pq parallelen Geraden liegen, entha¨lt ∂Cp das Liniensegment b
′′
1, b
′′
2.
geometrische Anschauung illustriert Abbildung 4.8, der ausfu¨hrliche Beweis kann
bei H. Mattes [Mat02] nachgelesen werden.
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Um den Abstand von p nach q bezu¨glich C zu definieren, wird die Einheitsspha¨re C
um den Vektor p verschoben. Der Strahl von p durch q schneidet den Rand von C in
genau einem Punkt q′. Eine konvexe Distanzfunktion von p und einem Punktq
Abbildung 4.8: konvexe Distanzfunktion
wird wie folgt definiert:
dC (p, q) =
|pq|
|pq′| (4.10)
Zusa¨tzlich sei dC (p, p) = 0. dC erfu¨llt die positive Definitheit und die Dreiecks-
ungleichung. Die Symmetrie ist nur erfu¨llt, wenn C in Bezug zu dem Nullpunkt
symmetrisch ist. In diesem Fall wa¨re dC auch eine Metrik. Somit sind die Minkowski-
Metriken Spezialfa¨lle der konvexen Distanzfunktion. Das Voronoidiagramm a¨ndert
seine topologische Eigenschaften nicht in Abha¨ngigkeit von der Symmetrie der Di-
stanzfunktion, d.h. die Symmetrie hat keinen Einfluss auf den Zusammenhang und
die Konvexita¨t des Voronoidiagrammes.
Da die Bisektoren bei allgemeinen streng konvexen Distanzfunktionen nicht not-
wendigerweise Geraden sind, sind die Voronoiregionen auch nicht notwendigerweise
konvex, wie das bei der euklidischen Metrik der Fall war. Sie sind aber sternfo¨rmig.
Satz 3 Fu¨r eine gegebene Distanzfunktion d sind die mo¨glichen Voronoiregionen
star-shaped, wenn die Dreiecksungleichung fu¨r d gilt.
Beweis : Angenommen, es gibt eine Voronoiregion mit dem zugeho¨rigen Voronoi-
punkt p die nicht sternfo¨rmig ist. Dann existiert ein Punkt y in der Region p, und ein
Punkt x auf dem Segment py, der na¨her zu einem anderen Voronoipunkt q als zu p ist.
Es gilt also d(q, x) < d(p, x). Dies bedeutet, dass d(q, x)+d(x, y) < d(p, x)+d(x, y) =
d(p, y) ist. Aus der Dreiecksungleichung folgt jedoch d(q, y) ≤ d(q, x) + d(x, y). Es
folgt direkt, dass d(q, y) < d(p, y) ist. Das ist ein Widerspruch zu der Annahme,
dass y in der Voronoiregion von p liegt [CD85].
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Das bedeutet, obwohl sowohl die Manhatten- als auch die Supremium-Metrik (-
Distanzfunktion) nicht konvex sind, sind ihre Regionen doch zumindest star-shaped.
4.2.2 Gewichtete Distanzfunktion
Im allgemeinen sind die Referenzpunkte eines Voronoidiagramms gleichma¨ßig ge-
wichtet und nicht mit variierenden Gewichten kombiniert. Um jedoch einen flexible-
ren Ansatz zu erhalten, ko¨nnen Attribute in Form von zusa¨tzlichen Gewichten in
die Distanzfunktion integriert werden. Gewichte erlauben die Simulation von wissen-
schaftlichen Pha¨nomenen oder unterstu¨tzen die Visualisierung bisher unsichtbarer
Datencluster in vielen Anwendungsgebieten, wie auch der Umweltinformatik. In Ka-
pitel 3 wurde der Aufbau der generellen Zielfunktion beschrieben. Hierbei ist die Art
und Weise, wie die Parameter und die Akteure integriert werden, besonders wichtig.
In Abha¨ngigkeit von der mathematischen Verknu¨pfung z.B. der Gewichte mit der
Distanzfunktion a¨ndern sich die topologischen Eigenschaften des Voronoidiagram-
mes. Die am ha¨ufigsten verwendeten Gewichte sind
”
additiv“,
”
multiplikativ“ und
”
zusammengesetzt“. Im folgenden werden diese vorgestellt und ihre charakteristi-
schen Eigenschaften beschrieben.
Additive Gewichtung
In der Praxis werden die Referenzpunkte eines Voronoidiagrammes oft mit wichti-
gen Einrichtungen (Dienstleistern) assoziiert. Erscheinen diese Einrichtungen zeitlich
versetzt, beispielsweise neu hinzukommende Versorgungsstationen, so folgt die Ge-
bietsaufteilung dem Johnson-Mehl Model [OBSC99]. Dies entspricht einem Voronoi-
diagramm basierend auf einer Distanzfunktion, welche zusa¨tzlich zum Abstandsmaß
noch das Gewicht des Referenzpunktes additiv verknu¨pft.
Definition 15 Die additiv gewichtete Distanzfunktion wird definiert als:
daw (p, pi) = ‖p− pi‖ − ωi (4.11)
Eine Mo¨glichkeit zur Darstellung der Gewichte sind Gewichtskreise um die Refe-
renzpunkte, wobei die Radien genau den Gewichten entsprechen (siehe Abbildung
4.9).
Das additiv gewichtete Voronoidiagramm hat drei entscheidende Eigenschaften:
1. Die additiv gewichtete Voronoi Zelle mit Gewichtskreis σ neben n anderen
Gewichtskreisen {σi, 0 ≤ i < n} ist leer, genau dann, wenn ein i existiert mit
0 ≤ i < n, so dass der Gewichtskreis um σ vollsta¨ndig im Inneren einer ande-
ren Voronoi Zelle Vi liegt.
Mit anderen Worten bedeutet dies, sobald die Gewichtung umliegender Refe-
renzpunkte einen Schwellenwert u¨bersteigt, tra¨gt die verha¨ltnisma¨ßig schwache
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Abbildung 4.9: Additiv gewichtetes euklidisches Voronoidiagramm mit gewichteten
Kreisen
Gewichtung im Inneren nichts mehr zum Voronoidiagramm bei und die Zelle
bleibt leer.
2. Die additiv gewichtete Voronoizelle ist nicht zwingend konvex, aber sternfo¨rmig.
Daraus resultieren immer topologisch zusammenha¨ngende, additiv gewichtete
Voronoigebiete, falls die gewa¨hlte Konturlinie konvex ist.
3. Der Bisektor zweier Referenzpunkte ist
(a) leer, falls Eigenschaft 1 erfu¨llt ist,
(b) eine Halblinie, falls der kleinere Gewichtskreis im Inneren des gro¨ßeren
liegt und die Kreislinien sich beru¨hren,
(c) eine Gerade bei gleichen Punktgewichten,
(d) in allen anderen Fa¨llen ein Teilstu¨ck einer Hyperbel, gekru¨mmt um den
kleineren Gewichtskreis.
Durch die Eigenschaften dieser Art der Gewichtung wird deutlich, dass die additi-
ve Gewichtung als solches immer topologieerhaltend ist. Lediglich die Wahl einer
nicht-konvexen Distanzfunktion kann diesen Zusammenhang verhindern [Sch04b].
Multiplikative Gewichtung
Naturwissenschaftliche Wachstumsprozesse, beispielsweise das Kolonienwachstum
von Bakterienkulturen oder Kristallisierungsprozesse in Mineralien, zeichnen sich
oft durch unterschiedlich schnelles Wachstum in den einzelnen Keimpunkten aus.
Eine Simulation dieser Pha¨nomene bietet das Appolonius-Modell [OBSC99]. Dabei
wachsen die Gebiete, ausgehend von den Referenzpunkten, radial, aber mit unter-
schiedlicher Geschwindigkeit. Dies entspricht einem Voronoidiagramm, basierend auf
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einer Distanzfunktion, welche zusa¨tzlich zum Abstandsmaß noch das Gewicht des
Referenzpunktes multiplikativ verknu¨pft.
Definition 16 Die multiplikativ gewichtete Distanzfunktion wird definiert
als:
dmw (x, xi) =
1
ωi
‖x− xi‖ , ωi > 0. (4.12)
Das multiplikativ gewichtete Voronoidiagramm (siehe Abbildung 4.10) hat fu¨nf wich-
Abbildung 4.10: Multiplikativ gewichtetes euklidisches Voronoidiagramm
tige Eigenschaften:
1. Eine multiplikativ gewichtete Voronoiregion ist nicht leer und nicht notwen-
digerweise konvex oder zusammenha¨ngend. Dadurch ko¨nnen Lo¨cher im Voro-
noidiagramm entstehen, das heißt Teilregionen, die von ihrer Referenzregion
topologisch getrennt sind.
2. Eine Voronoiregion ist genau dann konvex, wenn alle Gewichte der umliegen-
den Regionen gro¨ßer oder gleich dem aktuellen Gewicht sind.
3. Eine Voronoiregion ist unbegrenzt, wenn ihr Gewicht gleich dem Maximalge-
wicht aller Referenzpunkte ist.
4. Zwei Voronoiregionen ko¨nnen sich unverbundene Kanten teilen.
5. Der Bisektor beschreibt
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(a) einen Kreisbogen genau dann, wenn unterschiedliche Gewichte an den
entsprechenden Referenzpunkten vorliegen und
(b) eine Halbgerade, wenn die beiden Gewichte gleich sind.
Durch die Eigenschaften dieser Art der Gewichtung wird deutlich, dass multiplika-
tive Gewichtung nicht immer topologieerhaltend ist. Dennoch stellt diese Gewich-
tung eine fundamentale Form dar, welche verschiedenste Prozesse sehr gut simuliert
[Sch04b], [HRSS05], [HSS+05].
Zusammengesetzte Gewichtung
Eine Verschmelzung der additiven und multiplikativen Gewichtung bringt eine Ver-
allgemeinerung dieser Verfahren.
Die aus additiver und multiplikativer Distanzfunktion zusammengesetzte, gewichte-
te Distanzfunktion wird nun folgendermaßen definiert:
Definition 17 Die zusammengesetzt gewichtete Distanzfunktion wird defi-
niert als:
dcw (x, xi) =
1
ωi1
‖x− xi‖ − ωi2, ωi > 0. (4.13)
Werden alle Gewichte wi1 auf 1 gesetzt, so resultiert gerade das additive Voronoi-
diagramm und beim Setzen der Gewichte wi2 auf 0 gerade das multiplikative. Somit
gelten im zusammengesetzt gewichteten Voronoidiagramm alle Eigenschaften aus
additiver und multiplikativer Gewichtung.
Zusa¨tzlich hat das zusammengesetzt gewichtete Voronoidiagramm die Eigenschaft,
dass die Bisektoren Teile einer jeweiligen polynomialen Kurve vierten Grades sind.
Durch den Einfluss des multiplikativen Gewichts kann auch bei dieser Gewichtung
Abbildung 4.11: Zusammengesetzt gewichtetes Voronoidiagramm
der topologische Zusammenhang verloren gehen.
In Abha¨ngigkeit von dem konkreten Einsatz ist also wichtig zwischen der Einbindung
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der Gewichte zu unterscheiden. Sollte das berechnete Voronoidiagramm ein zusam-
menha¨ngendes Gebiet ergeben, darf die Gewichtung nicht multiplikativ verknu¨pft
werden. Generell kann bei einer Integration verschiedener Akteure u¨ber Gewichte
die Konvexita¨t der entstehenden Unterteilung nicht garantiert werden.
4.2.3 Genereller Ansatz
Im folgenden wird auf die Mo¨glichkeiten einer Erweiterung der bisher beschriebe-
nen Ansa¨tze durch eine freie Gewichtung eingegangen. Auf diese Weise kann die
Gewichtung von Distanzfunktionen sehr allgemein vorgenommen werden, wodurch
ein Verfahren entsteht, das losgelo¨st von einer speziellen Anwendung ist.
Die frei gewichteten Distanzfunktionen seien definiert durch
dfw(p, pi) = f(‖ p− pi ‖, wi), wi = {wi1, ..., wim} (4.14)
Dabei ist f eine frei wa¨hlbare Funktion abha¨ngig von einer Metrik bezu¨glich p und
pi und einem Gewichtsvektor wi.
Die Praxis zeigt, dass dieser Gewichtsvektor oft hochdimensional werden kann, denn
bei der Konversion sind viele, manchmal abha¨ngige, manchmal unabha¨ngige Para-
meter zu betrachten (siehe Kapitel 3.2).
Die geschickte Wahl der Funktion f ist bei der freien Gewichtung die gro¨ßte Heraus-
forderung. Ist eine geeignete Funktion bestimmt, so kann sie in ihre Parameterform
u¨berfu¨hrt werden. Diese liefert schließlich die parametrisierte Kurve, die als Kon-
turlinie fu¨r die Generatorgebiete dient [HSRS06].
Als Beispiel einer nicht-konvexen Distanzfunktion kann die Konturlinie eines Kar-
Abbildung 4.12: Konturlinie eines Kardioiden
dioiden (siehe Abbildung 4.12) gewa¨hlt werden. Dabei ist folgende Parametrisierung
gegeben:
f(t) = (x(t), y(t)) = (2 cos(t) + cos(2t), 2 sin(t) + sin(2t)) t ∈ [0, 2pi] (4.15)
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Dies ist ein sehr universeller Ansatz, der es ermo¨glicht, eine beliebige geschlossene
Kurve als Distanzfunktion zu interpretieren.
Fu¨r die praktische Umsetzung dieser Ansa¨tze eignet sich eine Jordan Kurve oh-
ne Verschneidungen. Die Modellierung der Kurve mit B-Splines oder Non-Uniform
Rational B-Splines (NURBS) liefert eine a¨ußerst effiziente Mo¨glichkeit die Kurve zu
erzeugen. Sind das Kontrollpolygon und die Gewichte gegeben, so la¨sst sich die Kur-
ve mit dem bewa¨hrten De-Boor Algorithmus [dB72], [Far88] berechnen. Der Vorteil
dieser Methode ist die Mo¨glichkeit die Distanzfunktion interaktiv zu vera¨ndern, so
dass die Resultate direkt im Voronoidiagramm sichtbar sind [HSS+05]. Abbildung
4.13 zeigt die Mo¨glichkeit zur interaktiven Modifikation einer beispielhaften Distanz-
funktion, die mit dieser Methode erzeugt wurde.
Abbildung 4.13: Interaktive Modifikation einer Distanzfunktion
Im Gegensatz zu der freien Variation der Distanzfunktion ist mit diesem Ansatz
auch eine beliebige Gewichtung der Distanzfunktion mo¨glich. Die Grundidee ist die
Verwendung einer NURBS-Kurve ho¨herer Dimension. Fu¨r ein zweidimensionales
Voronoidiagramm in der xy-Ebene wird eine Kurve in der xz-Ebene konstruiert.
Wird die Kurve nun um die z-Achse gedreht liefert dieses Verfahren einen Rotati-
onsko¨rper, der den Voronoipunkt entha¨lt. Die Projektion aller Rotationsko¨rper in
die xy-Ebene liefert die Basis fu¨r das beliebig gewichtete Voronoidiagramm. Die ein-
zelnen Gewichte werden durch Funktionen beschrieben die mit den NURBS-Kurven
modelliert werden (siehe hierzu auch Abbildung 4.14).
Hoff [HCK+99] beschreibt die Erzeugung des euklidischen Voronoidiagrammes durch
die Projektion von Kegeln. Additive und multiplikative Gewichte ko¨nnen nun jeweils
durch die Position (Ho¨he) und die Winkel der Kegel kontrolliert werden, die jeweilige
Distanzfunktion entsprechend durch das Kontrollpolygon [HSS+05].
In Abbildung 4.15 oben ist eine modellierte Distanzfunktion sowie der Fall zu sehen,
wenn alle Voronoipunkte dieselbe Distanzfunktion verwenden. Die obere Zeile zeigt
den ungewichteten Fall, in der Mitte sind jeweils ein additiv und ein multiplikativ
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Abbildung 4.14: Generation eines beliebig gewichteten Voronoidiagrammes
gewichtetes Voronoidiagramm abgebildet. Unten links ist ein zusammengesetzt ge-
wichtetes Voronoidiagramm zu sehen, bei dem keine unzusammenha¨ngenden Gebiete
entstehen. Unten links ist ein multiplikativ gewichtetes Voronoidiagramm abgebil-
det, bei dem ein topologisch getrenntes Gebiet hervorgehoben ist.
Eine generelle Distanzfunktion wird folgendermaßen aufgebaut: Schneidet der aus-
gehende Strahl einen nicht-konvexen Teil von C, liefert die Distanzfunktion dC das
gleiche Resultat fu¨r unterschiedliche Punkte qi.
Beispielsweise ist in Abbildung 4.16
dc(p, q1) = dc(p, q2) = dc(p, q3). (4.16)
Das bedeutet, dass die wichtige Eigenschaft der Dreiecksungleichung der Metrik
(siehe Definition 1) nicht eingehalten wird. Fu¨r den Einsatzbereich der Konversion
ist es jedoch nur von Bedeutung, dass dc die positive Definitheit erfu¨llt. Dies wird
direkt durch die Definition von dC garantiert [HSRS06].
Aussagen daru¨ber, wann das Voronoidiagramm den Zusammenhang verliert sind be-
sonders wichtig in dem Anwendungsfeld der Konversion. Eine interessante Aussage
betrifft die Konvexita¨t der Konturlinie. Wenn die Konturlinie nicht konvex ist, wie
das beispielsweise bei der Verwendung einer generellen Distanzfunktion (siehe Ab-
bildung 4.16) sein kann, ist der Zusammenhang der Voronoiregionen nicht garantiert!
Satz 4 Wenn die Einheitsspha¨re C nicht konvex ist, dann sind die Voronoiregionen
nicht notwendigerweise zusammenha¨ngend.
Beweis : siehe [CD85].
Eine Aussage zu der Konvexita¨t der verwendeten Konturlinie la¨sst sich u¨ber die
Dreiecksungleichung machen:
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Abbildung 4.15: Schnelle Modellierung eines Voronoidiagrammes mit einer kontrol-
lierbaren Distanzfunktion(a), Resultate fu¨r ungewichtete Fa¨lle (b), additiv (c), mul-
tiplikativ (d+f) and zusammengesetzt (e) gewichtete Fa¨lle. Eine topologisch unzu-
sammenha¨ngendes Gebiet ist in (f) hervorgehoben
Satz 5 Fu¨r eine gegebene Einheitsspha¨re C und fu¨r eine Distanzfunktion d, die
durch C determiniert wird, wird die Dreiecksungleichung genau dann erfu¨llt, wenn
C konvex ist.
Beweis : siehe [Cas59].
Die konvexe Distanzfunktion ist symmetrisch, sofern C symmetrisch zum Ursprung
ist. Die mit einer asymmetrischen Distanzfunktion berechneten Voronoiregionen wei-
sen allerdings die gleichen Eigenschaften wie bei einer Metrik auf. Lediglich die
Schwerpunkte der Voronoiregionen sind entsprechend der asymmetrischen Form der
Distanzfunktion verschoben.
Zusa¨tzlich erfu¨llt dC folgende Eigenschaften:
• C ist der Einheitskreis von dC , d.h. {x|dC(x, 0) = 1}
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Abbildung 4.16: Konstruktion einer generellen Distanzfunktion
• dC ist translationsinvariant
4.3 Generischer Wachstumsalgorithmus
Der große Vorteil bei der Verwendung eines Wachstumsalgorithmus fu¨r die Umset-
zung des Clusterings ist der hohe Grad an Allgemeinheit, den dieser Algorithmus
mit sich bringt. Durch die Mo¨glichkeit, jede geschlossene, parametrisierte Kurve als
Distanzfunktion zu verwenden, wird er sehr flexibel und damit besonders interes-
sant fu¨r den Einsatz. Er ist somit ein zukunftsorientierter Algorithmus, in den sich
auch bisher noch nicht entwickelte Abstandsbegriffe einbinden lassen. Die zusa¨tzlich
Mo¨glichkeit, Gewichtungen einzubinden, versta¨rkt die Flexibilita¨t des Algorithmus
entscheidend
Ein wichtiges Kriterium fu¨r den Einsatz von Distanzfunktionen bei einem Wachs-
tumsalgorithmus ist die Topologieerhaltung. Das heißt, dass bei der Verwendung
bestimmter Distanzfunktionen im vorgestellten Wachstumsalgorithmus keine nicht-
zusammenha¨ngenden Gebiete (Lo¨cher) resultieren. Es ist dabei generell zu unter-
scheiden, ob Lo¨cher aufgrund des gewa¨hlten Abstandbegriffes oder aber einer Ge-
wichtung entstehen. Werden beim Wachstumsalgorithmus Gewichtungen mit multi-
plikativen Anteilen verwendet, so kann grundsa¨tzlich nicht garantiert werden, dass
die Topologie erhalten bleibt.
In Kapitel 4.3.1 wird ein kurzer U¨berblick u¨ber herko¨mmliche Algorithmen gegeben.
Kapitel 4.3.2 beschreibt anschließend die Umsetzung des Wachstumsalgorithmus fu¨r
ein gewichtetes Wachstum und in Kapitel 4.3.3 wird eine Erweiterung durch ein rich-
tungsabha¨ngiges Wachstum vorgestellt.
74 KAPITEL 4. CLUSTERANALYSE
4.3.1 Herko¨mmliche Verfahren
Herko¨mmliche Algorithmen zur Berechnung von Voronoidiagrammen, wie sie z.B.bei
Klein [LWW90] zu finden sind, dienen in erster Linie einer effizienten Berechnung
von Voronoidiagrammen in der Ebene. Bei der inkrementellen Konstruktion wird das
Voronoidiagramm durch die sukzessive Hinzunahme der Referenzpunkte inkremen-
tell berechnet. Dies ist eine sehr nahe liegende Idee, auf der die a¨ltesten Konstruk-
tionsverfahren beruhen. Hierbei wird das Voronoidiagramm schrittweise aufgebaut,
beginnend mit dem ersten Punkt aus der Punktmenge. Beim Einfu¨gen eines neuen
Punktes aus der Punktmenge wird dann die Struktur des Voronoidiagramms wieder
hergestellt. Es kann dabei ausgenutzt werden, dass sich die Struktur grundsa¨tzlich
nur lokal a¨ndert, also nicht das gesamte Voronoidiagramm. Dies wird wiederholt,
bis alle Punkte im Voronoidiagramm eingefu¨gt sind. Dieses Verfahren eignet sich
insbesondere fu¨r Situationen, bei denen vermehrt Punkte entfernt und wieder ein-
gefu¨gt werden mu¨ssen, da speziell das Einfu¨gen von Punkten ein charakteristischer
Bestandteil des Algorithmus ist. Die Laufzeit des Algorithmus liegt in O(n2).
Sweepverfahren hingegen
”
fegen“ den gegebenen Raummit einem Sweep-Hyperraum
aus und berechnen sukzessive das Ergebnis. Fu¨r die Berechnung des Voronoidia-
gramms in der Ebene bedeutet dies, dass sich eine Sweepgerade von links nach
rechts durch die Ebene bewegt. Bei jedem Beru¨hren eines Punktes aus der Punkt-
menge wird dieser in das bis dahin errechnete Voronoidiagramm eingefu¨gt. Dieses
wird so von links nach rechts vervollsta¨ndigt. Eine detaillierte Beschreibung des
Verfahrens ist bei [Wad04b] zu finden. Ein nachtra¨gliches Einfu¨gen von beliebigen
Punkten in das Voronoidiagramm fu¨hrt zu einer vollsta¨ndigen Neuberechnung - ein
wesentlicher Unterschied zur inkrementellen Konstruktion. Die Laufzeit des Sweep-
verfahrens liegt in O(n logn).
Ein ha¨ufig praktiziertes Verfahren zur Lo¨sung komplexer Probleme ist das
”
Divide
and Conquer“ Verfahren. Zuerst wird das Problem solange in kleinere Teilprobleme
zerlegt bis die entstandenen Teilprobleme leicht lo¨sbar sind. Zum Einsatz in der Ebe-
ne eignen sich hierbei Quadtrees, also ein Teilen der Ebene in vier ungefa¨hr gleich
große Bereiche. Der Algorithmus unterteilt die Bereiche wiederum solange rekursiv,
bis nur noch zwei Referenzpunkte im Gebiet vorliegen. Die Lo¨sungen der Teilpro-
bleme sind sehr schnell und einfach zu berechnen und werden dann schrittweise zur
Gesamtlo¨sung zusammengesetzt. Die Laufzeit liegt wie schon beim Sweepverfahren
in O(n logn).
Ein sehr interessantes Verfahren ist die geometrische Transformation. Hier wird ein
anderes aber a¨hnliches geometrisches Problem betrachtet, welches einfach oder zu-
mindest einfacher zu berechnen ist. Die Lo¨sung wird dann in die des eigentlichen
Problems transformiert. Das Voronoidiagramm kann auf diese Art durch die Be-
rechnung der unteren konvexen Hu¨lle einer Punktmenge im Raum berechnet werden
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[ES86]. Die Laufzeit richtet sich nach der Laufzeit des Verfahrens zur Berechnung
der konvexen Hu¨lle und kann in O(n logn) liegen. Die Transformation la¨sst sich
dann in Linearzeit O(n) durchfu¨hren. Das heißt, dass durch diese geschickte Trans-
formation der Aufwand erheblich reduziert werden kann, so dass dieses Verfahren
insgesamt in O(n logn) liegt.
Neben den herko¨mmlichen Verfahren werden nun neue Verfahren zur Verallgemei-
nerung von Voronoidiagrammen vorgestellt.
Die bisher betrachteten Verfahren setzen meistens die Euklidische Metrik voraus
und lassen sich in Einzelfa¨llen auf die Minkowski–Metriken verallgemeinern. Der
Grundgedanke fu¨r noch allgemeinere Verfahren ist die Verwendung der in Kapitel
4.2.1 vorgestellten allgemeinen konvexen Distanzfunktionen. Zur Realisierung dieser
Verallgemeinerung wird in diesem Kapitel ein Wachstumsalgorithmus vorgestellt.
Die notwendigen Distanzfunktionen ko¨nnen beispielsweise durch geschlossene para-
metrisierte Kurven, welche Einheitsgebiete bilden, dargestellt werden. Der jeweilige
Referenzpunkt liegt dabei stets im Inneren eines solchen Gebietes. Der vorgestellte
Wachstumsalgorithmus kann dann auf diesen Gebieten operieren.
4.3.2 Gewichtetes Wachstum
Die Konturlinien der gewa¨hlten Distanzfunktion starten beim Wachstum mit einer
Distanz von Null und schneiden sich nach einer endlichen Anzahl von Iterationen.
Die so gebildeten Schnittpunkte haben alle den gleichen Abstand von den Referenz-
punkten und formen in ihrer Gesamtheit das Voronoidiagramm. Ein Beispiel hierzu
ist in Abbildung 4.17 zu sehen. Bei den bekannten Verfahren zur Konstruktion von
Abbildung 4.17: Schrittweises Wachstum.
Voronoidiagrammen liegt die Priorita¨t auf der Geschwindigkeit zur Erstellung des
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Diagramms. Dabei werden immer einfache mathematische Metriken, welchen keiner-
lei Gewichtung unterliegt, benutzt. Diese Verfahren scheitern aber meistens aufgrund
ihrer Konstruktion bei Verwendung von komplexeren Distanzfunktionen. Die Flexi-
bilita¨t dieses Wachstumsalgorithmus bildet die grundlegende Eigenschaft fu¨r deren
Einsatz in der Konversion. Alle folgenden Konzepte werden durch Varianten dieses
Wachstumkonzeptes gebildet.
Additiv gewichtetes Wachstum
Wachsen die Generatorgebiete der Referenzpunkte mit gleicher Wachstumsrate aber
unterschiedlichen Startzeiten, dann resultieren daraus die additiv gewichteten Voro-
noidiagramme, wobei die Startzeiten gerade den Gewichten wi entsprechen (siehe
Abbildung 4.18: Additives Wachstum zu den Zeitpunkten t0,t5 und t10.
Abbildung 4.18).
Okabe et al. [OBSC99] erwa¨hnen, dass die Johnson-Mehl Tessellation ein Spezialfall
der additiv gewichteten Voronoidiagramme ist. Dabei entsprechen die wi gerade den
Zeiten ti, bei denen die Referenzpunkte erstmals auftauchen.
Multiplikativ gewichtetes Wachstum
Multiplikative Voronoidiagramme (siehe Abbildung 4.19) werden erzeugt, indem die
Generatoren zwar zur selben Zeit, aber mit unterschiedlichen Wachstumsgeschwin-
digkeiten, entsprechend den wi, gestartet werden.
Jeder Referenzpunkt besitzt ein Gewicht; wird nun der Bisektorpunkt auf der Strecke
von pi und pj bestimmt, so teilt dieser Punkt gerade die Strecke im Verha¨ltnis wj : wi.
Die Bisektoren sind somit zusammengesetzt aus Teilkreisbo¨gen.
Satz 6 Das Wachstum der Generatorgebiete Ci mit der jeweiligen Geschwindigkeit
wi entspricht gerade der Konstruktion von Voronoidiagrammen basierend auf mul-
tiplikativ gewichteten Distanzfunktionen.
Beweis: Ohne Beschra¨nkung der Allgemeinheit wachse der Generator Ci mit Ge-
schwindigkeit x und Cj mit Geschwindigkeit y. Dann bringt eine Gewichtung der
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Abbildung 4.19: Multiplikatives Wachstum zu den Zeitpunkten t0,t5 und t10.
Distanzfunktion von Ci mit 1/x und von Cj mit 1/y gerade ein Teilungsverha¨ltnis
der Strecke pipj von y : x. Sei nun wj = y und wi = x. Daraus folgt die obige
Behauptung [HRSS05], [HSS+05].
4.3.3 Richtungsabha¨ngiges Wachstum
Eine mo¨gliche Erweiterung der betrachteten Voronoialgorithmen besteht in der Aus-
nutzung der beiden orthogonalen Koordinatenachsen im R2.
Wird zum Beispiel eine Minkowski-Metrik durch ein Gewicht wi am Punkt qi mul-
tiplikativ skaliert, so ergibt sich:
d(qi, x) =
1
wi
p
√
|qi1 − x1|p + |qi2 − x2|p (4.17)
Diese Gleichung la¨sst sich umformen zu:
d(qi, x) =
p
√(
1
wi
)p
|qi1 − x1|p +
(
1
wi
)p
|qi2 − x2|p (4.18)
Stehen nun in jedem qi zwei Gewichte wi1 und wi2 zur Verfu¨gung, so la¨sst sich durch
obige Formel leicht eine richtungsabha¨ngige Distanzfunktion dds definieren:
dds(qi, x) =
p
√(
1
wi1
)p
|qi1 − x1|p +
(
1
wi2
)p
|qi2 − x2|p (4.19)
Dadurch ko¨nnen nun zwei Datenaspekte gleichzeitig durch Voronoidiagramme dar-
gestellt werden. Diese Datenaspekte werden durch die beiden Raumrichtungen x
und y visualisiert, indem die Ausdehnung in x- und y-Richtung mit den jeweiligen
Teilgewichten wi1 und wi2 multiplikativ verknu¨pft sind. Das heißt, die Gewichtung
ist u¨ber die Koordinatenachsen kodiert.
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Dies kann im Wachstumsalgorithmus durch separates Wachstum in beide Achsen-
richtungen mit den jeweiligen Geschwindigkeiten wi1 und wi2 realisiert werden.
Die Idee des richtungsabha¨ngigen Wachstums, welche exemplarisch fu¨r Minkowski-
Metriken hergeleitet wurde, ist durch die Art der Implementierung nicht mehr von
der jeweiligen Metrik abha¨ngig und somit auf alle denkbaren Distanzfunktionen an-
wendbar. Aus den Betrachtungen geht insgesamt hervor, dass Topologieerhaltung
bei konvexen Distanzfunktionen mit einer Gewichtung ohne multiplikative Anteile
garantiert werden kann. Bei nicht-konvexen Distanzfunktionen hingegen kann es zu
nicht zusammenha¨ngenden Gebieten kommen.
Kapitel 5
Visualisierungsstrategien
In dem letzten Kapitel wurde das Verfahren der Voronoidiagramme generalisiert, so
dass es fu¨r das Information Clustering eingesetzt werden kann. In diesem Kapitel
wird nur der Bereich der Visualisierung behandelt. Es werden zwei grundsa¨tzliche
Strategien entwickelt, die sich fu¨r die Visualisierung der heterogenen Daten im Be-
reich der Stadtplanung eignen. Entscheidende Kriterien fu¨r die Auswahl der Tech-
niken waren deren Eignung multivariate Daten zu handhaben und diese in einen
Bezug zu einer Karte darstellen zu ko¨nnen. Besonders wichtig ist es mit Hilfe dieser
Techniken die Ergebnisse interpretieren zu ko¨nnen.
In Kapitel 5.1 wird zuna¨chst auf bestehende Techniken eingegangen, um deren Vor-
teile zu sondieren, deren Eignung fu¨r den gegebenen Einsatzbereich zu testen und
konkrete Anforderungen an die fu¨r diese Arbeit beno¨tigten Visualisierungsstrategien
herzuleiten.
In Kapitel 5.2 wird das Picklock-Icon aus dem Bereich der Iconbasierten Visualisie-
rungstechniken vorgestellt und anschließend in Kapitel 5.3 der Spike-Tree aus dem
Bereich der Botanischen Informationsvisualisierung.
5.1 Anforderungen
Die Techniken der Iconbasierten Informationsvisualisierung werden in die Klasse der
explorativen Visualisierungstechniken (siehe Kapitel 2.2.1) eingeordnet, welche vor
allem fu¨r die Darstellung von diskreten, multivariaten Daten eingesetzt werden und
diese in visuelle Texturen verwandeln. Diese Iconbasierten Visualisierungen u¨bert-
ragen nicht sichtbare und unentdeckte statistische Strukturen der Daten in visuelle
Strukturen wie Inseln, Streifen oder Gradienten.
Der Mensch ist in der Lage Unterschiede in Texturen sehr effizient zu unterscheiden.
Des Weiteren nutzt er Abweichungen in Texturen als Quelle wichtiger Informationen
fu¨r die Erkennung und Wahrnehmung von Objekten. Daher nimmt der Anwender
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die statistischen Eigenschaften der Daten als Eigenschaften der dargestellten Tex-
tur sehr gut wahr. Die Iconbasierten Techniken eignen sich somit sehr gut fu¨r den
beabsichtigten Einsatz in der Stadtplanung.
Durch die U¨bertragung der Parameter auf die visuellen Strukturen der Icons liefern
diese Techniken die beno¨tigte Flexibilita¨t, die zur Exploration der multivariaten,
ra¨umlich zusammenha¨ngenden Daten beno¨tigt wird.
Die bisher aus diesem Bereich eingesetzten Techniken haben den Nachteil, dass sie
fu¨r spezielle Anwendungen entwickelt wurden und damit fu¨r den hier vorliegen-
den Einsatzbereich nicht genu¨gend Flexibilita¨t aufweisen. Beispielsweise sind sie auf
maximal sieben Dimensionen beschra¨nkt und nur teilweise dreidimensional ausge-
richtet. Ihr Vorteil liegt in der prinzipiellen Erweiterbarkeit der Techniken und ihre
grundsa¨tzliche Eignung fu¨r den vorliegenden Anwendungsbereich. Das in Kapitel
5.2 entwickelte Picklock-Icon nutzt diese Vorteile und kombiniert sie mit einer ge-
eigneten Ausrichtung auf den Bereich der Stadtplanung. Durch die ra¨umlich zusam-
menha¨ngende Visualisierung des Picklock-Icons ist es mit dieser Methode mo¨glich
das zugrundeliegende generelle Voronoidiagramm implizit mit zu visualisieren. In
Abha¨ngigkeit von dem Mapping der Daten auf die visuellen Strukturen des Picklock-
Icons a¨hnelt die Visualisierung einer Graslandschaft (siehe Abbildung 5.4) und spie-
gelt somit die Tessellierung des berechneten Voronoidiagrammes sehr gut wieder.
Der Vorteil der Iconbasierten Visualisierungstechniken, die Daten ra¨umlich zusam-
menha¨ngend darstellen zu ko¨nnen, birgt aber auch Nachteile. Durch den ra¨umli-
chen Zusammenhang u¨berdeckt die Visualisierung eine darunter liegende Karte. In
Abha¨ngigkeit davon, welche Strukturen der Daten auf welche visuellen Strukturen
des Icons u¨bertragen werden, kann das ein sehr unerwu¨nschter Nebeneffekt sein.
Es ist somit sinnvoll weitere Visualisierungstechniken zu diskutieren, die prinzipiell
punktorientiert arbeiten und damit diese Probleme verhindern. Hierachische Tech-
niken stellen Daten in Form von hierachisch aufgeteilten Untereinheiten dar. Im Fall
von multidimensionalen Datensa¨tzen dienen dabei selektierte Dimensionen zur Auf-
teilung des Datensatzes und zum Aufbau der Hierachie.
Es bieten sich Techniken an, die sowohl dreidimensional orientiert sind als auch
punktorientiert arbeiten und somit die multivariaten Daten optimal repra¨sentieren
ko¨nnen. Besonders die Techniken der Botanischen Informationsvisualisierung sind in
diesem Zusammenhang erfolgversprechend. Der Vorteil der kontextsensitiven Dar-
stellung der Daten in Bezug zu einer Karte machen sie sehr interessant fu¨r den
Anwendungsbereich der Planung. Bei diesem Verfahren werden bereits geu¨bte sen-
sorische Fa¨higkeiten der Akteure optimal fu¨r die Visualisierung genutzt.
Eine Variante der botanischen Visualisierung ist die Darstellung als dreidimensiona-
ler Baum. Ein enormer Vorteil dieser Variante ist der intuitive Zugang der Anwender
zu der Visualisierung. Durch die A¨hnlichkeit mit den biologischen Vorbildern ist es
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dem Benutzer intuitiv mo¨glich die einzelnen Elemente und ihre Anordnungen visuell
extrahieren zu ko¨nnen.
Mo¨gliche Probleme hinsichtlich der Interpretierbarkeit der Darstellung lassen sich
durch das hinzunehmen einzelner Kriterien vermeiden. Beispiele hierfu¨r sind sehr
lange, du¨nne A¨ste und ein U¨berlappen der Bla¨tter. Aus symmetrischen Gru¨nden
wurden die Fru¨chte an den oberen A¨sten des in Kapitel 5.3.1 eingefu¨hrten Spike-
Trees kugelfo¨rmig gewa¨hlt.
5.2 Picklock-Icon
In diesem Kapitel werden zuna¨chst zwei Iconbasierte Visualisierungstechniken vor-
gestellt, die die Grundlage fu¨r das entwickelte Picklock-Icon bilden. Dieses neue Icon
unterstu¨tzt die Visualisierung der multivariaten Informationen aus dem Bereich der
Stadtplanung optimal.
Ausschlaggebend fu¨r die Wahl der Icon- und Glyph-basierten Techniken sind deren
Vorteile in Bezug auf die Darstellung der Informationen im Kontext zu einer Karte.
Dazu wird zuna¨chst auf das Stick-Figure-Icon von Ronald M. Picket und Georges
Grinstein [RP88] und anschließend das Velcro-Icon von Rob Erbacher und Georges
Grinstein [EG95] eingegangen.
5.2.1 Stick-Figure- und Velcro Icon
Das von Picket und Grinstein entwickelte Stick-Figure-Icon besteht aus fu¨nf mitein-
ander verbundenen Liniensegmenten. Dabei ist eines der Liniensegmente der Rumpf
des Icons und die restlichen vier sind die Glieder. Die gesamte Icon-Familie (siehe
Abbildung 5.1) besteht aus zwo¨lf Mitgliedern, von denen jedes durch seine Art und
Weise, wie es mit dem Rumpf oder den anderen Gliedern verbunden ist, definiert
wird. Dabei eigenen sich die einzelnen Mitglieder der Familie fu¨r unterschiedlichste
Datensa¨tze - insbesondere aber fu¨r ra¨umlich zusammenha¨ngende Daten.
Die zu untersuchenden Daten werden auf das Icon abgebildet, indem sie den ein-
zelnen Gliedern zugeordnet und dessen Winkel zum Rumpf kontrolliert werden.
Dadurch ko¨nnen mit jedem Mitglied der Familie Daten bis zu vier Dimensionen
dargestellt werden - und durch die Orientierung des Rumpfes sogar noch eine fu¨nfte
Dimension.
Abbildung 5.2 zeigt ein integriertes Bild von fu¨nf Datenkana¨len des Wettersatelliten
NOAA-7 AVHRR, das das westliche Ende des Lake Ontario und die o¨stliche Spitze
des Lake Erie in Nord-Amerika darstellt. Die untere Mitte des Bildes liegt ungefa¨hr
u¨ber den Niagarafa¨llen.
Bei der Berechnung des Bildes wurde das Mitglied 12 der Stick-Figure Familie (siehe
Abbildung 5.1) verwendet. Die Abbildung der Daten auf den Rumpf und die Ge-
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Abbildung 5.1: Stick-Figure-Icon-Familie
staltung der einzelnen Glieder wurden so gewa¨hlt, dass einer der visuellen Kana¨le
die Orientierung des Rumpfes kontrolliert und die restlichen visuellen Kana¨le die
beiden Glieder, die am na¨chsten zum Rumpf liegen. Die beiden IR-Kana¨le kontrol-
lieren letztlich die beiden a¨ußersten Glieder.
Insgesamt entsteht trotz fehlender Grauwert-Kodierung ein auffallend gut struktu-
riertes Bild. Dieses Bild demonstriert sehr scho¨n, wie stark sich die einzelnen Regio-
nen in der Anordnung der Icons auf Basis von Textur-Unterschieden differenzieren
lassen.
In gegenwa¨rtigen Anwendungen wird typischerweise nach Regionen gesucht, die aus
den Daten nicht direkt ersichtlich sind.
Das von Erbacher und Grinstein entwickelte Velcro-Icon (Abbildung 5.3) besteht aus
einer geraden Basis und einer gekru¨mmten oder hakenfo¨rmigen Spitze. Wa¨hrend die
Icons selbst dreidimensional sind, werden sie in einem zweidimensionalen Gitter plat-
ziert. Dabei werden Orientierung, Form und Gro¨ße des resultierenden Icons von den
datenabha¨ngigen Parametern Basisla¨nge, Kru¨mmung, Azimuth, Ho¨he, Rotation der
Spitze, Basisintensita¨t und Intensita¨t der Spitze kontrolliert. Die La¨nge der Spitze
ist dabei fu¨r alle Icons gleich.
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Abbildung 5.2: Visualisierung multispektraler Bilddaten des NOAA-7 AVHRR Wet-
tersatelliten unter Verwendung des Stick-Figure-Icons
Diese und weitere, durch den Benutzer kontrollierbare Parameter, liefern jene Flexi-
bilita¨t, die zur Exploration multivariater Daten beno¨tigt wird. Abbildung 5.4 zeigt
eine Sequenz von vier Satellitenbildern der Great Lakes Region. Der Datensatz be-
steht aus zwei Bildern im sichtbaren Spektrum und zwei Bildern im Infrarotspek-
trum. Die Darstellung wurde dabei um zwei Achsen rotiert, wodurch die Regionen
der Great Lakes durch dreidimensionale Effekte klar zu erkennen sind. Seen fu¨hren
dabei zu konvexen und Gebirgsregionen zu niedrigen Merkmalen. Durch eine Rota-
tion um 180 Grad ko¨nnen die Seen auch konkav werden.
5.2.2 Konzept
Mit dem in Kapitel 5.2.1 beschriebenen Stick-Figure-Icon lassen sich lediglich bis
zu fu¨nf Informationen darstellen, das Velcro-Icon eignet sich fu¨r maximal sieben
Informationen. Die Icons selbst sind zweidimensional und werden zur Generierung
einer ebenfalls zweidimensionalen Textur verwendet. Die datenabha¨ngigen Parame-
ter kontrollieren dabei die Winkel der vier Glieder zum Rumpf und die Orientierung
des Rumpfes.
Keines der beiden Icons eignet sich zur Visualisierung der gegebenen hochdimensio-
84 KAPITEL 5. VISUALISIERUNGSSTRATEGIEN
Abbildung 5.3: Eigenschaften des Velcro-Icons
nalen Informationen im Bereich der Stadtplanung, speziell bei der Konversion von
Fla¨chen. Es wird ein wesentlich flexibleres und aussagekra¨ftigeres Icon beno¨tigt, um
die wachsende Anzahl an Informationen sinnvoll zu bewa¨ltigen. Das neu entwickelte
Picklock-Icon (siehe Abbildung 5.5) hat diese Eigenschaften. Es ist flexibel genug,
um eine wachsende Anzahl von Informationen darzustellen.
Das Picklock-Icon ist verwandt mit dem Mitglied 12 der Stick-Figure-Familie (siehe
Abbildung 5.1). Fu¨r die Erho¨hung der Flexibilita¨t wurde es stark modifiziert und den
gegebenen Bedu¨rfnissen angepasst. Dabei wurde zuna¨chst das vierte Glied entfernt
und anschließend wurde es entsprechend dem Velcro-Icon in die dritte Dimension
erhoben, um so weitere Freiheitsgrade zu erlangen.
Das Picklock-Icon besitzt neben dem Rumpf drei Glieder. Die La¨nge des Rumpfes
und der Glieder lassen sich durch datenabha¨ngige Parameter kontrollieren. Zusa¨tz-
lich ko¨nnen der Rumpf und jedes Glied durch jeweils zwei Parameter um die y-Achse
und die z-Achse rotiert werden. So lassen sich bis zu zwo¨lf Informationen visuali-
sieren. Mit dem Hinzufu¨gen weiterer Glieder am oberen Ende des Icons ko¨nnen mit
jedem neuen Glied weitere drei Informationen visualisiert werden.
Die maximale bzw. maximal sinnvolle Anzahl der Glieder ha¨ngt dabei stark von
den zu visualisierenden Daten ab. Ebenso ha¨ngen auch die Gesamtgro¨ße der Icons,
die La¨nge des Rumpfes und der Glieder sowie die Rotationswinkel um die y- und
z-Achse von den Daten ab.
Um die gegebenen Informationen mit dem Picklock-Icon zu visualisieren, werden
zuna¨chst die einzelnen Informationen auf die Parameter abgebildet, die die La¨nge
und Winkel des Rumpfes und der Glieder kontrollieren. Anschließend werden die
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Abbildung 5.4: Visualisierung eines Satellitenbildes unter Verwendung des Velcro-
Icons [EG95]
Picklock-Icons anhand eines 2D-Rasters in der Ebene positioniert. Die Auflo¨sung
des 2D-Rasters entspricht dabei gerade der Auflo¨sung der Textur, die das gewichte-
te Voronoidiagramm entha¨lt.
5.2.3 Umsetzung
In Abbildung 5.6 ist der Ausschnitt einer topographischen Karte (TK 25) der Stadt
Koblenz zu sehen. Sie ist einer historischen Sammlung von TK-25 Ausgaben des
”
Landesamt fu¨r Vermessung und Geobasisinformation Rheinland-Pfalz, Koblenz“
[LVe04] entnommen und mit einem Bildbearbeitungsprogramm u¨berarbeitet wor-
den. Der abgebildete Kartenausschnitt ist eindeutig durch die Universal Transverse
Meractor- bzw. Gauß-Kru¨ger-Koordinaten der Eckpunkte definiert.
Die zu den Konversionsfla¨chen geho¨renden Daten enthalten Informationen u¨ber die
Lage, die Gro¨ße und den Nutzungsgrad der Fla¨chen. Zusa¨tzlich gibt es drei unter-
schiedliche Sichtweisen auf die Daten bzw. drei Interessengruppen, die die Daten
unterschiedlich stark gewichten: das Land, der Verka¨ufer und der Investor.
Zusa¨tzlich zu diesen Daten kommen verschiedene Parameter von Seiten der Akteure
hinzu. Dieser ist beispielsweise auf der Suche nach einer Fla¨che mit einer bestimmten
Gro¨ße und einem bestimmten Nutzungsgrad. Fu¨r erste Testzwecke wurden die Pa-
rameter auf diese Informationen begrenzt. Zusammen ergeben sich zuna¨chst neun
verschiedene Informationen, die mit dem Picklock-Icon visualisiert werden sollen.
Die Gewichte der einzelnen Voronoiregionen ergeben sich dabei anhand der unter-
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Abbildung 5.5: Das Picklock-Icon
schiedlichen Sichtweisen (siehe Abbildung 5.7) auf die Daten.
Bei der Berechnung der Visualisierung wird mit der Darstellung der Karte begon-
nen, gefolgt von dem gewichteten Voronoidiagramm. Sie endet mit der Berechnung
des Picklock-Icons. Wie in Abbildung 5.8 zu sehen ist, wird das Voronoidiagramm
u¨ber die Karte und die Picklock-Icons wiederum u¨ber das Voronoidiagramm gelegt.
Die Picklock-Icons und das Voronoidiagramm sind dabei in der Transparenz varia-
bel, um dem Anwender einen genu¨gend großen Spielraum bei der Betrachtung der
Visualisierung zu geben.
Nachdem die Berechnung des Voronoidiagramms und der Picklock-Icons gestartet
wurde, wird die Karte in einer der Auflo¨sung des Bildes nahe kommenden Textur
geladen und im Visualisierungsfenster dargestellt (siehe Abbildung 5.9). Das Voro-
noidiagramm wird ebenfalls in einer Textur gespeichert, dessen Auflo¨sung in der
Ho¨he und der Breite identisch ist. Die Auflo¨sung entspricht dem Maximum von der
Breite und der Ho¨he der Textur, die die Karte entha¨lt.
Wie aus Abbildung 5.10 ersichtlich ist, setzen sich die Gewichte ωi der einzelnen
Voronoiorte aus den gegebenen Informationen und den drei Sicht- bzw. Interessen-
gruppen zusammen. Zu jedem Voronoiort existieren drei Informationen: Lage, Gro¨ße
und Nutzungsgrad. Zusa¨tzlich sind fu¨r jede Interessengruppe drei Parameter vorhan-
den, die Lage, Fla¨che und Nutzungsgrad beeinflussen und in der Summe jeweils eins
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Abbildung 5.6: Ausschnitt einer topographischen Karte der Stadt Koblenz
ergeben. Insgesamt setzen sich die Gewichte also aus neun Parametern zusammen.
Die in Abbildung 5.10 markierten Informationen haben aus Sichtweise der jeweiligen
Interessengruppe einen großen, mittleren und geringen Einfluss auf die Bestimmung
des Gesamtgewichtes.
Fu¨r die Berechnung der Picklock-Icons werden die gegebenen Informationen auf die
Kontrollparameter der einzelnen Glieder des Icons abgebildet. Dazu werden analog
zu Abbildung 5.10 die Parameter der Interessengruppen auf die Kontrollparameter
des Picklock-Icons abgebildet.
Dabei kontrollieren Parameter mit mittlerem oder geringem Einfluss die La¨nge bzw.
den Rotationswinkel um die z-Achse des Rumpfes oder des Gliedes. Parameter mit
großem Einfluss kontrollieren die Rotation um die y-Achse, da dies eine gro¨ßere vi-
suelle A¨nderung bewirkt.
Des weiteren besitzen Rumpf und Glieder initiale La¨ngen, die sich aus der Ge-
samtgro¨ße des Icons ergeben. Die Gro¨ße des Icons ha¨ngt direkt von der Gro¨ße der
geladenen Karte ab. Die Winkel des Rumpfes und der Glieder zueinander sind zu
Beginn ebenfalls vorgegeben.
Die Abbildung der einzelnen Sichtweisen bzw. Interessengruppen auf den Rumpf und
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Abbildung 5.7: Sichtweisen auf die Daten
die Glieder ist variabel und kann zum Zeitpunkt der Berechnung ausgewa¨hlt wer-
den. Dies ermo¨glicht dem Benutzer, die Daten aus unterschiedlichen Blickwinkeln
zu betrachten, um so mo¨glichst alle interessanten Eigenschaften der Daten visuell
zu erfassen.
Die Picklock-Icons werden mittels des Voronoidiagramms so in einem 2D-Raster
platziert, dass sie sich nicht u¨berschneiden.
Eine zufa¨llige Anordnung der Icons fu¨hrte automatisch zu U¨berschneidungen und
erzeugt Strukturen, die in den Daten nicht vorhanden sind. Aus diesen Gru¨nden
werden die Icons in regelma¨ßigen Absta¨nden angeordnet (siehe Abbildung 5.11).
5.3 Spike-Tree
Wie bereits gesehen sind Visualisierungstechniken, die letztendlich in einer zweidi-
mensionalen Darstellung der Daten mu¨nden, in diesem Zusammenhang problema-
tisch: Die Darstellung u¨berlagert die ebenfalls zweidimensionale Karte, wodurch es
schwierig ist, die Daten in einen ra¨umlichen Bezug zur Karte zu setzen. Besonders
vorteilhaft sind deshalb Techniken, die in drei Dimensionen arbeiten.
Von den in Kapitel 2.2.2 angefu¨hrten Visualisierungstechniken nutzen lediglich die
in Kapitel 5.2.1 beschriebenen Stick-Figures und die Cone-Trees sowie die Technik
der Botanischen Informationsvisualisierung die dritte Dimension.
Die Sta¨rke der Cone-Tree-Technik [GR91] liegt in der optimalen Ausnutzung der
dritten Dimension des Darstellungsraumes und in der fu¨r den Anwender gegebenen
Mo¨glichkeit, die Kegel zu drehen und heranzuzoomen. Hierdurch ko¨nnen neben der
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Abbildung 5.8: Vorgehensweise bei der Berechnung und Darstellung von Karte, Voro-
noidiagramm und Picklock-Icons
gesamten Informationsdarstellung auch lokale Details betrachtet werden. Allerdings
erweist sich diese nur dann als notwendig, wenn die darzustellende Informations-
struktur sehr umfangreich und verschachtelt ist, wie zum Beispiel bei der Darstel-
lung der Daten und Programme einer Festplatte. Diese extrem hohe Komplexita¨t
ist bei den vorliegenden Daten nicht gegeben.
Die Landscape-Technik nutzt zwar ebenfalls die dritte Dimension, sie eignet sich je-
doch nicht zur Darstellung graph-basierter, hierachischer Informationen und scheidet
dardurch fu¨r den gegebenen Anwendungszweck ebenfalls aus.
5.3.1 Botanische Visualisierung
Der Vorteil der botanischen Informationsvisualisierung liegt in der kontextsensitiven
Darstellung der Daten in Bezug zu einer Karte. Streng genommen bietet sich diese
Technik fu¨r die Darstellung hierachischer Daten an, sie hat jedoch auch in anderen
Bereichen ihre Vorteile. Die gewu¨nschte Visualisierungstechnik sollte sich ra¨umlich
mit dem Ausschnitt einer Landkarte u¨berlagern, wie das auch bei dem Picklock-Icon
der Fall ist.
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Abbildung 5.9: In die Textur geladene Karte
Kleiberg, van de Wetering und van Wijk stellen in [KvdWvW01] eine Methode vor,
wie auf effektive Art und Weise eine große Anzahl von Elementen gruppiert und
dargestellt werden kann. Dabei verwenden sie einen rekursiven Ansatz.
Fu¨r die Darstellung hierachischer Daten werden bevorzugt sogenannte trees verwen-
det, in dem Kontext der Darstellung von Dateisystemen wird auch von einem Ver-
zeichnisbaum gesprochen. Diese Methoden haben das Problem, dass sie bezu¨glich der
Anzahl der gleichzeitig darstellbaren Elemente limitiert sind, da der zur Verfu¨gung
stehende Platz nicht effektiv genutzt wird. Eine Lo¨sung fu¨r das Problem in 2D bie-
ten die in Kapitel 2.2.1 vorgestellten Treemaps [Shn92], [Joh93]. Diese nutzen den
zur Darstellung verfu¨gbaren Platz effizient aus.
Eine weitere Mo¨glichkeit ist die Erweiterung des Darstellungsraumes um eine weite-
re Dimension, d.h. die ra¨umliche, dreidimensionale Darstellung der Ba¨ume. Das Ziel
hierbei ist, die Elemente und ihre Anordnung trotz ihrer großen Anzahl mo¨glichst
einfach durch den Betrachter visuell extrahieren zu ko¨nnen. Baumdarstellungen, bei
denen eine große U¨bereinstimmung ihres Aussehens mit dem ihrer echten, biologi-
schen Vorbildern erreicht wird, erfu¨llen diese Anforderungen.
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Abbildung 5.10: Bestimmung der Gewichte
Ader-Modell botanischer Ba¨ume
Bei der Visualisierung ist die Struktur der Ba¨ume durch die darzustellenden Daten
determiniert, wodurch sich die Modellierung relativ einfach gestaltet. Dazu wird das
strand model zur Darstellung natu¨rlich aussehender Ba¨ume von Holton [Hol94] in
vereinfachter Form verwendet. Die Adern werden benutzt, um die innere Gefa¨ßstruk-
tur eines Baumes nachzuahmen. Dabei wird der kleinste Ast durch eine einzige Ader
und jeder andere Ast durch die Anzahl von Adern dargestellt, die der Summe der
Adern der A¨ste entsprechen, in die er weiter unterteilt wird. Die Adernbu¨ndel, welche
die verschiedenen A¨ste repra¨sentieren, werden in Form eines Zylinders dargestellt.
Ader-Modell von Verzeichnisba¨umen
Um mit dem strand model ein dreidimensionales Modell eines Verzeichnisbaumes zu
generieren, muss zuerst festgelegt werden, wie die Unterverzeichnisse und Dateien
an den Verzweigungspunkten abgespalten werden. Damit das Ergebnis einem ech-
ten Baum oder einer Pflanze a¨hnelt, werden in absteigender Reihenfolge zuerst die
gro¨ßten Unterverzeichnisse und Dateien abgespaltet. Abbildung 5.12 verdeutlicht
dies. In der Abbildung ist oben ein Node-Link-Diagramm einer Verzeichnisstruktur
und darunter das korrespondierende Ader-Modell zu sehen. Die Zahlen entsprechen
der Gro¨ße der Dateien und Verzeichnisse.
Obwohl ein Verzeichnisbaum im Allgemeinen kein Bina¨rbaum ist, ist das Ergebnis
der Visualisierung nach diesem Modell dennoch ein bina¨rer Baum, denn bei ab-
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Abbildung 5.11: Visualisierung multivariater Daten unter Verwendung der
Manhattan-Metrik und des Picklock-Icons
und aufsteigender Rekursion wird jeweils ein Ast abgespalten. Die zur Modellierung
notwendige Anzahl von Adern wird durch die rekursive Funktion
strands(dir) =
∑
d∈dl
strands(d) +
∑
f∈fl
f.size (5.1)
berechnet. Die Funktion traversiert die Verzeichnisse bis hinunter zur Dateiebene
und liefert die Gro¨ße der Dateien f in den jeweiligen Verzeichnissen d zuru¨ck. Nach
Beendigung der Rekursion liefert strands(dir) eine zur Gro¨ße des Verzeichnisses dir
proportionale Anzahl von Adern zur weiterfu¨hrenden Modellierung. Der fortlaufen-
de Ast eines großen Verzeichnisbaumes besitzt dann vergleichsweise viele Adern,
dargestellt durch ein dickes und langes erstes Segment.
Die grafische Darstellung des Modells in Abbildung 5.13 weißt Probleme hinsichtlich
der Interpretierbarkeit durch den Benutzer auf. So ist z.B. die Verzweigungsstruk-
tur unu¨bersichtlich. Verzeichnisse mit einer großen Zahl von Unterverzeichnissen
und Dateien fu¨hren zu sehr langen und du¨nnen A¨sten. Außerdem ist es mo¨glich,
dass die Bla¨tter sich zu stark u¨berlappen und somit die Visualisierung behindern.
Das erste Problem wird durch eine Gla¨ttung der U¨berga¨nge zwischen zwei Zylin-
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Abbildung 5.12: Node-Link-Diagramm und entsprechendes Ader-Modell
dern mittels Extrusion behoben. Um zu verhindern, dass die A¨ste zu lang und zu
du¨nn werden, wird zusa¨tzlich ein Entscheidungskriterium (Kontraktion) eingefu¨hrt,
welches die Darstellung von neuen Sta¨mmen dann verhindert, wenn nicht minde-
stens eine vorgegebene Anzahl von Adern vom u¨bergeordneten Stamm abgespaltet
werden.
Wichtig ist in diesem Zusammenhang, die U¨berlappung der Bla¨tter zu verhindern.
Hierfu¨r wird ein Symbol verwendet, welches eine Frucht darstellt und aus einer Ku-
gel und einem darauf aufsetzenden Kegel besteht. Dabei wird die Kugel am Ende
eines Astes in so viele Schichten aufgeteilt, wie Elemente dargestellt werden sollen.
Die so unterteilte Kugel wird in Anlehnung an [LD99] Phi-Ball genannt.
Die Fla¨che und die Ho¨he der einzelnen Schichten ist dabei proportional zur Gro¨ße
der entsprechenden Dateien. Anschließend wird auf jeder Schicht ein Kegel platziert
und um den Winkel β zur u¨bergeordneten Scheibe gedreht. Um ein optisch anspre-
chendes Ergebnis zu erzielen, werden die Kegel so berechnet, dass sie tangential an
der Kugeloberfla¨che aufsetzen.
Im Querschnitt betrachtet verla¨uft die Achse eines Kegels entlang der z-Achse. Die
Hypothenuse des Schnittdreiecks besitzt die La¨nge c. Aus diesen Werten ko¨nnen der
Punkt T an der Spitze des Kegels, der Basispunkt B und der Radius der Bodenfla¨che
berechnet werden (siehe Abbildung 5.14). Mit diesen drei Parametern wird der Kegel
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Abbildung 5.13: Verzeichnisbaum
positioniert und anschließend um den Winkel ∠POQ um die x-Achse rotiert. In den
folgenden Schleifendurchla¨ufen wird ein Kegel mit dem Winkel β = 360/ϕ um die
y-Achse rotiert. Der Vorteil bei der Verwendung von Kegeln anstelle von Farbkleck-
sen auf den Kugeloberfla¨chen ist die Ausnutzung der dritten Dimension: Kegel, die
große Dateien symbolisieren, treten entsprechend gro¨ßer hervor, wohingegen kleine
Dateien eher als flache Kegel erscheinen. Durch die zusa¨tzliche Verwendung farbiger
Kegel ko¨nnen verschiedene Dateitypen unterschieden werden.
5.3.2 Konzept
In Kapitel 5.3.1 wurde dargestellt, dass sich die Technik der Botanischen Informa-
tionsvisualisierung besonders zur Darstellung hierachischer Daten eignet. Wie beim
Picklock-Icon wird die sichtspezifische, hierachische Anordnung der Daten in Form
eines Graphen (siehe Abbildung 5.7) erfasst. Deswegen wird bei dem Spike-Tree die
Struktur des Graphen mittels einer Baumdarstellung in drei Dimensionen visuali-
siert.
In diesem Kapitel wird der Aufbau des eigentlichen Spike-Trees beschrieben. Die
darzustellenden Informationen wurden zuna¨chst ausschließlich in den Baumfru¨chten
kodiert. Fu¨r die vorliegende Eignungspru¨fung der Methoden reicht diese Codierung
der Informationen aus, eine Erweiterung auf eine Codierung in Stamm und A¨sten
stellt jedoch kein Problem dar.
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Abbildung 5.14: Konstruktion des Phi-Balls
Der untere Teil des Baumes besteht aus einem auf dem Schwerpunkt der jeweiligen
Voronoiregion stehenden Stamm. Am oberen Ende des Stammes zweigt dann fu¨r je-
de Interessengruppe jeweils ein Ast ab. Von diesen drei A¨sten zweigen dann wieder
drei A¨ste ab, die eine Beschreibung der einzelnen Parameter darstellen und jeweils
in der Farbe der jeweiligen Interessengruppe markiert sind.
Die Fru¨chte an den Enden der neun oberen A¨ste sind aus Symmetriegru¨nden ku-
gelfo¨rmig gewa¨hlt. Die hierachische Struktur des Baumes ist somit vollkommen ana-
log zu der des Graphen in Abbildung 5.7. Die Informationen aus Abbildung 5.18
werden dabei durch die Gro¨ße der Fru¨chte visualisiert. Je nach Einfluss der Para-
meter (+, o, -) wird der initial vorgegebene Radius der Kugeln dementsprechend
gro¨ßer oder kleiner skaliert.
Der eigentliche Spike-Tree entsteht jedoch erst durch die Hinzunahme eines Kegels
zu jeder kugelfo¨rmigen Frucht. Genau wie die Radien der Kugeln, wird auch die
Ho¨he dieser Spikes durch die Parameter kontrolliert. Aus a¨sthetischen Gru¨nden und
damit es fu¨r den Benutzer mo¨glichst einfach ist, die Informationen durch die Vi-
sualisierung zu interpretieren, werden die Spikes so platziert, dass deren gekru¨mmte
Oberfla¨che tangential mit denen der Kugeln abschließen. Dies verdeutlicht in Abbil-
dung 5.17 der rechte Winkel auf der linken Seite der Frucht.
Zur Darstellung des Spikes muss die Ho¨he s und der Radius x des Spike-Kegels
berechnet werden. Der Radius r der Frucht und der Wert h, der die Ho¨he des Spikes
beeinflusst, sind durch die Kontrollparameter gegeben. Zusa¨tzlich ist es fu¨r den Be-
nutzer wa¨hrend des Visualisierungsprozesses mo¨glich, den Wert von h und damit
die Ho¨he des Spike-Kegels interaktiv zu variieren.
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Abbildung 5.15: Berechnung der Kegelparameter
Um den Radius x des Kegels zu berechnen, wird zuna¨chst der Winkel α bestimmt:
α = arcsin
h
r
(5.2)
Anschließend wird u¨ber den Winkel α der Radius x wie folgt berechnet:
x = r · cos(α) (5.3)
Die Forderung, dass der Kegel tangential auf der kugelfo¨rmigen Frucht aufsetzen
soll, liefert schließlich die Ho¨he s des Kegels:
s =
r
sin(α)
− h (5.4)
Vor der Platzierung auf der Kartentextur werden die Spike-Trees soweit verklei-
nert, dass es zwischen ihnen zu keiner U¨berscheidung kommt. Der entsprechende
Skalierungsfaktor aller Spike-Trees wird in vier Schritten bestimmt:
1. Berechnung des minimalen Abstandes der Voronoiorte
2. Bestimmung des maximalen Skalierungsparameters der Baumfru¨chte
3. Ermittlung der maximalen Baumausdehnung in einer Richtung mittels dieses
Skalierungsparameters
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Abbildung 5.16: Modell mit Kontraktion, Extrusion und Phi-Ball
4. Berechnung des Spike-Tree-Skalierungsfaktors, so dass die Ba¨ume unter An-
nahme maximaler Ausdehnung und minimalen Abstandes keine U¨berschnei-
dungen aufweisen
Dazu muss gelten: die maximale Baumausdehnung in einer Richtung darf ho¨chstens
der Ha¨lfte des minimalen Abstandes der Voronoiorte entsprechen. Durch dieses
Worst-Case-Szenario fallen die Ba¨ume unter Umsta¨nden relativ klein aus, jedoch
gestaltet sich die Skalierungsberechnung unter diesen vereinfachten Annahmen un-
kompliziert und schnell. Ein weiterer Vorteil der Skalierungsberechnung ist die An-
passung der Gro¨ße der Spike-Trees an die Ausmaße der Kartentextur. Da die Be-
rechnung in Canvas-Koordinaten von den Absta¨nden der Voronoiorte in der Karten-
textur abha¨ngt, sind zum Beispiel die Ba¨ume bei einer niedriger aufgelo¨sten Karte
dementsprechend kleiner. Wurden die Ba¨ume skaliert, werden sie oberhalb der Tex-
turen von Karte und Voronoidiagramm an den zugeho¨rigen Orten platziert (Abbil-
dung 5.19).
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Abbildung 5.17: Parameter und Berechnung eines Spike-Kegels
5.3.3 Umsetzung
Als Grundlage fu¨r ein konkretes Beispiel dient wie bei dem Picklock-Icon die To-
pographische Karte der Stadt Koblenz (siehe Abbildung 5.6). Durch den hohen
Detaillierungsgrad der Karte eignet sie sich auch besonders fu¨r die Umsetzung des
Spike-Trees. Neben jeder Art von Straßen sind auch kleinere Wege und die fu¨r den
vorliegenden Zweck notwendigen Fla¨chen -bebaut oder unbebaut- verzeichnet.
Die grafische Oberfla¨che der zugrundeliegenden CD-ROM erlaubt es, von jedem
anwa¨hlbaren Ort eines Kartenausschnittes die Gauß-Kru¨ger-Koordinaten oder die
Ortskoordinaten nach der universalen Mercator-Projektion zu ermitteln. Zusa¨tz-
lich besteht die Mo¨glichkeit Entfernungen und Fla¨cheninhalte zu messen. Dadurch
wird den Konversionsfla¨chen eine eindeutig definierte Ortsposition und Fla¨chengro¨ße
zugeordnet. Dazu kommen Informationen u¨ber den Nutzungsgrad der Fla¨che und
die Parameter, welche die Daten der Konversionsfla¨che aus den drei verschiedenen
Sichtweisen heraus gewichten. Die Sichtweisen entsprechen dabei denen von Land,
Verka¨ufer und Investor. Wie beim Picklock-Icon sind die darzustellenden Informa-
tionen somit zuna¨chst auf neun begrenzt (siehe Abbildung 5.7).
Diese Abbildung beschreibt prinzipiell eine hierachische Anordnung von Informatio-
nen bzw. Daten. Der Wurzelknoten entspricht dabei einer allgemeinen Gesamtsicht
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Abbildung 5.18: Bestimmung der Gewichte eines Voronoiortes
auf die Daten einer Konversionsfla¨che. Auf der na¨chsten Ebene wird die Sichtweise
durch die drei an der Konversion beteiligten Interessengruppen Land, Verka¨ufer und
Investors genauer spezifiziert. Dazu kommen die sichtweisenabha¨ngigen Parameter
Lage, Gro¨ße und Nutzungsgrad.
Fu¨r die vorliegende Anzahl von neun Informationen ist die Komplexita¨t der Darstel-
lung begrenzt, was sich vorteilhaft auf die visuelle Interpretation der Daten durch
den Benutzer auswirkt. Die gewa¨hlte Methode la¨sst eine Erweiterung auf eine sehr
große Anzahl an Dimensionen ohne Probleme zu. In Abbildung 5.20 ist die Baum-
darstellung des Graphen zu sehen. Den Informationen, welche in Abbildung 5.7 auf
unterster Ebene durch die Bla¨tter repra¨sentiert werden, entsprechen in der Baum-
darstellung kugelfo¨rmige Fru¨chte an den Enden der oberen A¨ste. Um diese den
einzelnen Sichtweisen optisch zuordnen zu ko¨nnen, wurden nicht nur die Fru¨chte,
sondern auch die dazugeho¨rigen Teilba¨ume farblich markiert: die Farbe Rot ent-
spricht der Sichtweise des Landes, Gru¨n dem Verka¨ufer und Blau ist dem Investor
zugeordnet.
Fu¨r den vorliegenden prinzipiellen Test fu¨r die Eignung der Methode war es zuna¨chst
ausreichend das Layout des Baumes statisch zu gestalten, d.h. es wurden mit Aus-
nahme der Fru¨chte keinerlei Informationen in der geometrischen Konstruktion des
Baumes codiert. Somit bestehen der Stamm an der Baumbasis und die A¨ste auf
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Abbildung 5.19: Informationsvisualisierung mutlivariater Daten mittels Spike-Tree
der ersten und zweiten Ebene aus Geometrien mit festen Ausmaßen. Ebenfalls wur-
den die Winkel, welche die relative Lage des Stammes, der A¨ste und der einzelnen
Teilba¨ume zueinander beschreiben, fest gewa¨hlt. Abbildung 5.20 zeigt die Basisdar-
stellung des endgu¨ltigen Baumes, den Spike-Tree. Bei diesem wurde die Darstellung
der Fru¨chte dahingehend erweitert, dass sich die visuelle Interpretation durch den
Benutzer noch intuitiver und einfacher gestaltet.
Da den Konversionsfla¨chen und jedem Voronoiort ein Spike-Tree zugeordnet wurde,
la¨sst sich die Eignung der Unterteilung der Konversionsfla¨che in Abha¨ngigkeit der
Sichtweise durch einen optischen Vergleich der zugeho¨rigen Spike-Trees durch den
Benutzer feststellen. Hierfu¨r ist lediglich ein einfacher Gro¨ßenvergleich der Baum-
fru¨chte notwendig. Da als Teilform der Fru¨chte des Spike-Trees die Kugel gewa¨hlt
wurde, ist dies, bedingt durch die Symmetrie in allen drei Raumrichtungen, sehr
einfach und effizient mo¨glich.
Wie auch beim Picklock-Icon wurden die Implementierungsschritte und die Berech-
nung in folgender Reihenfolge vorgenommen.
1. Laden und Anzeigen der Karte als Vorschau
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Abbildung 5.20: Basisdarstellung des Spike-Tree
2. Berechnung und Visualisierung des Voronoidiagrammes
3. Berechnung und Darstellung des Spike-Trees
Die daraus resultierende, endgu¨ltige Visualisierung umfasst die gleichzeitige Darstel-
lung der Karte, des Voronoidiagrammes und des Spike-Trees (siehe Abbildung 5.21).
Dabei wird die das Voronoidiagramm enthaltende Textur u¨ber die Kartentextur ge-
legt und schließlich die Spike-Trees auf diesen beiden Texturen ra¨umlich platziert.
Um dem Benutzer eine gro¨ßtmo¨gliche Freiheit bei dem Betrachten und Interpretie-
ren der Visualisierung zu gewa¨hrleisten, sind die Textur des Voronoidiagramms und
die Grafik der Spike-Trees in ihrer Transparenz bzw. Opazita¨t variabel.
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Abbildung 5.21: Vorgehensweise bei der Visualisierung von Karte, Voronoidiagramm
und Spike-Tree
Kapitel 6
Informationssystem fu¨r die
Stadtplanung
Informationssysteme halten immer mehr Einzug in die Stadtplanung. Oftmals wer-
den hierbei einfach existierende GIS-Systeme mit zusa¨tzlichen Informationen kombi-
niert. Die Lo¨sung komplexer Fragestellungen, wie sie in der Stadtplanung vermehrt
auftreten und in dieser Arbeit behandelt werden, bieten diese Systeme allerdings
nicht an.
In diesem Kapitel wird ein Informationssystem fu¨r die Stadtplanung vorgestellt, das
Lo¨sungen fu¨r verschiedene, komplexe Anwendungen integriert. Mit dem System ist
beispielsweise die Erstellung eines GIS-Berichtes und eines virtuellen Rundganges
mo¨glich. Im Gegensatz zu existierenden Systemen ist in dem vorgestellten System
DaMaViS auch die Bearbeitung komplexer Fragestellungen in dem Bereich des Pla-
nungsablaufes mo¨glich.
Hierzu wird das in Kapitel 3.1 erweiterte Modell des traditionellen Planungsab-
laufes am Beispiel von Konversionsfla¨chen umgesetzt. Fu¨r das Clustering werden
die in Kapitel 4 gefundenen Verfahren eingesetzt. Fu¨r die Visualisierung werden
das Picklock-Icon und der Spike-Tree aus Kapitel 5 verwendet. Das so entstandene
Tool IKone ermo¨glicht die praktische Umsetzung der in dieser Arbeit entwickelten
Verfahren und bietet eine Mo¨glichkeit, auch die komplexen Fragestellungen in der
Stadtplanung zu lo¨sen.
In Kapitel 6.1 werden zuna¨chst grundsa¨tzliche U¨berlegungen zu Systemen in der
Stadtplanung entwickelt sowie das Konzept des im Rahmen dieser Arbeit imple-
mentierten Systems DaMaViS vorgestellt.
Kapitel 6.2 beschreibt den Systemaufbau von DaMaViS mit dem zugeho¨rigen Client-
Server-Modell. In Kapitel 6.2.1 wird das Tool DaVEa vorgestellt, das fu¨r die Ver-
waltung und Aktualisierung der Daten eingesetzt wird. In Kapitel 6.2.2 wird die
Struktur des Clients mit der Clientapplikation CliVViS beschrieben. Der in Kapitel
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6.2.3 beschriebene Server ist die zentrale Komponente des Systems, der die Anfragen
der Clients koordiniert und den Zugriff auf die Datenbanken steuert.
In Kapitel 6.3 werden verschiedene Anwendungen vorgestellt, die im Bereich der
Stadtplanung eingesetzt werden. Zuna¨chst wird in Kapitel 6.3.1 das Tool IKone
vorgestellt, in Kapitel 6.3.2 wird ein GIS-Bericht erstellt und in Kapitel 6.3.3 wird
schließlich ein virtueller Rundgang erzeugt.
6.1 Konzept
In der heutigen Zeit produziert fast jede Anwendungsdoma¨ne sehr große, heteroge-
ne Datenmengen. Fu¨r den Bereich der Stadtplanung ero¨ffnet sich daraus ein immer
breiteres Themenfeld, in dem vermehrt rechnergestu¨tzte Entscheidungshilfen An-
wendung finden. Als Beispiel hierfu¨r kann ein virtueller Rundgang durch ein geplan-
tes Stadtgebiet genannt werden. Mit Hilfe dieses Verfahrens ko¨nnen Entscheidungen
in der Stadtentwicklungspolitik zu einem Ziel gefu¨hrt werden, da die visuelle Auf-
bereitung der Plandaten die Vorstellungskraft der Entscheidungstra¨ger sta¨rkt. Viele
Auswertungen in der Stadtplanung werden noch von Hand erledigt, da fu¨r Rech-
neranwendungen keine geeigneten Module auf dem Markt angeboten werden. Die
auf dem Markt befindlichen Module sind vielfach Insello¨sungen, die in getrennten
Arbeitsschritten, nacheinander ausgefu¨hrt, zu einer Problemlo¨sung fu¨hren.
Mit Hilfe von Datenmanagementsystemen wird in den einzelnen Fachdisziplinen der
Komplexita¨t der Daten begegnet. Aufgrund der stark wachsenden Datenmengen bei
der computergestu¨tzten Verarbeitung von Daten erfahren diese Systeme eine immer
sta¨rkere Verbreitung im beruflichen sowie im privaten Umfeld. Es existieren diver-
se Systeme zur Bewa¨ltigung dieser Datenflut. Diese Systeme sind aber meistens
auf einen bestimmten Anwendungsbereich spezialisiert. Im Bereich der Geoinfor-
mationssysteme findet sich keine umfassende Lo¨sung fu¨r komplexe Fragestellungen,
obwohl auch hier immer gro¨ßere Datenmengen anfallen.
Der Begriff des Geoinformationssystems wird in der Literatur in vielfa¨ltiger Weise
definiert. Allgemein wird hiermit die Verarbeitung und Verwaltung raumbezogener
Daten (Geo-Daten) mithilfe der elektronischen Datenverarbeitung bezeichnet. Als
raumbezogen werden solche Informationen bezeichnet, die sich eindeutig mithilfe von
Koordinaten in einem Untersuchungsgebiet verorten lassen. In dem Anwendungsfeld
Raum- und Umweltplanung existieren diverse spezialisierte Informationssysteme wie
beispielsweise Landinformationssysteme, Rauminformationssysteme und Umweltin-
formationssysteme (siehe auch Kapitel 2.3.3). Diese Systeme bieten spezifische Aus-
wertungen einzelner Anwendungsbereiche an.
Das hier vorgestellte Datenmanagement- und VisualisierungssystemDaMaViS (Daten-
Management undVisualisierungsSystem) [HSM+05] vereinigt verschiedene Insello¨sun-
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gen in einem System fu¨r die Anwendung in der Stadtplanung. DaMaViS benutzt
generische Datenstrukturen, wodurch es in der Lage ist, Daten aus den unterschied-
lichsten Anwendungsdoma¨nen zu verarbeiten.
Das Datenmanagementsystem DaMaViS ist ein komponentenbasiertes Client-Server
System [HSM+04]. Neben seiner generischen Datenstruktur zeichnet sich das Sy-
stem durch die Verwendbarkeit fu¨r andere Anwendungen und die Kompatibilita¨t zu
anderen Systemen bei schneller bedarfsgerechter Anpassungsfa¨higkeit aus. Fu¨r die
Kommunikation zwischen Client und Server wird CORBA (Common Object Request
Broker Architecture) eingesetzt. DaMaViS basiert auf Open Source Bausteinen, was
flexible Einsatzmo¨glichkeiten zula¨sst und einen weiteren bedarfsgerechten Ausbau
in der Zukunft ermo¨glicht.
DaMaViS verknu¨pft eine große Zahl verteilt vorliegender, heterogener, sehr großer
Datenbanken miteinander und ermo¨glicht eine gezielte Auswertung der gesammelten
Daten im Bereich der nachhaltigen Stadtteilentwicklung (z.B. Bahnhofsumgebung
Kaiserslautern) und der Konversion im weiteren Sinne. Die Basis bilden verschieden-
ste Datenbanken mit Statistiken, Texten und Bildern sowie Graphiken. Insgesamt
erfolgt eine Visualisierung der Ergebnisse mittels geeigneter Techniken aus dem Be-
reich der Informationsvisualisierung. Neben den vorab genannten spezifischen An-
wendungsmo¨glichkeiten bietet das System grundlegende Mo¨glichkeiten, Texte zu
bearbeiten und einzelne Textpassagen in einen Report zu integrieren.
Beispielsweise kann es eingesetzt werden, um die Daten eines Geographischen Infor-
mationssystems (GIS) zu verwalten und zu visualisieren. Ein weiteres Anwendungs-
feld ist die Erstellung eines virtuellen Walkthrough durch eine Stadt oder kleinere
Teilra¨ume.
Ein besonderer Schwerpunkt des Systems liegt auf dem Tool IKone [HSRS06], das
die in dieser Arbeit entwickelten Verfahren am praktischen Beispiel der Umnutzung
von Konversionsfla¨chen umsetzt.
6.2 Systemaufbau
Ziel des Projektes DaMaVis (DatenManagementVisualisierungssystem) war die Er-
stellung eines verwaltungsspezifischen Datenmanagement- und Visualisierungssy-
stems fu¨r die gezielte Anwendung in der Stadtplanung. Ein Schwerpunkt im Bereich
Datenmanagement liegt auf der Koordination der heterogenen Datenmengen, ein
weiterer Schwerpunkt liegt im Bereich Visualisierung. Das Ziel der Visualisierung
ist es eine Auswertung und Pra¨sentation der Daten vorzunehmen.
Die Komplexita¨t und Heterogenita¨t der vorhandenen Datenbanken, die sowohl ver-
teilt u¨ber mehrere Standorte, als auch sehr umfangreich sind, erfordert einen erho¨hten
Aufwand fu¨r die Datenkoordination und -haltung.
106 KAPITEL 6. INFORMATIONSSYSTEM FU¨R DIE STADTPLANUNG
Das Entwicklungskonzept fu¨r das Projekt DaMaVis [HMS+05] basiert daher auf
einem Client-Server-System, wobei die Hauptaufgaben auf dem Server ausgefu¨hrt
werden, so dass nur die Ergebnisse auf den Arbeitsplatzrechner transferiert werden.
Abbildung 6.1 beschreibt die Systemstruktur sowie den prinzipiellen Aufbau des Ser-
Abbildung 6.1: Client-Server-Modell
vers und des Clients. Das System ist flexibel gestaltet, was die einfache und effiziente
Einbindung weiterer externer Programme ermo¨glicht (z.B. das externe Programm
JUMP-Viewer).
Zur Gewa¨hrleistung der Plattformunabha¨ngigkeit wird fu¨r die Kommunikation zwi-
schen den einzelnen Komponenten die weit verbreitete Middleware CORBA der
OMG (Object Management Group) eingesetzt. Aus Sicherheitsgru¨nden erfolgt der
Zugriff vom Client auf den Server mittels Passwortschutz und gesicherter CORBA-
Verbindung. Die Funktionalita¨ten ko¨nnen vom Client aus so genutzt werden, als
wu¨rden diese auf dem Client ausgefu¨hrt.
Aufgrund der Nutzung der JDBC-Technologie (Java Data Base Communicator)
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unterstu¨tzt DaMaViS eine Vielzahl verschiedener Datenbanken und erreicht somit
eine weitgehende Datenbankunabha¨ngigkeit. Einzige Reglementierung bei der Ein-
bindung der Datenbanken ist die Existenz eines JDBC-Treibers fu¨r die gewa¨hlte
Datenbank.
Zum Laden und Speichern von Projekten wird die Metasprache XML (Extensible
Markup Language) verwendet. Mit XML und einem geeigneten Style Sheet ist es
mo¨glich, Projektdaten in einem Format zu exportieren, welches unter anderem von
Microsoft Office 2003-Produkten gelesen werden kann.
6.2.1 Datenverarbeitung
An den verschiedenen Standorten existieren Datenbanken mit sehr heterogenen Da-
ten. Dieses sind sowohl numerische Daten, als auch Vektor- und Rasterdaten. Nume-
rische Daten sind beispielsweise Gemeinde-, Fo¨rder-, Finanzdaten und statistische
Daten. Vektor- und Rasterdaten liegen in Form kartografischer Daten vor. Deswei-
Abbildung 6.2: Datenbankadministrationstool DaVEa
teren existieren Textdateien, Bilder und Videos.
Die Auswertung der Daten ist eine Mischung aus Standard- und fallspezifischen
Prozessen. Fu¨r die Standardprozesse wurde ein Automatismus entwickelt, fu¨r die
fallspezifischen Prozesse muss auf existierende Ressourcen zuru¨ckgegriffen werden.
Das DatenbankadministrationstoolDaVEa (Daten-Verwaltung-Entwicklungsagentur)
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wird fu¨r die Verwaltung und Aktualisierung der existierenden Datenbanken sowie
zum Einspielen neuer Daten eingesetzt (siehe Abbildung 6.2). Mit Hilfe dieses Tools
ist es mo¨glich die Pflege der Datenbanken anwenderfreundlich ohne direkte SQL-
Anweisungen durchzufu¨hren. DaVEa ist ein externes Programm, welches direkt auf
die Datenbanken zugreift.
6.2.2 Client
Die Clientapplikation CliVViS (Client: Viewer Visualisierungstool Strukturbaum)
umfasst das eigentliche, auf dem Arbeitsrechner laufende Programm. Der Client
dient zum Erzeugen neuer Projekte und zum Zugriff der auf dem Server abgelegten
Projekte.
Der Client unterstu¨tzt das Erstellen von Dokumenten durch die Verwendung von
Vorlagen. Soll ein neues Projekt gestartet werden, ist es mo¨glich aus mehreren Vor-
lagen eine auszuwa¨hlen. Danach wird der Anwender durch die einzelnen Objekte
(Tabellen, Bilder, Texte, Datenbankabfragen) gefu¨hrt, um diese mit dem Inhalt aus
den hinterlegten Daten zu fu¨llen.
Der Client setzt sich aus drei Bereichen zusammen. Dem Strukturbaum, mit dessen
Abbildung 6.3: DaMaViS Client
Hilfe ein U¨berblick u¨ber das aktuell bearbeitete Projekt vermittelt wird, dem Basis-
baustein, in dem eine direkte Bearbeitung einer einzelnen Komponente des Projek-
tes erfolgen kann (eine detaillierte Bearbeitung ist mit den Office2003 Programmen
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mo¨glich) und dem Preview, durch das der Anwender einen visuellen U¨berblick u¨ber
das Projekt erha¨lt.
Der Client unterstu¨tzt das Erstellen von Dokumenten durch die Verwendung von
Projektvorlagen. Soll ein neues Projekt gestartet werden, ist es mo¨glich, eine Vor-
lage auszuwa¨hlen oder ein neues Projekt ohne Vorlage anzufertigen. Danach wird
der Anwender durch die einzelnen Objekte (Tabellen, Bilder, Texte, Datenbankab-
fragen) gefu¨hrt, um diese basierend auf den hinterlegten Daten mit Inhalt zu fu¨llen.
Der Client besteht aus einer Bedienoberfla¨che, mit der die Funktionen auf dem Ser-
ver koordiniert werden, einem Fenster, in dem die Basisbausteine angezeigt werden
und einem Vorschaufenster (Preview) der einzelnen Objekte.
Eine große Sta¨rke des Systems ist die Benutzerfreundlichkeit. Diese wurde mit Hilfe
einer intuitiven Menu¨fu¨hrung und der Definition verschiedener Sichtweisen verwirk-
licht. Diese Sichtweisen entsprechen einem pyramidenfo¨rmigen Aufbau und redu-
zieren die Informationsvielfalt auf die benutzerspezifischen Bedu¨rfnisse. Der ausge-
bildete Spezialist erha¨lt die Mo¨glichkeit, auf dem Server gespeicherte Daten und
Abfragemodi zu vera¨ndern und hat somit einen umfassenden Zugriff auf das Ge-
samtsystem. Personen, die keine vertieften Kenntnisse des Systems besitzen, haben
lediglich die Mo¨glichkeit, Standardberichte aus bereits gespeicherten Vorlagen zu
generieren.
Auf der linken Seite der Abbildung 6.2.2 wird der strukturelle Aufbau des aktuel-
len Projektes in Form eines Baumes visualisiert. Jedes Objekt des Projektes wird
als ein Knoten bzw. ein Blatt dargestellt. Ein Knoten untergliedert sich in weitere
Unterobjekte, ein Blatt stellt die tiefste Ebene der jeweiligen Hierachie dar.
Innerhalb des Strukturbaumes ist es mo¨glich, Objekte zu lo¨schen oder zu generie-
ren. Beispielsweise kann ein GIS-Report erzeugt werden, in dem unterschiedliche
Textbausteine mit Tabellen und einer mit dem System erzeugten Karte kombiniert
werden.
Die rechte Seite des Clients gliedert sich in zwei Karteikarten (tabbed pane). Die
erste Karteikarte besteht aus einem Konfigurationspanel, fu¨r das aktuell selektier-
te Objekt des Strukturbaumes. Jedem Objekt des Strukturbaumes ist ein solches
Panel zugeordnet. Die zweite Karteikarte beinhaltet einen Preview-Bereich, in dem
eine Vorschau der aktuell ausgewa¨hlten Komponente des Strukturbaumes dargestellt
wird. Auch hier ist jeder Komponente des Strukturbaumes ein eigener Preview zuge-
ordnet. Wird beispielsweise eine GIS-Komponente in dem Strukturbaum selektiert,
wird in dem Preview-Bereich die entsprechend generierte Karte (siehe Abbildung
6.3) eingeblendet.
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6.2.3 Server
Der Server ist die zentrale Komponente des DaMaViS -Systems. Er koordiniert die
Anfragen der Clients und steuert den Zugriff auf die Datenbanken. Um die Datensi-
cherheit zu gewa¨hrleisten, ist die Funktionalita¨t lediglich auf dem Server vorhanden.
Der Server untergliedert sich in verschiedene Komponenten, damit das System fle-
xibel gegenu¨ber neuen Anforderungen bleibt.
Die Implementierung des Servers erfolgt mittels JAVA, was zur Flexibilita¨t des Sy-
stems beitra¨gt. Fu¨r die Kommunikation zwischen dem Server und den Datenbanken
werden JDBC-Treiber eingesetzt. Hierdurch wird die Flexibilita¨t undWiderverwend-
barkeit des Systems erho¨ht sowie die Integration unterschiedlicher Datenbanksyste-
me ermo¨glicht.
Aus der Vielzahl von Datenbanksystemen wurde fu¨r den DaMaViS -Server die Da-
tenbanksoftware PostgreSQL ausgewa¨hlt. Ausschlaggebend fu¨r die Wahl dieser Daten-
bank-Software ist die Erweiterbarkeit von PostgreSQL durch das Paket PostGIS
welches es ermo¨glicht, GIS-Objekte zu verwalten.
PostGIS stellt eine Erweiterung fu¨r die relationale Datenbank PostgreSQL dar.
Zusa¨tzlich zu alphanumerischen Daten und Attributen ko¨nnen so auch geometri-
sche Daten in der Datenbank verwaltet werden.
Die Organisation der geometrischen Daten in der Datenbank orientiert sich an den
Richtlinien des OGC (OpenGIS Consortium). Die Standards des OGC sind welt-
weit verbreitet und sichern somit die Interoperabilita¨t des Systems. Des Weiteren
beherrscht PostgreSQL den Umgang mit Transaktionen bei der Verwaltung der Da-
ten. Diese Eigenschaft ist besonders fu¨r den Mehrbenutzerbetrieb der Datenbank
wichtig.
Ein weiterer Punkt fu¨r die Wahl von PostgreSQL ist die freie Verfu¨gbarkeit der Soft-
ware im Netz (Open-Source). Die Verwendung von Open-Source-Produkten sichert
die Unabha¨ngigkeit von kommerziellen Anbietern.
Das externe ProgrammMapServer ist in den Server integriert und bietet die Mo¨glich-
keit, basierend auf GIS-Daten Karten zu generieren, d.h. aus den Metadaten ver-
schiedener Layer einer GIS Komponente werden Bilder erzeugt.
Die Konfiguration der zu erzeugenden Bilder erfolgt u¨ber so genannte Mapfiles.
Dieser Mechanismus stellt die Basiskonfiguration des MapServers dar. Das Mapfile
entha¨lt die Informationen u¨ber das Aussehen des Bildes sowie die Orte an denen die
beno¨tigten Daten zu finden sind. Es beinhaltet keine GIS Daten. Das Endprodukt
ist ein normales Bild, z.B. im jpeg-Format und kann an den Client zur weiteren
Bearbeitung im aktuellen Projekt u¨bertragen werden.
Im Folgenden wird die Datenstruktur des Servers kurz beschrieben. Eine detaillierte
Beschreibung kann [Wad04a] entnommen werden.
Die Schnittstelle DaMaVisBaseObject wurde entwickelt, um die Konformita¨t der
6.3. ANWENDUNG IN DER STADTPLANUNG 111
verschiedenen Objekte im Strukturbaum des CliVViS zu gewa¨hrleisten. Diese Schnitt-
stelle gibt neben Operationen zurWartung des Strukturbaumes auch XML-Operationen
zur Speicherung der Daten vor. Des Weiteren wird eine Methode definiert, die zu
jedem Objekt das zugeho¨rige Konfigurationspanel liefert. Alle Objekte, die in den
Strukturbaum aufgenommen werden sollen, mu¨ssen diese Schnittstelle implemen-
tieren. Ein Ausschnitt des Vererbungsdiagramms ist in Abbildung 6.4 dargestellt.
Durch die enorme Variationsbreite der Objekte, die in die DaMaViS -Objekthierachie
Abbildung 6.4: Objekthierarchie
integriert werden ko¨nnen, wird die Flexibilita¨t des Systems weiter gesteigert.
Die in Abbildung 6.4 rot gekennzeichnete GISComponent wurde zur Speicherung
der Referenzen der verschiedenen Layer entwickelt. Da sie von der DaMaVisBa-
seObjectNodeImplementation abgeleitet wurde, implementiert sie die Schnittstelle
DaMaVisBaseObject. Dies bildet die Grundlage fu¨r das Einfu¨gen von Instanzen der
GIS-Komponente in den Strukturbaum des Clients. Die einzelnen Layer werden als
So¨hne an den Knoten GIS-Komponente angeha¨ngt. Abbildung 6.5 zeigt eine solche
GIS-Komponente. Sie entha¨lt in diesem Fall 5 Layerreferenzen, die im linken Bereich
des Fensters im Strukturbaum angezeigt werden.
6.3 Anwendung in der Stadtplanung
In der Stadtplanung o¨ffnet sich ein immer breiteres Themenfeld in dem rechner-
unterstu¨tzte Entscheidungshilfen zuku¨nftig beno¨tigt werden. In der heutigen Zeit
werden noch viele Auswertungen in diesem Anwendungsbereich von Hand erledigt,
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Abbildung 6.5: GIS Komponente mit 5 Layerreferenzen
da fu¨r Rechneranwendungen keine geeigneten Module auf demMarkt angeboten wer-
den. Es existieren vielfach Insello¨sungen, die in getrennten Arbeitsschritten, nach-
einander ausgefu¨hrt, zu einer Problemlo¨sung fu¨hren.
Die Flexibilita¨t des Datenmanagementsystems DaMaViS erlaubt es bei Bedarf neue
Funktionalita¨ten in das System einzubinden und somit eine einzige Basis fu¨r eine
Vielzahl von Entscheidungen zu erhalten. Im Folgenden werden anhand von den drei
Beispielen IKone, GIS-Bericht und virtueller Rundgang die bereits implementierten
Anwendungsfelder na¨her beschrieben.
6.3.1 IKone
Mit der hier vorgestellten computergestu¨tzten Entscheidungshilfe IKone (Interpreta-
tion von Konversionsfla¨chen) [HSRS06], [SHSR06b] wird die Mo¨glichkeit geschaffen,
die im Umnutzungsprozess der Konversionsfla¨chen Involvierten schneller und ziel-
orientierter zu einer Entscheidungsfindung zu fu¨hren.
IKone setzt die in dieser Arbeit vorgestellten theoretischen U¨berlegungen fu¨r das
Anwendungsgebiet der Stadtplanung um.
Das Verfahren untergliedert sich in die folgenden drei Prozessabschnitte:
1. Profilerstellung der Fla¨che
2. Clustering
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Abbildung 6.6: Prozessablauf bei IKone
3. Visualisierung
Wa¨hrend des Verfahrens werden die im Laufe der Bestandsaufnahme eines Pla-
nungsprozesses anfallenden Informationen (siehe auch Kapitel 3.2) gesammelt und
mittels des in Kapitel 4 beschriebenen Clusteringverfahrens sichtweisenbezogen fu¨r
die einzelnen Akteure ausgewertet. Das Ergebnis dieser beiden Prozesse ist eine
Gebietsunterteilung der Konversionsfla¨che anhand der vorher ermittelten Standort-
faktoren.
Die beteiligten Akteure erhalten somit eine direkte Ru¨ckkopplung, welche Gebietsein-
teilungen fu¨r sie von besonderem Vorteil sind. An den Clusteringprozess schließt sich
die Visualisierung mit Verfahren aus dem Bereich der Informationsvisualisierung an,
die schließlich die Interpretation der zu Grunde liegenden Daten ermo¨glicht (siehe
hierzu auch Kapitel 5).
Profilerstellung
Ausgangspunkt fu¨r den gesamten in Abbildung 6.6 beschriebenen Prozessablauf
ist eine Analyse des Konversionsgebietes. Hierbei werden die Standortfaktoren be-
stimmt, gefolgt von der Erhebung der Daten.
Diese Datenerhebung impliziert eine Definition der Konversionsfla¨che durch un-
abha¨ngige Parameter. Abbildung 6.7 beschreibt den Ablauf der Parameteridenti-
fikation bei Konversionsfla¨chen. Aus den ermittelten Standortfaktoren ergeben sich
eine Vielzahl objektiver und subjektiver Einflussfaktoren, die die weitere Nutzung
der Fla¨che indizieren.
Die Standortfaktoren werden gegliedert nach Faktoren, die fu¨r alle Nutzungsarten
von Interesse sind und solche, die lediglich in den drei Nutzungsarten Wohnen,
Dienstleistung und Gewerbe beno¨tigt werden.
Objektive Einflussfaktoren sind alle harten Standortfaktoren. Sie umfassen hauptsa¨chlich
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Abbildung 6.7: Parameteridentifikation bei Konversionsfla¨chen
natu¨rlich-technische und von Menschen geschaffene Faktoren. Hierzu za¨hlen bei-
spielsweise die Verfu¨gbarkeit von Naherholungs- und Freizeiteinrichtungen, Erreich-
barkeit von Arbeitspla¨tzen, Aufbau des Bodens, das Arbeitskra¨ftepotential, das Bil-
dungsangebot und die Na¨he zu einem Flughafen. Bei diesen quantifizierbaren Daten
der Fla¨chen handelt es sich sowohl um statistische Daten wie auch um Messdaten,
die gezielt an bestimmten Punkten vor Ort oder durch statistische Umfragen erho-
ben werden.
Daru¨ber hinaus werden die subjektiven Einflussfaktoren untersucht. Hierzu za¨hlen
alle qualitativen Faktoren. Als Beispiel fu¨r subjektive Einflussfaktoren ko¨nnen die
Lebensqualita¨t, das Stadt- und Regionsimage, das Image des Betriebsstandortes etc.
gesehen werden. Diese Parameter sind nicht direkt quantifizierbar, sondern werden
im Zuge der Bestandsaufnahme ermittelt.
Die Gesamtheit der Einflussfaktoren ergibt eine Fu¨lle voneinander abha¨ngiger und
unabha¨ngiger Parameter. Fu¨r die Klassifizierung der Fla¨chen ergibt sich die un-
bedingte Forderung nach der Unabha¨ngigkeit der Parameter. Da die Parameter in
verschiedenen Einheiten und Dimensionen vorliegen, erfolgt ein Normierungsprozess.
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Hierdurch wird die Vergleichbarkeit der Parameter als Eingangsgro¨ßen der Zielfunk-
tion garantiert. Die unabha¨ngigen Parameter werden der Zielfunktion (siehe Kapitel
3) zugefu¨hrt.
Clusteringprozess
Als Methode fu¨r das Clusteringverfahren werden verallgemeinerte Voronoidiagram-
me verwendet. Durch die Wahl dieses Verfahrens ist es mo¨glich, die zahlreichen
Parameter der Zielfunktion (siehe Kapitel 3.3.1) zuzufu¨hren. Eine weitere nu¨tzliche
Option der verallgemeinerten Voronoidiagramme bietet die Integration der Gewichte
(Kapitel 4.2.2) in das Clusteringverfahren. Mit Hilfe der Gewichte ist es mo¨glich die
verschiedenen Sichten der Akteure auf die Konversionsfla¨che zu verwalten. Hierbei
mu¨ssen die topologischen Eigenschaften der Zielfunktion beru¨cksichtigt werden, da
beispielsweise der Zusammenhang der Unterteilung eine besondere Anforderung bei
der Konversion darstellt. Lo¨cher in der Struktur sind spezielle Artefakte, die ent-
weder unterdru¨ckt werden mu¨ssen, oder aber toleriert werden ko¨nnen. Auf Grund
dessen werden topologieerhaltende Distanzfunktionen verwendet, mit der die Ge-
wichte additiv und multiplikativ verknu¨pfen werden. Im Anschluss an das Cluste-
ring erfolgt eine Visualisierung der Objekte mittels Techniken aus dem Gebiet der
Informationsvisualisierung.
Visualisierungsprozess
Nachdem der Clusterprozess abgeschlossen ist, liegen die neu geordneten Daten in
Form von mehrdimensionalen Objekten vor. Eine Interpretation der Ergebnisse an
dieser Stelle ist jedoch mu¨hsam und verwirrend, da die Objekte zu viele Informa-
tionen enthalten. Auf Grund dessen schließt sich eine Visualisierung an, fu¨r die
Techniken aus dem Bereich der Informationsvisualisierung verwendet werden. Diese
eignen sich besonders fu¨r eine Interpretation der abstrakten Objekte.
Die Grundidee hierbei ist, die zugrunde liegende Karte der Konversionsfla¨che mit
der Visualisierung zu u¨berlagern und somit einen direkten Bezug zwischen diesen
Informationen herzustellen. Die einzelnen Parameter mu¨ssen hierbei durch die Vi-
sualisierung besonders repra¨sentiert werden.
Um diesen Anforderungen gerecht zu werden, werden zwei Visualisierungsmethoden
verwendet, eine Icon-basierte und eine hierachische Methode.
Die Icon-basierte Methode hat den Vorteil, dass die Resultate graphisch auf den
Fla¨chen dargestellt werden ko¨nnen. Somit la¨sst sie sich sehr leicht mit den Kar-
ten kombinieren, indem einfach verschiedene Layer u¨bereinander gelegt werden. Mit
den beiden Standardtechniken stick-figure icon und velco-icon [8] ist es jedoch nicht
mo¨glich eine gro¨ßere Zahl von Parametern darzustellen. Deswegen wird das in Ka-
pitel 5.2 beschriebene Picklock-Icon verwendet. Zusa¨tzlich wird eine hierachische
Visualisierungstechnik eingesetzt. Der Vorteil dieser Methode ist, dass die Visuali-
sierung nicht die Karte u¨berdeckt. Der in Kapitel 5.3 vorgestellte Spike-Tree geho¨rt
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Abbildung 6.8: Picklock-Icon und Spike-Tree Visualisierung
zur Botanischen Informationsvisualisierung und ist punkt-orientiert. Der Spike-Tree
ist eine Weiterentwicklung der Ansa¨tze von Kleiberg, van de Wetering und van Wijk
[9].
Zwei Beispiele dieser Visualisierungstechniken sind in Abbildung 6.8 zu sehen. Basis
ist die zugrunde liegende Karte, daru¨ber wird das Clusterergebnis gelegt, auf das
die Visualisierung aufgesetzt wird.
6.3.2 GIS-Bericht
Basierend auf den in den Datenbanken gespeicherten Metadaten ko¨nnen verschieden-
ste Berichte erstellt werden. In einem GIS Bericht werden, wie in einem herko¨mm-
lichen Geoinformationssystem, raumbezogene Daten mit Sachinformationen gekop-
pelt und diese Daten in Form einer Karte in 2D ausgegeben.
Zum Erstellen eines GIS Bericht muss der DaMaViS Client gestartet werden. An-
schließend wird eine neue GIS Komponente angelegt. Innerhalb dieser Komponente
werden alle beno¨tigten Daten referenziert und innerhalb der Karte dargestellt. In
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Abbildung 6.9: Auswertung in DaMaViS
dieser Karte ko¨nnen flexibel und bedarfsgerecht die Informationen geladen und be-
arbeitet werden, die im Einzelfall beno¨tigt werden. Der GIS Bericht entha¨lt dann
Informationen, wie sie auch ein herko¨mmliches GIS-System erstellen kann.
Nach Erstellen des GIS Berichtes werden die zusammengestellten Daten an den Ser-
ver u¨bergeben. Auf dem Server ko¨nnen verschiedene Ausgabeformate fu¨r diesen GIS
Bericht erstellt werden. Mittels des MapServers wird beispielsweise ein Rasterbild
erstellt, welches sich in einem weiteren Schritt problemlos in einen zu erstellenden
Bericht oder ein neu zu erstellendes Dokument einfu¨gen la¨sst.
Abbildung 6.10 zeigt ein Beispiel eines solchen GIS Berichts fu¨r den Bereich Kai-
serslautern und Umgebung. Im Preview-Fenster wird als Basis eine Karte des Groß-
raumes angezeigt, in die Zusatzinformationen wie Sta¨dtenamen oder Flu¨sse einge-
zeichnet werden. Ein weiterer Layer gibt eine farbkodierte U¨bersicht u¨ber die ver-
schiedenen La¨nder. Mit diesem Bild wird aufgezeigt, wie die geometrischen Daten
wie Position und Lage mit den Metadaten wie Text und Farbe verknu¨pft werden.
6.3.3 Virtueller Rundgang
Ein weiteres Anwendungsfeld im Bereich der Stadtplanung ist die Erstellung virtu-
eller Rundga¨nge. Basierend auf einem digitalen Gela¨ndemodell kann ein virtueller
Rundgang durch ein fu¨r den Anwender interessantes Stadtgebiet erstellt werden.
Dadurch ist es mo¨glich, einen Eindruck des Stadtbildes zu vermitteln. Daru¨ber hin-
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Abbildung 6.10: GIS Report u¨ber Kaiserslautern und Umgebung
aus ko¨nnen Vera¨nderungen in der Bausubstanz visuell dargestellt werden und so zur
Entscheidungsfindung, ob ein Bauvorhaben verwirklicht wird, beitragen.
Im Folgenden wird die Erstellung eines virtuellen Stadtrundgangs unter Verwendung
des Datenmanagementsystems beschrieben. Der DaMaVis Client wird gestartet und
eine neue Komponente walkthrough hinzugefu¨gt. Automatisch werden die erforder-
lichen Knoten fu¨r den virtuellen Rundgang im Strukturbaum angelegt. [HMS+06]
Hierbei entha¨lt der erste Knoten das digitale Gela¨ndemodell, wobei das relevante
digitale Gela¨ndemodell durch den Nutzer ausgewa¨hlt werden muss. Alle fu¨r die Mo-
dellierung des Gela¨ndes beno¨tigten Ho¨hendaten im digitalen Gela¨ndemodell sind in
Gauss-Kru¨ger-Koordinaten angegeben. Innerhalb dieses Knotens erfolgt die Model-
lierung des Gela¨ndes und der Geba¨udeho¨hen.
Der zweite Knoten entha¨lt einen Stadtplan mit den genauen Grundrissinformationen
aller Geba¨ude. Die Datenquelle fu¨r den Stadtplan ko¨nnen XML oder ESRI-Daten
sein. Innerhalb des Stadtplans erfolgt die Selektion der Geba¨ude, die Teil des virtu-
ellen Rundgangs werden sollen. Abbildung 6.11 zeigt einen Stadtplan von Kaisers-
lautern im Preview-Bereich.
Der dritte Knoten entha¨lt die weitergehenden Informationen der selektierten Geba¨ude.
In diesem Knoten sind die Unterknoten angelegt, die die Informationen der einzel-
nen Geba¨ude repra¨sentieren. Hierbei handelt es sich z.B. um die Lage, Adresse, die
Ho¨he des Geba¨udes und a¨hnliches.
Zum Erreichen einer photorealistischen Darstellung der Geba¨ude werden zusa¨tzlich
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Abbildung 6.11: Stadtplan von Kaiserslautern
Texturen fu¨r die Geba¨ude beno¨tigt. Diese werden aus hochauflo¨senden Bildern extra-
hiert. Zum Einpassen der Texturen an der richtigen Stelle auf dem Geba¨ude werden
die Geometrieinformationen im Grundriss des Bauwerks um eine Nummerierung der
Kanten erga¨nzt, was in Abbildung 6.12 exemplarisch fu¨r ein Geba¨ude gezeigt wird.
Jeder Kantennummer wird eine Textur zugeordnet und diese damit verknu¨pft.
Fu¨r das Stadtbild interessante Geba¨ude wie zum Beispiel der Bahnhof oder die
Post, ko¨nnen als point of interest gekennzeichnet werden. Durch diese Kennzeich-
nung ergibt sich beim spa¨ter generierten Rundgang ein Pfeil der auf dieses Geba¨ude
hinweist, eine Orientierung ermo¨glicht und alle Zusatzinformationen zu diesem point
of interest liefert. Im Anschluss an die Selektion der relevanten Geba¨ude wird das
3D-Modell generiert. Alle Daten fu¨r das 3D-Modell werden als Open Scene Graph
files abgelegt.
Zur Visualisierung des virtuellen Rundgangs entha¨lt DaMaViS einen externen View-
er, der auf dem OSG (OpenSceneGraph) graphics toolkit basiert. Hierfu¨r wurde der
Original OSG-Viewer zusa¨tzlich mit der Fa¨higkeit ausgestattet, alle points of interest
anzuzeigen. Hierbei weist ein Pfeil auf einen mo¨glichen interessanten Punkt in einer
bestimmten Richtung hin, was eine einfache Navigation innerhalb des Rundgangs
hin zu mo¨glichen Zielen zula¨sst.
120 KAPITEL 6. INFORMATIONSSYSTEM FU¨R DIE STADTPLANUNG
Abbildung 6.12: Geba¨udegrundriss mit nummerierten Kanten
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