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Introduction
La physique de la matière condensée étudie les propriétés macroscopiques de la
matière. Elle s’appuie en particulier sur les résultats des grandes théories physiques
que sont la mécanique quantique, l’électromagnétisme et la physique statistique,
ainsi que sur une description microscopique de ses constituants. Un de ses objectifs
est la classiﬁcation des diﬀérentes phases de la matière, qui est un outil puissant
pour comprendre les comportements similaires de matériaux diﬀérents.
L’étude des symétries est particulièrement utile pour classiﬁer les phases de
la matière, en particulier les symétries qui sont brisées dans telle ou telle phase
de la matière. Les ﬂuides par exemple ne brisent aucune symétrie, tandis que les
solides cristallins brisent les symétries de translation et de rotation continues, et
ne sont invariants que sous l’action d’un groupe de symétries spatiales discret. Les
aimants brisent la symétrie de rotation de spin (et de renversement du temps). Les
supraconducteurs et les superﬂuides brisent eux une symétrie U(1) liée au nombre
de particules (électrons ou atomes).
La théorie de Ginzburg-Landau permet d’étudier les transitions entre diﬀé-
rentes phases présentant des brisures de symétries diﬀérentes, en associant un
paramètre d’ordre local à chaque symétrie. Le paramètre d’ordre est une grandeur
choisie de sorte à être nulle dans la phase désordonnée (symétrique), et non nulle
dans la phase ordonnée (qui brise la symétrie). On peut alors classiﬁer les phases
de la matière en considérant la valeur (nulle ou non nulle) des diﬀérents paramètres
d’ordre considérés.
En 1980, von Klitzing, Dorda et Pepper [KDP80] découvrent l’eﬀet Hall quan-
tique entier : un système constitué d’électrons piégés dans un plan et soumis à
un champ magnétique transverse présente, à basse température, une conducti-
vité de Hall quantiﬁée. Cette nouvelle phase de la matière sort du paradigme de
Ginzburg-Landau. Cette phase ne brise en eﬀet aucune symétrie spontanément
(bien qu’elle brise la symétrie de renversement du temps à cause de la présence
du champ magnétique), et ne peut pas être caractérisée par un paramètre d’ordre
local. Elle peut cependant être caractérisée par un invariant topologique : l’in-
variant de TKNN [TKNdN82]. Un invariant topologique est une quantité qui ne
peut pas être calculée localement, contrairement au paramètre d’ordre local, et qui
caractérise l’organisation globale de la fonction d’onde. On peut de plus relier la
valeur de cet invariant, à travers la correspondance "bulk-edge", au nombre d’états
de bord du système, expliquant ainsi la quantiﬁcation de la conductivité de Hall.
Le premier chapitre de ce manuscrit est consacré à la présentation de la notion
de topologie en matière condensée. Nous y discutons un peu plus en détails l’eﬀet
Hall quantique entier et sa caractérisation, ainsi qu’une phase de la matière un
1
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peu plus générale, qui inclut l’eﬀet Hall quantique entier : les isolants de Chern.
Près de 25 ans après la découverte de l’eﬀet Hall quantique, une nouvelle
phase topologique de la matière est proposée d’abord théoriquement [KM05a,
KM05b, FKM07, MB07], puis rapidement réalisée expérimentalement [KWB+07,
HQW+08, XQH+09] : les isolants topologiques. Contrairement à l’eﬀet Hall quan-
tique et aux isolants de Chern, les isolants topologiques dits Z2 sont symétriques
par renversement du temps. De plus cette phase de la matière peut exister en deux
et trois dimensions (l’eﬀet Hall quantique est possible uniquement en deux dimen-
sions). Il y a cependant aussi des similarités avec l’eﬀet Hall quantique, comme la
présence d’états de bord protégés topologiquement.
Dans le chapitre II de ce manuscrit, nous présentons les isolants topologiques
symétriques par renversement du temps, aussi appelés isolants topologiques Z2,
d’un point de vue théorique, et discutons un exemple d’isolant topologique donné
par le modèle de Bernevig, Hughes et Zhang [BHZ06]. Nous discutons ensuite les
principales méthodes expérimentales de détection des isolants topologiques à deux
et trois dimensions utilisées à ce jour, et proposons une méthode, utilisant les
oscillations quantiques magnétiques, pour distinguer un type particulier d’isolant
topologique tridimensionnel, dit isolant topologique fort.
Dans le chapitre III, nous présentons diﬀérentes méthodes numériques pour cal-
culer la valeur de l’invariant topologique Z2, s’appuyant chacune sur des propriétés
diﬀérentes des isolants topologiques.
La symétrie de renversement du temps joue un rôle primordial dans la déﬁni-
tion des isolants topologiques. Mong et al. [MEM10] se sont alors posé la question
de ce qu’il peut se passer lorsque cette symétrie est brisée par la présence d’un
ordre antiferromagnétique, dans des systèmes tridimensionnels. En eﬀet, l’ordre
antiferromagnétique brise la symétrie de renversement du temps mais la remplace
par le renversement du temps complété d’une translation d’un pas de réseau. Plu-
sieurs travaux ont suivi sur l’étude des isolants topologiques antiferromagnétiques
à trois dimensions (voir par exemple [Liu13, ZL15, LZV14, FF15, FGB13]). Cela
a aussi ouvert la voie à l’étude de systèmes possédant de nouvelles symétries. On
appelle donc de manière générale isolants topologiques cristallins tridimensionnels,
les isolants topologiques protégés par le produit du renversement du temps et d’une
symétrie du réseau [LZV14, FF15, ZL15, Fu11, KF13, LDF13].
Dans le quatrième chapitre de ce manuscrit, nous nous intéressons aux isolants
topologiques antiferromagnétiques, mais à deux dimensions. Nous déﬁnissons un
invariant topologique pour ces systèmes et nous montrons comment les méthodes
développées pour les systèmes paramagnétiques peuvent s’adapter au cas antifer-
romagnétique.
Enﬁn, dans le chapitre V, nous appliquons ces méthodes à diﬀérents modèles
et nous montrons comment elles peuvent donner accès à la nature triviale ou
topologique des systèmes considérés, en particulier dans des cas où il n’existait
pas, avant ces travaux, de méthodes de calcul de l’invariant topologique.
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Chapitre I. Introduction aux Isolants Topologiques
Dans ce chapitre, nous présentons la théorie des bandes topologiques, qui est le
cadre général dans lequel s’inscrit cette thèse. Nous discutons tout d’abord les no-
tions d’isolant et de topologie en matière condensée (1), avant de nous intéresser
à la découverte de l’eﬀet Hall quantique (2), premier exemple de phase topolo-
gique de la matière. Enﬁn, nous expliquons comment les notions abordées pour
comprendre l’eﬀet Hall quantique peuvent se généraliser aﬁn de décrire une plus
grande classe de phases de la matière : les isolants de Chern (3).
1 Les isolants topologiques en matière condensée
La physique de la matière condensée est une branche de la physique qui s’inté-
resse à des systèmes d’atomes dont le nombre peut varier de quelques centaines au
nombre d’Avogadro (NA = 6.02 ∗ 1023) et étudie leurs propriétés macroscopiques.
Il est en principe facile d’écrire un Hamiltonien décrivant le comportement des
noyaux et des électrons de ces systèmes, mais les solutions exactes de l’équation de
Schrödinger associée sont très rares. Il n’est cependant pas nécessaire de connaître
avec précision la trajectoire de chacune des 6.02 ∗ 1023 particules pour caractériser
le système étudié. On utilise donc en général un certain nombre de modèles et
d’approximations aﬁn de rendre le problème plus abordable, tout en continuant à
capturer l’essence des phénomènes physiques en jeu. Dans cette thèse, nous uti-
lisons principalement les approximations de la théorie des bandes et des modèles
de liaisons fortes que nous décrivons dans cette section [AM76]. Une fois le cadre
posé, on s’intéresse à la notion d’isolant et de topologie en matière condensée.
1.1 Théorie des bandes
La théorie des bandes consiste en un ensemble d’approximations qui a permis
la compréhension de nombreuses propriétés des matériaux cristallins, telles que la
notion d’isolant et de conducteur, ou l’absorption optique.
L’une des premières hypothèses de la théorie des bandes est la validité de
l’approximation de Born-Oppenheimer [BO27]. Elle consiste à séparer la fonction
d’onde du système en une partie correspondant aux noyaux des atomes et une
partie correspondant aux électrons. On suppose ensuite que, à cause du rapport
important entre la masse des noyaux et la masse des électrons, on peut résoudre
l’équation de Schrödinger pour les électrons en considérant les noyaux comme
immobiles. Une alternative à l’approximation de Born-Oppenheimer est la mé-
thode des pseudo-potentiels, où on considère comme ﬁxes, non plus uniquement
les noyaux, mais un ensemble composé des noyaux et des électrons proches, dits
« de cœur », fortement liés au noyaux. L’ensemble forme alors un potentiel eﬀectif
pour les électrons restants, dits « de valence ».
De plus, la théorie des bandes ne décrit que les états à un seul électron. En
eﬀet, on néglige les interactions électron-électron en considérant que l’Hamiltonien
4
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total peut se décomposer en Hamiltoniens à un seul électron hj sous la forme :
H =
Ne∑
j=1
hj,
hj =
p2j
2me
+ Vions−e(rj), (I.1)
où le premier terme correspond à l’énergie cinétique de l’électron, et le deuxième
à l’énergie potentielle dérivée de l’approximation de Born-Oppenheimer ou de la
méthode des pseudo-potentiels. On peut ensuite construire la fonction d’onde à
Ne électrons (pour une température nulle) par construction d’un déterminant de
Slater [Sla29] sur les solutions de hj. Cette approximation devient caduque dans le
cas des systèmes en forte interaction, comme les isolants de Mott, où la théorie des
bandes échoue à décrire correctement la fonction d’onde électronique. Nous suppo-
serons cependant que, pour les systèmes étudiés, les interactions sont suffisamment
faibles pour pouvoir être négligées.
Enfin, dans le cadre de la théorie des bandes, les systèmes considérés sont
supposés infinis et homogènes. Cette approximation est valide pour l’étude des
propriétés de volume (bulk) des cristaux macroscopiques, où on suppose que les
centres des atomes s’organisent en un réseau infini et homogène. En pratique, cela
revient à considérer des potentiels Vions−e(rj) périodiques et ayant une extension
spatiale infinie. La théorie des bandes peut être étendue à des systèmes infinis dans
un nombre restreint de dimensions. C’est le cas par exemple pour les systèmes
d’électrons à deux dimensions, qui seront l’objet principal d’étude de cette thèse.
1.2 Théorème de Bloch et structure de bandes
L’intérêt du théorème de Bloch est de tirer parti de la périodicité du potentiel
ressenti par les électrons, dans le cadre de la théorie des bandes. Il stipule que les
fonctions d’onde à un électron, qui sont les états propres de hj, doivent elles aussi
être périodiques, à une phase près, et peuvent donc s’écrire sous la forme :
Ψn,k(r) = e
ikrun,k(r), (I.2)
où un,k(r) possède au moins la périodicité du potentiel. Nous ne prouverons pas
ici le théorème de Bloch.
Par construction, les un,k(r) peuvent être obtenus comme solutions du problème
aux valeurs propres
Hkun,k(r) =
(
~2
2me
(∇
i
+ k
)2
+ Vions−e(r)
)
un,k(r) = ǫn,kun,k(r), (I.3)
qui respectent la périodicité du réseau. On comprend ici que n permet simple-
ment d’indexer les différentes solutions de cette équation. On peut noter que ǫn,k
correspondra à l’énergie de l’état propre Ψn,k de hj.
Dans cette équation (I.3), on peut aussi remarquer que k joue simplement le
rôle d’un paramètre continu pourHk. On peut donc choisir les indices n de manière
5
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à obtenir des fonctions un,k(r) et ǫn,k continues en k. Cela est lié à la structure de
jauge de nos bandes (cf. [LPL+80, Lax74]).
Enﬁn, la physique doit être indépendante de la cellule unité de l’espace réci-
proque choisie. Le comportement des observables en un point k ou k +K (avec
K un vecteur du réseau réciproque) doit donc être le même. On obtient ainsi une
description hautement redondante. Cela permet de se restreindre en général à des
valeurs de k comprises uniquement dans la première zone de Brillouin (BZ), et
d’avoir une déﬁnition des Ψn,k(r) et ǫn,k continue à l’intérieur de la BZ. Lorsque
cela est possible, on écrit généralement ces fonctions sous une forme qui respecte 1 :
Ψn,k+K(r) = Ψn,k(r),
ǫn,k+K = ǫn,k, (I.4)
avec K un vecteur quelconque du réseau réciproque. L’information contenue dans
ces fonctions s’appelle la structure de bandes du système. On voit apparaître des
bandes d’énergie admissibles, indexées par n, qui peuvent être séparées par des
bandes d’énergie interdites (gap).
Il peut arriver d’étudier des systèmes non pas inﬁnis, mais avec des conditions
aux bords périodiques, en imposant :
Ψ(r+Niai) = Ψ(r), i = 1, 2, 3, (I.5)
où les ai sont les vecteurs de base du réseau et les Ni des entiers. Dans ce cas, les
propositions précédentes restent valables à ceci près que k ne prend plus que des
valeurs discrètes : k =
∑
i
ni
Ni
bi, avec bi les vecteurs de base du réseau réciproque
et ni des entiers.
1.3 Modèle de liaisons fortes
Dans les modèles de liaisons fortes, on considère de plus que les électrons sont
fortement liés au noyaux, et n’interagissent que faiblement avec les états et le
potentiel des atomes environnants.
On peut toujours écrire l’Hamiltonien sous la forme :
H =
∑
R
Hat(r−R) + ∆U(r), (I.6)
où Hat correspond à l’Hamiltonien atomique et où la somme parcourt l’ensemble
des positions R des atomes et ∆U prend en compte l’ensemble des corrections
au potentiel atomique nécessaires pour obtenir l’Hamiltonien réel du cristal. L’ap-
proximation du modèle des liaisons fortes consiste à supposer que ∆U est suffi-
samment grand pour devoir être pris en compte, mais aussi suffisamment faible
pour pouvoir être traité en perturbation. Par conséquent, la fonction d’onde de
1. Nous verrons un peu plus loin que l’impossibilité d’écrire les fonctions d’onde sous cette
forme (tout en conservant leur dérivabilité selon k) est l’une des caractéristiques des phases
topologiques.
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l’électron sera proche de la fonction d’onde de l’orbitale atomique à laquelle il ap-
partient. En seconde quantiﬁcation, on peut donc utiliser les orbitales atomiques
comme base d’états et écrire l’Hamiltonien sous la forme :
H =
∑
i,j,α,α′
tα,α
′
i,j (c
†
i,αcj,α′ + h.c.), (I.7)
où les c†i,α et cj,α′ sont les opérateurs de création et d’annihilation des orbitales α
et α′ des atomes situés aux sites i et j du réseau formé par leurs centres. La valeur
des coefficients tα,α
′
i,j peut être obtenue en calculant le recouvrement des orbitales,
avec ou sans l’action de ∆U . Pour plus de détails on peut se référer au chapitre
10 de la référence [AM76].
Enfin, on suppose en général que lorsque la distance |i − j| devient grande,
le recouvrement des orbitales atomiques devient suffisamment faible pour pouvoir
être considéré comme nul. Ainsi, on s’intéresse souvent à des Hamiltoniens avec des
éléments de matrice non nuls uniquement pour i et j plus proches voisins (notés
〈i, j〉), ou seconds voisins (notés 〈〈i, j〉〉).
De manière générale, les solutions à un électron d’un tel Hamiltonien peuvent
s’écrire sous la forme :
|Ψn〉 =
∑
α,j
aα,jc
†
α,j|0〉, (I.8)
où |0〉 représente l’état vide (typiquement, la fonction d’onde représentant l’en-
semble des ions considérés comme fixes), et les aα,i sont des coefficients complexes,
à déterminer. On peut ajouter à cela une condition de normalisation :
∑
α,j
|aα,j|2 = 1. (I.9)
Le théorème de Bloch permet de se ramener à des solutions de la forme :
|Ψn,k〉 = eik·ˆr|un,k〉, (I.10)
où rˆ est l’opérateur linéaire position (il agit dans la base des c†α,j|0〉 comme
rˆc†α,j|0〉 = rjc†α,j|0〉, avec rj la position du site j) et où
|un,k〉 =
∑
α,j
aαc
†
α,j|0〉. (I.11)
Cependant, cette solution n’est pas normalisable pour un système infini.
Comme dans le paragraphe 1.2, le passage d’un système infini à des conditions
aux bords périodiques se traduit par une discrétisation des valeurs possibles de k.
Dans ce cas, une version normalisée des états existe en fixant
∑
α |aα|2 = 1 et en
modifiant l’équation (I.10) en :
|Ψn,k〉 = 1√
N
eik·ˆr|un,k〉, (I.12)
avec N = N1N2N3, où les Ni sont définis à l’équation (I.5).
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Par construction, les |un,k〉 sont les états propres de l’Hamiltonien de Bloch
déﬁni comme la transformée unitaire de H : 2
Hk = e
−ik·ˆrHeik·ˆr. (I.13)
Une fois de plus, les k ne jouent que le rôle d’un paramètre. LesHk sont donc des
matrices (de taille le nombre d’orbitales considérées par cellule unité) indexées par
k. On retrouve donc la même structure de bandes que dans le paragraphe 1.2. On
peut noter que plusieurs choix sont possibles dans la déﬁnition de la transformée de
Fourier, en particulier pour les réseaux possédant plusieurs sites par cellule unité.
Dans la suite de ce manuscrit, les systèmes étudiés seront déﬁnis par leur Ha-
miltonien, qui seront donnés sous la forme de l’équation (I.7) ou de l’équation
(I.13).
1.4 Isolants de bandes
La conductivité électrique des matériaux est une grandeur physique qui couvre
l’une des plus grandes échelles de mesure à température ambiante. Elle couvre en
eﬀet 33 ordres de grandeur (de 10−25S/m pour le teﬂon à 108S/m pour le gra-
phène). C’est par exemple le rapport entre le diamètre de l’univers observable et
le diamètre typique d’une bactérie. Cela peut d’ailleurs être un enjeu expérimental
(dans des expériences sur les transitions métal-isolant par exemple) quand il faut
être capable de mesurer dynamiquement une quantité qui varie sur autant d’ordres
de grandeur. Les matériaux cristallins peuvent être classés en trois grandes caté-
gories, selon leur conductivité σ :
— les isolants (σ < 10−6S/m),
— les semi-conducteurs (10−6S/m < σ < 105S/m),
— les conducteurs (σ > 105S/m).
L’un des premiers grands succès de la matière condensée a été d’expliquer les
raisons microscopiques de ces comportements, et d’apporter un support théorique
à une phénoménologie connue depuis longtemps. En eﬀet, les propriétés électriques
d’un matériau sont fonction des populations électroniques des diﬀérentes bandes
permises. À température nulle et dans l’approximation où les interactions sont
négligées, les bandes sont remplies en plaçant un électron par état propre de l’Ha-
miltonien et en commençant par ceux de plus basse énergie. Une fois les Ne élec-
trons disponibles placés, on déﬁnit la bande de valence comme la dernière bande
d’énergie entièrement remplie, et la bande de conduction comme la bande juste au-
dessus. Ces deux bandes peuvent être séparées par un gap, c’est à dire une bande
d’énergie interdite car sans état électronique possible. Dans une vision simpliﬁée,
on distingue alors plusieurs cas :
— si la bande de conduction contient des électrons, alors le matériau est conduc-
teur. En eﬀet, il existe des états non remplis (trous) accessible par les élec-
trons et permettant la transmission du courant,
2. Pour être tout à fait précis, on a Hk = e−ik·ˆrHeik·ˆr|k=0, où |k=0 représente la restriction
au sous-espace k = 0.
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— si la bande de conduction est vide et le gap est nul, alors le matériau est
conducteur. Les électrons de la bande de valence peuvent accéder aux trous
de la bande de conduction et conduire le courant,
— si la bande de conduction est vide et le gap est non nul, alors le matériau est
isolant. Les électrons de la bande de valence ne peuvent pas se déplacer.
A température non nulle, la répartition des électrons suit la statistique de
Fermi-Dirac. Si le gap n’est pas suffisamment grand (< 2eV à 300K), l’agita-
tion thermique peut faire passer des électrons de la bande de valence à la bande
de conduction, permettant ainsi l’établissement d’un courant et transformant un
isolant (à T = 0K) en un semi-conducteur (à T = 300K).
Dans cette thèse on se concentrera sur la physique à très basse température
(qu’on assimilera à T = 0), et on appellera donc isolant de bandes tout matériau
dont la bande de conduction est vide, et présentant un gap fini entre bande de
valence et bande de conduction.
1.5 Topologie en matière condensée
Les phénomènes physiques dont la description implique la notion de topologie
sont nombreux, même si initialement le mot topologie n’a pas été employé. C’est
le cas par exemple des dislocations dans les cristaux ou des vortex dans les supra-
conducteur ou les superfluides. Cette notion de topologie s’attache principalement
à la description de défauts stables, qui sont des objet topologiques de taille finie.
La notion de topologie qui nous intéresse ici est cependant différente. Elle
s’intéresse en effet à la structure globale de la fonction d’onde, qui ne peut être
modifiée par des perturbations locales. Pendant longtemps, en effet, les physiciens
se sont surtout intéressés à la partie énergétique de la structure de bandes, les
fonctions d’ondes n’étant pas des observables. Comme nous venons de le voir, cela
a permis de comprendre un certain nombre de choses, comme le caractère isolant
ou conducteur des matériaux. Pourtant, de nombreuses informations sont encodées
dans la topologie des fonctions d’ondes.
Étant donné un ensemble de symétries (renversement du temps, particule-trou,
inversion, translation, rotation, miroir, etc.), on peut en effet définir une relation
d’équivalence sur les Hamiltonien gappés (isolants de bandes) comme suit :
Deux Hamiltoniens gappés sont topologiquement équivalents s’ils peuvent être
déformés continument l’un en l’autre sans passer par une transition métallique (et
donc sans fermer le gap) tout en respectant les symétries prescrites [TKNdN82].
L’un des isolants les plus simples qu’on puisse imaginer est un isolant ato-
mique : tous les électrons sont liés à leur noyau de manière à former des atomes,
et le gap (non nul) consiste en l’énergie nécessaire pour arracher un électron à
l’atome. L’Hamiltonien représentant ce système est dans la même classe d’équiva-
lence que le vide, qui, selon la théorie quantique relativiste de Dirac, présente lui
aussi une bande de valence (positrons), une bande de conduction (électrons) et un
gap (énergie nécessaire à la production d’une paire). Cette classe d’équivalence est
appelée topologiquement triviale.
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Tous les matériaux n’appartiennent cependant pas à cette classe. L’eﬀet Hall
quantique entier, qui est discuté ici brièvement, en est un exemple. Les isolants
topologiques Z2, qui seront discutés plus longuement en sont un autre exemple.
Chacune de ces classes d’équivalence non triviale est appelée une phase topolo-
gique. L’étude des phases topologiques des Hamiltoniens gappés est appelée la
théorie des bandes topologiques et s’applique non seulement aux isolants, mais
aussi aux supraconducteurs [HK10, QZ11].
Dans ce manuscrit nous montrons que ce qui diﬀérencie ces phases topologiques
de la phase topologiquement triviale est l’organisation de la structure de bandes,
et en particulier des bandes occupées.
Nous montrons aussi qu’il est possible de déﬁnir des invariants topologiques,
c’est à dire des grandeurs qui prennent la même valeur pour l’ensemble des repré-
sentants d’une classe topologique, permettant ainsi de les classiﬁer.
Il est important de noter que la notion de phase topologique abordée ici ne
concerne que les modèles d’Hamiltonien à un électron. Elle ne doit pas être confon-
due avec la notion d’ordre topologique dans les systèmes en interaction [Wen95],
qui s’intéresse à d’autres caractères topologiques, tels que la dégénérescence de
l’état fondamental [WN90] ou les propriétés de fusion des excitations [MR91, RR99,
Kit06] qui n’ont de sens que pour les systèmes en interaction. L’eﬀet Hall quantique
fractionnaire est un exemple d’ordre topologique qui ne peut pas se comprendre
sans prendre en compte les interactions.
Une propriété importante des phases topologiques est l’apparition d’états de
bord métalliques robustes. Si deux matériaux appartenant à des phases topolo-
giques diﬀérentes sont mis en contact (d’une façon qui respecte les symétries des
systèmes 3), on peut observer des états de bord apparaître sur la surface de contact.
Ces états sont robustes dans le sens où ils ne peuvent disparaître sans briser les
symétries du système ou sans fermer le gap dans le bulk. Ces états sont discutés
plus en détails un peu plus loin (3.3).
2 L’effet Hall quantique entier
En 1980, von Klitzing, Dorda et Pepper découvrent expérimentalement un
nouvel état de la matière : l’eﬀet Hall quantique entier [KDP80]. C’est la première
phase topologique découverte. Après un bref rappel sur l’eﬀet Hall classique, nous
discuterons de la version quantique. Nous montrerons que cette phase peut être
caractérisée par un invariant topologique : l’invariant de TKNN.
2.1 L’effet Hall classique
Si on considère un gaz d’électron en deux dimensions (dans le plan xy) et
qu’on lui applique un champ électrique E = Exex on peut observer une densité
de courant jx dans la direction x. Si on ajoute un champ magnétique transverse
B = Bez (voir Fig.(I.1)), la force de Lorentz appliquée aux électrons se déplaçant
3. Ce commentaire prend toute son importance dans le Chapitre IV, où nous étudions des
isolants topologiques antiferromagnétiques.
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(a) (b)
Figure I.1 – (a) Schéma d’un montage typique de mesure de l’effet Hall. Un
gaz d’électrons est confiné en deux dimensions dans le plan xy. On le soumet à
un champ électrique E = Exex et un champ magnétique B = Bez. Les valeurs
de Ex et Ey peuvent être obtenues par les mesures de Vxx et VH . Figure extraite
de [Sit12]. (b) Mesure de la tension longitudinale (bleu) et de la tension de Hall
(rouge) en fonction du champ magnétique. Lorsque B est faible, la tension de Hall
est linéaire en B, justifiant l’approche de Drude dans ce régime. Pour de plus
grandes valeurs de B les effets quantiques prennent de l’importance. On observe
des plateaux dans la tension de Hall, coïncidant avec une valeur de la tension
longitudinale nulle. Dans ces plateaux, la tension de Hall est quantifiée (en unité
de l’intensité). Figure extraite de [Kla05].
selon x les dévie selon y. Il en résulte une accumulation de charges aux bords et
l’apparition d’un champ électrique Ey. À l’équilibre, l’action de ce champ permet
de compenser la force de Lorentz, et le courant n’est à nouveau que selon x. On
peut alors mesurer deux grandeurs d’importance : la résistivité longitudinale (ou
magnétorésistance) ρxx = Exjx et la résistivité transverse (ou résistivité de Hall)
ρxy =
Ey
jx
.
Dans le contexte de la théorie des métaux de Drude, on peut montrer que ρxy
est directement proportionnel à B et peut s’écrire :
ρxy =
B
ene
, (I.14)
où e est la charge de l’électron et ne la densité électronique.
2.2 Phénoménologie de l’effet Hall quantique entier
En 1980, von Klitzing [KDP80] réalise des mesures de conductivité de Hall
sur des semi-conducteurs à base de silicone (préparés par Pepper et Dorda), à très
basse température (T ∼ 1.5K) et en présence d’un champ magnétique intense (B ∼
15T ). Il observe des plateaux dans la conductivité de Hall en fonction du champ
magnétique qui coïncident avec une valeur de la tension longitudinale nulle (cf.
Fig.(I.1)). Dans ces plateaux, la valeur de la conductivité de Hall prend des valeurs
multiples entier du quantum de conductance e2/h . Cette quantiﬁcation se révèle
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de plus être indépendante des détails microscopiques tels que le semi-conducteur
utilisé, la qualité du matériau ou l’intensité exacte du champ magnétique. C’est la
première réalisation expérimentale d’une phase topologique, caractérisée par des
propriétés non-locales, plutôt que par un paramètre d’ordre local comme dans les
théorie de Ginzburg-Landau. Cela vaudra le Prix Nobel de Physique de 1985 à von
Klitzing. Les expériences actuelles permettent de mesurer la quantiﬁcation de la
tension de Hall avec une précision de 10−9.
2.3 Une première interprétation de l’effet Hall quantique
Dans la théorie de Landau, un gaz d’électrons à deux dimensions (dans le plan
xy) soumis à un champ magnétique orthogonal et uniforme (B = Bez) possède une
structure en bandes plates (sans dispersion). Les bandes sont fortement dégénérées,
et contiennent chacune un nombre d’états environ égal à
NΦ =
Φ
Φ0
, (I.15)
où Φ est la quantité de ﬂux de champ magnétique qui traverse l’échantillon, et où
Φ0 = h/e est le quantum de ﬂux. On peut indexer les états d’une même bande par
k et les bandes par un entier n, et on obtient une énergie des états
ǫn,k = ~ωc
(
n+
1
2
)
. (I.16)
Dans un plan inﬁni, le système est donc un isolant de bande, excepté dans les cas
très particuliers où le potentiel chimique coïncide exactement avec l’énergie d’un
niveau de Landau.
En revanche, si on considère un système de taille ﬁnie, on voit apparaître des
états localisés aux extrémités de l’échantillon et pouvant conduire le courant. D’un
point de vue classique, on peut imaginer que les électrons sont bloqués sur des
orbites circulaires à cause du champ magnétique. Au contraire, pour un échantillon
de taille ﬁnie, les électrons rebondissent sur le bord, et peuvent ainsi se déplacer
(cf. Fig.(I.2)). On obtient donc des états de bord pouvant conduire le courant.
D’un point de vue quantique, on peut comprendre l’apparition des états de
bord en plaçant le gaz d’électron dans un potentiel conﬁnant qui représente le
caractère ﬁni de l’échantillon. On peut alors observer que l’énergie des niveaux
de Landau se "courbe" au niveau des extrémités. Ainsi, dans le bulk, les niveaux
de Landau restent plats et le système est isolant. En revanche, sur le bord et
pour n’importe quel potentiel chimique, l’énergie croise un nombre d’états égal au
nombre de niveaux de Landau remplis (cf. Fig.(I.2)). On obtient donc un matériau
isolant dans le bulk, mais possédant des canaux de conduction sur ses bords. Ces
canaux sont orientés : sur un bord donné, les électrons ne peuvent se déplacer
que dans un sens. Sur le bord opposé, ils ne peuvent se déplacer que dans le sens
opposé.
Comment lier la présence d’états de bord à la quantiﬁcation de la tension de
Hall ? Pour ﬁxer les idées, disons que notre échantillon est centré sur l’origine d’un
repère et que l’on souhaite faire passer un courant de gauche à droite (dans le sens
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(a) (b)
Figure I.2 – (a) Représentation classique du mouvement circulaire des électrons
en présence d’un champ magnétique. Sur les bords, les électrons rebondissent et
peuvent donc se propager. (b) Représentation des niveaux de Landau pour un
gaz d’électron bidimensionnel en présence d’un potentiel confinant. Le potentiel
"courbe" l’énergie des niveaux de Landau aux extrémités. Pour tout potentiel chi-
mique, l"énergie de Fermi croise donc à chaque extrémité un nombre d’états égal
au nombre de niveaux de Landau remplis. Figure extraite de [Teo11].
des x > 0). On supposera de plus que sur le bord supérieur (y > 0) les électrons
peuvent se déplacer de gauche à droite, et de droite à gauche sur le bord inférieur
(y < 0). Pour qu’il puisse y avoir établissement d’un courant dans l’échantillon, il
faut que le transport de charge soit plus important sur le bord supérieur. L’intensité
Ix, est alors donnée par la somme des contributions de ces charges excédentaires.
En supposant que nF niveaux de Landau sont remplis, à T = 0, on peut donc
écrire :
Ix = e
nF∑
ν=1
∫ dk
2π
vν,k, (I.17)
où vk est la vitesse de groupe de l’état d’impulsion k, et où le support de l’intégrale
ne prend en compte que les charges excédentaires sur le bord supérieure. La vitesse
de groupe s’obtient en dérivant l’énergie : ~vk = ∂ǫ/∂k. On obtient donc :
Ix =
e
h
nF∑
ν=1
∫ µS
µI
dǫ. (I.18)
Pour avoir un courant Ix qui traverse l’échantillon, il faut donc une diﬀérence
∆µ de potentiel chimique entre les bords inférieur (µI) et supérieur (µS) telle que :
Ix =
nF e
h
∆µ. (I.19)
Or, cette diﬀérence de potentiel est directement reliée à la tension de Hall :
∆µ = eVH . En substituant cela dans l’équation (I.19) on obtient une conductivité
σxy = Ix/VH quantiﬁée :
σxy = nF
e2
h
, avec nF ∈ Z. (I.20)
Cette approche permet d’expliquer l’eﬀet Hall quantique. Cependant, elle n’a
de sens qu’en présence d’un champ magnétique (pour plus de détail, on pourra se
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référer aux deux revues [Gir99] et [Goe09]). Or, dans la plupart des cas étudiés
dans la suite de ce manuscrit, le champ magnétique sera nul. Nous allons donc
maintenant nous intéresser à une autre approche, plus généralisable.
2.4 L’approche de Thouless, Kohmoto, Nightingale et den
Nijs
Dans ce paragraphe, nous présenterons l’argument de Thouless, Kohmoto,
Nightingale et den Nijs (TKNN) pour expliquer l’eﬀet Hall quantique [TKNdN82].
On considère ici des électrons sans interactions dans le plan xy, soumis à un
champ magnétique selon z. Le réseau cristallin est un réseau rectangulaire, et son
action est représentée par le potentiel
U(x, y) = U(x+ a, y) = U(x, y + b), (I.21)
avec a et b les pas du réseau selon x et y. Dans le cadre du couplage minimal,
l’Hamiltonien du système à un électron peut donc s’écrire :
H =
1
2m
(−i~∇+ eA(r))2 + U(r), (I.22)
avec A(r) = Ax(r)ex + Ay(r)ey le vecteur potentiel. Dans la jauge de Landau,
A(r) = Bxey. On suppose de plus que le ﬂux de champ magnétique à travers
une cellule unité du réseau est une fraction rationnelle du quantum de ﬂux, i.e.
ΦC =
p
q
Φ0 (p, q ∈ N). Cela implique que p quantum de ﬂux passent dans une cellule
unité magnétique de taille qa × b. Une version modiﬁée du théorème de Bloch
s’applique. L’équation (I.2) est toujours valable, mais la condition de périodicité
des un,k(r) devient [Zak64a, Zak64b] 4 :
un,k(x, y) = un,k(x, y + b) = un,k(x+ qa, y)e
−2πipy/b. (I.23)
On choisit de plus les un,k normalisés sur la cellule unité magnétique (CUM) :
∫ qa
0
dx
∫ b
0
dy |un,k(x, y)|2 = 1. (I.24)
La notion de cellule unité magnétique permet de déﬁnir naturellement la zone
de Brillouin magnétique (BZM), donnée par l’ensemble des k = (kx, ky) tels que
kx ∈ [−π/qa, π/qa] et ky ∈ [−π/b, π/b].
Comme précédemment (1.2) les un,k sont donc les vecteurs propres normalisés
de
Hk =
1
2m
(−i~∇+ eA(r) + ~k)2 + U(r), (I.25)
respectant les conditions aux bords de l’équation (I.23).
4. Cela vient du fait que, à cause du champ magnétique, les translations Tx et Ty ne
commutent pas. Il faut donc utiliser le groupe abélien des translations magnétiques, dé-
fini par Zak [Zak64a] et prendre en compte les modifications nécessaires pour les fonctions
d’ondes [Zak64b].
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Si un champ électrique peu intense est appliqué au système, le courant per-
pendiculaire résultant peut être calculé dans la théorie de la réponse linéaire en
utilisant la formule de Nakano-Kubo. On obtient une expression de la conductivité
de Hall de la forme :
σxy =
ie2~
A
∑
ǫα<ǫF<ǫβ
vxαβv
y
βα − vyαβvxβα
(ǫα − ǫβ)2 , (I.26)
où ǫF correspond à l’énergie de Fermi (qu’on supposera au milieu d’un gap), α
et β représentent des couples (k, n) tels que uα est un état d’énergie ǫα, vxαβ et
vyαβ sont les éléments de matrices des composantes de l’opérateur vitesse v =
(−i~∇+ eA)/m et A l’aire du système.
Comme on s’intéresse uniquement aux éléments de matrice hors diagonaux de
l’opérateur vitesse, on a :
vxαβ = 〈uα|
−i~∂x + eAx
m
|uβ〉 = 1
~
〈uα|∂Hk
∂kx
|uβ〉. (I.27)
D’où :
vxαβ =
ǫα − ǫβ
~
〈∂uα
∂kx
|uβ〉 = −ǫα − ǫβ
~
〈uα|∂uβ
∂kx
〉. (I.28)
(De même en remplaçant x par y.)
En injectant cette expression dans l’équation (I.26), les diﬀérences d’énergie
disparaissent et on obtient :
σxy =
ie2
A~
∑
ǫα<ǫF<ǫβ
(
〈∂uα
∂ky
|uβ〉〈uβ|∂uα
∂kx
〉 − 〈∂uα
∂kx
|uβ〉〈uβ|∂uα
∂ky
〉
)
. (I.29)
Une relation de fermeture et la normalisation des un,k permettent alors d’obtenir :
σxy =
e2
iA~
∑
ǫα<ǫF
(
〈∂uα
∂kx
|∂uα
∂ky
〉 − 〈∂uα
∂ky
|∂uα
∂kx
〉
)
. (I.30)
En utilisant le fait que l’énergie de Fermi est située au milieu d’un gap, on peut
faire le changement :
∑
ǫα<ǫF
→ ∑
n occ.
∫∫
BZM
dkx
2π/(qa)
dky
2π/b
, (I.31)
où n occ. correspond aux bandes occupées.
De plus, le produit scalaire peut se réécrire comme une intégrale sur la cellule
unité magnétique :
〈uα|uβ〉 =
∫∫
A
d2r u∗α(r)uβ(r) =
A
qab
∫∫
CUM
d2r u∗α(r)uβ(r). (I.32)
Finalement, on obtient :
σxy =
e2
h
∑
n occ.
∫∫ d2k
2πi
∫∫
d2r
(
∂u∗k,n(r)
∂kx
∂uk,n(r)
∂ky
− ∂u
∗
k,n(r)
∂ky
∂uk,n(r)
∂kx
)
, (I.33)
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où l’intégrale en k porte sur la BZM et l’intégrale en r porte sur la CUM. Le
théorème de Stokes permet enﬁn de réécrire cette équation sous la forme :
σxy =
e2
h
∑
n occ.
∮ dk
2πi
∫∫
d2r uk,n(r)
∗∇kuk,n(r). (I.34)
Avant de calculer cette grandeur pour une forme spéciale du potentiel U(r),
Thouless et al. proposent un argument pour la quantiﬁcation de cette intégrale qui
peut se comprendre comme suit.
Comme montré précédemment dans le paragraphe 1.2, il est possible d’avoir
une déﬁnition continue en k des Ψn,k(r). Si on considère de plus des bandes d’états
sans recouvrement (i.e. avec un gap entre chaque bande occupée), alors on peut
montrer que les Ψn,k(r) ne peuvent diﬀérer que d’une phase indépendante de r
quand on modiﬁe k d’un vecteur du réseau réciproque. En d’autres termes, pour
chaque bande n il existe deux fonctions γnx (k) et γ
n
y (k) telles que :
Ψn,(kx+ 2piqa ,ky)
(r) = eiγ
n
x (k)Ψn,k(r),
Ψn,(kx,ky+ 2pib )
(r) = eiγ
n
y (k)Ψn,k(r). (I.35)
L’équation (I.2) permet alors de montrer que les intégrales en k de l’équation
(I.34) sur les bords opposés de la BZM se compensent partiellement et on obtient,
en utilisant la normalisation des un,k :
σxy =
e2
2πh
∑
n occ.
(
γny (
−π
qa
,
−π
b
)− γny (
π
qa
,
−π
b
)− γnx (
−π
qa
,
−π
b
) + γnx (
π
qa
,
−π
b
)
)
.
(I.36)
On se retrouve donc avec des diﬀérences de fonctions γn évaluées en des points
équivalents de la MBZ (des points diﬀérant d’un vecteur du réseau réciproque).
Ces diﬀérences ne peuvent être que des multiples de 2π, car, grâce à la périodicité
du réseau, on peut toujours choisir :
eiγ
n
x (k+K) = eiγ
n
x (k), (I.37)
pour tout K vecteur du réseau réciproque (et de même pour γy)
Finalement on obtient que la conductivité de Hall est quantiﬁée :
σxy =
e2
h
ν, ν ∈ Z. (I.38)
On appelle ν l’invariant de TKNN.
Cela conclut notre présentation des résultats de TKNN dans leur article de
1982. En résumé, on commence par écrire la formule de Nakano-Kubo qui donne
une expression de la conductivité de Hall dans le cadre de la réponse linéaire (ap-
proximation qui suppose que le champ électrique peut être traité en perturbation).
Cette expression est ensuite réécrite en utilisant les fonctions de Bloch magnétiques
un,k. On obtient alors une expression de la conductivité de Hall en e2/h fois une
intégrale. Enﬁn, en supposant que la structure de bandes est séparée, on montre
que cette intégrale ne peut prendre que des valeurs entières. Dans leur article,
Thouless et al. calculent ensuite explicitement la valeur de la conductivité de Hall
pour des modèles particuliers. Ces calculs n’ont pas été reproduits ici.
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2.5 L’invariant de TKNN
Dans ce paragraphe, nous discutons plus en détail les propriétés de l’invariant
de TKNN.
Tout d’abord, la dénomination « invariant » vient du fait que ν est (partielle-
ment) un invariant de jauge. En eﬀet, considérons la transformation de jauge :
un,k ← eif(k)un,k, (I.39)
où f est une fonction réelle, indépendante de r et suﬃsamment lisse en k. On peut
montrer que cette transformation produit une modiﬁcation de ν donnée par :
∫∫
BZM
d2k ∇k ×∇kf(k) = 0. (I.40)
Ainsi, ν est invariant par changement de la phase des fonctions d’ondes.
D’après l’équation (I.36), on peut aussi remarquer que l’invariant de TKNN
peut s’écrire uniquement en fonction des phases γn et quantiﬁe la façon dont ces
phases « s’enroulent » entre certains points équivalents de la zone de Brillouin.
Ainsi, ν est une mesure de l’organisation globale des fonctions d’ondes.
On peut aussi comprendre cela grâce à l’équation (I.34). Deux points de l’espace
réciproque diﬀérant d’un vecteur du réseau réciproque étant équivalents, la zone
de Brillouin est essentiellement un tore plutôt qu’un rectangle. Ainsi, si les un,k
sont dérivables et monovalués sur le tore, l’équation (I.34) doit donner σxy =
0. La dérivabilité étant assurée par choix, on comprend qu’une valeur non nulle
de ν interdit d’avoir des fonctions un,k monovaluées, empêchant ainsi d’écrire les
fonctions d’ondes sous la forme (I.4). 5
On imagine aisément que de petites modiﬁcations locales des fonctions d’ondes
ne peuvent pas modiﬁer leur organisation structurelle et donc la valeur de ν. De
plus, ν étant entier, on ne peut le modiﬁer continument, et seul un évènement tel
que la fermeture du gap permet d’en changer la valeur. C’est donc un invariant
topologique au sens déﬁni dans le paragraphe 1.5.
En 1983, Avron, Seiler et Simon ont démontré que pour les systèmes à bandes
séparées, les invariants de TKNN calculés pour chaque bande sont les seuls inva-
riants possibles (tous les autres invariants peuvent s’écrire comme une fonction des
invariants de TKNN), et que la donnée de tous les invariants de TKNN permet
de déterminer entièrement la classe topologique de tels systèmes. Avron et Sei-
ler [AS84] ont aussi été les premiers à faire le lien entre l’invariant de TKNN et la
première classe de Chern d’un ﬁbré vectoriel.
On peut en eﬀet voir une bande n donnée comme un ﬁbré de base la zone de
Brillouin assimilée à un tore, et dont la pré-image d’un point k est donnée par le
sous-espace engendré par un,k. On peut de plus déﬁnir une connexion sur ce ﬁbré :
An(k) = i
∫∫
d2r uk,n(r)
∗∇kuk,n(r) = i〈uk,n|∇kuk,n〉. (I.41)
5. Cette propriété, associée à une valeur non nulle de ν, est souvent appelée obstruction
(obstruction à définir continument les un,k sur la BZ considérée comme un tore).
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Cette connexion s’appelle la connexion de Berry (ou potentiel vecteur de Berry).
De cette connexion, on peut dériver une courbure :
Fn(k) = ∇k ×An(k), (I.42)
la courbure de Berry. La première classe de Chern est alors donnée par c1 = 12πFn.
6
L’intégrale de la première classe de Chern sur le tore s’appelle le premier nombre
de Chern (C1) et permet de caractériser le ﬁbré. C1 est quantiﬁé : il prend ses
valeurs dans Z. Il vaut 0 pour un ﬁbré trivial. L’invariant de TKKN, qui peut
s’écrire
ν =
∑
n occ.
−1
2π
∫∫
MBZ
Fn(k)d
2
k, (I.43)
s’interprète donc comme l’opposé du premier nombre de Chern sommé sur l’en-
semble des bandes remplies.
Cela conclut notre description de l’eﬀet Hall quantique. Dans la suite de ce
chapitre, nous montrons comment le nombre de Chern, qui est au cœur de la com-
préhension de la quantiﬁcation de la tension de Hall, peut être étendu à d’autres
systèmes aﬁn d’en étudier la topologie.
3 Isolants de Chern
Dans cette section, nous nous intéressons à la description d’une famille de phase
plus large que l’eﬀet Hall quantique : les isolants de Chern. Nous généralisons tout
d’abord la déﬁnition du nombre de Chern pour des ﬁbrés plus complexes, où les
bandes ne sont pas séparées. Nous montrons ensuite que la formulation en terme
de nombre de Chern permet d’étudier la topologie de systèmes plus généraux que
l’eﬀet Hall quantique comme le modèle de Haldane [Hal88]. C’est un modèle sans
champ magnétique, et donc sans niveau de Landau. Enﬁn, nous nous intéressons
aux propriétés des systèmes à nombre de Chern non nul.
3.1 Connexion non Abélienne
Une condition importante pour la quantiﬁcation de l’invariant de TKKN est
que les bandes soient séparées, c’est-à-dire que pour chaque k, on peut indexer
les un,k par énergie croissante en ayant ǫn,k < ǫn+1,k. Cela simpliﬁe les choses en
permettant de traiter chaque bande séparément. Cependant, il peut arriver que
les bandes remplies soient dégénérées. Dans ce cas, on peut considérer, non pas le
ﬁbré déﬁni par chacune des bandes séparément, mais le ﬁbré dont la pré-image d’un
point k est l’espace engendré par l’ensemble des états un,k occupés. La connexion
déﬁnie à l’équation (I.41), peut être remplacée par sa forme non Abélienne plus
générale [WZ84, Mea92] :
Amn,µ(k) = i〈um,k|∂kµ|un,k〉. (I.44)
6. En mathématiques, la connexion est plus souvent définie sans le facteur i, qui apparaît
alors dans la première classe de Chern.
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La courbure non Abélienne s’écrit alors
Fmn,µν(k) = ∂kµAmn,ν(k)− ∂kνAmn,µ(k)− i[Aµ(k), Aν(k)]mn, (I.45)
et la première classe de Chern de ce ﬁbré est donnée par
c1(k) =
1
2π
Tr[Fxy(k)], (I.46)
où la trace porte sur les indices de bandes.
Cette formulation a de plus l’intérêt d’être invariante de jauge [Nak03]. En
eﬀet, tout comme le déterminant de Slater, c1 est invariant sous l’action d’une
transformation unitaire U ∈ U(N ) sur les bandes occupées ;
|um,k〉 ←
∑
n occ
Umn(k)|un,k〉. (I.47)
Comme précédemment, le premier nombre de Chern est alors donné par l’inté-
grale de la première classe de Chern sur le tore.
On peut noter que, pour un espace de Hilbert de dimension ﬁnie, le ﬁbré
construit sur l’ensemble des états (remplis et non remplis) et toujours trivial [FC13].
Le premier nombre de Chern sommé sur l’ensemble des bandes du systèmes est
donc nul. Cela permet d’en déduire que l’étude des bandes remplies est équivalente
à l’étude des bandes vides, puisqu’elles conduiront toutes deux à la même valeur
du nombre de Chern en valeur absolue. Cela assure de plus de toujours pouvoir
écrire l’Hamiltonien de Bloch déﬁni à l’équation (I.13) de manière à respecter
Hk+G = Hk. (I.48)
oùG est un vecteur quelconque du réseau réciproque. En eﬀet, le nombre de Chern
pour l’ensemble des bandes étant nul, il n’y a pas d’obstruction à une déﬁnition
continue et périodique de H.
Enﬁn, le premier nombre de Chern est indépendant du choix de la courbure
considérée [FC13]. On pourrait en eﬀet envisager de déﬁnir d’autres connexions
(d’autres déﬁnitions de la dérivée covariante) et donc d’autre courbures pour cal-
culer la première classe de Chern. Ainsi, s’intéresser à la courbure de Berry est
simplement une convention qui semble plus naturelle physiquement, mais d’autres
choix seraient possibles pour étudier la topologie d’une structure de bandes donnée.
Dans la suite de ce manuscrit, nous étudions des systèmes à bandes séparées.
L’étude de chaque bande indépendamment les unes des autres sera donc possible,
et nous ne nous intéresserons pas à la connexion non Abélienne. On peut cependant
noter que la majeure partie des résultats est généralisable au cas non Abélien.
3.2 L’effet Hall sans niveau de Landau : le modèle de Hal-
dane
Comme exemple d’isolant de Chern, on considère ici un Hamiltonien de liaisons
fortes de fermions sans spin sur le réseau hexagonal. Le réseau hexagonal peut être
19
Chapitre I. Introduction aux Isolants Topologiques
Figure I.3 – Représentation du réseau hexagonal (à gauche) et de sa zone de
Brillouin (à droite). Le réseau hexagonal possède deux sites par cellule unité (A
et B), et s’organise sur un réseau triangulaire de vecteurs de base a1 et a2. Les δi
sont les vecteurs reliant les plus proches voisins. b1 et b2 sont les deux vecteurs
de base du réseau réciproque. (figure extraite de [CNGP+09])
vu comme un réseau triangulaire avec deux sites par cellule unité (cf. Fig.(I.3)).
Les vecteurs de base a1 et a2 peuvent s’écrire
a1 =
a
2
(3,
√
3), a2 =
a
2
(3,−√3). (I.49)
Les vecteurs de base du réseau réciproque s’écrivent alors
b1 =
2π
3a
(1,
√
3), b2 =
2π
3a
(3,−√3). (I.50)
On peut aussi déﬁnir les vecteurs premiers voisins d’un site B :
δ1 =
a
2
(1,
√
3), δ2 =
a
2
(1,−√3), δ3 = a(−1, 0). (I.51)
Si on considère des sauts de premiers et deuxièmes voisins isotropes, l’Hamil-
tonien peut s’écrire dans l’espace réel :
H = t1
∑
<i,j>
(c†icj + h.c.) + t2
∑
≪i,j≫
(c†icj + h.c.) (I.52)
où h.c. signiﬁe hermitien conjugué, et t1 et t2 sont réels. Les bandes d’énergie de
ce système ont la forme [Wal47] :
E± = ±t1
√
3 + f(k) + t2f(k),
f(k) = 2 cos(
√
3kya) + 4 cos
(√
3
2
kya
)
cos
(
3
2
kxa
)
. (I.53)
On obtient un système composé de deux bandes mais possédant un gap nul aux
points de haute symétrie K et K′ donnés par :(cf. Fig.(I.4a))
K =
(
2π
3a
,
2π
3
√
3a
)
, K′ =
(
2π
3a
,− 2π
3
√
3a
)
. (I.54)
20
3. Isolants de Chern
(a) (b)
Figure I.4 – Relation de dispersion obtenue pour a = 1, t1 = −3 et t2 = −0.3.
(a) ϕ = 0 : On observe deux bandes d’énergie avec un gap nul aux points de
haute symétrie K et K′. (b) ϕ = π/5 : Le gap s’ouvre. Le matériaux est isolant à
demi-remplissage
L’idée de Haldane est de modiﬁer cet Hamiltonien en rajoutant localement des
ﬂux de champ magnétique aﬁn de briser la symétrie de renversement du temps.
L’eﬀet Aharonov-Bohm dû à ces termes est pris en compte grâce à une substitution
de Peierls. On multiplie les termes de saut par une phase, de telle sorte que la phase
totale accumulée sur un chemin fermé corresponde au ﬂux de champ magnétique
à travers la surface orientée déﬁnie par ce chemin.
L’Hamiltonien considéré s’écrie donc :
H = t1
∑
<i,j>
(c†icj + h.c.) + t2
∑
≪i,j≫
(eiϕc†icj + h.c.), (I.55)
où de nouveau t1 et t2 sont réels. Garder le terme de saut de premier voisin réel
permet de ne pas accumuler de phase lorsqu’un électron fait le tour complet de la
cellule unité. Il n’y a donc pas de champ magnétique net. En revanche la phase du
terme de saut de second voisin correspond à une inhomogénéité du ﬂux à l’intérieur
de la cellule unité.(cf. Fig.(I.5))
L’Hamiltonien de Bloch peut s’écrire dans ce cas
Hk = d0(k)Id+ d(k).σ, (I.56)
où σ est le vecteur des matrices de Pauli agissant sur les sites A et B et :
d0 = 2t2 cos(ϕ)
(
2 cos
(
3kxa
2
)
cos
(√
3kya
2
)
+ cos
(√
3kya
))
,
d1 = t1
(
2 cos
(
kxa
2
)
cos
(√
3kya
2
)
+ cos (kxa)
)
,
d2 = t1
(
2 sin
(
kxa
2
)
cos
(√
3kya
2
)
− sin (kxa)
)
,
d3 = 2t2 sin(ϕ)
(
2 cos
(
3kxa
2
)
sin
(√
3kya
2
)
− sin
(√
3kya
))
. (I.57)
On peut diagonaliser cet Hamiltonien simplement (c’est une matrice 2× 2) et
obtenir la structure de bandes complète de ce système. On ne donnera cependant
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Figure I.5 – Lien entre les termes de saut obtenus par substitution de Peierls et
l’inhomogénéité de flux. Sur le premier dessin, les traits noirs correspondent aux
termes de saut d’amplitude t1, tandis que les flèches rouges correspondent aux sauts
d’amplitude eiϕt2. Ces termes de saut peuvent être obtenus en présence de flux
tels que ceux représentés sur le deuxième schéma. Les cercles bleus représentent
un flux positif et les cercles rouges un flux négatif, de telle sorte que le flux total
est nul. Figure adaptée de [JMD+14].
pas dans ce manuscrit la forme complète des solutions qui est lourde et sans intérêt
direct ici.
On observe que cette brisure du renversement du temps ouvre un gap entre les
deux bandes du système (cf. Fig.(I.4b)). On obtient donc bien un isolant à demi-
remplissage. On peut de plus calculer la valeur du nombre de Chern de la bande
inférieure grâce à l’équation (I.43). On obtient C1 = 1 si 0 < ϕ < π et C1 = −1 si
−π < ϕ < 0. On a donc bien aﬀaire à une phase topologique dès que ϕ Ó= 0 mod π.
Dans le modèle original, Haldane considère de plus un terme qui brise la symé-
trie de parité (équivalent à un potentiel chimique diﬀérent pour chaque sous-réseau
A et B). Il montre que lorsque le gap s’ouvre à cause de la brisure de parité, les
deux bandes obtenues ont un nombre de Chern nul. Lorsqu’on brise à la fois la
symétrie de renversement du temps et la parité, on obtient une phase triviale ou
topologique suivant l’intensité relative de ces deux termes.
3.3 Correspondance Bulk-Edge
Une conséquence fondamentale de la classiﬁcation topologique des isolants de
bandes est l’existence d’états de bord métalliques à l’interface entre deux phases
topologiques diﬀérentes 7. On a vu par exemple que la conductivité de Hall pouvait
se comprendre par la présence d’états de surface métalliques chiraux à l’interface
entre le vide (C1 = 0) et un état de Hall de nombre de Chern C1 Ó= 0. La notion
de chiralité (sur un bord, les électrons ne peuvent se déplacer que dans une seule
direction) est importante, car elle assure la robustesse de ces états de bord envers
le désordre par exemple. En eﬀet, une impureté sur le bord de l’échantillon devrait
normalement rétro-diﬀuser les électrons. Cependant, à cause de la chiralité, il n’y
a pas d’espace des phases accessible pour les électrons rétro-diﬀusés, rendant le
processus énergétiquement défavorable. Les électrons traversent donc l’impureté
7. À condition que l’interface possède au moins les symétries qui protègent les phases topolo-
giques considérées.
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sans interagir avec elle.
Intuitivement, on peut comprendre l’apparition des états de bord ainsi : les
symétries considérées étant respectées, la valeur d’un invariant topologique ne peut
pas changer sans fermeture du gap. Une interface doit pourtant interpoler entre
deux systèmes gappés mais de structures de bandes diﬀérentes. Cela ne peut donc
se faire qu’en ayant une fermeture du gap localement, sur la surface de contact.
Pour un exemple plus concret, on peut considérer des fermions de Dirac en
dimension 2+1. Un système de fermions de masses positives appartient à une
classe topologique diﬀérente d’un système de fermions de masses négatives. On
crée alors une interface en considérant un Hamiltonien de fermion de Dirac à 2+1
dimensions dont la masse dépend de la position y. Cet Hamiltonien peut s’écrire :
H = −i~vF (σx∂x + σy∂y) +m(y)σz. (I.58)
On choisit m(y) < 0 pour y < 0, m(y) > 0 pour y > 0 et limy→±∞m(y) = ±m.
L’invariance selon x permet de considérer kx comme un bon nombre quantique.
On peut donc chercher des solutions de la forme Ψkx(x, y) = e
ikxxΦ(y). On peut
montrer que si m(y) est suﬃsamment lisse et que sa dérivée ne s’annule pas, alors
on trouve une solution de la forme [JR76, HK10, FC13] 8 :
Ψkx(x, y) = e
iqxx exp
(
−
∫ y
0
dy′m(y′)/vF
)(
1
1
)
≃
y→±∞ e
iqxxe
−m|y|
vF
(
1
1
)
, (I.59)
et d’énergie E(qx) = ~vF qx. Pour toute énergie dans le gap, on obtient donc
un état exponentiellement localisé à l’interface y = 0 et de vitesse de groupe
dE/dqx = ~vF > 0 (cf. Fig.(I.6a)). On peut aussi remarquer que la présence de
l’état de bord ne dépend pas de la forme précise de m(y), mais uniquement de la
présence de l’interface.
Dans le cadre du modèle de Haldane, on observe que lorsque ϕ = 0 on obtient
des cônes de Dirac dans la relation de dispersion aux points de Dirac K et K′. En
modiﬁant ϕ, on ouvre un gap en ces points. Cela revient à donner une masse aux
électrons de Dirac, de signes diﬀérents selon le point de Dirac considéré. Le cas
trivial, où le gap est ouvert uniquement grâce à une brisure de la parité, correspond
quant à lui à des masses de même signes. Dans les deux cas, le nombre de Chern est
donné par c1 = sign(m(K))− sign(m(−K)). Une interface entre ces deux modèles
doit donc interpoler entre deux fermions de masses diﬀérentes, et on retrouve bien
un état de bord, comme montré précédemment (Pour une discussion plus détaillée,
on pourra se référer à [Cay13]).
On peut résoudre le modèle de Haldane qui brise le renversement du temps sur
un plan semi-inﬁni. La ﬁgure (I.6b) montre les niveaux d’énergie que l’on obtient
en fonction de kx. On observe les bandes de conduction et de valence du bulk
à demi-remplissage, ainsi qu’une ligne d’état de bord qui connecte la bande de
valence à K′ à la bande de conduction à K. En modiﬁant l’Hamiltonien près de
l’interface, on peut modiﬁer la relation de dispersion des états de bord, de manière
8. Il est intéressant de noter que le même mécanisme de Jackiw et Rebbi [JR76] permet
d’expliquer des phénomènes aussi variés que les excitations soliton dans le polyacétylène [SSH80]
ou les modes d’énergie nulle dans les supraconducteurs d-wave [Hu94].
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Figure I.6 – Schéma de la relation de dispersion en fonction de kx pour différentes
interfaces. (a) Interface entre électrons de Dirac de masse différentes. (b) Interface
entre la phase topologique de Haldane et le vide. (c) Interface entre la phase
topologique de Haldane et le vide, avec un Hamiltonien sur le bord modifié de
manière à obtenir trois états de bord. La différence entre le nombre d’états de
chiralité droite et gauche reste inchangée.
à avoir trois états de bord pour une énergie de Fermi donnée.(cf. Fig.(I.6c)) Mais
la diﬀérence entre le nombre d’état de chiralité droite (ND) et le nombre d’état de
chiralité gauche (NG) reste inchangé. La valeur de ND −NG est déterminé par la
structure topologique du bulk des deux matériaux mis en contact. C’est ce qu’on
appelle la correspondance volume-surface (bulk-edge) :
ND −NG = ∆C1, (I.60)
où ∆C1 est la diﬀérence de nombre de Chern des deux matériaux.
3.4 Lien avec la polarisation
Étant donné un ensemble de fonctions de Wannier construites à partir des
fonctions d’onde comme 9
|R, n〉 =
√
N
(2π)2
∫∫
BZ
d2ke−ik.R|Ψkx,ky ,n〉, (I.61)
on peut déﬁnir la polarisation P comme la somme sur les bandes occupées du
centre de charge 10 de la fonction de Wannier située à l’origine du réseau :
P =
∑
n occ.
r¯n =
∑
n occ.
〈þ0, n|ˆr|þ0, n〉. (I.62)
La polarisation n’est pas invariante de jauge, elle est déﬁnie à un vecteur du réseau
près. Une fois la jauge ﬁxée, on peut cependant suivre l’évolution de la polarisa-
tion lorsque l’on modiﬁe continument l’Hamiltonien. Cette variation est invariante
de jauge [KSV93]. On peut montrer que la polarisation s’écrit en fonction de la
connexion de Berry comme [CV09] :
P =
1
4π2
∑
n occ.
∫∫
BZ
d2k An(k). (I.63)
9. On considère ici l’exemple d’un Hamiltonien sur réseau carré, de pas de réseau a = 1, avec
des conditions aux bords périodiques et N sites.
10. équivalent au centre de masse en posant qe = me = 1.
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Dans la suite, on voudra souvent considérer des systèmes possédant un bord
(par exemple en x = 0), mais avec des conditions aux bords périodiques dans
l’autre direction. Dans ce cas, une seule des deux impulsions reste un bon nombre
quantique (dans cet exemple, ky). Il peut donc être utile de déﬁnir des fonctions
de Wannier hybrides :
|x, ky, n〉 =
√
Nx
2π
∫ π
−π
dkxe
−ikxx|ukx,ky ,n〉, (I.64)
où Nx correspond au nombre de site selon la direction x. Ici ky joue simplement le
rôle d’un paramètre. Comme nous l’avons vu précédemment, il n’est pas toujours
possible d’écrire les fonctions d’ondes sous une forme qui respecte la périodicité
de l’équation (I.4). En revanche, on peut ﬁxer cette périodicité selon une des deux
directions. On déﬁnit donc les fonctions de Wannier hybrides à partir de fonctions
d’ondes qui respectent :
|Ψkx+2π,ky ,n〉 = |Ψkx,ky ,n〉,
|Ψkx,ky+2π,n〉 = eiγ
n
y (k)|Ψkx,ky ,n〉. (I.65)
Pour une valeur donnée de ky, on peut déﬁnir de nouveau la polarisation élec-
trique selon þx, 11 comme la somme sur toutes les bandes remplies de la position du
centre de charge des fonctions de Wannier associées à la cellule unité à l’origine :
Pky =
∑
n occ.
x¯n,ky =
∑
n occ.
〈0, ky, n|xˆ|0, ky, n〉. (I.66)
Comme précédemment, Pky n’est pas invariant de jauge, mais ses variations entre
ky = −π et ky = π sont bien déﬁnies. En eﬀet, dans ce cas, l’équation (I.63) se
réécrit
Pky =
1
2π
∑
n occ.
∫ π
−π
dkxAn,ky(kx), (I.67)
avec :
An,ky(kx) = i〈ukx,ky ,n|∇kx|ukx,ky ,n〉. (I.68)
La variation de polarisation s’écrit donc :
∆P = Pπ − P−π = 1
2π
∑
n occ.
(∫ π
−π
dkxAn,π(kx)−
∫ π
−π
dkxAn,−π(kx)
)
=
1
2π
∑
n occ.
∮
BZ
dkAn(k), (I.69)
qui n’est autre, grâce au théorème de Green-Stokes, que le premier nombre de
Chern calculé sur les bandes remplies.
La quantiﬁcation du nombre de Chern et donc de ∆P peut se comprendre
ainsi : les points ky = −π et ky = π étant équivalents, la physique décrite doit être
la même. La polarisation doit donc être égale en ces deux points, à l’invariance de
11. L’appellation polarisation pour des fonctions de Wannier hybrides est un abus de langage
qu’on fera souvent. On peut cependant aussi s’y référer comme au centre de charge des fonctions
de Wannier (WCC) noté, pour une bande n, x¯n,ky
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jauge près. Or cette invariance de jauge correspond ici a un nombre entier de fois
le pas du réseau a qu’on a choisi égal à 1. Nécessairement, on obtient ∆P ∈ Z.
Ainsi, une manière d’obtenir le nombre de Chern serait de calculer la polari-
sation (à partir des centres de charge des fonctions de Wannier) en fonction de ky
et de suivre son évolution lorsque ky parcourt la zone de Brillouin. Ce sera l’idée
principale derrière une des méthodes numériques présentées dans le Chapitre III.
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Dans le premier chapitre, nous avons vu qu’il était possible de classiﬁer to-
pologiquement les isolants de bandes par le calcul d’un invariant topologique : le
premier nombre de Chern. Une condition nécessaire à l’obtention d’un nombre de
Chern non nul est la brisure de la symétrie de renversement du temps (TR). En ef-
fet, dans l’eﬀet Hall quantique la symétrie TR est brisée par la présence d’un champ
magnétique extérieur, tandis que dans le modèle de Haldane ce rôle est joué par un
ﬂux alterné. Dans ce chapitre, nous nous intéressons maintenant aux isolants sy-
métriques par renversement du temps. Leur nombre de Chern sera donc nul, mais
nous verrons qu’il est possible de séparer ces systèmes en deux classes topologiques
distinctes, diﬀérenciées par un invariant topologique Z2. Dans la première section
nous discutons les propriétés de l’opérateur renversement du temps. Nous nous at-
tachons ensuite à donner une expression de cet< invariant Z2 dans un cas général,
puis en présence d’une symétrie supplémentaire, l’inversion. Enfn, nous discutons
un exemple d’isolant topologique Z2 : le puits quantique HgTe/CdTe (tellurure de
mercure/tellurure de cadmium) représenté par l’Hamiltonien de Bernevig-Hughes-
Zhang (BHZ) [BHZ06], avant de présenter les principales méthodes expérimentales
d’identiﬁcation des isolants topologiques.
1 La symétrie par renversement du temps
Dans cette section, nous nous intéressons à la symétrie de renversement du
temps et à ses conséquences.
1.1 Le renversement du temps en mécanique classique
L’opération de renversement du temps, comme son nom l’indique, consiste à
eﬀectuer la transformation t→ −t. Classiquement, cette opération n’a donc pas de
conséquence pour les positions, mais changera les vitesses en leur opposée. Ainsi,
l’équation du mouvement d’une particule de position þr soumise à une force þF
mþ¨r(t) = þF (þr, þ˙r; t), (II.1)
se transforme sous action du renversement du temps en
mþ¨r(−t) = þF (þr,−þ˙r;−t). (II.2)
L’opération renversement du temps sera une symétrie si
þF (þr, þ˙r; t) = þF (þr,−þ˙r;−t). (II.3)
C’est par exemple le cas de la force gravitationnelle. Si on considère par ailleurs
la force de Lorentz
þF = q( þE(þr) + þ˙r × þB(þr)), (II.4)
la symétrie par renversement du temps impose
þE(þr; t) = þE(þr;−t) et þB(þr; t) = − þB(þr;−t). (II.5)
Un champ magnétique extérieur uniforme et indépendant du temps brise donc la
symétrie par renversement du temps, comme c’est le cas dans l’eﬀet Hall quantique.
28
1. La symétrie par renversement du temps
1.2 Le renversement du temps en mécanique quantique
En mécanique quantique on peut décrire l’action du renversement du temps
par un opérateur Θ. L’action du renversement du temps sur les positions et les
vitesses impose :
[Θ,X] = ΘX−XΘ = 0 et {Θ,P} = ΘP+PΘ = 0. (II.6)
Or, ceci n’est compatible avec les relations de commutations canoniques
[Xn, Pm] = i~δn,m, (II.7)
que si Θ est un opérateur anti-linéaire, i.e. :
Θ(λ1|Ψ1〉+ λ2|Ψ2〉) = λ∗1Θ|Ψ1〉+ λ∗2Θ|Ψ2〉, (II.8)
et même anti-unitaire (Θ† = Θ−1) d’après le théorème de Wigner.
On peut toujours écrire un opérateur anti-unitaire comme le produit d’un opé-
rateur unitaire et d’un opérateur de conjugaison complexe, où on appelle opérateur
de conjugaison complexe dans la base {|φi〉}, noté K{|φi〉}, l’opérateur anti-unitaire
vériﬁant
∀i, K{|φi〉}|φi〉 = |φi〉. (II.9)
Le renversement du temps devant inverser le sens des spins ({Θ,S} = 0) on choisit
en général
Θ = e−iπSy/~K{|r,Sz〉}, (II.10)
où la base {|r, Sz〉} est donnée par les vecteur propres communs de l’opérateur po-
sition rˆ et de l’opérateur Sz. Pour des spins 1/2, cette expression peut se simpliﬁer
en :
Θ = −isyK{|r,Sz〉}, (II.11)
où sy est la deuxième matrice de Pauli agissant sur l’espace des spins.
1.3 Notations pour les opérateurs anti-linéaires
Si A est un opérateur anti-linéaire, 〈χ|
(
A|φ〉
)
est une fonctionnelle anti-linéaire
de φ, donc son conjugué est une fonctionnelle linéaire. On peut donc trouver 〈χ′|
tel que
〈χ′|φ〉 =
(
〈χ|
(
A|φ〉
))∗
. (II.12)
Cela permet de déﬁnir l’action de A sur un bra par :
(
〈χ|A
)
= 〈χ′|, (II.13)
et on obtient (
〈χ|A
)
|φ〉 =
(
〈χ|
(
A|φ〉
))∗
. (II.14)
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On observe donc que, contrairement aux opérateurs linéaires, la notation bra/ket
n’est pas entièrement adaptée aux opérateurs anti-linéaires, pour lesquels l’utili-
sation de parenthèses est nécessaire. Dans la suite de ce manuscrit, l’omission des
parenthèses signiﬁera que l’opérateur anti-linéaire agit sur le ket qui le suit.
Comme pour les opérateurs linéaires, on déﬁnit l’adjoint A† d’un opérateur
anti-unitaire A par (
A|φ〉
)†
=
(
〈φ|A†
)
. (II.15)
On obtient alors le formulaire :
〈χ|A|φ〉 = (〈χ|A)|φ〉∗ = (〈φ|A†)|χ〉∗ = 〈φ|A†|χ〉,
(〈χ|A)|φ〉 = 〈χ|A|φ〉∗ = (〈φ|A†)|χ〉 = 〈φ|A†|χ〉∗. (II.16)
1.4 Théorème de Kramers
Dans ce manuscrit, on s’intéresse à des fonctions d’onde fermioniques à une
particule de spin 1/2. Le théorème de Kramers s’applique donc.
Théorème de Kramers :
Les niveaux d’énergie d’un système invariant par renversement du temps sont
tous dégénérés si le système comprend un nombre impair de spins demi-entiers.
L’argument central pour prouver le théorème de Kramers est que pour un
système comprenant un nombre impair de spins 1/2, et donc en particulier pour
des systèmes à un électron, le carré de l’opérateur renversement du temps vaut
moins l’identité :
Θ2 = −Id. (II.17)
Nous allons démontrer ici un théorème un peu plus général :
Soit A un opérateur anti-unitaire qui commute avec l’Hamiltonien H d’un sys-
tème et dont le carré vaut A2 = eiφ avec φ Ó= 0 mod 2π. Alors, pour tout |Ψ〉
vecteur propre de H, A|Ψ〉 est aussi vecteur propre de H pour la même valeur
propre ; et on a 〈Ψ|A|Ψ〉 = 0.
Le fait que A|Ψ〉 soit un état propre de H s’obtient directement de la commu-
tativité de A et de H et du fait que les valeurs propres de H, les énergies, sont
réelles :
HA|Ψ〉 = AH|Ψ〉 = AE|Ψ〉 = EA|Ψ〉. (II.18)
L’orthogonalité, quant à elle, découle des égalités suivantes :
〈Ψ|A|Ψ〉 = 〈Ψ|A†AA|Ψ〉 = 〈Ψ|A†eiφ|Ψ〉 = e−iφ〈Ψ|A†|Ψ〉 = e−iφ〈Ψ|A|Ψ〉. (II.19)
La première égalité est due à l’anti-unitarité de A. La deuxième est une consé-
quence directe de l’hypothèse sur le carré de A. La troisième vient de l’anti-
linéarité. Et la dernière vient de l’équation (II.16). On observe donc que si eiφ Ó= 1,
alors nécessairement 〈Ψ|A|Ψ〉 = 0.
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1.5 Conséquence pour les Hamiltoniens périodiques
Comme nous l’avons vu dans le paragraphe 1.2 du chapitre I, lors de l’étude
d’Hamiltoniens périodiques, il est souvent préférable de travailler dans la base des
ondes planes |k〉 plutôt que dans la base des positions |r〉.
En remarquant que
K{|r,Sz〉} =
∑
k
| − k〉〈k|K{|k,Sz〉}, (II.20)
on peut réécrire l’opérateur de renversement du temps comme
Θ = −isy
∑
k
| − k〉〈k|K{|k,Sz〉}. (II.21)
Dans la suite, on omettra souvent de préciser l’indice de l’opérateur conjugaison
complexe, lorsque le contexte sera suffisamment clair.
Nous avons vu que l’étude de l’Hamiltonien de Bloch Hk défini à l’équation
(I.13) est suffisante pour définir la structure de bandes. En effet, on peut construire
les états propres de l’Hamiltonien (les |Ψk,n〉) à partir des états propres de l’Ha-
miltonien de Bloch (les |uk,n〉). Dans le cadre du modèle des liaisons fortes, Hk
est une matrice dépendant de k et de taille N × N , où N est le nombre d’orbi-
tales atomiques considérées par cellule unité (N prend donc aussi en compte la
présence éventuelle de plusieurs sous-réseaux). De manière générale, on peut alors
écrire l’opérateur renversement du temps sous la forme :
Θ =
∑
k
Θˆ| − k〉〈k|K{|k,Sz〉}, (II.22)
où Θˆ est une matrice agissant sur l’espace des orbitales atomiques. La condition
d’invariance par renversement du temps devient alors :
ΘˆH∗kΘˆ
−1 = H−k. (II.23)
En observant que Θ envoie un état de vecteur d’onde k en −k, on comprend que
certains points de la zone de Brillouin joueront un rôle particulier : les points Γ tels
que −Γ = Γ+G avec G un vecteur du réseau réciproque. On les appelle vecteurs
d’onde invariants par renversement du temps (TRIM). En deux dimensions, les
TRIM sont au nombre de quatre (à des vecteurs du réseau réciproque près). En
ces points, le théorème de Kramers assure que les états propres de H viennent par
paires dégénérées qu’on peut ré-indexer |ΨIα,Γ〉 et |ΨIIα,Γ〉, où α prend ses valeurs
dans J1,N/2K.
On peut étendre la redéfinition des états propres à l’ensemble de la zone de
Brillouin en écrivant les états propres de l’Hamiltonien sous forme de paires d’états
|ΨIα,k〉 et |ΨIIα,k〉. On supposera dans la suite que les paires de bandes sont séparées :
en chaque point k il existe un gap fini entre la paire de bandes α et toute autre paire
de bandes α′ (sauf évidemment dans le cas spécial des transitions de phase). Cela
permet de traiter chaque paire de bandes séparément et simplifie la présentation.
Les résultats sont généralisables à des bandes non séparées en utilisant la courbure
de Berry non Abélienne (cf. I 3.1).
L’ensemble des grandeurs définies au chapitre précédent et portant un indice
de bande n peuvent être redéfinies simplement en fonction des nouveaux indices α
et I/II.
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1.6 Choix de jauge
Dans un système invariant par renversement du temps, pour une paire de
bandes α donnée, le premier nombre de Chern total est nul. En eﬀet, la cour-
bure de Berry est impaire sous renversement du temps :
Θ : F (k)→ −F (−k). (II.24)
La symétrie par renversement du temps assure donc que F (k) = −F (−k) et donc
C1 =
∑
n occ.
1
2π
∫∫
BZ
Fn(k)d
2k = 0. (II.25)
On peut donc toujours trouver |Ψ˜Iα,k〉 et |Ψ˜IIα,k〉, déﬁnis continument sur la zone de
Brillouin vue comme un tore (donc respectant l’équation I.4) et tels que, en tout
point k, l’espace vectoriel engendré par |Ψ˜Iα,k〉 et |Ψ˜IIα,k〉 soit égal à celui engendré
par |ΨIα,k〉 et |ΨIIα,k〉. Le nombre de Chern associé à chaque bande (I et II) sera
donc lui aussi nul. Cependant les |Ψ˜〉 ne sont pas nécessairement des états propres
de H. On appelle un tel choix de jauge une jauge lisse.
Un autre choix possible est de respecter la symétrie par renversement du temps
en choisissant des |ΨIα,k〉 et |ΨIIα,k〉 états propres de H et respectant
|ΨIα,−k〉 = −eiχα,kΘ|ΨIIα,k〉,
|ΨIIα,−k〉 = eiχα,−kΘ|ΨIα,k〉. (II.26)
On appelle cette jauge la jauge symétrique.
Dans le cas des Hamiltoniens conservant Sz, les spins up et down sont séparés.
On peut alors choisir les spins up comme bande I et les spins down comme bande
II, le renversement du temps changeant up en down. Cela permet d’avoir une
vision plus intuitive de la jauge symétrique. Attention cependant, en présence
d’un couplage spin orbite, Sz n’est généralement pas conservé.
Pour les isolants triviaux, il est en général possible de respecter les deux jauges
à la fois. Nous verrons qu’il existe une classe d’isolants non triviaux, caractérisée
par un invariant topologique Z2, pour laquelle respecter les deux jauges en même
temps n’est pas possible. Dans le même esprit que pour un isolant de Chern, nous
verrons qu’une valeur non nulle de cet invariant est donc une obstruction à déﬁnir
une jauge à la fois lisse et symétrique.
Il est toutefois possible de déﬁnir une troisième jauge 1, plus contrainte que la
jauge symétrique, mais toujours valable pour les isolants triviaux et topologiques.
Cette jauge, qu’on appelle la jauge cylindrique, est une jauge symétrique qui est
de plus continue sur la zone de Brillouin vue comme un cylindre (respectant donc
l’équation (I.65)). 2 La jauge cylindrique est intéressante, car, dans cette jauge,
la discontinuité empêchant d’avoir une jauge lisse a été repoussée aux bords du
1. La possibilité de construire une telle jauge sera prouvée a posteriori dans la section 1 du
chapitre III, où elle sera construite explicitement.
2. Attention, la définition de la jauge cylindrique est légèrement différente de celle de la
référence [SV12].
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cylindre (à ky = ±π). Comme nous le verrons dans le Chapitre III, on peut donc
déterminer la topologie du système en s’intéressant à la présence d’une disconti-
nuité entre les deux extrémités du cylindre.
En résumé, il existe trois jauges importantes continues sur la BZ :
— la jauge lisse, qui est continue sur la BZ vue comme un tore,
— la jauge symétrique, qui respecte l’équation (II.26),
— la jauge cylindrique, qui est symétrique est respecte en plus (I.65) (les
bandes I et II sont séparées et continues sur la BZ vue comme un cylindre).
Dans le cas topologique, la première jauge n’est pas compatible avec les deux
autres.
2 Invariant topologique Z2
Dans cette section nous utiliserons les propriétés de l’invariance par renverse-
ment du temps, et en particulier l’écriture des états propre de l’Hamiltonien sous
forme de paires de bandes (Eq.(II.26)) pour déﬁnir un invariant topologique Z2.
Comme le nombre de Chern, cet invariant sera relié à la polarisation, et caracté-
risera la topologie du système.
2.1 Polarisation de renversement du temps
Comme dans le paragraphe 3.4 du chapitre I, on considère ici un modèle de
liaisons fortes sur un réseau carré de pas a = 1. Sur ce réseau, les TRIM sont
donnés par Γ = (Γx,Γy) avec Γx,Γy ∈ {0, π}. On traite de plus asymétriquement
les directions x et y en déﬁnissant les fonctions de Wannier hybrides comme dans
l’équation (I.64).
La polarisation déﬁnie à l’équation (I.67) peut être décomposée en deux contri-
butions, venant des bandes indexées par I et II :
Pky = P
I
ky + P
II
ky , (II.27)
où
P sky =
∑
α occ.
〈0, ky, α, s|xˆ|0, ky, α, s〉, s ∈ {I, II}. (II.28)
Comme précédemment, on peut réécrire les polarisations partielles en fonction
de la connexion de Berry sous la forme :
P sky =
1
2π
∑
α occ.
∫ π
−π
dkxA
s
α,ky(kx), (II.29)
avec
Asα,ky(kx) = i〈usα,kx,ky |∇kx|usα,kx,ky〉. (II.30)
En utilisant les propriétés de l’opérateur renversement du temps et en se plaçant
dans une jauge symétrique (ou cylindrique), on peut montrer que
AIα,−ky(−kx) = AIIα,ky(kx) +∇kxχα,k. (II.31)
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La diﬀérence de polarisation déﬁnie à l’équation (I.69) (et qui correspond aux
premier nombre de Chern) se réécrit alors
∆P = Pπ − P−π = 1
2π
∑
α occ.
∫ π
−π
dkx∇kx(χα,kx,−π − χα,kx,π). (II.32)
Dans une jauge cylindrique, on peut aussi montrer que :
Nχ =
1
2π
∑
α occ.
∫ π
−π
dkx∇kxχα,kx,ky (II.33)
est un entier indépendant de ky. On obtient alors
∆P = 0. (II.34)
Du point de vu des isolants de Chern, un système invariant par renversement du
temps est donc bien trivial, comme montré dans le paragraphe 1.6, les bandes I et
II se compensant pour donner un nombre de Chern égal à zéro. On peut cependant
se demander quelle information est contenue, non pas dans la somme, mais dans
la diﬀérence des polarisations partielles P Iky et P
II
ky .
Fu et Kane répondent à cette question en 2006 [FK06]. Ils déﬁnissent la pola-
risation de renversement du temps comme
PΘky = P
I
ky − P IIky . (II.35)
Ils expliquent que tout comme la polarisation P , PΘ n’est pas invariant de jauge
par lui même, mais que la diﬀérence de polarisation de renversement du temps
entre ky = 0 et ky = π est invariante. Ils déﬁnissent donc un invariant topologique
Z2 par :
∆ = PΘπ − PΘ0 mod 2. (II.36)
L’équation II.31, une fois intégrée, donne :
P Iky = P
II
−ky +Nχ. (II.37)
Cela permet de montrer que, dans une jauge cylindrique, une déﬁnition
équivalente de ∆ est :
∆ = P Iπ − P I−π mod 2 = P II−π − P IIπ mod 2. (II.38)
qui n’est autre que la parité du premier nombre de Chern associé aux bandes
indexées I (ou II). On comprend donc ici l’impossibilité d’avoir une jauge lisse
et symétrique dans le cas d’un isolant topologique. En eﬀet, avoir une jauge lisse
implique d’avoir un nombre de Chern nul pour chacune des deux bandes, puisqu’il
n’y a pas d’obstruction. Mais si la jauge est aussi cylindrique, alors l’équation
(II.38) nous donne ∆ = 0. On en déduit ﬁnalement que si ∆ = 1, alors on ne peut
avoir une jauge à la fois lisse et symétrique. Au même titre qu’un nombre de Chern
non nul, un invariant Z2 non nul déﬁnit bien une obstruction.
Dans le cas d’un Hamiltonien conservant Sz, on obtient
∆ = c↑ mod 2 = c↓ mod 2 =
c↑ − c↓
2
mod 2, (II.39)
où c↑ (resp. c↓) correspond au nombre de Chern calculé pour les états de spin up
(resp. down) occupés [SWSH06].
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2.2 Expression en fonction de la matrice w
Dans leur article de 2006, Fu et Kane montrent de plus que l’invariant topolo-
gique peut se réécrire en fonction de la matrice w déﬁnie par 3 :
w(k)mn = 〈Ψm,−k|Θ|Ψn,k〉 , (II.40)
où m et n parcourent les bandes remplies.
Cette matrice possède trois propriétés importantes :
w(k)†w(k) = Id,
w(−k)t = −w(k),
det[w(−k)] = det[w(k)]. (II.41)
Les deux premières égalités s’obtiennent en utilisant l’anti-unitarité de Θ et le fait
que Θ2 = −1. La troisième équation est une conséquence directe de la deuxième
et du fait que w est une matrice de dimension paire.
Associée à l’unitarité de w cette troisième équation a un corollaire important :
det[w(k)] est continue et n’a pas d’enroulement sur la zone de Brillouin vue comme
un tore. Pour prouver cela, on montre tout d’abord que, étant donnée une déﬁ-
nition continue des |Ψn,k〉 (et donc de w(k)) pour tout k ∈ R2, alors det[w(k)]
est continue sur la zone de Brillouin vue comme un tore. Cela vient du fait que,
même si l’ensemble des {|Ψn,k〉}n et l’ensemble des {|Ψn,k+G〉}n, pour n parcourant
les bandes remplies, peuvent être diﬀérents, ils sont reliés par un changement de
base unitaire. Le déterminant ne dépendant pas de la base unitaire choisie, on a
det[w(k)] = det[w(k +G)]. L’anti-unitarité impose de plus que le déterminant de
la matrice w est un nombre complexe de module 1. Il reste donc à montrer que,
pour un chemin C quelconque, l’enroulement de la phase de det[w(k)] le long de
ce chemin est nul. La continuité permet de ne considérer que les chemins tels que
C = −C (en eﬀet tout chemin peut être modiﬁé continument en un chemin res-
pectant cette propriété). Enﬁn, la troisième équation de (II.41) permet de montrer
que, sur un tel chemin, l’enroulement de la phase est nécessairement nul.
Cette condition de non-enroulement est très importante car elle permet de
déﬁnir le logarithme et la racine carrée de ce déterminant de manière monovaluée
et continue sur la zone de Brillouin vue comme un tore, ce qui est une condition
indispensable pour une déﬁnition de l’invariant topologique cohérente, comme on
pourra le remarquer à l’équation (II.42) de ce déterminant. Si ce n’était pas le cas,
la racine carrée aux TRIM de ce déterminant ne serait déﬁnie que modulo 1, ce
qui est embêtant quand on cherche à calculer une quantité modulo 2...
Enﬁn, dans une jauge lisse, la matrice w est antisymétrique aux TRIM.
En eﬀet, dans une telle jauge, w(k +G) = w(k), pour tout G vecteur du réseau
réciproque, ce qui nous permet de réécrire la deuxième ligne de l’équation (II.41)
comme w(k)t = −w(k). D’où, l’anti-symétrie.
3. Cette matrice se nomme sewing matrix en anglais, mais "matrice de couture" étant parti-
culièrement inélégant, nous l’appellerons simplement matrice w.
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L’invariant topologique peut alors être relié à la valeur de la matrice w aux
quatre TRIM de la manière suivante [FK06] :
(−1)∆ =∏
i
√
det[w(Γi)]
Pf[w(Γi)]
, (II.42)
où les Γi correspondent aux quatre TRIM et Pf est utilisé pour Pfaffien. Bien que
cette expression semble ne nécessiter que la connaissance des états aux TRIM,
elle doit être calculée dans une jauge lisse. En effet,
√
det[w(k)] doit être définie
continument afin de pouvoir choisir la même branche pour la racine carré aux
quatre TRIM. Mais aussi, pour que le Pfaffien soit défini, w doit être antisymétrique
aux TRIM. Bien que concise, cette expression est donc difficilement utilisable,
surtout numériquement, pour calculer∆. Elle permet cependant une généralisation
de la notion d’isolant topologique Z2 à trois dimensions, comme nous le verrons
dans le paragraphe 2.5.
Nous allons maintenant démontrer le passage de l’équation (II.36) à l’équa-
tion (II.42). Le lecteur pressé pourra sauter cette partie, plus technique, et passer
directement au paragraphe 2.3.
On se place tout d’abord dans une jauge cylindrique. Dans ce cas, l’équation
(II.26) permet de montrer que la matrice w est diagonale par bloc, avec des blocs
2× 2 de la forme 4 : (
0 −e−iχα,k
e−iχα,−k 0
)
(II.43)
Pour simplifier l’écriture de la démonstration, nous allons donc nous contenter
d’étudier une seule paire de bandes, et on omettra donc l’indice α et les sommes
correspondantes. La démonstration à plusieurs paires de bandes ne présente pas
de difficultés supplémentaires, si ce n’est dans la notation.
L’équation II.31 est valable dans la jauge cylindrique, et permet d’écrire
P Iky =
1
2π
∫ π
0
dkx(A
I
ky(kx) + A
I
ky(−kx))
=
1
2π
∫ π
0
dkx(A
I
ky(kx) + A
II
−ky(kx) +∇kxχkx,−ky). (II.44)
De plus on montre que, pour ky = π, on a :
As−π(kx) = A
s
π(kx) +∇kxγsy(kx),
∇kxχkx,−π = ∇kxχkx,π +∇kxγIy(−kx)−∇kxγIIy (kx), (II.45)
avec les γ définies à l’équation (I.65) (γsy(kx, ky) étant toujours évalué en ky = −π
dans cette démonstration, on omet ky). L’équation (3.18) de [FK06] doit donc être
corrigée en :
P I0 =
1
2π
∫ π
0
dkx (A0(kx) +∇kxχkx,0) ,
P Iπ =
1
2π
∫ π
0
dkx
(
Aπ(kx) +∇kxχkx,π +∇kxγIy(−kx)
)
. (II.46)
4. Attention, dans cette jauge, cette matrice n’est pas nécessairement antisymétrique, même
aux TRIM. En effet, rien n’assure que e−iχα,Γ = e−iχα,−Γ si on ne travaille pas dans une jauge
lisse. Le Pfaffien ne peut donc pas être utilisé dans cette jauge.
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On peut alors utiliser que PΘ = 2P I − P pour écrire :
PΘ
0
=
1
2π
(∫ π
0
dkxA0(kx)−
∫
0
−π
dkxA0(kx) + 2
∫ π
0
dkx∇kxχkx,0
)
, (II.47)
PΘπ =
1
2π
(∫ π
0
dkxAπ(kx)−
∫
0
−π
dkxAπ(kx) + 2
∫ π
0
dkx(∇kxχkx,π +∇kxγIy(−kx))
)
.
En remarquant que
∫ π
0
dkxA0(kx)−
∫
0
−π
dkxA0(kx) = −
∫ π
0
dkxi∇kx log det[w(kx, 0)],∫ π
0
dkxAπ(kx)−
∫
0
−π
dkxAπ(kx) = −
∫ π
0
dkx(i∇kx log det[w(kx, π)]
+∇kxγIy(−kx) +∇kxγIIy (−kx)), (II.48)
on peut ﬁnalement écrire l’invariant topologique sous la forme :
∆ =
1
2πi
∫ π
0
dkx(∇kx log det[w(kx, π)]−∇kx log det[w(kx, 0)])
+
1
2π
[
γIy(−π)− γIIy (−π)− γIy(0) + γIIy (0)
]
+
1
π
[
χπ,π − χ0,π − χπ,0 + χ0,0
]
mod 2. (II.49)
Cette expression, certes peu concise, a cependant le mérite d’être invariante de
jauge si on ne considère que des jauges qui respectent l’équation (I.65) (ce qui est
le cas de la jauge cylindrique et de la jauge lisse). 5
La démonstration de l’invariance de jauge est longue et fastidieuse, et ne sera
donc pas reproduite ici. Nous présentons ici uniquement les principales étapes :
— on montre tout d’abord qu’une transformation U(1) (dépendante de k mais
continue et qui respecte (I.65)) laisse l’expression (II.49) invariante,
— on montre que, grâce à une telle transformation, on peut toujours trouver
une jauge telle que γIy(kx) = −γIIy (kx),
— on montre que, pour un TRIM Γ, eiχ−Γe−iγ
I
+ eiχΓe−iγ
II
est invariant sous
une transformation SU(2),
— on déduit que l’expression (II.49) est invariante sous une transformation
SU(2) qui respecte (I.65) et γIy(kx) = −γIIy (kx),
— on conclut sur l’invariance U(2).
L’invariance de jauge permet donc d’utiliser cette expression dans le cas d’une
jauge lisse. On pourrait se demander comment déﬁnir les χΓ dans une jauge lisse.
En eﬀet, dans une jauge cylindrique, les eiχk sont déﬁnis pour tout k, ce qui permet
de déﬁnir les χk de manière continue et d’obtenir ainsi une déﬁnition cohérente
5. Une expression plus générale, et invariante de jauge (quelle-que soit la jauge) ferait aussi
intervenir les γx (qui ici sont nuls), mais une telle expression n’aurait que peu de sens dans ce
contexte. En effet, le but ici est de relier le nombre de Chern et la polarisation comme dans
l’équation (I.63). Or cela nécessite de respecter l’équation (I.65).
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des χΓ. Dans le cas d’une jauge lisse, l’équation (II.26) n’est plus nécessairement
valide, et les eiχk ne sont déﬁnis qu’aux TRIM, grâce au théorème de Kramers. Les
χΓ ne sont alors déﬁnis qu’à 2π près, et rien n’impose de conditions pour un choix
cohérent à tous les TRIM. Cependant, l’équation (II.49) fait intervenir 1
π
χΓ mod 2,
qui ne dépend pas du choix de l’antécédent. Ainsi, le problème de déﬁnition des
χΓ dans la jauge lisse disparaît.
Dans une jauge lisse, les γ sont tous nuls et la matrice w est antisymétrique,
ce qui permet de réécrire l’invariant topologique sous la forme :
∆ =
1
2πi

∫ π
0
dkx(∇kx log det[w(kx, π)]−∇kx log det[w(kx, 0)])
− 2 log
(
Pf[w(π, π)]Pf[w(0, 0)]
Pf[w(0, π)]Pf[w(π, 0)]
)mod 2. (II.50)
L’équation (II.42) n’étant qu’une écriture alternative de cette équation, la dé-
monstration est donc achevée.
2.3 Cas particulier de la symétrie par inversion
Nous venons de voir que l’invariant topologique Z2 d’un système invariant par
renversement du temps peut s’écrire de manière concise (cf. Eq.II.42)) ; cette ex-
pression est toutefois peu pratique à calculer, surtout numériquement. En 2007, Fu
et Kane montrent que pour des systèmes possédant en plus un centre d’inversion,
l’invariant topologique peut s’écrire [FK07] :
(−1)∆ =∏
i
∏
α occ
ξα(Γi), (II.51)
où ξα(Γi) = ±1 est la valeur propre de l’opérateur parité P pour l’état propre
|ΨIα,Γi〉. Cette expression est beaucoup plus simple à utiliser car elle ne demande que
la connaissance des états propres aux TRIM, et ne se soucie pas de la jauge utilisée
pour décrire les bandes. Elle a ainsi permis d’identiﬁer un certain nombre d’isolants
topologiques à partir de calculs de structure de bandes (voir, entre autres, [FK07,
TFK08, GF09, ZLQ+09, PB10])
La démonstration de Fu et Kane [FK07] s’appuie sur le fait que dans un tel
système, la courbure de Berry s’annule en tout point k. En eﬀet, la courbure de
Berry doit être impaire à cause de la symétrie par renversement du temps, et paire
à cause de la symétrie d’inversion. Il existe donc une jauge où la connexion de Berry
s’annule en tout point k. Ils prouvent enﬁn que, dans une telle jauge, l’équation
(II.42) peut se réécrire comme dans (II.51).
Les systèmes invariants par renversement du temps et inversion possèdent deux
propriétés intéressantes que nous discutons ici.
Tout d’abord, l’opérateur PΘ = ΘP est anti-unitaire et de carré −1. Le théo-
rème de Kramers s’applique donc. Cependant, contrairement au renversement du
temps seul, cet opérateur envoie un état de vecteur d’onde k vers un autre état de
même vecteur d’onde. Ainsi, pour chaque état propre de l’Hamiltonien, il existe
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un autre état propre de même énergie et de même vecteur d’onde. On obtient donc
des paires de bandes complètement dégénérées.
De plus, si on pose |Ψsα,−Γi〉 = |Ψsα,Γi〉 6, on peut montrer que pour une bande α
et un TRIM Γ donnés, |ΨIα,Γi〉 et |ΨIIα,Γi〉 sont vecteurs propres de P pour la même
valeur propre ξα(Γi) = ±1. Ainsi, l’équation (II.51) ne dépend ni du choix de la
jauge, ni du partenaire de Kramers choisi pour calculer ξα(Γi)
2.4 États de bord des isolants topologiques Z2
Dans ce paragraphe nous nous intéressons à la correspondance bulk-edge pour
les isolants topologiques Z2. Comme nous l’avons vu, un système invariant par
renversement du temps peut être séparé en paires de Kramers reliées par le ren-
versement du temps. Pour simpliﬁer l’explication, nous supposerons ici que Sz est
conservé, ce qui permet d’identiﬁer la bande I (resp. II) aux spins up (resp. down).
Dans ce cas l’Hamiltonien se décompose en :
H = H↑ ⊗ Id↓ + Id↑ ⊗H↓, (II.52)
où H↑ (resp. H↓) agit exclusivement sur les spins up (resp. down). Il suffit alors de
calculer la structure de bandes de H↑ et obtenir celle de H↓ grâce à la symétrie
de renversement du temps. On note c↑ (resp. c↓) le nombre de Chern associé à H↑
(resp. H↓). La symétrie par renversement du temps donne c↑ = −c↓. On peut donc
s’attendre, d’après la discussion sur la correspondance bulk-edge pour les isolants
de Chern, à obtenir |c↑| état de bord de spin up longeant le bord dans une direction,
et le même nombre d’état de spin down, allant dans la direction opposée. Si tous
ces états étaient topologiquement stables, cela entraînerait une classification Z des
isolants topologiques, et non Z2. Cependant, Kane et Mele [KM05b] ont montré
que deux paires d’états de bord up et down, peuvent rétrodiffuser élastiquement.
En présence de désordre faible, ces états auront donc tendance à se localiser, et
ne seront pas topologiquement stables. On peut donc faire disparaître les paires
d’états de bord deux par deux. La quantité topologiquement stable devient alors la
parité du nombre de paire d’états de bord, ou dans notre cas, la parité du nombre
d’états de bord de spin up. On montre ainsi que la classification est bien Z2.
Une autre façon de comprendre la classification Z2 et la correspondance bulk-
edge est de considérer le bord d’un système générique invariant par renversement
du temps. À deux dimensions, la symétrie de translation permet de ne conserver
qu’une seule composante du vecteur d’onde comme bon nombre quantique, qu’on
notera k. De manière générale, il peut y avoir des états de bord ou pas, selon le
détail de l’Hamiltonien sur le bord. Si il y en a, le théorème de Kramers s’applique
et force une double dégénérescence au TRIM. En dehors de ces points les bandes
peuvent être séparées, mais le théorème de Kramers force la symétrie k → −k.
On peut donc se contenter d’étudier la moitié de la zone de Brillouin, par exemple
k ∈ [0, π]. Les états deux fois dégénérés à k = 0 et k = π peuvent être reliés
de deux manières différentes, comme on peut le voir sur la figure II.1. Dans le
6. Ici la jauge n’a pas besoin d’être lisse. Il peut y avoir des discontinuités à l’intérieur de la
zone de Brillouin.
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Figure II.1 – Relation de dispersion des états de bord entre k = Γa = 0 et
k = Γb = π. À gauche les paires d’états dégénérées en 0 et π sont reliées paire
à paire. L’énergie de Fermi croise toujours un nombre pair d’états de bord. Ces
états de bord peuvent être poussés dans le bulk sans fermeture du gap. L’isolant
est topologiquement trivial. À droite, les paires d’états dégénérées en 0 et π sont
reliées en mélangeant les paires. L’énergie de Fermi croise toujours un nombre
impair d’états de bord. On ne peut pas faire disparaître ces états sans fermer le
gap. L’isolant est topologique. Figure extraite de [HK10].
premier cas, les états de bord peuvent être "poussés" dans le bulk, en modiﬁant
localement l’Hamiltonien et sans fermer le gap. L’isolant est trivial. On observe de
plus qu’une énergie de Fermi dans le gap croisera toujours un nombre pair d’états
de bord entre k = 0 et k = π. En revanche, dans le deuxième cas, une ligne d’états
de bord traverse tout le gap. Ces états de bord ne peuvent disparaître sans passer
par une transition de phase quantique, c’est-à-dire sans fermer le gap. L’isolant
est topologique. Il se distingue par le fait que l’énergie de Fermi croise toujours un
nombre impair d’états de bord entre k = 0 et k = π.
En conclusion, la correspondance bulk-edge pour les isolants topologiques Z2
se traduit dans la parité du nombre de paires d’états de bord. Dans le cas d’un
isolant trivial, on observe un nombre pair de paires d’états de bord, tandis que ce
nombre est impair dans le cas d’un isolant topologique.
2.5 Isolants topologiques Z2 à trois dimensions
De nombreuses autres expressions de l’invariant topologique ont été propo-
sées au ﬁl du temps [KM05a, FK06, FK07, FH07, MB07, FFH08, QH08, Roy09,
WQZ10]. Celle de Fu et Kane reste cependant l’une des plus simples à généraliser
à trois dimensions.
En 3 dimensions, il existe 8 TRIM (au lieu de 4 à deux dimensions) qui per-
mettent de déﬁnir quatre invariants Z2 indépendants [FK07]. Le premier invariant
ν0 peut être calculé à partir de l’équation (II.42), en faisant le produit sur l’en-
semble des 8 TRIM. Une valeur non nulle de cet invariant caractérise un isolant
topologique dit fort.
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Les trois autres invariants peuvent être calculés à partir de l’équation (II.42),
en faisant courir le produit sur les quatre TRIM du plan kx = π (resp. ky = π
ou kz = π). Une valeur non nulle d’au moins un de ces trois invariants et une
valeur nulle de ν0 déﬁnissent un isolant topologique dit faible. Les isolants topo-
logiques faibles peuvent être vus comme un "empilement" d’isolants topologiques
à deux dimensions, tandis que la notion d’isolant topologique fort est purement
tridimensionnelle.
3 Un exemple d’isolant topologique Z2 : le puit
quantique HgTe/CdTe
En 2006, Bernevig, Hughes et Zhang (BHZ) [BHZ06] ont introduit un modèle
simple pour décrire la physique d’un puits quantique HgTe/CdTe (composé d’une
couche de tellurure de mercure comprise entre deux couches de tellurure de cad-
mium). Ils montrent qu’en variant l’épaisseur du puits quantique on peut faire
passer le système de la phase triviale à une phase topologique. Après avoir discuté
les propriétés des tellurures de cadmium et de mercure, nous présentons l’Hamil-
tonien de BHZ. Nous étudions ensuite ses caractéristiques topologiques ainsi que
ses éventuels états de bord.
3.1 L’Hamiltonien de BHZ
Le tellurure de cadmium présente une structure de bandes conventionnelle,
avec un gap d’ordre 1.6eV entre la bande de valence de type-s, Γ6, et la double
bande de conduction de type p, Γ8 (cf. Fig.II.2). Γ8 est séparé grâce au couplage
spin orbite. Pour le tellurure de mercure, les bandes sont inversées, avec une bande
Γ6 d’énergie plus faible que Γ8. La bande de trous légers du CdTe devient alors
la bande de conduction du HgTe, tandis que la bande de trous lourds devient la
bande de valence. Pour les deux matériaux, on néglige les bandes inférieures. On
se retrouve donc avec un modèle à 6 bandes (en comptant le spin). Dans le cas
d’un puits quantique, seules quatre de ces bandes sont d’intérêt :
— deux bandes de symétrie s : |E1, ↑〉 et |E1, ↓〉, issues des bandes Γ6 et des
bandes Γ8 avec mJ = ±1/2,
— deux bandes de symétrie p : |H1, ↑〉 et |H1, ↓〉, issues des bandes Γ8 avec
mJ = ±3/2.
Selon l’épaisseur du puits quantique, l’énergie de ces deux paires de bandes varie.
Si le puits est ﬁn, l’énergie des bandes H1 sera plus faible. Intuitivement, si le
puits est suffisamment fin, son influence est négligeable, et l’ordre des bandes suit
l’ordre conventionnel de CdTe. En revanche, pour des puits plus larges, l’énergie
des bandes E1 devient inférieure à celle des bandes H1. On retrouve alors l’ordre
inversé des bandes de HgTe. L’inversion de bandes a lieu pour une épaisseur de
l’ordre de 6.3 nm (cf. Fig.II.2).
Pour décrire cette physique, Bernevig, Hughes et Zhang ont donc proposé un
modèle effectif, construit de manière à respecter les symétries du système. C’est un
41
Chapitre II. Isolants Topologiques Z2
(a) (b)
Figure II.2 – (a) Structure de bandes de HgTe et CdTe. L’organisation des bandes
est conventionnelle pour CdTe mais inversée pour HgTe. (b) Énergie des états E1
et H1 en fonction de l’épaisseur du puits quantique. Une inversion a lieu pour une
épaisseur de l’ordre de 6.3 nm. Figures extraites de [BHZ06]
Hamiltonien de liaisons fortes déﬁni sur un réseau carré donné par R = paXˆ+qaYˆ
(avec p, q ∈ Z). Une cellule unité R possède quatre états à un seul électron notés
|R, n〉 : deux de symétrie s, | ↑, s〉 et | ↓, s〉, et deux de symétrie p, | ↑, px + ipy〉
et | ↓, px − ipy〉. Dans la suite, on utilisera l’indice ν pour représenter les états
d’orbitale s (ν = +) et les états d’orbitale p (ν = −). De même, on utilisera
l’indice σ pour noter le spin (σ = + pour les spins up, et σ = − pour les spins
down). Dans cette base, l’Hamiltonien de BHZ s’écrit :
HBHZ =
∑
R,σ,ν
(µ+ ν∆µ)c†σ,ν(R)cσ,ν(R)
+
∑
〈R,R′〉,σ,ν
(t+ ν∆t)(c†σ,ν(R)cσ,ν(R
′) + h.c)
− ∑
R,σ,ν
iασ(c†σ,ν(R + aXˆ)cσ,−ν(R)− h.c)
+
∑
R,σ,ν
αν(c†σ,ν(R + aYˆ)cσ,−ν(R) + h.c). (II.53)
Le premier terme (µ± = µ±∆µ) provient de la diﬀérence d’énergie entre l’état de
symétrie s et l’état de symétrie p. Le second est un terme de saut premier voisin
avec une amplitude diﬀérente selon l’orbitale, t± = t±∆t. Enﬁn, les deux derniers
représentent le couplage spin orbite, d’amplitude α.
L’invariance par translation permet de déﬁnir l’Hamiltonien de Bloch
HBHZ(k) = e
−ik·RˆHBHZeik·Rˆ, (II.54)
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et on obtient :
HBHZ(k) = µ+ 2t cos(akX) + 2t cos(akY )
+ (∆µ+ 2∆t cos(akX) + 2∆t cos(akY ))τ
z
− 2α sin(akX)szτx + 2α sin(akY )τ y, (II.55)
où sa et τ b (a, b ∈ x, y, z) sont les matrices de Pauli agissant respectivement dans
l’espace des spins et dans l’espace des orbitales.
3.2 Diagramme de Phase
L’Hamiltonien de BHZ est invariant sous l’opération de renversement du temps
Θ et d’inversion P , qu’on peut écrire :
Θ =
∑
R
Θˆ|R〉〈R|K{R} =
∑
k
Θˆ| − k〉〈k|K{k} avec Θˆ = isy,
P =
∑
R
Pˆ | −R〉〈R| =∑
k
Pˆ | − k〉〈k| avec Pˆ = τ z. (II.56)
En eﬀet, P laisse les orbitales s invariantes mais change le signe des orbitales p.
On peut donc utiliser la formule (II.51), qui fait intervenir les valeurs propres de
l’opérateur parité, pour calculer l’invariant topologique.
Aux TRIM, HBHZ(Γ) se réduit à
HBHZ(Γ) = d1(Γ) + d2(Γ)τ
z = d1(Γ) + d2(Γ)Pˆ , (II.57)
où les d1(Γ) et les d2(Γ) sont donnés dans le tableau suivant :
Γ = (0, 0) Γ = (0, π) Γ = (π, 0) Γ = (π, π)
d1(Γ) µ+ 4t µ µ µ− 4t
d2(Γ) ∆µ+ 4∆t ∆µ ∆µ ∆µ− 4∆t
L’énergie des état propres aux TRIM est donnée par
E±(Γ) = d1(Γ)± d2(Γ). (II.58)
C’est le signe de d2(Γ) qui déﬁnit quelle énergie est la plus basse et donc quel
état sera occupé à demi-remplissage. Mais selon l’équation (II.57), on observe que
la valeur propre de l’opérateur parité pour les états d’énergie E+ vaut +1, et −1
pour les états d’énergie E−. Ainsi, la parité de la paire d’état occupée à demi-
remplissage est aussi déﬁnie par le signe de d2(Γ). On obtient donc une phase
topologique lorsque ∆µ+4∆t et ∆µ−4∆t sont de signes opposés, et donc lorsque
|∆µ| < 4|∆t| (cf. II.3).
On observe que α n’intervient pas dans le diagramme de phase. Son rôle est
néanmoins important, car une valeur non nulle de α permet d’assurer l’existence
d’un gap entre les deux paires de bandes, et donc de bien obtenir un isolant.
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Figure II.3 – Diagramme de phase du modèle de BHZ. En foncé et en clair, sont
représentées les phases isolantes topologiques. Dans la zone foncée, les états de bord
à E = 0 se situent à ky = 0. Dans la zone claire, ils se situent à ky = π. La partie
blanche correspond à la phase triviale. Le diagramme de phase est indépendant de
α. Cependant, une valeur non nulle de α est nécessaire afin d’ouvrir le gap dans
toute la zone de Brillouin et obtenir un isolant.
3.3 Construction des états de bord
Pour le modèle de BHZ, la construction des états de bord peut se faire de ma-
nière analytique. Nous reproduisons ici cette construction inspirée de [KBWM+08].
Dans ce paragraphe, on choisit a = 1.
On peut tout d’abord remarquer que l’Hamiltonien de BHZ conserve Sz. Comme
nous l’avons vu dans le paragraphe 2.4, on peut donc se contenter d’étudier l’Ha-
miltonien H↑(k) pour les spins up donné par :
H↑(k) = µ+ 2t cos(kX) + 2t cos(kY )
+ (∆µ+ 2∆t cos(kX) + 2∆t cos(kY ))τ
z
+ 2α sin(kX)τ
x − 2α sin(kY )τ y, (II.59)
On choisit de plus µ = 0, sans perte de généralité. En eﬀet µ joue simplement
le rôle d’un offset pour les énergies. On choisit de plus t = 0. On considère cet
Hamiltonien sur le plan semi-inﬁni x > 0. Dans ce cas, ky reste un bon nombre
quantique, mais pas kx qu’il faut donc remplacer par −i∂x. De plus, on cherche
des états exponentiellement localisés sur les bords. On utilise donc un ansatz de
la forme Ψ(x, ky) = eλxφ(ky) pour les états de bord, où φ(ky) est un spineur
indépendant de x. L’équation aux valeurs propres
H↑(−i∂x, ky)Ψ(x, ky) = EkyΨ(x, ky), (II.60)
devient donc
H↑(−iλ, ky)φ(ky) = Ekyφ(ky). (II.61)
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König et al. utilisent des arguments de symétrie pour justiﬁer la recherche d’états
de bord à E = 0 ( qui est bien dans le gap) et uniquement à ky = 0. On note
φ = φ(0). Dans ce cas, l’équation aux valeurs propres se simpliﬁe encore et devient :
(∆µ+ 2∆t(cosh(λ) + 1))τ zφ = 2iα sinh(λ)τxφ. (II.62)
En multipliant cette équation à droite par τx et en simpliﬁant par −i on obtient :
(∆µ+ 2∆t(cosh(λ) + 1))τ yφ = −2α sinh(λ)φ. (II.63)
Or, τy a pour valeur propre ±1 avec pour vecteurs propres associés φ± = (1,±i).
Les solutions de l’équation aux valeurs propres sont donc données par φ = φ± et
λ solution de :
∆µ+ 2∆t(cosh(λ) + 1)± 2α sinh(λ) = 0. (II.64)
Cette équation se réduit à une équation quadratique en eλ. En remarquant que si
λ est solution pour l’équation avec un "+", −λ est solution de l’équation avec un
"−", on montre qu’une solution générale de l’équation aux valeurs propres s’écrit :
Ψ(x, 0) = (c+1 e
λ1x + c+2 e
λ2x)φ+ + (c
−
1 e
−λ1x + c−2 e
−λ2x)φ−, (II.65)
avec
eλ(1,2) = −∆µ+ 2∆t±
√
4α2 + 4∆µ∆t+∆µ2
2(t+ α)
. (II.66)
et où les c sont des constantes à déterminer. Pour que les solutions aient un sens
physique, on souhaite qu’elles soient normalisables. Cela implique de ne garder que
les termes tels que |eλ| < 1. De plus, loin du bord, dans le vide (donc pour x très
négatif), la fonction d’onde doit s’annuler. On choisit de représenter cela par une
condition au bord ouverte donnée par la condition Ψ(x = 0, 0) = 0. Ainsi, il existe
un état de bord à E = 0 et ky = 0 si et seulement si |eλi| < 1 pour i = 1 et i = 2,
ou |e−λi| < 1 pour i = 1 et i = 2.
On peut alors montrer que sous ces conditions, il existe un état de bord en
E = 0 et ky = 0 pour −4∆t < ∆µ < 0 ou 0 < ∆µ < −4∆t. Cependant cela ne
correspond pas au diagramme de phase obtenu dans le paragraphe 3.2. En eﬀet
l’argument de König et al. ne prend pas en compte la possibilité d’un état de
bord en ky = ±π à E = 0. Le calcul précédent peut cependant être réalisé pour
ky = ±π, et on obtient un état de bord si 4∆t < ∆µ < 0 ou 0 < ∆µ < 4∆t (cf.
II.3). On peut aussi vériﬁer que, pour E = 0, on ne peut pas avoir d’état de bord
pour d’autres valeurs de ky dans la BZ.
On obtient donc une parfaite correspondance entre la valeur de l’invariant
topologique et la parité du nombre de paires d’états de bord à E = 0.
4 Méthodes expérimentales de détection des iso-
lants topologiques
De nombreuses expériences ont été réalisées aﬁn d’identiﬁer et de caractéri-
ser les isolants topologiques. Dans cette section, nous discutons brièvement les
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Figure II.4 – (a)Résistance de Hall mesurée pour différentes valeurs de la tension
de grille VG dans des barres de Hall de grande taille (600 × 200µm), en fonction
du champ magnétique. (b) Densité de porteurs de charge en fonction e la tension
de grille. Pour des tensions de grille comprises entre 0 et −1V, l’énergie de Fermi
est dans la bande de valence. À partir de VG = −2V, l’énergie de Fermi est dans
la bande de conduction. Pour des valeurs de VG intermédiaires, l’énergie de Fermi
traverse le gap. Figure extraite de [KBWM+08]
méthodes employées, d’abord à deux, puis à trois dimensions. Enﬁn nous discu-
tons une méthode basée sur les oscillations quantiques, que nous avons proposée
pour diﬀérencier les isolants topologiques forts des isolants topologiques faibles ou
triviaux à trois dimensions.
4.1 Systèmes à 2 dimensions : mesures de transport
La principale méthode utilisée pour identiﬁer les isolants topologiques à deux
dimensions est une mesure de transport. Nous discutons en particulier ici, les
expériences réalisées sur le puits quantique HgTe/CdTe par König et al. [Kö07,
KWB+07, KBWM+08].
Pour l’expérience, on donne au matériau une géométrie de barre de Hall (cf.
Fig.I.1). Une première série de mesures est réalisée sur des barres de Hall de grande
taille (600× 200µm), en présence d’un champ magnétique. La mesure de la résis-
tance de Hall en fonction du champ magnétique permet d’évaluer la densité de
porteurs de charge. Cette mesure peut aussi être eﬀectuée tout en variant la ten-
sion de grille VG, de 0 à −2V. On observe que lorsque VG décroît de 0 à −1V, le
nombre de porteurs de charge diminue. Si on diminue encore VG, le système de-
vient isolant. Enﬁn, si VG atteint −2V, le système devient à nouveau conducteur.
Ces mesures peuvent être comprises en considérant que la diminution de la tension
de grille a pour eﬀet de diminuer l’énergie de Fermi. Ainsi, pour VG = 0, l’énergie
de Fermi EF se trouve dans la bande de conduction. Diminuer VG diminue ainsi
le nombre de porteurs de charge, jusqu’à ce que EF soit dans le gap et que le ma-
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(a) (b)
Figure II.5 – (a)Mesure de la résistance longitudinale pour des barres de Hall de
dimensions 20 × 13.3µm et d’épaisseur 4.5nm (courbe pointillée noire) et 8.0nm
(courbe rouge). Pour une épaisseur inférieure à l’épaisseur critique dc ∼ 6.3nm,
on observe une résistance longitudinale de plusieurs méga-Ohms, lorsque l’énergie
de Fermi est dans le gap. En revanche, cette résistance n’est que d’une centaine
de kilo-Ohms lorsque d > dc. (b)Mesure de la résistance longitudinale pour des
barres de Hall de dimensions 1 × 1µm et 1 × 0.5µm et une épaisseur supérieure
à l’épaisseur critique. On observe des résistances longitudinales très proches de
12.9kΩ lorsque EF est dans le gap. Figures extraites de [KBWM+08]
tériau devienne isolant. Si on continue à diminuer VG, EF arrive au niveau de la
bande de valence, et le matériau est de nouveau conducteur. Cette première série
de mesures permet donc d’évaluer les valeurs de VG pour lesquelles EF est dans le
gap. (cf. Fig.II.4)
Une deuxième série d’expériences est réalisée avec des barres de Hall de plus
petites dimensions (20× 13.3µm) et des épaisseurs variables. On observe alors des
comportements diﬀérents selon que l’épaisseur du puits quantique est plus grande
ou plus petite que l’épaisseur critique dc ∼ 6.3nm. Lorsque d < dc, on observe une
résistance longitudinale de plusieurs méga-Ohms, lorsque l’énergie de Fermi est
dans le gap. En revanche, cette résistance n’est que d’une centaine de kilo-Ohms
lorsque d > dc (cf. Fig.(II.5)). C’est un premier signe du caractère topologique
du système lorsque d > dc. En eﬀet, l’énergie de Fermi se trouvant dans le gap, le
transport est assuré par les états de bord. Cependant cette résistance est supérieure
à celle attendue (12.9kΩ) sur une telle géométrie pour les états de bord prédits
analytiquement. Cette diﬀérence peut être expliquée par des eﬀets de diﬀusion
inélastique. Le libre parcours élastique moyen pouvant être estimé à 1µm dans ce
matériau, une troisième série d’expérience est réalisée sur des barres de Hall de
dimensions 1× 1µm et 1× 0.5µm. On observe alors des résistances longitudinales
très proches de 12.9kΩ lorsque EF est dans le gap et que d > dc, conﬁrmant le
caractère topologique de tels matériaux (cf. Fig.(II.5)).
D’autres types d’expériences de transport peuvent aussi être réalisées, telles
que des mesures de magnétorésistance [Kö07, KWB+07] ou des mesures sur des
barres de Hall de géométrie plus complexe [RBB+09].
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4.2 Systèmes à 3 dimensions : ARPES, STS et oscillations
quantiques
Pour les systèmes à 3 dimensions, de nombreuses mesures de transport ont été
réalisées (entre autres, [ACC+10, BKS+10, CQY+10, ERT+10, SGLJH10, TLQG11,
AMR+10, LFP+10, SJS+10]). Les résultats sont cependant beaucoup plus difficiles
à interpréter, à cause de la présence d’une densité de porteurs de charge résiduelle
dans le bulk, due aux impuretés et défauts des matériaux utilisés, ou d’une densité
de porteurs de charge intrinsèque.
Ainsi, les principales confirmations de phases isolantes topologiques ont été
obtenues par l’étude directe des propriétés des surfaces, avec des techniques telles
que la spectroscopie photoélectronique à résolution angulaire (ARPES) avec ou
sans résolution de spin, ou la spectroscopie et microscopie à effet tunnel (STS et
STM). Ces techniques ont ainsi permis de mettre en évidence la nature topologique
des composants tels que le Bi1−xSbx [HQW+08, RSP+09], le Bi2Se3 [XQH+09], ou
encore le Bi2Te3 [CAC+09, HXQ+09, ZCC+09, AAC+10]. Ces techniques peuvent
cependant être extrêmement difficiles à mettre en place selon les matériaux, en
particulier pour obtenir des résolutions suffisantes ([XSB+13, NAX+13]).
Nous avons proposé une méthode basée sur l’étude des oscillations magnétiques
quantiques dues aux états de surface pour tenter d’identifier les isolants topolo-
giques forts de manière simple.
L’idée de la méthode est la suivante : si on considère la surface d’un matériau
à trois dimensions, les isolants topologiques forts se distinguent des isolants topo-
logiques faible ou triviaux par la parité du nombre de surfaces de Fermi fermées,
ce nombre étant impair pour les isolants topologiques forts [RBP15].
En effet, la zone de Brillouin d’un système à trois dimensions possède huit
TRIM, données par
Γi=(n1,n2,n3) =
1
2
(n1b1 + n2b2 + n3b3), (II.67)
avec bl les vecteurs de base du réseau réciproque, et nl ∈ {0, 1} . L’invariant
topologique fort s’écrit :
(−1)ν0 =
8∏
i=1
δ(Γi), (II.68)
où les δ(Γi) peuvent être obtenus de l’équation (II.42). On peut associer les δ(Γi)
par paires, en définissant par exemple
πj=(n1,n2) = δ(Γi=(n1,n2,0))δ(Γi=(n1,n2,1)) mod 2. (II.69)
Cette définition est utile lorsque l’on considère la zone de Brillouin bidimensionnelle
de la surface d’un système à trois dimensions. En effet, aux quatre TRIM de cette
BZ surfacique, notés Γ˜j, on peut associer un entier πj = ±1, produit de deux
δ(Γi)
7. L’invariant topologique fort s’écrivant alors
(−1)ν0 =
4∏
j=1
πj, (II.70)
7. L’exemple d’appariement donné à l’équation II.69 correspond à la surface (0,0,1), et est à
adapter en fonction de la surface considérée.
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(a) (b) (c)
Figure II.6 – Première zone de Brillouin de la surface d’un système tridimen-
sionnel. Les cercles vides et pleins correspondent respectivement aux TRIM avec
π = 1 et π = −1. Les arcs bleus représentent deux exemples de chemins reliant des
TRIM avec des valeurs de πj identiques et devant donc croiser la surface de Fermi
un nombre pair de fois. L’arc rouge représente un exemple de chemin reliant des
TRIM avec des valeurs de πj opposées et devant donc croiser la surface de Fermi
un nombre impair de fois. Les figures (a) et (b) représentent les configurations de
surface de Fermi générique d’un isolant topologique faible. Dans les deux cas, le
nombre de surfaces de Fermi fermées est pair. La figure (c) représente la configu-
ration de surface de Fermi générique d’un isolant topologique fort, comportant un
nombre impair de surfaces de Fermi fermée.
un isolant topologique fort est caractérisé par un nombre impair de π valant −1.
Or, en s’inspirant des isolants topologiques à deux dimensions, on montre qu’un
chemin dans la zone de Brillouin joignant deux TRIM Γ˜j et Γ˜j′ , avec des valeurs
πj et πj′ opposées doit traverser un nombre impair de fois la surface de Fermi,
tandis que ce nombre doit être pair si πj et πj′ sont égaux. Un isolant topologique
fort étant caractérisé par un nombre impair de πj égaux à −1, on montre alors que
le nombre de surfaces de Fermi fermées est impair pour les isolants topologiques
forts, tandis que ce nombre est pair pour les isolants topologiques faibles ou les
isolants triviaux. (Fig.II.6). Il peut y avoir en plus des surfaces de Fermi ouvertes,
mais, à cause de la symétrie de renversement du temps, cela n’inﬂue pas sur le
lien entre la parité du nombre de surface de Fermi fermée et la nature triviale ou
topologique de l’isolant.
L’intérêt de l’utilisation des mesures d’oscillations magnétiques quantiques est
de pouvoir compter le nombre de surfaces de Fermi fermées en comptant le nombre
de fréquences fondamentales dans le spectre des oscillations quantiques des états de
surface du matériau étudié. En eﬀet, les surfaces de Fermi ouvertes ne contribuent
pas aux oscillations quantiques.
En pratique, on peut d’abord déterminer la nature surfacique ou volumique de
la poche de porteurs de charge considérée en observant la dépendance des oscil-
lations quantiques en fonction de la direction du champs magnétique par rapport
à la surface. En eﬀet la fréquence d’oscillation est proportionnelle à la section
transverse (par rapport au champ magnétique) de la surface de Fermi. Pour des
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porteurs de charge volumiques, la surface de Fermi est plus ou moins sphérique, et
la surface de la section transverse dépendra peu de l’orientation du champ magné-
tique. Pour des porteurs de charge surfaciques, en revanche, la surface de Fermi
peut être assimilée à un disque, et la section transverse dépend alors pleinement
de l’orientation du champ magnétique. 8.
Une fois les contributions dues à la densité résiduelle de porteurs de charge
volumiques éliminées, diﬀérentes fréquences fondamentales peuvent être résolues
en observant les pics dans la transformée de Fourier des données des oscillations
quantiques. De plus, si deux fréquences F1 et F2 étaient trop proches pour être
résolues ainsi, elles pourraient toujours être observées par l’apparition d’un facteur
de modulation pour les oscillations quantiques
R = cos
(
π
δF
H
)
, (II.71)
où δF = F1 − F2. On observerait ainsi une disparition des oscillations quantiques
pour certaines orientations et intensités du champ magnétique, connue sous le nom
de spin zeros [Sho09].
On peut argumenter que deux surfaces de Fermi de même taille donneront la
même fréquence fondamentale et ne seront donc pas discernables. En eﬀet, il peut
exister des situations où l’eﬀet Zeeman, le couplage spin orbite, le désordre ou
même une pression uni-axiale ne permettent pas de lever la dégénérescence des
surfaces de Fermi. On suppose cependant que ces cas sont rares, et que l’étude des
oscillations quantiques permettrait une première évaluation de la nature topolo-
gique forte ou non des matériaux tridimensionnels.
8. Avec une dépendance typique en cos(ϑ) où ϑ est l’angle entre la direction du champ ma-
gnétique et la normale à la surface de Fermi.
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Chapitre III. Méthodes Numériques
Dans ce chapitre, nous discutons les diﬀérentes méthodes numériques que j’ai
employées au cours de ma thèse. Nous verrons tout d’abord comment déﬁnir les
états de Bloch dans une jauge cylindrique ou lisse numériquement. Une fois la
jauge cylindrique obtenue, nous discutons deux méthodes pour le calcul de l’in-
variant de Chern, la première s’appuyant sur la présence d’une obstruction, et
la deuxième sur le déplacement des centres de Wannier. Nous montrons ensuite
comment adapter numériquement la méthode de construction des états de bord
proposée par [KBWM+08] pour des cas plus complexes. Enﬁn, nous verrons que
dans certains cas, il est possible d’obtenir la valeur de l’invariant topologique en
calculant directement le nombre de Chern des bandes partenaires de Kramers. On
ne considère ici que des systèmes sur réseau carré, avec un pas de réseau a = 1
aﬁn de simpliﬁer les notations. Les méthodes sont cependant adaptables à d’autres
géométries de réseau.
1 Obtention d’une jauge cylindrique ou lisse
Comme nous l’avons vu dans les deux chapitres précédents, la description de
la topologie d’une structure de bandes donnée s’appuie fortement sur la possibilité
de déﬁnir les états propres de l’Hamiltonien de manière continue à l’intérieur de la
zone de Brillouin. Dans le cas de la présence des symétries Θ et P simultanément,
on peut calculer l’invariant topologique en ne considérant que les TRIM. Mais
cela reste une exception, et de manière générale, les calculs présentés précédem-
ment doivent être réalisés dans une jauge lisse ou cylindrique. Nous discutons ici
l’obtention d’une telle jauge numériquement.
1.1 Position du problème
Dans certains cas simples, un calcul manuel ou un logiciel de calcul formel
peuvent nous donner une expression des énergies et des fonctions d’onde en fonction
de k. Si cette expression ne contient pas de singularité (ou si les singularités sont
facilement traitables), on peut alors procéder au calcul de l’invariant topologique.
Le plus souvent en revanche, une telle expression, si elle existe, est trop complexe
pour être utilisable. On doit alors se contenter de diagonaliser numériquement Hk
pour un certain nombre de points de la BZ.
En pratique, une fois les paramètres du Hamiltonien ﬁxés, on se donne une
grille de N ×N points sur la BZ. On diagonalise alors Hk pour chacun des points
de la grille indépendamment. Le problème vient du fait que, en faisant ainsi, on
obtient une déﬁnition fortement discontinue des fonctions d’onde.
En eﬀet, considérons par exemple deux points voisins de la grille, k et k+∆k,
et les sous-espaces propres de plus basse énergie E0k et E
0
k+∆k, en chacun de ces
points. 1 Dans le cas où ces sous-espaces sont de dimension 1, E0k est engendré par
|u0k〉, et E0k+∆k par |u0k+∆k〉. Si les |u0〉 sont déﬁnis continument, on doit avoir
lim
∆k→0
〈u0k+∆k|u0k〉 = 1. (III.1)
1. La discussion qui suit reste valide quel que soit le sous-espace propre considéré.
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Sur la grille, on peut donc considérer que la déﬁnition des |u0〉 est continue si
〈u0k+∆k|u0k〉 est très proche de 1. Cependant, même pour des grilles suffisamment
fines, on obtient des |u0〉 tels que
〈u0k+∆k|u0k〉 = reiθ, (III.2)
où r est réel et très proche de 1, mais θ prend des valeurs aléatoires dans [−π, π].
Si E0k est de dimension N , en chaque point k la diagonalisation numérique nous
donne N vecteurs u0k,n. La matrice de recouvrement Mk,k+∆kmn , donnée par
Mk,k+∆kmn = 〈u0m,k|u0n,k+∆k〉, (III.3)
devrait tendre vers l’identité lorsque∆k tend vers zéro, dans le cas continu. Cepen-
dant, numériquement, au lieu d’obtenir une matrice M presque égale à l’identité
pour une valeur finie de ∆k, on obtient une matrice très proche d’une matrice
unitaire, mais pas nécessairement de l’identité.
Dans les deux cas, une redéfinition des |u0n,k〉 est nécessaire afin de rétablir la
continuité. C’est ici qu’intervient la méthode dite de transport parallèle présentée
dans le paragraphe suivant.
1.2 Méthode de transport parallèle
L’idée générale de la méthode est la suivante : étant donné un chemin discret
dans la zone de Brillouin (on choisit par exemple ky = 0 et kx qui varie entre
0 et 2π par incréments de ∆kx = 2π/N), on va redéfinir les |un,k〉 de proche en
proche de manière à avoir une définition la plus parallèle possible. Pour cela on
va demander que pour deux points voisins kj et kj+1 = kj +∆kx, les |un,k〉 soient
définis tels que 〈un,kj |un,kj+1〉 soit réel et positif.
Pour une bande isolée, le principe est simple. Étant donné un ensemble d’états
{|ukj〉}i=0..N le long du chemin, la redéfinition continue sera donnée par les u˜
construits en suivant :
— |u˜k0〉 = |uk0〉,
— pour j = 1 àN successivement, |u˜kj〉 = e−iθj |ukj〉 avec θj = Im log〈u˜kj−1|ukj〉.
Si le chemin est fermé, l’état qui a été transporté peut différer de l’état initial par
une phase. Dans notre exemple, cela revient à avoir
〈u˜n,k0=(0,0)|u˜n,kN=(2π,0)〉 = eiθ˜. (III.4)
On a donc une définition continue entre kx = 0 et kx = 2π, mais non périodique
(sauf si θ˜ = 0). On peut alors rétablir la périodicité en répartissant la phase
θ˜ ∈ [−π, π[ sur l’ensemble du chemin en définissant
|u′kj〉 = e−i
jθ˜
N |u˜kj〉. (III.5)
Dans le cas dégénéré 2, on ne peut pas traiter les bandes séparément. Il faut
donc considérer des groupes de N bandes isolées (séparées énergétiquement de
2. Par exemple pour les bandes deux fois dégénérées en présence de P et Θ.
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l’ensemble des autres bandes). Une fois de plus, l’objectif est de redéﬁnir les |un,k〉
pas à pas pour obtenir une déﬁnition continue, où la matrice de recouvrement M
déﬁnie à l’équation (III.3) est Hermitienne avec toutes ses valeurs propres positives.
Pour j = 1 à N successivement, on réalise la décomposition en valeurs singulières
de M
M = V ΣW †, (III.6)
où Σ est une matrice diagonale réelle positive et V etW sont unitaires. On applique
alors la matrice unitaire U = WV † dans l’espace des états |un,k〉 en déﬁnissant :
|u˜m,kj〉 =
N∑
n=1
Ukjnm|un,kj〉. (III.7)
La nouvelle matrice de recouvrement M˜ est alors de la forme V ΣV †, qui est bien
Hermitienne et de valeurs propres positives. En réalisant cette transformation pour
tous les kj du chemin successivement, on obtient un ensemble d’états |u˜n,kj〉 déﬁnis
continument.
Une fois de plus, si on transporte |un,k〉 le long d’un chemin fermé, on obtient
des états en kN reliés aux états en k0 par une rotation unitaire Λ donnée par :
|u˜m,k0〉 =
N∑
n=1
Λnm|u˜n,kN 〉. (III.8)
Pour rétablir la périodicité, on utilise la même astuce que pour le cas non dégé-
néré. On commence par trouver la matrice unitaire R qui diagonalise Λ, 3 puis on
l’applique à l’ensemble des états en chaque point kj. Cela permet de conserver
la continuité, et on obtient une nouvelle matrice Λ diagonale, de valeurs propres
λn = e
iθ˜n , θ˜n ∈ [−π, π[. On répartit alors ces phases en déﬁnissant :
|u′n,kj〉 = e−i
jθ˜n
N |u˜n,kj〉. (III.9)
Pour un chemin fermé donné, on peut donc obtenir une déﬁnition des états
propres de Hk, continue et monovaluée (périodique).
1.3 Construction d’une jauge cylindrique
Nous allons maintenant montrer que la méthode de transport parallèle permet
d’obtenir numériquement une jauge cylindrique pour les états propres de Hk.
On considère un Hamiltonien de liaisons fortes, symétrique par renversement
du temps, sur un réseau carré. On se donne une grille régulière de N × N points
sur la zone de Brillouin, contenant k = (0, 0). On suppose que, en chacun de ces
points, Hk a pu être diagonalisé, et que ses vecteurs propres |un,k〉 ont été classés
par énergie croissante. De plus on considère un système isolant. Il existe donc un
gap non nul entre les bandes remplies et la première bande de conduction. Si les
bandes de valence sont séparées en groupes de bandes isolées, la procédure qui suit
peut être appliquée à chaque groupe séparément. Dans ce qui suit, on considère
donc un ensemble de 2N bandes isolées et remplies.
3. R existe car Λ est unitaire, en tant que matrice de changement de base.
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Figure III.1 – (a) Zone de Brillouin dans l’espace des k. (b) Les états sont
transportés parallèlement le long de ky = 0. La périodicité n’est pas assurée. (c)
La périodicité est restaurée à ky = 0. (d) Pour chaque valeur de kx, les états sont
transportés de ky = 0 à ky = ±π. (e) La périodicité est restaurée à kx = 0 et
kx = 2π. Figure extraite de [SV12].
Procédure d’obtention d’une jauge cylindrique (cf. Fig.III.1)
i)-Choix de jauge à k = (0, 0).
À k = (0, 0) le théorème de Kramers s’applique. Les 2N états peuvent donc être
rassemblés en N paires de Kramers (|uI
α,þ0
〉, |uII
α,þ0
〉). On conserve |uI
α,þ0
〉 donné par
la diagonalisation numérique, mais on redéﬁnit |uII
α,þ0
〉 de telle sorte que |uII
α,þ0
〉 =
ΘˆK|uI
α,þ0
〉 (ou Θˆ et K ont été déﬁnis à l’équation (II.22)).
ii)-Transport parallèle de kx = 0 à kx = 2π pour ky = 0.
En utilisant la méthode du paragraphe 1.2, on redéﬁnit les |usα,k〉 pas à pas, pour
obtenir une déﬁnition continue pour ky = 0 et kx variant de 0 à 2π. On rétablit
ensuite la périodicité entre kx = 0 et kx = 2π. On obtient ainsi une déﬁnition
continue des |usα,k〉 sur la section circulaire ky = 0 de la BZ vue comme un tore.
La procédure ne modiﬁe pas les |usα,k〉 à k = (0, 0).
iii)-Transport parallèle selon ky.
Pour chaque valeur de kx, on utilise la méthode de transport parallèle d’abord de
(kx, 0) à (kx, π) puis de (kx, 0) à (kx,−π). La procédure ne modiﬁe pas les |usα,k〉
à ky = 0. La procédure de transport parallèle est identique à kx = 0 et ky = 2π,
grâce à la périodicité rétablie à l’étape précédente. Pour toutes valeurs de ky, on
a donc |usα,(0,ky)〉 = |usα,(2π,ky)〉.
iv)-Périodicité selon ky à kx = 0.
Pour rétablir la périodicité entre (0, π) et (0,−π) il faut appliquer une transfor-
mation T (ky) (donnée par la procédure du paragraphe 1.2) en chaque point du
chemin (0, ky). Cependant, cela briserait la continuité selon kx en 0. Pour éviter
cela, pour un ky donné, la transformation T (ky) est appliquée à l’ensemble des
points (kx, ky). Cela restaure donc aussi la périodicité à kx = 2π.
Jusque là, l’ensemble des opérations eﬀectuées conserve la symétrie par renver-
sement du temps, de telle sorte que les états obtenues respectent
|uIα,−k〉 = −ΘˆK|uIIα,k〉,
|uIIα,−k〉 = ΘˆK|uIα,k〉. (III.10)
On a donc obtenu une jauge continue sur la zone de Brillouin vue comme un
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Figure III.2 – Trajectoire de V11(kx) dans le plan complexe pour un modèle
à deux bandes, avec kx variant de 0 à 2π, avant (ligne pontillée rouge) et après
(ligne noire) la minimisation. Après minimisation, la courbe est très proche du
cercle unité (ligne pointillée noire). Figure extraite de [SV12]
cylindre, et qui respecte la symétrie par renversement du temps. Si on déﬁnit
Vmn(kx) = 〈um,(kx,−π)|un,(kx,π)〉 (III.11)
il suffit alors, pour obtenir une jauge cylindrique telle que définie dans le para-
graphe 1.6, que V (kx) soit diagonale pour tout kx. En effet, cela est nécessaire
pour respecter l’équation (I.65), dernière condition pour l’obtention d’une jauge
cylindrique. Il peut exister des cas particuliers où la présence de symétries supplé-
mentaires 4 rend les V (kx) diagonaux pour toutes valeurs de kx dès cette étape. La
jauge est donc cylindrique, et la procédure est terminée. Cependant, de manière
générale, il faut diagonaliser V (kx) pour obtenir une jauge cylindrique. Grâce à
l’étape iv) de la procédure, V (kx) est diagonale pour kx = 0 et kx = 2π. Toute-
fois, pour kx ∈]0, 2π[, V (kx) est unitaire mais pas nécessairement diagonale. Deux
étapes supplémentaires sont alors nécessaires pour obtenir une jauge cylindrique.
v)-Minimisation de V
On introduit
V = 1
N
∑
kx
∑
mÓ=n
|Vmn(kx)|2, (III.12)
qui mesure la distance de V (kx) à une matrice diagonale. On utilise alors la li-
berté sur le choix des |uI
α,þ0
〉 au tout début de la procédure, pour essayer d’avoir
des matrices V (kx) aussi diagonales que possible. Cela peut être réalisé avec un
algorithme de minimisation [SV12], ou simplement en testant plusieurs valeurs de
|uI
α,þ0
〉 et en choisissant celle qui donne la plus petite valeur de V . On obtient ainsi
des matrices V (kx) avec des éléments diagonaux très grands devant les éléments
non-diagonaux (cf. Fig. III.2). 5
vi)-Diagonalisation de V (kx)
La matrice V (kx) est unitaire et à diagonale dominante. Elle peut donc être dia-
4. Par exemple, si Sz est conservé et que |uI
α,þ0
〉 et |uII
α,þ0
〉 appartiennent à des secteurs distincts
de Sz.
5. Pour une paire de bandes, on peut facilement espérer des éléments hors diagonaux de
l’ordre de 10−2.
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gonalisée par une matrice unitaire U(kx) très proche de l’identité (on peut de plus
choisir les éléments diagonaux de U(kx) réels et positifs). Pour chaque valeur de
kx, on applique alors U(kx) dans l’ensemble des états au point (kx, ky). L’écart
de U(kx) à l’identité est du même ordre de grandeur que l’écart de V (kx) à une
matrice diagonale. L’intérêt de minimiser V est donc de préserver la continuité lors
de l’application de U(kx).
Ces deux dernières étapes préservent elles aussi la condition de l’équation
(III.10), ainsi que la périodicité selon kx. Ayant diagonalisé V (kx), on obtient bien
une jauge cylindrique. La jauge cylindrique ayant été construite pour les |usα,k〉
états propres de Hk, on peut de manière directe transposer les résultats aux états
|Ψsα,k〉 vecteurs propres de H.
Méthode d’identification des isolants topologiques :
1.4 Méthode de la phase de jonction
Dans ce paragraphe nous discutons la première méthode d’identiﬁcation des
isolants topologiques.
Dans le paragraphe 1.6 du chapitre II, nous avons vu qu’une valeur non nulle de
l’invariant topologique Z2 est une obstruction à déﬁnir une jauge lisse qui respecte
la symétrie par renversement du temps de l’équation (III.10). En eﬀet, pour un
isolant topologique non trivial, le respect de la symétrie de renversement du temps
impose la présence d’une discontinuité dans la déﬁnition des états propres sur le
tore. Dans le cas de la jauge cylindrique, cette discontinuité a été repoussée aux
extrémités ky = −π et ky = π de la zone de Brillouin vue comme un cylindre. Pour
caractériser la nature triviale ou topologique d’un l’isolant, il suﬃt donc d’étudier
cette discontinuité .
On considère ici une unique paire de bandes α. En eﬀet, V (kx) ayant été diago-
nalisée, les bandes sont maintenant indépendantes les unes des autres, permettant
de considérer les paires de bandes séparément. Pour étudier la discontinuité aux
bords du cylindre, on observe la phase de jonction φα(kx) déﬁnie par
eiφα(kx) = 〈uIα,(kx,−π)|uIα,(kx,π)〉. (III.13)
Son enroulement est caractéristique de la topologie de la discontinuité. En eﬀet,
le nombre de tours (comptés algébriquement) que fait eiφα(kx) autour de l’origine
lorsque kx parcourt [0, 2π], noté ∆α, est un entier qui ne peut être modiﬁé sans
briser la condition de symétrie par renversement du temps de l’équation (III.10), et
qui correspond au nombre de Chern de la bande |uIα,k〉. On observe par ailleurs que
la phase de jonction pour l’autre bande (II) s’enroule dans l’autre sens, ce qui est
cohérent avec une valeur du nombre de Chern opposée. Lorsque l’enroulement est
nul, la phase φα(kx), peut être absorbée dans une redéﬁnition continue des états
|usα,k〉 (cf. paragraphe 1.6). On peut alors obtenir une jauge lisse qui respecte la
symétrie de renversement du temps. En revanche, lorsque la phase s’enroule, cela
n’est pas possible 6.
6. On peut relier cela au fait qu’une valeur de l’invariant topologique Z2 non nulle est une
obstruction à définir une jauge à la fois lisse et cylindrique.
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L’équation (II.38) montre que l’invariant topologique peut être calculé, dans
une jauge cylindrique, à partir des nombres de Chern des bandes indexées I rem-
plies. On peut donc réécrire l’invariant topologique en fonction des enroulements
∆α, comme :
∆ =
∑
α
∆α mod 2. (III.14)
Il est en fait possible d’obtenir les ∆α dès l’étape iv) de la procédure du para-
graphe 1.3. À cette étape, V (kx) n’est pas encore diagonalisée. Les éléments diago-
naux de V (kx), les 〈uIα,(kx,−π)|uIα,(kx,π)〉, ne sont donc pas en général une phase pure
mais un nombre complexe de module inférieur ou égal à 1. Leurs enroulements
sont cependant bien déﬁnis, comme on peut le voir sur la ﬁgure III.2, qui décrit
une bande non triviale (qui s’enroule une et une seule fois). Cela permet donc de
gagner du temps en déterminant la phase topologique sans avoir à diagonaliser
V (kx).
1.5 Exemple d’application
Dans ce paragraphe, on illustre la méthode de la phase de jonction en l’ap-
pliquant à l’Hamiltonien de BHZ donné par l’équation (II.55). On ﬁxe µ = 0,
∆µ = 5, t = 1, et α = 2. Aﬁn d’explorer les diﬀérentes zones de diagramme de
phase présenté à la ﬁgure II.3, on teste trois valeurs de ∆t : 2, 0 et −2. D’après le
diagramme de phase, on doit obtenir la phase triviale pour ∆t = 0 et une phase
topologique pour ∆t = 2 et ∆t = −2. Pour rappel, l’Hamiltonien de BHZ est un
Hamiltonien à quatre bandes. Grâce à la symétrie de renversement du temps et
à la symétrie d’inversion, chaque bande est deux fois dégénérée. On obtient donc
deux paires de bandes, qu’on indexe α = 1 et α = 2, chacune composée d’une
bande I et d’une bande II. À demi-remplissage, seule la paire de bandes α = 1
est remplie.
L’Hamiltonien conserve Sz. Ainsi, on a pu s’arrêter à l’étape iv) de la procédure
d’obtention d’une jauge cylindrique décrite dans le paragraphe 1.3 du chapitre III,
et tout de même obtenir que le produit scalaire V11(kx) = 〈uIα,(kx,−π)|uIα,(kx,π)〉 nous
donne uniquement une phase notée eiφα(kx). Ainsi, le tracé de V11(kx) dans le plan
complexe comme une fonction paramétrique de kx donne un cercle ou un arc de
cercle de rayon 1 (on observe des ellipses dans la ﬁgure III.3, à cause du choix
d’échelle pour les axes). On a fait le choix de tracer aussi φα(kx) pour kx variant
de 0 à 2π. Cela permet de compter réellement combien de fois la phase s’enroule, ce
qui n’est pas visible sur un tracé paramétrique. Dans la ﬁgure III.3, chaque paire
de colonnes correspond à une paire de bandes diﬀérente. Les paires de bandes sont
classées par énergie croissante.
Pour ∆t = −2 et ∆t = 2, on observe que la phase s’enroule une unique fois
pour chaque paire de bandes. On obtient donc bien un isolant topologique à demi-
remplissage, et un isolant trivial pour un remplissage total (car pour le remplissage
total, il faut sommer la contribution des deux paires de bandes).
Pour ∆t = 0 , on observe que la phase ne s’enroule pas. En fait, les phases
φα(kx) sont identiquement égales à 0 dans ce cas, ce qui permet de montrer qu’on
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(c) ∆t = 2
Figure III.3 – Résultats de la méthode de la phase de jonction pour µ = 0,
∆µ = 5, t = 1, α = 2 et différentes valeurs de ∆t. Les colonnes 1 et 3 correspondent
au tracé de V11(kx) dans le plan complexe comme une fonction paramétrique de kx
pour les bandes α = 1 et α = 2 respectivement. Les colonnes 2 et 4 correspondent
au tracé en fonction de kx de φ1 et φ2 respectivement. Cela permet de vérifier,
dans les cas où eiφα s’enroule autour de l’origine du plan complexe, combien de
tours (comptés algébriquement) sont réalisés lorsque ky parcourt [0, 2π].
a réussi à obtenir une jauge à la fois lisse et symétrique. On obtient donc bien un
isolant trivial à la fois pour un demi-remplissage et pour un remplissage total.
On peut remarquer que les comportements de la paire de bandes de valence et
de la paire de bandes de conduction sont très similaires. Cependant, pour∆t = −2,
l’enroulement pour les deux paires de bandes se fait dans des sens diﬀérents, tandis
qu’il se fait dans le même sens pour ∆t = 2. Cela n’est pas dû à une erreur dans
un des deux cas. En eﬀet, le sens d’enroulement est décidé en fonction du choix
de |uI
α,þ0
〉, au début de la procédure pour obtenir une jauge lisse, et ce choix est
aléatoire dans notre algorithme.
1.6 Construction d’une jauge lisse
Dans ce paragraphe, nous allons construire une jauge lisse à partir de la jauge
cylindrique. Une fois de plus, V (kx) ayant été diagonalisée, on peut considérer les
paires de bandes indépendamment.
Pour une paire de bandes α dont la phase de jonction ne s’enroule pas, appliquer
la transformation
W (kx, ky) =
(
V †(kx)
)ky/2π
, (III.15)
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en chaque point (kx, ky) permet d’obtenir une jauge à la fois lisse et cylindrique.
Cette transformation est en eﬀet continue et préserve la relation de symétrie par
renversement du temps de l’équation (III.10), tout en changeant V (kx) en l’identité,
et donc en supprimant la discontinuité.
Pour une paire de bandes qui s’enroulent, une telle transformation ne permet
pas d’obtenir une jauge lisse. On a en eﬀet besoin d’une transformation unitaire
SC(k) discontinue et dont l’enroulement compense celui de V (kx). Une telle trans-
formation peut cependant être obtenue simplement. Par exemple, dans le cas d’une
paire de bandes qui ne s’enroulent qu’une fois, on peut résoudre le problème en
s’inspirant de la solution du modèle de Haldane. En eﬀet, la fonction UHal qui
diagonalise l’Hamiltonien de Haldane permet de changer les deux bandes topolo-
giquement triviales |uIk〉 = (1, 0) et |uIIk 〉 = (0, 1) (qui ne sont rien d’autre que
les vecteurs de base du modèle de liaisons fortes) en deux bandes non triviales de
nombre de Chern 1 et −1 : les états propres de l’Hamiltonien. Ainsi, U−1Hal per-
met de changer deux bandes qui s’enroulent en deux bandes sans enroulement. On
choisit donc SC(k) = U−1Hal.
On peut noter qu’il est possible de créer des modèles de Haldane modiﬁés, en
rajoutant des termes de saut au-delà des seconds voisins, dont les bandes possèdent
un nombre de Chern quelconque [SPF+12]. Ainsi, pour des bandes qui s’enroulent
plusieurs fois, il est toujours possible de trouver la transformation SC(k) adéquate.
De plus, pour les systèmes à plusieurs bandes, il est possible d’appliquer une telle
transformation paire de bandes par paire de bandes, pour obtenir une jauge lisse
pour l’ensemble des bandes. Une fois l’enroulement de V (kx) supprimé, il peut
rester une discontinuité sans enroulement qu’il est possible d’enlever grâce à une
transformation comme celle de l’équation (III.15). On obtient alors une jauge lisse.
Cependant, les transformations SC(k) ne conservent pas la relation de renversement
du temps de l’équation (III.10).
En conclusion, on a montré qu’il est toujours possible d’obtenir une jauge lisse
ou cylindrique numériquement, et on a présenté une procédure pour les construire.
On a aussi montré que pour certains isolants triviaux il est possible d’obtenir une
jauge à la fois lisse et cylindrique.
2 Construction des centres de charge des fonc-
tions de Wannier
Au paragraphe 3.4 du chapitre I, on a déﬁni les fonctions de Wannier hybrides
selon xˆ comme :
|x, ky, n〉 =
√
Nx
2π
∫ π
−π
dkxe
−ikxx|Ψkx,ky ,n〉. (III.16)
On a ensuite montré que, dans une jauge périodique selon kx, la position de leurs
centres de charge selon þx sommée sur l’ensemble des bandes remplies est une
fonction de ky (qu’on a appelé la polarisation Pky) dont la variation entre ky = −π
et ky = π donne le nombre de Chern du système considéré.
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Enﬁn, on a montré que pour un système symétrique par renversement du temps,
dans une jauge cylindrique, la variation entre ky = −π et ky = π de la polarisa-
tion calculée pour l’ensemble des bandes indexées I (notée P Iky) permet d’obtenir
l’invariant topologique Z2 modulo 2 (cf. Eq.II.38).
L’idée ici est donc de construire explicitement P Iky aﬁn de pouvoir suivre son
évolution en fonction de ky.
Méthode d’identification des isolants topologiques :
2.1 Méthode des centres de charge des fonctions de Wan-
nier
On déﬁnit donc le centre de charge de la fonction de Wannier (WCC) hybride
|0, s, α, ky〉 comme [KSV93, SV11] :
x¯sky ,α = 〈0, s, α, ky|xˆ|0, s, α, ky〉, (III.17)
où s prend ses valeurs dans {I, II}. On peut alors montrer que :
x¯sky ,α = i
1
2π
∫ π
−π
dkx〈usα,kx,ky |∇kx|usα,kx,ky〉. (III.18)
Dans le paragraphe 1.3, on a construit une jauge cylindrique sur une grille de
N ×N points de la BZ. Dans cette jauge 7 on montre, en discrétisant le gradient,
que :
x¯sky ,α =
1
2π
N∑
j=1
Im〈usα,j,ky |usα,j−1,ky〉. (III.19)
Cette quantité est alors simplement calculable en fonction de ky. On observe
que, même si x¯sky ,α n’est pas invariant de jauge, car déﬁni modulo un nombre entier
de pas du réseau, on peut obtenir une fonction continue de ky, ce qui nous permet
de suivre son évolution entre ky = −π et ky = π.
On obtient alors la valeur de l’invariant topologique par
∆ =
∑
α
(x¯I−π,α − x¯Iπ,α) mod 2, (III.20)
où α est sommé sur l’ensemble des paires de bandes occupées. La diﬀérence x¯I−π,α−
x¯Iπ,α est bien un entier, car ky = −π et ky = π étant équivalents, la position des
WCC doit être la même à une translation du réseau près, or ici, a = 1.
La méthode présentée ici est proche de la méthode de jonction de phase. Toutes
deux s’appuient en eﬀet sur l’obtention d’une jauge cylindrique. La première mé-
thode met cependant plutôt l’accent sur l’invariant topologique en tant qu’obs-
truction, tandis que cette méthode s’appuie d’avantage sur le lien entre invariant
topologique et polarisation. Ainsi, bien qu’équivalentes, ces deux méthodes mettent
en valeur des aspects diﬀérents de la notion de topologie.
7. Les propriétés de la jauge cylindrique utiles ici sont la continuité et périodicité selon kx, et
la séparation des bandes I et II. La continuité selon ky n’est pas nécessaire.
61
Chapitre III. Méthodes Numériques
Figure III.4 – Schéma de positions des centres de Wannier des bandes I et II
entre ky = 0 et ky = π. Le comportement entre ky = −π et ky = 0 peut être
obtenu par symétrie. On notera que les traits épais correspondent aux WCC sur
l’avant du cylindre, tandis que les trais fins et pointillés correspondent aux WCC
à l’arrière du cylindre. (a) Cas trivial : les centres de Wannier ne s’enroulent pas
sur le cylindre. (b) Chaque centre de Wannier tourne une fois autour du cylindre
entre ky = −π et ky = π. C’est le cas typique pour un isolant topologique. (c)
Chaque centre de Wannier tourne deux fois autour du cylindre entre ky = −π et
ky = π. Cependant, le point de croisement P n’est pas protégé par le renversement
du temps est peut être évité en présence d’un terme perturbatif. Si le croisement
est évité, ce cas est équivalent au premier. (d) Chaque centre de Wannier tourne
trois fois autour du cylindre entre ky = −π et ky = π. Si les deux croisements non
protégés sont évités, ce cas est équivalent à (b). Figure extraite de [YQB+11].
2.2 Propriétés des centres de charge des fonctions de Wan-
nier
Les centres de charge des fonctions de Wannier possèdent un certain nombre
de propriétés que nous discutons ici.
Pour un système symétrique par renversement du temps, dans la jauge cylin-
drique obtenue précédemment, on montre que :
Θ|X, I, α, ky〉 = |X, II, α,−ky〉, (III.21)
ce qui nous donne
x¯Iky ,α = x¯
II
−ky ,α. (III.22)
On retrouve bien que les bandes I et II donnent une valeur opposée de l’inva-
riant topologique. Mais cet invariant n’étant déﬁni que modulo deux, cela n’a pas
d’importance. C’est aussi cette égalité qui permet de relier l’invariant topologique
de Fu et Kane (Eq.(II.36)) à la formule (III.20), en montrant qu’il est équivalent
d’étudier les deux bandes I et II entre 0 et π, où d’étudier uniquement la bande
I (ou la bande II) entre −π et π.
Si le système est aussi symétrique par inversion, on a :
P |X, I, α, ky〉 = | −X, I, α,−ky〉, (III.23)
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ce qui cette fois correspond à :
x¯Iky ,α = −x¯I−ky ,α, (III.24)
tandis que l’action combinée de P et Θ donne
x¯Iky ,α = −x¯IIky ,α. (III.25)
Cela signiﬁe que, pour un tel système, le centre de charge total pour les deux
bandes est immobile, au centre de la cellule unité.
Enﬁn, on peut comprendre la classiﬁcation Z2 grâce à l’étude des fonctions de
Wannier (cf. Fig.III.4). En eﬀet, dans le cas où x¯I−π,α− x¯Iπ,α = 2 par exemple, cela
implique que x¯Iky ,α et x¯
II
ky ,α se croisent deux fois en dehors des TRIM, en deux points
kcy et −kcy. Ces croisements n’étant pas protégés par le renversement du temps, ils
peuvent être évités en présence de perturbations. En revanche, la symétrie par
renversement du temps assure que si un croisement est évité, l’autre l’est aussi.
Pour la nouvelle courbe, qui évite le croisement, on a x¯I−π,α − x¯Iπ,α = 0. On peut
ainsi relier sans fermer le gap, le cas x¯I−π,α − x¯Iπ,α = 2 et le cas x¯I−π,α − x¯Iπ,α = 0.
D’où la classiﬁcation Z2.
2.3 Exemple d’application
Dans ce paragraphe, on illustre la méthode de la phase des centres de charge des
fonctions de Wannier hybrides en l’appliquant à l’Hamiltonien de BHZ. Comme
précédemment, on ﬁxe µ = 0, ∆µ = 5, t = 1, et α = 2, et on teste trois valeurs de
∆t : 2, 0 et −2. On a utilisé la jauge cylindrique obtenue par la procédure décrite
paragraphe 1.3.
Les résultats sont présentés à la ﬁgure III.5. On observe que le système est
topologique pour ∆t = −2 et ∆t = 2, et trivial pour ∆t = 0. On peut de plus
remarquer que les propriétés des WCC décrites au paragraphe précédent sont bien
vériﬁées.
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Figure III.5 – Tracé des positions des centres de charge des fonctions de Wannier
hybrides en fonction de ky, pour la paire de bandes de valence, pour différentes
valeurs de ∆t. Comme précédemment, on a choisi µ = 0, ∆µ = 5, t = 1 et α = 2.
Les deux couleurs (bleu et rouge) correspondent aux deux bandes de valence I et
II. On peut ainsi observer que les différentes propriétés des WCC présentées au
paragraphe 2.2 sont bien respectées. On observe que le système est topologique
pour ∆t = −2 et ∆t = 2, et trivial pour ∆t = 0.
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3 Construction des états de bord
Dans le paragraphe 3.3 du chapitre II, on a montré qu’il était possible de
construire de manière analytique les états de bord du modèle de BHZ. Cependant
la méthode reposait sur la faible complexité du modèle (pour pouvoir obtenir
une équation aussi simple que (II.63)) et sur un certain nombre d’approximations
difficiles à contrôler (on peut rater des états de bord si on ne les cherche qu’en
ky = 0 [KBWM+08]). On propose donc ici une méthode numérique de construction
des états de bord qui peut être appliquée à un plus grand nombre de systèmes.
3.1 Principe de construction
L’Hamiltonien de BHZ conserve Sz. Cela nous a permis, dans le chapitre II,
de séparer l’Hamiltonien en deux parties, H↑(k) et H↓(k), agissant sur des sous-
espaces de Hilbert supplémentaires et images l’un de l’autre par l’opération de
renversement du temps. On considère ici qu’une séparation similaire a pu être
réalisée, et que H(k) se décompose en HI(k) et HII(k) connues. Ainsi, on peut
se contenter de construire les états de bord de HI(k), et obtenir ceux de HII(k)
par symétrie. On considère cet Hamiltonien sur le plan semi-infini x > 0. Comme
précédemment ky reste un bon nombre quantique, mais pas kx qu’il faut donc
remplacer par −i∂x, et on utilise un ansatz de la forme Ψ(x, ky) = eλxφ(ky) pour
les états de bord, où φ(ky) est un vecteur indépendant de x. On cherche donc les
solutions de l’équation aux valeurs propres
HI(−iλ, ky)φ(ky) = Eφ(ky). (III.26)
Pour une valeur donnée de E et de ky, on obtient plusieurs couples de solutions
(λm, φm(ky)) (où on n’a gardé que les λm tels que Re(λm) < 0, afin de pouvoir
normaliser Ψ(x, ky)). On peut alors construire un état de bord d’impulsion ky et
d’énergie E de la forme :
Ψ(x, ky) =
∑
m
cme
λmxφm(ky). (III.27)
Enfin, la fonction d’onde devant s’annuler pour de grandes valeurs négatives de x
(loin du bord, dans le vide), on impose la condition au bord Ψ(0, ky) = 0. Cela
implique une condition d’existence pour les états de bord : il faut que les vecteurs
de l’ensemble {φm(ky)}m soient linéairement dépendants.
Méthode d’identification des isolants topologiques :
3.2 Méthode de construction explicite des états de bord
En pratique, on choisit une énergie E dans le gap isolant que l’on souhaite
étudier. Attention, dans certains cas, deux bandes peuvent être séparées par un
gap en toutes valeurs de k sans pour autant qu’il n’existe de gap global. 8 Dans ce
8. Le minimum de la bande supérieure étant plus bas que le maximum de la bande inférieure,
le système possède un gap indirect négatif.
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cas, on ne peut jamais trouver une énergie entièrement dans le gap, et la méthode
ne peut pas s’appliquer.
Une fois l’énergie choisie, on se donne un ensemble de N valeurs de ky qu’on
note {kjy}j=1..N et qu’on choisit en général réparties de manière homogène entre 0
et 2π : kjy = 2πj/N . On résout alors numériquement
det(HI(−iλ, kjy)− E) = 0 (III.28)
en fonction de λ pour chaque valeur de kjy. Pour chaque λm solution de (III.28), on
cherche alors le, ou les, φm(kjy) solutions de l’équation (III.26). On a donc simpliﬁé
le problème de la résolution de (III.26) pour λ et φ(kjy) simultanément, en deux
problèmes moins complexes à résoudre.
Le problème n’est cependant pas toujours simple, car HI(−iλ, kjy) n’est pas,
en général, une matrice hermitienne. Son déterminant est donc complexe et la ma-
trice n’est pas nécessairement diagonalisable. La recherche des zéros d’une fonction
complexe n’est pas un problème évident ; et il faut être particulièrement critique
sur les vecteurs propres obtenus, les imprécisions numériques pouvant donner deux
vecteurs propres là où en réalité il n’y a qu’un seul vecteur propre mais un sous-
espace caractéristique de dimension supérieur à un 9.
En général, lorsque HI est de dimension N , on trouve N couples (λm, φm(ky))
solutions, avec Re(λm) > 0 et φm(ky) normalisé (pour des couplages plus proche
voisins). On considère alors la matrice carré Φ(ky), dont la m-ième colonne est
φm(ky). Pour que les vecteurs de l’ensemble {φm(ky)}m soient linéairement dépen-
dants, et qu’on ait donc un état de bord, il suffit donc que detΦ(ky) = 0. On peut
donc tracer | detΦ(ky)| en fonction de ky et regarder quand cette fonction s’annule.
Il suffit alors de compter le nombre de fois où le déterminant s’annule pour savoir
combien de paires d’état de bord H possède à l’énergie E. Ce nombre sera pair
pour un isolant trivial et impair pour un isolant topologique (cf. 2.4). On obtient
donc une troisième méthode pour caractériser numériquement la nature triviale ou
topologique d’un isolant, et donc la valeur de son invariant topologique.
On pourrait argumenter que comme on n’échantillonne | detΦ(ky)| que pour des
valeurs discrètes de ky, on ne peut en général pas être sûr que | detΦ(ky)| s’annule
réellement, même si cette fonction est continue. En pratique, cependant, on peut
augmenter la densité de points ky et obtenir ainsi une valeur arbitrairement proche
de zéro pour | detΦ(ky)|. De plus, cette méthode de calcul de l’invariant topologique
vient en complément des deux autres méthodes présentées précédemment. Jusqu’à
maintenant, les résultats des trois méthodes, lorsqu’ applicables, ont toujours été
cohérents.
3.3 Exemple d’application
Dans ce paragraphe, on illustre la méthode de construction explicite des états
de bord en l’appliquant à l’Hamiltonien de BHZ (en fait, à la partie correspondant
aux spins up,H↑). Comme précédemment, on fixe µ = 0,∆µ = 5, t = 1 et α = 2, et
on teste trois valeurs de ∆t : 2, 0 et −2. Contrairement à la construction analytique
9. Dans le cas des matrices trigonalisables mais non diagonalisables.
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(a) ∆t = −2 (b) ∆t = 0 (c) ∆t = 2
Figure III.6 – Relation de dispersion pour µ = 0, ∆µ = 5, t = 1 et α = 2 et
différentes valeurs de ∆t. On observe que, pour ces valeurs, il existe toujours un
gap indirect positif à demi-remplissage. La méthode de construction explicite des
états de bord peut donc être utilisée.
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Figure III.7 – Sur la première ligne est tracée la valeur absolue du déterminant
de la matrice Φ(ky) en fonction de ky. On rappelle qu’un zéro de cette fonction
correspond à la présence d’un état de bord pour ce ky, et cette énergie. Sur la
deuxième ligne, la relation de dispersion projetée sur kx est tracée en noir pour
différentes valeurs des paramètres. Les lignes rouges correspondent aux énergies
auxquelles nous avons cherché des états de bord. Les étoiles bleues correspondent
aux états de bord de spin up que nous avons trouvé. Un nombre pair d’états de
bord de spin up sur une ligne d’énergie donnée correspond à un isolant trivial,
tandis qu’un nombre impair de tels états correspond à un isolant topologique.
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des états de bord, réalisée au paragraphe 3.3 du chapitre II, ici nous ne prenons
pas t = 0 aﬁn de simpliﬁer le calcul, mais traitons le cas t = 1, plus générique.
On peut vériﬁer (Fig.III.6) que pour ces valeurs, il existe toujours un gap indirect
positif à demi-remplissage, permettant l’utilisation de la méthode de construction
explicite des états de bord. On réalise la construction pour une énergie valant 3, 0
et −3 respectivement, pour ∆t = −2, 0 et 2.
Les résultats sont présentés à la ﬁgure III.7. La position des états de bord
n’est pas exactement la même que pour le calcul analytique du paragraphe 3.3 du
chapitre II, à cause du terme t Ó= 0. Cependant on trouve bien un état de bord
autour de ky = 0 pour ∆t = −2 et autour de ky = π pour ∆t = 2. Dans les deux
cas, on a donc aﬀaire à un isolant topologique. Pour ∆t = 0, il n’y a pas d’états
de bord, signature d’un isolant trivial.
On peut de plus noter qu’avec cette méthode nous n’avons pas eu besoin de
faire appel à des arguments de symétrie pour savoir où chercher les états de bord.
En eﬀet, on peut explorer l’ensemble des valeurs possibles de ky.
4 Nombre de Chern
Méthode d’identification des isolants topologiques :
4.1 Méthode de calcul direct du nombre de Chern
Comme dans la section précédente (3), on considère ici des Hamiltoniens qui
peuvent être simplement séparés en HI(k) et HII(k). Dans ce cas, le calcul du
nombre de Chern pour les bandes occupées de HI(k) (ou de HII(k), qui nous
donnera le résultat opposé), nous donne accès à l’invariant topologique Z2 (cf.
II.38). On suppose de plus ici que HI(k) est non dégénéré en tout point k.
Pour une bande donnée (α, I), le premier nombre de Chern CIα est donné par
l’intégrale sur la zone de Brillouin de la courbure de Berry de cette bande (divisée
par 2π) :
CIα =
1
2π
∫∫
BZ
F Iα(k)d
2k, (III.29)
où F Iα(k) peut être exprimé comme (cf. Eqs. (I.41) et (I.42))
F Iα(k) = i〈∂kxuIα,k|∂kyuIα,k〉 − i〈∂kyuIα,k|∂kxuIα,k〉
= 2 Im〈∂kyuIα,k|∂kxuIα,k〉. (III.30)
Dans le cas non dégénéré, on obtient alors [Ber84] :
F Iα(k) = 2
∑
β Ó=α
Im〈∂kyuIα,k|uIβ,k〉〈uIβ,k|∂kxuIα,k〉. (III.31)
En utilisant le fait que :
〈uIβ,k|∇kuIα,k〉 = 〈uIβ,k|∇kHI(k)|uIα,k〉/(EIα,k − EIβ,k), (III.32)
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on a
F Iα(k) = 2 Im
∑
β Ó=α
〈uIα,k|∂kyHI(k)|uIβ,k〉〈uIβ,k|∂kxHI(k)|uIα,k〉
(EIα,k − EIβ,k)2
. (III.33)
Cette expression peut ensuite être calculée pour chaque paire de bandes, et
les diﬀérentes contributions, une fois sommées, donnent la valeur de l’invariant
topologique.
L’intérêt de l’expression (III.33), est que la dérivée qui agit normalement sur
les états |uIα,k〉, a été déplacée sur l’Hamiltonien HI(k). L’expression de HI(k)
étant connue, sa dérivée est simple à obtenir, ce qui n’est pas le cas pour les |uIα,k〉,
pour lesquels il faudrait d’abord trouver une jauge continue et dérivable. Ainsi,
cette expression est utilisable quelle que soit la jauge choisit, même si celle si est
discontinue.
Toutefois, en pratique, on a utilisé l’expression (III.33) uniquement dans des
cas simples où on peut obtenir une expression analytique des |uIα,k〉 normalisés
(et donc de F ) ou lorsque la matrice HI(k) est de petite dimension. En eﬀet,
F Iα(k) est une fonction sur un espace à deux dimensions, et souvent très piquée
par endroit. Son intégrale demande donc le calcul d’un grand nombre de points
pour être précise. Or, pour chaque point, il faut diagonaliser HI(k) et normaliser
ses états propres. Pour un nombre de points de l’ordre du 108 (et une précision
de l’ordre de 10−4, si les points sont pris sur une grille uniforme), il faut compter
plusieurs heures, voire plusieurs jours de calculs (selon la dimension de HI(k)),
pour ce qui ne prend que quelques secondes et donne une meilleure précision (10−8)
si on dispose d’une expression analytique et d’un bon logiciel de calcul formel.
On pourrait cependant améliorer la méthode d’intégration lorsque l’on ne dis-
pose pas d’une expression analytique (avec une méthode de Monte-Carlo par
exemple), mais cela n’a pas fait parti du cadre de la thèse 10.
Quoiqu’il en soit, on dispose ainsi d’une quatrième méthode numérique de calcul
de l’invariant topologique qui s’appuie sur le calcul direct du nombre de Chern sur
les bandes I ou II.
4.2 Exemple d’application
Dans ce paragraphe, on illustre la méthode de calcul direct du nombre de Chern
en l’appliquant à l’Hamiltonien de BHZ. Comme précédemment, on ﬁxe µ = 0,
∆µ = 5, t = 1 et α = 2, et on teste trois valeurs de ∆t : 2, 0 et −2. Les diﬀérentes
courbures de Berry obtenues sont présentées Fig.III.8. Pour la bande de valence
I, on trouve un nombre de Chern égal à 1 pour ∆t = −2 et ∆t = 2, et une valeur
nulle pour ∆t = 0 ; en parfait accord avec les résultats attendus.
10. On aurait aussi pu considérer qu’une précision de l’ordre de 10−2 ou 10−3 (qu’on peut
obtenir avec beaucoup moins de points) est suffisante pour le calcul d’un invariant qui est un
entier.
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(a) ∆t = −2
(b) ∆t = 0
(c) ∆t = 2
Figure III.8 – Courbure de Berry calculée pour µ = 0, ∆µ = 5, t = 1, α = 2 et
différentes valeurs de ∆t. La première colonne correspond à la courbure de Berry
de la bande de valence de spin up, et la deuxième colonne, à celle de la bande
de conduction de spin up. La troisième colonne correspond à la somme des deux
courbes précédentes. On observe bien que pour H↑, la courbure de Berry totale
est nulle en tout point k.
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Dans les deux chapitres précédents, nous nous sommes intéressés à la classi-
ﬁcation Z2 des isolants symétriques par renversement du temps. Nous avons vu
que l’application du théorème de Kramers permet de séparer les états propres de
l’Hamiltonien en deux groupes, que nous avons notés I et II. L’étude de ces ces
groupes d’états propres (du nombre de Chern associé en particulier) a permis de
déﬁnir un invariant Z2 caractérisant la nature triviale ou topologique du système
étudié. Nous avons de plus relié la présence (et la parité) d’états de bord à la valeur
de cet invariant.
On peut alors se demander si cette description peut survivre en présence de
symétries plus faibles. La présence d’un ordre antiferromagnétique par exemple
réduit le groupe de symétries, en brisant la symétrie par renversement du temps.
Dans ce chapitre nous nous intéressons à de tels systèmes. Nous discutons tout
d’abord les symétries d’intérêt pour ces systèmes. Nous établissons ensuite une
expression analytique d’un invariant topologique pour les systèmes antiferroma-
gnétiques, sous certaines conditions de symétrie. Nous discutons ensuite la ma-
nière d’adapter les méthodes numériques du chapitre précédent à la présence de
ces nouvelles symétries.
1 Introduction d’une aimantation alternée en di-
mension 2
1.1 Aimantation alternée et réseau
On considère un Hamiltonien de liaisons fortes déﬁni sur un réseau carré (dé-
ﬁni par les vecteurs R = paþX+ qaþY avec p, q ∈ Z, comme dans la ﬁgure IV.1) et
invariant par renversement du temps. Pour étudier les eﬀets de l’ordre antiferro-
magnétique (AF), on introduit une aimantation alternée d’amplitude m vériﬁant
m(R + aX) = m(R + aY) = −m(R). (IV.1)
Dans notre modèle sur réseau, cela se traduit par l’introduction d’un terme de la
forme [FGB13, KT84, Ram08, Ram09, GFS11] :∑
R,σ,n
(−1)x+yσm c†σ,n(R)cσ,n(R), (IV.2)
où σ correspond au spin et n représente l’ensemble des autres degrés de liberté
des orbitales atomiques. On introduit donc ici l’ordre antiferromagnétique de ma-
nière purement phénoménologique et indépendamment de la forme précise des
interactions qui donnent naissance au magnétisme. On néglige de plus les ﬂuctua-
tions thermiques et quantiques de l’ordre magnétique, ce qui est justiﬁé pour des
moments magnétiques de l’ordre du magnéton de Bohr et des températures très
inférieures à la température de Néel.
L’aimantation alternée a pour eﬀet de doubler la taille de la cellule unité, en
réduisant la symétrie de translation. Le nouveau réseau de Bravais est donc donné
par les vecteurs r = pa
√
2þx+ qa
√
2þy avec p, q ∈ Z, et chaque cellule unité contient
deux sites, A et B, positionnés en RA = r− a2 þX et RB = r+ a2 þX respectivement
(cf. Fig.IV.1). Dans la suite, on ﬁxe a = 1√
2
.
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(a) (b)
Figure IV.1 – (a) Réseau carré sur lequel sont définis les Hamiltoniens considérés.
En l’absence de l’aimantation alternée, les vecteurs de base du réseau de Bravais
sont donnés par aþX et aþY. En présence de l’aimantation alternée, les vecteurs de
base du réseau dimérisé sont donnés par aþx et aþy. Dans ce cas, une cellule unité
(ovale bleu) comporte deux sites, A et B (disques blancs et noirs respectivement).
Le centre de la cellule unité, noté r dans le texte principal, est représenté par une
croix. (b) Les lignes noires délimitent la zone de Brillouin paramagnétique, qui, en
présence d’une aimantation alternée, se réduit à la zone de Brillouin antiferroma-
gnétique (lignes pointillées noires). Les pointillés rouges représentent les points de
la BZ AF où Θ2AF = 1. Le fait que ces pointillés rouges n’aient pas d’équivalents
horizontaux est lié à la manière dont nous avons dimérisé le réseau. Nous avons en
effet choisi les sites A et B d’une même cellule unité séparés de aXˆ plutôt que de
aYˆ par exemple. Les étoiles rouges représentent les deux A-TRIM, où Θ2AF = 1
tandis que les cercles verts représentent les B-TRIM, où Θ2AF = −1.
1.2 Hamiltonien de Bloch
Pour les réseaux avec plusieurs sites par cellule unité, il existe deux manières
principales de déﬁnir l’Hamiltonien de Bloch (et donc la transformée de Fourier)
à partir de l’équation (I.13) (cf. [BM09, FCG14]), qui se traduisent par des choix
diﬀérents de la phase relative entre les diﬀérents sites de la cellule unité.
Dans une première représentation, on peut déﬁnir l’Hamiltonien de Bloch
comme
Hk = e
ik·ˆrHe−ik·ˆr, (IV.3)
où rˆ est l’opérateur donnant la position du centre de la cellule unité. L’Hamiltonien
de Bloch ainsi déﬁni possède la propriété Hk+G = Hk, pour tout vecteur G du
réseau réciproque.
Dans la deuxième représentation, on prend en compte la position réelle des
sites des sous-réseaux, en déﬁnissant l’Hamiltonien de Bloch comme
Hk = e
ik·RˆHe−ik·Rˆ, (IV.4)
où cette fois, Rˆ agit comme rˆ− a
2
Xˆ sur les sites du sous-réseau A et comme rˆ+ a
2
Xˆ
sur les sites du sous-réseau B. Cette déﬁnition a pour intérêt de mieux prendre en
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compte les symétries du réseau [FCG14], mais en contrepartie on perd la propriété
Hk+G = Hk, qui est remplacée par une version plus faible : Hk+G = U †HkU , avec
U une matrice unitaire.
Dans la suite, nous avons choisi la première convention, la périodicité étant
particulièrement importante ici, puisque l’un de nos objectifs principaux est d’ob-
tenir une jauge continue et périodique (au moins dans une direction) pour nos
états propres.
1.3 Deux nouvelles symétries : ΘAF et PAF
L’introduction de l’aimantation alternée brise la symétrie de renversement du
temps. En eﬀet, l’action de Θ inverse l’aimantation locale. Il en est de même pour
une translation de aþX (notée T ) 1 qui échange les sous-réseaux A et B. Ainsi,
aucune de ces deux transformations ne reste une symétrie de l’Hamiltonien. En
revanche, le produit
ΘAF = TΘ, (IV.5)
reste une symétrie du problème. Nous avons vu que l’opérateur renversement du
temps était central pour la description des isolants topologiques Z2 telle que pré-
sentée dans les chapitres précédents. On peut donc se poser la question de la
robustesse de cette description lorsque la symétrie est réduite de Θ à ΘAF . C’est
à cette question que nous répondons dans la suite de ce manuscrit.
On s’intéresse donc tout d’abord aux propriétés de base de ΘAF . En premier
lieu, ΘAF est un opérateur anti-unitaire, en tant que produit d’un opérateur uni-
taire et d’un opérateur anti-unitaire. De plus, comme Θ commute avec n’importe
quelle transformation spatiale (et donc avec T ), on obtient
Θ2AF = −T 2. (IV.6)
Contrairement à T , T 2 est bien une symétrie de l’Hamiltonien. Il agit sur un état
|Ψn,k〉 comme T 2|Ψn,k〉 = e−i2ak.Xˆ|Ψn,k〉. On peut donc écrire :
Θ2AF =
∑
k
−e−i2ak.Xˆ|k〉〈k| = −∑
k
eiφk|k〉〈k|. (IV.7)
La notation avec φk 2 sera utilisée dans la suite, car plus concise, mais on peut dès
à présent noter deux propriétés importantes de φk :
— φk est impaire : φ−k = −φk,
— φk ne dépend que de kX = kx−y.
Il existe donc des points de la zone de Brillouin (ceux où kX = π/(2a) mod π/a),
pour lesquels Θ2AF agit comme l’identité (cf. Fig.IV.1 ). En ces points, le théorème
de Kramers ne s’applique plus, et la dégénérescence n’est plus assurée. En parti-
culier les TRIM se séparent maintenant en deux catégories :
1. Ici, la translation est choisie de telle sorte que son action sur une fonction f de R soit
donnée par Tf(R) = f(R − aX).
2. Cette notation ne doit pas être confondue avec les φα qui correspondent aux phases de
reconnexion définies à l’équation III.13. Le contexte et le fait que la nature des deux indices
diffèrent permettent cependant de toujours aisément distinguer une notation de l’autre.
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— les A-TRIM (kx = 0, ky = π ou kx = π, ky = 0), où Θ2AF = 1 et le théorème
de Kramers ne s’applique plus (cf. II.1.4),
— les B-TRIM (kx = 0, ky = 0 ou kx = π, ky = π), où Θ2AF = −1 et le théorème
de Kramers s’applique toujours.
Il peut alors être intéressant de considérer une symétrie supplémentaire, la
symétrie d’inversion, qu’on note PAF . Remarquons tout d’abord que nous avons
modiﬁé la notation par rapport à la partie précédente, où l’opérateur inversion était
noté P . En eﬀet, l’opération d’inversion considérée ici est l’inversion par rapport à
un site B tandis que P correspond à l’inversion par rapport au centre de la cellule
unité. Ainsi, P échange les sites A et B, alors que PAF envoie un site A sur un
site A (et un site B sur un site B). On peut cependant montrer que P et PAF ne
diﬀèrent que d’une translation. On a en eﬀet PAF = TP . À cause de l’aimantation
alternée, P ne peut pas être une symétrie, contrairement à PAF .
Si le système est aussi invariant sous l’action de l’opérateur inversion PAF 3,
on peut retrouver une dégénérescence du type Kramers. En eﬀet, Θ commute avec
toute transformation purement spatiale, donc avec PAF . De plus, on a TPAF =
PAFT−1 et P2AF = 1. On en déduit que PAFΘAF est un opérateur anti-unitaire
de carré −1. Ainsi le théorème de Kramers s’applique. Dans ce cas cependant,
ΘAFPAF envoie un état d’impulsion k sur un état orthogonal au même point k.
Cela permet donc toujours de protéger la double dégénérescence à tous les TRIM.
Dans le même esprit que précédemment, on peut noter
ΘAF =
∑
k
ΘˆAF (k)| − k〉〈k|K{|k,Sz〉}, (IV.8)
et
PAF =
∑
k
PˆAF (k)| − k〉〈k|. (IV.9)
où ΘˆAF (k) et PˆAF (k) sont des matrices agissant dans l’espace des orbitales ato-
miques, mais qui dépendent cette fois de k. Comme nous le verrons, c’est cette
dépendance en k qui donne toute sa complexité au problème antiferromagnétique.
Le fait que PAF et ΘAF commutent avec l’Hamiltonien se traduit, pour l’Ha-
miltonien de Bloch, en :
PˆAF (k)HkPˆ−1AF (k) = H−k,
ΘˆAF (k)H
∗
kΘˆ
−1
AF (k) = H−k. (IV.10)
Dans la suite de ce manuscrit, sauf si cela est expressément stipulé, on considère
des systèmes qui possèdent les deux symétries ΘAF et PAF . Ainsi, sauf mention
contraire, la structure de bandes des Hamiltoniens considérés s’organisera en paires
de bandes indexées α, deux fois dégénérés en tout points k. Comme précédemment,
on peut donc organiser les états en |ΨIα,k〉 et |ΨIIα,k〉, qui ont cependant maintenant
la même énergie pour toute valeur de k.
3. En pratique, n’importe quelle symétrie unitaire, changeant k en −k et telle que
(PAFΘAF )2 = −1 convient.
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1.4 Choix de jauge
Comme dans le cas paramagnétique, l’action de ΘAF sur la courbure de Berry
permet de montrer qu’une paire de bandes α donnée possède un nombre de Chern
total nul [FK07]. Il est donc toujours possible de déﬁnir une jauge lisse pour les
états propres, où chaque bande I et II sera déﬁnie continument et périodiquement.
Cependant, ce sont surtout les jauges symétriques et cylindriques qui nous ont
été utiles dans le cas paramagnétique pour déﬁnir et calculer l’invariant topolo-
gique, et on souhaite donc obtenir des jauges équivalentes dans le cas antiferroma-
gnétique. Dans le cas paramagnétique, une propriété clef de ces jauges est que les
bandes I et II soient reliées par l’action de l’opérateur Θ (cf. Eq.(II.26)). Dans le
même esprit, on souhaite donc relier la déﬁnition des bandes I et II par l’action
de ΘAF (cf. Eq.(II.26)). Si on se donne une déﬁnition des |ΨIα,k〉 continue sur la
zone de Brillouin, on veut alors déﬁnir la bande |ΨIIα,k〉 sous la forme :
|ΨIIα,−k〉 = eiχα,−kΘAF |ΨIα,k〉. (IV.11)
Cependant, si on applique ΘAF sur cette égalité, et qu’on échange k en −k, au
lieu de la première ligne de l’équation (II.26), on obtient
|ΨIα,−k〉 = −eiχα,keiφkΘAF |ΨIIα,k〉, (IV.12)
où, pour rappel, φk provient du carré de ΘAF et a été déﬁni à l’équation (IV.7).
On préfère en général des déﬁnitions plus symétriques, on déﬁnira donc la jauge
symétrique comme une jauge continue sur la zone de Brillouin et qui respecte :
|ΨIα,−k〉 = −eiχα,kei
φ
k
2 ΘAF |ΨIIα,k〉,
|ΨIIα,−k〉 = eiχα,−kei
φ
k
2 ΘAF |ΨIα,k〉. (IV.13)
Comme précédemment, une jauge cylindrique sera déﬁnie comme une jauge
symétrique et continue sur la zone de Brillouin vue comme un tore.
Dans la suite, nous allons souvent supposer que les |Ψn,k〉 sont donnés dans une
jauge cylindrique. Nous allons donc maintenant prouver qu’il est toujours possible
de construire une telle jauge lorsque le système possède les deux symétries ΘAF
et PAF . Une fois de plus, le lecteur pressé pourra sauter cette partie et passer
directement à la section suivante (2).
Nous avons vu que le théorème de Kramers permet de montrer que les états
|Ψn,k〉 et PAFΘAF |Ψn,k〉 possèdent la même énergie, et le même vecteur d’onde k,
tout en étant orthogonaux. Il en est donc de même pour ΘAF |Ψn,k〉 et PAF |Ψn,k〉
(on peut montrer cela en utilisant le fait que Θ2AF agit comme une phase pure sur
un état |Ψn,k〉).
Ainsi, si on arrive à trouver une déﬁnition des |ΨIα,k〉 continue sur la zone de
Brillouin cylindrique et telle que :
PAF |ΨIα,−k〉 = eiϕ(k)|ΨIα,k〉, (IV.14)
il suffit alors de construire |ΨIIα,k〉 = ΘAFPAF |ΨIα,k〉 pour obtenir une jauge cylin-
drique. En effet, la continuité de |ΨIIα,k〉 sur le cylindre découle de la continuité de
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|ΨIα,k〉, et l’orthogonalité entre la bande I et II est obtenue grâce aux propriétés
de ΘAFPAF . Enﬁn, l’équation (IV.13) est une conséquence directe de (IV.14), en
remplaçant ϕ(k) par −χα,−k − φk2 . Il nous reste donc à démontrer qu’il est pos-
sible de trouver une déﬁnition des |ΨIα,k〉 continue sur le cylindre, et respectant
l’équation (IV.14).
On suppose qu’il est toujours possible de construire des |ΨIα,k〉 localement conti-
nus. On commence donc par se donner une déﬁnition continue des |ΨIα,k〉 pour
ky = 0 et kx ∈ [0, π], et telle que PAF |ΨIα,Γ〉 est proportionnel à |ΨIα,Γ〉 en Γ = (0, 0)
et Γ = (0, π). On construit ensuite les états pour ky = 0 et kx ∈] − π, 0[ à partir
des états précédents en choisissant |ΨIα,k〉 = PAF |ΨIα,−k〉. Cela permet d’assurer le
respect de l’équation (IV.14), mais en faisant ce choix, on peut avoir des disconti-
nuités en kx = 0 et kx = π. Cependant, on a :
lim
kx→0+
|ΨIα,−kx,ky=0〉 = limkx→0+PAF |Ψ
I
α,kx,ky=0〉
= PAF |ΨIα,kx=0,ky=0〉
= eiϕ˜(0)|ΨIα,kx=0,ky=0〉. (IV.15)
ainsi qu’une phase similaire qui apparaît en kx = π. On peut donc se débarrasser de
la discontinuité en 0 et en π en multipliant tous les états en ky = 0 et kx ∈]− π, 0[
par une phase continue e−iϕ˜(kx) respectant :
lim
kx→0−
eiϕ˜(kx) = eiϕ˜(0) et lim
kx→−π
eiϕ˜(kx) = eiϕ˜(π). (IV.16)
On obtient donc une déﬁnition des |ΨIα,k〉 continue sur le cercle ky = 0 et qui
respecte l’équation (IV.14). On peut alors étendre continument cette déﬁnition à
l’ensemble de la moitié haute de la zone de Brillouin (ky ∈]0, π]), et construire les
états pour la moitié basse (ky ∈ [−π, 0[) en appliquant PAF . Une fois de plus, une
discontinuité peut apparaître en traversant la ligne ky = 0. En eﬀet, on a :
lim
ky→0+
|ΨIα,kx,−ky〉 = limky→0+PAF |Ψ
I
α,−kx,ky〉
= PAF |ΨIα,−kx,ky=0〉
= eiϕ(kx,0)|ΨIα,kx,ky=0〉. (IV.17)
On peut cependant récupérer la continuité en multipliant tous les états en (kx, ky)
avec ky < 0 par la phase e−iϕ(kx,0). En utilisant l’opérateur ΘAFPAF pour construire
les |ΨIIα,kx,ky〉 on obtient alors une déﬁnition des états continue sur la zone de
Brillouin cylindrique (avec pour bords ky = π et ky = −π) qui respecte l’équation
(IV.13). Il ne reste plus qu’à séparer les bandes pour obtenir une déﬁnition qui res-
pecte aussi l’équation (I.65). Cela peut s’obtenir avec une transformation similaire
à celle de l’étape vi) de la procédure décrite dans le paragraphe 1.3 du chapitre
III. Cela ﬁnit donc de prouver qu’il est toujours possible de construire une jauge
cylindrique lorsque le système possède les deux symétries ΘAF et PAF .
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2 Invariant topologique antiferromagnétique
Comme nous venons de le voir, on peut trouver un certain nombre de simila-
rités entre les systèmes invariants par renversement du temps, et ceux invariants
sous l’action de ΘAF uniquement. Mais on trouve aussi des disparités, comme
l’existence des A-TRIM, des TRIM où Θ2AF = 1 et où le théorème de Kramers
ne s’applique pas. On peut donc se demander si des systèmes possédant un ordre
antiferromagnétique peuvent présenter des phases topologiquement non triviales,
et si on peut les caractériser par un invariant topologique. Dans cette section, on
commence par rappeler les travaux réalisés pour les systèmes AF à trois puis à
deux dimensions. On dérive ensuite une expression de l’invariant topologique dans
le cas bidimensionnel, avec comme point de départ la polarisation de renversement
du temps.
2.1 Travaux précurseurs à trois dimensions
Plusieurs travaux ont mis en avant la question de l’existence d’un invariant
topologique antiferromagnétique. Mong et al. [MEM10] en particulier, se sont
intéressés à ce problème pour les systèmes tridimensionnels. Leur idée est de ne
considérer que les B-TRIM (les TRIM où ΘAF se comporte comme Θ), au nombre
de quatre. Dans le plan formé par ces quatre B-TRIM, Θ2AF = −1. Ils construisent
donc un invariant Z2 dans ce plan, en le considérant comme un système à deux
dimensions. Ils argumentent ensuite que la structure topologique de ce plan est
représentative de ce qui se passe à trois dimensions. Ils montrent ensuite, à tra-
vers deux modèles, que l’invariant qu’ils construisent peut être relié à la présence
d’états de bord. Il y a cependant une diﬀérence majeure entre le cas antiferroma-
gnétique et le cas paramagnétique. En eﬀet, il a été mentionné précédemment que
l’existence des états de bord est tributaire de la manière dont est créé le bord.
En particulier, le bord doit posséder les symétries qui protègent la topologie, soit
dans le cas antiferromagnétique, ΘAF . Il peut ainsi exister des bons et des mauvais
bords (cf. Fig.IV.2 dans le cas bidimensionnel). Moore et al. distinguent donc les
bords antiferromagnétiques, qui présentent une aimantation alternée et où on ob-
serve des états de bord protégés, des bords ferromagnétiques, présentant une seule
aimantation et où les états de bord disparaissent.
Plusieurs travaux ont suivi sur l’étude des isolants topologiques antiferromagné-
tiques à trois dimensions (voir par exemple [Liu13, ZL15, LZV14, FF15, FGB13]).
Mais cela a aussi ouvert la voie à l’étude de systèmes possédant de nouvelles
symétries. On appelle donc de manière générale isolants topologiques cristallins
tridimensionnel les isolants topologiques protégés par ΘAF , mais aussi ceux pro-
tégés par exemple par C2Θ [LZV14, FF15], C4Θ [ZL15, Fu11] ou encore par des
symétries miroirs [KF13, LDF13].
2.2 Travaux précurseurs à deux dimensions
À deux dimensions, les travaux sont plus rares. En eﬀet, à deux dimensions, il
n’y a que deux B-TRIM, or il en faut au moins quatre pour pouvoir obtenir un
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(a) (b)
Figure IV.2 – Exemples de coupe pour le réseau carré dimérisé. (a) Un exemple
d’un bord qui ne respecte pas la symétrie ΘAF . (b) Le bord considéré dans ce
manuscrit. Dans ce cas, kx−y noté k‖ reste un bon nombre quantique.
invariant topologique en appliquant la formule (II.42) de Fu et Kane [FK06]. Ainsi,
il n’y a pas de moyen direct d’étendre les formulations de l’invariant topologique
dans le cas paramagnétique au cas antiferromagnétique en deux dimensions.
Guo et al. [GFS11] ont cependant montré que le modèle de BHZ, à deux dimen-
sions et en présence d’une aimantation antiferromagnétique, réalise une inversion
de bandes lorsque l’on fait varier les paramètres du système : le gap se ferme puis
se rouvre après avoir échangé la nature de la bande de valence et de la bande de
conduction. Ils montrent aussi que, autour de cette inversion de bandes, la parité
du nombre d’états de bord change. L’inversion de bandes est donc accompagnée
d’une transition de la phase triviale à une phase topologique. C’est le premier
indice de la possibilité d’obtenir un invariant topologique qui nous renseigne a
priori sur la parité du nombre d’états de bord dans les systèmes bidimensionnels
symétriques par ΘAF et PAF .
Un peu plus tard, Fang et al. [FGB13] ont proposé une expression de cet inva-
riant topologique. Leur expression s’appuie sur les travaux de Fu et Kane [FK07]
sur les systèmes paramagnétiques invariants par inversion, où ils montrent que
l’invariant topologique peut s’écrire en fonction des valeurs propres de l’opérateur
de parité de la moitié des bandes, comme dans l’équation (II.51). Comme nous
l’avons vu dans le paragraphe 2.3 du chapitre II, cette expression utilise le fait que
pour une paire de bandes α donnée, aux TRIM, |ΨIα,Γi〉 et |ΨIIα,Γi〉 sont tous les deux
vecteurs propres de l’opérateur parité, avec la même valeur propre ξα(Γi) = ±1.
Dans le cas antiferromagnétique, en revanche, cela n’est vrai qu’aux B-TRIM. Aux
A-TRIM, en eﬀet, l’espace vectoriel engendré par |ΨIα,ΓA〉 et |ΨIIα,ΓA〉 n’est pas un
espace propre de PAF , et, si on choisit une jauge où les deux vecteurs sont états
propres de PAF , ils auront nécessairement des valeurs propres opposées (+1 pour
l’un et −1 pour l’autre). Ainsi une expression de l’invariant topologique comme
celle de Fu et Kane (Eq.(II.51)), qui ne s’intéresse qu’à une déﬁnition des |Ψsα,k〉
aux TRIM, n’aurait que peu de sens, car il suﬃrait d’inverser, à un TRIM, les
indices I et II pour changer la valeur de l’invariant topologique.
On peut cependant penser que, si on déﬁnit continument les états sur la zone
79
Chapitre IV. Isolants Topologiques Antiferromagnétiques
de Brillouin en respectant l’équation (IV.13) (donc dans une jauge symétrique), les
indices I et II aux TRIM seront déﬁnis de manière cohérente. Ainsi, il ne sera pas
possible d’échanger les indices I et II à un unique TRIM et on pourra obtenir une
déﬁnition de l’invariant topologique en fonction du comportement des fonctions
d’ondes aux quatre TRIM, mais dans une jauge continue.
Fang et al. [FGB13] ont cependant fait un autre choix en déﬁnissant un inva-
riant topologique ζ0 par :
(−1)ζ0 = ∏
Γi∈B−TRIM
N∏
α=1
ξα(Γi), (IV.18)
où le produit des valeurs propres de l’opérateur de parité est réalisé pour l’en-
semble des paires de bandes α remplies, mais uniquement aux B-TRIM. Il est
vrai que ζ0 est un invariant de jauge, le produit des ξα(Γi) à un B-TRIM donné
étant invariant de jauge. Cependant, cette déﬁnition n’est pas reliée (du moins
à notre connaissance) à une variation de polarisation ou à un nombre de Chern
de l’Hamiltonien. Il est donc difficile d’établir la correspondance bulk-edge dans
ce cas, c’est à dire d’établir un lien entre la valeur de cet invariant et la parité
du nombre d’états de bord. Cette expression, qui efface purement et simplement
les problèmes liés aux A-TRIM, peut cependant être reliée à la parité du nombre
d’états de bord, quand rien de spécial ne se passe en ces points. En particulier,
pour les systèmes possédant en plus une symétrie C4, les deux A-TRIM sont reliés
par symétrie. Il ne peux donc y avoir une inversion de bandes à un A-TRIM, sans
que celle ci n’ait lieu en même temps à l’autre A-TRIM. Ainsi, toute variation de
la valeur du nombre de paires d’états de bord due à une inversion de bandes à un
A-TRIM serait compensée par l’inversion de bandes à l’autre A-TRIM.
Dans le paragraphe suivant, on se propose d’établir une nouvelle expression
de l’invariant topologique, prenant aussi en compte les possibilités d’inversion de
bandes à un unique A-TRIM, lorsque la symétrie C4 supplémentaire n’est pas
présente.
2.3 Expression analytique de l’invariant topologique à deux
dimensions
Dans ce paragraphe, nous allons adapter les démonstrations des paragraphes
2.1 et 2.2 du chapitre II, au cas antiferromagnétique.
On se place donc dans une jauge cylindrique, mais on ne choisit plus nécessai-
rement kx et ky comme axes du cylindre, mais plutôt deux vecteurs ka et kb, non
nécessairement orthogonaux, et qui engendrent le réseau réciproque. Cela nous
laisse ainsi une certaine liberté sur le choix de ka et kb, qui seront fixés un peu plus
loin de manière naturelle. On choisit donc une jauge périodique selon ka, et les
bords du cylindre sont donnés par kb = ±πb. Les quatre TRIM sont alors donnés
par k = (0, 0), k = (πa, 0), k = (0, πb) et k = (πa, πb), où k = (ka, kb).
De la même manière que précédemment, on définit les fonctions de Wannier
hybrides (Eq.(I.64)) et les polarisations partielles P skb (Eq.(II.28)), et on souhaite
calculer PΘAF
Γb
= P I
Γb
− P II
Γb
, pour Γb = 0 et Γb = πb.
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Comme avant, on montre que
P I
Γb
=
1
2πa
∫ πa
0
dka[A
I
Γb
(ka) + A
I
Γb
(−ka)]. (IV.19)
Cependant, l’équation (II.31) n’est plus valide. En eﬀet, de manière générale, ΘˆAF
et φk dépendent de ka, et on obtient :
AI−kb(−ka) = AIIkb(ka) +
∑
α
∇ka(χα,ka,kb +
1
2
φka,kb) (IV.20)
+ i
∑
α
〈u IIα,ka,kb|(∇kaΘˆAF (k))ΘˆAF (k)†|u IIα,ka,kb〉,
À cause des dérivées sur ΘˆAF et φ, cette expression peut ne pas sembler très
utile, mais ΘˆAF et φ ne dépendent tous deux que de kx − ky. Ainsi, si on choisit
ka = kx et kb = kx − ky, on obtient à nouveau
AI−kb(−ka) = AIIkb(ka) +
∑
α
∇kaχα,ka,kb . (IV.21)
Si on déﬁnit alors l’invariant topologique de manière similaire à Fu et Kane
(Eq.(II.36)) [FK06] :
∆ = PΘAFπb − PΘAF0 mod 2, (IV.22)
avec PΘAF = P I − P II , on montre alors que dans une jauge cylindrique, avec les
bons choix de vecteurs de base pour le réseau réciproque (ka = kx et kb = kx−ky),
on a :
∆ = P Iπb − P I−πb mod 2 = P II−πb − P IIπb mod 2. (IV.23)
On peut donc relier le nombre de Chern des bandes I ou II dans une jauge
cylindrique, à l’invariant topologique de Fu et Kane, si on se donne un bon choix
de vecteurs de base pour le réseau réciproque.
On peut remarquer qu’avec ce choix de base, les B-TRIM sont donnés par
k = (0, 0) et k = (πa, 0) et les A-TRIM par k = (0, πb) et k = (πa, πb). De plus,
on a πa = π et πb =
√
2π.
On souhaite maintenant réécrire l’invariant topologique en fonction de la ma-
trice w˜ déﬁnie par :
w˜(k)mn = 〈Ψm,−k|ΘAF |Ψn,k〉 . (IV.24)
Cette matrice possède les propriétés suivantes (ces égalités sont démontrées à
la ﬁn de ce paragraphe) :
w˜(k)†w˜(k) = Id,
w˜
t(−k) = −eiφkw˜(k),
det(eiφ−k/2w˜(−k)) = det(eiφk/2w˜(k)). (IV.25)
On observe donc une première conséquence importante de l’ordre antiferroma-
gnétique : même dans une jauge lisse, où w˜(k +G) = w˜(k), avec G un vecteur
du réseau réciproque, w˜ n’est pas antisymétrique à tous les TRIM. En eﬀet, aux
B-TRIM, kb = 0, donc eiφk = 1, et on obtient bien une matrice w˜ antisymétrique,
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mais aux A-TRIM, kb = πb, et eiφk = −1. La deuxième ligne de l’équation (IV.25)
montre alors que w˜ est antisymétrique aux A-TRIM. Une formule pour l’invariant
topologique similaire à celle de l’équation (II.42) est donc sans espoir, puisque le
Pfaffien de w˜ ne peut même pas être défini aux A-TRIM.
Toutefois, le fait que, pour un bon choix de vecteurs de base, on puisse toujours
écrire l’équation (IV.21), permet de reproduire la démonstration du paragraphe
2.2 du chapitre II, et de prouver une égalité similaire à celle de l’équation (II.49).
L’invariance de jauge étant toujours vraie, on montre alors que dans une jauge
lisse,
∆ =
∑
Γb∈{0,πb}
[
1
2πi
∫ π
0
dka∇ka log det[w˜Γb(ka)]
+
1
π
∑
α
(χα,0,Γb + χα,π,Γb)
]
mod 2. (IV.26)
On peut tout d’abord remarquer que cette expression est exactement équiva-
lente à celle des isolants symétriques par renversement du temps (II.50), où on a
remplacé les Pfaffiens par leurs valeurs en fonctions de χα,k. Elle n’est certes valide
que pour un choix particulier des vecteurs de base ka et kb, mais elle permet tout
de même de relier la notion d’isolant topologique antiferromagnétique à celle des
isolants topologiques symétriques par renversement du temps, et donc d’étendre
un certain nombre de propriétés (comme la parité du nombre de paires d’états de
bords) au cas antiferromagnétique. Dans le cas paramagnétique, on utilise de plus
le fait que det[w(k)] n’a pas d’enroulement, et qu’il est donc possible de définir sa
racine carrée ou son logarithme de manière cohérente aux quatre TRIM. La troi-
sième équation de (IV.25) permet de montrer que cette fois, c’est det[eiφk/2w˜(k)]
qui ne s’enroule pas aux TRIM. Cependant, dans l’expression (IV.26), on peut
remplacer det[w˜(k)] par det[eiφk/2w˜(k)] (car on se place uniquement à kb = Γb). Il
n’y a donc pas de problèmes liés à l’enroulement de det[w˜(k)].
Enfin, on peut noter que la seule expression de ∆ qui ne dépend pas du choix
des axes du cylindre est l’équation (IV.23), qui relie l’invariant topologique Z2 au
nombre de Chern de la bande I (ou II), dans une jauge cylindrique. On choisit
donc cette expression comme définition de l’invariant topologique Z2, et les équa-
tions (IV.26) et (IV.22) sont alors considérées comme des réécritures de l’invariant
topologique, dans le cas où ka = kx et kb = kx − ky. Ce point est important,
car il modiﬁe la déﬁnition de l’invariant topologique. Dans le cas paramagnétique,
les trois expressions étaient parfaitement équivalentes, et le choix de l’une ou de
l’autre comme déﬁnition n’avait que peu d’importance. Ici cependant, à cause de
la dépendance en k de ΘAF , les expressions ne sont plus interchangeables. Le choix
le plus cohérent va donc à l’expression qui ne dépend pas du choix des axes de la
zone de Brillouin cylindrique.
Démonstrations des propriétés de w˜ :
• w˜(k)†w˜(k) = Id :
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(w˜(k)†w˜(k))mn =
∑
l
(w˜(k))∗lm(w˜(k))ln
=
∑
l
〈Ψl,−k|ΘAF |Ψm,k〉∗〈Ψl,−k|ΘAF |Ψn,k〉
=
∑
l
(〈Ψm,k|Θ†AF )|Ψl,−k〉〈Ψl,−k|ΘAF |Ψn,k〉
= (〈Ψm,k|Θ†AF )ΘAF |Ψn,k〉
= 〈Ψm,k|Θ†AFΘAF |Ψn,k〉∗
= 〈Ψm,k|Ψn,k〉∗
= δmn. (IV.27)
• w˜t(−k) = −eiφkw˜(k) :
(w˜t(−k))mn = (w˜(−k))nm
= 〈Ψn,k|ΘAF |Ψm,−k〉
= 〈Ψm,−k|Θ†AF |Ψn,k〉
= 〈Ψm,−k|(−e−iφk)ΘAF |Ψn,k〉
= −eiφk(w˜(k))mn. (IV.28)
• det(eiφ−k/2w˜(−k)) = det(eiφk/2w˜(k)) :
C’est une conséquence directe de l’équation précédente et du fait que e−iφk = eiφ−k .
3 Adaptation des méthodes numériques
Dans la section précédente, on s’est donné une déﬁnition de l’invariant topolo-
gique antiferromagnétique en fonction du nombre de Chern des bandes indexées I.
Le but de cette section est donc de voir comment adapter les méthodes numériques
présentées précédemment au calcul de ce nouvel invariant topologique. Certains
paragraphes seront extrêmement courts, les méthodes s’adaptant parfaitement.
3.1 Transport parallèle et phase de jonction
Pour la méthode de transport parallèle, il y a peu de choses à modiﬁer. En
eﬀet, le seul élément important est le choix des états à l’origine. Une fois |uI
α,þ0
〉
ﬁxé, il faut maintenant choisir |uII
α,þ0
〉 tel que |uII
α,þ0
〉 = ΘˆAFK|uIα,þ0〉. En faisant ce
choix, la procédure du paragraphe 1.3 du chapitre III permet d’obtenir une jauge
cylindrique qui respecte
|ΨIα,−k〉 = −ei
φ
k
2 ΘAF |ΨIIα,k〉,
|ΨIIα,−k〉 = ei
φ
k
2 ΘAF |ΨIα,k〉. (IV.29)
Nous avons discuté, dans la section précédente, l’importance du choix des axes
du cylindre pour la jauge cylindrique. En eﬀet, pour que les trois formulations de
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l’invariant topologiques des équations (IV.22), (IV.23) et (IV.26) soient équiva-
lentes il faut faire le bon choix d’axes ka et kb. Il aurait donc pu être intéressant de
faire le transport parallèle, d’abord selon ka, puis selon kb. Ce n’est cependant pas
le choix que nous avons fait ici. En eﬀet, pour des raisons de simplicité numérique,
nous avons choisi de faire le transport parallèle d’abord selon kx puis selon ky
(comme dans le cas paramagnétique). Ainsi, la jauge cylindrique que nous obte-
nons n’est pas la même que celle du paragraphe 2.3. Ici, la continuité est obtenue
selon kx, et les bords du cylindre sont donnés par ky = ±π. Dans cette jauge, on
ne peut donc pas utiliser les équations (IV.26) et (IV.22) pour calculer l’invariant
topologique, car les dérivées de ΘAF et de φk ne s’annulent pas dans l’équation
(IV.20). Cependant l’équation (IV.23) est toujours valable. On peut donc utiliser
la méthode de la phase de jonction pour calculer le nombre de Chern des bandes
indexées I, et ainsi avoir accès à l’invariant topologique.
3.2 Centres de charge des fonctions de Wannier
La construction des fonctions de Wannier ne diﬀère pas de ce qui a été présenté
dans la section 2 du chapitre III. Cependant, à cause du choix de kx et ky comme
axes du cylindre dans la procédure de transport parallèle, un certain nombre de
propriétés des centres de charge des fonctions de Wannier décrites dans le para-
graphe III.2.2 ne sont plus valides. En eﬀet, on pouvait montrer, que dans la jauge
cylindrique obtenue par le transport parallèle,
Θ|X, I, α, ky〉 = |X, II, α,−ky〉. (IV.30)
Ici, cependant, on obtient :
ΘAF |X, I, α, ky〉 = ΘAF 1
2π
∫ π
−π
dkxe
−ikxX |ΨIα,kx,ky〉
=
1
2π
∫ π
−π
dkxe
ikxXΘAF |ΨIα,kx,ky〉
=
1
2π
∫ π
−π
dkxe
ikxXe−i
φ
k
2 |ΨIIα,−kx,−ky〉
=
1
2π
∫ π
−π
dkxe
−ikxXe−i
φ−kx,ky
2 |ΨIIα,kx,−ky〉
Ó= |X, II, α,−ky〉. (IV.31)
Ainsi, la dépendance de ΘˆAF en k, qui s’exprime ici par la présence de la phase
φ empêche la simpliﬁcation. Le même problème apparaît pour d’autre propriétés
des centres de charge des fonctions de Wannier. Ainsi, désormais,
x¯Iky ,α Ó= −x¯I−ky ,α, (IV.32)
et :
x¯Iky ,α Ó= x¯II−ky ,α. (IV.33)
Dans le cas paramagnétique, où ces égalités sont vériﬁées, les fonctions x¯Iky ,α et
x¯IIky ,α doivent nécessairement être égales (modulo un entier) en ky = −π, 0 et π,
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et leurs valeurs entre −π et 0 peuvent être directement déduites de leurs valeurs
entre 0 et π. Dans le cas antiferromagnétique, cela n’est plus vrai. La connaissance
de x¯Iky ,α et x¯
II
ky ,α uniquement entre 0 et π ne nous renseigne pas sur leurs valeurs
entre −π et 0, et on ne peut donc pas conclure sur l’écoulement des centres de
charge des fonctions de Wannier avec aussi peu d’informations.
Cela permet donc de comprendre pourquoi, pour un choix quelconque de vec-
teurs de base du réseau réciproque, la déﬁnition de l’invariant topologique en fonc-
tion de la variation de la polarisation PΘAF = P
I − P II entre 0 et π (Eq.(IV.22))
ne peut pas être correcte. En eﬀet, elle ne contient pas toute l’information sur le
système.
Cependant, comme le produit PAFΘAF ne dépend pas de k, on conserve la
propriété
x¯Iky ,α = −x¯IIky ,α. (IV.34)
Ainsi, la connaissance de x¯Iky ,α entre −π et π nous donne directement accès aux
valeurs de x¯IIky ,α. Il est donc suﬃsant d’étudier les variations de x¯
I
ky ,α entre −π et
π, qui correspond à l’expression de l’invariant topologique de l’équation (IV.23).
3.3 Construction des états de bord
Mong et al. [MEM10] ont discuté l’importance du choix du bord pour les
isolants topologiques antiferromagnétiques à trois dimensions, et en particulier le
fait que la présence des états bord dépend de ce choix. En eﬀet, pour pouvoir
observer des états de bord, il faut considérer un bord possédant les symétries du
bulk, c’est-à-dire du cœur du système. Cela a une conséquence directe pour notre
algorithme de construction des états de bord. Il faut en eﬀet choisir un bon bord,
comme déﬁni dans la ﬁgure IV.2, c’est-à-dire un bord présentant une alternance
de sites A et B.
Lorsque nous procédons à la construction explicite des états de bord, on choisit
donc pour vecteurs de base du réseau xˆ et xˆ− yˆ, et on considère un bord le long
de xˆ − yˆ. La non-orthogonalité des vecteurs de bases nécessite cependant d’être
particulièrement prudent lors de l’établissement d’une équation similaire à (III.26).
En eﬀet, kxˆ−yˆ est un bon nombre quantique, mais son expression en fonction de kx
et ky varie selon le choix du second vecteur de base. La déﬁnition de la dérivation,
dans cette base non orthogonale, est aussi à réaliser prudemment.
Un méthode plus pédestre, mais aussi plus facilement contrôlable, est de re-
partir de l’Hamiltonien écrit dans l’espace réel, avec les opérateurs de création et
d’annihilation c†(r) et c(r). Si on choisit xˆ et xˆ − yˆ comme vecteurs de base du
réseau, alors chaque centre de cellule unité r peut être représenté par un couple
d’entiers p et q tel que r = pxˆ+q(xˆ− yˆ). L’invariance selon xˆ− yˆ permet de réaliser
la transformation de Fourier suivante :
c†n(p, q) =
1√
V
∑
q
eikqc†n(p, k). (IV.35)
où n représente l’ensemble des degrés de liberté des orbitales de la cellule unité
(spins, site A et B, etc). Comme précédemment, on sépare H en HI et HII . Si
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les termes de saut de l’Hamiltonien ne font intervenir que des cellules unités dont
l’entier p ne diﬀère au plus que d’une unité, HI se réécrit alors :
HI =
∑
p,k
(c†(p, k)Mc(p, k) + c†(p, k)T c(p+ 1, k) + c†(p+ 1, k)T †c(p, k)), (IV.36)
oùM et T sont des matrices, à déterminer, agissant dans l’espace des orbitales et
dépendant de k, mais pas de p.
De manière similaire à ce qui a été fait dans la section 3 du chapitre III, on
cherche alors les états de bord de la forme
Ψ(p, k) = eλpφ(k). (IV.37)
Pour une énergie E donnée, et pour diﬀérentes valeurs de k, on cherche donc les
couples (λ, φ) solutions de
(e−λT (k) + eλT (k)† +M(k)− E)φ = 0. (IV.38)
La suite de la procédure est la même que dans le paragraphe 3 du chapitre
III : on construit, pour diﬀérentes valeurs de k, une matrice Φ(k), avec les φ(k)
correspondant à un λ de partie réelle négative. Lorsque le déterminant de cette
matrice s’annule, pour une valeur donnée de k, cela signiﬁe qu’on obtient un état
de bord pour ce k et pour l’énergie E. De plus, comme on a étudié uniquement
HI , on déduit qu’un état de bord est donné par HII , pour la même énergie et en
−k.
3.4 Calcul direct du nombre de Chern
Ici, rien ne change par rapport à ce qui a été présenté dans la section 4 du
chapitre III. Une fois l’Hamiltonien séparé en HI et HII reliés par ΘAF , on peut
calculer le nombre de Chern de la bande I comme indiqué dans le chapitre III.
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Chapitre V. Applications
Dans le chapitre précédent, nous avons discuté l’extension de la notion d’iso-
lants topologiques en présence d’un ordre antiferromagnétique. Nous avons mon-
tré comment l’expression de l’invariant topologique ainsi que diﬀérentes méthodes
pour le calculer peuvent être adaptées au cas AF. Dans ce chapitre, nous utilisons
ces méthodes sur un certain nombre de modèles.
On s’intéresse tout d’abord à un système bien connu, le modèle de BHZ, qu’on
modiﬁe pour y introduire l’ordre antiferromagnétique (tel que présenté dans l’équa-
tion (IV.2)). Ce modèle présente aussi une symétrie C4. On peut ainsi tester nos
méthodes en comparant les résultats obtenus au diagramme de phase attendu se-
lon l’expression de Fang et al. [FGB13] pour l’invariant topologique, discuté au
paragraphe 2.2 du chapitre IV.
On modiﬁe ensuite ce modèle aﬁn de briser la symétrie PAF , tout en conser-
vant la symétrie ΘAF . Dans ce cas, l’expression de Fang et al. ne peut pas être
utilisée. En revanche, notre conception de l’invariant topologique AF ne fait in-
tervenir PAF qu’aﬁn d’assurer la dégénérescence de Kramers à tous les TRIM,
et de nous permettre de séparer les bandes en bandes I et II. Si ces propriétés
peuvent être produites par d’autres mécanismes (par exemple d’autres symétries),
les discussions précédentes doivent rester valides.
On s’intéresse enﬁn à un modèle qui brise la symétrie C4, et pour lequel on peut
réaliser une inversion de bandes à un des deux A-TRIM, indépendamment de ce qui
se passe à l’autre A-TRIM. On montre alors que les diﬀérentes méthodes que nous
avons présentées permettent de calculer la valeur de notre invariant topologique,
qui, bien que diﬀérent de la valeur attendue selon l’expression de Fang et al. ,
est en parfait accord avec le nombre d’états de bord observé. Cela montre que le
comportement aux A-TRIM est important, et qu’il doit être pris en compte dans
une expression cohérente de l’invariant topologique.
1 Le modèle de BHZ en présence d’ordre AF
On s’intéresse tout d’abord au modèle de BHZ déﬁni à l’équation (II.53) auquel
on ajoute le terme d’aimantation alternée déﬁni à l’équation (IV.2). Nous avons
vu que sans l’ordre AF le modèle présente deux phases, l’une triviale et l’autre
topologique. Deux questions se posent alors :
— une phase topologique peut-elle survivre pour des valeurs ﬁnies de l’aiman-
tation alternée ?
— si on se place dans la phase triviale pour m = 0, peut-on obtenir une phase
topologique simplement en faisant varier m ?
Ce sont à ces questions que nous répondons dans la suite de cette section.
1.1 Présentation du modèle
En respectant la prescription (IV.3) pour la transformée de Fourier, l’Hamil-
tonien de Bloch du modèle de BHZ en présence d’une aimantation alternée peut
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s’écrire :
H(k) = µ+∆µτ z +mszσz
+ (2C2− + 2C−C+)(tσ
x +∆tτ zσx)
+ (2C−S− + 2C+S−)(tσy +∆tτ zσy)
− 2αS−(C−szτxσx + S−szτxσy)
+ 2αS+(C−τ yσx + S−τ yσy),
(V.1)
où C± ≡ cos [(kx ± ky)/2] et S± ≡ sin [(kx ± ky)/2], tandis que s, τ et σ sont des
matrices de Pauli agissant dans l’espace des spins, dans l’espace des orbitales s et p
et dans l’espace des sous-réseaux A et B, respectivement. Lorsqu’un opérateur agit
comme l’identité dans un espace donné, il n’est pas représenté dans cette notation.
Ainsi, le terme d’aimantation alternée par exemple, noté szσz, correspond en fait
à la matrice sz ⊗ Id⊗ σz. Dans la suite, on notera souvent t± = t±∆t.
Cet Hamiltonien est symétrique sous l’action de l’opérateur anti-unitaireΘAF =
TΘ qui vériﬁe :
ΘAF =
∑
k
ΘˆAF (k)| − k〉〈k|K
=
∑
k
iei
kx−ky
2 sy ⊗ (C−σx − S−σy)| − k〉〈k|K, (V.2)
et sous l’action de l’opérateur inversion noté
PAF =
∑
k
PˆAF (k)| − k〉〈k|
=
∑
k
ei
kx−ky
2 τ z ⊗ (C−Id+ iS−σz)| − k〉〈k|. (V.3)
On peut aussi noter que l’Hamiltonien de BHZ tel qu’il est écrit à l’équation
(II.55) est invariant sous l’action de
Rπ/4 =
∑
R
Rˆπ/4| − Y,X〉〈X, Y | =
∑
k
Rˆπ/4| − kY , kX〉〈kX , kY |, (V.4)
où Rˆπ/4 est une matrice diagonale, de diagonale (−1, i, 1, i), dans la base spin⊗orbitale.
Le terme d’aimantation est aussi invariant sous cette transformation ; il en est donc
de même pour l’Hamiltonien total. Cette invariance correspond à une symétrie C4
et impose donc un comportement identique aux deux A-TRIM. L’expression de
l’invariant topologique donnée par Fang et al. [FGB13] peut donc s’appliquer.
1.2 Travaux précurseurs et diagramme de Phase
Guo, Feng et Shen [GFS11] sont les premiers à s’intéresser à ce modèle. Ils
s’intéressent en particulier à la présence d’inversions de bandes aux B-TRIM qui
peuvent modiﬁer la valeur propre sous l’action de l’opérateur parité des états
propres occupés en ces TRIM. Sans le dire explicitement, ils s’intéressent donc
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Figure V.1 – Diagramme de phase de l’Hamiltonien de BHZ en présence d’une
aimantation alternée, pour t+ = 3 et t− = 1, et en fonction de m et ∆µ. (a) Le
diagramme de phase à demi-remplissage. La région bleue correspond à la phase
topologique. La ligne verticale m = 0 correspond au diagramme de phase de l’Ha-
miltonien de BHZ. On observe qu’une phase topologique à m = 0 survit jusqu’à
ce que |m| = |∆µ|, et on obtient un isolant trivial pour des valeurs supérieures de
m. De plus, on observe qu’en partant d’une phase triviale pour m = 0, on peut
obtenir une phase topologique pour des valeurs finies de m. (b) Superposition des
diagrammes de phases à 1/4 et 3/4 de remplissage. La zone bleue correspond à
une phase topologique pour un remplissage de 1/4, tandis que la région jaune
correspond à un remplissage de 3/4.
à une formulation de l’invariant topologique équivalente à celle de Fang et al.
[FGB13]. Ils observent ainsi un certain nombre de transitions de phases, et ca-
ractérisent les phases observées en résolvant le système sur une bande de largeur
ﬁnie, mais de longueur inﬁnie. Ils obtiennent ainsi la nature topologique ou triviale
du système en comptant le nombre d’états de bord (sur des bords respectant la
symétrie ΘAF ). Leurs résultats sont en accord avec le diagramme de phase at-
tendu en appliquant la formule de Fang et al. (IV.18) qu’on peut obtenir avec une
méthode similaire à celle du paragraphe 3.2 du chapitre II, et qui montre qu’on
peut simplement évaluer la parité des états propres aux B-TRIM en fonction des
paramètres de l’Hamiltonien. La ﬁgure (V.1 (a)) présente le diagramme de phase
à demi-remplissage pour t+ = 3 et t− = 1, en fonction de m et ∆µ. Le diagramme
de phase est indépendant de µ, mais aussi de α (qu’on ﬁxe égal à 2), l’intensité du
couplage spin-orbite, dont le rôle est néanmoins très important. En eﬀet, c’est ce
couplage spin-orbite qui permet d’ouvrir le gap à demi-remplissage et ainsi obtenir
un isolant.
Ce diagramme de phase permet de répondre aux deux questions posées en
introduction de cette section. En eﬀet, on observe que si on se place dans une
situation où le système est topologique pourm = 0, alors la phase reste topologique
quand on augmente m, jusqu’à atteindre |m| = |∆µ|. En outre, si on se place dans
la phase triviale à m = 0, il existe un ensemble de valeurs de m pour lesquelles le
système deviendra topologique, qui correspondent à des régions où |m| < |∆µ| et
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2|∆µ| <
√
m2 + 16t2+ +
√
m2 + 16t2−.
De plus, à cause de l’aimantation alternée, on est passé d’un système à 4 bandes
réunies en 2 paires de bandes dégénérées (et donc avec un seul gap possible), à
un système à 8 bandes, réunies en 4 paires de bandes dégénérées. Il est donc
possible dans ce système d’ouvrir des gaps à 1/4 et à 3/4 de remplissage, qui
n’ont pas d’équivalent dans le modèle de BHZ. Nous nous sommes aussi intéressés
à l’éventuelle présence de phases topologiques à ces remplissages. En utilisant
l’expression de Fang et al. on obtient le diagramme de phase présenté dans la
ﬁgure (V.1 (b)). On observe qu’il existe en eﬀet des valeurs des paramètres où
l’organisation des bandes est topologique. Cependant, il ne semble pas possible
d’obtenir à la fois une organisation topologique des bandes et un isolant à 1/4 et
3/4 de remplissage sans considérer des termes supplémentaires dans l’Hamiltonien.
En eﬀet, bien qu’il existe un gap direct en chaque point k, on observe un gap
indirect négatif lorsque l’organisation des bandes est topologique.
1.3 Résultats
Nous avons appliqué nos méthodes d’identiﬁcation des isolants topologiques à
ce modèle, et nous présentons les résultats ici.
Nous nous intéressons particulièrement dans ce manuscrit à quatre points du
diagramme de phase présenté dans la ﬁgure V.1, donnés par m = 2 ou 5, et
∆µ = 3 ou 9. Nous avons choisi ces points car ils sont représentatifs des diﬀérentes
situations qui peuvent se présenter, mais nous avons bien évidemment testé nos
méthodes sur un vaste choix de paramètres.
Lorsque ∆µ = 3, pour m = 0, le système est dans une phase topologique à
demi-remplissage. On a donc choisi une valeur dem de chaque côté de la transition,
qui a lieu pour |m| = |∆µ|. Ainsi pour m = 2, le système doit se trouver dans une
phase topologique, et dans la phase triviale pour m = 5. Pour les deux valeurs
de m, la phase doit être topologique pour un remplissage 1/4, et triviale pour un
remplissage 3/4.
Lorsque ∆µ = 9, pour m = 0, le système est dans la phase triviale à demi-
remplissage. On a une fois de plus choisi une valeur de m de chaque côté de la
transition isolant trivial/isolant topologique. Ainsi pour m = 2, le système doit se
trouver dans la phase triviale et dans la phase topologique pour m = 5. Pour les
deux valeurs de m, la phase doit être triviale pour un remplissage 1/4 ou 3/4.
On s’intéresse tout d’abord à la méthode de la phase de jonction. Les résultats
sont présentés dans la ﬁgure V.2 pour les quatre points (∆µ = 3,m = 2), (∆µ =
3,m = 5), (∆µ = 9,m = 2) et (∆µ = 9,m = 5) dans cet ordre, de haut en bas.
L’Hamiltonien conserve Sz. Ainsi, on a pu s’arrêter à l’étape iv) de la procédure
d’obtention d’une jauge cylindrique décrite dans le paragraphe 1.3 du chapitre III,
et tout de même obtenir que le produit scalaire 〈uIα,(kx,−π)|uIα,(kx,π)〉 nous donne
uniquement une phase notée eiφα(kx) 1. Cela se traduit par le fait que le tracé de
〈uIα,(kx,−π)|uIα,(kx,π)〉 dans le plan complexe comme une fonction paramétrique de
1. On rappelle que cette phase ne doit pas être confondue avec la phase φk provenant du carré
de ΘAF .
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Figure V.2 – Résultats de la méthode de la phase de jonction. Chaque paire
de lignes correspond à un jeu de paramètres (∆µ,m) différents (de haut en bas,
(∆µ = 3,m = 2), (∆µ = 3,m = 5), (∆µ = 9,m = 2) et (∆µ = 9,m = 5)).
Les colonnes correspondent aux différentes bandes, classées par énergie croissante
de gauche à droite. Les lignes impaires correspondent à la phase de jonction eiφα
(définie à l’équation (III.13)) tracée dans le plan complexe comme fonction para-
métrique de k‖ = kx. Les lignes paires correspondent au tracé de φα en fonction
de k‖. Cela permet de vérifier, dans les cas où eiφα s’enroule autour de l’origine du
plan complexe, combien de tours (comptés algébriquement) sont réalisés lorsque
k‖ parcourt [0, 2π]. 92
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kx donne un cercle ou un arc de cercle de rayon 1 (on observe des ellipses et des
arcs d’ellipse dans la ﬁgure V.2, à cause du choix d’échelle pour les axes). On a
fait le choix de tracer aussi φα(kx) pour kx variant de 0 à 2π. Cela permet de
compter réellement combien de fois la phase s’enroule, ce qui n’est pas visible sur
un tracé paramétrique. De plus dans la ﬁgure V.2, chaque colonne correspond à
une paire de bandes diﬀérente. On a donc accès à la topologie de chaque paire de
bandes indépendamment. Les bandes ont été classées par énergie croissante. Ainsi,
pour connaître la valeur de l’invariant topologique à un remplissage donné, il faut
sommer les contributions de toutes les bandes remplies.
Ainsi, si on s’intéresse par exemple à la valeur de l’invariant topologique pour
∆µ = 3 et m = 2, il faut regarder les deux premières lignes. La première colonne
nous apprend que la paire de plus basse énergie, donnée par α = 1, donne une
valeur de ∆1 = 1. Le système est donc topologique pour un remplissage de 1/4. La
paire de bandes suivante ne s’enroulant pas, on a ∆2 = 0. La valeur de l’invariant
topologique total n’est donc pas modiﬁée, et le système est topologique à demi-
remplissage. La troisième paire de bandes s’enroule elle aussi une seule fois, et on
a donc ∆3 = 1. On obtient alors une valeur nulle pour l’invariant topologique total
pour un remplissage de 3/4. La dernière colonne permet simplement de vériﬁer
qu’on obtient bien une valeur de l’invariant topologique nulle si on somme sur
l’ensemble des bandes du système.
On peut donc obtenir la valeur de l’invariant topologique pour un jeu de para-
mètres donné et un remplissage de notre choix. Les résultats présentés ici sont en
parfait accord avec le diagramme de phase attendu (il en est de même pour l’en-
semble des résultats que nous avons pu obtenir pour d’autres jeux de paramètres).
On s’intéresse maintenant à la méthode des centres de charge des fonctions
de Wannier. Les résultats sont présentés à la ﬁgure V.3 pour les mêmes couples
(∆µ,m). On observe que pour ky = −π et ky = π, la position des centres de charge
des fonctions de Wannier, donnée par x¯n(−π) et x¯n(π), est la même, modulo un
entier. C’est justement cet entier qui nous intéresse. Le tracé de x¯n en fonction
de ky nous donne directement accès à cet entier, en observant l’écoulement de la
position des centres de charge entre ky = −π et ky = π. Pour une paire de bandes
α donnée, cet entier n’est autre que ∆α. On peut donc une fois de plus obtenir
∆α pour les diﬀérentes paires de bandes, et la valeur de l’invariant topologique
pour un remplissage donné est obtenue comme précédemment en sommant les
contributions des bandes remplies. Les résultats sont encore une fois en parfait
accord avec le diagramme de phase attendu.
Enﬁn, pour ce système, nous nous sommes aussi intéressés à la construction
explicite des états de bord, dont les résultats sont présentés sur la ﬁgure V.4.
Chaque fois qu’un gap indirect positif existe, nous avons choisi une énergie dans le
gap et réalisé la construction des états de bord de spin up à cette énergie. En eﬀet,
Sz est conservé par cet Hamiltonien, ce qui nous permet de séparer l’Hamiltonien
en H↑ et H↓. On utilise ensuite la méthode décrite dans la section 3.3 du chapitre
IV pour construire les états de bord de spin up. Chaque fois que cette construction
est possible, nous trouvons un nombre d’états de bord de spin up en accord avec la
valeur de l’invariant topologique calculé par les autres méthodes, conﬁrmant ainsi
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Figure V.3 – Tracé des positions des centres de charge des fonctions de Wannier
en fonction de k⊥ = ky. Comme précédemment, les différentes lignes correspondent
à (de haut en bas) (∆µ = 3,m = 2), (∆µ = 3,m = 5), (∆µ = 9,m = 2) et
(∆µ = 9,m = 5). les différentes colonnes correspondent à un représentant de la
première, deuxième, troisième et quatrième paire de bandes, dans cet ordre.
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la correspondance bulk-edge dans ce système. Cependant, comme on peut le voir
sur la ﬁgure V.4, il existe des valeurs de paramètres pour lesquelles il n’existe pas
de gap indirect à 1/4 ou 3/4 de remplissage.
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Figure V.4 – La relation de dispersion projetée sur k‖ = kx−y est tracée en
noir pour différentes valeurs des paramètres. Les lignes rouges correspondent aux
énergies auxquelles nous avons cherché des états de bord, en utilisant la méthode
décrite dans la section 3.3 du chapitre IV. Les étoiles bleues correspondent aux
états de bords de spin up que nous avons trouvé. Un nombre pair d’états de bord
de spin up sur une ligne d’énergie donnée, et donc pour un remplissage donné,
correspond à un isolant trivial, tandis qu’un nombre impair de tels états correspond
à un isolant topologique. (a) ∆µ = 3, m = 2. (b) ∆µ = 3, m = 5. (c) ∆µ = 9,
m = 2. (d) ∆µ = 9, m = 5. Une fois de plus les résultats sont en parfait accord
avec le diagramme de phase de la figure V.1. Pour (a) et (b), certains remplissages
n’ont pas pu être étudiés à cause de l’existence d’un gap indirect négatif. Ainsi,
l’organisation topologique de la première paire de bandes en (a) et (b) n’a pas pu
être étudiée par cette technique.
En conclusion, nous avons utilisé le modèle de BHZ en présence d’un ordre
antiferromagnétique pour tester nos diﬀérentes méthodes. Il a permis de prouver
leur validité dans ce cadre, à la fois en comparant nos résultats à ceux attendus
en utilisant l’expression de l’invariant de Fang et al. [FGB13], mais aussi en
comparant la valeur de l’invariant topologique calculé dans le bulk au nombre
d’états de bord. Il semble donc pouvoir exister des phases topologiques, avec des
états de bord protégés par des symétries, en présence d’ordre antiferromagnétique.
Dans les sections suivantes, nous allons utiliser ces techniques pour des systèmes
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pour lesquels il n’existe pas pour l’instant de méthode pour calculer la valeur de
l’invariant topologique.
2 Brisure de la symétrie d’inversion
On s’intéresse ici à un Hamiltonien symétrique sous l’action de ΘAF mais qui
brise PAF . Ainsi, l’expression de Fang et al. ne peut pas s’appliquer, cette expres-
sion faisant explicitement appel aux valeurs propres de l’opérateur PAF . On montre
cependant que les méthodes développées dans le chapitre III, et que nous avons
adaptées dans le chapitre IV, peuvent être utilisées et permettent de caractériser
les diﬀérentes phases. On montre en particulier sur un exemple que ces méthodes
permettent de capturer une transition isolant topologique/isolant trivial dans le
cas où PAF est brisée.
2.1 Présentation du modèle
On s’intéresse ici à l’Hamiltonien précédent (i.e. l’Hamiltonien de BHZ en pré-
sence d’une aimantation alternée), auquel on va ajouter deux termes brisant la
symétrie PAF , qu’on regroupe sous la notation HP , donnés par
HP (δ1, δ2) = δ1τ
x + 2δ2(sin(kx) + sin(ky))σ
z, (V.5)
où, comme précédemment, la matrice τ agit dans l’espace des orbitales s et p, et
la matrice σ agit dans l’espace des sous-réseaux A et B. Le premier terme peut
être interprété comme un terme d’hybridation des deux orbitales s et p, tandis
que le deuxième terme correspond à un terme de saut d’un sous-réseau au même
sous-réseau. Chacun de ces termes, pris individuellement, brise la symétrie PAF
mais conserve la symétrie ΘAF . Nous considérons ici une combinaison de ces deux
termes, permettant d’illustrer nos propos avec un exemple d’ordre un peu plus
général.
Nous avons montré que la symétrie PAFΘAF permettait d’assurer une double
dégénérescence des états en chaque point k de la zone de Brillouin. Ici cependant,
le fait de briser la symétrie PAF tout en conservant la symétrie ΘAF implique
que PAFΘAF n’est plus une symétrie du système. De manière générale, la double
dégénérescence peut donc être levée en tout point k, excepté aux B-TRIM, où
cette dégénérescence est protégée par la symétrie ΘAF . En pratique cependant,
on conserve la double dégénérescence sur un ensemble de lignes dans la zone de
Brillouin, reliant les diﬀérents TRIM. (cf. Fig.V.5). Il est donc toujours possible
de déﬁnir une bande I et une bande II reliées par l’opérateur ΘAF , comme dans
l’équation (IV.13). On peut donc utiliser les méthodes du chapitre III.
2.2 Résultats
Le but ici est simplement d’illustrer que les techniques du chapitre III peuvent
s’appliquer même lorsque PAF est brisée. On ne dresse donc pas le diagramme de
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Figure V.5 – Représentation du sous-espace de la zone de Brillouin antiferroma-
gnétique où la double dégénérescence subsiste pour la paire de bandes 2, c’est à
dire les bandes 3 et 4. On remarque que, en plus des B-TRIM où cette dégénéres-
cence est protégée par ΘAF , il existe des lignes dans la zone de Brillouin, reliant les
différents TRIM, où la double dégénérescence subsiste. Les valeurs des paramètres
utilisés sont ∆µ = 9, m = 5 et : (a) δ1 = 1.5, δ2 = 0 (b) δ1 = 0, δ2 = 0.5 (c)
δ1 = 1.5, δ2 = 0.5.
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Figure V.6 – Résultats de la méthode de la phase de jonction. Chaque ligne
correspond à un jeu de paramètres différent. La ligne supérieure correspond à δ1 =
1.5, tandis que la ligne inférieure correspond à δ1 = 4. Les deux premières colonnes
correspondent aux tracés paramétriques de Arg[V11] défini chapitre III, et au tracé
de la phase φα pour la première paire de bandes, tandis que les deux dernières
colonnes correspondent à la deuxième paire de bandes remplie. On observe que, à
demi-remplissage, le système est topologique pour δ1 = 1.5 et trivial pour δ1 = 4.
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Figure V.7 – Positions des centres de charge des fonctions de Wannier sommées
sur les deux bandes indexées I remplies, dans le cas où PAF est brisée. Comme
précédemment on a choisi t+ = 3, t− = 1 et α = 2, ainsi que ∆µ = 9, m = 5
et δ2 = 0.5. La transition est obtenue en faisant varier δ1 et le point critique est
donné par δ∗1 ≃ 3.2. (a) correspond à δ1 = 1.5, tandis que (b) correspond à δ1 = 4.
phase complet de ce système, mais on s’intéresse uniquement à quelques valeurs
des paramètres qui capturent une transition de phase.
Pour δ1 = δ2 = 0, on a obtenu un isolant topologique dans la section précédente
pour ∆µ = 9 et m = 5, à demi-remplissage. On choisit donc ces paramètres, et
on veut voir si la phase topologique survit à l’introduction d’un terme qui brise la
symétrie PAF . Il se trouve qu’on peut faire varier δ2 de 0 à 0.5, sans fermer le gap à
demi-remplissage. Si on ﬁxe ensuite δ2 = 0.5 et qu’on fait varier δ1, le gap se ferme
à demi-remplissage pour δ∗1 ≃ 3.2. Si le caractère topologique est préservé même
lorsque la symétrie PAF est brisée, on devrait donc obtenir un isolant topologique
pour δ2 = 0.5 et δ1 < δ∗1, et on ne peut espérer retrouver une phase triviale que
pour δ1 > δ∗1. On choisit donc d’étudier les points (δ1 = 1.5, δ2 = 0.5) et (δ1 = 4,
δ2 = 0.5). Les résultats obtenus par la méthode de la phase de jonction sont
présentés à la ﬁgure V.6, et ceux des centres de charge des fonctions de Wannier
sont présentés à la ﬁgure V.7. Comme nous nous intéressons uniquement à ce qu’il
se passe à demi-remplissage, nous ne présentons que les résultats pour les deux
premières paires de bandes pour la phase de jonction ; et la position des centres de
charges présentée correspond en fait à la somme des bandes remplies indexées I.
On peut noter que, comme PAF est brisée, PAFΘAF n’est plus une symétrie du
système. On perd donc la propriété des WCC
x¯Iky ,α = −x¯IIky ,α. (V.6)
Comme on peut le voir sur la ﬁgure V.8, il n’y a plus de lien immédiat entre la
bande I et la bande II, excepté le fait que les deux bandes présentent toujours
une variation opposée et entière entre −π et π. Cela provient du fait que la paire
de bandes considérée dans son ensemble doit être triviale et donc présenter une
variation de la position des WCC nulle.
Dans les deux cas, on observe une phase topologique à demi-remplissage pour
δ1 = 1.5, δ2 = 0.5, et une phase triviale à demi-remplissage pour δ1 = 4, δ2 = 0.5.
Cela est donc bien en accord avec les résultats attendus. Cependant, le caractère
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Figure V.8 – Positions des centres de charge des fonctions de Wannier pour
δ1 = 1.5. En bleu, les bandes indexées I ; en rouge les bandes indexées II. (a)
correspond à la paire de bandes de plus basse énergie, tandis que (b) correspond
à la première bande de valence. Dans les deux cas, on n’observe pas de relation
spéciale entre la courbe rouge et la courbe bleue, excepté qu’elles possèdent des
variations opposées entre −π et π.
topologique étant avant tout lié au nombre d’états de bord, nous avons voulu
vériﬁer que la parité du nombre de paires d’états de bord est elle aussi cohérente
avec une description topologique des phases même lorsque PAF est brisée. Pour
cela, nous avons réalisé la construction explicite des états de bord discutée dans le
paragraphe 3.3 du chapitre IV. Les résultats sont présentés ﬁgure V.9. On observe
un unique état de bord de spin up pour δ1 = 1.5, qui disparaît pour δ1 = 4,
correspondant au caractère topologique et trivial respectifs de ces phases.
En conclusion, nous montrons que nos diﬀérentes méthodes (étude de la phase
de jonction et des WCC) s’appliquent même lorsque PAF est brisée, est qu’il est
donc possible d’obtenir un invariant topologique dont la valeur permet de prédire
la parité du nombre de paires d’états de bord, et ce, même lorsque PAF est brisée
(cas pour lequel aucune autre méthode n’a été proposée au jour où est écrit ce
manuscrit).
3 Brisure de la symétrie C4
L’Hamiltonien de BHZ, même en présence d’une aimantation alternée, est in-
variant sous l’action de l’opérateur Rπ/4 dont l’expression est donnée à l’équation
V.4, et qui peut être ramené à une symétrie C4. Cela entraîne que la structure
de bandes se comporte de la même manière aux deux A-TRIM. Ainsi, si une
inversion de bandes se produit à un A-TRIM, et devrait modiﬁer la valeur de
l’invariant topologique, une inversion de bandes équivalente se produit à l’autre
A-TRIM, compensant la première. Il ne peut donc pas y avoir de modiﬁcation
de la valeur de l’invariant topologique à cause d’une fermeture du gap à un A-
TRIM. L’expression de l’invariant topologique proposée par Fang et al. [FGB13]
peut donc être utilisée. Dans cette section, nous souhaitons briser cette symétrie
C4 aﬁn que les deux A-TRIM puissent se comporter de manière indépendante.
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Figure V.9 – Tracé de la valeur absolue du déterminant de la matrice Φ(ky)
(définie à la section 3 du chapitre III) en fonction de ky, pour une énergie dans le
gap à demi-remplissage. On rappelle qu’un zéro de cette fonction correspond à la
présence d’un état de bord pour ce ky, et cette énergie. (a) correspond à δ1 = 1.5,
tandis que (b) correspond à δ1 = 4.
On montre alors que l’expression de Fang et al. ne permet pas de capturer cer-
taines transitions de phases. En revanche, les diﬀérentes méthodes que nous avons
présentées permettent quant à elles d’avoir accès au diagramme de phase réel.
3.1 Présentation du modèle
Comme pour l’Hamiltonien de BHZ, on s’intéresse donc à un Hamiltonien de
liaison forte sur réseau carré. La présence d’une aimantation antiferromagnétique
nous impose de considérer, comme précédemment, deux sous-réseaux A et B. De
plus on considère toujours les degrés de liberté dus au spin, et à deux types d’or-
bitales diﬀérentes, l’une de symétrie s, et l’autre de symétrie p. En utilisant les
mêmes notations que précédemment, l’Hamiltonien considéré est alors donné par
(dans l’espace des k) :
H(k) = µ+∆µτ z
− 2t(C− + C+)(C−σx + S−σy)
− 2(t′x cos(kx) + t′y cos(ky))τ z
+ 2α(S+C+s
yτ yσz − S−C−sxτ yσz)
+mszσz. (V.7)
Comme précédemment, le premier terme (µ± = µ±∆µ) provient de la diﬀérence
d’énergie entre l’orbitale de symétrie s et celle de symétrie p. Le deuxième terme
correspond à un terme de saut de premier voisin, tandis que le troisième terme
correspond à un terme de saut de second voisin. On choisit ce terme anisotropique
et dépendant du sous-réseau. C’est ce terme qui brise la symétrie C4 que posséde-
rait sinon cet Hamiltonien. Le terme suivant hybride les deux orbitales et provient
d’un couplage spin-orbitale. Ce terme est nécessaire pour obtenir l’ouverture d’un
gap à demi-remplissage, et donc un comportement isolant. Le dernier terme, enﬁn,
provient de l’aimantation alternée et représente l’ordre antiferromagnétique.
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Dans la suite nous choisissons µ = 0,∆µ = 3, t = 1, t′x = 1, t
′
y = 0.5, α = 2 et
m > 0. Nous faisons un tel choix, aﬁn d’augmenter la lisibilité des ﬁgures, mais les
résultats sont aussi valables pour des choix de paramètres plus réalistes, comme
α < t′x, t
′
y < t.
3.2 Résultats
Si on fait varier m, l’expression de Fang et al. prévoit une unique transition de
phase à m = 6, faisant passer le système d’une phase topologique (pour m < 6),
à la phase triviale (pour m > 6). Cependant, on peut observer que le gap à demi-
remplissage disparaît pour d’autres valeurs de m (cf. Fig.V.10), pouvant nous faire
imaginer un diagramme de phase plus complexe. Et en eﬀet, la méthode de la phase
de jonction (cf. Fig.V.11) et la méthode des centres de Wannier (cf. Fig.V.12) font
toutes les deux apparaître un diagramme de phase plus complexe. On observe en
particulier que des fermetures du gap à un A-TRIM (pour m = 2 et m = 4)
permettent de modiﬁer la valeur de l’invariant topologique. On peut aussi noter
que pour m ≃ 2.25, le gap se ferme en des endroits qui ne sont pas des TRIM,
simultanément. En présence des symétries ΘAF et PAF , cela ne devrait pas modiﬁer
la valeur de l’invariant topologique, et c’est bien ce qu’on observe.
Enﬁn cet Hamiltonien est aussi diagonal par bloc, et peut être séparé en deux
blocs reliés par la symétrie ΘAF . Ainsi, on peut ne travailler qu’avec un seul de ces
blocs, et calculer le nombre de Chern de chacune des bandes (cf. section 4, chapitre
III). On se place donc dans le sous-espace engendré par (| ↑ sA〉, | ↑ sB〉, | ↓ pA〉,
| ↓ pB〉). On obtient une expression analytique des états propres en fonction de
k, et en utilisant l’équation (III.33), on a accès à la valeur de la courbure de
Berry (tracée à la ﬁgure V.13), que l’on intègre sur la zone de Brillouin pour
obtenir le premier nombre de Chern de la bande considérée. En sommant sur les
bandes remplies, on obtient alors une valeur pour l’invariant topologique. On peut
noter que le calcul de la courbure de Berry est analytique, et les seules erreurs
numériques possibles peuvent uniquement provenir de l’intégration qui est réalisée
numériquement. La précision de l’intégration étant facilement contrôlable, cette
méthode permet de corroborer de façon ﬁable les résultats numériques obtenus
par la méthode de la phase de jonction et la méthode des centres de charge des
fonctions de Wannier (cf. Fig.V.14).
Pour conﬁrmer la validité de nos résultats, on peut tenter de retrouver la cor-
respondance bulk-edge. En eﬀet, l’intérêt des isolants topologiques réside dans la
présence d’états de bord protégés, et l’objectif de l’invariant topologique est de
pouvoir prédire ce nombre d’états de bord. On souhaite donc réaliser la construc-
tion explicite des états de bord pour cet Hamiltonien, aﬁn de pouvoir comparer la
valeur de l’invariant topologique au nombre de paires d’états de bord.
On a cependant un problème si on tente de reproduire la méthode du para-
graphe 3.3 du chapitre IV verbatim. Si on choisit un réseau avec deux sites par
cellule unité et de vecteurs de base xˆ et xˆ− yˆ, et qu’on déﬁnit HI comme la res-
triction de l’Hamiltonien au sous-espace engendré par (| ↑ sA〉, | ↑ sB〉, | ↓ pA〉,
| ↓ pB〉), on obtient des termes de la forme c†(p+ 2, q)c(p, q) (qui proviennent du
101
Chapitre V. Applications
(a) m = 1 (b) m = 2
(c) m = 2.25 (d) m = 3
(e) m = 4 (f) m = 5
(g) m = 6 (h) m = 7
Figure V.10 – Relation de dispersion pour µ = 0,∆µ = 3, t = 1, t′x = 1, t′y =
0.5, α = 2 et différentes valeurs de m. On observe que le gap à demi-remplissage
se ferme à un B-TRIM pour m = 6, et à un A-TRIM pour m = 2 et m = 4. Pour
les autres valeurs de m, le gap est ouvert sur toute la zone de Brillouin, excepté
pour m = 2.25, où le gap se ferme pour des points qui ne sont pas des TRIM.
102
3. Brisure de la symétrie C4
0-1 1
0
-1
1
Re?ei ??
Im
?ei? ?
0 2?-?
0
?
kII
?
0-1 1
0
-1
1
Re?ei ?? 0 2?
-?
0
?
kII
0-1 1
0
-1
1
Re?ei ??
Im
?ei? ?
0 2?-?
0
?
kII
?
0-1 1
0
-1
1
Re?ei ?? 0 2?
-?
0
?
kII
0-1 1
0
-1
1
Re?ei ??
Im
?ei? ?
0 2?-?
0
?
kII
?
0-1 1
0
-1
1
Re?ei ?? 0 2?
-?
0
?
kII
0-1 1
0
-1
1
Re?ei ??
Im
?ei? ?
0 2?-?
0
?
kII
?
0-1 1
0
-1
1
Re?ei ?? 0 2?
-?
0
?
kII
Figure V.11 – Résultats de la méthode de la phase de jonction. Chaque ligne cor-
respond à un jeu de paramètres différent. De haut en bas, les lignes correspondent
à m = 1, m = 3, m = 5 et m = 7. Les deux premières colonnes correspondent
au tracé paramétrique de la phase de V11 défini chapitre III, et au tracé de la
phase φα pour la première paire de bandes, tandis que les deux dernières colonnes
correspondent à la deuxième paire de bandes remplie. On obtient une phase to-
pologique pour m = 1 et 5 et la phase triviale pour m = 3 et 7. En effet, pour
m = 3, le tracé paramétrique laisse penser à une phase topologique, mais en fait
Vky s’enroule deux fois, et la phase est bien triviale.
terme −2αS−C−sxτ yσz ). L’Hamiltonien HI se réécrit alors
HI =
∑
p,k
(c†p,kMcp,k + c†p,kT ′cp+1,k + c†p+1,kT ′†cp,k + c†p,kT ′′cp+2,k + c†p+2,kT ′′†cp,k),
(V.8)
ce qui pose problème pour la suite de la procédure. En eﬀet, la fonction d’onde est
maintenant déﬁnie par une suite linéaire d’ordre 2, et la condition au bord ouverte
ne suﬃt pas à ﬁxer entièrement la fonction d’onde. Il faut alors trouver une autre
condition initiale, plus ou moins réaliste.
Cependant, le problème peut être contourné en considérant non pas une cellule
unité à deux sites, mais une cellule unité à quatre sites. Les nouveaux vecteurs
de bases deviennent alors xˆ + yˆ et xˆ − yˆ. Après un petit travail de réécriture, on
obtient alors une expression de HI de la forme
HI =
∑
p,k
(c†p,kMcp,k + c†p,kT cp+1,k + c†p+1,kT †cp,k). (V.9)
Ce qu’on a gagné sur le réseau (on travaille maintenant avec une base orthonor-
mée), a été perdu sur la taille des matrices. En eﬀet, H est désormais une matrice
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Figure V.12 – Position des WCC pour µ = 0,∆µ = 3, t = 1, t′x = 1, t′y = 0.5, α =
2 etm = 1, 3, 5, 7, sommé sur l’ensemble des bandes indexées I remplies. Le saut de
position entre −π et π est égal (en valeur absolue) à 1, 2, 1 and 0 respectivement.
On obtient donc une phase topologique pour m = 1 et 5 et la phase triviale pour
m = 3 et 7.
carrée de taille 16, et donc M et T sont désormais des matrices de taille 8, ce qui
augmente un peu le temps de calcul. Cela reste néanmoins faisable, et on obtient
les résultats de la ﬁgure V.15. Le nombre d’états de bord observé est en parfait
accord avec notre diagramme de phase de a ﬁgure V.14.
On a donc montré que des événements non triviaux peuvent avoir lieu aux A-
TRIM, et ainsi modiﬁer la parité du nombre de paires d’états de bord. Cependant,
les diﬀérentes méthodes que nous avons mises en place permettent de capturer
ces diﬀérentes transitions, et justiﬁe l’expression de l’invariant topologique que
nous avons proposée. Notre expression permet en eﬀet de traiter les cas où le
comportement aux deux A-TRIM n’est pas le même, les deux A-TRIM n’étant
pas reliés par symétrie.
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(a) m = 1
(b) m = 3
(c) m = 5
(d) m = 7
Figure V.13 – Tracé de la courbure de Berry calculée pour µ = 0,∆µ = 3, t =
1, t′x = 1, t′y = 0.5, α = 2, et différentes valeurs de m. La première colonne corres-
pond à la bande de plus basse énergie de HII , et la deuxième colonne à la bande
d’énergie suivante. On observe que les courbures de Berry sont très piquées pour
certaines valeurs des paramètres.
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m
Topo. Topo.Triv. Triv.
c=-1 c=-2 c=2 c=1 c=0
m=0 m=6m=4m=2.25m=2
Figure V.14 – Diagramme de phase µ = 0,∆µ = 3, t = 1, t′x = 1, t′y = 0.5, α = 2
et m > 0, avec nos différentes méthodes. Topo. correspond à la phase topologique,
et Triv. à la phase triviale. En dessous, est donnée la valeur du nombre de Chern
total des deux bandes de plus basse énergie de l’Hamiltonien restreint au sous-
espace engendré par (| ↑ sA〉, | ↑ sB〉, | ↓ pA〉, | ↓ pB〉). Πξ correspond à
la valeur de l’invariant topologique proposé par Fang et al. . Pour 2 < m < 4,
on obtient une phase triviale tandis que Πξ = −1, démontrant que Πξ ne peut
caractériser la topologie de la phase.
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Figure V.15 – Tracé de la valeur absolue du déterminant de la matrice Φ(k‖),
définie à la section 3 du chapitre III, pour µ = 0,∆µ = 3, t = 1, t′x = 1, t′y =
0.5, α = 2 et m = 1, 3, 5, 7. On rappelle qu’un zéro de cette fonction correspond
à un état de bord pour HI (et donc à une paire d’états de bord pour H). Pour
m = 1 et m = 5, on observe un unique état de bord pour HI , signature d’un
comportement topologique. En revanche, pour m = 3 et m = 7, on observe un
nombre pair d’états de bord pour HI , signe de la phase triviale.
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Conclusion et perspectives
Durant cette thèse, je me suis intéressé aux isolants topologiques. J’ai tout
d’abord proposé une méthode expérimentale d’identiﬁcation des isolants topolo-
giques forts à trois dimensions, utilisant des mesures d’oscillations quantiques.
Je me suis ensuite particulièrement intéressé aux isolants topologiques à deux
dimensions en présence d’un ordre antiferromagnétique. La question principale a
été de savoir si la description topologique des phases garde un sens lorsque la sy-
métrie de renversement du temps est brisée par une aimantation alternée. Après
avoir introduit une formulation de l’invariant topologique inspirée des travaux de
Fu et Kane [FK06, FK07] pour le cas paramagnétique, j’ai présenté quatre mé-
thodes permettant d’évaluer cet invariant, que j’ai adapté du cas paramagnétique.
La première, la méthode de la phase de jonction, s’appuie sur le fait qu’il n’est
pas possible d’obtenir une jauge à la fois lisse et symétrique pour un isolant topo-
logique. La deuxième, la méthode des centres de charge des fonctions de Wannier
hybrides, utilise le fait que l’invariant topologique peut être déﬁni en fonction de
la polarisation, et en particulier de ses variations entre diﬀérents points de la zone
de Brillouin. La troisième méthode, la construction explicite des états de bord,
s’appuie sur la notion de correspondance bulk-edge, qui est à l’origine de l’intérêt
pour les isolants topologiques, et qui lie la parité du nombre de paires d’états de
bord au caractère trivial ou topologique du système. Enﬁn, la quatrième méthode
est un calcul direct du nombre de Chern des diﬀérentes bandes, sous certaines
conditions sur la déﬁnition des bandes.
Ces diﬀérentes méthodes ont enﬁn été utilisées pour déterminer la nature tri-
viale ou topologique d’un certain nombre de modèles. Je me suis d’abord intéressé
au modèle de Bernevig, Hughes et Zhang en présence d’ordre antiferromagnétique,
qui a permis de tester la validité des diﬀérentes méthodes. En eﬀet, pour ce sys-
tème, une expression simple de l’invariant topologique, proposée par Fang et al.
[FGB13], permet d’obtenir un diagramme de phase servant de point de compa-
raison. Je me suis ensuite intéressé à un Hamiltonien où la symétrie d’inversion,
présente pour les autres systèmes, est brisée ; et pour lequel aucune expression de
l’invariant n’avait été proposée. J’ai montré que les diﬀérentes méthodes discutées
précédemment, et que j’ai adapté au cas antiferromagnétique, peuvent s’appliquer,
et qu’on retrouve bien la correspondance bulk-edge dans ces systèmes. Enﬁn, je me
suis intéressé à une autre brisure de symétrie, une symétrie C4, et j’ai montré que
dans ce cas, l’expression de Fang et al. peut être prise en défaut. En eﬀet, une
fois la symétrie C4 brisée, des transitions non triviales peuvent se produire aux
A-TRIM. L’expression de Fang et al. s’intéressant uniquement à ce qui se passe
aux B-TRIM, ne peut donc pas capturer ces transitions.
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De futurs travaux pourraient poursuivre le travail eﬀectué dans cette thèse de
multiples façons.
Tout d’abord, des calculs de diagonalisation exacte ou s’appuyant sur la théo-
rie de la fonctionnelle densité (DFT) pourraient être réalisées pour des systèmes
déﬁnis sur des bandes de largeur ﬁnie, mais de longueur inﬁnie, pour les diﬀérents
Hamiltoniens discutés précédemment. Cela permettrait de vériﬁer par une autre
méthode la présence des états de bord, et donc d’étayer encore d’avantage nos
arguments. Une étude de la dépendance des états de bord selon l’orientation du
bord pourrait aussi être réalisée.
Pour ce qui est des méthodes, la méthode de calcul direct du nombre de Chern
pourrait être améliorée. En eﬀet, nous nous sommes contentés ici de l’utiliser dans
des cas où une expression analytique des fonctions d’ondes était accessible, et où
il était donc possible d’obtenir une expression analytique de la courbure de Berry,
plus simple à intégrer. Un algorithme de Monte-Carlo pourrait par exemple être
utilisé. Il permettrait en eﬀet d’échantillonner intelligemment la zone de Brillouin
aﬁn de se concentrer d’avantages sur les zones "très piquées" lors de l’intégration,
pour obtenir une valeur ﬁable du nombre de Chern. Il faudrait alors recalculer la
valeur de la courbure de Berry en chacun de ces points. Cela peut être long, car
l’Hamiltonien doit être diagonalisé en chacun de ces points, mais cela permettrait
d’appliquer la méthode du calcul direct du nombre de Chern à un plus grand
nombre de modèles.
On pourrait aussi s’intéresser, dans le cas de l’Hamiltonien de BHZ en présence
d’une aimantation alternée, à ce qu’il se passe à 1/4 et 3/4 de remplissage. Nous
avons montré en eﬀet qu’il était possible d’obtenir une organisation topologique
des bandes à ces remplissages, mais nous n’avons pas été en mesure d’obtenir
un vrai isolant topologique. En eﬀet, chaque fois que nous avons pu observer un
comportement topologique à ces remplissages, nous avons aussi observé un gap
indirect négatif, et le système n’était donc pas isolant. Cependant, d’autres termes
pourraient être ajoutés à l’Hamiltonien, aﬁn de surmonter ce problème.
De plus, les travaux réalisés durant cette thèse se sont surtout intéressés au pro-
blème de l’ordre antiferromagnétique d’un point de vue théorique. La recherche
d’Hamiltoniens plus réalistes réalisant les phases topologiques décrites dans ce
manuscrit pourrait aussi être intéressante, aﬁn de faciliter la recherche de maté-
riaux réels présentant un comportement d’isolant topologique antiferromagnétique
bidimensionnel.
Enﬁn, et surtout, l’extension des résultats à trois dimensions pourrait être un
réel enjeu pour la compréhension des phases topologiques antiferromagnétiques.
La plupart des critères utilisés aujourd’hui pour caractériser ces matériaux s’ap-
puient en eﬀet sur le comportement des fonctions d’ondes aux B-TRIM (déﬁnis au
paragraphe IV.1.3). Or, nous avons montré ici que, à deux dimensions, le comporte-
ment aux A-TRIM est aussi important. L’étude de l’importance de comportements
similaires à trois dimensions pourrait donc être particulièrement intéressante.
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Isolants Topologiques et Magnétisme
La découverte de l’effet Hall quantique par von Klitzing en 1980 a ouvert la voie à ce qui
sera connu plus tard comme la théorie topologique des bandes. Dans le cadre de cette théorie,
on ne s’intéresse plus uniquement à la relation de dispersion énergétique des électrons dans les
cristaux, mais aussi à l’organisation topologique de la structure de bande. Cette théorie a permis
la découverte d’une nouvelle phase de la matière, représentée par les isolants topologiques. Ces
isolants topologiques ont de particulier qu’ils se comportent comme des isolants normaux dans le
bulk, mais présentent des états de surface conducteurs. Dans cette thèse, on s’intéresse particu-
lièrement aux isolants topologiques dits Z2, pour lesquels les états de surface sont protégés par la
symétrie de renversement du temps : ils ne peuvent disparaître en présence d’une perturbation
qui préserve cette symétrie sans que le système ne traverse une transition de phase quantique.
Pour les isolants topologiques à trois dimensions, nous proposons dans cette thèse, un critère
expérimental utilisant les oscillations quantiques magnétiques, permettant d’identifier un type
particulier d’isolants topologiques : les isolants topologiques forts.
Pour les systèmes à deux dimensions, nous nous sommes intéressés aux phénomènes liés à la
rupture de la symétrie par renversement du temps à cause de la présence d’un ordre antiferro-
magnétique. Dans ce cas, la symétrie d’importance devient le renversement du temps fois une
translation. Dans ce contexte, nous avons tout d’abord établi analytiquement l’expression d’un
invariant topologique pour les systèmes présentant aussi la symétrie d’inversion. Nous avons
ensuite adapté trois méthodes numériques normalement utilisées dans le cadre des isolants topo-
logiques invariants par renversement du temps : la méthode de la phase de jonction, la méthode
des centres de charge des fonctions de Wannier et la construction explicite des états de bord.
Nous avons montré qu’elles permettaient de tester la nature triviale ou topologique de plusieurs
modèles théoriques pour lesquelles aucune méthode n’existait, par exemple les systèmes sans
symétrie d’inversion.
Mots-Clés : Isolants topologiques, Oscillations quantiques magnétiques, Antiferromagnétisme.
Topological Insulators and Magnetism
The discovery of the quantum Hall effect by von Klitzing in 1980 paved the way for what is
now known as topological band theory. In this theory, we are interested not only in the energy
spectra of the electrons in crystals, but also in the topological structure of the bands. A new
phase of matter was discovered thanks to this theory : the topological insulators. Topological
insulators are unique in the sense that they behave like trivial insulators in the bulk, but possess
metallic edge states. In this thesis, we are particularly interested in so-called Z2 topological
insulators, whose edge states are protected by time reversal symmetry : they cannot disappear
in the presence of a perturbation that respects this symmetry, without the system undergoing
a quantum phase transition.
For three-dimensional topological insulators, we propose an experimental criterion based on
magnetic quantum oscillations to identify a special kind of topological insulators : the strong
topological insulator.
In two dimensions, we study the consequences of time reversal symmetry breaking due to
anti-ferromagnetic order. In this case, the important symmetry is time reversal times a trans-
lation. In this context, we first establish an analytical expression for systems that also have
inversion symmetry. We then adapt three numerical methods usually employed for time reversal
symmetric systems : the reconnection phase method, the Wannier charge center method and
the explicit construction of edge states. We show that they are useful to probe the topology of
models for which no methods were available ; such as non-centrosymmetric systems.
Keywords : Topological insulators, Magnetic quantum oscillations, Anti-ferromagnetism.
