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Resumen . Se presenta el uso de una transformación previa sobre 
los datos para mejorar la estimación del espectro de potencia de 
una señal mediante el uso de predictores lineales. 
Se discute brevemente el papel de este método de procesado en el 
campo de la estimación del espectro de potencia mediante un esti 
mador racional. Su situación es intermedia entre procedimientos-
de solo polos y los de inclusión simultánea de polos y ceros. 
El sistema de procesado es de gran sencillez y presenta presta-
ciones muy interesantes en lo que se refiere a sensibilidad al 
orden del estimador y aumen to de resolución,en la estimación, por 
bandas de frecuencia . 
El método evidenc ia su interés en la búsqueda de periodicidades, 
a través del espectro de potencia , en señales de hidrografía y 
electroencefalograma. 
INTRODUCCION 
Un estimador espectral del proceso 
{x} a partir de un conjunto de datos 
consistentes en muestras de una reali 
zación de este, puede realizarse me-
diante un predictor lineal · . El 
procedimiento de diseño consiste en 
conseguir que el error cuadrático me 
dio de l a predicción sea mínimo , lo-
cual lleva al conjunto de ecuaciones 
que aparecen en (1) derivadas de la 
apl i cación del pri ncipio de ortogona 
lidad al probl ema. -
Q 
xk= L aixk- i= Xk- ek 
i=1 
E jei J= E j ExkJ~kF O j minimo= o2 (1) 
Q 
L aiRxx(e- i) = Rxx(e); e= 1,Q 
i=l 
El estimador espectral que resulta es 
racional y de solo polos. La expre-
sión de l estimador procede de· conside 
rar que para una longitud Q adecuada~ 
se puede asimilar ek como un proceso 
blanco y de covarianza 02 . El mencio 
nado estimador aparece (2 ) 
S (w)= XX (2) 
Este tipo de est imador racional del 
espectro representa en la actualidad 
uno de l os procedimientos que má s 
útiles resultan en la práctica . Deri 
vaciones interesantes son el de máxi 
ma entropía (MEM) debido a Burg y , 
dentro de los métodos adaptativos, 
los debidos a Widrow y Ka l man. 
Sin embargo, varias objeciones de ti 
po teórico, en general respaldadas 
en el terreno práctico, pueden hacer 
se a los procedimientos que siguen -
la expresión (2). La primera es que 
el estimador carece de ceros y esto 
es una l imi t ación importante cuando 
el proceso tiene estructuras tipo MA 
(Movin Average) o ARMA (Autoregressi 
ve Moving Average), hasta tal punto-
que un método, como el de Welch, ba-
sado en el uso del periodograma, arro 
ja mejores r esultados para secuencias 
MA que el citado MEM o Widrow sin ce 
ros . La segunda es l o sensibl e que re 
sul tan en general tanto los procedí- -
mientes clás i cos como los citados en 
el caso en que el proceso {x } se pre 
senta al. algoritmo de estimación con 
pobr~s relaciones señal a ruido (del 
orden de 10 a 20 dB). 
En definitiva, puede decirse que .am.:.. 
bos problemas responden a la misma ra 
zon : la carencia de ceros en l a expr~ 
sión estimada. 
Varias técnicas existen en la litera 
t ura para la inclusión de ceros como 
son las del ITIP, el método de Shanks 
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o bien, la utilización del filtro de 
Kalman . Dentro de esta última alterna 
tiva, l os autores han realizado un -
traba j o con excelentes resultados me 
diant e el uso de la secuencia de fnno 
v ación asociada a la predicción para-
la inclusión de cero s. 
En e l presente trabaj o s e sugiere un 
procedimiento de suponer l a estima-
ción del espectro con un procedi mien-
t o indirecto de inclusión de ceros. 
S~ hará uso de una transformación pre 
v~a a l os dato s o bien, dicho de o tro 
mo do , una predistorsión de los datos . 
El em~l~o de ~a ~ransfo;mación permi-
~e ut~l~zar tecn~cas clasicas en dise 
nos sol o de pol os para el predictor -
total . 
El procedimiento se expone a continua 
e ión comparándoLe con los mé t odos de-
inclusión de ceros mencionados as í c~mo su i nterés en hidr ografia ' y medi 
c ~naI en el est udio de caudal de rios-
y esti mac ión espectral para electroen 
cefal ograma. 
TRANSFORMACIONES PREVI AS A LOS DA-
TOS EN PREDICCION LI NEAL 
En un principio puede a tribuirse l a 
necesidad de inclusión de ceros como 
una manera de compensar los ordenes 
excesivos para un predict or de solo 
polos en un proble ma de t erminado . 
Una s:gunda aproximación al p r ob lema 
de meJor a . de la calidad del estimador 
es el de buscar una transforma.c ión o 
dis t ors i ón p revia a l os datos TI . 1 de 
modo Y manera q ue la seña l de salida 
está más correlada que la señal de en 
t~ada. La situación se muestra en l a -
f~gura l. 
{x} 
~ T[.] {xTJ le~F {x} f----4 
Transtormacion ?redic..for 
Fi?ura l. Transfo rmac ión T I . 1 pre 
v~a a l os datos antes de pasar -
a l predictor . 
S~ se repite la f o rmulación del ante 
r~or ~partado en forma matricial , las 
ecuac ~ones de diseño , s in el uso de 
transformación , serían las expresadas 
en (3) . 
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Xk= IA I . RJc-1 
IAI . IR I= IP I (3) 
Siendo ){ .... 1= {x } 1 l t ~J k - 1r • • ••r Xk- Q , ~ = 
= 1 a 1' · · · 'a o 1 Y 1 P 1 t= 1 Rxx ( 1 ) , · · · · , 
Rxx(O) 1. 
Al t e ner en cuenta la situación repre 
sentada en la f i g ura 1, se tendrá n -
las ecuac i ones (4), que resuelven el 
p r obl ema . 
j{k= IAT I:xT 
- k - 1 
IAT II RT I= IPT I 
(4) 
Al i~troducir l a transformación T l . l , 
cons~derada l ineal , y por tan t o defi n~~le según un fil t ro digital d~ fun~ 
c~on de transferencia H(z) se ten-
d ría (S) como expresión deÍ nuevo es-
timador para el espectro . 
~ Q T 
Sxx (w} = N~H I a.exp (- i wT)H(exp 
i=1 ~ 
(+i wTl)l 2 (S) 
De l a expresión (S) p uede deducirse 
que si el filtr o H(z) que def ine la 
trans~ormación es recursivo s us polos 
pasar~an a ser los ceros de l estima-
d~r: La ventaja potencial de un proce 
d~m~ento que usa de transformaciones-
frente a los métodos de i nclus ión de 
ceros anteriormente mencionados es rea~i~ar la inclusión pero usando pro 
ced~m~ento~ de diseño Ea r a s olo polos 
q ue determ~narán las a f . Matices de 
esta posible ventaja son d i scutidos 
en_el próximo apartado. La desventaja 
ev~dente se plantea en la e l ección de 
la transformació n adecuada para los 
da t os a tratar . Los autores proponen 
el uso de una transformac ión c onsis-
tente en el uso de desfasador es de 
t~;mpos d; ~etardo acordes a la posi-
c~on de max~os relativos esperados 
para la función de autocorr elación del 
proceso. Más adelante se describirá 
este extremo con mayor detalle. 
INFLUENCIA DE UNA TRANSFORMACION 
EN LA CALIDAD DEL ESTIMADOR ES-
PECTRAL . 
Sea ek el error asociado a la predic~ 
c~ón de x k según Xk y ~k el correspon 
d ~e~te a la predicc ión de xk según ~k· 
T~n~endo en c uenta la ecuac i ón ma t ri-
c~al de diseño para los coeficientes 
del predi ctor en ambos casos, se pue-
d; ~xpresar el e rror cuadr ático medio 
m~n~mo según (6) 
E l ~k ON = Rxx(O)-/PTjt jRTj - l j pT j 
(6} 
Donde se ha previsto una ganancia 
constante en la tran sfo r mac ión 
de modo que Rxx(O) sea i gual a Rxx(O) . 
Aunque las do s expresiones son aparen 
temente diferentes , si se admite de fT 
nida la transf ormación T I . 1 por una-
mat riz T cuadrada s imétrica y no 
singular , entonces puede ponerse (7) 
IPT I= ITI - IP I (7) 
IRT, - 1= IT I- 1 1R I- 1 1T I- 1 
De (7 ) puede inferirse que las expr~ 
sienes (6) toman el mi s mo valor numé-
rico. La situación puede verse grafi~ 
camente para un p redictor de orden 
dos en la figura 2. 
Xn-t 
Fig . 6 . Una transformación lineal 
de los ejes (datos) no modif i -
ca el error cuadrático medio 
mí nimo (módul o del vector e) 
No debe sorprender el resultado, pues 
el valor de Flek2 1 es s olo indicativo 
en lo que se refiere a la calidad del 
estimador par a un orden dado del pre-
d ictor . 
Las ventajas del uso de T I . 1 no deben 
buscarse pues en una reducción de 
E l ek2 l sino en otras facetas del pro-
blema no menos impor tantes . Una face 
ta realmente interesante radica en -
que los métodos clásicos s on extraor-
d i nariamente sensibles al orden del 
predictor . Es en este aspecto donde 
el uso de una t r ansformación es real-
mente importante. 
Supongase que TI . 1 es capaz de caneen 
trar alrededor de la diagonal princi~ 
pal la matriz IRTI . Automaticamente 
el orden del predic t or se vuelve me-
nos importante de cara a la estima-
ciófi del espectro . La r a zón por la 
cual concentrar IRT I es i n teresante, 
estriba en el aumento de la entropia 
que se produce en lo s datos transfor-
mados con respecto a l o s da t o s origi-
nale s para una dimensión u o rden dado. 
En definit i va, p uede decirse que. la 
realización ce estimación espectral 
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en base a predictores lineales se ha-
ce más r obusta, en lo que a la e lec-
ción del orden se refiere, cuant o más 
concentr ada alrededor del origen ten 
gan los datos su función de autocorr e 
lac ión. 
La transformación puede consider arse, 
según lo anter ior , como un método de 
diagonalizar la matriz de autocorre la 
c i ón d e los datos ori g i nales . Baj o -
este p unto de vista, es evidente que 
la T optima sería la de Rarhunen-
Loeve. Sin embargo, las di ficultades 
práct icas en su impleme n tación la ha 
cen inviable en este tipo d e proble~ 
mas . 
Los aut ores p r oponen el uso de una 
transformación para concentrar la ma 
triz RT , consistente en un muestre o 
de los dato s a per iodos superiores al 
de muestreo, de modo que, impleme nta 
dos mediante células paso todo , los-
tiempos de retardo de estos coinci-
den c on l o s máx imos relativos de la 
func i ón de autocorrelación de l o s da 
tos o rig i nales . 
En el próximo apartado aparece una 
descripción breve y r i gurosa de la 
transformación propuesta . 
LA TRANSFORMACION PROPUESTA 
Supóngase en un determi nado proceso 
cuya función de a utocorrelación posea 
un máximo relativo según se indica en 
la figura 3. 
'Rxx ('2) 
Fig. 3. Función de au t ocorrelación 
de un proceso con un máximo re-
lativo en t 0 segundos . 
Si se recuerda que la matriz N ~N tie 
ne en s us diagonales los valores de 
Rxx(O), Rxx(T) , Rxx(2T) , ... , es d e 
esperar que en la diagonal l t 0 /T I Edo~ 
de 1- 1 indica el entero ) tendrá refle 
jado el máximo que aparece en la fi - -
gur a 3 . Es claro que si se s omete a 
un retardo t 0 los datos, las nuevas 
muestras tendrán una IRT I más caneen 
trada alrededor de s u diagonal prin~ 
cipal. 
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De este modo queda patente que la 
elecci6n de desfasadores en cascada 
a t 0 , en el caso que se cita, produ-
cirá datos altamente correlados y 
por tanto con ordenes bajos de pre-
dicci6n, se obtendrán estimaciones 
espectrales de calidad parecida a 
las obtenidas con grandes ordenes a 
partir de los datos originales. 
Si se imagina la realización del pre 
dictar nuevo con células H(z) que 
produzcan el retardo deseado, el pre 
dictar pasaría a ser el d e la figura 
4. 
H<~F 
Fig. 4 El predictor usado . H{z) 
celulas paso t odo de tiempo 
de retardo t 0 • 
El nuevo predictor puede usar para 
el diseño de los ai métodos adaptati 
vos de solo polos como pueden ser -
los anunciad os de MEM, Widrow y 
Kalman. 
Un detalle de gran interés por discu 
tir y en el que radican las presta- -
c iones de la transformación propues-
ta , se deriva de observar que e l pre 
dictar de la f i gura 4 es igual a un-
predictor normal salvo el cambio de 
escala que conlleva sustitui r z-1 
por H(z) . Así pues, dependiendo de 
l a forma en que se realiza H(z), se 
obtiene , además de insensibilidad al 
orden , un aumento de resolución en 
el espectro estimado. 
Para aclarar el e xtremo indicado e n 
el párrafo anterior , supóngase que 
se elige H(z) según se indica en (8 ) . 
-1 
H(z)= a - z (8) 
1-a z- 1 
Según lo dicho anteriormente y a la 
vista de la figura 4, si se toma co-
mo estimador l o expuesto en (9), se-
rá un espect ro predistorsionado , 
pues se ha sustituido H(z) por z-1 
Sevilla 7-9 Mayo 1980 
"'--d -st- ( w) = 
XX 
1 (9) 
El espectro sin predistorsionar sería 
el de (10) y la diferencia entre am-
b o s surge de analizar el cambio de va 
riable aludido . 
A 1 
Sxx<w)= Q (10) 
1
1- E a~HEej wTF 12 
i=1 1 
El mencionado cambio de H(ej wT) por 
ejWT, puede deducirse de identificar 
H(ej wT) y ejwT resultando la ecua-
ción {11). 
-1 1 (1-a) 2 sen w 1 ar = tang 
(1+a 2 ) cosw+2a 
{11) 
El cambio de escala que significa(11) 
puede verse en l a figura S para diver 
sos valores de a. 
UJ 
o 
Fig . S Efecto de predistorsión por 
el uso directo de l os coeficien 
tes para construir el estimador 
espect ral . 
El efecto como tal no debe c ons iderar 
se como un s i mple aumento de resolu--
ción , sino que al estar sujeto e l di 
s eña del predictor a los datos predis 
torsionados (se emplean l os ai y no -
los ai) , proporciona una estimact6n 
de calidad en e l eje w. Es decir, la 
est imación se realiza sobre w con ma 
yor calidad que si se realizase sobre 
el eje w y sin. predistorsi6n . Esto es 
diferente de realizar estimación so-
bre el eje w y a umentar resolución 
después pasando a w. 
SIMULACION Y RESULTADOS OBTENIDOS 
El procedimiento fue probado en pri-
mer lugar con secuencias de números 
incorrelados que excitan a un siste-
ma lineal, c ontrolándose en la H(z) 
el espectro de potencia para la se-
ñal simulada. Este tipo de genera-
ci6n resulta bastante aproximada pa-
ra problemas de comunicaciones . 
En la figura 6 · puede verse el espec-
tro exacto, obtenido sin transforma-
ción y con transformación. 
Exacto 
Se.n?.wTo 
W1Toz. 
"/To 211/-ro 
Fig . 6 Confrontaci6n del uso de 
la transformaci6n propuesta 
con una secuencia s imulada. 
El espectro de la figura y que sir-
vió de prueba, pertenece a una señal 
digital de pasos por cero incorrela-
dos. 
La aplicaci6n más interesante de es-
ta transformación y lo que motiv6 
originalmente el comienzo de e~te 
trabajo, es la siguiente: En hldro -
grafía, y en gener al con la mayoría 
de señales utilizadas en meteorolo -
gía, es de gran interés las periodi-
cidades grandes o largas. Estas pe-
riodic idades se encuentran general-
mente en la zona de baja f recuencia, 
inferiores a la periodicidad habi-
tual que es de un año . Seg ún s e des-
prende de lo t ratado en los apa rta-
dos anteriores, es claro que desfas~ 
· dores con retardo alrededor de un 
año producirían, dadas las caracte-
rísticas de la seña l , dato s más co-
rrelados que la señal directa. 
En el caso de hidr ografía, l as señ~ 
les se muestrean con una frecuencia 
de un mes y , como puede verse en la 
figura 7, solo la zona de periodic~ 
dades superio r es a un año es l o que 
interesa. Desfasadores de un me s que 
serían l os que utiliza un preqictor 
normal-·, utilizarían solamente 1 / 6 del 
área de observaci6n para el área de 
interés . 
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ro na 
-e--- utili2ad a ___ _,_ L 
~ Meso 
AL~O A/2 
Fig. 7 Area de interés (periodi-
cidades mayores de 12 meses) 
es 1/ 6 del área total para un 
tiempo de muestreo de 1 mes 
habitual en este tipo de pro-
blemas. 
Con un desfasador de un año , la c ons 
tante a i de las células recursivas 
es de 0.8282, con l o cual además d e 
conseguir el efecto de dato s más 
apropiados como se ha indicado, se 
consigue el efecto lupa, log~ándo;e 
una "extensión" del área de 1nteres 
según se indica en la figura 8. 
Fig. 8 Extensión del área de in-
terés. Células de constantes 
a i= 0.8282 i= 1,1S. 
En la figura 9 puede verse la señal 
de un caudal de l ongitud 2S6 mues-
tras, tomadas a velocidad de mues-
treo de 1 mes, lo que hace un total 
de 21 años y cuatro meses. 
Fig. 9 Señal del caudal. 
En la figura 10 aparece l a estima-
ción con y sin des fasado res para el 
mismo orden , obtenidas ambas con el 
uso del algoritmo de Widrow . 
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Ao.ño S~n T[.J 
Haños 4años 1¡2 año 
Con T(.] 
Fig . 10 Comparación d e l méto do pr o 
pues t o con e l método clás ico . -
con orden 1 5 ambo s . 
Como podrá ver se en la fig ura ante-
rior , la me j ora e s not o ria con e l u s o 
de l a t ran s f o rmac i ón, a parecie ndo de 
forma c lara una periodicidad en cua-
tro a ños y otra l e ve a 11 años . Am-
bas no f u e ron det ectadas sino con e l 
empl eo de modelo s AR , MA o ARMA de 
o rden 40 , 80 y 40/40 respectiv ame nte . 
Po r ú l timo , el método tiene utilidad 
en la búsqueda de pa t ología s caract~ 
rizadas por la apari c ión d e ritmo s 
lentos (por d e b a jo de 6Hz ) y r á p ido s 
(po r encima d e 20Hz) e n e l electroe n 
c e falogr ama . 
En la figura o nce pue de verse l a com 
paración a náloga a l a de l a f igura 10 
con desfasadores de ret a rdo 1 00 ms eg . 
y o rden ocho. 
Sevilla 7 - 9 M ayo 1980 
o 
S~n T[.) SO JI t . 
~ibo O( 
Con T[."] 
Fig . 1 1 Pr ocesado de EEG . Campar~ 
ción mé t o do propues t o y sin 
t:r i'l n s fnrmi'!c :i ó.n . 
El efecto sobre a l ta f r ecuencia s e 
conse guir í a , si s e d e sea , c o n a< O. 
Si se desease e l efect o sobre zonas 
i n t e rmedias (ni alta ni ba ja frecuen 
cia) s e de berá i mplementar el resul~ 
t ad o mediante c élula s desfasadoras 
de s eg undo orden . 
CONCLUSIONES 
Se ha expuesto como mediante el uso 
de t ransformac i o nes prev i a s a l o s 
datos y en c oncre t o , con el uso de 
d e sfasa d ores pu ede c o n s e g u i rse va-
rias cualidad e s en e l espectro e sti 
mado . La p r imera cualida d es l a in~ 
c l usión directa de cero s sin usar 
o t r o s algoritmo s que l os clás i cos 
p e nsa do s pa ra solo p o l o s. La segun-
da rad i ca e n c o nseguir dato s más co 
rrelado s y p o r tan t o , me no r sensibT-
l idad del estima dor, . logrado c on r es 
pect o a s u or de n . En te rce r lugar~ 
conseg uir i ndirecta mente y dependNe~ 
do de como s e implementa la t rans -
formac i6n , un aumento de res oluc ión 
en deter minadas zonas del e s pec t ro . 
Todas e s tas c ualidades vienen acampa 
ñadas de una carga computacional ex~ 
tra, pues han de implementarse los 
sistemas que real i zan la transforma-
ción previ a . Aunque puede ser que, 
en algunas ocasiones, dicha carga no 
compens a las dos primeras cualidades, 
la tercera es siempre un detalle a 
tener en cuenta y que puede paliar el 
esfuerz o computacional que conlleva 
el uso de la transformación. Por últ~ 
mo y como procedimiento i ndirecto de 
inclusión de ceros, requiere un con~ 
cimiento previo del proceso ya que 
dichos cer os se incluyen de antemano. 
Tambien s e presenta un estudio gener~ 
lizado del uso de transformaciones en 
estimaci6n espectral centrándose en 
una en concreto y propuesta en el pr~ 
sente trabajo. Quedan las posibilid~ 
des de usar otras transformaciones 
cuando se trata de problemas concre-
tos, como es el caso de reconocimie~ 
to de voz, en los que los procedi-
mientos c lásicos no alcancen las pre~ 
taciones deseadas con ordenes via-
bles de cara a su i mplementac ión prá~ 
tica . 
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SUMMARY 
In this paper we introduce previous 
linear processing on the signal to 
estímate its power spectrum i mpro-
ving in this way the accuracy of the 
standard met hod . 
The performance of the method is sh 
shown i n the particular case of ra -
tional spectrum. It is apparent from 
the paper that this performance re-
presents a trade- off between the all 
pole and zero- pole approaches. 
Thi s pre- processing is very simple 
and achieves promising levels of i~ 
sensibility with resp~ct to the es-
timator arder, enhancing also reso-
lution as a by product. 
The method works particularly well 
detecting hidden periodicities in 
flow river mea s urements and EEG. 
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