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Pbestリセットを含むPSOとその動的最大電力点追従への応用





This paper presents a particle swarm optimizer algorithm for the maximum power point tracking
in time-variant photovoltaic systems. In order to avoid trapping into local optima, the algorithm
accelerates periodically velocity of particles. In order to follow the time-variant characteristics,
the optimizer uses a ﬂexible renewal method of the personal best. The algorithm uses only
one particle and sampled values of the particle position at several time steps are used as plural
particles in real environment. Performing basic numerical experiments, the algorithm eﬃciency
is investigated.













































Iph(t) = IscrSj(t)/100, j = 1 ∼ Nc
(1)
ただし, j は複数のセルを区別するための添え字である. 簡
単のため, j ∈ {1, 2, 3}とする. また, 式中の記号の意味は下
記の通りである.
vj : j 番目のセルの端子電圧 [V].
ij : j 番目のセルの端子電流 [A].
Sj : 日射強度 [mW/cm2].







= 1.6× 10−19[C]: 電気素量.
k
.
= 1.38× 10−23[J/◦K]: ボルツマン定数.
T = 301[◦K]: セルの温度.
A = 1.92: 理想ダイオード因子.
図 1(a)に示したように, 太陽光の特性は日射強度 Sj によっ
て変化する．3つのセルの電圧は次式で与えられる.
v1 = r1(i1, t)
v2 = r2(i2, t)






v = R(i, t) = r1(i, t) + r2(i, t) + r3(i, t) (3)
結合セルの電圧電力特性特性は次式で与えられる.
P = vi = F (v, t) (4)
これを評価関数とし、この評価関数を無次元化する. 合成セ
ルの端子電圧 v と出力電力 P のダイナミックレンジを
v ∈ [0, Vmax], P ∈ [0, Pmax] (5)
とする. また, 評価関数は時間間隔Δt毎に制限時間 tmax ま
で観測されるものとする.
t = nΔt, n ∈ {0, 1, 2, · · ·Na}, 0 ≤ t ≤ tmax ≡ NaΔt (6)




F (Vmaxx, nΔt), x ≡ x
Vmax
(7)
これを正規化評価関数とよぶ. n は観測時刻, x は合成セル
の端子電圧, f(x, n) は n 番目の観測時刻における合成セル
の出力電圧, を各々無次元化したものである. 簡単のため, 本
論文では以下の数値を用いる.
Pmax = 2[W], Vmax = 2[V], Δt = 0.5[s], Na = 600
以下では, (t, v, P ) の代わりに. 無次元化変数 (n, x, f)
を用い, 日照強度は次式で記述する.
Si(n) ≡ Si(nΔt)
図 1直列接続したセル. (a)各セルの電流電圧特性, (b)
電流電圧特性, (c) 電力電圧特性
3. 仮想粒子とRPSO
過去M 個の x のサンプル値をM 個の仮想粒子位置と
し, 仮想粒子群構成粒子位置の番号とサンプル時刻を対応M
個のサンプルごとに番号をつける. M = 5 の場合は以下の
ようになる.
図 2 仮想粒子のリング結合
1 ≤ n ≤ 5 6 ≤ n ≤ 1 · · · Na − 4 ≤ n ≤ Na
X1 = x(1) X1 = x(6) · · · X1 = x(Na − 4)
X2 = x(2) X2 = x(7) · · · X2 = x(Na − 3)
X3 = x(3) X3 = x(8) · · · X3 = x(Na − 2)
X4 = x(4) X4 = x(9) · · · X4 = x(Na − 1)
X5 = x(5) X5 = x(10) · · · X5 = x(Na)
ただし, Na はM の倍数とする. Xi を i番目の仮想粒子
位置とよぶ. 以下, 簡単のため, M = 5 として説明する. 5
つの Xi と仮想粒子速度 Yi で仮想粒子群を構成する.
Pi = (Xi, Yi), i = 1 ∼ 5 (8)
ここで, パーソナルベスト (Pbest), ローカルベスト (Lbest),
グローバルベスト (Gbest)を定義する.
i番目の粒子で, 現在までに最も評価の高い値を与えた位
置を Pbest位置とよび, XPi であらわす. Pbest位置におけ
る評価値が Pbestであり, Pbi = f(XPi , n)であらわす. た
だし, 時変評価関数の場合, nはその Pbestを与えた時刻と
する.
i番目の粒子の近傍の Pbest位置で最も評価の高い値を
与える位置を Lbest位置とよび, XLi であらわす. Lbest位
置における評価値が Lbestであり, Lbi であらわす.
全粒子中最も評価の高い粒子位置を Gbest 位置とよび,
XG であらわす．その値が Gbestであり, Gbであらわす.
Step 1 (初期化): 時刻 n ∈ {1, 2…,M} でのサンプルを用
いてM 個の粒子を初期化する．Pbestも初期化する.
X1 = x(1), · · · , XM = x(M)
XP1 = x(1), · · · , XPM = x(M)
Pb1 = f(X1, 1), · · · , P bM = f(XM ,M)
Y1 = 0, · · · , YM = 0
(9)
数値実験では x(1) ∼ x(M)は一様乱数を用いてランダムに
配置する.
n = M + 1 として Step 2へ
Step 2 (ローカルベスト更新): Pbi−1, Pbi, Pbi+1 の中で
最も評価の高いものを Lbi とする. その位置を XLi とする.
ただし, Pb−1 = PbM , PbM + 1 = Pb1 とする.
Step 3 (速度と位置の更新): 周期 Cth ごとに粒子の速度を
増加させることによって局所解から脱出させる.
Yi ← WYi + γ(XLi −Xi)
Yi ← KYi if n mod Cth = 0 (10)
ただし, K > 0は加速パラメータである．この速度を用いて,
位置を更新する.
Xi ← Xi + Yi (11)
Step 4 (Pbest更新): 評価関数の値が減少する場合に対応
するため, Pbest リセットを導入する．速度 Yi がしきい値
Yth 以下になった場合以下のように Pbestをリセットし,
XPi ← Xi, P bi ← f(Xi, n)
if |Yi| ≤ Yth
XPi ← Xi, P bi ← f(Xi, n)
if |Yi| > Yth and f(Xi.n) > Pbi
XPi ← XPi , P bi ← Pbi otherwise
(12)
Step 5: n ← n + 1, i = n mod M, と更新し,n = Na に至




Ta = 6, Yth = 0.3, K = 2,
M = 5, W = 0.8, γ = 1.6, Δt = 0.05
(13)
ただし, tmax = 30 としたので, Na = tmax/Δt = 600 で
ある. 初期配置を 100回変更して実験した.RPSO を図 3 の
MPP 増大と、図 5 のMPP減少問題に適用した結果を示す.
日照強度は次式に従って増加する.













S1min = 70, S2min = 32.5, S3min = 16.25
S1max = 100, S2max = 70, S3max = 50
また、日照強度は次式に従って減少する.
S1(n) = S1min − S1max − S1min
Tmax
nΔt
S2(n) = S2min − S2max − S2min
Tmax
nΔt




S1min = 60, S2min = 20, S3min = 5
S1max = 90, S2max = 57.5, S3max = 38.75
図 6 は MPP 下降時における粒子群の変化を示すスナップ
ショット, 図 4 と図 7 はMPP に対するGbest の追従特性で
ある. これを評価するために, 瞬時追従効率 (instantaneous
tracking eﬃciency, TE)と,平均追従効率 (ATE)を定義する:
TE(n) = f(Gb(n),n)









題に適用した結果を示す. 図 4と図 7は粒子群の変化を示す
スナップショット, 図 5と図 8はMPPに対する評価値の追従
特性, LPSOでは局所解から抜け出せず, 減少するMPPに追




しかし,RPSO のパラメータ (M , Δt, Ta, Yth) の値は,
動的評価関数によって適切に設定する必要がある. 設定の失
敗例として, 加速の周期 Ta が小さすぎると, 加速が頻繁すぎ
て追従困難となる場合がある. また,Pbestリセットのための
しきい値 Yth が大きすぎると, MPPの時間変化についてい
けない. サンプル間隔Δtは, 評価関数が静的な場合ははあま







た 100回の試行の平均である. 手法は, LPSO と RPSO の
他に, 3章で提案した SRPSOを用いた. ただし,日射量が増
加する場合は問題としてとても簡単であったため,性能の比
較は省略する.
日射量が減少する場合において, SRPSO は LPSO より
高性能であった. これは, SRPSO が過去の位置に依存した
Pbestのリセットをを行っていることが要因になっていると
考える. また, 提案手法である RPSO は, 前述の LPSO と
SRPSO より優れた追従性能を示している. これは, 速度に
依存した Pbest リセット (Step 4) と, 周期的な粒子の加速
(Step 3) が動的MPP の追従に効果的であると考える. しか
し,RPSOは SRPSOよりアルゴリズムが複雑になっている
ため,計算コストは SRPSOの低く抑えることができている.
表 1 ASE (average for 100 diﬀerent initial values)
LPSO SRPSO RPSO
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図 3 日照強度特性 (増加)
図 4 PRPSOの探索過程 (日射量：単調増加)
図 5 PRSOの追従特性 (日射増加)
図 6 日射強度特性 (減少)
図 7 PRSOの探索過程 (日射減少)
図 8 PRSOの追従特性 (日射減少)
