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1. Introduction. The Kawahara equation—or ﬁfth-order KdV-type equation—
is a model equation for plasma waves, capillary-gravity water waves, and other dis-
persive phenomena when the cubic KdV-type dispersion is weak. Such equations can
be written in the general form
2
∂u
∂t
+ α
∂3u
∂x3
+ β
∂5u
∂x5
=
∂
∂x
f(u, ux, uxx) ,(1.1)
for the scalar-valued function u(x, t), where α and β are real parameters with β = 0
and f(u, ux, uxx) is some smooth function. In many applications the phenomena
which lead to the model equation (1.1) have a Hamiltonian structure. Therefore
it is natural to require that f be a variational derivative, in which case (1.1) is a
Hamiltonian system
∂u
∂t
= J δH
δu
, with J = −1
2
∂
∂x
,(1.2)
and
H(u) =
∫
R
(
1
2βu
2
xx − 12αu2x + h(u, ux, uxx)
)
dx,(1.3)
where the variational derivative of the functional associated with h(u, ux, uxx) yields
f . Precise forms for f and h will be given in section 2.
The form of (1.1) which occurs most often in applications is with f(u, ux, uxx) =
a u2, where a is a nonzero constant. The ﬁrst appearance of this equation known to
the authors is in the Japanese literature: Kawahara [24] points out that Kakutani
and Ono suggested the inclusion of a ﬁfth-order term to KdV to model magneto-
acoustic waves in 1969, and Hasimoto ﬁrst showed in 1970 that a ﬁfth-order term was
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necessary to model capillary-gravity waves for Bond number near one third. Kawa-
hara [24] appears to have been the ﬁrst to write down the complete equation (1.1)
with f(u, ux, uxx) = −3u2 (see equation (1) in [24]), begin a systematic study, observe
that the solitary wave states could have oscillatory tails, and compute examples of
such waves numerically. A more general nonlinearity was derived for water waves by
Olver [28], using Hamiltonian perturbation theory, with further generalization given
by Craig and Groves [13]. Kichenassamy and Olver [25] suggested taking the most rea-
sonable general form for f—including nongradient forms—and then deducing under
what conditions explicit solitary wave solutions exist, and Levandosky [26] proposed
an interesting class of homogeneous nonlinearities. All of the above proposed nonlin-
earities can be characterized in the form (1.1), and when f is variational the system
has the Hamiltonian formulation (1.2).
The system (1.1) has many classes of solutions, but a class of great interest is
solitary wave states that are biasymptotic to a constant state at inﬁnity. Depending
on the form of the nonlinearity, the system can also have travelling fronts (a simple
example is given on page 452 of [15]) as well as solitary waves biasymptotic to invariant
manifolds more complex than the lines to be considered here (cf. section 2 and the
comments in section 8 of [7]). However, for deﬁniteness, we will restrict attention
here to classes of solitary waves which decay exponentially to a constant (in general
nonzero) at inﬁnity. Such solitary waves travelling at speed c (i.e., u(x, t) = uˆ(x−ct))
satisfy the fourth-order ordinary diﬀerential equation
βuˆxxxx + αuˆxx − 2cuˆ− f(uˆ, uˆx, uˆxx) = A ,(1.4)
where A is a constant of integration. When f is a gradient operator it is easily shown
that (1.4) is the Euler–Lagrange equation associated with a Lagrange functional, and
the Legendre transform of this functional results in a Hamiltonian formulation for
(1.4),
Ux = J ∇H(U) , U ∈ R4 ,(1.5)
where J is a standard unit symplectic operator on R4, and an expression for H(U)
is easily deduced but is not needed here. (A more general derivation of such ﬁnite-
dimensional Hamiltonian system will be a consequence of multisymplectic formulation
in section 2.)
Note that the Hamiltonian structure of this ODE with x considered as an evo-
lution direction is distinct and dramatically diﬀerent from the inﬁnite-dimensional
Hamiltonian structure associated with the time direction (1.2). The interplay be-
tween these two distinct structures will play an important role in what follows.
The Hamiltonian structure (1.5) of the reduced system (1.4) has been the basis
of many of the methods for ﬁnding solitary wave states. A review article on the
known classes of solitary wave states with an exhaustive list of references is given by
Champneys [11]. Also of interest in this paper are the class of solitary waves found
by Kichenassamy and Olver [25] and the recent results of Levandosky [26]. In [25],
a classiﬁcation of admissible expressions for f which lead to explicit sech2 solitary
wave states is given. In [26], an energy-momentum argument is used to prove the
existence of a class of solitary waves associated with a homogeneous nonlinearity, and
in Groves [19], the mountain-pass lemma is used to prove the existence of solitary
waves including multibump solitary waves for a class of homogeneous nonlinearities.
Given the existence of such a large range of solitary wave states for (1.4), a natural
question is to determine whether they are stable or unstable. The most successful
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approaches for studying the stability of KdV and generalized KdV (i.e., (1.1) with
β = 0) have been the energy-momentum method for establishing nonlinear stability
and instability (Benjamin [2], Bona [3]) and the connection between the derivative of
the momentum with respect to the wave speed and stability (Bona, Souganidis, and
Strauss [4], Pego and Weinstein [29]). These energy-momentum based methods have
been extended to apply to the stability of solitary waves for the ﬁfth-order KdV by
several authors.
The momentum for (1.1) can be expressed as
I(u) =
∫
R
u2 dx ,
and therefore solitary wave states can be characterized as solutions of δH = cδI, i.e.,
as critical points of the Hamiltonian restricted to level sets of the momentum with c as
a Lagrange multiplier. The nondegeneracy condition for this constrained variational
principle is
d
dc
I(uˆ) = 0 ,
where uˆ(x, c) is the family of solitary waves parametrized by c. Rigorous Lyapunov
stability can be obtained by proving that uˆ is indeed a minimizer for this varia-
tional principle. This approach has been very successful for KdV-type equations
but is very diﬃcult to generalize to higher-order equations and systems of evolution-
ary PDEs. However, for some range of parameters and forms for f , Lyapunov-type
energy-momentum arguments have been successfully applied to (1.1). The ﬁrst re-
sults of this type are given by Ill’ichev and Semenov [21] for the waves of depression
when α < 0 which travel at speed −c. Karpman [23] shows that when α = +1,
β < 0, and f = −up+1p+1 the energy-momentum argument and the sign of dIdc precisely
determine stability and instability. However, this theory relies on a hypothesis that a
certain linear operator has exactly one negative eigenvalue which is diﬃcult to verify
in general. Karpman’s theory is applied by Dey, Khare, and Kumar [15] to a class of
exact solutions, but it appears that this class of solutions is explicit only for isolated
values of c (see further comments on this at the end of section 3).
Using the energy-momentum method and a compensated compactness argument,
Levandosky [26] proves the existence of solitary waves for a homogeneous nonlinearity
and obtains rigorous stability and instability results using an energy-momentum argu-
ment and the sign of dIdc for a restricted range of parameter space. Recently, Dias and
Kuznetsov [16] have obtained rigorous lower bounds on the Hamiltonian function for
(1.1) when f = −u2 for the solitary waves with oscillatory tails known to exist near
the minimum of the dispersion curve, suggesting that at least one of these families of
waves is stable.
For general PDEs (not necessarily Hamiltonian), the most successful approach for
the analysis of the linear stability problem is based on the Evans function. The Evans
function is a complex analytic function of the spectral parameter, and under suitable
hypotheses the zeros of the Evans function correspond to eigenvalues (cf. Evans [17],
Alexander, Gardner, and Jones [1]). In Bridges and Derks [7], [9], [10] the concept
of the symplectic Evans function and the symplectic Evans matrix were introduced
for Hamiltonian evolution equations. This theory, which will be used as a basis for
analyzing the linear stability problem for (1.1), will be summarized in sections 2–3.
Essentially, the Hamiltonian PDE is reformulated as a Hamiltonian system on a multi-
symplectic structure, where a distinct symplectic structure is assigned for the time
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and space directions (cf. Bridges [5], [6]). This decomposition allows for a geometric
analysis of each step of the existence and linear stability analysis and can be used to
deduce an explicit geometric condition for linear instability.
The purpose of this paper is fourfold: ﬁrst, in section 2, we show that the natural
geometric structure of (1.1) is not as a Hamiltonian system as in (1.2) but as a
Hamiltonian system on a multisymplectic structure. The problem with (1.2) is that it
does not encode any information about the spatial Hamiltonian structure (1.5) that
arises when looking for solitary waves and in the linearization about a solitary wave.
This geometry should be useful in other analyses of (1.1). Second, in section 3, we
show that—with α, β, and f ﬁxed—all existing solitary wave solutions come in three-
parameter families, and these families are a natural consequence of the geometric
structure. One of the parameters is c, the wave speed, and the other two are related
to a space-time drift along an aﬃne group orbit, and when nonzero, they lead to a
nontrivial constant state at inﬁnity, and they encode information about the linear
stability problem (cf. section 5). We have not found any nontrivial eﬀect on stability
of the additional parameters, but we consider only a few examples here. (Examples
where nontriviality of the state at inﬁnity aﬀects stability can be found in [7], [9].)
These additional parameters are an intrinsic part of the geometry of the PDE. Third,
in sections 4–6, we formulate the symplectic Evans matrix for this system. This
matrix is of interest because zeros of the determinant of the symplectic Evans matrix
in the right-half complex plane correspond to unstable eigenvalues. Fourth, in section
8, we present a rigorous geometric condition for instability for a class of solitary wave
states of (1.1) based on the theory in [9], and then, in sections 9–10, this geometric
instability criterion is applied to two examples of families of solitary wave states in
the literature.
2. Multisymplectic structure of the Kawahara equation. The starting
point for the analysis is the Kawahara equation and its generalizations (1.1), where f
is any function which can be written as the variational derivative of a functional
1
2
∫
R
[h(u, ux, uxx)] dx.
A straightforward calculation shows that this implies that h has to be of the form
h(q, r, s) = F (q, r) + sE(q, r)
and therefore
f(q, r, s) = Fq(q, r)−rFqr(q, r)−sFrr(q, r)+2sEq(q, r)+srErq(q, r)+r2Eqq(q, r) .
(2.1)
This expression for f includes all the nonlinearities in variational form for (1.1)
encountered in the literature including [12], [23], [24], [25], [26], and [28].
Levandosky [26] considers (1.1) with the restriction that E = 0 and F (q, r) is
three-times continuously diﬀerentiable and homogeneous of degree p + 1 for some
p > 1; that is,
F (λq, λr) = λp+1F (q, r)
for all λ ≥ 0 and (q, r) ∈ R2.
Kichenasammy and Olver [25] consider the existence of solitary waves for a gen-
eralized Kawahara equation, where they assume the existence of a smooth function
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g(u) and constants A, B such that
f(q, r, s) = Ar2 +Bsq + g′(q) .
They show that a necessary and suﬃcient condition for the existence of sech2-type
solitary wave solutions is that g′(q) be a cubic polynomial. On the other hand, this
function f has a variational structure if and only if 2A = B, and in this case, the
function f can be derived from h(q, r, s) by taking E = 0 and F (q, r) = −Aqr2+g(q).
To reformulate (1.1) with the variational condition (2.1) on f , as a Hamiltonian
system on a multisymplectic structure, we introduce the potential function q1(x, t),
deﬁned by u = ∂q1∂x . Then with
q2 = u =
∂q1
∂x , p1 =
∂q1
∂t − ∂p2∂x − ∂∂q2F − 1βE ∂∂q2E −
p3
β
∂
∂q2
E ,
q3 = ux =
∂q2
∂x , p2 = −αq3 − ∂p3∂x − ∂∂q3F − 1βE ∂∂q3E −
p3
β
∂
∂q3
E ,
p3 = β
∂q3
∂x − E ,
(2.2)
(1.1) reduces to
∂q2
∂t
+
∂p1
∂x
= 0 .(2.3)
Combining (2.2) and (2.3), the PDE (1.1) can be written in the form
MZt +KZx = ∇S(Z) , Z ∈ R6 ,(2.4)
where
Z =

q1
q2
q3
p1
p2
p3
 , M =

0 −1 0 0 0 0
1 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
 , K =

0 0 0 −1 0 0
0 0 0 0 −1 0
0 0 0 0 0 −1
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
 ,
(2.5)
and
S(Z) = 12αq
2
3 +
1
2β
p23+ p1q2+ p2q3+F (q2, q3)+
1
2β
(2p3+E(q2, q3))E(q2, q3).(2.6)
The skew-symmetric operators M and K deﬁne the two-forms
ω = dq2 ∧ dq1,
κ = dp1 ∧ dq1 + dp2 ∧ dq2 + dp3 ∧ dq3,
(2.7)
with
ω(ξ1, ξ2) = 〈Mξ1, ξ2〉 and κ(ξ1, ξ2) = 〈Kξ1, ξ2〉 ,(2.8)
where 〈·, ·〉 is a standard inner product on R6. The induced norm is denoted by ‖ · ‖.
The symplectic form κ is a canonical symplectic structure on R6 associated with the
x-direction, and ω is a rank 2 symplectic structure associated with the t-direction.
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There are two symmetries of (2.4) which will be of interest in what follows: the
spatial translation invariance (in x) of the system (i.e., the fact that ω, κ, and S(Z)
do not depend explicitly on x), and the aﬃne symmetry associated with the fact that
q1 is a potential function.
Let G be the one-parameter aﬃne group associated with this potential symmetry
with action
GθZ = Z + θ V for all θ ∈ R, where V =

1
0
...
0
 .(2.9)
Then the system (2.4) is G-equivariant; that is, S(Z) and the two-forms ω and κ are
G-invariant.
A solitary wave state of (2.4) will be composed of two parts. The ﬁrst part is the
shape of the solitary wave which connects the asymptotic states at plus and minus
inﬁnity, which will be characterized as a heteroclinic orbit in the phase space R6. The
second part is the state at inﬁnity which will be characterized as an invariant manifold
of relative equilibria associated with the group G.
To deﬁne the invariant manifold at inﬁnity we use the theory in section 2 of [9].
First note that, with P (Z) = q2 and Q(Z) = p1, the functions P (Z) and Q(Z) satisfy
MV = ∇P (Z) and KV = ∇Q(Z);(2.10)
that is, P (Z), respectively, Q(Z), are the functions which generate the ω-, respectively,
κ-, symplectic ﬂow of the group G. The state at inﬁnity is taken to be of the form
Z(x, t) = Gθ(x,t)Z0(a, b) with θ(x, t) = at+ bx+ θ0.(2.11)
The point Z0 ∈ R6 and the parameters a and b are deﬁned by the constrained varia-
tional problem: ﬁnd critical points of S(Z) restricted to level sets of the functions P
and Q, or
∇S(Z0) = a∇P (Z0) + b∇Q(Z0) , with P (Z0) = P, Q(Z0) = Q.(2.12)
This equation is easily solved to ﬁnd
Z0 =

q01
b
0
a− Fq(b, 0)
−Fr(b, 0)
−E(b, 0)
 with
P (Z0) = q
0
2 = b = P,
Q(Z0) = p
0
1 = a− Fq(b, 0) = Q,
(2.13)
and q01 is arbitrary (due to the group action). This state is nondegenerate as a solution
of the constrained variational problem since ∂(P,Q)∂(a,b) = −1 = 0.
Let Z0 ∈ R6 be any nondegenerate solution of (2.12) with q01 = 0. Then the
invariant manifold at inﬁnity is deﬁned to be the following line in R6 through Z0:
M∞ = {Z0 + θV : θ ∈ R }.(2.14)
The solitary wave state will be taken to be biasymptotic to this manifold and of the
form
Z(x, t) = Gθ(x,t)[Z−0 + Tτ(t)Ẑ(x, a, b, c)],(2.15)
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where Gθ(x,t) is as deﬁned in (2.11); Z−0 is any nondegenerate solution of (2.12) with
q01 = 0 (the “−” superscript indicates that this is the asymptotic point on M∞ as
x→ −∞);
Tτ Ẑ(x, a, b, c) def= Ẑ(x− τ, a, b, c),
and τ(t) = ct+ τo. The function Ẑ(x, a, b, c), which is the shape of the solitary wave,
is a heteroclinic orbit of the Hamiltonian system on R6,
JcẐx = ∇W (Ẑ) , Ẑ ∈ R6(2.16)
with
Jc = K− cM , W (Ẑ) = S(Z−0 + Ẑ)− aP (Z−0 + Ẑ)− bQ(Z−0 + Ẑ).
The symplectic operator Jc is nondegenerate and deﬁnes the symplectic structure
(R6,Ω), where Ω = κ− cω.
This Hamiltonian system is the analogue of the Hamiltonian ODE presented in
(1.5). There are, however, two important diﬀerences: the symplectic structure Ω
is deﬁned explicitly in terms of a combination of the spatial (κ) and temporal (ω)
structures, and c appears here explicitly as a multiplier of the temporal symplectic
structure ω. In other words, even though (1.5) is Hamiltonian there is no connection
with the spatial or temporal symplectic structure of the full system (1.1), while (2.16)
still contains these connections.
The heteroclinic orbit Ẑ(x, a, b, c) satisﬁes the asymptotic conditions
lim
x→−∞ ‖Ẑ(x, a, b, c)‖ = 0 and limx→∞ ‖Ẑ(x, a, b, c)− Z
+
0 + Z
−
0 ‖ = 0 ,
where Z+0 = GγZ−0 for some γ ∈ G. In other words, as x → +∞ the function
Ẑ(x, a, b, c) is asymptotic to a point on M∞ other than Z−0 , but this point is related
to Z−0 by an element γ in the group G. In the present case, the diﬀerence in Z
+
0 and
Z−0 corresponds to a jump in the value of the potential q1.
3. A three-parameter family of solitary waves. For the linearized stability
theory, we will assume the existence of open sets A, B, and C in R such that for
each (a, b, c) ∈ A×B×C there exists a bounded travelling wave shape Z˜(x; a, b, c) =
Z−0 (a, b, c) + Ẑ(x; a, b, c), which satisﬁes
JcZ˜x = ∇S(Z˜)− a∇P (Z˜)− b∇Q(Z˜).(3.1)
Furthermore, we assume that the derivative of the shape of the solitary wave, Z˜x,
is exponentially decaying with asymptotic estimate
lim
x→±∞ e
±δxZ˜x = Ψ± and lim
x→±∞ ∂x[e
±δxZ˜x] = 0(3.2)
for some Ψ± ∈ R6 and δ > 0. This assumption is in general easy to verify for
solitary waves which are explicitly known. Indeed the above two hypotheses are very
unrestrictive and cover a wide range of known solitary waves.
The bounded travelling wave shapes Z˜ will be asymptotic to the points Z+0 and
Z−0 for x→∞, respectively, x→ −∞. The phase shift between the point on M∞ at
plus and minus inﬁnity are related by using the group action of G: explicitly we ﬁnd
Z+0 = GγZ−0 , where γ =
∫ ∞
−∞
(u(x)− b) dx,
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and u(x) = q˜2(x) is the second component of the solitary wave solution. By the
hypotheses, this integral exists and is nonzero in general. It is a generalization of the
“mass” of the solitary wave (cf. Longuet-Higgins [27]).
The momentum of the shape of the solitary wave is deﬁned by
I(Z˜) =
1
2
∫ +∞
−∞
ω(Z˜, Z˜x) dx ,(3.3)
where the dependence on a and b has been suppressed. By taking
H(Z˜) =
∫ +∞
−∞
( 12κ(Z˜, Z˜x) +W (Z˜)) dx ,
it is straightforward to verify that the energy-momentum characterization of solitary
waves is encoded in (2.16) and (3.1) (cf. [7], [9]), but this characterization will not be
needed explicitly in what follows.
With the above hypotheses, it is shown in [9] that the derivative of I with respect
to c exists and takes the form
d
dc
I(Z˜) =
∫ +∞
−∞
ω(Z˜c, Z˜x) dx+
1
2
ω(Z+0 , ∂cZ
+
0 ) .(3.4)
An essential point to note in the interpretation of this expression is that the derivative
with respect to c is taken with all other parameters ﬁxed. While this may appear to
be obvious, it is easy to be misled into thinking that a family of solutions depends on
c when in fact it exists only for a single value of c. Examples of this are the explicit
solutions found in [12], [14], [15], and [20] which for ﬁxed values of the parameters
in the equation exist for a single value of c and therefore dIdc cannot be explicitly
computed. On the other hand, when a solitary wave state is known at an isolated
value of c, it is not diﬃcult to prove that it persists for a range of c values by a
multisymplectic Melnikov argument. In other words, families in c generically exist,
even when an explicit solution exists for a single value of c only. An example of the
numerical continuation of such an isolated explicit solution can be found in [12].
4. The linearization about a family of solitary waves. To study the sta-
bility of a solitary wave Gθ(x,t)[Z−0 + Tτ(t)Ẑ(x; a, b, c)] (see (2.15)), write Z(x, t) =
Gθ(x)[Z−0 + Tτ(t)[Ẑ(x; a, b, c) + Û(x, t)]]. Then the linearization of (2.4) about the
family of solitary waves takes the form
MÛt + JcÛx = B(x; a, b, c)Û ,(4.1)
where
B(x; ·) = D2W (Ẑ(x; ·))
= D2S(Z−0 + Ẑ(x; ·))− aD2P (Z−0 + Ẑ(x; ·))− bD2Q(Z−0 + Ẑ(x; ·))
(cf. section 3 of [9]). With the spectral ansatz Û(x, t) = eλtU(x, λ), the system (4.1)
reduces to
Ux = A(x, λ)U, U ∈ C6,(4.2)
with
A(x, λ) = J−1c [B(x; ·)− λM].
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The dependence on the parameters (a, b, c) in the argument ofA is suppressed, as they
are considered ﬁxed in the stability analysis. The matrix A(x, λ) has the following
asymptotic limits:
lim
x→±∞A
∞(λ) = J−1c [B
∞ − λM] ,
where
B∞ = lim
x→±∞B(x; ·) = D
2S(Z0)− aD2P (Z0)− bD2Q(Z0) ,
with Z0 either Z
−
0 or Z
+
0 . It is a consequence of the results in [9] that although
Z−0 = Z+0 , the linearization B∞ will be the same at ±∞. Explicitly, B∞ is
B∞ =

0 0 0 0 0 0
0 Fqq(b, 0) +
Eq(b,0)
2
β Fqr(b, 0) +
Eq(b,0)Er(b,0)
β 1 0
Eq(b,0)
β
0 Fqr(b, 0) +
Eq(b,0)Er(b,0)
β α+ Frr(b, 0) +
Er(b,0)
2
β 0 1
Er(b,0)
β
0 1 0 0 0 0
0 0 1 0 0 0
0
Eq(b,0)
β
Er(b,0)
β 0 0
1
β
 .
The spectrum of A∞(λ) is deﬁned by
σ (A∞(λ)) = {µ ∈ C : ∆(µ, λ) = 0 } ,
where
∆(µ, λ) = det[B∞ − µJc − λM] , λ ∈ Λ .
The set Λ ∈ C is some subset of the right-half complex λ-plane, which will be identiﬁed
later. A straightforward calculation shows that
∆(µ, λ) = µ6 +
C1
β
µ4 − C2 + 2c
β
µ2 + 2
λ
β
µ ,(4.3)
where C1 = Frr(b, 0)− 2Eq(b, 0) + α and C2 = Fqq(b, 0).
This expression shows that µ = 0 is an eigenvalue for the linearized system for
any value of λ. The solution of the linearized equation related to this eigenvalue is
independent of x and is given explicitly by
U = (1, 0, 0, λ, 0, 0) .(4.4)
This zero eigenvalue and its eigenvector are reminiscent of a similar phenomenon that
appears with KdV; see section 6 of [7]. It arises due to the introduction of a potential
for u(x, t).
We can also determine the eigenvectors associated with each of the other ﬁve
µ-eigenvalues; they are
Uev(µ, λ) = (1 , µ , µ
2 , −λ+ µc , −µF1 , −µF2) , µ = 0 ,(4.5)
where
F1 = Fqr(b, 0) + µ(C1 + Eq(b, 0)) + βµ
3 and F2 = Eq(b, 0) + µEr(b, 0)− βµ2 .
If µ ∈ iR\{0}, then λ ∈ iR. Therefore, if Re(λ) > 0, the only solution in
σ(A∞(λ)) ∩ iR is the trivial state (4.4).
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-2c β C1 /β
C2β
0
Fig. 4.1. Sketch of the position of the eigenvalues µ at λ = 0 as a function of C1/β and C2β.
The parabolic curve represents the relation C21 = −4β(C2 + 2c).
4.1. The linearized equation with λ = 0. First consider the spectrum of
A∞(0) which is associated with the existing solitary wave
∆(µ, 0) = µ2
(
µ4 +
C1
β
µ2 − C2 + 2c
β
)
.
We can immediately see that at λ = 0, the µ-spectrum is given by{
0, 0,
√
−C1
2β
± 1
2β
√
C21 + 4β(C2 + 2c),−
√
−C1
2β
± 1
2β
√
C21 + 4β(C2 + 2c)
}
.(4.6)
A sketch of the position of the eigenvalues µ as function of C1/β and C2β is given in
Figure 4.1. In order to satisfy the exponential decay condition (3.2) on the solitary
wave, it is necessary for the spectrum ∆(µ, 0) to have at least one pair of strictly
hyperbolic eigenvalues. The region with C1/β < 0 and C2β < −2cβ with four
real hyperbolic eigenvalues is the region studied by Karpman [23] using the energy-
momentum method to prove stability and instability (for the case in (1.1) when f is
a polynomial in u). The region with C1/β > 0 in the neighborhood of the parabola
C21 + 4β(C2 + 2c) = 0 is the region studied by Dias and Kuznetsov [16], and in
this region they show that the energy-momentum method leads to the existence of a
minimum (for the case in (1.1) when f is a quadratic function of u).
Here we will consider the case where the spectrum of A∞(0) has exactly one
pair of hyperbolic real eigenvalues and one pair of purely imaginary eigenvalues. In
Figure 4.1, this corresponds to the region
C2β > −2cβ ,(4.7)
and we will concentrate on this part of parameter space. Note that the zero eigen-
value of A∞(0) has algebraic multiplicity two and geometric multiplicity one and the
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C2β
-2c β C1 /β
0
Fig. 4.2. Position of the eigenvalues for λ small and β > 0.
eigenvector, (1, 0, 0, 0, 0, 0), is in fact the generator of the group action of G, deﬁned
in section 2.
By diﬀerentiating (3.1) with respect to x, we see that Z˜x is a solution of the
linearized equation (4.2) with λ = 0. By assumption the derivative of the solitary
wave shape Z˜x is exponentially decaying, hence both real eigenvalues can be related to
the exponential decay rate of the derivative of the solitary wave shape. The negative
real eigenvalue is equal to −δ and the positive real eigenvalue is equal to δ (see (3.2)),
with Ψ± the eigenvectors of the systems at ±∞.
4.2. The linearized equation with (λ) > 0 and λ small. Next we consider
the linearized equation (4.2) with (λ) > 0 and λ small. When λ is small, the
eigenvalues which were on the imaginary axis when λ = 0 have expansions for λ small
given by
µ = 0;
µ =
2
C2 + 2c
λ+O(λ2);
µ = ± i
2
√
2
√
C3 − 1
2β
C3(C3 − C1
β
)λ+O(λ2),
where C3 =
C1
β +
√
C21
β2 +
4(C2+2c)
β . Since β(C2 + 2c) > 0, the term − 12βC3(C3 − C1β )
has sign opposite to that of 2C2+2c . Hence, if β > 0, the nonzero eigenvalues on the
imaginary axis are perturbed to the left and one of the zero eigenvalues is perturbed
to the right when λ = 0. The position of the eigenvalues is sketched in Figure 4.2
with β > 0. If β < 0, the movement of the eigenvalues will be in the opposite
direction. Hence we have a 4-2 split in the eigenvalues. This means that for (λ) > 0,
if β < 0, there are two eigenvalues with negative real part and four eigenvalues with
nonnegative real part. And if β > 0, there are two eigenvalues with positive real part
and four eigenvalues with nonpositive real part.
A straightforward calculation shows that double eigenvalues, i.e., values of λ where
∆(µ, λ) =
∂
∂µ
∆(µ, λ) = 0,
occur at isolated real values of λ, explicitly, when
λ0 = ± β
50
√
1
10β
(C4β − 3C1)
((
C4 − C1
2β
)2
− 25C
2
1
4β2
)
,
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0
Im(λ)
Re(λ)
λ
Λ
Fig. 4.3. The set Λb in the right-half complex plane in which the eigenvalues are analytic and
its extension is Λ.
where C4 =
√
9C21
β2 +
20(C2+2c)
β . A consequence of the condition (4.7) is that λ0 is al-
ways real. The double eigenvalues associated with λ = λ0 are µd = ±
√
1
10β (C4β − 3C1).
If we deﬁne
Λb = {λ ∈ C | (λ) > 0, |(λ)| < (λ)}\{|λ0|+ iy | y ≤ 0},
then the eigenvalues are simple when λ ∈ Λb. The region Λb is shown in Figure 4.3.
The set Λ will be deﬁned as the extension of the set Λb obtained by removing the
branch point and the branch cut.
5. Intermezzo: Temporal drift along the group G. In section 2, the state
at inﬁnity associated with the basic solitary wave is x and t dependent and of the
form
Z(x, t) = Gθ(x,t)Z0(a, b) = Z0(a, b) + θ(x, t)V .(5.1)
Since only the ﬁrst component of V is nonzero, the only component of Z(x, t) in this
expression which will depend on x and t is the ﬁrst component. In the multisymplectic
coordinates, the ﬁrst coordinate is q1(x, t), where
u(x, t) = q2(x, t) =
∂
∂x
q1(x, t) ,(5.2)
and so
q1(x, t) = q
o
1(a, b) + θ(x, t) = at+ bx+ θ0 .
Since q1(x, t) is a potential, the t-dependence of q1(x, t) will have no dynamic signif-
icance for u(x, t) which is the primary function associated with (1.1). It is tempting
to conclude that the temporal part of the ﬂow on G—represented by the parame-
ter a—is irrelevant. Surprisingly, it is not. By embedding the solitary wave in the
three-parameter family (a, b, c), rather than the two-parameter family (b, c) (or even
1368 THOMAS J. BRIDGES AND GIANNE DERKS
the one-parameter (c) family), geometric information about the linear stability is ob-
tained, even if we set a = 0 at the end of the analysis. Here we will indicate two
examples of how a encodes geometric information.
The basepoint, Z0(a, b), of the two-parameter family of states at inﬁnity satisﬁes
a constrained variational principle (cf. (2.12) and (2.13)) with the nondegeneracy
condition
det
( ∂P
∂a
∂P
∂b
∂Q
∂a
∂Q
∂b
)
= 0,(5.3)
and for the Kawahara family at inﬁnity it was found that( ∂P
∂a
∂P
∂b
∂Q
∂a
∂Q
∂b
)
=
(
0 1
1 −Fqq(b, 0)
)
,(5.4)
and hence the nondegeneracy condition is satisﬁed for any a and b. This information
was not used explicitly in the later analysis, but it does appear implicitly in the
following way.
In section 4, the spectral problem associated with the linearization about the
solitary wave in the limit as x→ ±∞ was associated with the function
∆(µ, λ) = det[B∞ − µJc − λM] , λ ∈ Λ .(5.5)
In [9] the following remarkable result is proved for any relative equilibrium at inﬁnity
of the abstract form (5.1) (see Lemma 7 in [9]):
∆(µ, λ) = C
[
∂Q
∂b
µ2 +
(
∂Q
∂a
+
∂P
∂b
)
µ(λ− cµ) + ∂P
∂a
(λ− cµ)2
]
+ o((|λ|+ |µ|)2),
(5.6)
where C represent a nonzero constant. In other words, the perturbation of the µ-roots
for |λ| small is dictated by the parameter structure encoded in the state at inﬁnity.
Substituting the Kawahara expressions into this expansion results in
∆(µ, λ) = C
[−C2µ2 + 2µ(λ− cµ)]+ o((|λ|+ |µ|)2),(5.7)
using C2 = Fqq(b, 0). It is evident from this expression that for |λ| small the two roots
are µ = 0 and
µ =
2
2c+ C2
λ .
For 2c + C2 > 0 this result recovers precisely the perturbation result in Figure 4.2.
Moreover, it gives a precise geometric description of how the zero µ-roots are perturbed
when λ is perturbed away from zero for the other regions in Figure 4.1, and this
information is an essential part of the construction of the Evans matrix.
A second example where the parameter a has implications is when deducing a
geometric instability criterion. Using the symplectic Evans matrix, we will prove a
geometric instability condition for solitary waves, based on the theory in [9], where
the proof uses in an essential way the parameter structure of the state at inﬁnity, even
when only the case a = b = 0 is of interest.
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6. The symplectic Evans matrix. The system (4.2) with the spectrum of
A∞(λ) as shown in Figure 4.2 is in the appropriate form for construction of the Evans
function. The Evans function is constructed as follows (cf. Alexander, Gardner, and
Jones [1]).
For ﬁxed (a, b, c) ∈ A × B × C let U−(x, λ) ∈ ∧2(C6), and let U+(x, λ) ∈∧4
(C6). Let α−(λ) be the sum of the eigenvalues of A∞(λ) with positive real part,
and let α+(λ) = τ∞(λ) − α−(λ), where τ(x, λ) = Trace(A(x, λ)) and τ∞(λ) =
lim|x|→∞ τ(x, λ). Then U−(x, λ),U+(x, λ) are chosen to satisfy induced equations
on
∧2
(C6) and
∧4
(C6), respectively, and
lim
x→±∞ e
−α±(λ)xU±(x, λ) = ζ±(λ) ,
where ζ−(λ) and ζ+(λ) are eigenvectors of
∧2
(A∞(λ)) and
∧4
(A∞(λ)), respectively,
corresponding to the eigenvalues α−(λ) and α+(λ). The Evans function then takes
the form
D(λ) = e
−
∫ x
0
τ(s,λ) ds
U+(x, λ) ∧U−(x, λ) for all λ ∈ Λ .(6.1)
It is independent of x and analytic for all λ ∈ Λ [1]. Indeed it is analytic on a larger
subset of C, but this extension will not be needed here.
One of the shortcomings of the form (6.1) is that it does not encode in any obvious
way the multisymplectic structure of the system (4.2). However, by using individual
solutions of (4.2), the symplectic structure can be made explicit.
For ﬁxed (a, b, c) ∈ A×B × C let U−i (x, λ) for i = 1, 2 be independent solutions
of (4.2) which decay exponentially as x→ −∞, and let W+i (x, λ) for i = 1, 2 be such
that JcW
+
i are independent solutions of the adjoint of (4.2) which decay exponentially
as x→ +∞. For λ ∈ Λb, where Λb is the subset of Λ where individual vector-valued
solutions are analytic, the symplectic Evans matrix is deﬁned in [9] by
Eb(λ) =
(
Ω(W+1 (x, λ), U
−
1 (x, λ)) Ω(W
+
1 (x, λ), U
−
2 (x, λ))
Ω(W+2 (x, λ), U
−
1 (x, λ)) Ω(W
+
2 (x, λ), U
−
2 (x, λ))
)
,(6.2)
where Ω(·, ·) is the symplectic form associated with the Hamiltonian system (2.16).
The symplectic Evans function is then the determinant of this matrix. If there exists a
λ ∈ Λb with Db(λ) = det(Eb(λ)) = 0, then the basic solitary wave is linearly unstable.
On the set Λb, Db(λ) and D(λ) have the same zeros [9].
There is yet another form of the Evans function which uses individual vectors as
in (6.2) but is analytic on the larger set Λ. This extension of the symplectic Evans
matrix is introduced in Bridges and Derks [10]. It has the same form as (6.2) and the
individual vectors in it span the same space as the vectors in (6.2) but they extend
to analytic functions on the larger set Λ. Denote this Evans matrix by E(λ). In [10]
it is proved that this matrix is analytic on Λ and det(E(λ)) is equal to D(λ) on Λ.
Moreover, the sign of the ﬁrst nonzero derivative of det(Eb(λ)) is equal to the sign of
the ﬁrst nonzero derivative of det(E(λ)) at the origin.
In summary, the three forms of the Evans function can be used together to analyze
the stability problem. The strategy here will be to show that D(λ) = det(E(λ))→ 1
for λ → +∞ along the real axis. The geometry encoded in (4.2) will then be used
to obtain explicit expressions for the derivatives of Db(λ) = det(Eb(λ)) at the origin
following [9]. Then the equivalence between Db(λ) and D(λ) in Λb established in [10]
is then used to prove a geometric instability condition.
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In section 8, we will show that, for the region in parameter space associated with
C2β > −2cβ, an explicit geometric condition for the existence of at least one unstable
eigenvalue can be deduced.
7. Large λ behavior of the Evans function. In this section, we will prove
that D(λ) → 1 as λ → +∞ along the real axis, for the Evans function associated
with the Kawahara equation, linearized about a solitary wave. This will be proved
by applying the Pego–Weinstein lemma in the appendix to the primary form of the
Evans function (6.1) on wedge spaces.
The linear system has n = 6 and k = 2, hence the wedge space
∧2
(C6) has
dimension d =
(
6
2
)
= 15. Use the standard basis for C6 (e1 = (1, 0, 0, 0, 0, 0)
T , etc.)
and the standard lexically ordered induced basis, ω1 = e1 ∧ e2, . . . , ω15 = e5 ∧ e6.
Let κ = λ−1/5. For λ large, the eigenvalues of the matrix A∞(λ) are
0, Bκ−1 +O(κ), 1
4
(
−1±
√
5 + i
√
2
√
5±
√
5
)
Bκ−1 +O(κ) ,
where B = 5
√
2
−β , and
1
4
(
−1±
√
5− i
√
2
√
5±
√
5
)
Bκ−1 +O(κ) .
Note that none of the eigenvalues is of order λ. This property corresponds to the
fact that asymptotically J−1c M is the main matrix in A
∞(λ). And J−1c M has only
one eigenvalue—0—and it has algebraic multiplicity 6 and geometric multiplicity 4.
The eigenvalues of the induced matrix A
(2)
∞ (λ) in
∧(2)
(C6) are pairwise sums of
eigenvalues of A∞(λ). Explicit expressions will not be given, but Figure 7.1 shows
qualitatively the position of these eigenvalues relative to the eigenvalues of A∞(λ) in
the complex µ plane.
–1.5
–1
–0.5
0.5
1
1.5
–2 –1 1 2
Fig. 7.1. For B = 1 and λ ﬁxed (and large), the eigenvalues of the induced matrix A
(2)
∞ (λ) are
denoted with a diamond and the eigenvalues of the matrix A∞(λ) with a cross (the zero eigenvalue
of A∞(λ) is obscured by the axes).
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It is straightforward to verify that A
(2)
∞ (λ) is diagonalizable for λ ∈ Λ, using the
explicit expressions for the eigenvectors. The eigenvector of A∞(λ) for the eigen-
value 0 is (κ5, 0, 0, 1, 0, 0)T and the eigenvectors for a nonzero eigenvalue µ are(
1, µ, µ2, µc− λ,−µF1,−βµF2
)T
,
where F1 and F2 are deﬁned in (4.5). The eigenvectors of the induced matrix are
wedge products of pairs of those eigenvectors, so, using the above expressions, the
matrix V(λ) in the Pego–Weinstein lemma of all eigenvectors can be formed.
The columns of V(λ), the eigenvectors of the induced matrix, have the following
form: 
(ν0 − µ0)κ8
(ν20 − µ20)κ7
c(ν0 − µ0)κ8
−β(ν40 − µ40)κ5
−β(µ30 − ν30)κ6
µ0ν0(ν0 − µ0)κ6
(ν0 − µ0)κ3
−βµ0ν0(ν30 − µ30)κ4
−βµ0ν0(µ20 − ν20)κ5
(ν20 − µ20)κ2
−βµ20ν20(ν20 − µ20)κ3
−βµ20ν20(µ0 − ν0)κ4
−β(µ40 − ν40)
−β(ν30 − µ30)κ
−β2µ30ν30(ν0 − µ0)κ2

+ h.o.t. or

−µ0κ8
−µ20κ7
+2µ0κ
4
µ40βκ
5
−µ30βκ6
0
µ0κ
3
0
0
µ20κ
2
0
0
µ40β
−µ30βκ
0

+ h.o.t.,
where µ0 and ν0 are two diﬀerent nonvanishing solutions of the ﬁrst-order approxi-
mation of the eigenvalue µ. Also, h.o.t. denotes the next order in each entry, except
for the zero entries, which are identically zero.
Using this expression, we can now verify the three integral conditions in the
Pego–Weinstein lemma. A straightforward but lengthy calculation gives
‖V(λ)−1[A(2)(x, λ)−A(2)∞ (λ)]V(λ)‖ = O(e−δ|x|), uniform in λ
for λ and |x| large, where δ represents the exponential decay rate of the basic solitary
wave. Hence, the ﬁrst two integral conditions are satisﬁed.
For the third condition, we have in general that
‖V(λ)−1[A(2)(x, λ)−A(2)∞ (λ)]ζ+(λ)‖ = ‖V(λ)−1[A(2)(x, λ)−A(2)∞ (λ)]V(λ)e1‖
= O(e−δ|x|).
However, the integral of this function does not vanish for large λ, so the third integral
condition of the Pego–Weinstein lemma will not be satisﬁed in general (for this we
would require some decay rate in κ/λ in the right-hand side).
However, under the main hypothesis needed in the applications presented here—
namely Er(b, 0) = 0—then A(x, λ) has a simpler structure and we get
‖V(λ)−1[A(2)(x, λ)−A(2)∞ (λ)]ζ+(λ)‖ = O(e−δ|x|κ),
which vanishes for large λ, and so the third integral condition is satisﬁed. In summary,
we have proved the following. (This asymptotic result is actually true in a wedge about
the real axis, but this property will not be needed here.)
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Proposition 7.1. Suppose Er(b, 0) = 0 and C2β + 2cβ > 0, and let D(λ) be
the Evans function (6.1) linearized about a solitary wave of the form given in sections
2–3. This function satisﬁes D(λ)→ 1 as λ→ +∞ along the real axis.
8. A geometric instability criterion. Using the geometry of the symplectic
Evans matrix, the slope of det(Eb(λ)) for λ small, real, and positive can be deter-
mined. Combining this result with the intermediate-value theorem and the large λ
asymptotics of D(λ), the following geometric condition for linear instability is proved
in [9, 10].
Deﬁne
χ−00 =
[
Ω(Ψ−, DGγ(Z−0 )
TΨ+)
]−1
,
and let d∞ be the value of the Evans function for some value of λ ∈ Λ ∩R, usually λ
large. Then
d∞ χ−00
(
∂
∂c
I(Z˜)− 1
2
ω(Z+0 , ∂cZ
+
0 )
)
< 0(8.1)
is a suﬃcient condition for linear instability of the solitary wave Gat+bx+θ0(Z˜(x− ct))
(see [9], [10] for full details). It follows from section 7 that d∞ = +1.
The expression (8.1) can be simpliﬁed by using the properties of the existing
solitary wave, the special form of M, and the fact that DGγ is the identity. By
deﬁnition of the matrix M, we have that
I(Z˜) = −
∫ ∞
−∞
q˜2(q˜1)x dx+
1
2 q˜2q˜1
∣∣∞
−∞ .
Using that (q˜1)x = q˜2 − b and q˜2(−∞) = b = q˜2(∞), this implies that
I(Z˜) = −
∫ ∞
−∞
(q˜2 − b)(q˜2 − b2 ) dx.
Also,
1
2
ω(Z+0 , ∂cZ
+
0 ) = −
b
2
∂
∂c
∫ ∞
−∞
(q˜2 − b) dx,
hence
∂
∂c
I(Z˜)− 1
2
ω(Z+0 , ∂cZ
+
0 ) = −
∂
∂c
∫ ∞
−∞
(q˜2 − b)2 dx.
Finally, since Ψ− is an eigenvector at λ = 0 with eigenvalue δ and Ψ+ is an
eigenvector at λ = 0 with eigenvalue −δ, there are constants C±5 such that Ψ± =
C±5 Uev(∓δ, 0) with Uev(µ, λ) given by (4.5). Hence
Ψ− =
C−5
C+5
(
Ψ+ + 2δC+5 (0 , 1 , 0 , c , −Fqr(b, 0) , −Eq(b, 0) + βδ2)
)
and(
χ−00
)−1
= −2δ3C−5 C+5
[
α+ Frr(b, 0)− 2Eq(b, 0) + 2βδ2
]
= −2δ3C−5 C+5 [C1 + 2βδ2] .
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Since δ is the positive real eigenvalue, (4.6) gives that
C1 + 2βδ
2 = C1 +
√
C21 + 4β(C2 + 2c)− C1 =
√
C21 + 4β(C2 + 2c) > 0.
Also 2δ3 > 0, so we can conclude the following.
Theorem 8.1. Deﬁne C±5 = limx→±∞e
±δx(q˜2(x) − b). If E = 0, Fqq(b, 0)β >
−2cβ, and
C−5 C
+
5
∂
∂c
∫ ∞
−∞
(q˜2(x)− b)2 dx < 0,
then the solitary wave solution Z˜(x; a, b, c) of the generalized Kawahara equation (1.1)
is unstable.
If b = 0 and q˜2 is even, then C
−
5 C
+
5 > 0. In this case the condition for instability
is reminiscent of the abstract condition deduced from the energy-momentum method
in Grillakis, Shatah, and Strauss [18] and Bona, Souganidis, and Strauss [4], although
here there is no requirement on the second variation of the constrained critical point
problem. If b = 0 and (q˜2−b) is not even—and it is known from numerical results that
such solutions exist [11]—then C−5 C
+
5 may be negative, in which case the condition
for instability is precisely opposite that of the energy-momentum characterization (see
section 5 of [7] for an example where this switch can occur).
In the next two sections we will apply this theorem to two known classes of solitary
wave states of the generalized Kawahara equation.
9. Example: Kichenasammy–Olver nonlinearity. In this section we con-
sider a class of generalized Kawahara equations, as considered in Kichenassamy and
Olver [25], i.e., E = 0 and F (q, r) = −Aqr2 + 12c1q2 + 13c2q3 + 14c3q4. This implies
that
f(u, ux, uxx) = A(ux)
2 + 2Auuxx + c1u+ c2u
2 + c3u
3 .(9.1)
In [25], it is shown that if
c2 =
3αA
5β
and c3 = −2A
2
5β
,
then the Kawahara equation with f given by (9.1) has a two-parameter family of
exact solitary wave solutions of the form
q˜2(x) = u(x) = −10βφ
2
A
sech2(φ(x− ct)) + b,
where φ is a positive solution of
80(βφ2)2 − 20βφ2(2bA− α) + 6bA(bA− α)− 5β(c1 + 2c) = 0,(9.2)
which is equivalent to the condition ∆(±2φ, 0) = 0. This condition implies that if
β(2bA − α) ≥ 0, then the family exists for 40cβ > 4b2A2 − 4bAα − 5α2 − 20c1β. If
β(2bA− α) < 0, then the family exists for 40cβ > 24b2A2 − 24bAα− 20c1β.
In terms of the notation of section 3, we have δ = 2φ and
Ψ± =
40βφ2
A
(−1,±2φ,−4φ2,±2cφ,−4φ2(−4βφ2 − α+ 2bA),±8βφ3),
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i.e., C±5 = − 40βφ
2
A . A tedious but straightforward calculation demonstrates that
limx→±∞ ∂x[e±δxZ˜x] = 0. So all the conditions of section 3 are satisﬁed.
Next we look at section 4. For this example we have
C1 = α− 2Ab and C2 = c1 + 6Ab
5β
(α−Ab).
So an eigenvector can be written as
Uev(µ, λ) = (1 , µ , µ
2 , −λ+ µc , −µ2(α− 2Ab+ βµ2) , βµ3).
In order to have C2β > −2cβ, the analysis will be restricted to the case
40cβ > −20βc1 − 24Ab(α−Ab),
which is exactly the suﬃcient condition for the existence of the family of solitary
waves. This condition is also necessary if β(2bA− α) < 0.
Now we are ready to apply the instability criterion. A straightforward calculation
shows that
−
∫ ∞
−∞
(u(x)−b)2 dx = −400φ
3β2
3A2
, hence − ∂
∂c
∫ ∞
−∞
(u(x)−b)2 dx = −400φ
2β2
A2
∂
∂c
φ.
To determine ∂∂cφ, we diﬀerentiate (9.2). This gives
∂
∂c
φ =
1
4φ(8βφ2 − 2bA+ α) .
Also,
(
χ−00
)−1
= (JcΨ
−,Ψ+) = −25600β
2φ7
A2
(8βφ2 + α− 2bA).
So
χ−00
(
∂
∂c
I(Z˜)− 1
2
ω(Z+0 , ∂cZ
+
0 )
)
=
A2
25600β2φ7
1
4φ
400φ2β2
A2
=
1
256φ6
> 0.
Since the suﬃcient geometric condition for linear instability is not met, this suggests
that the solitary wave is “stable.” However, there could still be unstable λ-eigenvalues
on the positive real λ-axis, but there would be two or more. The solitary wave could
also be unstable due to unstable eigenvalues with nonzero imaginary part.
10. Example: Levandosky’s homogeneous nonlinearity. In this section we
consider a class of nonlinearities for (1.1) which includes the equations considered by
Levandosky [26]. We take E = 0 and F homogeneous of degree p+ 1 for some p > 1,
i.e.,
F (νq, νr) = νp+1F (q, r) for all ν ≥ 0 and (q, r) ∈ R2.
In [26], it is proved that the following condition is suﬃcient for the existence of a
one-parameter family of solitary waves,∫ ∞
−∞
F (u, ux) dx > 0 for some u ∈ H2(R), b = 0, β = 1, and 4c > (max{α, 0})2 .
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Recall I(u) = 12
∫∞
−∞|u(x)|2 dx and assume that a family of solitary waves û(x; c)
exists, where û travels with speed c. In [26] it is also shown that under the above
conditions, the solitary waves are stable if ddcI(u˜) > 0 and unstable if ddcI(u˜) < 0 and
p ≥ 2. When b = 0 in the formulation in sections 2–6, this instability condition agrees
with Theorem 8.1 if C+5 C
−
5 > 0.
First, we embed the solitary wave state in a two-parameter family, allowing for b
to be nonzero. Then we show how our theory recovers the result in [26], without any
speciﬁc use of the variational principle associated with the energy-momentum char-
acterization. For deﬁniteness, consider the case α = 0 and take F to be homogeneous
in r itself, i.e., there is some 0 ≤ n ≤ p+ 1 such that
F (q, νr) = νnF (q, r) for all ν ≥ 0 and (q, r) ∈ R2.
This homogeneity condition in r implies that Fqq(b, 0) = 0, hence the condition on c
of Theorem 8.1 becomes c > 0.
When there exists a family of solitary wave solutions {Z˜(x; a, b, 1) | a ∈ R, b ∈ R}
with speed c = 1, then we can construct a family of solitary wave solutions with speed
c > 0:
Z˜(x; a, b, c) = c
4−n
4(p−1) diag(c−
1
4 , 1, c
1
4 , c, c
3
4 , c
1
2 ) Z˜(c
1
4x; ac
n−4p
4(p−1) , bc−
4−n
4(p−1) , 1).
Indeed, Z˜(x; a, b, c) as deﬁned above satisﬁes
JcDxZ˜(x; a, b, c) = c
1
4 c
4−n
4(p−1) Jc diag(c
− 14 , 1, c
1
4 , c, c
3
4 , c
1
2 )J−11 J1
Z˜x(c
1
4x; ac
n−4p
4(p−1) , bc−
4−n
4(p−1) , 1)
= c
1
4 Jc diag(c
− 14 , 1, c
1
4 , c, c
3
4 , c
1
2 )J−11
(∇S(Z˜)− ac n−4p4(p−1)∇P (Z˜)− bc− 4−n4(p−1)∇Q(Z˜))
= ∇S(Z˜(x; a, b, c))− a∇P (Z˜(x; a, b, c))− b∇Q(Z˜(x; a, b, c)).
This implies that for b = 0 or n = 4∫ ∞
−∞
(q˜2(x; a, b, c)− b)2 dx = c
4−n
2(p−1)
∫ ∞
−∞
(q˜2(c
1
4x; ac
n−4p
4(p−1) , bc−
4−n
4(p−1) , 1)
− bc− 4−n4(p−1) )2 dx
= c
4−n
2(p−1) c−
1
4
∫ ∞
−∞
(q˜2(s; ac
n−4p
4(p−1) , bc−
4−n
4(p−1) , 1)
− bc− 4−n4(p−1) )2 ds
= c
4−n
2(p−1)− 14
∫ ∞
−∞
(q˜2(s; ac
n−4p
4(p−1) , b, 1)− b)2 ds.
In the last step we used that b = 0 or n = 4, hence bc−
4−n
4(p−1) = b. Since the deﬁning
equation for q˜2 does not depend on a, this integral will not depend on a either and
we can put a = 0; hence,∫ ∞
−∞
(q˜2(x; a, b, c)− b)2 dx = c
9−2n−p
4(p−1)
∫ ∞
−∞
(q˜2(s; 0, b, 1)− b)2 ds.
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So
∂
∂c
∫ ∞
−∞
(q˜2(x; a, b, c)− b)2 dx = 9− 2n− p
4(p− 1) c
13−2n−5p
4(p−1)
∫ ∞
−∞
(q˜2(s; 0, b, 1)− b)2 ds.
Furthermore,
C+5 (a, b, c)C
−
5 (a, b, c) = c
4−n
2(p−1)C+5 (ac
n−4p
4(p−1) , b, 1)C−5 (ac
n−4p
4(p−1) , b, 1).
It is diﬃcult to verify the hypothesis (3.2) for this example and therefore we assume
(3.2) is satisﬁed. Then with
C+5 (ac
n−4p
4(p−1) , b, 1)C−5 (ac
n−4p
4(p−1) , b, 1)
∫ ∞
−∞
q˜22(s; 0, b, 1) ds > 0.
Theorem 8.1 shows that the solitary waves are unstable if 9−2n−p < 0, i.e., p > 9−2n.
These instability results agree with those in [26] when an error in Lemma 3.3 in [26]
is corrected. (The (p + 1)(4 − β) in the numerator of the expression for γ should be
replaced by 4(p+ 1)− 2β.)
If n = 4, then b = 0 is allowed and we obtain that the wave is always unstable
since
∂
∂c
∫ ∞
−∞
(q˜2(x; a, b, c)− b)2 dx = −1
4
c−
5
4
∫ ∞
−∞
q˜22(s; 0, b, 1) ds < 0.
Appendix. Large λ behavior and the Pego–Weinstein lemma. The
following result is a generalization of Proposition 1.17 in Pego and Weinstein [29],
which gives a suﬃcient condition for D(λ) → 1 as λ → +∞ along the real λ-axis.
Consider the system
ux = A(x, λ)u , u ∈ Cn , λ ∈ Λ ,(A.1)
where Λ is an open simply connected subset of C, and Λ includes a wedge about the
real axis in which we can take |λ| → ∞. The spectrum of A∞(λ), where
A∞(λ) = lim
|x|→∞
A(x, λ),(A.2)
is assumed to have k-eigenvalues with negative real part and n− k with nonnegative
real part. A critical hypothesis in Proposition 1.17 in [29] is that k = 1. However,
this hypothesis is not essential if we take into account that on
∧k
(Cn) the induced
matrix
A(k)∞ (λ)
def
=
∧k
(A∞(λ))
has a unique simple eigenvalue of largest negative real part. Then working on
∧k
(Cn)
with the Evans function also on the exterior algebra, the proof of Proposition 1.17
carries over [10]. The precise statement of the result needed in this paper is given
below. Although stated in a substantially more general form, the proof given in [29]
carries over almost verbatim.
Pego–Weinstein lemma. Consider the system (A.1)–(A.2) and suppose that for
all λ ∈ Λ the eigenvalue of A(k)∞ (λ) with largest negative real part is unique and simple.
Denote this eigenvalue by α(λ) and its (analytic choice of) right eigenvector by ζ(λ)
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and its (analytic choice of) left eigenvector by η(λ) with normalization [[η, ζ]]k = 1,
where [[·, ·]]k is the induced inner product on
∧k
(Cn).
Let U(x, λ) ∈ ∧k(Cn) be the solution of the system
Ux = A
(k)(x, λ)U satisfying lim
x→+∞ e
−α(λ)xU(x, λ) = ζ(λ) ∈ ∧k(Cn) .
Similarly, let W(x, λ) ∈ ∧k(Cn) be the solution of the system
Wx = −A(k)(x, λ)TW satisfying lim
x→−∞ e
α(λ)xW(x, λ) = η(λ) ∈ ∧k(Cn) .
In terms of these functions, the Evans function (6.1) can be expressed in the form
D(λ) =W(0, λ) ·U(0, λ) def= 〈W(0, λ),U(0, λ)〉,
where 〈·, ·〉 is a standard Hermitian inner product on Cd and d = dim∧k(Cn).
Now, suppose A
(k)
∞ (λ) is diagonalizable for large λ and let V(λ) ∈ Cd×d be the
matrix of right eigenvectors such that the ﬁrst column is ζ(λ). If∫ +∞
−∞
‖V(λ)−1[A(k)(x, λ)−A(k)∞ (λ)]V(λ)‖dx ≤ C , independent of λ,∫
|x|≥x0
‖V(λ)−1[A(k)(x, λ)−A(k)∞ (λ)]V(λ)‖dx→ 0 , as x0 →∞, uniformly in λ,∫ +∞
−∞
‖V(λ)−1[A(k)(x, λ)−A(k)∞ (λ)]ζ(λ)‖dx→ 0 , as |λ| → ∞ ,
then
V(λ)−1U(0, λ) = V(λ)−1ζ(λ) + o(1) for |λ| → ∞(A.3)
and W(0, λ)V(λ) is bounded with
W(0, λ)V(λ)e1 =W(0, λ)ζ(λ) = 1 + o(1) for |λ| → ∞ .(A.4)
The two results (A.3) and (A.4) imply that D(λ)→ 1 as |λ| → ∞.
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