Abstract. Exponential integrators have enjoyed a resurgence of interest in recent years, but there is still limited understanding of how their performance compares with state-of-art integrators most notably the commonly used Newton-Krylov implicit methods. In this paper we present comparative performance analysis of Krylov-based exponential, implicit and explicit integrators on a suite of stiff test problems and demonstrate that exponential integrators have computational advantages compared to the other methods particularly as problems become larger and more stiff. We argue that the faster convergence of the Krylov iteration within exponential integrators accounts for the main portion of the computational savings they provide and illustrate how the structure of these methods ensures such efficiency. The presented detailed analysis of the methods' performance provides guidelines for construction and implementation of efficient exponential methods and the quantitative comparisons instruct selection of appropriate schemes for other problems.
1. Introduction and background. Scientific problems are often cast in the form of initial-value problems for very large systems of ordinary differential equations (ODEs). The numerical integration of these large systems can be very computationally demanding so it is desirable that integrators for these problems be as efficient as possible. We are interested in which types of integrators are most efficient for systems which are very large, stiff, and in general have a nonsymmetric Jacobian.
Stiff systems often preclude the use of explicit integrators since these methods are forced to take very small integration steps to ensure numerical stability [1, 2] . Instead, stiff problems have historically been solved using implicit integrators. Such methods require solutions of an implicit system each integration step. For general non-symmetric problems the Newton iteration is typically used to solve the system. For very large problems, direct methods for solving the linear system within Newton iteration are computationally infeasible and iterative methods are typically employed. Modern iterative methods are based on the Krylov iteration and currently the most common type of algorithms for solving large stiff problems is the Newton-Krylov implicit integrators [3] . The efficiency of Newton-Krylov methods is often predicated upon the construction of an effective preconditioner to solve the linear systems. However, constructing such a preconditioner can be very difficult and highly problem dependent. Frequently one wants to avoid building a preconditioner and to use a black box Newton-Krylov method. In this paper, we limit ourselves to considering those problems where an efficient preconditioner is not available.
Recently, exponential integrators have emerged as a potential alternative class of methods for efficiently solving large stiff problems. When first introduced exponential methods had been considered computationally unattractive due to the high cost of evaluating the exponential functions of large matrices that arise in these methods. However, the methods started to draw attention when the use of Krylov projection techniques allowed these matrix exponential terms to be evaluated efficiently [4, 5] .
Since then, a number of exponential integrators for general stiff systems have been proposed [6, 7, 8, 9, 10, 11, 12] .
Despite the surge of interest in exponential integrators, there is still only limited understanding of how exponential integrators perform on large scale problems, particularly in comparison to Newton-Krylov implicit integrators. Partially as a result of this poor understanding of their performance, exponential methods have not been widely used. This paper presents comparative performance analysis of Krylov-based exponential integrators, Newton-Krylov implicit integrators and an explicit method on a suite of stiff test problems. We show that exponential schemes compare well to currently used methods, particularly as problems scale to larger size. We also examine how the structure of the exponential integrators allows them to outperform NewtonKrylov implicit methods and illustrate these ideas with numerical experiments.
The paper is organized as follows. Section 2 provides a description of the structure of Krylov-based exponential methods and contrasts them with Newton-Krylov implicit integrators. Section 3 describes the methods and problems used for the analysis, and Section 4 presents the results of the numerical experiments and explains the performance differences between the methods. Finally, Section 5 provides conclusions and describes some future directions.
Structure of exponential integrators.
In this section we provide a brief introduction to the derivation and structure of exponential integrators and highlight the elements which have the most impact on their computational performance, particularly in contrast to Krylov-based implicit integrators. Consider the initial-value problem for a nonlinear autonomous system of ODEs dy dt = F (y(t)), y(t 0 ) = y 0 , y ∈ R N , (2.1) where N is large and the system is stiff. There is no loss of generality in considering an autonomous system since a non-autonomous one can be converted to autonomous form by adding the equation t ′ = 1. To derive an exponential method, we first rewrite equation (2.1) using a Taylor expansion as dy(t + ∆t) dt = F (y(t)) + J(y(t)) [y(t + ∆t) − y(t)] + R(y(t + ∆t)),
where J = J(y(t)) = D y F (y(t)) is the Jacobian of F (y(t)), which is assumed to exist, and the nonlinear remainder function R(y(t)) is defined as
R(y(t + ∆t)) = F (y(t + ∆t)) − F (y(t)) − J(y(t)) [y(t + ∆t) − y(t)] . (2.2)
Using the integrating factor e ∆tJ we obtain the integral form of the equation y(t + ∆t) = y(t) + e ∆tJ − I J∆t ∆tF (y(t)) + An exponential method is constructed from (2.3) by numerically approximating the integral term. For example, a two-node Runge-Kutta-type quadrature for the integral results in a second-order two-stage scheme
4)
y n+1 = y n + hϕ 1 (hJ n )F n + 2 3 hϕ 2 (hJ n )R(r 1 ), where F n = F (y(t n )), J n is the Jacobian of F (y(t)) evaluated at t n , h = ∆t, ϕ 1 (z) = (e z − 1)/z and ϕ 2 (z) = (e z − z − 1)/z 2 . In general, approximating the integral using a polynomial expansion will result in an exponential integrator composed of linear combinations of products of ϕ-functions
where b i ∈ R N and J ∈ R N ×N . The matrix valued analytic functions ϕ n (hJ) can be defined via Taylor series
Since N is large, computing the products of the ϕ-functions and vectors (e.g the ϕ 1 (hJ n )F n term in (2.4)) by algorithms such as Taylor or Padé approximations is computationally prohibitively expensive [14] . Thus we turn to Krylov projection techniques to evaluate these terms by projecting vectors onto the Krylov subspace K m (hJ, b) = span{b, (hJ)b, (hJ) 2 b, . . . , (hJ) m−1 b}. For general nonsymmetric J, Krylov projection is done using the Arnoldi iteration [13] . The Arnoldi algorithm employes a modified Gram-Schmidt process to produce a matrix V m with column vectors forming an orthonormal basis of the Krylov subspace, and the orthonormal projector
is obtained as a side product of the iteration. The product of a matrix function f and a vector b is approximated by using the projector
H m is then used to evaluate 8) producing the final approximation
Since the first column vector of V m is v 1 = b/||b|| 2 then we can use V T m b = ||b|| 2 e 1 to simplify (2.9) as
10)
H m is expected to be small (m ≪ N ), so computing this approximation is considerably cheaper than evaluating ϕ(hJ)b directly and can be done using the algorithms such as Taylor or Padé approximations [14] . The computational cost of performing this iteration is determined by how rapidly the Krylov iteration converges. In general, the rate depends on the eigenvalues of J, the type of function f , and the magnitudes of h and b. The bound derived in [15] showed that in the case where f = ϕ 0 and J is a Hermitian negative semi-definite matrix the convergence becomes superlinear when m ≥ hJ . But in general determining the rate of convergence is theoretically difficult since it depends on the spectrum of J and fast convergence is often observed even for smaller m. In the next section, we provide a heuristic argument that exponential functions should converge more quickly in the Krylov iteration compared to Newton-Krylov implicit methods due to the choice of f used in the two methods. In section 4, we support this claim with numerical experiments.
We now provide examples of exponential integrators, discuss how the Arnoldi iteration is used in their design, and consider ways in which the structure of an exponential method affects its efficiency. The first example is the fourth-order method Exp4 [7] :
11)
Seven ϕ 1 (cJ n )v products have to be evaluated in this scheme. However, the Arnoldi algorithm has a scale invariance property that can reduce the number of projections necessary. If for a matrix A the Arnoldi algorithm yields H = V T AV , then for the scaled matrix cA the Arnoldi algorithm gives cH = V T cAV . That means if we have computed approximation (2.9) as f (A)b ≈ ||b|| 2 V m f (H m )e 1 , as long as the b vector remains the same and c < 1, we can compute f (cA)b ≈ ||b|| 2 V m f (cH m )e 1 without repeating the Arnoldi iteration to recompute H m or V m . Noting that stages k 1 through k 3 use the same "b" vector b = F n , and that stages k 4 through k 6 use the same vector b = d 4 , we can use this scale invariance property to compute each stage with just a single projection, for a total of three. Since the b vectors after the first stage are nonlinear remainder terms d 4 and d 7 , the magnitude of the b vectors should decrease as the approximations u 4 and u 7 becomes better approximations to the solution. This results in fewer Krylov vectors needed to achieve a prescribed tolerance for the projections at higher stages compared to those of lower stages.
A second example is the fourth-order EpiRK4 scheme [9] :
12) where s = √ 30. As with Exp4, the scale-invariance feature of the Arnoldi iterations implies that only three Krylov projections are required per time-step. Also, similarly to Exp4, the b vectors, which in this case are equal to the nonlinear remainder function R(y) and its divided differences, also decrease in magnitude at higher stages. Thus with each stage the number of Krylov vectors needed for projections decreases. However, EpiRK4 also uses higher order ϕ k (z) functions at the higher stages. This further reduces the number of Krylov vectors needed for projections at higher stages, giving EpiRK4 a performance advantage over Exp4.
A third example is the fourth-order ERow4 scheme [8] :
14)
The main features of this scheme are very similar to EpiRK4, in fact, the scheme can be re-written in the EpiRK form and vise versa. As in EpiRK4 higher order ϕ-functions are used, but in this formulation the b vectors are R(u) rather than the divided differences of R(u). The latter feature has more of an impact on the performance of higher order schemes and the fourth order EpiRK4 and ERow4 methods perform similarly. Due to the scale invariance property, ERow4 requires three Krylov projections per time step, has reduction in the magnitutde of the b vectors at higher stages, and uses higher-order ϕ-functions. A more detailed discussion of how an exponential method's design and structure affect its performance can be found in [16] .
2.1.
Comparison with Newton-Krylov implicit integrators. Modern implicit methods for large scale stiff ODE systems employ Krylov projection-based linear solvers [3] . As shown below, the relative performance of the exponential-Krylov methods and the implicit-Krylov integrators should be largely determined by the efficiency of the Krylov projections part of the algorithm. We will argue that exponential methods should have a sizable computational advantage in performing Krylov projections over implicit methods.
Implicit methods require the solution of a nonlinear algebraic system at each integration step, and this is usually accomplished using the Newton iteration [1, 2] . In the course of each iteration a linear system of the form (I − hcJ)y n+1 = b must be solved (I ∈ R N ×N is the identity matrix and the coefficient c is given by a particular implicit scheme). Krylov projection techniques such as GMRES are used to evaluate what is effectively the product of a rational matrix function and a vector (I − hcJ) −1 b. This is in direct contrast with exponential methods which must evaluate the products of an exponential function and a vector, ϕ k (hcJ)b. The difference in efficiency between the two classes of methods is expected to be due in part to the Krylov iterations convergence for these two types of terms. Since the rate of convergence of a Krylov iteration to approximate f (A)b depends on the eigenvalues of A and is consequently difficult to determine for general A, we need to resort to theoretical results for classes of A, intuition and numerics for understanding how the choice of f affects performance. It seems reasonable to hypothesize that the rate of convergence of (2.10) is faster for functions where the Taylor series converges more quickly. The Krylov projection performs an orthogonal projection onto the same basis as a truncated Taylor series, and if the Taylor series converges rapidly enough, the two should closely approximate each other after a small number of iterations. Since the Taylor series for an exponential function converges faster than that of a rational function, we may expect that the Krylov iteration for exponential methods should converge more quickly than for implicit methods. This was illustrated in [9] and confirmed by the theoretical bounds derived in [15] for Hermitian negative semi-definite matrices. We will provide numerical evidence for this in Section 4.
Another major difference between exponential and implicit methods is that exponential methods need to evaluate a fixed number of Krylov projections per time-step, while Newton-Krylov implicit methods evaluate a variable number, since they perform a Krylov projection each Newton iteration. For example, as discussed previously, Exp4 requires three Krylov projections per time step. If the Newton iteration converges quickly, e.g. if it converges in fewer than three iterations, it may require fewer Krylov projections per time step than Exp4. On the other hand, if the Newton iteration converges slowly, it may require more Krylov projections per time step. It is expected that as the size and stiffness of a problem grows, the Newton iteration will require more and more iterations to converge, and this may put Newton-Krylov methods at a disadvantage relative to exponential methods.
Setup of numerical experiments.
We are arguing that exponential methods are expected to outperform implicit methods due to a faster rate of convergence in the Krylov iteration for the type of matrix function they use. To test this idea we have implemented in MATLAB and compared performance of several exponential, implicit and an explicit integrators on a set of stiff problems. In this section we describe the experimental setup, the integrators and the problems. The results of the numerical experiments are presented in Section 4.
3.1. Integrators. We compared the exponential integrators Exp4 (2.11), EpiRK4 (2.12), and ERow4 (2.14) with a Newton-Krylov implementation of the BDF4 implicit multistep method, two forms of implicit Runge-Kutta methods and the explicit Runge-Kutta fourth order method. One of the implicit Runge-Kutta methods is a Rosenbrock method, as those are considered to be particularly efficient for stiff problems [2] , and the other is the popular Radau5 method. Below we compare and contrast the features of each method that impact their performance. Note that the features of the exponential methods were already discussed in the previous section.
Since our goal is to compare overall efficiency of the methods particularly from the perspective of Krylov-based implementations, we studied all the methods with constant time stepping to ensure a fair comparison and to obtain a clear picture of the advantages and disadvantages of each integrator. Further, the Krylov iterations were run to a fixed error tolerance which was the same across all integrators and chosen to ensure the Krylov iterations did not limit the accuracy of the methods. While this can somewhat overcompute the Krylov iteration compared to an adaptive implementation, it was done so as to maintain an even comparison of the number of Krylov iterations needed by each method.
Except for the Schrödinger problem where a full matrix would have been required, the Jacobians were computed explicitly. Matrix-free calculations yield similar results but would have hidden the CPU costs inside the Krylov iterations which would have hampered conducting the cost breakdown.
The performance of the integrators was compared by picking an initial step size common to all the integrators and successively halving the step size over five sets of computations. The starting step size was h = 0.01 for all problems except the AllenCahn problem where it was chosen as h = 0.02. A reference solution was computed using MATLAB's ode15s integrator with absolute and relative tolerances set to 10 −14 and the error was defined as the 2-norm of the difference between the computed solution and this approximation. BDF4: The fourth order BDF scheme
is commonly used in modern codes to solve stiff problems [17] , and is typically chosen over Adams-Moulton methods due to its superior stability properties. Each Newton iteration it must compute a Krylov projection using the matrix (I − 12 25 hJ), where the 12 25 coefficient comes from the f (t n , y n ) term.
Radau5:
Radau5 is a popular fifth-order implicit Runge-Kutta scheme which solves the following system at each time step
To reduce computational cost an inexact Jacobian where all components are evaluated at (t n , x n ) is used and the 3N × 3N system within the Newton iteration is transformed into two N × N systems, one real and one complex [2] . This contrasts with BDF method which must solve a single real linear system of size N × N each iteration. Complex number floating point multiplications are four times as expensive as real number multiplications, so solving the complex linear system is more expensive than solving the real system. As a result of these features Radau5 is more computationally expensive per time step compared to BDF4.
Implicit fourth-order Rosenbrock method Ros4: Rosenbrock methods are implicit Runge-Kutta methods designed to mitigate the need for solving the large 3N × 3N systems of regular implicit Runge-Kutta methods such as Radau5 by decoupling the stages [2] . The general form of a four stages Rosenbrock method is
Because of its stricture this method does not need to resort to the Newton iteration, instead at each stage a linear system of size N × N is solved. We use the GRK4T form of Rosenbrock method, so each time step requires four Krylov projections. The main difference with exponential methods is that those projections are used to compute a matrix rational instead of a matrix exponential.
Explicit fourth-order Runge-Kutta method RK4:
For an explicit method we used the classical fourth-order Runge-Kutta method given by
The method does not compute the Jacobian and makes no use of the Krylov iteration, so its primary computational cost is the four function evaluations. As such, its pertime-step cost is much lower than that of the Krylov-based methods. However, it is expected that the stability restrictions on the time step size will yield this method uncompetitive with the other integrators if the problem is sufficiently stiff.
Test problems.
The following problems were used to compare the integrators. The problems were tested for two sizes each as displayed in the precision diagrams of Fig. 6 .1 and 6.2, except for the Allen-Cahn problem which was additionally computed at a third smaller size of N = 25 2 to demonstrate how the stability of RK4 scales with N (see Sec. 4).
In all the problems the ∇ 2 term was discretized using the standard second-order finite differences.
Allen-Cahn 2D. Two-dimensional Allen-Cahn equation [18] :
with α = 0.1, using Neumann boundary conditions and initial conditions given by u = 0.4 + 0.1(x + y) + 0.1 sin(10x) sin(20y).
Brusselator 2D.Two-dimensional Brusselator problem [19, 2] :
with α = 0.2. We used Dirichlet boundary conditions with initial and boundary values given by
Burgers. One-dimensional Burgers equation:
with ν = 0.03 and with Dirichlet boundary conditions and initial and boundary values given by u = (sin(3πx))
The uu x term was discretized as
where N is the number of spatial grid points chosen for the problem.
Gray-Scott 2D. Two-dimensional Gray-Scott problem [20] :
.04, and b = 0.06. Periodic boundary conditions were used and the initial conditions were given as
ADR 2D. Two-dimensional advection-diffusion-reaction equation [11] :
where ǫ = 1/100, α = −10, and γ = 100. Homogeneous Neumann boundary conditions were used, the initial conditions were given by u = 256(xy(1−x)(1−y)) 2 +0.3.
Schrödinger 1D. One-dimensional Schrödinger equation [21] :
with κ = 10, µ = 100, and with initial values of Ψ = e − √ κx 4. Numerical Results. In this section we describe the results of our comparisons of exponential integrators with the explicit and implicit methods. We begin by using precision diagrams to show that exponential methods compete very well with the other methods, and then spend the remaining subsections breaking down the underlying reasons for their performance advantage. Our results show that faster Krylov convergence is in fact the primary advantage of exponential methods over the Krylov-based implicit techniques.
It can be seen from the precision diagrams (Fig. 6.1 & 6. 2) that the exponential integrators outperformed the implicit methods in all cases except one experiment with the large size of the Burgers problem. The performance curves of the exponential methods are generally well to the left of the curves for the implicit integrators, which means they used less CPU time to achieve the same level of accuracy. The only minor exception to this general conclusion was the calculation for the Burgers problem with N = 1500 where BDF4 exhibited slightly better performance relative to Exp4 at the coarsest step sizes. However, the other exponential integrators still performed better than BDF4 and in Section 4.0.2 we will explain how even Exp4 will be expected to outperform BDF4 for this case if an adaptive implementation is used. The three exponential integrators performed within 35% efficiency of each other. Since they were closer in performance to each other than to implicit methods, to analyze the results we first compare implicit integrators with Exp4, which was in most, especially stiffer, cases the slowest exponential method. Then we will compare exponential integrators with respect to each other.
Before discussing comparative performance we note that for some problems Radau5 had to employ Householder orthogonalization to compute the Krylov projections instead of the modified Gram-Schmidt orthogonalization which was used in all other cases. The graphs in the precision diagrams where the Householder algorithm was used are labeled "Radau5-H". These are the cases where modified Gram-Schmidt process suffers from roundoff error problems [22, 23] and the Krylov iteration breaks down due to the loss of orthogonality. Householder orthogonalization is quite robust and ensures that the Krylov iterations complete successfully in all cases. However, Householder orthogonalization is computationally more expensive than the modified Gram-Schmidt, which puts Householder-based integrators at a performance disadvantage. The exponential methods did not exhibit same problems with the modified Gram-Schmidt algorithm since they required smaller basis sizes. Note however that very large scale applications could give rise to problems where even exponential integrators require a large basis size and consequently must employ the Householder algorithm.
Comparison with Ros4:
It is simplest to compare exponential integrators with each implicit method individually and we begin with Ros4. Since here we are studying constant time step versions of the methods, to compare the relative performance of the integrators we fix the tolerance for the solution at a particular value and determine CPU time by interpolating along the precision diagram curves. Ros4 performed worse than the exponential methods for all problems at all tolerances. The magnitude of the performance gap depended on the problem structure, size and the chosen tolerance. To provide an overall view of Ros4 performance for each problem Table 4 .1 lists the tolerances for which the performance ratio between Ros4 and Exp4 was smallest and largest. Even in the minimal performance gap case Ros4 required 150% of the CPU time of Exp4 (for the Burgers problem with N = 500), and in the maximal case Ros4 required 467% of the CPU time (for the Brusselator problem with N = 150
2 ).
Overall, for all the problems at most tolerances Ros4 required at least twice the CPU time of Exp4. We also observe that the performance gap increased with problem size, the only exception being the minimal case for the Schrödinger problem. Note that the gap increased substantially in the maximal case for that problem from 308% to 408%. We will return to explain the apparent decrease for the minimal tolerance for the Schrödinger problem when discussing BDF4 where the effect is more pronounced.
For the other problems, the increase varied greatly from as little as 30% as in the case of the Advection-Diffusion-Reaction problem where the minimal gap increased from 148% to 179%, to as much as 450% as in the Advection-Diffusion-Reaction problem where the maximal gap increased from 336% to 786%. Ros4's performance disadvantage with respect to the exponential integrators stems from its structure. It requires four Krylov projections per time step compared to three for the exponential methods. Those projections are also more expensive, since it uses rational functions instead of ϕ-functions. For small problems sizes and for small step sizes the performance gap with the exponential methods is modest, e.g. in the case of the Burgers problem with N = 500 where Ros4 was only 150% of Exp4 at tolerance 2.0 × 10 −11 . This is explained by the fact that for these parameters the Krylov basis sizes are small and Ros4's poorer Krylov performance is less consequential. For large problem sizes and large step sizes, the performance gap is increased, e.g. the Brusselator problem with N = 150 2 where Ros4 was 467% of Exp4 at tolerance 5.0 × 10 −5 . Comparison with Radau5: Radau5 was the worst performing among the implicit integrators. Even in the best case it required 180% of the CPU time of Exp4 (for Allen-Cahn at size N = 50
2 ). For all the problems, at most tolerances it required well over five times the CPU time of Exp4. Furthermore, as problem size increased the performance gap with the exponential methods increased rapidly. For example, in the case of the Advection-Diffusion-Reaction problem, the gap widened by over ten times when the problem was increased from size N = 50
2 to size N = 150 2 . Note that some percentages are tagged with an asterisk. Those points were computed using the Householder algorithm, which is more expensive than the modified Gram-Schmidt. For four of the experiments, modified Gram-Schmidt was used for the small size of the problem and Householder for the large size of the problem, so it was natural that the gap widened due to the use of a more expensive algorithm for the large problem size. However, the Advection-Diffusion-Reaction problem used modified Gram-Schmidt for both problem sizes, and the gap still widened significantly, from 350% to 456% in the minimal case and from 2666% to 3990% in the maximal case. Householder was used for both sizes of the Burgers problem, and the gap increased by over 1.5 times in that case as well.
The poor performance of Radau5 is a consequence of the fact that it must compute two projections per Newton iteration, the second requiring expensive complex arithmetic operations, and that the Newton iteration converges more slowly compared to BDF4. In all cases it required at least two Newton iterations per time step and sometimes up to ten. This means it required computation of at least four Krylov projections per time step compared to three for the exponential methods. In addition, the basis size required for each of the projections was larger then that needed for any of the Krylov projections within an exponential integrator since Radau5 requires computation of rational rather then ϕ-functions. These two are the main reasons that Radau5 performed poorly compared to the exponential methods.
Comparison with BDF4: In most cases BDF4 was the best performing among the implicit methods. However, its overall performance was still worse compared to the exponential methods, for all problems all of the BDF4 performance curves lie to the right of exponential methods graphs on the precision diagrams. However, the same approach in comparing the performance gap that we used for Ros4 and Radau5 is misleading in this case. This is due to the fact that BDF4 appears to produce less accurate solutions for a given step size compared to exponential or other implicit methods. This causes the performance curves for BDF4 to be shifted up with respect to other graphs on the precision diagrams. On the other hand if a problem is stiff enough the performance curve tends to bend (e.g. both sizes of the the Burgers problem) so that lowering the step size actually decreases the CPU cost. This happens due to the fact that the complexity of Krylov iterations is not linear with basis size and we will discuss this point further in Section 4.0.2. In terms of comparing the two curves along a fixed tolerance line this means that we are comparing performance of BDF4 with a calculation where the CPU time of the exponential method is unnecessarily high, i.e. it is possible in this case to compute a more accurate solution with an exponential method for a lower computational cost. For example in the case of the Gray-Scott problem with N = 150 2 at tolerance 10 −5 , the CPU time for BDF4 solution is at its minimum but the time for Exp4's solution is unnecessarily high. Lowering the tolerance would decrease the CPU time for Exp4 and still provide a more accurate solution. A clearer way to judge the size of the computational performance gap between the BDF4 and exponential methods is to compare them for a fixed size of h. Table 4 .2 lists data for the experiments where the minimal and maximal performance gap between BDF4 and Exp4 was exhibited for each problem when comparing at a fixed size of h. The Schrödinger problem is not included in the table since for most step sizes BDF4 was unstable. For fixed h we see that the performance gap increased as the size of the problem grew in all cases. For some problems the increase was modest as is the case for the Gray-Scott problem where the performance gap increase from 109% to 113% for the minimal case and 123% to 154% for the maximal case. But for other problems the gap was more substantial, e.g. the Advection-Diffusion-Reaction problem where it grew from 106% to 137% in the minimal case and from 347% to 764% in the maximal case.
Note that Ros4 and Radau5 have accuracy properties similar to exponential methods and the performance curves of exponential integrators are roughly at the same level. Thus either approach to comparing the performance gap (fixed tolerance or fixed time step size) yields a similar comparison between these implicit integrators and the exponential methods.
As opposed to other implicit methods, BDF4 usually required computation of fewer Krylov projections per time step than the exponential methods. It had to compute only one Krylov projection per Newton iteration, and for most problems it only required two Newton iterations per time step. Note however that for large scale problems we can expect the number of Newton iterations to grow, and BDF4 may need to compute an equal or greater number of Newton iterations (and thus Krylov projections) compared to the exponential methods. The Krylov projections used in BDF4 are more expensive than those for the exponential methods to such a degree that in balance BDF4 performed worse than the exponential methods despite computing fewer projections. When problem size was increased, as with all implicit methods the CPU cost per-projection increased more rapidly for BDF4 than for the exponential methods, and this is reflected in the performance gap increases seen in Table 4 .2.
Comparison with RK4:
Our results also confirm that exponential methods are expected to outperform explicit methods for problems which are sufficiently stiff. For highly stiff problems, RK4 performed significantly poorer than the other methods. For example, for the Burgers problem with N = 1500, to maintain stability RK4 took such small steps that it required more CPU time than all the other integrators, for all tolerances tested. For moderately stiff problems, RK4 was competitive for small problem size but began to fair worse as the problem size was increased. For example, for the Allen-Cahn problem with N = 25 2 , to stably compute a solution RK4 required at least 39 time steps, for which it took 0.028 seconds of CPU time. The solutions of the exponential and implicit methods were computed using between 10 and 160 time steps. The per-step CPU cost of RK4 is much lower than the other methods, and regardless of how few time steps they used the exponential and implicit integrators always required more than 0.028 seconds of CPU time. As such, RK4 was more efficient than the other methods for that problem size. However, when the size was increased to N = 150 2 RK4 required at least 1310 steps, for which it took 20.9 seconds of CPU time. The exponential methods and BDF4 required fewer than 20.9 seconds regardless of how many steps they took. The maximum time required by the exponential methods was 7.88 seconds for Exp4 to compute 160 steps. BDF4 required a maximum of 14.05 seconds for 10 steps, but only required 8.32 seconds for 80 steps. The higher cost for fewer steps is because the complexity of the Krylov iterations scales superlinearly with basis size (which will be discussed in later sections). Ros4 required less time for all but the two coarsest step sizes, requiring a maximum of 29.33 seconds for 10 steps, but less than 20.9 when computing between 40 and 160 steps. Radau5 remained more expensive than RK4 for all step sizes. Since they used much fewer time steps, the other methods naturally had less accuracy than RK4 with 1310 steps, but it was impossible to stably compute a solution with a smaller tolerance with RK4. These results provide a quantitative illustration of the well known fact that stability constraints make explicit integrators less efficient than more stable methods on sufficiently stiff problems [1, 2] .
Comparative performance of the exponential integrators:
While the exponential integrators performed similarly as a group in comparison to the implicit methods, there are still some notable aspects about their performance relative to each other. Compared to EpiRK4 and ERow4 which use faster converging higher-order ϕ-functions, Exp4 uses the slower converging ϕ 1 function for all three of its projections. As such it required more CPU time than the other two methods, particularly for large problems and at large step sizes where the Krylov iterations were most expensive. On most problems, Exp4 required 15% more CPU time for large step sizes than the other two methods (which performed essentially identically) and about 5% more time for small step sizes. The extreme was the Burgers problem where Exp4 required 25% more time for coarse step sizes and about 5% more time for small step sizes. How the efficiency of Exp4 compared with the other exponential methods was a matter of balance between accuracy and CPU time. On some small problems, Exp4's high accuracy resulted in it being more efficient than the other exponential methods, e.g. the Gray-Scott problem at N = 50 2 where Exp4's graph is to the left of the other integrators. For larger problems where computational cost was of increased significance, Exp4 was typically the least efficient method. For example, when the size for Gray-Scott problem was increased from N = 50 2 to N = 150 2 , Exp4 went from being the most efficient to the least efficient exponential method. EpiRK4 and ERow4 had nearly identical CPU cost. For the same step size, the CPU times were always within 5% of each other, regardless of problem or step size.
4.0.1. Analysis of comparative performance as a result of Krylov iteration efficiency. In previous sections we saw that the exponential integrators performed better than implicit and explicit integrators. We also argued that the reason for the performance advantage is the reduced cost of the Krylov projections for the methods. In this section we present results supporting this claim.
First, we want to verify that Krylov projections in fact constitute the major portion of the cost in all of the algorithms. We used the profiler to measure the computational cost of the important portions of the methods, i.e. (i) the Krylov iterations, (ii) evaluation of the Jacobian J, (iii) calculation of the ϕ-functions of H m , and (iv) the right-hand-side function F evaluations. For all computations (i.e. 13 problems × 5 step sizes × 6 integrators) except two experiments (BDF4 with the smallest step sizes for the Allen-Cahn and the Gray-Scott problems) Krylov projections constituted the largest portion of the computational cost compared to the calculations of (ii)-(iv). The percentage of the total CPU time spent executing Krylov iterations ranges from 73% to 99.97% for large step sizes and is reduced to the range 37% to 88% for smaller step sizes, but even for small step sizes it remains larger then the next closest cost which is evaluation of the Jacobian or the right-hand-side function evaluations. Thus the efficiency of the Krylov projections portion of the algorithm has the largest effect on the overall cost of the method. For each integrator the total Krylov performance consists of how many Krylov projections have been executed and how many Krylov vectors each of these projections required. In the following sections we demonstrate how these two aspects affect the performance of the methods.
Cost via number of Krylov vectors: Let us first look at the number of the Krylov vectors. This cost can be viewed from two perspectives: we can consider the total number of Krylov vectors taken each time step (i.e. add the number of Krylov vectors taken by each of the projections in the method) or the average number of Krylov vectors per projection (Tables 4.4 and 4.5). For Ros4 and Radau5 both of these measures yield the same results. Both integrators compute more Krylov vectors per projection and also a larger total number of Krylov vectors than exponential methods. The gap in the number of vectors, both total and per-projection, is largest for coarse step sizes and is somewhat reduced for smaller size of h, but is never zero. The gap in the number of Krylov vectors between these implicit methods and exponential integrators grows as the stiffness of the problem is increased.
We illustrate these effects quantitatively with the Allen-Cahn problem which exhibited typical outcome among the problems in the test suite. Some Krylov statistics for the problem are listed in Table 4 .4. Using Exp4 as a representative of the exponential methods, we see that Ros4 and Radau5 always computed more Krylov vectors than Exp4 per projection for all step sizes, e.g. 37.1 vectors for Ros4 and 42 for Radau5 compared to just 22.5 for Exp4 for the first projection (first column) at coarse step size. The total number of computed vectors was higher as well, e.g. 1452 for Ros4 and 1836 for Radau5 compared to only 586 for Exp4 at coarse step size. The gap sizes shrank as the step size was reduced but remained significant. For the smallest h Ros4 computed about 10.8 vectors for all three projections. Exp4 computed 9.8 for the first, which was only marginally smaller, but 6.3 and 6.8 for the remaining two projections. In the first two Newton iterations, Radau5 computed two projections with 15 vectors and two with 10, which were both higher than the sizes for all three projections of Exp4. The gap in the total number of Krylov vectors was also reduced but remained significant with Ros4 computing 1723 vectors and Radau5 2413 vectors compared to only 915 for Exp4.
This example highlights an important structural difference between the methods. For the exponential methods in the products of type f (A)b that have to be calculated the b vectors used after the first projection are equal to the nonlinear remainder terms R(Y ) which have smaller magnitudes than the b vectors for the first stage (which is the right-hand-side function F ), causing the basis sizes for the second two projections to be smaller than that of the first. The b vectors of Ros4 are not remainder terms but rather combinations of F (y) and stage values k i which are not necessarily expected to decrease in magnitude. As such there is no falloff in basis size, so the gap with the exponential methods is even larger for the later projections. The basis sizes for Radau5 fall off as the error in the Newton iteration is reduced, but in all the problems the basis sizes for the first two Newton iterations, i.e. the first four projections, were larger than for all three of the exponential methods.
As with all the problems, for Allen-Cahn there was an increase in the difference in both the size of the basis and total vectors computed by the implicit methods compared to the exponential integrators, though in Table 4 .1 we saw that the change in CPU time was modest for this problem so we expect the change in the vector count to be modest as well. For the coarsest step size the ratio of the number of Krylov vectors for the first projection of Ros4 versus Exp4 increased from 1.65 to 1.82 in going from the small to large problem size. The other projections were similar. The ratio of the total number of Krylov vectors increased from 2.48 to 2.66. The inflation in the CPU cost was from 316% of Exp4 to 423%, which was larger than might be expected for the changes in vector count but there are two reasons for this. The first is that the cost of computing the Krylov vectors grows quadratically with the number of Krylov basis vectors m. (Specifically its 2m 2 N when using modified Gram-Schmidt orthogonalization, and 4m
2 N − 4/3m 3 when using Householder orthogonalization [22] ). Even a modest inflation in the extra number of vectors computed by an implicit method will result in a substantial increase in the CPU time. The second is that the larger basis sizes of the bigger problem cause the Krylov iterations to take up a greater proportion of the total CPU time, which causes the higher Krylov costs of the implicit methods to matter more. Similar increases in vector count happened for Radau5 though the CPU time went up more severely due to the use of the Householder orthogonalization for the larger problem. The gap in the number of Krylov vectors increased at smaller step sizes as well commensurate with the inflation in CPU time.
Cost via number of Krylov projections:
The integrators require computation of different numbers of Krylov projections per step and the difference in total CPU cost is a balance between the number of projections per step versus the number of vectors taken per projection. Ros4 always computes four projections per step and Radau5 required at least two Newton iterations (hence four projections) in our experiments. Thus, both methods required more projections per step and more vectors per projection than the exponential methods three projections resulting in higher CPU cost. Recall however that BDF4 usually required only two projections per step yet still had the higher CPU cost. From Table 4 .4 we can see the reason for this is the the higher number of vectors taken per projection outweighs the smaller number of projections. For example in the case of the small size of the Allen-Cahn problem at the coarsest time step BDF4 required 51.7 and 31.3 vectors for the first and second projections whereas Exp4 required only 22.5 and 17.6 for the first two, but also required 18.5 vectors in a third projection. This balances out to the total number of vectors being very similar, 590 total vectors for BDF4 compared to 586 for Exp4, but BDF4 remaining 60% slower than Exp4. The disparity in CPU time comes from the quadratic scaling of cost with basis size m. BDF4 computes a total number of vectors similar to the exponential methods but those vectors are more expensive due to the larger basis sizes and this results in a higher overall cost.
Obviously in cases where BDF4 requires more than two Newton iterations the performance gap was even greater. For the Advection-Diffusion-Reaction problem, BDF4 took as many as four Newton iterations. Some statistics for the problem are displayed in table 4.5. As before there is still a sizable difference in basis sizes per projection between BDF4 and the exponential methods, but now the total Krylov vectors is no longer similar so the difference in CPU time becomes even greater, e.g. on the small problem size at coarse time step BDF took 1580 total vectors compared to only 750 for Exp4 resulting in 347% greater CPU time for BDF4.
Comparison of Krylov performance between exponential integrators: As we saw in the previous section and as Tables 4.4 and 4.5 confirm Exp4 takes more Krylov vectors on the second and third projections and this accounts for the differences in performance compared to ERow4 and EpiRK4. As an example, for the Allen-Cahn problem with N = 150 2 at the coarsest step size, Exp4 used 54.8 for third projection, but EpiRK4 and ERow4 used only 44.9 and 40.9 respectively. The difference was even greater at smaller step sizes. Across all the problems, Exp4 computed up to 20% more total Krylov vectors compared to the other two methods and typically over 10%. Comparing EpiRK4 with ERow4 we found the performance of these two methods to be quite similar to each other with the total number of vectors always within 6% and typically within 2%. 4.0.2. Krylov adaptivity. As we saw in the precision diagrams reducing the step size can sometimes reduce the cost of the Krylov iterations so dramatically that computing a solution with a smaller value for h results in a lower CPU time despite a larger number of steps being computed. A particularly visible example of this is BDF4 on the Burgers problem with N = 1500 where the slope of a portion of the performance curve is positive (Fig. 5.2(b) ). In many cases there is a transition point at which the slope changes sign, as for BDF4 used on the Burgers problem with N = 500 where the slope becomes negative at tolerance values of about 10 −7 . The reason lowering step size can lower CPU cost is the Krylov iteration's quadratic scaling of cost with basis size. We can see in Tables 4.4 and 4.5 that the number of Krylov vectors needed per projection decreases by a factor of 1.5 to 2.0 each time h is halved (although it varies somewhat with problem and step size). Because of the quadratic cost scaling, each time the step size is halved the CPU time per projection is reduced between 1.5 2 and 2.0 2 times, i.e. by a factor larger than two. If the Krylov projections were the entire computational cost, halving the step size would always lower the CPU time. However, as the cost of the Krylov projections decrease they account for an ever smaller percentage of the total computational cost and other components, such as the calculation of the Jacobian, become more relevant. As a result, at some point lowering the step size further starts to increase the overall CPU time. This crossover phenomenon is meaningful for how variable time step methods should be implemented. Even if only a coarse tolerance is needed, if lowering the step size reduces CPU cost it is more cost efficient to compute with smaller h even if the extra accuracy is not needed. However if the step size is lowered too much, the CPU time will start to increase. This suggests the need for an adaptivity algorithm which is able to adjust the step size to find the "sweet spot" step size for which CPU time is lowest. Early attempts at developing such Krylov adaptivity algorithms can be found in [7, 24] , but so far there is only limited study of how effectively these algorithms find an optimal step size.
5. Conclusions and future work. In this paper we demonstrated that exponential methods perform better than some of the implicit methods typically used for large problems. We have identified the reason for their performance advantage being the efficiency of the Krylov projections in evaluation of exponential-like matrix functions compared to rational matrix functions required by the implicit methods. These results represent one of the first careful numerical studies that provide a quantitative insight into what type of computational savings one might expect in using exponential integrators compared to standard methods. The analysis details how the structure of an integrator, i.e. the number and the nature of Krylov projections it requires, affects its performance and provides guidelines for constructing and implementing efficient exponential integrators. In addition, these results instruct selection of appropriate time integrators for other systems.
Larger scale problems and parallel implementations of the methods need to be studied and analyzed. The work has also highlighted the importance of development of effective adaptive strategies. We plan to address these questions in future publications. 
