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Abstract 
Homogeneous, isotropic turbulence in fluids is a highly complicated phenomenon, 
involving the interaction of many degrees of freedom. A brief statement of the 
problem is made, with an outline of historical solutions. The renormalization 
group is introduced and the technical problems of its application to turbulence 
detailed. 
A real-space formulation is presented of the theory of iterative averaging 
(W. D. McComb and A. G. Watt, Phys. Rev. A 46, 4797 (199)). The turbulent 
velocity field is iteratively filtered using a sharp filter. At each stage, the subgrid 
field is averaged and its mean effect incorporated into an eddy-viscosity term, in 
which the viscosity is convolved with the velocity field. A two-field decomposition 
of the subgrid field is used to perform the averaging. 
After a brief summary of the k-space derivation of the iterative-averaging 
method, results of numerically calculating the theory are presented. A value for 
the Kolmogorov spectral constant of a = 1.6 is found. This value is independent 
of input parameters over a significant range. Two analytical results are derived, 
which provide useful checks on the computation. 
A new renormalization-group formulation, loosely based on the prescription 
of Forster, Nelson and Stephen (Phys. Rev. A 16, 732 (1977)) for stirred hydro-
dynamics, is presented. A fictional force is introduced to model the stirring of 
the small scales by the large eddies. The definition of the force is based on the 
two-field decomposition of the subgrid velocity field. Higher-order nonlinearities 
in the velocity field are produced by the elimination procedure, and are treated as 
part of a modified equation of motion. When the theory is numerically iterated, 
a value for the Kolmogorov constant of a = 1.71 is found, but only after a large 
error term, due to the absence of a spectral gap between subgrid- and explicit-
scale modes, is neglected. A comparison is made of this theory with iterative 
averaging, with particular reference to the role of the higher-order nonlinearities, 
and the use of conditional averaging as opposed to filtered ensemble averaging. 
The behaviour of the two theories in the continuum limit of the renormaliza-
tion group process is analysed. Both theories are found to break down in some 
way in this region. The behaviour of other formulations in the limit is also briefly 
examined, and it is argued that the non-existence of the continuum limit is a 
property of the Navier-Stokes equations. 
Some of the above ideas are extended to the case of passive scalar convection. 
Results of calculating iterative averaging for this case are shown, with a value for 
the Obukhov-Corrsin spectral constant of ,3 = 1.0. The perturbative formulation 
is adapted for the passive scalar equation. The results for the Obukhov-Corrsin 
constant do not display any independence of input parameters in this case. It is 
found that 0.69 < 3 < 0.76. 
11 
Declaration 
The work presented in this thesis is my own or was carried out in collaboration 
with Dr. W.D. McComb, except where otherwise stated. 
111 
Acknowledgements 
I would like to thank my supervisor, David McComb for his help and encourage-
ment, Taek-Jin Yang and Vikram Pandya for useful discussions and for pointing 
out errors in earlier versions of the work, my parents for their moral and financial 
support, and my friends for enabling me to keep a sense of perspective. 
lv 
Table of Contents 
Chapter 1 Introduction 	 1 
	
1.1 	Isotropic turbulence ...........................1 
1.1.1 	The equation of motion ....................3 
1.1.2 The cascade picture of energy transfer ...........6 
1.2 	The renormalization group ......................8 
1.3 	Thesis overview ............................12 
Chapter 2 The Iterative-Averaging Derivation of the Explicit-Scales 
Equation in Real Space 14 
2.1 	Introduction 	.............................. 14 
2.2 	Conditional averaging of the Navier-Stokes equations 	....... 15 
2.2.1 	Definition of subgrid and supergrid fields 	.......... 15 
2.2.2 	The RG approach 	....................... 16 
2.2.3 	The conditional average 	................... 17 
2.3 	Elimination of the first shell of modes ................ 18 
2.3.1 	Equations for the subgrid and supergrid fields 	....... 18 
2.3.2 	Equation for the subgrid stress 	............... 20 
2.4 	Second and subsequent shell eliminations: the LES equation 	. . . 	 22 
Chapter 3 The Iterative-Averaging Calculation of the Subgrid- 
scales Stress in Wavenumber Space 23 
3.1 Introduction 	.............................. 23 
3.1.1 	Conditionally averaging the equation of motion 	...... 24 
3.2 Salving for the subgrid stress ..................... 25 
3.2.1 	Definition of the two-field decomposition 	.......... 27 
3.3 Calculation of the fixed point 	.................... 28 
3.3.1 	A recursion relation for the effective viscosity 	....... 28 
3.3.2 	Scaling the basic variables 	.................. 29 
3.3.3 	Results 	............................. 30 
3.4 Analysis of the fixed point 	...................... 36 
3.4.1 	The large scale-separation limit 	............... 36 
3.4.2 	The recursion relation in the small-bandwidth limit . . 39 
Chapter 4 A Perturbative Approach to the Formulation of RG 
using Random Stirring 	 42 
4.1 	Introduction ..............................42 
4.2 	Procedure 	...............................44 
4.2.1 	First band elimination ....................44 
4.2.2 Second and subsequent band eliminations .........49 
4.2.3 The fixed-point of the equation of motion ..........51 
4.2.4 	The energy balance equation .................52 
4.2.5 	Results .............................53 
4.3 Discussion: comparison of RG procedures ..............56 
Chapter 5 RG Theories in the Continuum Limit 60 
5.1 	Introduction 	.............................. 60 
5.2 	The small bandwidth limit in iterative averaging .......... 64 
5.2.1 	The viscosity increment in the limit ............. 64 
5.2.2 	The behaviour of the fixed-point viscosity 	......... 69 
5.3 	Iterative perturbation theory in the continuum limit ........ 73 
5.3.1 	The viscosity increment 	................... 73 
5.3.2 	The fixed-point viscosity 	................... 75 
vi 
5.4 The general case 	 75 
5.5 	Conclusions 	..............................76 
Chapter .6 	Passive Scalar Convection 77 
6.1 	Introduction 	.............................. 77 
6.1.1 	The equation of motion .................... 78 
6.1.2 	The conditional average 	................... 78 
6.2 	Iterative averaging: numerical results 	................ 79 
6.3 	Iterative perturbation theory ..................... 85 
6.3.1 	Procedure 	........................... 85 
6.3.2 	Results 	.............................. 94 
6.3.3 	Conclusions 	.......................... 96 
Appendix A The LES sharp filter 	 97 
Appendix B Expanding the fixed-point viscosity 	 99 
Appendix C Estimating the error in the dissipation rate in IPT 101 
Appendix D Second and subsequent shell eliminations for IPT ap-
plied to the passive scalar problem 	 105 




1.1 Isotropic turbulence 
In 1883, Sir Osborne Reynolds conducted what is considered to be the first ex-
perimental work on turbulent flow [1]. He introduced streams of dye into water 
flowing through a pipe of constant diameter. He found that at low rates of flow, 
the dye remained in its streams, but above a critical speed, the dye would break 
up at a certain distance down the pipe and become dispersed across its diameter. 
This was the first visualisation of turbulent flow, a highly chaotic form of fluid 
motion in which a large proportion of the kinetic energy of the fluid is diverted 
into vortices on a wide range of length scales. 
Reynolds found that the critical variable that determined whether a flow would 






where U is the bulk mean flow rate, L is the length-scale of the flow - in this case 
the pipe diameter - and v is the kinematic viscosity of the fluid. Most fluid flows 
of physical and engineering interest are high Reynolds number flows and hence 
turbulent. The subject therefore has a very wide range of practical application. 
1 
Chapter 1 - Isotropic turbulence 	 2 
The study of turbulence may be split into two broad areas. There is the 
engineering approach, which is concerned with the need to predict flow parameters 
(eg. mean flow rates or drag coefficients) for specific situations. On the other hand 
the subject may be seen as a problem in theoretical physics, and indeed is often 
referred to as the last unsolved problem of classical physics. This is the point of 
view of the work in this thesis. The theorist is concerned with the structure of the 
equations of motion and universal features rather than the details of particular 
flows. The two approaches are not mutually exclusive of course, since a' better 
understanding of the underlying structure feeds through into better engineering 
models, and theory is always informed by experiment. 
A typical turbulent flow consists of eddies with length scales that range over 
several orders of magnitude, all, in principle, interacting with each other. The 
theorist, when faced a situation of this complexity, looks for simplifications. The 
first of these, and one that will apply throughout this work, is the restriction to 
homogeneous and isotropic turbulence. This is an idealized case in which all the 
statistical properties of the flow are invariant under translations and rotations 
of the co-ordinate axes. A further restriction to the stationary case, where all 
the statistics are time-independent, will also be made. The advantages of these 
prescriptions in simplifying the analysis will become apparent later. It might 
be objected that real flows are highly inhomogeneous and anisotropic (although 
turbulence behind a regular grid placed across a wind tunnel for example comes 
close enough to the ideal for theoretical predictions to be tested). However, as 
will be discussed in more detail in section 1.1.2, for all flows with a high enough 
Reynolds number, the smaller eddies are expected to display local homogeneity 
and isotropy. So the results of any analysis should be applicable to these flows at 
small length scales, with modifications necessary at large scales to take account 
of the geometry of the flow. 
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1.1.1 The equation of motion 
Turbulence in incompressible fluids is governed by the Navier-Stokes equation 
(NSE) for the velocity and pressure fields u(x, t) and p(x, t), 
a a 	ia 
u(x,t) +u,j(x, t)—u(x, t) = ------p(x, t) + vV2 u(x, t) + fc (x, t), (1.2) ax,3 paxa  





where the Einstein summation convention for repeated variables is assumed. The 
other variables are p, the density of the fluid, and v, the kinematic viscosity. A 
driving force f(x, t) has been added as an artificial device to simulate the action of 
shearing at physical boundaries. The restriction to incompressible flows confines 
us to situations where the fluid velocities are small compared with the speed of 
sound in the fluid. It has been assumed that the fluid is Newtonian, ie. that it 
has a linear constitutive relationship between the stress and rate of strain. 
The pressure may be eliminated along with the continuity condition (see ref-
erence [2]) to give the solenoidal version of the equation: 
[a/at - vV2]u(x,t) = M3(V)[u,(x,t)u,,(x,t)] - 1 apex t  
a 
—J(V)[u(x, t)] + f" (X, t). 	(1.4) 
The following differential operators are defined: 
M y  (V) = 	{D c (V) + 	Da,3(v)}, 	 (1.5)
axly 
and 
D[g(x, t)] = 8g(x, t) - 	a2 d3x'_
g(x', t) 	
(1.6) 
axax f"olume 	4x - x'' 
for any well-behaved function g(x, t). The third term on the RHS is a surface 
integral, 
a 	_________ 
J,3 (V)g(x,t)=v— f d2x'_ 	a2 
Ox", urface 	47r (x 
- x') —g(x', t) 	(1.7) 
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where n is the unit normal vector to the surface at x'. For isotropic, homogeneous 
turbulence I neglect this surface term, assuming that u —+ 0 as x —* oo and set 
the external pressure gradient SPex t/SX, to zero. This leaves us with 
	
[a/at — vV2]u(x, t) = Mfl7 (V)[u(x, t)u(x, t)] + f(x, t) 	(1.8) 
as the equation of motion which will be used henceforth. 
The equation is not soluble - analytical attempts at a partial solution will be 
discussed shortly - so the most obvious line of attack is numerical simulation. 
The first direct numerical simulation was by Orszag and Patterson in 1972 [3] 
and more recent work has included references [4, 5, 6, 7, 8]. This approach suffers 
from the drawback that for Reynolds numbers of the magnitude found in nature, 
the amount of storage capacity and calculation speed required exceeds the capa-
bility of current computers. At the time of writing, the highest Reynolds number 
achieved in an isotropic simulation is R), " 200 by' Chen and Shan [8]. While 
this is large enough to permit interesting theoretical predictions, simulations of 
practical engineering interest must still rely on approximations to reduce the size 
of the problem. 
One such commonly-used approximation is the large-eddy simulation [9, 10]. 
The large computational resources required for direct simulations are necessitated 
by the fine mesh needed to resolve the smallest eddies in the flow. However, it is 
the larger eddies that contain the statistical information which is of interest. The 
idea is therefore to simulate only the larger eddies and treat the smallest eddies 
purely as an energy sink, modelled by adding a so-called eddy viscosity to the 
original molecular viscosity. 
Theoretical approaches to the problem generally begin by transforming the 
equation of motion (1.8) into its more tractable Fourier-space form: 
[5/at + vk2 ]u(k, t) = M 7 (k) f d3j u,3 (j, t)u(k — j, t) + f, (k, t), 	(1.9) 
'RA is an alternative definition of the Reynolds number commonly used to characterise 
measurements of turbulent flow. It is defined as R,. = Au/u, where u is the r.m.s. velocity and 
A is the Taylor microscale - a measure of the correlation length. 
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where u, f and M are the transforms of the x-space quantities: 
u(k, t) = f d3x u(x, t) e_kX, 	 (1.10) 
f(k, t) = f d 
3  f(x, t) e_ikx, 	 (I . 11) 
M(k) = (21)'[kD(k) + k7D(k)], 	 (1.12) 
and 
D(k) = 6.0 - kk 13IkI 2 . 	 ( 1.13) 
The problem can now be clearly seen as one with many degrees of freedom (the 
modes of the velocity field), each one in principle coupled to every other one via 
the nonlinear term on the r.h.s. of (1.9). 
In the absence of a full analytical solution, theories try to solve the equations 
of motion for mean quantities instead. The type of averaging used is ensemble 
averaging (denoted by angle brackets (• .)), ie an average over all possible real-
izations of the velocity field defined by the range of initial conditions or stirring 
forces. For homogeneous, isotropic turbulence, the mean velocity is zero, and so 
the simplest non-trivial quantity to calculate is the second moment of the veloc-
ity field (u(k,t)u(k',t')). An equation may be formed for this quantity from 
equation (1.9): 
[a/at + uk2 + vk'2]c(u(k, t)u(k', t)) 
= M.,,75(k) f d'i (u(k',t)u(k —j,t)u5(j,t)) 
+ M,3-y ,5 (W) f d 
3  (u, (k, t)u7(k' - j, t)u(j, t)) 
+ (f(k,t)u(k',t)) + (Ua(k,t)f(k',t)) 
(1.14) 
Here the nonlinearity of the original equation manifests itself as the turbulence 
closure problem, since the equation for the second moment contains terms in the 
third moment (uuu). An equation formed for (uuu) contains terms in (uuuu) 
and so on in an open-ended sequence. This sequence is more fully developed in 
the paper by Orszag and Kruskal [11]. 
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The solutions to this problem fall into three broad categories: ad-hoc clo-
sures, renormalized perturbation theories, and renormalization group theories. 
The ad-hoc approaches are similar in spirit to the eddy viscosity models men-
tioned earlier. To solve equation (1.14), a guess is made as to the relationship 
between the third moment and the second moments. Examples of this type of 
approach are the Heisenburg effective viscosity model [12, 13] and the quasinor-
mality approximation [14, 15, 16]. 
The renormalized perturbation theories (RPT) treat the nonlinear term in 
equation (1.9) as a small disturbance and solve using a perturbation series. The 
obvious drawback of this approach is that the nonlinear term is not small. This 
is tackled by renormalizing the perturbation series, a procedure whereby zeroth-
order quantities are replaced by the full quantities to give closed equations of 
motion. , The first example of this type of theory was the well-known Direct 
Interaction Approximation of Kraichnan [17, 18] and other examples can be found 
in references [19, 20, 21, 221 
The third and most recent method is the renormalization group, which I will 
go on to describe in section 1.2. First I will say something about the classical 
picture of the energy dynamics of the modes of the turbulent velocity field. 
1.1.2 The cascade picture of energy transfer 
For homogeneous, isotropic turbulence, I may define an energy spectrum E(k,t), 
which is related to the second moment by 
(u, (k, t)u(k', t)) = 47ik 2 E(k, t)D oi(k)8(k + k'), 	(1.15) 
where D is the projection operator defined in equation (1.13) and 8 is the Kro-
necker delta function. The total kinetic energy per unit mass E(t) is the integral 
of the spectrum over all wavenumbers: 
E(t) = f dk E(k, t). 	 (1.16) 
Using equations (1.14) and (1.15), an equation of motion for the spectrum may 
be derived: 
t) + 2vk2 E(k, t) = T(k, t) + W(k, t) 	 (1.17) 
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This says that the rate of change of the energy associated with wavenumber k is 
governed by the production term W(k, t) formed from the forcing terms on the 
r.h.s. of (1.14), nonlinear transfer to and from other wavenumbers via T(k, t) 
which is formed from the nonlinear mode-coupling terms on the r.h.s. of (1.14), 
and viscous dissipation. 
The classical picture of energy transfer between modes is the energy cascade 
picture illustrated schematically in figure 1.1. Energy is fed into the system at 
the largest scales by shearing at boundaries. Eddies of this size are persistent 
and contain most of the turbulent kinetic energy. It is then transferred to smaller 
and smaller scales via the inertial transfer term T(k, t), until it is dissipated at 
the smallest length scales. The interactions which constitute the energy cascade 
are envisaged as being primarily local in k-space, with most transfer taking place 







energy transfer to high k 
energy in 	 energy out 
via shearing via dissipation 
k 
Figure 1.1: A schematic illustration of the three regimes in high Reynolds number 
turbulence and the cascade picture of energy transfer between modes. 
In his two seminal papers of 1941 [23, 24], Kolmogorov extended this picture 
by postulating that for high enough Reynolds number, the randomising effect of 
the cascade would mean that the smaller eddies (in the inertial and dissipation 
Chapter 1 - The renormalization group 	 8 
ranges) would display local homogeneity and isotropy. Thus all highly turbulent 
flows should show some universality of behaviour on small scales. He went on to 
define on dimensional grounds a characteristic length for the dissipation range 1d 
with 
1d 
= 11,,3 11/4 	
(1.18) 
The energy-containing eddies also have a typical length, defined by the large-scale 
geometry of the flow. However, there is no intermediate scale between these two 
extremes. This fact leads to the prediction, again on dimensional grounds, of the 
Kolmogorov form for the energy spectrum in the inertial range, 
E(k) = a€"3 k 513 	 (1.19) 
where a is known as the Kolmogorov constant. It also leads to the expectation 
that the inertial range should exhibit some form of self-similarity between scales. 
12 The renormalization group 
The renormalization group (RG) has been taken over from the theory of critical 
phenomena as a way of exploiting the scaling that is expected in the inertial range. 
From the point of view of this thesis, the ultimate aim in RG is the reduction of 
the number of degrees of freedom of the problem, and the derivation of a subgrid 
model which may be used in a large-eddy simulation (LES). Instead of replacing 
the subgrid velocity modes with an eddy viscosity all at once, the RG approach 
is to divide the velocity field into thin shells in Fourier space and eliminate shells 
of modes iteratively, beginning at the highest wavenumbers, ie. in the dissipation 
range. The hope is that in this region the turbulence is critically damped, with 
energy transferred into the band being immediately dissipated, thus simplifying 
the solution of the Navier-Stokes equation on the band. The main result of each 
shell elimination is an increment to the viscosity, which models the effect of the 
eliminated modes. The final equation thus governs the longest wavelengths and 
may be used as the LES equation of motion. 
The absence of a characteristic length scale in the inertial range leads to 
the assumption that, apart from a trivial rescaling operation, this LES equation 
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should be unaffected by the choice of cutoff wavenumber. Hence, the equation 
of motion should be invariant under the coarse-graining process described above. 
This symmetry is used as a criterion to determine the end of the iteration. The 
variables are rescaled at each step and the iteration terminated when the scaled 
equation does not change any more. This is known as the fixed point of the 
calculation. 
Much current research in the field is based on the pioneering papers of Forster, 
Nelson and Stephen [25, 26], who adopted the prescription of Ma and Mazenko 
[27] for dynamic RG in critical phenomena. FNS worked from a different point of 
view to that taken in this work, in that their aim was the calculation of asymptotic 
turbulent energy spectra from specified stirring forces. However, their algorithm 
for the shell elimination provides a convenient starting point for a more detailed 
discussion of the problems involved in the formulation of RG for turbulence. It 
may be summarised as follows. 
Suppose the highest wavenumber is k0  and I choose the initial shell to be 
defined by the cutoff wavenumber k 1 . Then a single RG transformation consists 
of two stages: 
Solve the Navier-Stokes equation (NSE) on the interval k 1 < k < k0 . Sub-
stitute the solution for the mean effect of the subgrid velocity field into the 
equation for the velocity field on 0 < k < k1 . This results in an increment 
to the bare viscosity: ii -* v 1 = v + Si'. 
Rescale the basic variables, so that the NSE on 0 < k < k1 looks like the 
original equation on 0 < k < k0 . 
These two steps are repeated until the equation of motion does not change any 
more. The iteration is characterised by a recursion relation for the renormalized 
viscosity. 
The idea is straightforward enough, but there are two technical difficulties 
which become apparent if I follow though step A in more detail. I divide the 
velocity field at k 1 as follows 
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u(k,t) = ua (k,t) with O< k < k 1 ; 	 ( 1.20) C. 
u(k,t) = u(k,t) with k 1 <k <k0 . 	 ( 1.21) 
Equations for u and u can be formed from the NSE (1.9), by what is purely a 
filtering process: 
[ at + uk 2]u(k,t) = 	M(k) fd 3i [u(j,t)u(k — j,t) + 2u(j,t)4(k — j,t) 
+ 	u(j, t)u4(k - j, t)] + f(k, t); (1.22) 
09 	
2]u(k,t) = M 7 (k)fd 3 l at 
 +vk  
+ u(j, t)u(k - j, t)] + f(k, t), 	 (1.23) 
where the superscripts ± on M and f have the same significance as for u. I 
rewrite equation (1.22) with the form-invariant part on the l.h.s. and the part I 
wish to model on the right, thus: 
[ + uk]u(k, t) - M;(k) f d 
3  u- (j, t)ç(k - j, t) - f,,, (k, t) 
= M;3, (k)f d 3j [2u(j, t)4(k —j, t) + u(j, t)4(k - j, t)]. 
(1.24) 
Now I carry out step A of the RG procedure by solving equation (1.23), for 
u(k, t) as a functional of u and u, substituting into (1.24) and averaging over 
the subgrid field to yield 
a 
+ vkJu(k, t) - M;(k) f dj u(j, t)u(k - j, t) - f,,- (k, t)) 
= ('I'[u, u+]), 
(1.25) 
where 'I' is a functional representing the effect of substituting the solution for u+ 
on the r.h.s. of (1.24). I have written the average with the subscript 'c' to indicate 
that it is a conditional average, ie. one in which the u+  modes are averaged while 
the u modes are held constant. The formulation of such an average is the first 
of the technical problems referred to above, since the coupling of the large- and 
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small-scale modes via the equation of motion means that its relation to the global 
ensemble average is a nontrivial one. The functional 'P contains a term which 
is linear in u and which may therefore be interpreted as an increment to the 
viscosity. However, it also contains higher-order nonlinearities in u, which break 
the form-invariance of the equation of motion. This is the second of the technical 
difficulties. 
These problems were avoided by FNS, who chose their stirring forces f(k, t) 
to be multivariate normal, so that the averages over the f±  can be carried out 
independently of the f and hence are effectively unconditional. With this restric-
tion, they excluded fluid turbulence in favour of "stirred hydrodynamics". They 
also found that the higher-order nonlinearities in u became irrelevant variables, 
vanishing in the limit k -+ 0. 
The basic RG algorithm was extended to turbulence by Rose [29], who con-
sidered the passive convection of a scalar contaminant (0 say); and by McComb 
[30] to the NSE. In the former case, the extra, higher-order nonlinearity is of a 
different form to that produced in the velocity-field problem. At leading order one 
has a term in quu instead of uuTh, and Rose treated this as part of a new 
scalar diffusion equation. In the latter case, McComb introduced the method of 
iterative averaging to eliminate the term in uuu, thus maintaining the form-
invariance of the NSE. In both cases, the conditional average in the eliminated 
band was approximated by a filtered ensemble average. 
Rose's approach has also been applied directly to the velocity field by Zhou, 
Vahala and Hossain [41, 31], who argue that maintaining the form-invariance 
of a new equation which includes the cubic nonlinearity has its analogue in the 
application of RG to the Ising model. They also argue that it is necessary to 
include a contribution from the cubic term in the renormalized viscosity in order 
to account for strong interactions near the wavenumber cutoff. 
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1.3 Thesis overview 
The work presented in this thesis is a comparison of two contrasting approaches to 
the problem of a turbulence RG formulation. The first is iterative averaging men-
tioned above, and the second is a new model that extends the band-elimination 
algorithm of FNS to the case of the full turbulent cascade. 
As described in the previous section, the method of iterative averaging was 
first put forward by McComb [30] as a generalization of Reynolds averaging. It 
has since undergone extensive development [32, 33, 28], most notably in the in-
troduction of a properly-formulated conditional average to replace the original 
filtered ensemble averaging. It therefore addresses the first of the technical prob-
lems discussed in the previous section. It has the advantage over perturbative 
approaches of the FNS type that all approximations are controlled and based on 
generally-accepted physical assumptions about turbulent flow. However, it may 
be accused of inconsistency in the way that the cubic terms are eliminated, in 
that the term which gives the viscosity increment appears to be of the same order 
as the cubic nonlinearity which is neglected. Chapters 2 and 3 are concerned 
with this theory. The method was originally formulated in k-space for ease of 
mathematical manipulation. In Chapter 2, I give the real-space formulation of 
the band-elimination procedure and the final LES equation. In Chapter 3, after 
a brief summary of the k-space procedure, I present numerical results of iterating 
the theory, and some analysis of the fixed-point equation which provides useful 
cross-checks on the numerics. 
In Chapter 4, I introduce a new approach to the problem, that seeks to com-
bine the basic algorithm of FNS with the formulation of the conditional average 
developed for iterative averaging. In place of the external driving force employed 
by FNS, it uses a fictitious force to represent the stirring of the subgrid field by 
the large eddies. The specification of this force is based on the formulation of 
the conditional average outlined in Chapter 2. Numerical results of iterating the 
theory are given, and a detailed comparison is made of this method with iterative 
averaging. The main question that I seek to answer at this stage is what is the 
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role of the cubic nonlinearities, which appear in this theory, but are neglected 
in iterative averaging. I also look at the effect that the use of the conditional 
average as opposed to the filtered ensemble average has on the results and the 
behaviour of the theories in the small-bandwidth limit. 
Chapter 5 is an analysis of the two theories in the continuum limit, ie. when 
the width of the shells of modes being eliminated is allowed to shrink to zero. This 
would seem to be a more accurate way of expressing the coarse-graining symmetry 
of the equation of motion, giving a differential equation rather than a recursion 
relation for the renormalized viscosity. However, the numerical results for iterative 
averaging in Chapter 3 and the iterative perturbation theory of Chapter 4 show 
that in both cases the theory appears to be unphysical in this limit. In this 
chapter, I analyse both theories to derive their limiting behaviour, and compare 
them with other RG formulations which, in contrast, obtain good results in the 
limit. 
Finally, Chapter 6 is an extension of some of the work to the case of a pas-
sive scalar field convected by the turbulent velocity field. Results are presented 
for iterative averaging, and it is shown how the type of perturbative approach 
discussed in Chapter 4 can be extended to this case. 
Chapter 2 
The Iterative-Averaging Derivation of 
the Explicit-Scales Equation in Real 
Space 
2.1 Introduction 
This chapter and the next are concerned with the iterative-averaging (IA) formu-
lation of RG. As mentioned in Chapter 1, the IA approach to the band elimination 
procedure is to average over the subgrid modes in the equation of motion directly, 
using a variant of Reynolds averaging. The equation for the subgrid modes is then 
used to evaluate the subgrid stress term and hence the increment to the viscosity. 
The higher-order nonlinearites in the velocity field produced in other formula-
tions are here found to be of the order of negligable quantities, and so the final 
result resembles the original NSE with an increased, k-dependent viscosity. This 
equation may be used as the basis for a large-eddy simulation (LES). 
The original theory was derived in Fourier space for ease of mathematical 
manipulation. In this chapter, I present a real-space version of the first part of the 
RG algorithm - the elimination of subgrid modes from the equation of motion to 
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give the LES equation. The subgrid field is averaged out in stages, corresponding 
to the progressive elimination of shells of modes in k-space, and replaced by a 
modified viscous term, in which an x-dependent viscosity is convolved with the 
velocity field. The second half of the algorithm - the rescaling and iteration to 
the fixed-point - is left in its k-space form and is given in Chapter 3, along with 
results of numerically calculating the theory and some analysis of the fixed-point 
equations. 
The chapter is laid out as follows. Section 2 is concerned with the general 
iterative-averaging algorithm for RG, and the definition of the conditional average, 
showing how this may be related to the normal ensemble average. Section 3 is 
a detailed account of the first band elimination and the resultant modification 
of the viscous drain. In section 4, I show how the procedure is generalised for 
further band eliminations until the fixed point is reached. 
2.2 Conditional averaging of the Navier-Stokes 
equations 
2.2.1 Definition of subgrid and supergrid fields 
As a first step it is necessary to give a formal mathematical definition of what 
is meant by the supergrid (large-eddy) field, which will be the one simulated 
numerically, and the subgrid field, which controls the rate of energy dissipation. A 
convenient way of doing this uses the Fourier modes of the velocity field. Suppose 
the size of the smallest eddies is 10. This can be taken as related to the maximum 
wavenumber k0 by 
to = 27r/ko . 	 (2.1) 
McComb [34] proposed that k 0 should be defined by the dissipation relation as 
follows: 
6 = fo 
00
2vo k 2 E(k) dk fo 
ko 
2vo k 2 E(k) dk, 	 (2.2) 
where, as in Chapter 1, 6 is the energy dissipation rate and E(k) is the energy 
spectrum. In anticipation of the renormalization process, I have relabelled the 
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kinematic viscosity as v0 . Suppose the dimension of the grid is 1. Then the 





= f27r/I<JkJ<27r/IO U, 
(k, t)e_ikxd3k. 	 (2.4) 
The actual field is then just the superposition 
U, (X, t) = U,, (X, t) + U+ (x, t). 	 (2.5) 
This decomposition corresponds to a "sharp filter" in the usual terminology of 
large-eddy simulations. 
2.2.2 The RG approach 
I wish to eliminate the subgrid field from the NSE and express its mean effect 
in terms of the supergrid field. The RG approach is to perform this elimination 
iteratively in stages. A parameter 77 is chosen with 0 < ij < 1 which defines a 
series of length scales {1} with 
ln+i = 101 - 
	
(2.6) 
and 10 defined as in equations (2.1) and (2.2). For each scale, supergrid and sub-
grid fields are defined as above. I can now implement the RG algorithm outlined 
in Chapter 1 while noting that one of the ways in which iterative averaging differs 
from other implementations is that the band elimination in step A is performed 
by conditionally averaging the equation of motion directly. This results in an 
equation which is similar in form to the original NSE apart from an extra term 
in the subgrid field. Using the subgrid equation, this extra term can be shown to 
be linear in u 
The variables in the supergrid equation are then rescaled to make it look 
as much as possible like the old equation. The whole process is iterated, until 
this scaled equation is found to be invariant under the RG transformation. This 
fixed-point equation is the final, dynamical equation for a large eddy simulation. 
Chapter 2 - Conditional averaging 	 17 
2.2.3 The conditional average 
For each stage in the RG iteration, I want to be able to average out the 
component of the velocity field in the NSE to form an equation for the supergrid 
field. As was pointed out in Chapter 1, a filtered ensemble average is inadequate 
for the purpose as it fails to take into account the coupling of the explicit-scales 
to the subgrid field. It is necessary to formulate a conditional average, denoted 
by (••.), which averages over a sub-ensemble of realisations of the velocity field, 
chosen so that the large eddy field is held constant. Such an average when applied 
to the NSE will leave the supergrid field unchanged, so I can write: 
= u(x,t), 	 (2.7) 
(tç(x, t)u(x, t)) = u(x, t)u(x, t). 	 (2.8) 
I now want to evaluate conditional averages involving 	in terms of ensem- 
ble averages whose values are known. The problem here is that the particular 
realisation of the u field chosen to define the conditional average will affect the 
value of (u) because of the coupling of the subgrid field to the supergrid field. 
Following McComb and Watt [33], this is dealt with by introducing a two-field 
decomposition of the subgrid field: 
	
u(x,t) =v(x,t)+&(x,t). 	 (2.9) 
The v field is defined by its properties under conditional averaging: 
v is statistically independent of u, so 
(u(x,t)v(x',t)) = tç(x,t)(v(x',t)). 	(2.10) 
the conditional average forms a representative subensemble for v+,  ie. the 
conditional average of v+  has the same value as a full ensemble average: 
(v(x,t)) = (V + (x,t)). 	 (2.11) 
v+  is homogeneous and isotropic, so 
(v(x,t)) = 0. 	 (2.12) 
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We also require that, at least after averaging, the v+  field is a good approximation 
to the u+  field, so that 	may be regarded as a small correction term. In section 
3.2.1, an ansatz for the definition of v is introduced, by which the 	field can 
be shown to be of the order 772. 
2.3 Elimination of the first shell of modes 
2.3.1 Equations for the subgrid and supergrid fields 
The first step of the iteration is now set out in detail. The solenoidal Navier-
Stokes equation, given in Chapter 1 as equation (1.4), is 
Lou(x, t) = M(V)[u(x, t)u(x, t)] + f(x, t), 	(2.13) 
where I have defined the differential operator L0 as 
L0 = [5/St - voV2 ]. 	 (2.14) 
and Mm, ( V) is defined in equation (1.5). The energy input represented by 
fa(X, t) takes place at the longest wavelengths and will be unaffected by the 
band elimination procedure, its role being only to maintain stationarity. It will 
therefore be neglected in subsequent working for the sake of simplicity. 
The field is split into supergrid and subgrid components using the initial grid 
size, 
11 = 1/(1 - 77). 	 (2.15) 
Substituting equation (2.5) into (2.13) gives 
Lo [u(x, t) + u(x, t)J 	M-(V) [u(x, t)u(x, t) + 2u(x, t)u(x, t) + 
+u(x, t)u(x, t) 1. 	 (2.16) 
I can now proceed to form equations for u and u+. Conditionally averaging 
equation (2.16) and substituting the decomposition (2.9) gives 
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L o [u(x,t) + (v+(x,t)) + (L(x,t))J 
= M 7 (V)[u(x, t)u(x, t) + 2(u(x, t)v(x, t)) 
+ 2(u(x, t)(x, t)) + (u(x, t)u(x, t))]. (2.17) 
Note that the decomposition has not been substituted into the last term on the 
r.h.s. of equation (2.16). This is the term that will eventually give the increment 
to the viscosity and is dealt with in the next section. Using the properties of v, 
I drop terms involving (v+) and put terms in into a correction term H(x, t), 
as follows: 
Lou(x,t) - M (V)(u(x,t)u(x,t)) = M a (V)u(x,t)u(x,t) + H a (x,t), 
(2.18) 
where H is given by 
H(x,t) = M 7 (V) [2(u(x,t)L4(x,t))] - Lo((x,t)). 	(2.19)CE 
An equation for the subgrid velocity field is obtained by subtracting (2.18) from 
(2.16): 
L ou(x, t) = MQ (V) [2u(x, t)u4(x, t) + u(x, t)u4(x, t) - 
—(u(x,t)u(x,t))] - H(x,t). 	 (2.20) 
All the correction terms in H have a factor of 	and can therefore be neglected 
as being of order 	If this is done, the equation for the supergrid field (2.18) 
is the same as the original NSE (2.13) apart from the M(V)(uu) term. In 
what follows, I show how an evolution equation for this term may be formed and 
solved, showing that it is equal to an expression which is linear in u. In the 
context of the supergrid equation, it will therefore be possible to write it in terms 
of an eddy viscosity. 
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2.3.2 Equation for the subgrid stress 
When the two-field decomposition was substituted into the conditionally-averaged 
equation of motion, it was not applied to the M(V)(uu) term. If it is substi-
tuted into this term, we find that to lowest order, 
M(V)(v(x,t)v(x,t)) = M(V)(v 1 (x,t)v(x,t)), 	(2.21) 
which vanishes since, by the homogeneity of the v field, the spatial gradients in 
Majy (V) are all zero. Therefore, in order to obtain a leading order contribution to 
an effective viscosity, an evolution equation for the whole term will be formed and 
solved. It is at this point that the theory may be accused of being unsystematic, 
since this term is treated differently from the M(V)(um) term. This problem 
is the starting point for the analysis in Chapter 4. 
Here, I rewrite (2.20) in terms of u+(x, t) and premultiply by u+ (x, t), repeat-
ing this procedure with 8 and 'y  interchanged, and then adding the two resulting 
equations, to give 
[uu] - v0uV2u - v0uV 2 u 
= [2uM E (V)u u + uM, 6(V)utu + 
+uM7oe( 7)(utu)c1 + [3 +- 'y], 	(2.22) 
where space and time arguments have been temporarily suppressed for the sake of 
clarity and "[fi ]" indicates that the expression in square brackets is repeated 
with the fi and 'y indices interchanged. This can then be turned into an equation 
for Ma (V)(u(x, t)u(x, t)) by conditionally averaging and operating on both 
sides with M 7 (V) with the result, 
- 2M(V) v o (uV 2u 
= Mfl7(V) { 4(uM (V)uu) + 	 + 
+2(uM (V) (utu))}, 	 (2.23) 
This is solved via Fourier transformation, in a calculation which will be given in 
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section 3.2. The solution, after transformation back to real space, has the form, 
May (V) (u(x, t)u(x, t)) 	V2[f 8v0 (r)zç(x - r, t)d 3 r]. 	(2.24) 
where the function övo (r) is the Fourier transform of a k-dependent increment to 
the viscosity, given later as equation (3.19). This result can be substituted back 
into the equation for the supergrid velocity field (2.18) to obtain an LES equation 
for the initial grid size, 
L i tç(x,t) = M(V)u(x,t)ç(x,t), 	 (2.25) 
where 
L i tç(x, t) = Lou(x, t) - V2 f Svo(r)u(x - r, t)d3r 
= 	+ vok2]ç(x, t) - V2 f 8vo(r)u(x - r, t)d3 r. 
(2.26) 
The last two terms on the r.h.s. of (2.26) can be merged to give a single viscous 
term as follows. The original viscous term can be rewritten 
—zio V2u(x, t) = — V2 f vo(r)u(x - r, t)d3 r, 	(2.27) 
where zio (r) is simply the product of v0  and the original LES filter function (see 
Appendix A). This then enables (2.26) to be expressed as 
L i u 	t)  = 	u(x, t) - V2 f vi(r)u(x - r, t)d3 r, 	(2.28) 
with 
vi (r) = z 0 (r) + övo (r). 	 (2.29) 
The form of the viscous term in equation (2.28) has been altered, showing that the 
constitutive relation between the supergrid and subgrid fields is non-Newtonian. 
In Appendix B, I show that, to zeroth order, this term can be written as a simple 
eddy-viscosity term of the form vV2u. 
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2.4 Second and subsequent shell eliminations: 
the LES equation 
The process can now be extended to further stages as follows: 
Set u = u in equation (2.25) so that we have an LES equation for the grid 
size 11. 
Make the decomposition (??), but this time based on the grid size 12 = 
l/(1 - 
Repeat the procedure used to eliminate the first subgrid field to average out 
the effects of the new subgrid field. 
Equations (2.25) and (2.28) can thus be generalised to give an LES equation after 
the nth cycle: 
L,, u (x, t) = Ma (V)u(x, t)u (x, t) + f.  (X, t), 	(2.30) 
with 
Lç(x,t) = U-(x,t) - V2fd3rvn(r)u(x - r, t) 	(2.31) 
and the renormalized viscosity is given by a recursion relation, 
v i (r) = v(r) + 8v(r). 	 (2.32) 
Here, the increment 6v(r) is the Fourier transform of the flth  viscosity increment 
in k-space, given by equation (3.26), and I have reinstated the driving force. 
To sum up, I have now carried out stage A of the RG calculation explicitly 
in x-space and shown how the procedure may be extended inductively to the 
cycle of iteration. However, stage B - the rescaling and calculation of the fixed 
point - are best carried out in k-space, and are the subject of the next chapter. 
Chapter 3 
The Iterative-Averaging Calculation of 
the Subgrid-scales Stress in 
Wavenumber Space 
3.1 Introduction 
This chapter is the second half of my treatment of the theory of iterative aver-
aging. In Chapter 2, I gave a real-space presentation of the theory, but left out 
two sections which are more easily performed in Fourier space. In this chapter, I 
present these two sections - namely the solution of equation (2.23) for the subgrid 
stress and the rescaling of the variables to show the fixed point - within the con-
text of the k-space version of the theory. I give results of numerically calculating 
the fixed point and analyse the recursion relation for certain parameter ranges. 
The chapter is set out as follows. In the rest of this section, there is an outline 
of the k-space derivation that parallels the real-space analysis of the previous 
chapter up to equation (2.23). Section 2 gives the solution of the equation for the 
subgrid stress. I also describe the ansatz, introduced by McComb and Watt [33] 
for the two-field decomposition of the subgrid modes. Section 3 deals with the 
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rescaling and numerical calculation of the fixed point, or step B of the general 
RG algorithm described in Chapter 1. A scaled recursion relation for the effective 
viscosity is derived, and from this an expression for the Kolmogorov spectral 
constant. Results of numerically iterating the recursion relation to the fixed 
point are presented. Section 4 is the analysis of the recursion relation. 
3.1.1 Conditionally averaging the equation of motion 
The k-space equation of motion is given by equation (1.9) of Chapter 1: 
L ou(k,t) = Ma(k)fd3jU0(j,t)U(k_j,t) +f(k,t). 	(3.1) 
This equation is conditionally averaged and terms of order 72 neglected, to give 
the k-space version of the explicit-scales equation (??), 
Lou(k,t) - Ma(k)fd3j(U(j,t)U(k_j,t)) 
	
= M(k) f d 3  u(j, t)iç(k - j, t) + H, (k, t), 	(3.2) 
where H is the correction term, 
H. (k, t) = M 07 (k)f d 3j 2(u(j, t) A+ - j, t)) - L o (A+ 	t)). 	(3.3)ce 
Subtracting (3.2) from (3.1) gives the subgrid-scales equation, 
L ou(k,t) = 	 - 
—(u(j, t)u(k - j, t)) c} - H, (k, t). 	 (3.4) 
The second term on the l.h.s. of (3.2) is the subgrid stress term. An evolution 
equation for this term can be formed from equation (3.4) as follows. 
Write equation (3.4) in terms of u(j, t) and premultiply through with 
4(k —j,t). 
Repeat with u+ (j, t) and u+ (k - j, t) reversed and add the two equations. 
Pre-operate with M(k), integrate over j and conditionally average, with 
the result, 
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dj [a/at + voj 2 + yolk - jf2] M(k)(u(j, t)u(k - j, t)) f 
= fd3i fd3q  M(k)M(j) { 4(u(k -j, t)u(j - q, t)u(q, t)) + 
+ 2(u(k - j, t)u(j - q, t)u(q, t)) + 2(u(k 
- 
j, t)(u(j - q, t)u(q, t)))}. 
(3.5) 
This is the k-space counterpart of equation (2.23). 
3.2 Solving for the subgrid stress 
In this section, I present the solution of equation (3.5) for Muu, showing that 
it is equal to a term linear in u, and can therefore be regarded as an increment 
to the molecular viscosity. If the k-space version of the decomposition (2.9) is 
substituted into (3.5) and terms of order neglected, we have 
f d 3  [a/at + voj2 + vojk -J1 2 ] M(k)((u(j, t)u(k -j, t))) 
= 
 
f d 3  f d  3 qM.,3, (k)M , &~ (j) {4(v(k —j,t)v(q,t))u(j - q, t) + 
+2(u(k 
- 
j, t)u(j - q, t)u(q, t)) I- 	 (3.6) 
The two-field decomposition has not been substituted into the (u+u+u+) term, 
since the leading order (v+v+v+) vanishes by homogeneity when combined with 
M(k). If, in a similar way to before, we form an evolution equation, we can 
re-express it in terms of (v+v+v+)cu and (u+u+u+u+)c . In this way, the subgrid 
stress term can be seen to be equal to a moment expansion in the v+  field in which 
each term is linear in u. Here I shall simply truncate the series by dropping the 
(u+u+u+)c term. 
As equation (3.6) must hold for arbitrary fields, the integrands on both sides 
are identically equal. The differential equation that results from equating the 
integrands can be solved using an integrating factor to give 
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f d3j M(k)((u(j, t)u(k - j, t))) 
= 4fd3jfd3qf dt'exp[—(voj2 +vojk — j1 2 )(t —  t')]  00 
xA 7 (k)1W(j) (v(k —j,t')v(q,t'))u(j - q, t'). 
(3.7) 
The homogeneity, isotropy and stationarity of the v field allow us to write its 
double moment in a form similar to that in equation (1.15): 
(v(k,t)v1 (k',t)) 	= (v(k,t)v(k',t)) 
= Q(k)D(k)5(k + k'), 	 (3.8) 
where Q(k) is the spectral density function, related to the energy spectrum 
Ej(k) of the v field by 
Q(k) = 4'irk2E(k). 	 (3.9) 
If equation ( 3.8) is substituted into (3.7) and a change of time variable made, we 
obtain 
f
d3j M.07 	t)4(k - j, t))) 
4 I 33 f d Jo = 	 3 q I dexp[—(v oj2 +  vok -jI2))} 
xM(k)M)5(j) Q(Ik - j)D(k - j)S(k - j + q)u(j - q, t - r) 
(3.10) 
In order to simplify further, the assumption is made that the evolution of the 
explicit scales is much slower than the subgrid scales. The u factor is expanded 
as a Taylor series about t and truncated at zeroth order. I am now in a position 
to perform the integrals over time and the wavenumber q, with the result 






where the wavenumber p has been defined as 
p = k — j. 	 (3.12) 
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The l.h.s. of (3.11) has the form Taô(k)U(k,  t). This can be seen to be propor-
tional to a(k) if the isotropy of the tensor T is taken into account. In [35] it is 
shown that in this case, 
	
T 5 (k)u (k, t) = T55 (k)u (k, t). 	 (3.13) 
So equation (3.11) becomes 
dj M(k)((u(j, t)u(k - j, t))) f  
= 	
3j M(k)M6c(j)De(p)Q(p) 
2u, (k, t) fd  
lJoj 2 + vop2 
(3.14) 
This final result is linear in u (k, t) and can therefore be regarded as an extra 
viscous term, with the function multiplying u being written as a k-dependent 
increment to the viscosity övo (k): 
M(k)fd 3i(u(j,t)u(k_i,t)) = —k 2 8vo (k)u(k,t), 	(3.15) 
where 
6v0(k) = 	________ (3.16) (Vol + v0p2 )' 
and L(k,j) has been defined as 
L(k,j) = —2M6(k)M5(j)D 7 (p) 
- 	[(k2 +j2) - kj(1 +2i2)](1 - 2)kj 	
(3.17) 
- k 2 +j2- kj 
3.2.1 Definition of the two-field decomposition 
It remains to relate v+  and hence Q to known quantities. McComb and Watt 
[33] took y+  to be a truncation of the Taylor expansion, to first order, of the u+ 
field about k = k0 : 
v(k,t) = u+(ko ,t) + (k - ko).Vu(j,t)Ijk 0 . 	 (3.18) 
This ansatz is based on the assumption, within the cascade picture of turbulence, 
of the localness of mode-mode interactions in k-space. Thus, it is assumed that, 
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provided k0 is sufficiently far from k 1 , u+  and its first derivative evaluated at k 0 
will be statistically independent of the explicit-scales field, and hence, so will v. 
On the other hand, if k0 is too far from k 1 , the truncated Taylor series will cease 
to be a good approximation to the real field and will no longer be small. 
The approximation is therefore expected to break down for both small and large 
values of ij. 
The magnitude of the 	field can now be related to the parameter 77. The 
field consists of the remaining terms in the Taylor series and will have a 
leading-order term which goes as Ik - k0 2 since the maximum value of 
jk - Icol is 17k 0 . 
Substituting the first order expansion for the spectral function Q(p) in (3.16) 
gives the equation for the viscosity increment as 
öuo (k) = 	f d 3j 	L(k,j) X 
(v0j2 + vop2 ) 
x[Q(p)jP=k0 + (p - kO)DQ(P)/aPIP=kO]. 	(3.19) 
Together with equation (3.15), this is the solution for the subgrid stress, which 
at this point may be Fourier transformed and substituted into the real-space 
equation of motion as shown in Chapter 2. Here, I will go on to derive the 
general k-space recursion relation for the viscosity and the rescaling of the basic 
variables necessary to calculate the fixed point. 
3.3 Calculation of the fixed point 
3.3.1 A recursion relation for the effective viscosity 
The equation of motion after the initial band elimination can now be written 
Li u(k, t) = M(k) f d 
3  u- (j, t)u(k - j, t), 	(3.20) 
where 
09 
L1 = 	+ vi (k)k 2 }, 	 (3.21) 
and 
v i (k) = V0 + &'0 (k). 	 (3.22) 
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Equations (3.20), (3.21), (3.22) and (3.19) can be generalised as in section 2.3 to 
give the momentum equation and recursion relation for the n th  cycle. 
Lu(x,t) = M(k)fd 3iu(j,t)u(k_j,t), 	( 3.23) 
with 
Ln = [ 	+ v(k)k 2 ]. 	 (3.24) at 
The general recursion relation is 
v 1 (k) = v(k) + 8v(k), 	 (3.25) 
where, 8v(k) is the n th  viscosity increment: 
6v(k) = 	fd 3j 	L(k,j)  ()2 	()2 X 
x[Q(p)jPk + (p - kn)ôQ(p)/ôpI P k]. 	(3.26) 
3.3.2 Scaling the basic variables 
I now deal with the second part of the RG transformation - that is the rescaling 
necessary after each shell elimination to make the new equation on the new grid 
look as much as possible like the old equation on the old grid. It is this scaled 
equation which eventually reaches the fixed point under the RG transformation. 
As the only part of the NSE which changes its form under the transformation is 
the viscous term, it is only necessary to consider the rescaling of the viscosity. 
McComb and Watt [33] assumed that the energy spectrum took a power-law form 
in the band and derived the scaling 
	
v(k'k) = a112 E 113 k 41'3 i (k'), 	 (3.27) 
where 
k = kk'. 	 (3.28) 
To save scaling and unscaling at each step, the recursion relation (3.25) and (3.26) 
can be scaled (see [33]) as 
= h4 /3 i(hk') + h 4/3 5i(k'), 	 (3.29) 




4k'2 f d3j' 
L(k,j)Q' 
i(hj')j'Z + i7(hp')p'2 ' 
with 
Q'= 	- (11/3)h'4i"3(Pi - 
(3.30) 
(3.31) 
Equations (3.29) and (3.30) are found to reach a fixed point, after N cycles say, 
where 
VN+l(k) = iN(k') = ii*(kI) 
	
(3.32) 
The fixed-point viscosity vN(kNk') = ah/2Eh/3k4/3v*(kl) can be used to calculate 




2vN(k)k 2 E(k) dk. 	 (3.33) 
Substituting the scaled form (3.29) for the effective viscosity and the Kolmogorov 
spectrum (1.19) into this, we obtain 
1 
a = [2 fo 
v*(kl)khh/3dkh]_2/3 (3.34) 
3.3.3 Results 
Equations (3.29), (3.30) and (3.34) have been calculated numerically and I present 
selected results in this section. The code was initially run on a Unix mainframe. 
However, it was found difficult to obtain results for small 77 and small k', since 
in these ranges the calculations take many cycles to reach the fixed point and 
require a fine integration mesh. In order to extend the parameter range, the code 
was converted to run on the Connection Machine CM-200 facility. This has a 
SIMD parallel architecture, meaning that single array operations are performed 
simultaneously. Initially the code was organised to calculate v*(kF)  for different 
values of k' simultaneously, but in order to make it more flexible, it was then 
modified to allow the calculation of different values of 77 in parallel and to split 
up the individual integrations, calculating the pieces simultaneously when a fine 
mesh was being used. For each run, these options were combined to ensure that 
- 
* 
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Figure 3.1: Dependence of the fixed point viscosity v*(kI), defined in equation (3.32), 
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Figure 3.2: The fixed point real-space viscosity function 11*  (x'), showing variation with 
77- 
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all, or nearly all, of the 512 processors were occupied at all times, so that efficiency 
was maximised. In this way, it was found possible to increase on the speed of the 
serial code by a factor of between 10 and 20. 
Figure 3.1 shows the shape of the fixed-point viscosity v* (k) for various values 
of the bandwidth parameter and figure 3.2 some of the corresponding s-space vis-
cosity functions. The criterion used to determine when the iteration had reached 
a fixed point was that i7(k') should be within 0.1% of i'_ 1 (k') at all data points. 
One would expect a good eddy viscosity to asymptote to a constant value as the 
spectral gap between k' and the subgrid scales increases. This can be seen to 
be the case for values of 77 ~! 0.01, for which the curves all appear to tend to a 
constant value as k' -* 0. In section 3.4.1 it is shown that this is true for all values 
of i. There is significant variation of the fixed-point viscosity with n , which is 
to be expected since the approximations in the theory break down for both large 
and small values of 77 as explained in section 3.2.1. These results do not give us 
any indication of the range of 77 for which the method is a good approximation. 
For this we have to study the c vs. 77 results. 
Figure 3.3: The evolution of the unscaled viscosity to the fixed point for a plateau 
value of ij = 0.35. 
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Figure 3.4: Convergence of the scaled viscosity I, (P), at two sample wavenumbers, 
with different values of the initial, molecular viscosity for the case 77 = 0.35. 
In figures 3.3 and 3.4 I show details of the convergence of the viscosity. Figure 
3.3 shows the development of the unscaled function for a sample value of 77 which 
shows how modes are being eliminated in k-space. Figure 3.4 gives the dependence 
of i(k' = 0) and i(k' = 1) on the cycle number n, for three different starting 
values, io of the viscosity. In each case, the three curves all converge to the same 
point, demonstrating the universal nature of the calculation. 
In figures 3.5 and 3.6, I show the dependence on the bandwidth. In figure 
3.5 the viscosity v*(kI)  is plotted against ij for sample values of the wavenumber. 
The most interesting region of the graph is limit i - 0 which is investigated 
analytically in Chapter 5. All the curves appear to tend to zero as ii -+ 0, even 
for small values of k', where the curve begins to diverge before reaching a sharp 
peak and decreasing again. In figure 3.6, I present the results for the Kolmogorov 
constant, a, as a function of the bandwidth parameter. Curves are shown for both 
a first-order and zeroth-order truncation of the Taylor series in the definition of 
v(k, t) in section 3.2.1. Here, the breakdown of the approximations 
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Figure 3.5: The fixed-point viscosity V (k') plotted as a function of i for the following 
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Figure 3.6: Calculated values of the Kolmogorov spectral constant, a, from equation 
(3.34) for first- and zeroth-order approximations, showing dependence on 77. 
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for high and low 77 can be seen more clearly, as a divergence of the curve at both 
extremes. As promised, the graph also gives a guide to the range of 77  for which 
the theory seems to be performing best. If it were exact, the theory should give 
a value of a which is independent of input parameters such as ii. A plateau 
region in which this is approximately true can be seen on both graphs. The first-
order results give a value for a of 1.60 + 0.01 in the range 11 = 0.25 - 0.45. For 
zeroth-order, I have a = 1.62 ± 0.01 for r,i = 0.15 - 0.25. These values compare 
well with the accepted range [36] for a of 1.2-1.8. In his recent survey [37] of 
experimental work, Sreenivasan concluded that a = 1.5 was the best estimate. 
Recent numerical simulations [6, 4, 7] yield a slightly higher value of a "-i 2.0. The 
first-order curve has a larger plateau region than the zeroth-order, supporting the 
assumption that the first-order should be the better approximation. 
In order to assess the impact on the results of using conditional averaging 
to take account of mode-coupling, I have re-calculated the theory using filtered 
ensemble averaging. In figure 3.7, I show the results for the Kolmogorov constant. 
Lj 
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Figure 3.7: Calculated values of the Kolmogorov spectral constant, a, from equa-
tion (3.34) using filtered ensemble averaging, compared with the results for conditional 
averaging. 
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There is no plateau at all, so it is clear that the conditional average improves the 
results in that it introduces a degree of independence of input parameters. 
3.4 Analysis of the fixed point 
In certain parameter regimes, it is possible to make analytic predictions based 
on the recursion relation (3.29) and (3.30), and the fixed-point condtion (3.32). I 
deal with the analysis of the fixed point condition in the continuum limit 0 
in Chapter 5. Here I derive two other results, which provide useful cross-checks 
on the numerical calculations. 
3.4.1 The large scale-separation limit 
This section is concerned with analysing the fixed-point condition in the limit 
k' -+ 0. The fixed-point condition is given in equation (3.32). Substituting for 
H-1 (k') from equation (3.29) and re-arranging, we find that 
v*(kF) - h 4/3 v *(hkl) = h_4/38v*(k!) 	 (3.35) 
where it has been written in the form of an inhomogeneous difference equation. 
In order to solve at small k', the fixed-point increment Sv*(kF) will be expanded 
about k' = 0. 
The expression for v*(kF) may be deduced from equation (3.30): 
_____ 	 L(k',j')Q' 
= 4k'2 fd3i v*(hj)j2 + v *(hpl)p12' (3.36) 
where 
P' = k' -j', 	 (3.37) 
and we have the following limits on the wavenumbers: 
0 < Ic' < 1 
1 <j',p' < 11h. 	 (3.38) 
If the integral is re-expressed in polar variables and the azimuthal integration 
performed, the expression becomes 
1 
f8v * (k) 	 dj'f d1i 	
j'2L(k',j'' = 	 __________________ 
(3.39) 2k 12 	 1,, * ( h] 	+ v*(hp)pl2' 
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Figure 3.8: A sketch of the integration area in equation (3.30). 
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Figure 3.9: A sketch of the integration area in the expression (3.30) for the viscosity 
increment showing how, for small k', it may be approximated as a rectangle with area 
proportional to V. 
j , 
j , 
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where p is the cosine of the angle between k' and j'. In order to facilitate the 
analysis, I will change the second integration variable from p to p'. Then we have 
v*(kl) = 2W2 f dqdP
, (p'j') v*(hjl)j;2±v*(hpl)p12 	(3.40) 
In figure 3.8, I show a sketch of the area of integration in this expression. 
Figure 3.9 shows what happens as W - 0, when the area is approximately a 
rectangle, one of whose sides has length proportional to W. The approach will 
therefore be to re-express the integral in terms of the new variables 
X = j' +p' 
Y =j' — p', 
	 (3.41) 
to give 
1 	2/h 	+k' 	 (x + y)(x - y)L(W, x, y)Q' 6v* (k') = 
	- f dx]' dy -k' 	(v*(ih(x+y))(x+y) 2 +v*( l h(xy))(xy) 2 ) 
(3.42) 
The integrand may now be expanded about y = 0, powers of y collected and 
integrated term by term. The integration will turn powers of y into powers of k', 
and the final result to lowest order in W is 
1 f 2/h 	(--h 11 /3 - h'4/3 x) 8v*(ki) = 
	
dx 
v*(h) 	+ 0(k'). 	(3.43) 
Substituting into (3.35) gives 
1 f2/h 	('h"/3 - h'4/3 x) 
	
(kI) - h 4 1'3 v *(hkl) = - 	 dx ' + 0(k'). 	(3.44) 
8 v*(hx ) 
To solve, I assume that V goes as a power law near the origin, v*(kI) = Ck. 
Substituting into (3.44), we find that we must have z = —4/3 or z = 0, ie. 
v * (k') = C, V-4/3 + C2 (3.45) 
However, for the dissipation rate, calculated in equation (4.47), to take a finite 
value, we must have C1 = 0, so the final result for V as k' -+ 0 is (after some 
re-arrangement) 
V* (k') = C2 	
- x) h413 	1 	( 	+ 0(k'). 	(3.46) 
fh dx v*(x) (1—h4!3) 
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In figure 3.10, it is shown that the numerical results obey this relation. Note that 
the approximation of the integration area as a rectangle in figure 3.9 can only 
be valid for k' < 77 and the breakdown of the approximation at about 77 = k' is 
evident in the figure. 
- 
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Figure 3.10: The fixed-point viscosity plotted as a function of 77 for k' = 0.01 compared 
with the analytical prediction (3.46) for k' -+ 0. 
3.4.2 The recursion relation in the small-bandwidth limit 
In Chapter 5, the fixed-point condition (3.32) is expanded about 77 = 0 to derive 
the properties of li*(kl)  in the continuum limit. In this section I analyse the 
recursion relation in the same limit to derive a property of its convergence. 
The recursion relation for the n th  cycle is given by equation (3.29). If the 
equations for all the previous cycles are substituted iteratively, then we find an 
expression for i(k') in terms of the initial molecular viscosity i2 0 , and all the 
viscosity increments: 
n-i 
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Figure 3.11: The number of cycles to the fixed-point N, plotted as a function of the 
bandwidth parameter ij, showing how for small 77 we have N - 1177. 
Expanding about ii = 0, we obtain: 
1  i (k') 	
4n 	1 (4n) (4n" 
2 + 
= 
( 	4 	 4i 	
) ( 




where the expansion for the increment 6i__ 1 (k') is derived in section 5.2.1. 
One of the key properties required of the fixed point is universality, ie. it 
should be independent of the parameters of specific physical situations. These 
parameters include the molecular viscosity so, at the fixed point, with n = N, 
we require that 
1IN(k) 	f[i70 ]. 	 (3.49) 
For small ij, it is clear from equation (3.48) that the contribution of the sum of 
the increments is of the order 77 2 . The expression for FIN(P)  will therefore be 
dominated by the term unless we have cancellation of the zeroth- and first-
order terms in the expansion in this term. Inspection of equation (3.48) shows 
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that this requires 
1 
N "-i -. 	 (3.50) 
7) 
This behaviour is reasonably well verified in figure 3.11. 
Chapter 4 
A Perturbative Approach' to the 
Formulation of RG using Random 
Stirring 
4.1 Introduction 
In Chapter 1, I described the pioneering papers of Forster, Nelson and Stephen 
(FNS) [25, 26] and used their algorithm as a basis for discussing the problems of 
applying RG to turbulence. I said that their method was systematic, but that in 
solving the technical problems they had restricted the applicability of the theory 
to a fairly artificial case. In the last two chapters, I have been outlining the 
theory of iterative averaging (IA). This explicitly sets out to describe the full 
turbulent cascade, using common physical assumptions about the flow. However, 
as discussed in section 2.3.2, it can be accused at one point of being unsystematic 
in its procedure. It is tempting to ask whether the strengths of the two approaches 
can be combined to give a theory with a systematic, perturbative algorithm of 
the FNS type, which uses the approximations of IA to model a real flow. This is 
what I set out to do in this chapter. 
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The starting point is the perturbative solution of the subgrid-scales equation 
of FNS. They used an external driving force with a power-law spectrum which 
formed the zeroth order of the perturbation series. Here I shall assume (as in 
Chapters 2 and 3) that the turbulence is driven at long wavelengths and that 
this driving force plays no part in the band elimination, its only role being to 
maintain stationarity. The basis of the perturbation series is instead defined to 
be a fictitious force which models the stirring of the subgrid modes by the explicit-
scale field. This is not a new idea, having being introduced by Edwards [38] when 
drawing an analogy with the theory of Brownian motion, and more recently by 
Lam [39] when proposing an interpretation of the model of Yakhot and Orszag 
[40]. The force is based on the two-field decomposition of IA (see section 2.2.3), 
being the forcing required to produce the chaotic field v of equation (2.9) as 
a viscous response. This facilitates the second departure from the FNS method, 
namely the use of conditional averaging to perform the averages over the subgrid 
field. 
After deriving the form of the viscosity increment, FNS take the long-wavelength 
limit k -+ 0 and derive differential equations for the viscosity and the coupling 
constant (which is also renormalized in their formulation). Since the present 
model is intended to describe the whole cascade, the k -+ 0 limit is not taken 
and a finite-band recursion relation, similar to that in IA, is derived. As a con-
sequence, the higher-order terms in the velocity field that are generated by the 
band-elimination procedure cannot be ignored, and are incorporated instead into 
a modified equation of motion. The model is similar in this respect to the theories 
of Rose [29] and Zhou, Vahala and Hossain (ZVH) [41, 31]. 
The chapter is set out as follows. In section 2, the details of the procedure 
are presented, together with some results of numerically iterating the recursion 
relation. In section 3, I compare the method and results of this chapter with 
those of IA, with particular reference to the role of the higher-order nonlinearities 
produced in this model, but neglected in IA. 
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4.2 Procedure 
4.2.1 First band elimination 
As before, I will use the parameter 77 to define the bands of modes to be eliminated, 
with the first cutoff wavenumber k 1 = ( 1 - i)k o . Equations for the supergrid and 
subgrid fields are obtained by filtering the NSE (1.9): 
+ uo k 2]u(k,t) = M(k)fd 3i[u(j,t)u(k_j,t) +2u(j,t)u(k—j,t) 
+ u(j,t)u(k —j,t)] + f(k,t), 	 (4.1) 
[ 	+ vo k 2]u(k, t) = M(k) f dj [u(j, t)u(k - j, t) + 2u(j, t)u(k -j, t) 
+ ?4(j, t)u(k - j, t)] + f(k, t). 	 (4.2) 
The force f. (k, t) is the long-wavelength driving force and will be ignored in 
subsequent working. 
In order to solve the subgrid equation, I will model the action of the explicit 
scales on the subgrid scales as a forcing term F a (k, t), whose statistical charac-
teristics are known, plus a correction term. So equation (4.2) can be rewritten 
at 	a
+vok2Ju(k,t) = 	a (k,t) + {M(k)fd 3j[u(j,t)zç(k_j,t) 
+ 2u(j,t)u(k—j,t) +u(j,t)4(k—j,t)] —.F(k,t)}, 
(4.3) 
The variable ) is a book-keeping parameter that will be set to unity at the end 
of the derivation. 
The specification of .F is based on the two-field decomposition introduced in 
Chapter 2 to evaluate conditional averages. I will define F as the forcing required 
to produce the y+  field in equation (2.9) as a viscous response, ie. 
+ vo k 2]v(k,t) = F(k,t) 	 (4.4)Cf  
It will therefore have the same properties as v+  under conditional averaging, 
namely, 
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F is statistically independent of u, so 
= u(k,t)(7(j,t)). 	 (4.5) 
the conditional average forms a representative subensemble for .T, ie. its 
conditional average has the same value as its ensemble average: 
	
(F(k,t)). 	 (4.6) 
1 is homogeneous and isotropic, so 
(F0 (k,t)) = 0, 	 (4.7) 
(T.,, (k, t)Fa (k', t')) = W(k)Dc (k)6(k + k')6(t - t'). 	(4.8) 
Note that, following FNS, I have chosen to decorrelate the force in time. This is 
necessary to give a tractable answer for the subgrid stress and may be thought 
of as a form of Markovian approximation based on the assumption that the v+ 
field will evolve much faster than u. 
Having specified .F, I can proceed to solve (4.3) using a perturbation series. 
The high-wavenumber modes are expanded as 
u(k, t) = u 0  (k, t) + )u 1  (k, t) + ) 2 u 2 (k, t) + ... 	(4.9)ce  
Substituting into (4.3) and equating terms of the same order in ), I obtain equa-
tions for the coefficients, thus: 
a 
+ vo k2]u 0 (k, t) = F, (k, t), 	 (4.10) 
+ vo k 2Ju 1 (k,t) = M(k) f d'j [u(j,t)u(k — j,t) 
+ 2u(j,t)u 0 (k—j,t) —j,t)] —T(k,t). 
(4.11) 
Comparison of equations (4.10) and (4.4) shows that the definition of ,T amounts 
to the choice 
u 0 (k,t) =v(k,t). 	 (4.12) 
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Equations (4.10) and (4.11) may be solved by inverting the operator using an 
integrating factor to give: 
u 0 (k, t) 	f dt' exp(—ok2(t - t')) 	(k, t'), 	(4.13) 
and 
u 1 (k, t) 
= 	f dt' exp(—vok2(t - t')){M(k) f dj [u.- (j, 	u. (k - j, t') 
+ 	2u(j, t')u0(k - j, t') + u 0 (j, t')u0(k - j, t')J - F(k, t')}. 
(4.14) 
Now I substitute for u to order .A in equation (4.1) to give 
+ " 2o k ]u(k,t) 
at 
= M 7 (k)fd 3ju(j,t)ç(k_j,t) + 2Ma (k)f d3jU(j,t)4(k _ j,t) 
+ 2AM(k) f d 3 f d3p f
t 
dt' exp(—voj2(t - t'))M 5 (j) x 
xu(k - j, t)[u(p, t')u(j - p, t') + 2u(p, t')u(j - p, t') + u(p, t')u(j - p, t') 
- 2\May(k)fdiu(j,t)u4( k —j,t') 
+ M 7 (k)f d 3 U00+  (j, t)u(k - j, t) 
+ 2AMa(k) f d3j  f d 3 f dt' exp(—voj2(t - t1 ))Mfl5f (j) x 
x'i40(k - j, t)[u(p, t')u(j - p, t') + 2u- (p, t')u(j - p, t') + u+(p, t')u(j - p, t')60 
- 2M(k) f d 3  u 0 (j, t)u(k - j, t').70 
(4.15 
At this point, I conditionally average using properties (a) - (c) of ..T to evaluate 
averages involving uo +: 
+ vo k 2]u(k, t) = M;(k) f d3ju(j, t)u(k - j, t) +16 
+ 2AM;(k) f d3j  f d3pf dt' exp(—voj2(t - t')) x 
x {M(j)u(k —j,t)u(p,t')u(j - P, t') + 
+ 2Mf(j)(u40(k - j, t ) u+ 	t'))u(j - p, t') +fo 
+M(j)(u 0 (k—j,t)u(p,t')u(j —p,t'))}. 
(4.16) 
(Jflapter 4 - 1-'roceclure 
The equation of motion now looks like the original NSE (1.9) with three extra 
terms on the r.h.s. namely, 
a cubic term in u, which, in the spirit of Rose's method, will be regarded 
as part of a modified equation of motion. 
a term which is linear in u, which will be written in the form of a viscosity 
increment. 
a cubic term in (uui4), which will be ignored as a closure approximation. 
The term (b) can be rewritten as a viscosity increment as follows. Equations 
(4.10) and (4.8) are used to substitute for the second moment of u: 
t 
4\M 7 (k) f d3j f d3p I dt' exp(—voj2(t - t'))M(j)(i4(k - j, t)u(p, t'))u(j - p, J -00 
= 4 f dj f d 3P f dt'  ft00 dt" ft: dt" M 	(k) M (j) 
x exp[—v oj2 (t - t') - yolk - j12(t - t") - v op2 (t' - t")] x 
x 'V(lk - j)D 5 (k - j)6(k - j + p)6(t" - t") u(j - p, t'). 
(4.17) 
I can now perform two of the integrations using the delta functions, noting that 
the upper limit of the second time integration will be changed in the process: 
subgrid stress term = 
= 4A f d3j  f-, dt'  f dt" M(k)M(j)W(Ik - D ,66 - j) x 
x exp[—v oj2 (t - t') - yolk - jI 2 (t - t") - yolk - jI2(t' - t")] u . (k, t') 





At this point, I invoke the Markovian approximation a second time by Taylor-
expanding u about t' = t, truncating at zeroth order, and performing the last 
time integration, to give 
	
subgrjd stress term = 2\ f d3j 	
u (k, t') (voj2 + yolk — ij 2 ) 
(4.19) The l.h.s. has the form T€(k)u-(k) As in Chapter 3, I can use the isotropy of T to write 
and so we have 	
(4.20) 
subgrzd stress term = Au. (k, t) f d3j 
(v03 
This final result is linear in u 	 (4.21) 
and can thus be regarded as an extra visc 
with the function multiplyin g n- 	
ous term, 
 being written as a 
k-dependent increment to the viscosity  5110 (k), 






has been defined in the same way as in equation 
(3.17). The equation of 
motion after one band elimination is therefore 
+ u (k) k 2]u(k, t) = M(k) f d 3j 1u(j, t)zç(k - j, t) 
+ fd3ifd3pft dt' expfvoj2(t - t')]M;fl (k)M (j)fu(k —j, t)u(j - p, t')u(p t')J 
where 
	 (4.24 
vi (k) = 110 + Yzio(k). 
(4.25) 
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and 
u 1 (k, t) = f dt' exp[ 1 (k)k 2 (t - t')] {M(k) f d3j [u (j, t')u (k - j, t') 
+ 2u(j, t')u4(k - j, t') + u(j, t')u(k - j, t')] - F(k, t')}. 
(4.29) 
I can now substitute for u in equation (4.26) and follow the same procedure 
as before to give the equation of motion after two band eliminations. The only 
difference from the first band elimination is that the cubic term in equation (4.26) 
will contribute to the viscosity increment. 
[ +v2 (k)k 2]u(k,t) = M;(k)fd 3ju(j,t)u(k_j,t)+ 
+ EA f dj f d 3pf dt' exp[v(j)]2(t - t')] x 
 00 
x 	 —j,t)u(j - p,t')u(p,t'), Obf 
(4.30) 
where 
v2 (k) = vi (k) + övi (k), 	 (4.31) 
and the second cycle viscosity increment is 




(V, (I+ vi(Ik —jJ)k —j 2 )vi (Jk —iI)Jk j2' (4.32) 
where M(2) (j) is the obvious extension of the M++ (J) notation. The i = 0 
term in the sum is the contribution to the viscosity increment from the cubic 
nonhinearities in equation (4.26). Equations (4.30) to (4.32) can now be easily 
generalized to give the cycle equation of motion and viscosity increment: 
{ +v(k)k 2]u(k,t) = M 7 (k)fd 3ju(j,t)u(k_j,t) 
+ EAfd3j f d3pf dt' exp[—(j)j 2 (t - t')] x 
 00 
x 	 - p,t')u(p,t')], 
(4.33) 
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where 
zi(k) = v_ 1 (k) + öii_ 1 (k), 	 (4.34) 
and 
6u 1 (k) 	f d3i 	
L(k,j)W(Ik - ii) 
i=O k2 
	 ( V,((j)j2 + v 1 (jk —j)k — jI 2 )vi(Ik — iI)Ik -jI 2 
(4.35) 
It can be shown from equations (4.4), (4.8), and equation (??) of Chapter 3, that 
W(k) is related to Q(k), the spectral density of the v field, by 
W(k) = 2v_ 1 (k)k 2Q(k). 	 (4.36) 
Q is related to the spectral density of the real turbulent field via the Taylor 
expansion of equation (3.18) in Chapter 3, so I can now rewrite the expression 







+ Vni(p)p2 ) 
x[Q(p)1Pk0 + (p - kO)5Q(P)1aPJP_k0} +0(772)1. 	(4.37) 
where I have defined 
p = k — j 	 (4.38) 
and the various wavenumbers lie between the following limits: 
O<k<1 
1< p <1/h 
h' < j <h n—i. 	 (4.39) 
4.2.3 The fixed-point of the equation of motion 
The recursion relation (4.34) and (4.37) is very similar to the IA recursion relation 
(equations (3.25) and (3.26)) and may be scaled in the same way. If wavenumbers 
are scaled using the cutoff, 
k = k,, k', 	 (4.40) 
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and the energy spectrum in the shell assumed to have a power-law form, then (as 
in Chapter 3) it follows from equations (4.34) and (4.35) that 
112 E
1 /
3 k 413 i(k'), 	 (4.41) 
with the scaled recursion relation, 
= h413 i(hk') + h 4136i(k'), 	 (4.42) 
and 






(h(n+1)jI)jl2  + 	(hp')p'2 	
(4.43) 
where 
Q' = h"13 - 	h'"(p' - h'). 	 (4.44) 
Upon iterating equations (4.42) and (4.43) a fixed point of the transformation is 
found where 
= I(k') = u*(kI). 	 (4.45) 
Comparison of equations (4.42) and (4.43) with (3.29) and (3.30) shows that 
the only difference between the two recursion relations are the i = 0, ..., n—i terms 
in the expression for the increment in perturbation theory. These are the terms 
which originate in the cubic nonlinearities in the modified equation of motion. 
Any differences in the predictions of the two theories will therefore be entirely 
due to these terms. 
4.2.4 The energy balance equation 
The following energy equation may be derived from equation (4.33): 
+ 2v(k)k 2]E(k) = T(k) + W(k) at 
+ 4k2fd3jfd3pfd3qfdtIx 
X M(k)M(j) exp[—v(j)j 2 (t - t')] x 
x ('iç(k —j,t)u(p,t')u(j - p,t')u(q,t)) + [k 	q], 
(4.46) 
Chapter 4 - Procedure 	 53 
where T(k) is the usual inertial transport term, W(k) is the input from the long-
wavelength forcing f,, (k, t), and the brackets () denote in this case an ensemble 
average over the explicit modes. By integrating equation (4.46) over k we obtain 
the renormalized dissipation relation, 
E + & = 2f v(k)k 2E(k) dk, 	 (4.47) 
 
kn 
where the term resulting from the cubic nonlinearity has been written as an error 
in the calculation of the dissipation rate : 
n—i t 
= 2rk2 > f dk  f d 3 f d 3 f d 3 f  dt' x00 i=O 
()+ x M 	n—i 7 (k)M 5 	(j) exp[—v 1 (j) 2 (t - t')] x j  
x (ç(k —j,t)u(p,t')u(j - p,t')tç(q,t)) + [k -+ q]. 	(4.48) 
Following Zhou and Vahala [31], the magnitude of this term may be estimated 
by using the assumption of quasinormality to evaluate the fourth moment of 
the velocity field. The details are given in Appendix C. Here, I shall neglect it 
and combine equations (4.47) and (4.41) to give an equation for the Kolmogorov 
spectral constant a, as in Chapter 3: 
r 	1 	 —2/3 
2 1 (k ' ) k '1/3  dk'] 	. 	 (4.49) 
Jo 
4.2.5 Results 
I have calculated equations (4.42) and (4.43) numerically and present some results 
for the fixed-point viscosity in figure 4.1. I have already remarked that the only 
difference between the recursion relation of iterative perturbation theory (or IPT 
for short) and that of IA is the contribution of the cubic nonlinearities to the 
viscosity increment. In order to assess the impact of these terms on the fixed-
point viscosity, I replot the IA results in figure 4.2.5. Comparison of the two 
figures shows that the cubic terms make little difference at intermediate to larger 
values of i, but at small ij (77 < 0.15) they cause the viscosity to become negative, 
making the results unphysical in this 
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Figure 4.1: Scaled, fixed-point viscosities from iterative perturbation theory. 
* 
0.01 	 0.1 	 1.0 
k ' 
Figure 4.2: Scaled, fixed-point viscosities from IA for the same values of 77 as in figure 
4.1. 
Chapter 4 - Procedure 	 55 
range. This effect has been noted by Carati [42] when analysing the theory of 
ZVH [41, 311 for the case of an external, power-law forcing. The cubic terms also 
produce a cusp behaviour near the cut, which becomes more marked as 'i -* 0. 
ZVH who have similar cubic terms in their formulation have noted this cusp 
behaviour in their results. 
3 




iterative perturbation theory 
including effect of error term 
0 1 I I 
0.0 0.2 0.4 0.6 0.8 
77 
Figure 4.3: The Kolmogorov constant a, plotted as a function of the bandwidth pa-
rameter 97, showing the effect that the cubic nonlinearities have on the results. 
In figures 4.3 and 4.4, I show the results of calculating equation (4.49). Figure 
4.3 contrasts the results of IPT with those from IA. Both graphs give plateau 
regions: for IPT we have a = 1.71 for 0.45 < i < 0.55 compared with the 
IA result of a = 1.60 for 0.25 < ij < 0.45, a difference of about 7%. The 
effect of the error in the dissipation relation, estimated in Appendix C using the 
quasinormality assumption, is shown on the same graph. There is now no clear 
plateau region to provide a prediction for a. The calculated values lie in the range 
0.87 < a < 1.05. 
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Figure 4.4: The Kolmogorov constant a, plotted as a function of the bandwidth pa-
rameter i. The use of conditional averaging, as opposed to filtered ensemble averaging, 
produces a plateau region where the value of a is nearly independent of ?. 
Figure 4.4 shows the result of calculating the theory using a simple filtered 
ensemble average instead of conditional averaging. As in Chapter 3, we see that 
it is necessary to use the latter to obtain a plateau region in which the theory 
gives a prediction for a nearly independently of the value of ii. 
4.3 Discussion: comparison of RG procedures 
In this section I draw a comparison between IA and the perturbative formulation 
of RG presented in this chapter, from the point of view both of the theoretical 
approach and the predictions made. 
The two approaches are based on broadly similar assumptions and approxima-
tions. Both use the two-field decomposition of the eliminated modes to evaluate 
conditional averages, and so depend on the assumption that the chaotic part of 
this decomposition v is a good approximation to the actual subgrid field. It is 
interesting to note that the cubic nonlinearities are discarded on this basis in IA, 
whereas in IPT, which relies on the same assumption, they have to be included. 
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IPT has to use the approximation twice: once to justify the truncation of the 
perturbation series, and again when the conditional average is taken. 
Both theories make the Markovian assumption that the time-scales of the sub-
grid modes are very much smaller than those of the explicit scales. However, we 
again have the situation that IPT uses the assumption twice: once to decorrelate 
the forcing F in time, and once to permit the truncation of the Taylor expan-
sion of the u factor in the subgrid stress term. Finally, both theories drop the 
(u+u+u+) term as a closure approximation, although it must be said that this 
fits more naturally within IA where this term is part of an infinite series for the 
subgrid stress. 
The two theories begin with quite different algorithms for the band elimina-
tion. IPT relies on the Ma and Mazenko prescription adopted by FNS, whereas 
IA uses a direct (conditional) averaging of the equations of motion analogous 
to the Reynolds averaging procedure. Having said this, the only mathematical 
difference between the two sets of results is the inclusion in IPT of higher-order 
nonlinearities in the velocity field. These affect the results in two ways - they 
modify the renormalized equation of motion, and contribute in the calculation of 
the fixed-point viscosity. 
These terms are entirely neglected in IA as being of the order of small quan-
tities, a proposal that at first sight seems flawed when their effect on the results 
for IPT is noted (see figures 4.1 and 4.2.5). They appear to have a large and dis-
astrous effect on the fixed-point viscosity, giving unphysical, negative viscosities 
at small bandwidths, as well as a cusp behaviour near the cutoff. The terms that 
remain explicit in the equation of motion give a large error in the prediction for 
a and destroy the plateau behaviour in the a vs. 77 graph. 
However, there is a sense in which at least those terms that contribute to the 
viscosity may be said to have a small effect. The approximations in both theories 
are expected to break down at small values of the bandwidth parameter, which is 
where the cubic terms have their most dramatic effect on the viscosity. If we look 
instead at the plateau region of IA, say 77 = 0.35, where the approximations are 
expected to be good, we find that there is a relatively small difference between 
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the predictions for v*(kI)  from the two theories. Near the origin we have v *(kI = 
0.01) = 0.45 for IA compared with v*(kl = 0.01) = 0.36 from IPT - a difference 
of about 20%. For the Kolmogorov constant at this value of ij, we have a = 1.60 
from IA and a = 1.79 from IPT - a difference of about 12%. 
The role of the cubic terms within the model is much as might be expected 
from a closer examination of the filtered equation of motion (4.1): 
+ vo k 2]u(k,t) = M 7 (k)fd 3j[u(j,t)ç(k_j,t) +2u(j,t)u(k—j,t) 
+ u(j,t)u(k—j,t)] 	 (4.50) 
There are two terms which govern the interaction of the explicit-scale modes 
with the subgrid modes: the integral over M(k)u(j, t)u(k - j, t), which gives 
the viscosity increment, and the integral over 2M(k)u(j, t)u(k - j, t), which 
gives the cubic nonlinearity. This second term is distinguished by the restric-
tion of the measure of the integral by the triangle rule for the addition of the 
wavenumbers. The wavenumber triangles in this term have two short legs and 
one long. It is clear therefore that if the short legs become too short or the long 
leg too long, the measure of the integral will quickly shrink to zero. As a result, 
the cubic terms may be expected to describe interactions which are local in k-
space, with wavenumbers all in the region of the cut. Such interactions will not 
be well described as a viscous drain of energy since the subgrid modes will have 
a significant stirring effect on the phase of the explicit-scale modes. 
Such considerations are born out by the results. I have already noted that 
for values of r, 0.35, the effect of the cubic terms on the fixed-point viscosity 
is relatively small. Their main contribution is therefore in the terms that remain 
explicit in the equation of motion. These terms clearly model the stirring effect 
of the subgrid modes. Rose [29J made an allowance for such an effect in his RG 
formulation, and recent large-eddy simulations [43, 441 have included a random 
subgrid stirring force as a refinement of the model. 
Unfortunately from the point of view of the consistency of the two theories 
the terms also appear to have a large effect on the energy dynamics, giving a 
significant error in the calculation of a. In Appendix C, it is shown that this 
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error is governed by an integrable singularity caused by the absence of a spectral 
gap between the explicit scales and the eliminated modes. Thus, the error may 
be a manifestation of the breakdown of the eddy-viscosity model at small scale-
separations. One possible way to compensate might be to introduce a small 
spectral gap into the calculation. 
I have already pointed out the similarity of the predictions of the two theories. 
Here I mention two of the more significant likenesses. In figure 4.4 I show the 
result of repeating the experiment of Chapter 3, and recalculating IPT using a 
simple filtered ensemble average rather than a conditional average. The result is 
similar to before; the use of conditional averaging produces a plateau region in 
the a vs. 71 graph where the value of a is nearly independent of 77 and where the 
theory may be said to performing well. There is no such feature in the graph 
produced using filtered ensemble averaging. 
Secondly, a comparison of figure 4.3 and figure 3.6 shows that both theories 
have a singularity in the a vs. 77 graph as 77 becomes smaller. For IA, this occurs 
at 77 = 0, while in IPT there is a singularity at a finite value of i ( i 0.15) as the 
viscosity becomes negative. Thus, neither formulation supports the continuum 
limit when the bandwidth i is allowed to tend to zero. This is made the subject 
of more detailed analysis in the next chapter. 
In summary, I have successfully shown how the approximations underlying 
the theory of iterative averaging may be combined with a systematic, perturba-
tive algorithm similar to that of FNS. The theory gives a reasonable value for 
the Kolmogorov constant and provides some insight into the role of the cubic 
nonlinearities. However, there is still a problem with the effect of these terms on 
the energy dynamics, that remains to be explained. 
Chapter 5 
RG Theories in the Continuum Limit 
5.1 Introduction 
As discussed in Chapter 1, the renormalization group describes a symmetry that is 
expected to be found in the equation of motion for high Reynolds number turbu-
lence. The renormalized equation of motion is expected to show form-invariance 
under a coarse-graining procedure characterised by the bandwidth parameter ij. 
This expresses the fact that there is no characteristic length scale in the iner-
tial range. At first sight, one might expect this symmetry to be independent of 
the value of i. It would therefore seem convenient to let the bandwidth become 
infinitesimal, and derive a differential equation for the viscosity in place of the 
recursion relation. This is done in other RG theories of turbulence mentioned 
previously - Forster, Nelson and Stephen (FNS) [25, 26], Rose [29], and Zhou, 
Vahala and Hossain (ZVH) [41, 451. 
However, examination of the results for iterative averaging (IA) in Chapter 
3 and iterative perturbation theory (IPT) in Chapter 4 indicates that in both 
cases the theory breaks down in this limit, giving unphysical answers. In IA, we 
have v * (P) -+ 0 as r, -p 0, giving a divergence in the a vs. 77 curve at the origin. 
DUO 
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In IPT the fixed-point viscosity becomes negative for small values of i, giving 
a singularity in the a curve at ii 0.15. In this chapter, I use a similar kind 
of analysis to that used in section 3.4 to expand the fixed-point equation about 
77 = 0 and derive the limiting behaviour of v* (k') for IA and IPT. First, however, 
I give a general overview, and briefly discuss the other RG theories mentioned 
above. 
The fixed-point viscosity V (k') is the solution of the fixed-point equation given 
in (3.35): 
v*(kF) - h 4 l'3 v *(hk!) = h4/3Sv*(kl). 	 (5.1) 
The approach adopted in this chapter will be to expand this equation about 
77 = 0 and derive the leading-order dependence of V (k') on i. This will clearly be 
determined by the 17-dependence of the increment SV(k'). It is inferred in section 
5.4 that the behaviour of v * (P) in the limit is governed by the measure M of the 
integral in the expression for t5u*(kl). In order for a finite solution to exist, it is 
a requirement that 
M.iiasij—+O. 	 (5.2) 
Figure 5.1: A sketch of the integration area in equation (5.3). 
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If M goes as a higher power of ij then v * (k') will vanish in the limit. If M goes 
as a lower power, v*(kF)  will diverge. 
The IA expression (3.36) for Sv*(kl)  is reproduced here: 
5v*(kI) = 	
fdj,fdp, (v') v*(h)j2±v*(hp)pI2 	(5.3) 2k12
Figure 5.1 is a reproduction of figure 3.8, showing the area of integration in 
equation(5.3). (It should be born in mind that the integral is not symmetric 
under interchange of f and p' as might be inferred from the figure). It is clear 
that for small i (and fixed k'), we have 11h '' 1 + i, and hence that for the 
integration area M, we have 
M 2 as17—O. 	 (5.4) 
So, for IA, the increment vanishes too quickly in the limit for v*(ij -* 0) to exist; 
we find that v* 
( 77 -+ 0) = 0. 
FNS and theories based on theirs (for instance ref. [40]) derive a finite value 
for V in the limit, despite the fact that their expression for the increment is very 
1. 
0.0 	k' 	 1.0 	 1.0/h 
Figure 5.2: A sketch of the integration area in the expression (??) for the viscosity 
increment showing how, for small k', it may be approximated as a rectangle with area 
proportional to V. 
j , 
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similar to that in IA. The reason for this is that they are working in the long-
wavelength limit, k' -4 0. In figure 5.2, it can be seen that in this regime, the 
integration area is approximately a rectangle with one side proprtional to k' and 
the other to i (for small i'). Hence for k' —* 0 followed by ri -+ 0 we have 
Miiasii —* 0, 	 (5.5) 
which is the required behaviour for v*(i -+ 0) to exist. 
A similar result is obtained if the type of perturbative theory investigated in 
Chapter 4 is analysed. The expression for the increment in this case is 
' / 	L(k',j')Q' 	
(5.6) = 	2k' f dj  (h(+'- )j')j'2 + ( hp')p' 2 i=O 
For small i the sum of integrals over j' may be written as a single integration 
with 1 < j' < 1 + k', as will be shown in section 5.3. The resulting inter.ticrn 
area (once the azimuthal integration is performed) for small values of i, is shown 
in figure 5.3. It is approximately a rectangle of area k' x ij. Hence, the measure of 
the integral is again linear in 77 and we would expect to be able to derive a finite 
P , 
1 
0.0 	 k' 	1.0 
	
j , 
Figure 5.3: A sketch of the integration area in the expression (5.6) for the viscosity 
increment showing how, for small i and finite k', it is proportional to i. 
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value for v*(i -* 0). However, the numerical results for finite values of the 
bandwidth show that V becomes negative for small 77 and so the continuum limit 
turns out to be unphysical in this case. 
ZVH, whose recursion relation is similar to that of IPT, derive a positive 
result for v*(k/)  in the limit of their theory. The difference is that they use 
the technique of "partial averaging" in the limiting process, which they have 
adapted from Rose's [29] theory for passive scalar convection. This procedure 
essentially amounts to enlarging the area of integration to facilitate the taking 
of the limit. It is therefore unclear what relationship the result bears to the 
finite-band elimination method. 
5.2 The small bandwidth limit in iterative av-
eraging 
5.2.1 The viscosity increment in the limit 
In this section, I derive the limiting behaviour of the fixed-point viscosity and 
hence the Kolmogorov constant in IA. As a first step, I will look for the small-
bandwidth expansion for the viscosity increment 5 v *(kF) . 
The small bandwidth expansion 
The expression for the fixed-point viscosity increment is given in equation (5.3). 
In order to analyse its behaviour, the integrand may be re-expressed in terms of 
another set of new variables: 
= il-i 
= p' — l, 	 (5.7) 
to give 
1 (1 +)(i +3)LQ' v*(kl) = 
	 ______________________ f d3 f dP 
(5.8) 
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For small i we have 0 < 3,j3 < i (see figure 5.1) and so the various factors in the 
integrand may be expanded in 3 and P as follows: 
L = k!2 (1 - kI2) + 0 (3,j3); 	 (5.9) 
11 
= h" 3 - -h''[(1 + 3) - h'] 
3 
= 	- 	+ 0(j3); 	 (5.10) 
v * (h(1 + j)) (I + 3)2 = v*(h) + 0 (3); 	 (5.11) 
and 
v*(h(1 +j3))(1 	3)2 = v* (h) + 0(P). 	 (5.12) 
Substituting to leading order in equation ( 5.8) we have 
6v* (P) =  
2k'3 fd3fdp 
[ 1 k 12(l k'2)(h"/3 - h' 4/ 3 )1  
2v* (h) 	 j 
(5.13) 
Now the integrations may be performed term by term in the expansion. Here, I 
only keep the leading order: 
8v*(kI) = 2 (1 - k'2)(h"I3 -h'4/3) +0(773). 	(5.14) 8kl v *(h) 
Finally, the remaining i'-dependence in h may be expanded to give 
v*(kl) = 2 (1 - k'2) + 0(). 	 (5.15) 8kF v *(1) 
It should be noted that the ij dependence has not been made entirely explicit, 
since the behaviour of v* (1) is still unknown. However, it is clear that a similar 
result will hold for 5i(k'), ie. 
6(k') = n2(1 - k'2) + 
8k'i(1) 
(5.16) 
This relation can be checked for the case n = 0 since there is no bandwidth 
dependence in i'0 . The asymptotic behaviour of the increment in this case is 
i72 k
11
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Figure 5.4: The behaviour of 8i o (k') for two values of k' as i, -+ 0. As can be seen, it 
follows the expected i 2 behaviour. 
Figure 5.5: The first-cycle viscosity increments 8i o (k') plotted as functions of 
wavenumber for various values of i, showing how the k'' behaviour becomes more 
marked as i —* 0. 
j , 
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In figures 5.4 and 5.5 I test the validity of (5.17). Figure 5.4 shows that an 772 
dependence sets in for all values of k' for values of 77 < 0.01. Figure 5.5 shows 
how the k'' dependence becomes more marked for smaller bandwidths. 
Range of validity of the expansion 
By studying the area of integration in equation (5.3) it is possible to put an 
upper bound on the range of validity of the expansion. The integration of the 
expanded integrand term by term assumes that the variables j and j3 run over 
the range 0 <, j3 < 77, or, in other words, that the variables j', p' have the range 
1 < j', p' < 1 + i. In figure 5.6 I show another sketch of the integration area, 
showing that in order for it to be an q x i square, we must have 
k'. 	 (5.18) 
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Figure 5.6: A sketch showing the area of integration (shaded) in the expression for the 
viscosity increment 8i(k'), for small q. For the expansion in section 5.2.1 to be valid, 
the integration area must be an 17 X 77 square. From the picture we can see that this 
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Figure 5.7: The fixed-point viscosity plotted against the bandwidth parameter on a 
log-log plot, compared with the predicted 1 / 2 behaviour. 
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Figure 5.8: The fixed-point viscosity increment öv*  (k'), plotted as a function of 
showing the 973/2 dependence as 97 —* 0. 
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5.4 only conforms to the 172  behaviour for 77 < 0.01. The 77 = 0.1 curve in figure 
5.5 only behaves as k'' for k' > 0.1. 
5.2.2 The behaviour of the fixed-point viscosity 
Bandwidth dependence 
Having expanded the viscosity increment, I am now in a position to analyse the 
behaviour of v*(kI).  To solve for the small 77 behaviour, I shall assume that the 
17- and k'-dependence of v can be separated thus: 
v* (k', 17) = f(k')g(77). 	 (5.19) 
Substituting this into the fixed-point equation (5.1) gives 
g(77)h413 f(hk') + h_4I'38z,*(k) = g(77)f(k'). 	 (5.20) 
The factor multiplying 9(77) in the first term on the l.h.s. may now be Taylor-
expanded and the expansion (5.15) for 5v* substituted: 
f(k') - 	+ f) +0(172)] + 	17 
h-413 	'1 - 
[ 
2 4 I dk' g( 77) 8k 1f(1) 
= 
Solving for g(i), I obtain, 
	
92(77) - (ao+a177+a2772 +...)  71 
 (b0 + b 1 77 + b2 772 +..•)' 	
(5.22) 
where the a2 and b2 are functions of k', and the form of a0 and b0 can be deduced 
by comparison with (5.21). Expanding the denominator as a binomial expansion 
gives 
9(17) = A 0 77 112 + A 1 77 + A2 77312 +..., 	 (5.23) 
where the A i are related to a2 and b, but are required to be constant since the 
l.h.s. is purely a function of ij. In figure 5.7 I show a log-log plot of v' vs. 77. 
The 771/2  behaviour is fairly well established for values of k' where 77 < k'. An 
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alternative check on the analysis is the behaviour of 8vt(k'), which is now known 
from the combination of equations (5.15), (5.19) and (5.23) to be 
8V (k') 	3/2 
	
-..J11 	. (5.24) 
Figure 5.8 confirms this behaviour. 
Asymptotic wavenumber dependence 
The requirement that the functions A(k') in equation (5.23) should be constant 
gives conditions on the asymptotic shape of V in wavenumber space. In partic-




or, substituting from (5.22) for a0 and b0 , 




(1— - - — 	 ' 
- ° 8k'f(1) 	
(5.26) 
The constant of separation A 0 , may be absorbed into the definition of f, where-
upon equation (5.26) has solution 
= (f (1)- 224! (1)) k'
413 + 8f(1)k 	- 224f(1) k. 	(5.27) 
Substituting back into equation (5.19), we find that 
v*(kI) = f(k')g(i) 
p1/2 
[( 	22 f(1) 	
81 ) k' 413 + 	k' - 
	
k'1 = 	
- 4f(1) 	8f(1) 	224f (1) ] 
8177  
(vt(1) - 224v- (1) ) 
\ k ' 413 + 3ij 
	3n (1) 	- 224v' (1) 
3nk' =  
(5.28) 
Since the dissipation rate is finite, the coefficient of k' 413 must be zero'. This 
enables me to fix V (1) to give the solution 
v* (k') = p1/2 (vkI_l - 
	1 	
k' 
3 	3v ) 	
(5.29) 
See the similar conclusion in section 3.4.1 
Chapter 5 - IA in the continuum limit 	 71 
0 
CO 
1 	 10 	 100 
*1Oa 
1 
Figure 5.9: The ratio of the theoretical curve predicted by equation (5.29) for the fixed 
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Figure 5.10: The same ratio as for figure 5.9 with k' = 1.0 
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This is the exact solution of the fixed-point condition (5.21) truncated to order 
112 In figures (5.9) and (5.10) the ratio of this asymptotic prediction to the 77 .
numerical results is plotted against 71 for two values of the wavenumber. In both 
cases the prediction improves as ij -+ 0 and overall it is better for k' = 1.0 as 
would be expected from the condition (5.18). 
The Kolmogorov constant 
Equation (5.29) may be combined with equation (3.34) to show how the graph 
of the Kolmogorov constant a versus 77 diverges at the origin. If this is done we 
find that 
a -+ 	as 77 -+ 0. 	 (5.30) 
Figure 5.11 is a log-log plot of a versus 17 compared with the expected 77- 1/3 
behaviour. Despite the fact that for the range of values of 77 that have been 
calculated, the limiting behaviour of v' is only partially established, the a curve 
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Figure 5.11: The Kolmogorov constant plotted as a function of bandwidth on a log-log 
plot, with the predicted 77-1/3  dependence for comparison. 
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5.3 Iterative perturbation theory in the contin-
uum limit 
5.3.1 The viscosity increment 
The recursion relation (4.42) and (4.43) derived in Chapter 4 for IPT is reproduced 
here: 
= h4/3 i'(hk') + 	 (5.31) 
and 
_____ 	 L(k',j')Q' 
= 	o 4k'2 
f d 	 (5.32) 3i h4 (n )/3 (h(+1 )j')j'2 + 	(hp')p'2 
where Q' is defined by equation (3.31). From equation (5.31), the fixed-point 
equation is 
h4/3v*(hkl) + h_ 4/3 8v *(kl) = v* (k'), 	 (5.33) 
which is the same as equation (5.1) for iterative averaging. The procedure will 
therefore be to expand 8v*(kl)  as a function of 77 for i —* 0 and then substitute 
the result into the analysis of section 5.2.2 to find the asymptotic behaviour of 
v*(kI) . 




(5.34) 6v *(kF) = 
	47k
,2 f d3i  h4(n_i)/3v*(h(n+l_i)j)j!2 + V(hp')p'2 
2 mifl 
The number of terms in the summation is limited by the triangle-rule restriction 
on the magnitude of j', 
i i 
= k' + h'. 	 (5.35) 
Performing the azimuthal integration and changing variables in a similar way to 
section 5.1, we obtain 
E 2k,2 	
(i''\ 	 L(k',j')Q' 6v *(k) = 	f dj'  f dp' 	h4 (n_i)/3 v*(h(n+l_i)jI)j12 + /2 
(5.36) 
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I would like to be able to write the sum of integrals over j' as a single in-
tegration. This can be done if I observe that the denominator has the form 
v*(x)j2 + v*(y)p12 where h < x, y < 1 For small 77, we can therefore expand in 
77 and truncate at zeroth order, thus: 
+ v *(hpi)p12 = ji_4/3v*(1)j12 + v * (1)p12 + O(i). (5.37) 
Now, (5.36) can be rewritten: 
1 	k'+1/h 	I/h öv*(kI) 	 I dj' 1 p' 
	




This is similar to equation (5.3) in section 5.2.1, except that in this case the 
integration limits (see figure 5.2) mean that only the integral over p' will affect 
the leading-order 77-dependence. The procedure therefore is to make the change 
of variable p' -+ = p' - 1, expand the integrand in powers of 5, and integrate 
term by term. After the change of variable, we have 





1 	 L v*(1)(jF2/3 + 1) 	+ O()] +0(71), 
(5.39) 
where L 0 is the zeroth order term of the expansion of L in powers of P and is 
given by 
L 0 + k1_2) 314 + (k12 + - k'_2) '2 + H k'4 + kl2 - + k'_2) 
+ (k'4 - k12 + - kl_2) j' 2 . 	 (5.40) 
Integrating and expanding the remaining 77 dependence gives 
6v*(ki) = 
77 
 F(k'v*(1)) + 0(772), 	 (5.41) 
where F is given by 
1 	p1-fk' 	j'Lo(k' ) j') 
F(k') = Ji dj' (j'2/3 + 1)• 	 (5.42) 20 
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5.3.2 The fixed-point viscosity 
I am now in a position to follow through the analysis of section 5.2.2 with this form 
of the increment. As before I assume that for small i, the fixed-point viscosity 
assumes the form 
vt(k',T1) = f(k')g(71). 	 (5.43) 
The fixed point-condition is then 
g(i)h413 f(hk') + öv*(kl) = 	 ( 5.44) 
which when expanded about 17 = 0 gives 
g() [f(k') 	(k'+ i) +0(172)1 + 
	
f(i) +0(17 
1 	h-413 [77F(, ' ) 	2)] 
] 9(17) 
= 
or, solving for 9(17), 
92( 17) = 
So that finally I have that 
(ao+a1 17+a2 ij2 +...) 
(bo+bi i+b2 172 +...) 
A0+A 1 17+A2 172 +... 	 (5.45) 
v*(kI) 	constant + 0(171/2)  as q -+ 0. 	 (5.46) 
So, in the IPT approach, by including the cubic nonlinearities and hence extending 
the area of integration in the expression for the increment, I have in principle been 
able to take the continuum limit. However, it has already been shown in Chapter 
4 that V becomes negative as 77 -* 0 for perturbation theory, and so the limit 
breaks down in this case as well. 
5.4 The general case 
From the analysis of the continuum limit for IA and IPT, the following simple 
generalisations may be inferred. If the measure of the integral in the expression 
for the viscosity increment goes as 
M 	as 77 -* 0, 	 (5.47) 
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then the increment will take the form 
8v*(kI) 	f(k') as 	0, 	 (5.48) 
and for the fixed-point viscosity, we have 
u*(kI) (S.d 	 as j -* 0. 	 (5.49) 
Hence, the requirement for v * (k') to exist in the limit is x = 1, ie. 
Miasi—+0. 	 (5.50) 
If M goes as a higher power of 71, the viscosity will vanish in the limit. If M goes 
as a lower power, the viscosity will diverge. 
5.5 Conclusions 
I have shown that the zero-bandwidth limit of the RG transformation does not 
exist for either of the two approaches studied in this work. In the case of iterative 
averaging, the increment vanishes too quickly as i -+ 0, so that the fixed-point 
viscosity tends to zero in the limit. The inclusion of the cubic terms in iterative 
perturbation theory ensures that the increment is big enough for a finite V (i -* 0) 
to exist, but at the same time causes the result to be negative and therefore 
unphysical. The non-existence of the limit appears to be a property of the Navier-
Stokes equations since, where the limit has been taken in other theories, it is made 
possible by restrictions such as the large scale-separation limit in FNS or the 
device of "partial averaging" in ZVH. In order to apply RG to the full turbulent 
cascade, therefore, it seems that one is restricted to the finite-band elimination 
procedures of the sort described previously. 
Chapter 6 
Passive Scalar Convection 
6.1 Introduction 
In this chapter I apply some of the ideas of the previous chapters to the case 
of a scalar field, such as temperature, convected by the Navier-Stokes velocity 
field. The scalar field is assumed to be passive in the sense that it does not 
affect the dynamics of the velocity field. As will be seen, the equation of motion 
is simpler than for the velocity field, being bilinear rather than nonlinear, and 
might therefore be thought more amenable to analysis. This prompted Rose [29] 
to choose this equation rather than the NSE for his RG formulation. Zhou and 
Vahala having adapted Rose's approach to the NSE, have re-applied [45] this 
theory to passive scalar convection, although with somewhat different results to 
those of Rose. 
The chapter is split into three parts: a brief introduction, the presentation of 
some results of applying iterative averaging (IA) to the passive scalar case, and 
an investigation of the application of iterative perturbation theory (IPT) in this 
area. 
77 
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6.1.1 The equation of motion 
The dynamical equation for a passive scalar field q5(x, t), is 
at 
	t) + u(x, t).V(x, t) = o V2 (x, t), 	 (6.1) 
where Xo is the molecular diffusivity of the scalar field. The velocity field u(x, t) 
satisfies the NSE and is statistically homogeneous, isotropic and stationary as 
before. 
In order to facilitate the analysis, the work will be carried out in Fourier space, 
where the passive scalar equation (6.1) becomes 
L o q(k, t) = —ik f dj u,,, (k -  j, t)q(j, t), 	 (6.2) 
where L 1,0 is the linear operator 
L 40 = 
a
+xok2 . 	 (6.3) 
Corrsin [46] has applied the same type of arguments used in the Kolmogorov 
analysis of the energy spectrum and derived a power law for the scalar variance 
spectrum E(k), in the inertial range of wavenumbers k, 
E(k) = 	e 113 k 513 , 	 ( 6.4) 
where EO is the rate of dissipation of scalar variance, s is the energy dissipation 
rate and 0 is usually referred to as the Obukhov-Corrsin constant. 
6.1.2 The conditional average 
The band elimination procedure proceeds as for the velocity field case. A cutoff 
wavenumber k 0 based on the dissipation rate of scalar variance E, can be defined 
in an analogous way to before: 
E O = fo 
00
2k 2E(k) dk fo 
koo 
2 o k 2 E(k) dk. 	 (6.5) 
There are now two cutoff wavenumbers: k0 , based on the energy dissipation 
relation, and k00 . The choice of which one to use is discussed in reference [35]. 
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Essentially, we choose whichever is the larger and expect that at the fixed point 
we will be well within the range defined by both of them. The u and 0 fields are 
split into two parts defined by a new cutoff wavenumber k 1 = ( 1 - ii)ko . Thus in 
addition the previous definition of u and u+  we have 
	
0(k,t) = q5(k,t) with 0 <k < k 1 ; 	 (6.6) 
(k, t) = q(k,t) with k 1 <k <k0 . 	 (6.7) 
The definition of the conditional average is extended to mean a subensemble 
in which both the u and qr fields are held constant. The average thus has the 
extra properties that 
= qr(k,t), 	 (6.8) 
(q5(k, t)u(j, t)) 	r(k, t) u - 	t). (6.9) 
In order to evaluate averages involving 	, a two-field decomposition analogous 
to equation (2.9) for the velocity field is introduced: 
(k, t) = '(k,t) +'y(k,t). 	 (6.10) 
The field 1r(k, t) is chaotic and has no phase correlation with the supergrid fields, 
having similar properties to v+ (k, t), notably, 
(b(k, t)) = ( 0 + (k, t)) = 0, 	 (6.11) 
and, by the homogeneity of both fields, 
(i(k, t)v(j, t)) = ((k, t)v(j, t)) = 0. 	 (6.12)13 
6.2 Iterative averaging: numerical results 
The IA band elimination procedure for the passive scalar is very similar to that for 
the velocity field and has been given in detail in reference [35]. Here, I shall simply 
quote the final equations before presenting some results of numerical calculations. 
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After n cycles, the equation of motion is modified to 
+ x,, (k) 	(k, t) = jka f d3jii(k - j, t)(j, t), 	(6.13) 
where x(k) is an effective diffusivity obtained via the following recursion relation: 





Dy.  (615) 
3Xn(3)32 + v(Ik — jk -il 2 • 
The wavenumbers in the previous expression are integrated over the limits 
0< 	k 
k1 < j, Ik - il 	k,. 	 (6.16) 
In order to reveal the fixed point, the diffusivity is scaled thus: 
x(kk') = a 112 E 113 k 4I3 (k'). 	 (6.17) 
to give the scaled recursion relation 
= h4 / 3 (hk') + h 4 / 3ö(k'), 	 (6.18) 
where 
6 (k ') = 1 f d3j'_Dfl
(k' - i')kiQ' 
_____  
	
4k'2 	(hj 1 )j 12 + 	(hl')112' 	
(6.19) 
for wavenumbers 
0< k' <1 
1 < j', 1' < h 1 . 	 (6.20) 
The spectral functions Q in equation (6.15) and Q' in equation (6.19) are as 
defined in Chapter 3, equations (3.8) and (3.31). When iterated, equations (6.18) 
and (6.19) lead to a fixed point such that 
= 	(k') = X *(kI). 	 (6.21) 
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Figure 6.1: Dependence of the fixed point diffusivity X*(kl) on wavenumber. 
k/k 
Figure 6.2: Development of the unscaled diffusivity x(k), during the iteration for 
77 = 0.22. 
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Figure 6.3: Convergence of the scaled diffusivity 	(k'), to the fixed point for three 
values of the initial, molecular diffusivity Xo  for the case 77 = 0.22. 
An equation for the Obukhov-Corrsin constant j, may be derived from equa-
tions (6.5) and (6.17): 
	
t 	 -1 
= ) 2f x*(k1)khh/3dkl} . 	 (6.22) 1. 	
1 
 
I have calculated equations (6.18), (6.19) and (6.22) numerically and present some 
results in figures 6.1 to 6.6. 
In figure 6.1, I show the fixed-point eddy diffusivity for three values of i. The 
criterion used to determine the fixed point was that i2(k') and 	(k') should 
be within 0.01% of i_ 1 (k') and _ 1 (k') at all data points. Considering the 
similarity of the recursion relations (compare equations (6.14) and (6.15) with 
(4.34) and (4.37)), it is unsurprising that the results for the diffusivity resemble 
those for the viscosity shown in figure 3.6. For the larger values of i, we see 
that the diffusivity tends to a constant value as we move away from the cutoff 
wavenumber, ie. when there is a spectral gap between the explicit and eliminated 
modes. 
Figures 6.2 and 6.3 show details of the evolution of the diffusivity. In figure 6.2, 
we see the development of the unscaled diffusivity as the calculation progresses. 
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Figure 6.3 demonstrates the universality of the calculation, showing that the fixed 
point is reached regardless of the initial value of the molecular viscosity . 
In figure 6.4, values of the Obukhov-Corrsin constant /3, calculated from (6.22), 
are plotted against the bandwidth parameter i. As in the case of the velocity 
field calculation, the theory is expected to break down at both extremes of the 
range of ii. This is visible as divergences in the ,B versus 77 graph. However, for 
intermediate values of i, there is a plateau region for both first and zeroth orders, 
where the value of 3 is nearly independent of ij, and this will be taken as the 
region in which valid predictions can be made. 
Because the calculation of the effective diffusivity depends on the result for 
the effective viscosity, it is best to only consider the region where the plateau 
on the 0 curve overlaps that on the c curve, ie. where both calculations are 
performing well. In the first order approximation, the Obukhov-Corrsin constant 
is 1.02 ± 0.01 over a range of ii = 0.17 - 0.33 and this overlaps the corresponding 
plateau in the a graph for 77 = 0.25 - 0.33. For the zeroth order calculation, 0 is 
0.0 	0.1 	0.2 	0.3 	0.4 	0.5 	0.6 	0.7 	0.8 
77 
Figure 6.4: Calculated values of the Obukhov-Corrsin constant, 3 from equation (6.22), 
showing the dependence on j, for first- and zeroth-order approximations. 
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Figure 6.5: The dependence of the turbulent Prandtl number Prt Tb(k') = 
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k ' 
Figure 6.6: The dependence of the turbulent Prandtl number Prturb(k') = 
V (k') /x (k'), on wavenumber: zeroth-order calculation. 
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1.22±0.01 for ij = 0.11-0.22 and this overlaps the flat region of the corresponding 
a plot for 77 = 0.15 - 0.22. 
There is a wide range of experimental results for the value of 3. Hill [47] finds 
results for /3 between 0.52 to 1.93 and chooses the range 0.68 < /3 < 0.83 as the 
best estimate. In his more recent survey, Sreenivasan [48] finds a range of values 
between 0.92 and 1.53. 
Figures 6.5 and 6.6 show the turbulent Prandtl number plotted against scaled 
wavenumber. The turbulent Prandtl number is defined as 
VN(k) - V* (k') 
PrtUT b(k') = 
XN(k) - X*(kI) 	
(6.23) 
and I show results for three values of the bandwidth parameter i. For the case 
77 = 0.3, which is within the plateau region of the calculation of the Obukhov -
Corrsin constant, it may be seen that our theoretical value of the turbulent 
Prandtl number is approximately constant, and equal to 0.63. The value of 0.72 
when 77 = 0.8 agrees quite well with the value obtained by Zhou and Vahala [45], 
although their result was obtained in the continuum limit (i.e. the case i - 0). 
6.3 Iterative perturbation theory 
In this section, I extend the perturbation procedure developed in Chapter 4 to 
the passive scalar case. The elimination of the subgrid velocity field proceeds as 
before, with the elimination of the scalar field going ahead in parallel. An addi-
tional fictional term .Tk(k, t) is introduced to model the stirring effect of the large 
eddies on the subgrid scalar field. This is based on the two-field decomposition of 
the scalar field, in an analogous way to the definition of the forcing term .F(k, t). 
The overall result is a recursion relation for the renormalized diffusivity xn (k). 
6.3.1 Procedure 
First band elimination 
Equations for the supergrid and subgrid fields are obtained by filtering the equa-
tion of motion (6.2): 
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[ 	+ x0k1(k, t) = —ik0 f d 3  [u. (j, t)(k - j, t) + u. (j, t)(k - j, t) 
+ u(j,t)(k—j,t) +4(j,t)(k—j,t)] 	(6.24) 
In order to solve the subgrid equation, the action of the explicit scales on the 
subgrid scales is modelled as a "forcing" term .T(k,.t), whose statistics are known, 
plus a correction. So equation (6.24) for the subgrid scales may be rewritten as 
[ + xo k21(k, t) = 	(k, t) + {—ik(k) fd 3i [u- (j, t) (k —j, t)+ 
+u(j,t)(k—j,t) +u(j,t) 	(k—j,t)u(j,t)(k—j,t)] —F(k,t)},ef 
(6.25) 
The specification of .F, is based on the two-field decomposition of the scalar field 
defined in equation (6.10). X0 is defined as the forcing required to produce the 
/)+ field as a simple diffusive response, ie. 
at 
+ xok2W'(k,  t) = -90 (k, t) 	 (6.26) 
It will therefore have similar properties as V)+ under conditional averaging, viz. 
J is statistically independent of qr, so 
(0- (k, t).F(j, t)) c = qr(k, t)(.F(j, t)) r (6.27) 
the conditional average forms a representative subensemble for F, ie. 
(FO (k, t)) c = (.F,(k, t)) 	 (6.28) 
FO is homogeneous, so 
(FO 	= 0 	 (6.29) 
Having specified ..T, I can proceed to solve (6.25) using a perturbation series. 
I expand the high-wavenumber modes as 
qY(k, t) = çz5(k, t) + )tç(k, t) + \ 2 (k, t) + ... 	(6.30) 
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Because of the presence of terms in u+  on the r.h.s. of (6.25) the solution will have 
to proceed in parallel to the solution for the velocity field, and the perturbation 
series for u, defined in equations (4.9), (4.13) and (4.14), will be used as well as 
equation (6.30) for q. Substituting for u and in (6.25) and equating terms 





+ ok(k,t) =J 4 (k,t) 	 (6.31) 
[ 	+ok2J(k,t) = 
_jkafd3j[U(j,t)(k_j,t) +u(j,t)(k—j,t) 
+ u 0 (j, t)q(k - j, t) + u 0 (j, t)qj(k - j, t)] - 	t) 
(6.32) 
Comparison of equations (4.10) and (6.26) shows that the zeroth order of the 
perturbation series is equal to r'(k, t): 
(k,t) = çb(k,t). 	 (6.33) 
Equations (4.10) and (4.11) may be solved by inverting the operator using an 
integrating factor to give: 
(k, t) 	dt' exp(—ok2(t - t'))(k, t') 	(6.34) 
and 
(k,t) = fdt' exp(—ok 2 (t - t')){—ikf d 3j [ç(j,t')(k —j,t')+
00 
+u(j, t')(k - j, t') + u 0 (j, t')(k - j, t') + u 0 (j, t')(k - j, t')] - .. 0 (k, t')}. 
(6.35) 
Now I substitute for 	and u to order A in equation (6.24) (setting 0 < k < k1 ) 
to give 
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[ 	+ x0k21q5(k,  t) at 
= —ik f d 3j u(j, t)f(k - j, t) - ik f d3j u 0 (j, t)r(k - j, t) 
-  t Aika f d3j f d 3 f 
00 
dt'  exp(—voj2(t - t'))M 7 (j) x 
x[u(p,t')u(j - p, t) + 2u(p,t')u40(j - p,t') + 	 - p, t') 	(k -j, 
• ik, f d 3j U+ (j, t) 0- (k - j, t) - ik, d 3j U - (j, t)O+(k - j, t 
	
ao 	 f 	a 	0 
• 	kQ f d3j f d 3 f dt' exp(—X0j2(t - t')) x ij u- (k - j, t) [u- (p, t')(j - p, t') 
+u(p, t 	j - p, t + u(p, t 	j - p, t + u(p, tqj - p, t]0 	 0 
+ Aika fd 3iu(i,t)cb(k_j,t) —ikfd 3ju o (j,t)(k_j,t) 
- Aik f d 3 
f d 
3  p f dt' exp(—v oj2 (t - t'))M(j) x 
x[u(p,t')u(j —p,t') +2u(p,t')u0(j - P, t') +u0(p,t')u0(j - p,t')](k—j, 
- ik f dj 
 f 
dp f dt' exp(—oj2(t - t')) x ij 4(k - j, t) [ç(p, t')(j - , 
+u(p,t')q5(j - p,t') +u0(p,t')(j - p,t') +u0(p,t')(j - P, t') 
+ 2ikfd3ju o (j,t)cb(k —j,t). 
(6. 
At this point, I conditionally average using the properties of T and -TO to evaluate 
averages involving uO and q j : 
+ Xok 2](k,t) at 
= 	_ikafd3ju(j,t)q5(k  —j,t) 
- 	jkafd3j 
fd
3pf dt' exp(—v oj2 (t - t'))M(j)u(j - p,t')tç(p,t')(k — j,t) 
+ 	ik f d3j t f d3pf dt' exp(— oj2 (t - t')) ij 	u(k - j, t ) u (p, t')(j - p, t') 
+ 	Ajkafd3j f d3pf dt' exp(—oj 2 (t - t')) ij 	(u 0  (k —j,t)u0(p,t'))(j - p, t' ) 
- 	ik f d3j f d3pf 00 dt' exp(—voj2(t - t'))M(j)(u0(j - p, t) u' 	t')(k - j,  




dt' exp(—oj2(t - t')) ij 	(u 0  (k - j, t ) u 0(p, t')(j - p, t')) 
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I now have an equation that looks like the original equation of motion (6.2) with 
three types of extra terms on the r.h.s. namely 
terms in uu, which will be regarded as part of a modified equation of 
motion. 
a term which is linear in r, which will be written in the form of a diffusivity 
increment. 
terms in which will be ignored as a closure approximation. 
I can rewrite the term (b) as a diffusivity increment as follows. Equations (4.10) 
and (4.8) are used to substitute for the second moment of u: 
ik f dj  f d3pf dt' exp(—oj2(t - t'))ij(j)(u0(k - j, t)u(p, t'))(j - p, t')'30 
= - 	dp 
fd33f 
t 	t 	 t, I dt' f dt" f i-00 	 00 00 dt" kj x 
x exp[—oj2(t - t') - yolk —j 2 (t - t") - vop2 (t' - t")] x 
x VV(lk - jl)Dai:3(k - j)5(k - j + p)8(t" - t") — (j - p, t') 
(6.38) 
I now perform two of the integrations using the delta functions, noting that the 
upper limit of the second time integration will be changed in the process. 
diffusivity term = 
t 	t' 
= —A d'j f dt' 	dt" kjW(lk - j)D(k —j) x 
x exp[—X0j2(t - t') - yolk - jl2(t - t") - yolk - j1 2 (t' - t")J q5(k, t') 
J = - 	d 3 I dt' exp[—( oj2  + uolk —j 2 )(t - t')] x J -00 
X 
kajW(Ik_jl)Dai(k_j) 
2zIoIk — i1 2 
(6.39) 
At this point I invoke a slight variation of the normal Markovian approximation 
for the subgrid velocity modes, by assuming that they evolve on short time-scales 
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compared with the explicit-scale scalar field. I Taylor-expand qfr about t' = t, 
truncate the series at zeroth order, and perform the last time integration, to give 
kjflD(k — j)W(Ik iD qY(k,t') 	(6.40) diffusivity term = _Afd3i 2(xoj
2 + yolk —i1 2 )volk —j1 2 
This final result is linear in r and can be regarded as an extra diffusive term, 
with the function multiplying 0 being written as a k-dependent increment to 
the diffusivity 6o(k), 








The equation of motion after one band elimination is therefore 
[ 	+ i (k)k 2](k, t) = —ike f d 
3 [u. (j, t)q(k - j, t) 
	
- 	ka fd3 fd 3pf t dt' exp(—voj2(t - t'))M(j)u(j - p,t')ç(p,t')(k _ 
+ ik f d 3 f d 3 pf dt' exp(—oj2(t - t')) ij zç(k - j, t)u(p, t')(j - p, t') -00 
(6.4 
with 
XI(k) = Xo + 8o(k). 	 (6.44) 
Second and subsequent band eliminations 
The details of the second and subsequent cycles are even more long-winded than 
those of the first and are relegated to Appendix C. Here, I shall merely quote the 
final result. The equation of motion after n cycles is modified to 
[ 	+ x(k)k 21(k, t) = —ike f d 3 [u. (j, t)(k - j, t) 
- Aikf d 3jfd3pf dt' exp(—vj 2 (t—t'))M(j)u(j —p,t')u(p,t')(k—j 
± A 	ik f d3j  f d3pf t dt' exp(—xj2(t - t')) ij u. (k - j, t)u(p, t')(j - p, t') 
(6. 
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where 
x(k) = x. - I (k) + öx_i(k), 	 (6.46) 
and the th  cycle viscosity increment is 
6x_1(k) = fd3i kjD(k_j) 
i0 	 (xj(j)j 2 + Vn_i(P)P2) X 
x[Q(p)1pk0 + (p - kO)aQ(P)/aPIP=kO] +0(712)1, 	(6.47) 
where we have defined 
p=k — j 
	
(6.48) 
The integrals over j in equations (6.45) and (6.47) have ihe limits k_ 1 <j < k. 
The fixed-point of the equation of motion 
The rescaling necessary to reveal the fixed point proceeds as before to give the 
scaled recursion relation, 
	
= h 13 (hk') + h 413ä(k'), 	 (6.49) 
and 
____ 	 kj 
i=O 
 
= E 4k'2 f d3i 	 + (h(')p1 )p12 
(6.50) 
where 
xn (k'k) = a"2E"3 k 4 "3 (k'), 	 (6.51) 
Upon iterating equations (6.49) and (6.50) we find that there is a fixed point of 
the transformation such that 
= 	(k') = X*(k). 	 (6.52) 
The scalar variance equation 
The following equation for the scalar variance E(k), may be derived from equa-
tion (6.45): 
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[ + 2x(k)k2]E(k) = T(k) at 
n-i 
— 47rk2 	ikfd3jfd3pf d 3  I dt' exp(—vj 2 (t—t')) x 
J -00 i=0 
X M(j)(u(j — p,t')u(p,t')q5(k —j,t)qr(q,t)) 
n-i 
+ 47rk2ikafd3jfd3pfd3q I dt' exp(—j 2 (t—t')) 
J -00 i=O 
X ij0 (u.  (k —j,t)u(p,t')(j — p,t')(q,t)) + [k +- q], 
(6.53) 
where T(k) is formed from the bilinear term in equation (6.45). By integrating 
equation (6.53) over k I obtain the renormalized scalar dissipation relation, 
EO + AE O = 2f x(k)k 2 Eø (k) dk, 	 (6.54) 
 
kn 
where the term resulting from the cubic nonlinearity has been written as an error 
in the calculation of the dissipation rate e: 




dt' exp(—vj 2 (t — t')) X 
x M 7 (j)(u(j — p,t')u(p,t')i(k —j,t)(q,t)) 
+ 4k2 	jk f dk fd 3i f d 3P  f 	dt' exp(—j 2 (t — t')) x  00 
X ij (u. (k —j,t)u(p,t')(j — p,t')q(q,t)) + [k -* q]. 
(6.55) 
As before, in order to present calculations which can be compared to other work 
in the field, I shall simply neglect this term. 
When this is done, then substituting from equation (4.41) for the diffusivity 
and substituting the Obukhov-Corrsin variance spectrum results in an equation 
that can be rearranged to give an expression for the Obukhov-Corrsin constant: 
r f 
1 	 -2/3 
Oa 1/2 = 2 x*(kI)khh/3dkI] 	. 	 (6.56) 
L  
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* 
0.01 	 0.1 	 1.0 
k ' 
Figure 6.7: Dependence of the fixed point diffusivity x" (k') on wavenumber for per-
turbation theory. 
* 
0.01 	 0.1 	 1.0 
k ' 
Figure 6.8: The fixed point diffusivity x (k') for iterative averaging for the same values 
of i as figure 6.7. 
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6.3.2 Results 
In figures 6.7 to 6.11, I show some results of calculating equations (6.49), (6.50) 
and (6.56). The fixed-point diffusivities are shown in figure 6.7 for three values 
of 7J. As in Chapter 4, if the contribution of the cubic terms to the diffusivity 
increment is neglected, then the recursion realtion is identical to that in IA. In 
order to assess the impact of these terms therefore, I plot the IA results for the 
same values of ij in figure 6.8. It appears that the effect of the cubic terms is 
far less dramatic than for the case of the effective viscosity. The diffusivities are 
positive for all values of 71 that have been calculated, and there is no cusp near 
the cutoff. The results are qualitatively similar to those obtained by Rose [29], 









0.1 	 1.0 
k ' 
Figure 6.9: The results of Rose [29] for the diffusivity X*(k). 
In figure 6.10, I show the results for the Obukhov-Corrsin constant 0 plotted as 
a function of the bandwidth parameter. Here, the cubic terms have a much more 
detrimental effect. The singularity in the a versus ij graph at 0.15 results 
in a zero in the curve for 3 at this point and the absence of a plateau where the 
results may be said to have some measure of independence of the bandwidth 







0.2 	 0.4 	 0.6 	 0.8 
1 
Figure 6.10: Calculated values of the Obukhov-Corrsin constant, 3 from equation 
(6.56), showing the dependence on 77 for perturbation theory. 
0.01 	 0.1 	 1.0 
k ' 
Figure 6.11: The dependence of the turbulent Prandtl number PTjurb(k') 
on wavenumber for perturbation theory. 
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parameter. However, the calculation of the diffusivity proceeds in parallel with 
that for the viscosity detailed in Chapter 4. Those results do display some in-
dependence of 77, and I shall use the plateau in the graph for the Kolmogorov 
constant in figure 4.3 as a guide to the best range of i in this case. The plateau 
in figure 4.3 occurs in the region 0.45 < ij 	0.55. In this range we have 
0.69 < /i 	0.76, values that compare well to the experimental results quoted 
in section 6.2. 
In figure 6.11, I show the turbulent Prandtl number plotted against k'. The 
values are slightly lower than for iterative averaging (0.45-0.5 as against 0.63) for 
the higher range of i, while at lower values of i we begin to see negative results 
due to the singularity in the eddy viscosity. 
6.3.3 Conclusions 
The results presented here are preliminary, and work remains to be done, notably 
the estimation of the error term AE O  and a more detailed comparison of the theory 
with that of Rose. The results are not as encouraging as those of Chapter 4, in 
that there is no independence of input parameters. However, if the results of 
Chapter 4 are used as a guide, it is possible to obtain reasonable values for the 
Obukhov-Corrsin constant and the turbulent Prandtl number. 
Appendix A 
The LES sharp filter 
Equation (2.3) can be alternatively written 
u(x, t) = f u(k, t) 0(2/l - k) e_ikx  d3 k, 	 (A.1) 
where 
0(x) = 0 if x<0 
	
1 if x>O. 	 (A.2) 
By the convolution theorem, (A.1) becomes 
u(x, t) = f fo(y) u. (x - y) d 3y, 	 (A.3) 
where 
fo(x) = f 0(27/1 - k) e_ikx  d 3  k 
- 47r1sinx/1 - cosx/l 
- x2 	x 	1 
(A.4) 
This is the explicit form of the LES "sharp" filter. Re-applying the filter to u 
has no effect, 
f fo(y) u. (x - y) d 3 = u(x), 	 (A.5) 
97 
Appendix A - The LES sharp filter 
since this is equivalent to putting an extra 0-function in equation (A.1). 
Appendix B 
Expanding the fixed-point viscosity 
The effective viscosity in k-space can be viewed as a constant with a small k-
dependent correction superimposed (see figure 3.3.3). Parallel to this, the viscous 
term in real space can be expressed as a simple effective viscosity term of the form 
vV2 u plus a small correction. I write the real-space function as the transform of 
the k-space function and then expand v(k) about k = 0. 
v(r) = f vn(k)e -ik.r  d 3  k 
= f[vn(k=O)+k dv- (k = 0)+ ...]O(k - k)e'd3k dk 
= f vn (k = 0)0(k - k)ed3 k + f vn(k)0(k - k)ed3k 
= v(k = 0)fo (r) + f /Vn(k)O(kn - k)ed 3k 	 (B.1) 
where 
Lv(k) = k(k = 0) + 2
d2 
 Vn = 0) + ... 	(B.2) dk 	dk2 
and fo (r) is a function, defined in Appendix A, which leaves the u field un- 
changed when convoluted with it. Because of the flatness of the v(k) curve at 
k = 0, the first few terms of (B.2) will be zero, showing that A v is small (order 
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kl for m large). Now the viscous term in (2.31) can be written 
v2[f vn(y)u(r - y, t)d 3 y] = v(k = 0)V2 f fo(y)r(r - y)d 3 y + 
+v2{f /-hmn(y)u(r - y, t)]d 3 y 
= 
+v2 [f tvn(y)u(r - y, t)]d 3 y 	( B.3) 
Thus v(k = 0) forms a zeroth order approximation to an effective viscosity. 
Appendix C 
Estimating the error in the dissipation 
rate in IPT 
The error in the calculation of the dissipation rate is given in equation (4.48) by 
n-i = 	f d 
3  k f d 3 f d3p  f &qI dt' x J - 00 i=O 
X M,3),(k)M 
(n-i)+
oE 	(j) exp[—v2(j)j2(t - t')J x 
x (u - (k —j,t)u(p,t')u(j - p,t')u(q,t)). 	(C. 1) 
In order to estimate the magnitude of this term, I will use the assumption of 
quasinormality, ie. I will assume that the fourth moments of the velocity field are 
related to the second moments as if the distribution were normal. Then we have 
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Ae = 	I d3kfd3jfd3pfd3qfdtIx 
x Obf 	U) exp[—v 2 (j)j 2 (t - t')] x 
x {Q(Ik - jj, t - t')Q(j - pJ, t - t')D(k - j)D(j - p)ö(k - j + p)8(j - p + q) 
+ Q(Ik - ii' t - t')Q(p, t - t')D€(k - j)D(p)S(k - p)ö(p + q) + 
+ Q(k - ii' t - t')Q(p, t - t')D.(k - j)D(p)ö(k - j + q)6(j)j. 
(C 
Now I perform the p and q integrations using the 6-functions. The third term 
in the curly brackets is zero because of the presence of the 8(j) factor and the 
fact that jjj is positive definite. The remaining two terms may be combined by 







  f d 0I dt' x00 i=O 
X M(k)M(j) exp[—v(j)j2(t - t')] x 
X Q(k - ii, t - t')Q(k, t - t')D(k - j)Dfa (k). 	(C.3) 
I use the result 
DEa (k)M 7 (k) = M 7 (k), 	 (C.4) 
and the definition of L(k,j) in equation (3.17) to rewrite the expression as 
= 	
t 
fd 3  k  f dj f dt' exp[—v(j)j 2 (t - t')] x 
x L(k,j)Q(jk - j, t - t')Q(k, t - t'). 	 (C.5) 
In order to be able to do the time integrations, I will assume an exponential form 
for the two-time correlations: 
Q(k, t - t') 	Q(k, 0) exp[—v,,(k) k 2 (t - t')], 	 (C.6) 
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I will rewrite the error in the dissipation rate in terms of an extra increment 
L.zi(k) to the viscosity: 
k 
AE = 2 fo  dk /u(k)E(k)k 2 	 (C.8) 
where, by comparison with equation (C.7), we have 
N-i  1 	 L(k,j)Q(Ik-jI) AV(k) = fd 	 (C.9) 3i( . ) .2(k)k2(Ik.I)Il2 . 
In order to estimate the effect of the error on the prediction for the Kolmogorov 
constant a, I will scale Lv(k) in the same way as vv(k), ie. 
Lv(kNk') = a1/2fi13k_4/3j(kI) 	 (C.10) 
where 
N-i  1 L(k',j') 1k' - j11-11/3= 
i=O 87rk,2 f d 3  {h 4(N _ i) /3 (hN _ij 1 )j 12 + 	(k')k' 2 + 	( I k' -i'l)Ik' j1j2] 
(C.11) 
Now from equations (4.47) and (C.8), we have 
= IkN dk {VN(k) + v(k)}E(k)k 2 	 (C.12) 
Substituting the scaled forms for the viscosities and the Kolmogorov spectrum 
yields the equation for the spectral constant a: 
1  
a = [2 1 dk' {N(k') + 	(k')}0V3] -2/3. 	 (C.13) Jo 
The result of numerically calculating this expression is shown in figure 4.3. In 
figure C.1, I show the scaled viscosity error term of equation (C.11). There is 
a singularity at the cut, which is due to the fact that there is no spectral gap 
between the explicit-scale and subgrid-scale modes. From the fact that the effect 
of zi2(k') is to give a negative error in the calculation of a (as is clear in figure 
4.3), it may be deduced that this singularity is responsible for the size of the 
error. 
0.01 	 0.1 	 1.0 
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Figure Ci: The increment to the viscosity due to the error Ze in the calculation of 
the dissipation rate. 
Appendix D 
Second and subsequent shell 
eliminations for IPT applied to the 
passive scalar problem 
Here, I give the details of the derivation of the 	cycle recursion relation for 
the diffusivity in the application of iterative perturbation theory to passive scalar 
convection in chapter 6. 
Equation (6.43) is used to form equations of motion for the large- and small-
scale modes, with the equation for the small scales being written in terms of a 
stirring force and a correction as before. 
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+ xok](k, t) = 
at 
- jka f d3j [u(j, t)(k - j, t) + 




- 	d3jfd3pf dt' exp(—voj2(t - t')).M(j)[u(j - p,t')u(p,t')(k -, 
-'x 	 fl 
- p,t')iç(p,t')qY(k — j,t) + 2u-(j - p,t')u(p,t')(k  —j,t) + 
+u(j - p, t')u(p, t')(k - j, t) + 2u-(j - p, t')4(p, t')(k - j, t) + 
+u(j - p, t')u4(p, t')q5(k - j, t)] 
+ Aik,f dj f d3p  Lt dt' exp(—X0j 2 (t - t')) ij [u(k - j, t)u(p, t')(j - p, t') 
+U.- (k - j, t)u(p, t')(j - p, t') + u-(k - j, t)u(p, t')(j - p, t') + 
(k -j, t)u(p,t')q(j+u 	 -p, t') + u(k -  j, t)u(p, t')(j - p, t') + 
+u(k —j,t)u(p,t')(j - p,t') + 4(k —j,t)u(p,t')(j - p, t') + 




± Xo k2]q(k, t) = 
at 
(k, t) + Af—ik 
f  d 3 J [u,, (j, t)(k -j, t) + 





dt' exp(—v0j2(t - t'))M7(j)[u(j - p,t')ç(p,t')(k -j 
- 
- p,t')ç(p,t')qYF (k —j,t) + 2u(j - p,t')u(p,t')(k — j,t) + 
+u(j - p, t') (p,t')ç5(k —j,t) + 2u(j - p,t')u(p,t')(k — j,t) + 
- p, t')u(p, t')(k - j, t)] 
+ikfd3jfd3pft dt' exp(—X0j2(t - t'))ij [u- (k —j,t)u(p,t')(j - p , t') 
+u,-,, (k - j, t)u(p, t')qY(j - p, t') + u. (k - j, t)u(p, t') 	(j - p, t') + 
+u(k - j, t)u(p, t')(j - p, t') + u(k - j, t)u(p, t')q(j - p, t') + 
+U.+ (k - j, t)u(p, t')(j - p, t') + u+(k - j, t)u(p, t')q5(j - p, t') + 
+u(k -j, t)u(p, t')q(j - p, t')J - .T0 (k, t)}, 	 (D. 
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where for the cubic terms we have k 1 <j < k0 . Note that I have kept the expan-
sion parameter from the first cycle solution as in Chapter 4. The perturbation 
series solution is therefore similar to before, 
	
(k, t) = 
	
dt' exp[i(k)k2(t - t') 	(k, t') 	(D.3) 
and 
t 
(k, t) = L dt' exp[1(k)k2(t - t')]{—ik f d3j [u(j, t') (k - j, t')+ 
+U(j,t')(k—j, 	+u 0 (j,t') 	(k—j,t') +uT0 (j,t')(k—j,t')] 	Fa (k,t')} 
(D.4) 
I can substitute for u+  and 0+ in equation (D.2) and follow the same procedure 
as before to give the equation of motion after two band eliminations. The only 
difference from the first band elimination is that the cubic term in equation (D.2) 
will contribute to the diffusivity increment. 
[ 	 + x2(k)k 2I(k, t) = —ik f dj [u. (j, t)(k - j )  t) 
t - A ik f d 
3 
 f d3pf dt' exp(—vj2(t - t'))M(j)u(j - p, t')u(p, t')(k - 
+ A 	ik f d3j  f d3pf dt' exp(—j2(t - t')) ij u(k - j, t)u(p, t')(j - p, t') 
where 
= i(k) + öi(k), 	 (D.6) 
and the second cycle viscosity increment is 
1  A 	 kjflD(k—j)W(Ik—j) 
i(k) = 	fd 3i  
i=o V 2 (Xi  (j)j 2 + vi(Ik —jk — jl 2 )vi(k — iI)Ik —j1 2 
(D.7) 
The i = 0 term in the summation is the contribution to the new diffusivity 
increment from the cubic nonlinearities in equation (6.43). Equations (D.5) to 
(D.7) can be easily generalized to give the n th  cycle equation of motion and 
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viscosity increment: 
+x(k)k 2](k,t) = —jkafd3j[U(j,t)(k_j,t) 
- 	 3jd apt' exp(—vj2(t - t'))M(j)u(j - p,t')u(p,t')(k - 
i=O 	f 	f 	_00 
+ 	ik f d3j f d 3 f dt' exp(—j2(t - t')) ij u (k - j, t)u (p, t') (j - p, t') 
where 
x(k) = x_1(k) + öx_i(k), 	 (D.9) 
and the nth cycle viscosity increment is 
kjD(k—j)W(Ik_jI) 
x1(k) =k2 f 1  
i=O 
(D.10) 
The integrals over j in equations (D.8) and (D.10) have the limits k_ 1 <j < k. 
Equation (4.36) can be used to rewrite W in terms of the spectrum of the v field 
and we find that 
= >fd3j 
 i kDa(k_j) 
i=o 	(Xij2+Vn_i(p)p2) 
x 
x[Q(p)k0 + (p - ko)8Q(p)18pPk0} +0(772)j. (Dli) 
where I have defined 
p=k — j. 	 (D.12) 
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