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Introduction
Les systèmes de télécommunications par satellite ont connu des succès indéniables dans le monde
entier essentiellement au travers de services de diﬀusion de la télévision analogique puis numérique.
Pour rester compétitifs vis à vis de leurs concurrents terrestres, ils se doivent désormais de proposer
aux utilisateurs des services plus variés.
Les réseaux actuels de télécommunications doivent par ailleurs faire face à une diversité et une
variabilité des types de sources de traﬁc qui leur demande une ﬂexibilité accrue. Plusieurs types de
contraintes doivent être assurés en même temps si on veut garantir des performances acceptables
pour des applications véhiculant des médias exigeants tels que la voix ou la vidéo : un débit élevé,
une gigue, un délai conformes aux normes et un taux de pertes compatible. Les réseaux satellitaires
faisant partie du monde des réseaux de télécommunications et visant une intégration sans couture,
devront assurer un support adéquat à de telles applications.
Les réseaux satellitaires sont caractérisés par une architecture et des protocoles spéciﬁques. Ils
partagent certaines propriétés avec les réseaux terrestres sans ﬁl, étant soumis à des fortes contraintes,
telles qu'une ressource limitée, une capacité variable du lien et un délai de propagation important de
l'ordre de 250 ms entre deux stations terrestres. De nombreux progrès en techniques de transmission
ont été réalisés ; les télécommunications par satellites étant l'aboutissement d'une recherche vers
des portées et des capacités toujours plus grandes à des coûts aussi faibles que possible. Ainsi, les
nouvelles normes DVB-RCS et DVB-S2 ainsi que les techniques d'adaptation aux applications telles
que l'encapsulation GSE ont vu le jour dans un souci d'adaptation aux caractéristiques du support
satellitaire et au type d'applications qu'il se doit aujourd'hui à supporter.
L'architecture protocolaire des systèmes satellitaires de communication découle du modèle OSI,
modèle divisé en couches indépendantes et communiquant au travers de points d'accès au service
normalisés. Le modèle OSI a connu un succès en tant que cadre de standardisation dans la plupart des
réseaux de communication actuels grâce aux qualités indéniables des concepts proposés : la modularité,
l'interopérabilité, la facilité d'implantation et l'évolutivité.
Le but principal de l'architecture en couches est de faire bénéﬁcier une entité protocolaire des
services de l'entité inférieure, en oﬀrant ainsi une abstraction du fonctionnement de ces entités à
travers les points d'accès au service. Chaque entité possède des fonctionnalités bien déﬁnies. Ainsi,
la couche physique DVB-S2 met en ÷uvre les mécanismes d'adaptation des ﬂux de données pour
une transmission sur le lien satellitaire tandis que la couche liaison de données s'occupe de l'accès au
support des terminaux, à l'aide du contrôle d'admission et de l'allocation de ressources. Initialement
conçus pour véhiculer des ﬂux MPEG-2 TS, les réseaux satellitaires ont oﬀert un mode d'adaptation
aux ﬂux IP et ainsi aux protocoles de communication du monde de l'Internet. Le protocole TCP est
chargé du contrôle de bout en bout de la communication, sans aucune autre information sur l'état du
réseau de la part de l'entité inférieure. La variabilité de la capacité du lien satellitaire mise en ÷uvre
par la norme DVB-S2 est prise en compte au niveau TCP avec le retard dû au délai de propagation
sur le lien. Le retard peut se concrétiser en pertes suite à la congestion de ﬁles d'attente et en une
chute du débit TCP.
Dans ces conditions de fonctionnement, la prise en charge avec de bonnes performances des ap-
plications et des protocoles de communication tels que TCP relève du déﬁ. L'architecture en couches
protocolaires des réseaux satellitaires se relève impuissante face à une telle gageure, contrainte par sa
propre conception en un petit nombre de couches relativement indépendantes communiquant à travers
un nombre restreint d'interfaces normalisées et seulement entre couches adjacentes. L'entité TCP ou
toute autre entité protocolaire, ne bénéﬁcie pas d'un retour direct sur l'état du lien, en raison de la
non-proximité immédiate avec la couche physique ou de l'absence de primitives de services déﬁnies
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par le système.
Les techniques cross-layer aussi connues sous le nom de mécanismes trans-couches, représentent
une nouveauté dans les réseaux de télécommunications, permettant une communication entre entités
protocolaires non adjacentes, fonctionnalité impossible dans une architecture classique multi-couches.
Les mécanismes cross-layer représentent une opportunité d'amélioration des performances des réseaux
de communication en mettant en avant le principe d'adaptation. Ainsi, d'une manière générale, une
entité protocolaire adapte son fonctionnement à des changements d'autres entités protocolaires, d'une
manière implicite ou explicite, en contournant le principe de la séparation en couches et de primitives
normalisées exclusivement entre couches adjacentes. Un exemple classique est fourni par le mécanisme
ECN permettant la distinction entres les pertes liées à la congestion et celles liées aux erreurs de
transmission. Il constitue un exemple classique de technique cross-layer entre l'entité IP et l'entité
TCP, permettant, selon les principes cross-layer, d'améliorer les performances de la couche transport
grâce à des informations normalement cachées par la couche réseau. Une attention particulière doit
être portée à l'implantation des mécanismes cross-layer, en évitant la génération de dépendances entre
entités susceptibles de compromettre la capacité d'évolutivité du système.
La problématique traitée dans le cadre de ce mémoire concerne l'emploi des mécanismes multi-
niveaux pour l'optimisation des protocoles IP dans les réseaux de satellites géostationnaires. Nous
désignons les mécanismes multi-niveaux en employant des dénominations telles que cross-layer et
trans-couche, utilisées indiﬀéremment dans le mémoire. L'objectif de la thèse est de mettre en évi-
dence des cas de ﬁgure dans lesquels les mécanismes cross-layer permettraient une amélioration des
performances du système de communication satellite. Les contributions apportées dans notre travail
concernent la proposition d'un mécanisme cross-layer entre le protocole TCP et la couche physique
aﬁn de fournir un moyen de s'adapter aux conditions variables de transmission, la proposition d'un
mécanisme cross-layer entre le processus d'ordonnancement et la couche physique ainsi qu'entre le
processus d'ordonnancement et la couche IP aﬁn d'optimiser l'utilisation des ressources et le respect
des contraintes QoS. Nous proposons aussi un cadre d'utilisation de ces mécanismes cross-layer en
mettant en avant une solution d'architecture cross-layer, permettant ainsi une co-habitation des futurs
mécanismes avec les mécanismes existants.
Le chapitre 1 décrit le contexte actuel des réseaux satellitaires en retraçant plus spéciﬁquement
l'évolution des réseaux satellitaires de communication. Nous rappelons les progrès signiﬁcatifs enre-
gistrés par le monde des réseaux satellitaires depuis le premier satellite géostationnaire commercial
Intelsat I (ou Early Bird) en 1965, qui inaugure la longue série des Intelsat, jusqu'aux satellites de
communication actuels régénératifs, capables de transporter des centaines de chaînes de télévision.
Le déploiement des mécanismes cross-layer a mené naturellement à la proposition d'architectures
cross-layer, le chapitre 2 trace l'état de l'art de diverses architectures proposées dans la littérature.
Bien qu'aucune architecture cross-layer ne soit normalisée ou standardisée, à travers l'étude des
architectures cross-layer, des caractéristiques et critères des diﬀérentes architectures sont dégagés
permettant d'obtenir un regard critique sur les diﬀérentes propositions. L'intérêt et la possibilité
d'employer les techniques cross-layer dans les réseaux satellitaires géostationnaires font l'objet du
chapitre 3, ainsi que la proposition d'une architecture cross-layer. Un exemple de mécanisme cross-
layer pour améliorer les performances du protocole TCP dans les réseaux satellitaires est proposé entre
l'entité TCP et l'entité de la couche physique et étudié en détail dans le chapitre 4. Le chapitre 5 révèle
les avantages des mécanismes cross-layer dans le développement d'un processus d'ordonnancement,
permettant une maximisation de la capacité du système et une intégration des contraintes de qualité
de service.
La conclusion résume les avantages et les perspectives des mécanismes cross-layer dans les réseaux
géostationnaires en mettant l'accent sur les possibilités d'approfondissement de l'applicabilité des
mécanismes cross-layer.
Chapitre 1
Présentation générale des réseaux
satellitaires
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1.1 Contexte
Les réseaux satellitaires ont depuis toujours présenté des certains atouts indéniables par rapport
aux autres réseaux : une large couverture naturelle, la rapidité du déploiement en cas de désastres
naturels par exemple. A ce jour, il y a plus de 1 million de résidents et 100.000 institutions qui ne
bénéﬁcient pas d'un accès large bande terrestre en Europe et pour qui le satellite, vue sa facilité de
déploiement, peut devenir une solution d'accès immédiat. Les domaines d'application du satellite de
communication restent pourtant majoritairement les communications maritimes, le déploiement en
cas de désastre, l'accès Internet dans les zones isolées et les communications mobiles.
Les systèmes satellitaires ont donc un rôle important à jouer dans l'interconnexion des réseaux
hétérogènes aﬁn d'assurer une couverture globale aux utilisateurs. Aﬁn de s'intégrer pleinement dans
ce réseau global, les systèmes satellitaires devront être capables d'acheminer eﬃcacement le protocole
de communication le plus répandu, TCP/IP ainsi qu'une large variété d'applications avec le même
niveau de performances que les réseaux terrestres. Le paysage des réseaux de communication s'est
beaucoup diversiﬁé ces dernières années, ce qui impose un déﬁ aux réseaux satellitaires : rester une
solution compétitive en termes de coût et services proposés. Les réseaux satellitaires sont ainsi mis à
rude épreuve dans cette course pour oﬀrir une intégration sans couture aux utilisateurs ainsi que la
possibilité d'être joignable partout et à tout moment.
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Néanmoins, ils ne bénéﬁcient pas des mêmes conditions de transmission que les réseaux terrestres
et l'impact de ces conditions sur les protocoles de communication s'avère non négligeable. Des études
montrent que des améliorations sont possibles et font l'objet de plusieurs actions pour rendre le
satellite plus eﬃcace en tant que solution de communication. Le satellite reste une technologie coûteuse
et une ressource rare dont le succès dépend principalement de sa capacité à intégrer l'émergence des
nouvelles technologies. Les caractéristiques du satellite (temps de propagation élevé, bande passante
limitée par rapport aux réseaux terrestres optiques) engendrent des performances moins bonnes pour
les protocoles standards déployés dans les réseaux terrestres.
Les réseaux satellitaires ont beaucoup évolué depuis leur début quand les principales applications
étaient la téléphonie et la diﬀusion de la télévision. Depuis, des avancées technologiques ont permis aux
réseaux satellitaires de proposer un support de communication à une variété d'applications notamment
à celles du monde Internet.
Dans la partie suivante, un état de l'art des réseaux satellitares est dressé, l'accent étant mis sur
les réseaux satellitaires géostationnaires.
1.2 Présentation générale des réseaux satellitaires
1.2.1 Les rôles d'un système satellitaire dans le monde des réseaux de
communication
L'objectif est ici d'identiﬁer plusieurs rôles qu'un réseau satellitaire peut prendre en charge ; ces
diﬀérents rôles ne sont pas disjoints, même s'ils sont présentés comme tels dans un souci de clarté (un
satellite peut avoir plusieurs rôles à la fois).
1.2.1.1 Le satellite comme réseau d'accès
Un réseau satellitaire représente une prolongation de l'accès aux ressources d'un réseau terrestre
de façon à faire bénéﬁcier de ses services des utilisateurs se trouvant dans des endroits où il n'est
pas déployé. Ainsi, les réseaux satellitaires oﬀrent les services des réseaux terrestres pour des navires,
des avions voire dans l'espace. Au début de leur apparition, les satellites servaient aux réseaux de
téléphonie classique, aujourd'hui complété par l'accès large bande et l'accès Internet.
1.2.1.2 Le satellite comme réseau d'interconnexion
Interconnecter deux réseaux terrestres est une autre fonction des réseaux satellitaires, en raison de
leur capacité à prendre en charge un grand nombre de connexions. Excepté un délai supplémentaire,
le réseau satellitaire reste transparent à l'utilisateur.
Parmi les réseaux de satellites de transit on retrouve les réseaux d'interconnexion des réseaux
internationaux de téléphonie, réseaux de services large bande, et les réseaux Internet de type backbone.
Les réseaux satellitaires et les réseaux terrestres sont des réseaux hétérogènes, mettant en jeu
diﬀérents protocoles, diﬀérents débits de transmission et diﬀérents formats de données ce qui impose
le plus souvent l'utilisation de routeurs IP comme moyen d'interconnexion. Dans la plupart des cas
pour interconnecter un réseau satellitaire avec un autre réseau, des PEPs (Performance Enhancing
Proxies) sont employés, implantant des mécanismes décrits ci-dessus. Les PEPs permettent ainsi
d'utiliser des protocoles adaptés au segment satellitaire, d'utiliser des mécanismes de cache, etc. aﬁn
de minimiser les impacts de la latence d'un réseau satellitaire.
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1.2.1.3 Le satellite comme réseau de communication
Un réseau satellitaire oﬀre aussi ses propres services et ne se limite pas à étendre la couverture
des autres réseaux. Ainsi on remarque une évolution des services oﬀerts par les satellites : depuis
le lancement du premier satellite de communication géostationnaire, EARLY BIRD (Intelsat-I) en
1965 oﬀrant des services de téléphonie en Europe, jusqu'au plus récent satellite, Intelsat-IX propo-
sant 1600000 circuits téléphoniques. Avec les nouvelles normes disponibles, le satellite propose des
applications interactives, tout en fournissant une communication entière, voie aller et voie retour par
satellite. Ainsi, parmi les services les plus réputés du monde satellite, le service direct-to-home (DTH)
a connu un succès retentissant.
1.2.2 Les services de communication par satellite
Le satellite a connu une longue évolution depuis les premières applications phare, la voix et
la télévision. Contraint à la convergence, ses champs d'applications se sont diversiﬁés en prenant en
compte la mobilité, l'inclusion des services de type données comme l'accès Internet et dernièrement les
services multimédias. D'autres exemples d'applications oﬀertes par le satellite sont : la météorologie,
la localisation ou GPS (Global Positioning System), l'imagerie satellitaire, la collecte des données
environnementales, etc.
Dans la suite du travail nous nous focalisons essentiellement sur les satellites de télécommunication.
1.2.2.1 Diﬀusion de la radio et de la télévision
L'application satellitaire la plus répandue reste la diﬀusion de la télévision, avec des oﬀres des
opérateurs satellite partout dans le monde comme Intelsat, Eutelsat, ASTRA, PanAmSat, etc. Le
nombre de chaînes TV disponibles à l'heure actuelle est important, de l'ordre de 900 chaînes TV et
560 chaînes radio pour Eutelsat ce qui représente un réel atout pour les réseaux satellitaires. Cette
capacité importante a été possible grâce aux avancées technologiques permettant de prendre en charge
une plus grande charge utile à bord des satellites.
Les opérateurs de satellites essaient toujours de faire évoluer leurs services, en essayant de répondre
à l'évolution des services dans les réseaux terrestres (de type triple-play). Ainsi, on retrouve parmi
les dernières nouveautés dans le domaines des applications TV, la vidéo à la demande qui permet à
un utilisateur de choisir à un moment donné le programme qu'il désire. Un autre service proposé est
le PVR (Personal Video Recorder), permettant de stocker un contenu sur son disque dur.
1.2.2.2 La téléphonie
Un délai d'environ 250ms dans un réseau géostationnaire représente un retard important qui
rend une conversation téléphonique non naturelle, d'où l'échec de cette application face aux supports
comme le câble et les réseaux téléphoniques terrestres. Néanmoins, le satellite est encore utilisé dans
des endroits où les réseaux terrestres n'existent pas pour oﬀrir un service de téléphonie. Toutefois,
dans leurs oﬀres en particulier à destination des entreprises, les opérateurs satellites se doivent de
proposer le service VoIP. Nous y reviendrons dans le paragraphe consacré aux services multimédias.
Par ailleurs les systèmes satellitaires oﬀrent un service de téléphonie mobile dans les endroits où
les réseaux sans ﬁl terrestres ne sont pas déployés. Un exemple d'un tel réseau est représenté par les
satellites Inmarsat, oﬀrant des services de téléphonie et d'autres services partout où l'on a en besoin
en utilisant des satellites géostationnaires.
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1.2.2.3 Accès large bande et services multimédias
Aujourd'hui toute donnée peut être transmise en utilisant des paquets qui sont ensuite transmis
sur tout type de support (hertzien, câble, etc.). Les services de type données historiques sont moins
sensibles au délai inhérent aux réseaux satellitaires, important surtout dans les réseaux géostation-
naires. De plus, les satellites ont été utilisés depuis longtemps en complément des réseaux terrestres.
Ils peuvent donc prendre en charge toutes les applications de ces derniers comme le transfert des
images, des vidéos, etc.
Les réseaux VSAT (Very Small Aperture Terminal) permettent de mettre en place un réseau dédié
entre diﬀérentes ﬁliales d'entreprises ou institutions. La technologie VSAT permet à une entreprise
de communiquer avec des bureaux situés à diﬀérents endroits dans le monde à travers un hub central.
Facile à installer, et extensible à un coût moindre, les réseaux VSAT sont adaptés à la transmission
de données, de la vidéo, etc.
L'accès Internet large bande n'a pas été considéré comme une solution viable tant que l'interactivité
n'était pas garantie. Avec une voie de retour terrestre, ordinairement à travers le réseau téléphonique
standard ou avec un retour par satellite désormais disponible, l'interactivité dans un réseau satellitaire
est devenue une réalité. Ainsi les caractéristiques intrinsèques des réseaux géostationnaires sont utiles
pour des applications de type multicast, et, en coordination avec des techniques de cache, permettent
de réaliser un équilibre entre la latence engendrée et l'étendue de ce réseau.
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1.3.0.4 La zone de couverture
Les réseaux satellitaire se déclinent en plusieurs variantes, les constellations de satellites LEO,
les satellites de géo-localisation MEO, les satellites HEO, et les satellites géostationnaires, GEO.
Chaque type de réseau a des caractéristiques propres, les satellites étant situés à une altitude orbitale
permettant diﬀérents types de couverture, engendrant ainsi une latence intrinsèque, une réactivité et
un usage propre à chaque type d'architecture. La couverture varie pour chaque type de réseau allant
d'une empreinte limitée dans le cas d'un satellite LEO, jusqu'à une grande ouverture pour un satellite
géostationnaire (environ un tiers de la surface de la Terre). D'une manière générale, plus le satellite
est proche de la Terre, plus sa couverture est petite mais plus le délai est faible.
Les réseaux satellitaires géostationnaires présentent l'avantage d'une grande couverture, un seul
satellite pouvant oﬀrir une couverture d'environ un tiers de la surface de la Terre (faisant exception des
pôles). Cela transforme un satellite géostationnaire en un support de diﬀusion naturel. Les satellites
LEO sont quant à eux organisés en constellations pour assurer une couverture raisonnable.
Il faut faire la diﬀérence entre zone de couverture et zone de service. La zone de couverture
est l'empreinte que le satellite a sur la Terre qui est plus grande que la zone de service. La zone
de service est la zone de couverture où la puissance du signal dépasse un seuil nécessaire au bon
fonctionnement des communications. Un rapprochement de ces deux zones est observé grâce aux
avancées technologiques qui ont permis aux antennes d'obtenir des gains plus élevés et ainsi d'élargir
la zone de service.
1.3.0.5 Les bandes de fréquence
Les bandes de fréquence utilisées par les communications par satellite sont réglementées par l'ITU -
International Telecommunication Union, (Union Internationale des Télécommunications en français).
La régulation permet un cadre eﬃcace pour le déploiement des communications dans le spectre radio,
cadre nécessaire pour un support partagé.
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Une allocation de bandes de fréquence a été ainsi réalisée par l'ITU comme le montre le tableau
1.1 avec les services satellitaires spéciﬁques. L'évolution de l'utilisation des bandes de fréquence est
la suivante : la première bande utilisée a été la bande C, suivie par la bande Ku et dernièrement par
la bande Ka.
La bande C requiert des antennes de dimensions importantes (jusqu'à 20 m de diamètre) pour
les services ﬁxes. La bande Ku nécessite des terminaux plus petits ce qui a permis le déploiement
des réseaux VSAT, d'environ 45cm de diamètre. Ainsi le service Direct to Home (DTH) voit le jour.
Dernièrement, on a observé un phénomène de saturation de la bande Ku en raison de la progression
des services DTH, la plupart des fréquences dans la bande Ku étant déjà attribuées. Ainsi pour le
lancement des nouveaux satellites une migration vers la nouvelle bande Ka est envisagée en raison de
sa grande capacité en bande passante.
Nom Bande de fréquence (GHz) Services satellitaires
UHF 0.3 - 1.12 Services mobiles militaires
Bande L 1.57 - 1.67 Services mobiles civils
Bande S 2.0-3.95 Diﬀusion de TV, radio, données
Bande C 3.95 - 8.2 Diﬀusion de radio, données, TV mobiles
Bande X 8.2 - 12.4 Services ﬁxes et militaires
Bande Ku 12.4 - 18 Diﬀusion de TV, radio, données
Bande K 18.0 - 26.5 Diﬀusion de la radio, TV et données
Bande Ka 26.5 - 40 Diﬀusion de la radio, TV et données
Tab. 1.1  Bandes de fréquence
1.3.0.6 Les atténuations
L'inconvénient majeur d'une transmission par satellite proviennent des atténuations qui aﬀectent
les communications du fait, par exemple, de la pluie ou de la puissance limitée du satellite. Des études
concernant l'atténuation pour les hautes bandes de fréquence ont été réalisées. Elle font apparaître
d'importantes dégradations qui ont lieu à une fréquence de 40 GHz. C'est précisément le cas de la
bande Ka.
La bande Ku étant déjà encombrée, on commence à utiliser la bande Ka (des satellites opération-
nels fonctionnant dans la bande Ka sont déjà en service). Ce déploiement a un coût : les atténuations
et les interférences sont plus nombreuses pour cette bande de communication ce qui a entraîné l'utili-
sation d'une série de techniques de compensation, connues sous le nom de Fade Mitigation Techniques
(FMT) pour assurer une bonne qualité des communications dans cette bande de fréquences. Les tech-
niques FMT regroupent une série de mécanismes comme le contrôle de puissance, la diversité (spatiale,
fréquentielle, etc.), l'adaptation de la forme d'onde, etc.
1.3.0.7 Le délai
Les satellites géostationnaires (GEO) conduisent à un délai de propagation important en raison
d'une distance d'environ 72000 km entre deux stations terrestres. Comme la majorité des satellites
géostationnaires sont des satellites transparents, cela signiﬁe qu'ils sont des répéteurs des signaux,
pour limiter les coûts de la conception. Cela implique une communication en deux bonds et un délai
d'autant plus important si l'on veut faire communiquer des terminaux entre eux. Ainsi le délai atteint
les 500-700 ms, le temps de transmission d'une station terrestre-satellite-station terrestre.
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1.3.0.8 Les pertes et limitations de puissance
Les erreurs dûes à la propagation sur un support satellitaire sont beaucoup plus nombreuses que
dans les réseaux ﬁlaires. Ceci est dû à la perte en puissance avec la distance. Au niveau de la station
terrestre, la perte en puissance est compensée à l'aide des transmetteurs à haute puissance et des
antennes à fort gain. Au contraire, au niveau du satellite, on est limité en puissance, car :
• on essaie d'éviter les interférences en utilisant les mêmes fréquences que les réseaux terrestres
(4 GHz) et
• la puissance utilisée par le satellite est inférieure à celle produite par une station terrestre. On
reçoit donc des signaux faibles en puissance au niveau de la station terrestre.
Des mécanismes puissants de correction d'erreur sont cependant mis en ÷uvre de sorte à ramener
le taux d'erreurs résiduel à des valeurs équivalentes aux réseaux terrestres (QEF).
1.3.0.9 Le coût et la complexité
Un satellite possède un coût de conception et de construction important ainsi qu'une longue durée
de développement. Lors du lancement sur l'orbite, la technologie au bord du satellite reste ﬁgée,
et toute la complexité est ainsi renvoyée au niveau du sol. ce qui explique le fait que l'on rencontre
plutôt des satellites géostationnaires transparents. La complexité étant conﬁnée au niveau de la station
terrestre, les éventuelles évolutions des techniques peuvent être prises en compte plus facilement.
1.3.1 Les conﬁgurations de réseaux satellitaires
Les conﬁgurations des réseaux satellitaires sont déterminées par le type de service oﬀert et le type
de satellite, qui peut être soit régénératif soit transparent. Suivant le satellite employé, on identiﬁe
deux conﬁgurations de réseau : réseau maillé et réseau en étoile.
1.3.1.1 Réseau en étoile
Les réseaux satellitaires les plus rencontrés ont comme satellite de communication un satellite
transparent dit bent-pipe". Par rapport à un satellite régénératif, il se limite à réaliser des opéra-
tions de niveau physique telles que l'ampliﬁcation, le changement de fréquence, etc. Les opérations de
routage ou de commutation ne font pas partie des caractéristiques d'un satellite transparent et toutes
les communications sont relayées par une station terrestre, appelée passerelle ou concentrateur de
traﬁc (NCC) gérant l'ensemble de communications. De ce fait, la structure d'une architecture satelli-
taire de ce genre est une architecture en étoile, ayant comme centre de communications la passerelle
(Gateway), comme détaillé dans la ﬁgure 1.1.
Suite à ce traitement les stations terrestres ont pu réduire la taille de leurs antennes. Les premiers
satellites étaient dotés d'un faisceau qui assurait la couverture à lui tout seul et ne permettaient pas la
réutilisation des fréquences. Le satellite multi-faisceaux apporte une solution à ce problème. A l'aide
des multi-faisceaux la capacité du système est ainsi accrue.
1.3.1.2 Réseau maillé
Un réseau maillé permet une connectivité directe à travers le satellite entre utilisateurs comme
indiqué dans la ﬁgure 1.2.
Cette connectivité est possible grâce aux caractéristiques du satellite régénératif qui comporte
un traitement à bord (OBP) proposant les opérations suivantes : la démodulation des signaux, la
modulation des signaux, la régénération du signal, le changement de fréquence, le routage et la
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Fig. 1.1  Réseau satellitaire géostationnaire en étoile
Fig. 1.2  Réseau satellitaire géostationnaire maillé
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commutation. Une ampliﬁcation du signal est possible ce qui a comme eﬀet un besoin en puissance
plus faible au niveau des stations terrestres.
L'avantage consiste à avoir un délai de communication diminué dans un tel réseau. Le point faible
est que le satellite doit être ﬁable et sûr. La ﬁabilité est assurée en utilisant la redondance ce qui a
comme conséquence une augmentation de la charge utile du satellite.
1.3.2 Les méthodes d'accès
Les méthodes d'accès regroupent toutes les méthodes permettant aux stations terrestres d'accéder
au lien satellitaire et d'envoyer des données en même temps. Une bibliographie importante existe
présentant en détail ces techniques d'accès [1, 2, 3]. Les méthodes d'accès utilisées dans les réseaux
locaux et métropolitains sont fondées sur des temps de transmission négligeables ce qui n'est pas le
cas des réseaux satellitaires. Le délai dans ce genre de réseaux est de l'ordre de 250-280 ms pour les
satellites GEO, de 110-130 ms pour les satellites MEO et de 20-25 ms pour les satellites LEO.
Il existe plusieurs méthodes d'accès multiple au support dans la littérature, tels que l'accès multiple
temporel ou TDMA, l'accès multiple fréquentiel ou FDMA et l'accès multiple par codes ou CDMA.
Chaque technique a ses propres avantages et une technique peut s'avérer plus appropriée que les
autres dans certains cas de ﬁgure.
1.3.2.1 FDMA
La méthode d'accès FDMA [4, 5, 6] consiste à réserver une fréquence porteuse par terminal,
ainsi à moment donné les terminaux peuvent transmettre simultanément sur diﬀérentes fréquences
sans interférences. Parmi les applications utilisant la FDMA se trouve la téléphonie, les systèmes
VSAT, et les terminaux mobiles. Une fréquence porteuse peut encore être divisée en canaux de
transmission, toujours en utilisant la technique de multiplexage FDMA. La technique est simple mais
elle n'est pas adaptée aux applications avec des demandes variables de ressources, car on bénéﬁcie
d'une largeur de canal ﬁxe. De plus des intervalles de garde sont nécessaire pour séparer les bandes de
fréquences. L'avantage est que des antennes de petite taille peuvent être utilisées. La technique FDMA
a été utilisée surtout dans les premiers protocoles d'accès multiple par satellite, mais dernièrement la
technique TDMA est préférée.
1.3.2.2 TDMA
La technique TDMA [6, 7] partage la même fréquence entre plusieurs utilisateurs en utilisant des
slots temporels, alloués aux utilisateurs pour pouvoir transmettre leurs informations. La synchroni-
sation est réalisée à l'aide du burst de référence temporelle. Une manière d'y accéder est le tour de
rôle, les terminaux transmettent dans les slots correspondants. Cette technique est ﬂexible et convient
à la transmission des paquets. TDMA convient pour les charges fortes car elle permet de partager
eﬃcacement le canal entre les stations [8]. L'inconvénient est que les stations ont un nombre ﬁxe de
slots alloués, qu'elles aient des données à transmettre ou pas. Un exemple de protocole d'accès MAC
déﬁni pour les réseaux de satellite est le slotted Aloha qui emploie des slots temporels pour envoyer
les données. Un réseau utilisant cette méthode est constitué par les systèmes VSAT.
1.3.2.3 CDMA
CDMA est une technique d'accès par étalement de spectre utilisée dans les réseaux sans ﬁl ter-
restres. Des études montrent que l'on peut utiliser cette technique pour un accès multiple sur un
lien satellitaire. Cette technique est fondée sur l'utilisation des codes d'accès orthogonaux étant sur-
tout utilisée dans les communications militaires. L'intérêt de cette technique est qu'elle permet une
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transmission simultanée de plusieurs stations tant dans le domaine fréquentiel que dans le domaine
temporel. L'inconvénient est qu'elle oﬀre un débit faible et n'est pas adaptée à une transmission
large bande sur satellite. Parmi les architectures employant cette technique se trouvent les réseaux
GlobalStar, Tachyon, etc. Des combinaisons CDMA/TDMA et CDMA/FDMA sont aussi employées
[9, 10].
1.3.2.4 MF-TDMA
La technique TDMA utilise une seule fréquence, partagée entre les stations terrestres pour la ré-
ception et transmission des données indiﬀéremment de la localisation des stations. Un tel mécanisme
entraîne une utilisation non eﬃcace de la puissance. Avec la technique MF-TDMA, la dimension
des antennes est réduite et permet une augmentation de la capacité du système [11]. La technique
MF-TDMA représente une combinaison entre les deux techniques présentées auparavant, plusieurs
fréquences porteuses sont déﬁnies et sont partageables entre les stations ; à son tour chaque fréquence
porteuse est partagée par plusieurs stations en mode TDMA. Les ressources sont découpées en temps
et en fréquence, les unités portant le nom de slots, une station pouvant transmettre en slots appar-
tenant à diﬀérentes fréquences porteuses.
C'est la technique MF-TDMA qui est utilisée aujourd'hui comme technique d'accès multiple dans
les réseaux satellitaires géostationnaires notamment dans le cadre de la norme DVB-RCS.
1.3.3 L'allocation de ressources
1.3.3.1 Allocation statique
Avec l'allocation statique ou ﬁxe, une station bénéﬁcie d'une quantité de ressources constante
allouée pour une période de temps très longue, mois, années, etc. Par conséquent, quand cette dernière
n'utilise pas les ressources allouées, elles sont gaspillées. Ce cas de ﬁgure correspond à un réseau
satellitaire de transit, ou d'interconnexion où les ressources sont allouées suite à des accords ou des
calculs prévisionnels du traﬁc véhiculé dans le réseau satellitaire. Cette technique n'est pas adaptée à
un traﬁc dont le comportement est aléatoire pour lequel une allocation dynamique est plus appropriée.
1.3.3.2 Allocation à la demande
L'allocation à la demande est réalisée suite aux requêtes des stations transmises soit dans des slots
réservés à chaque station dans une trame (réservation explicite), soit dans des slots avec un accès par
contention en utilisant par exemple le protocole slotted Aloha (réservation implicite). La dernière
version permet d'économiser le nombre de slots de réservation. Le délai est important, les demandes
qui nécessitent un traitement rapide ne peuvent pas obtenir un résultat satisfaisant. On emploie cette
technique pour des périodes d'allocation courtes et des variations du canal étalées sur des périodes
comme des heures et des minutes. Cette technique est intéressante pour un traﬁc dont la connectivité
continue n'est pas nécessaire ; ainsi les ressources sont allouées en fonction des besoins courants des
stations ce qui en permet une gestion eﬃcace.
Parmi les plus protocoles d'allocation à la demande on cite : DRAMA (Dynamic Resource Assign-
ment Multiple Access) [12, 13], Fifo Ordered Demand Assignment/Information Bit Energy Adaptive
(FIFO/IBEA) [14, 15, 16].
1.3.3.3 Accès aléatoire
Dans le cas où les demandes de ressources sont peu importantes, de l'ordre d'une trame, faire
appel à une allocation par demande n'est pas eﬃcace en raison du délai engendré et de l'overhead
induit. Pour réduire ce dernier, un accès aléatoire aux ressources est proposé. Ce type d'accès permet
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aux terminaux d'envoyer directement leurs données en utilisant un protocole de type Aloha pur ou
Aloha discrétisé. Le risque d'engendrer des collisions existe donc en fonction de la charge du traﬁc. En
cas de collision, un mécanisme de back-oﬀ est employé pour que les terminaux puissent retransmettre
leurs données. Cette technique n'apporte aucune garantie, du fait des collisions, tout comme ethernet
dans le monde ﬁlaire par exemple.
1.3.3.4 Allocation mixte
La possibilité de combiner les diﬀérents types d'allocation décrits auparavant existe et présente un
intérêt non négligeable. En raison de l'incompatibilité qui découle entre les allocations mentionnées
auparavant et les objectifs recherchés, des systèmes satellitaires implantent plutôt une combinaison
de ces allocations. Un système satellitaire utilise dans une trame des slots réservés que les stations
pourront utiliser (pour des applications avec des contraintes QoS) et des slots à contention accessibles
suivant un protocole d'accès comme Aloha.
1.4 Les standards DVB
1.4.1 La normalisation
Les normes DVB (Digital Video Broadcasting) [17] ont été rédigées au sein du projet européen sur
le standard DVB, initié en 1993 avec des organismes comme l'EBU, l'ETSI, le CENELEC et encore
300 autres acteurs internationaux du monde satellite.
La technologie DVB (Digital Video Broadcasting) [17] précise les systèmes de transport de données
telles que des images, de la voix, des données informatiques. Elle se décline ainsi en fonction du support
utilisé : la norme DVB-T [18] spéciﬁe la transmission dans les réseaux terrestres, DVB-C [20] pour le
câble, la norme DVB-S [24] décrit les principes de la transmission dans les réseaux satellitaires.
1.4.2 Le standard MPEG-2
La technologie MPEG-2, un standard ISO/ITU [21, 22] de seconde génération (1994) du Moving
Picture Experts Group (MPEG), est le format par excellence de diﬀusion de la télévision numérique
sur les câbles, le satellite, etc. La norme MPEG-2 [21] déﬁnit un cadre pour le transport de l'audio
et de la vidéo, oﬀrant un débit pouvant varier de 3 à 50 Mbits/s en TV standard pour atteindre 300
Mbits/s pour la HDTV. Aujourd'hui, la dernière norme MPEG est la norme MPEG-4, utilisée pour
la diﬀusion des applications multimédias.
La norme MPEG-2 spéciﬁe la partie système de transport de données, à l'aide du concept de
Transport Stream (TS). Ce dernier est au c÷ur de la diﬀusion, la norme MPEG-2 est complétée par
d'autres normes en fonction du support utilisé.
MPEG-TS déﬁnit un container encapsulant des PESs (Packetised Elementary Stream), représen-
tant les ﬂux élémentaires encodés et dotés des mécanismes de synchronisation. Un ﬂux élémentaire
contient un ensemble contenant des données, de la vidéo ou de la voix. Le but est de multiplexer la
voix et la vidéo de façon à les décoder et à les synchroniser à la réception.
Plusieurs PES provenant de diﬀérentes sources forment ainsi un transport stream (TS). D'autres
données sont ajoutées au ﬂux TS, ce sont des données spéciﬁées par les normes du support comme
l'accès conditionnel, les tables de signalisation DVB [23] dans le cas de la diﬀusion sur satellite par
exemple. Chaque TS peut ainsi transporter jusqu'à 20 chaînes de télévision, voire plus selon le mode
de transport et la qualité d'encodage voulus.
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1.4.3 La norme DVB-S
1.4.3.1 La pile protocolaire DVB-S
La norme DVB-S [24] est la première à mettre en place un cadre pour la diﬀusion de la télévision
dans un réseau satellitaire géostationnaire. Le standard regroupe les protocoles et les méthodes d'en-
capsulation en se fondant sur le protocole MPEG-2 aussi que des méthodes d'accès et des informations
concernant le codage canal et la modulation employés. La pile protocolaire de la norme DVB-S pour
la transmission des données et de la signalisation est illustrée dans la ﬁgure 1.3.
Fig. 1.3  Pile de protocoles DVB-S pour les ﬂux MPEG-2
La norme DVB-S propose diﬀérentes méthodes d'encapsulation pour les données utilisateur et les
données de signalisation [23, 29]. Les données sont encapsulées à l'aide de la méthode data streaming
dans des paquets MPEG-2 TS d'une charge utile de 184 octets auxquels on ajoute un en-tête de 4
octets. On utilise le bourrage pour compléter le paquet MPEG-2 TS. Ainsi, un paquet MPEG-2 TS
correspond à un seul ﬂux PES. Les paquets appartenant au même ﬂux PES ont le même identiﬁcateur
de paquet (PID). La signalisation est encapsulée dans des sections MPE qui sont ensuite encapsulées
dans des paquets MPEG-2 TS, un paquet MPEG-2 TS pouvant contenir plusieurs sections MPE.
1.4.3.2 Chaîne de transmission DVB-S
Une fois le ﬂux MPEG-2 TS formé, il subit des transformations en vue d'être transmis sur le
support satellitaire. Cette chaîne de transmission est sujette à des changements, de nouvelles normes
proposent des optimisations, par exemple la norme DVB-S2 que nous décrirons brièvement par la
suite.
La chaîne de codage englobe les étapes suivantes, nécessaire à la préparation des ﬂux de données
à une transmission sur un support satellitaire :
• Le brouillage : permet de réduire l'énergie d'une suite de bits qui engendrerait une trop grande
énergie, source potentielle d'interférences.
• Le codage Reed-Solomon : permet de corriger les erreurs éventuelles suite à la transmission
sur le support physique. Il ajoute 16 octets au paquet MPEG-2 TS de 188 octets.
• L'entrelacement : cette technique sert à éviter les rafales d'erreur en les dispersant. Ainsi on
arrive à les corriger plus facilement.
• Le code convolutif : il ajoute de la redondance aux données initiales. Le taux de codage repré-
sente le taux entre les données utiles et le nombre de données transmises que l'on peut faire
14 Chapitre 1. Présentation générale des réseaux satellitaires
varier en fonction de la protection désirée pour la transmission. C'est ce que l'on appelle le
taux FEC.
• La modulation QPSK permet de moduler le signal sur une fréquence porteuse.
L'enchaînement des étapes présentes dans une chaîne de transmission DVB-S est donné dans la
ﬁgure 1.4. Ainsi, la norme DBV-S déﬁnit la transmission des données depuis l'encodage et le brouillage
à l'émission jusqu'au décodage Reed-Solomon au niveau du récepteur.
Fig. 1.4  Chaîne de transmission DVB-S
1.4.3.3 Performances de la norme DVB-S
Le taux d'erreur est le point le plus sensible des caractéristiques du support satellitaire. Pour
assurer une démodulation correcte, quelques contraintes ont été imposées pour un système DVB-S :
une communication doit être sans erreur ou quasi error free (QEF) ce qui correspond à un TEB de
10−11 jusqu'à 10−10 à la sortie du décodeur RS. Pour une certaine bande de fréquence, un taux de
codage et une modulation, le débit utile est immédiatement obtenu.
Pour une bande de fréquence de 35 MHz, le débit symboles est de 27.5 Msymboles par seconde,
ce qui correspond à un débit utile de 38 Mbit/s pour un FEC de 3/4.
1.4.4 La norme DVB-S2
La norme DVB-S2 [25] succède à la norme DVB-S et vise à l'amélioration des performances d'une
transmission pour des applications comme la diﬀusion TV numérique et la HDTV, les applications
interactives, l'accès Internet, la distribution de contenu.
La norme DVB-S2 apporte comme nouveauté par rapport à la norme DVB-S, un codage et une
modulation adaptatives (ACM), que l'on peut faire varier d'une trame à une autre permettant d'ob-
tenir ainsi une eﬃcacité spectrale plus grande et une utilisation du support plus eﬃcace. Elle apporte
aussi un codage plus eﬃcace, les codes LDPC et BCH sont employés pour une meilleure eﬃcacité
spectrale. Par rapport à la norme DVB-S, quatre types de modulations sont proposés : QPSK, 8PSK,
16APSK et 32APSK et des taux de codage variant de 1/4 jusqu'à 9/10.
1.4.4.1 La pile protocolaire DVB-S2
Par rapport à la norme DVB-S, la norme DVB-S2 propose, en plus de l'encapsulation MPE, un
mécanisme générique permettant l'insertion directe des paquets IP dans des paquets MPEG. Ainsi,
les principes d'encapsulation MPEG-2 TS ne s'appliquent plus pour des communications unicast,
d'autres techniques d'encapsulation plus eﬃcaces peuvent être utilisées [27]. L'architecture pour un
système DVB-S2 ACM est illustrée dans la ﬁgure 1.5.
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Fig. 1.5  Architecture DVB-S2 avec ACM refDVB-S2-sp
La trame DVB-S2 non codée porte le nom de BBFRAME (Base Band FRAME), la FECFRAME
étant le résultat de l'encodage de la BBFRAME. Pour la trame FECFRAME deux longueurs sont dé-
ﬁnies : petite (16200 bits) et normale (64800 bits). Un système utilisera l'une ou l'autre des longueurs
de façon exclusive. Une BBFRAME est formée d'un champ de données et d'un en-tête de 80 bits.
Le bourrage peut être utilisé pour remplir la trame si les données existantes ne sont pas suﬃsantes.
Une fois la BBFRAME formée, les mêmes opérations de brouillage, entrelacement, et codage se dé-
roulent. Une fois la modulation eﬀectuée, les symboles sont répartis en trames de niveau physique
(PLFRAMEs) où chaque slot peut contenir 90 symboles. A cette trame est ajouté un en-tête permet-
tant de récupérer les conditions de transmission et le type de trame. Les pilotes sont optionnels et sont
insérés, dans le cas où la technique ACM est utilisée, pour réaliser la synchronisation et l'estimation
des conditions du support.
Le multiplexage des données des diﬀérents utilisateurs dans une seule trame est nécessaire en
raison de la grande taille des trames. Étant données les tailles possibles des trames DVB-S2, une
étude montre l'inﬂuence des tailles des paquets IP. Ainsi pour des tailles des paquets IP de 40 octets
et 512 octets les résultats montrent pour une encapsulation de type MPE/MPEG une eﬃcacité de 85%
(respectivement de 75%) pour une taille normale (respectivement une petite taille) de la FECFRAME
[27].
1.4.4.2 La mise en ÷uvre de la norme DVB-S2
Le gain en capacité apporté par la norme DVB-S2 est signiﬁcatif par rapport à la norme DVB-S
(jusqu'à 30% [26]) grâce à la technique ACM ; de plus la marge par rapport à la limite de Shannon
est plus petite que dans le cas de la norme DVB-S (4dB [27]), permettant l'envoi d'une quantité plus
grande de données en diminuant ainsi les coûts [26].
Dans la ﬁgure 1.6, un système DVB-S2 est illustré. Il est composé d'une passerelle ACM, d'un
terminal satellite - ST, d'une voie aller de la passerelle vers le terminal et d'une voie retour terrestre
qui permet à la passerelle de choisir la modulation et le codage correspondant à l'utilisateur. Cela est
particulièrement eﬃcace dans des conditions diﬃciles de transmission (pluie, atténuations, etc.), car
cela permet de maintenir la communication en utilisant une protection plus avancée.
Les mesures au niveau du terminal satellite aboutissent au choix d'une modulation et d'un codage.
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Fig. 1.6  Système DVB-S2 ACM avec voie retour terrestre
La norme DVB-S2 déﬁnit pour un couple de valeurs de la modulation et du codage un paramètre
dit ModCod. Le terminal satellite envoie ainsi les mesures sur ses conditions de réception, à travers
la voie retour terrestre vers la passerelle qui se charge de choisir les paramètres de transmission en
conséquence. Un ModCod pour une trame est choisi de façon à respecter les conditions de transmission
de tous les terminaux satellite destinataires d'une BBFRAME. Prendre en compte l'état du support
des terminaux satellite permet de réduire le taux d'erreurs, d'utiliser eﬃcacement les ressources et de
diminuer les coûts du support satellitaire.
Le point sensible dans le système est alors le délai de la boucle d'adaptation ACM qui peut
mener à un emploi d'un ModCod non cohérent avec les conditions de transmission courantes pour
un utilisateur donné. Le ModCod permet de choisir une protection spéciﬁque ce qui implique que si
un ModCod est retenu et qu'il fournit une protection inférieure à celle désirée, le paquet peut être
perdu, tandis que dans le cas contraire (si une protection élevée est employée), les ressources vont être
utilisées d'une manière ineﬃcace. Si le délai de la boucle de contrôle est inférieur à la variation du
canal, les variations des conditions peuvent être prises en compte d'une manière cohérente au niveau
de la passerelle.
La connaissance de l'état du support d'un utilisateur apporte un avantage pour une utilisation
de la bande Ka, récemment exploitée, car elle demande des mesures avancées pour combattre les
eﬀets d'atténuations qui induisent une qualité du support variable. Le revers de la médaille est une
complexité accrue du fait qu'on utilise diﬀérents couples codage/modulation et aussi en raison de
l'estimation des conditions du canal qui doit être précise pour pouvoir proﬁter des avantages de cette
technique.
1.4.5 La norme DVB-RCS : voie retour sur satellite
La norme DVB-S a été la première norme mettant en place un cadre pour la diﬀusion sur un lien
satellitaire, le retour pouvant être mis en place à travers le réseau terrestre téléphonique en utilisant
UDLR (UniDirectionnal Link Routing) [28]. Avec la publication de la norme DVB-RCS [30] une
communication full-duplex à travers le satellite est possible.
La norme DVB-RCS est un standard déﬁni pour la télé interactive. La norme DVB-RCS complète
la norme DVB-S en donnant accès au satellite aux terminaux terrestres à l'aide d'une signalisation
propre mais qui repose sur la signalisation DVB-S. On parle ainsi d'une architecture DVB-S(2)/DVB-
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RCS. Il est possible que deux satellites diﬀérents soient employés dans une telle architecture, mais les
deux technologies, DVB-S et DVB-RCS, peuvent cohabiter sur le même satellite (voir ﬁgure 1.7) et
c'est ce cas que nous retiendrons dans la suite de cette étude.
1.4.5.1 La mise en ÷uvre de la norme DVB-RCS
La norme DVB-RCS permet aux terminaux satellite (appelés Return Channel Satellite Terminal
- RCST ) d'accéder directement aux ressources satellitaires. Plusieurs entités sont déﬁnies dans la
norme, responsables de l'accès au système, de l'allocation de ressources et de la signalisation cor-
respondante. Le premier d'entre eux est le Network Control Centre (NCC), contrôleur du système
satellitaire géostationnaire dont les fonctionnalités peuvent être intégrées dans une passerelle (gate-
way) comme le montre la ﬁgure 1.7.
Fig. 1.7  Architecture DVB-S(2)/DVB-RCS avec terminaux satellite et satellite transparent
Les terminaux satellite se partagent les ressources satellite en utilisant la technique MF-TDMA
déﬁnie pour l'accès multiple au support dans le cadre de la norme DVB-RCS, qui désigne un multi-
plexage en temps et en fréquence. Ils transmettent les données dans des bursts ou rafales composés de
slots, un slot étant caractérisé par une fréquence et une durée. Le format MF-TDMA oﬀre deux modes
de communication : le mode Fixed Slot" pour une durée et un débit ﬁxes et le mode Dynamic Slot"
spéciﬁe une durée et un débit variables. L'allocation de ressources est transmise dans une table sur la
voie descendante, Terminal Burst Time Plan (TBTP), qui fait partie des tables Service Information
(SI) gérées par le NCC [23].
Comme les terminaux peuvent se trouver dans des endroits diﬀérents par rapport au satellite, des
collisions entre les données envoyées par les terminaux sont possibles. Pour éviter ce scénario, des
corrections de la synchronisation et des mécanismes de localisation sont employés lors de la transmis-
sion des données depuis les terminaux. Cette synchronisation est réalisée à l'aide de la signalisation
DVB-S envoyée sur tout le faisceau satellite à tous les terminaux.
L'architecture DVB-S/DVB-RCS présente des caractéristiques telles que le délai important dans
le processus d'allocation de ressources qui inﬂuence les protocoles de communication déployés comme
TCP, aspect que nous citerons plus en détail dans le chapitre concernant ce dernier.
1.4.5.2 L'allocation de ressources DVB-RCS
Les interactions sur la voie retour ne suivent pas le même modèle que la diﬀusion DVB-S. Les
requêtes arriveront d'une manière aléatoire, pour des applications IP du fait de la nature même du
traﬁc IP. Dans ce sens, le standard DVB-RCS met en place un cadre pour l'allocation des ressources
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à l'aide d'un mécanisme de requête. La norme DVB-RCS identiﬁe ainsi plusieurs types de demande
de ressources :
• Continuous Rate Assignment (CRA) spéciﬁe un nombre ﬁxe de slots alloués au terminal
lors de la phase d'initialisation (après négociation entre le terminal et le contrôleur) jusqu'à ce
que le terminal ait ﬁni d'envoyer les données.
• Rate-Based Dynamic Capacity (RBDC) assure un débit pour le terminal, débit soumis
à une limite maximale établie lors de la phase de négociation entre le NCC et le terminal.
Chaque requête est absolue et remplace la précédente.
• Volume-Based Dynamic Capacity (VBDC) exprime une requête en nombre de slots
d'une manière dynamique et cumulative. La requête correspond au nombre de paquets dans
la ﬁle MAC. VBDC représente le mode par défaut en DVB-RCS.
• Absolute Volume-Based Dynamic Capacity (AVBDC) est presque identique à VBDC,
chaque demande remplaçant la précédente.
• Free Capacity Assignment (FCA) représente l'allocation de capacité résiduelle (après avoir
traité toutes les autres demandes). FCA est surtout utilisée pour les applications tolérantes à
la variation de délai.
L'allocation de ressources a lieu dans des conditions intrinsèques aux réseaux satellitaires : un délai
important, des conditions variables du support de transmission accompagnées par des demandes en
ressources également variables. Dans les réseaux géostationnaires, le délai d'allocation de ressources est
important, de l'ordre d'environ 1 seconde pour un satellite transparent, et de 500 ms pour un satellite
capable d'allouer des ressources à bord. Le délai a pour conséquence une capacité de ressources ﬁxée
lors de l'envoi d'une demande, une éventuelle variation n'étant prise en compte que lors de l'envoi
d'une nouvelle requête de ressources.
1.4.5.3 Les déﬁs encourus par les satellites de communication
Nous avons mis en évidence dans les sections précédentes, les caractéristiques des réseaux sa-
tellitaires et des normes DVB illustrant ainsi le fait que les réseaux géostationnaires ont été conçus
particulièrement pour des services de diﬀusion. L'interactivité a été ajoutée tardivement avec la norme
DVB-RCS mettant en ÷uvre des mécanismes d'allocation de ressources propres introduisant un délai
supplémentaire, tandis que la norme DVB-S2 implique une adaptation aux conditions de transmission
faisant varier ainsi la capacité du système. Ce cadre de référence pose des déﬁs pour le déploiement des
protocoles de communication IP, impossible à relever par l'architecture en couches indépendantes. Les
mécanismes cross-layer ont déjà été employés dans les réseaux sans ﬁl terrestres, dont nous détaillons
les implantations et les architectures existantes dans le chapitre suivant.
Conclusion du chapitre
Les satellites ont subi une évolution importante, on retrouve des satellites transparents, régéné-
ratifs (non-transparents) avec des techniques comme la commutation et le routage à bord, jusqu'à
des constellations de satellite dotées de liens inter-satellites. Les satellites ont joué un rôle important
dans les réseaux de communication, mais doivent aujourd'hui trouver des moyens pour proposer une
solution eﬃcace capable de prendre en charge des applications avec leurs contraintes QoS.
Les réseaux satellitaires sont ainsi capables de prendre en charge un grand nombre d'applications,
ayant des avantages comme la diﬀusion naturelle et la facilité de déploiement. Parmi les satellites de
communication, la majorité se trouve sur une orbite géostationnaire ce qui a motivé notre choix pour
ce type de réseau comme sujet de recherche de ce mémoire.
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Une des dernières technologies est le codage et la modulation adaptatifs (ACM) déﬁnies dans le
cadre de la norme DVB-S2. On prévoit une croissance importante de la demande de traﬁc symétrique
dans le futur ce qui permettra des transferts des ﬁchiers importants ou de la vidéo, de la vidéocon-
férence ou de l'apprentissage en ligne (e-learning). Cela a pour conséquence la nécessité d'accroître
les débits de transmission dans les deux sens et de proposer un système bi-directionnnel oﬀrant une
symétrie entre la voie aller et la voie retour.
Les diﬃcultés inhérentes au déploiement des protocoles de communication IP constituent le grand
déﬁ pour l'intégration du satellite dans le monde des réseaux de télécommunications. Dépasser les
limites imposées par le support et permettre le déploiement de nouvelles applications est le déﬁ à
relever.
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2.1 Contexte
Les architectures protocolaires ont été conçues suivant le modèle OSI (Open System Interconnec-
tion) qui a comme principale caractéristique la modularité assurant ainsi l'évolutivité des systèmes de
communication. Une entité d'une couche donnée dispose de points d'accès aux services de la couche
adjacente inférieure et les primitives de service sont indépendantes de la manière dont le service est
implanté. Un protocole peut donc ainsi bénéﬁcier des services de la couche protocolaire directement
inférieure, les interactions entre couches non adjacentes étant interdites. En déﬁnissant les limites et
les rôles de chaque niveau protocolaire, le modèle OSI a ainsi permis aux machines distantes de com-
muniquer et de faire évoluer les couches protocolaires indépendamment les unes des autres. Le modèle
a fait ses preuves, déployé depuis les années 70, il est devenu sensiblement le modèle de référence dans
le monde Internet et dans la plupart des réseaux utilisés aujourd'hui.
Les architectures protocolaires utilisent généralement des informations locales purement, ne per-
mettant pas d'obtenir une vision globale du système. Dans un réseau sans ﬁl, une telle vision est
pourtant nécessaire en raison d'une grande dynamique du support sans ﬁl. TCP/IP s'est imposé
comme le protocole de communication dans la majorité des réseaux. Une des conséquences impor-
tantes est que le contrôle de congestion est reporté aux extrémités du réseau de communication et ainsi
une séparation totale entre la gestion du support de communication (l'état du réseau) et le contrôle
de congestion s'ensuit. Cette séparation présente des avantages pratiques et conceptuels et a aussi
été induite par la séparation entre les diﬀérentes communautés de recherche, d'une part le monde des
techniques de transmission et, d'autre part, le monde des protocoles de communication. Les centres
d'intérêt de ces deux communautés divergent, la première communauté essayant de rendre le support
physique plus ﬁable, doté d'une meilleure eﬃcacité spectrale et d'un meilleur taux d'erreur à l'aide
des techniques performantes de modulation et de codage. La communauté des protocoles se concentre
quant à elle sur la gestion du partage des ressources, l'évitement de la congestion, le respect de la
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qualité de service, en termes de délai et de débit, spéciﬁée au travers d'un Service Level Agreement
(SLA) par exemple.
Avec l'avènement des réseaux sans ﬁl, cette séparation des couches protocolaires est devenue
un frein à l'amélioration des réseaux sans ﬁl, aussi le besoin des stratégies permettant de considérer
conjointement les couches hautes et les couches basses s'est-il fait ressentir. La modélisation du support
sous la forme d'un débit et d'un délai constants dans le temps et dans l'espace est incompatible avec
les réseaux sans ﬁl, les utilisateurs bénéﬁciant de conditions diﬀérentes en fonction de leur position par
rapport à la station de base. Dans ce cas de ﬁgure, l'utilisation des techniques comme la modulation et
le codage adaptatifs permet de prendre en compte cette variabilité des conditions de transmission. De
plus, l'allocation des ressources en considérant l'état du support d'un utilisateur permet d'accroître
l'eﬃcacité du système. Une modélisation du support plus riche est donc nécessaire de même qu'une
évaluation de l'impact de la couche physique sur les couches hautes, réseau ou transport, en termes de
délai et de débit engendrés. Les architectures protocolaires intégrant une telle approche sont qualiﬁées
de cross-layer" ou transcouche.
2.2 L'intérêt des mécanismes cross-layer
Les réseaux sans ﬁl ont apporté une multitude de caractéristiques intrinsèques, jusqu'à ce jour
inhabituelles dans les réseaux ﬁlaires. La variabilité des conditions de transmission nécessite des méca-
nismes d'adaptation pour obtenir une utilisation du support aussi eﬃcace que dans le cas des réseaux
ﬁlaires. Une connaissance de l'état du canal peut donc s'avérer utile dans le processus de partage
des ressources permettant une optimisation de leur utilisation. Par exemple, si on veut optimiser
l'eﬃcacité spectrale dans un réseau sans ﬁl, on choisit d'allouer des ressources aux utilisateurs ayant
de bonnes conditions de transmission. Par conséquent, les autres utilisateurs subissent un retard dans
l'allocation de ressources jusqu'à ce que leurs conditions s'améliorent.
La diversité multi-utilisateur consiste à avoir une qualité du canal qui varie au sein d'une popu-
lation d'utilisateurs ce qui signiﬁe que plus la taille de la population est grande, plus la probabilité
d'avoir des utilisateurs avec de bonnes conditions de transmission augmente. Ces utilisateurs se ver-
ront attribuer des ressources par des techniques fondées sur l'optimisation de l'eﬃcacité spectrale.
L'équité et le délai subis par les utilisateurs retardés sont alors touchés et cela aﬀecte les protocoles
sensibles à ces critères (réseau, transport, etc).
Un autre des aspects essentiels dans les réseaux sans ﬁl est constitué par la gestion de l'énergie,
puisque de tels réseaux sont souvent utilisés sur des équipements entièrement autonomes et disposant
donc d'une énergie limitée. La gestion de l'énergie a des conséquences sur toutes les couches proto-
colaires. Une réduction de l'énergie peut se traduire par une augmentation du taux d'erreur ou une
réduction du débit d'émission au niveau de la couche physique qui se répercute par ailleurs sur les
protocoles de niveau réseau.
On conclut qu'une couche physique et une couche liaison de données avancées du point de vue
traitement des signaux et de l'allocation de ressources permettraient d'avoir un rendement plus élevé
qu'un système standard qui n'oﬀre que des rendements décroissants appliqués aux réseaux sans ﬁl.
En conclusion, une synchronisation des informations, des événements observés et des actions me-
nées au sein des diﬀérentes couches est nécessaire dans un environnement à fortes contraintes comme
les réseaux sans ﬁl terrestres et les réseaux satellitaires.
Une solution à ces contraintes consiste en l'enrichissement des diverses entités protocolaires de
sorte à permettre l'échange d'informations pertinentes vis à vis d'une gestion conjointe des capacités
de transmission. Malheureusement l'omni-présence de la pile IP dans les réseaux de type paquet ne
facilite pas une telle solution, qui compromet en eﬀet toute la simplicité de la couche IP. En cas de
déploiement dans un réseau IP, la solution devient vite diﬃcile à gérer.
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Pour éviter un tel scénario, les mécanismes cross-layer ont été mis en avant en tant que solution
d'échange entre couches non-adjacentes d'un système de communication. Le cross-layer est connu aussi
sous le terme d'intégration verticale ou mécanisme transcouche. Un travail de mise en évidence de
l'intérêt, des modalités d'implantation des mécanismes de cross-layer semble nécessaire pour identiﬁer
une classiﬁcation des techniques cross-layer et une direction d'action. C'est l'objectif de la section
suivante.
2.3 Les enjeux des mécanismes cross-layer
2.3.1 La problématique
Les interactions entre couches protocolaires non adjacentes représentent une innovation qui vient
casser un modèle en couches qui a déjà fait ses preuves. C'est donc avec précaution et en précisant
les eﬀets escomptés mais sans oublier les éventuelles diﬃcultés introduites que les mécanismes de
cross-layer devront être étudiés puis implantés [32]. La solution idéale est que cet échange soit réalisé
dans un cadre normalisé pour éviter les contradictions et l'instabilité permettant aussi de déceler s'il
y a un gain réel en performance ou seulement l'ajout d'une complexité dans le réseau.
Une fois les réseaux sans ﬁl déployés, une série de propositions cross-layer a vu le jour. Bien que
les techniques cross-layer n'en soient qu'à leurs débuts, le sujet a bénéﬁcié d'un intérêt accru de la
part des chercheurs du fait des perspectives oﬀertes.
Dans l'étude [33] une déﬁnition des mécanismes cross-layer a été proposée. On appelle cross-
layer design" tout aspect de la conception d'un protocole (conﬁnement du protocole à l'intérieur de
la couche correspondante, déﬁnition de nouvelles interfaces, synchronisation des paramètres entre
diﬀérents protocoles, etc.) qui transgresse le modèle de référence en couches.
Les mécanismes cross-layer recensés visent principalement une adaptation des couches protoco-
laires hautes à la qualité du lien de communication. Néanmoins, ces mécanismes enfreignent le principe
fondamental du modèle OSI, celui de l'indépendance des couches qui garantit la capacité d'évolution
des diﬀérents modules.
L'intégration verticale (ou le cross-layer) suscite beaucoup d'intérêt mais des questions restent en-
core en suspens auxquelles il est impératif de répondre dans la perspective d'implanter des techniques
cross-layer :
1. Où peut-on déployer des architectures cross-layer ? Aux extrémités ? Dans le c÷ur du réseau ?
2. Quels sont les mécanismes cross-layer jugés nécessaires ou utiles dans un contexte donné ?
3. Comment évaluer une architecture cross-layer par rapport à une autre ? Quels seraient les cri-
tères qui permettraient une telle évaluation ?
4. Quels rôles joueront les couches protocolaires dans ce nouveau modèle ?
5. Deux architectures cross-layer peuvent-elles cohabiter ?
6. Une normalisation de nouveaux points d'accès au service est-elle nécessaire, possible ?
La conception des mécanismes cross-layer permet des violations qui présentent le risque de rendre
le système initial dépourvu de sens. L'adaptation au fait que l'indépendance des niveaux protocolaires
n'est plus d'actualité mène à une conception de chaque protocole dépendante du fonctionnement des
autres protocoles, le rendant a priori plus diﬃcile à améliorer et à mettre à jour.
2.3.2 Caractéristiques des architectures cross-layer
Dans la section précédente, nous avons introduit la problématiques des mécanismes cross-layer.
Nous continuons à approfondir cette réﬂexion par l'illustration d'un ensemble de critères qui permet-
traient d'évaluer une architecture cross-layer.
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Comme nous l'avons déjà vu, les mécanismes cross-layer peuvent changer les limites des niveaux
protocolaires, en mettant en place des dépendances des paramètres des diﬀérents protocoles, etc. La
mise en place des mécanismes de cross-layer passe obligatoirement par une revue de leurs principales
caractéristiques permettant de préciser leur cadre d'utilisation :
 Le contexte dans lequel un mécanisme de cross-layer peut être invoqué doit être clairement
établi.
 La localisation indique si une architecture cross-layer est locale à un système ou si elle permet
la communication avec d'autres systèmes en oﬀrant ainsi une vue globale du réseau. Dans le
cas où seulement une interaction locale est nécessaire, les mécanismes cross-layer seront a priori
plus simple et plus rapides que dans le cas d'une architecture globale.
 La surcharge protocolaire introduite par une architecture peut être plus ou moins importante en
fonction des mécanismes utilisés pour réaliser l'interaction. Selon le mécanisme, l'overhead peut
être local, à l'intérieur de la pile protocolaire sous la forme d'une signalisation supplémentaire
ou globale, sous la forme d'une signalisation entre systèmes diﬀérents. L'overhead dépend aussi
de la fréquence d'utilisation des mécanismes cross-layer.
 La latence d'une architecture cross-layer est cruciale pour les applications temps-réel ; le délai
induit par l'extraction des informations cross-layer nécessaires dans le réseau peut être trop
important pour les applications temps-réel.
 Le passage à l'échelle (scalability) est la caractéristique qui désigne si le système reste viable en
cas d'augmentation du nombre d'interactions. L'ajout d'autres interactions peut provoquer une
explosion du nombre d'échanges d'informations entre niveaux protocolaires.
 La réactivité établit le moment auquel le mécanisme cross-layer est invoqué. Il est évident
qu'un juste milieu doit être trouvé, car l'invocation trop fréquente du mécanisme cross-layer
induirait un overhead important. En même temps il est essentiel de suivre les modiﬁcations des
paramètres de façon à s'adapter aux changements.
 La cohérence des mécanismes cross-layer. Il est important que les mécanismes cross-layer n'in-
duisent pas des instabilités dans le système telles que des incohérences dans les valeurs des
paramètres. A cette ﬁn, une entité devrait surveiller les modiﬁcations des variables de manière
à éviter les incohérences.
Pour conclure, le contexte d'utilisation des mécanismes cross-layer est à déﬁnir clairement ainsi que
les eﬀets sur les applications. Nous répondons à ces critères pour chaque architecture dans la section
suivante.
2.4 Architectures cross-layer
2.4.1 Introduction
Aucune architecture cross-layer ne s'est clairement imposée à grande échelle dans les réseaux de
communication. Par conséquent, un passage en revue des principales architectures cross-layer rencon-
trées dans la littérature s'impose, en montrant les caractéristiques de chacune. L'objectif est d'extraire
une perspective sur la notion de cross-layer et de consolider les résultats et les idées proposées. Notre
but ﬁnal est d'évaluer le potentiel de chaque architecture et d'établir son applicabilité dans un réseau
satellitaire.
Un premier document sur la déﬁnition et le design du cross-layer a été rédigé par Srivastava et
Motani [33] qui essaie de regrouper les diﬀérentes approches cross-layer dans une taxonomie fonction-
nelle. Dans cette même étude, une classiﬁcation des diﬀérentes solutions cross-layer proposées dans la
littérature a également été présentée. Assez complète, elle détaille les mécanismes cross-layer dans une
pile protocolaire, notamment la manière dont la communication peut se dérouler entre deux entités
implantant des protocoles diﬀérents :
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 par la création de nouveaux points de service (ﬁgure 2.1 (a,b,c)) ;
 par la fusion de deux couches protocolaires dans une super couche (ﬁgure 2.1(d)) ;
 par la dépendance entre protocoles sans utiliser de points de service (ﬁgure 2.1(e)) ;
 par l'intégration verticale impliquant tous les protocoles de la pile (ﬁgure 2.1(f)).
Fig. 2.1  Exemple d'interactions possible dans les techniques cross-layer
La création de nouveaux points d'accès au service (SAP) permet aux entités d'échanger des mes-
sages directement sans passer par les couches intermédiaires. La communication peut être eﬀectuée
dans le sens descendant, de haut en bas dans la pile protocolaire, ou inversement, ou dans les deux
sens. Nous avons déjà évoqué un cas particulier d'une telle approche, probablement la moins intru-
sive vis à vis de l'architecture protocolaire dans son ensemble. La nouveauté ici est de s'autoriser à
traverser certaines couches, ce qui apporte une réponse aux diﬃcultés évoquées relatives au protocole
IP.
La fusion entre deux couches protocolaires transgresse le principe du modèle en couches et permet
de créer une super couche qui englobe les fonctionnalités des couches initiales. La nouvelle couche
bénéﬁciera des points d'accès au service déjà déﬁnis. Comme exemple, la démarche collaborative entre
la couche physique et la couche MAC dans la résolution des collisions dans un réseau sans ﬁl [34] tend
à rendre ﬂoue la séparation entre les deux couches.
Le même document détaille plusieurs manières dont on peut implanter des mécanismes cross-layer
en regroupant les mécanismes présentés plus haut dans une classiﬁcation plus restreinte présentée
dans la ﬁgure 2.2. Un mécanisme cross-layer est mis en place suivant plusieurs cas de ﬁgure :
 au travers des interactions directes entre les diﬀérents protocoles (ﬁgure 2.2(a)) ;
 à l'aide d'une base de données commune à tous les protocoles (ﬁgure 2.2(b)) ;
 sous la forme de nouvelles abstractions (ﬁgure 2.2(c)).
Fig. 2.2  Implantation des techniques cross-layer
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2.4.2 Interactions directes
Les mécanismes cross-layer se matérialisent par des interactions directes entre entités de couches
non adjacentes qui s'échangent de manière explicite des informations pour augmenter l'eﬃcacité du
système. Cela a un impact majeur sur l'évolutivité des couches protocolaires. Lors de la conception des
services, les éventuelles dépendances doivent être prises en compte. Dans cette section nous passons en
revue les diﬀérentes techniques employées dans ce sens jusqu'à ce jour dans la littérature en essayant
de montrer les avantages et inconvénients de chaque approche.
2.4.2.1 Interaction à travers les en-têtes des paquets
Cette technique utilise les unités de données existantes pour faire circuler l'information désirée
dans la pile protocolaire en utilisant les en-têtes des protocoles. Dans le protocole IPv4 un exemple
classique est l'utilisation du bit ECN (Explicit Congestion Notiﬁcation) [31] dans l'en-tête du paquet
TCP permettant de faire la diﬀérence entre une perte due à la congestion et celle due à une erreur
de communication. Un routeur IP met à jour le bit ECN de manière à indiquer une congestion dans
le réseau ce qui permet, au niveau de l'émetteur TCP, de faire la diﬀérence entre les deux types de
perte. Cela empêche l'émetteur TCP de diminuer le débit inutilement s'il n'y a pas de congestion.
La spéciﬁcité de cet exemple est que l'interaction est réalisée entre des entités adjacentes. On
parle toujours d'un mécanisme cross-layer en raison du fait que l'on dépasse les limites du modèle
en couches en utilisant les en-têtes des protocoles pour communiquer avec les autres protocoles et
non les interfaces spéciﬁques déﬁnies à cette ﬁn. Pour que deux entités non adjacentes arrivent à
communiquer en utilisant des en-têtes, la participation des entités intermédiaires est nécessaire. De
plus, l'ajout d'informations par les couches basses à destination des couches hautes est plus délicat
que dans le sens contraire du fait même des techniques d'encapsulation. Cette technique d'en-têtes se
traduit par un overhead en fonction de la taille des données à véhiculer.
2.4.2.2 ICMP
L'utilisation des messages ICMP (Internet Control Message Protocol) [36, 37] a été proposée
comme une autre solution pour implanter une communication directe entre couches protocolaires
comme le montre la ﬁgure 2.3.
Fig. 2.3  Interaction cross-layer en utilisant le paquet ICMP
Un exemple d'utilisation des messages ICMP comme technique cross-layer part de l'idée que
les paramètres de la couche physique (latence, débit, énergie, puissance du signal, etc.) subissent des
variations dans les réseaux sans ﬁl en raison principalement de la mobilité. La connaissance des valeurs
de ces paramètres est nécessaire dans la prise des décisions des entités protocolaires supérieures. Au
lieu de rendre la couche physique visible et de permettre aux autres entités de consulter l'état des
paramètres, la solution choisie consiste à envoyer un message ICMP pour propager le changement des
paramètres vers les couches hautes. Pour limiter l'overhead, un message ICMP n'est envoyé que lors
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d'un événement (dépassement d'une certaine valeur pour un paramètre d'une couche protocolaire qui
demande une action de la part d'une couche protocolaire haute).
Un gestionnaire des message ICMP est chargé de propager le message ICMP au niveau transport
et au niveau application. A l'aide d'une socket on recense les applications qui ont besoin d'être averties
du changement d'un paramètre. Le changement est notiﬁé à l'aide de signaux.
Dans le cadre d'une communication entre machines diﬀérentes au sein d'un réseau, un message
ICMP est envoyé dans un paquet IP. Pour une communication entre machines diﬀérentes, une au-
thentiﬁcation de l'émetteur doit permettre aux messages ICMP d'être acceptés par le récepteur et
ensuite propagés dans le système. Bien qu'ICMP présente l'avantage d'être une solution prête à l'em-
ploi, générique, l'overhead d'un message ICMP n'est pas négligeable. un message ICMP contient un
en-tête IP de 20 octets, un en-tête ICMP de 8 octets, et des données propres au protocole ICMP.
Les messages ICMP en tant que mécanisme cross-layer nécessitent encore un approfondissement
des aspects suivants : la sécurité doit être garantie (authentiﬁcation des messages ICMP nécessaire
dans un réseau), la granularité des valeurs des paramètres peut engendrer une signalisation importante
si elle est choisie trop ﬁne et enﬁn, la stabilité peut être touchée suite à une réaction trop rapide aux
changements qui ne sont pas fondés (erreur de mesure, etc.).
2.4.2.3 CLASS
CLASS (Cross-LAyer Signalling Shortcuts) est une technique permettant à deux protocoles quel-
conques de communiquer à l'aide d'une signalisation interne non-standard permettant l'échange de
messages, concernant l'évolution des paramètres propres à chaque protocole et susceptibles d'intéres-
ser d'autres protocoles. Par rapport aux messages ICMP, la technique CLASS permet à tout couple
d'entités de communiquer entre elles. Dans la solution précédente, la couche physique prévient les
autres entités des changements des paramètres ; l'interaction se déroule donc principalement entre la
couche physique d'une part et les couches hautes d'autre part. Le sens de l'interaction est ascendant,
des couches basses vers les couches hautes.
La technique CLASS propose de créer des nouvelles interfaces pour que les protocoles puissent
communiquer directement entre eux dans les deux directions, ascendante et descendante, comme le
montre la ﬁgure 2.4.
Fig. 2.4  Les interfaces déﬁnies par la technique CLASS
Dans un premier temps, la technique CLASS a besoin de recenser, pour chaque couche protocolaire,
les paramètres signiﬁcatifs susceptibles d'apporter un gain dans le but ultime établi, par exemple, la
qualité de service oﬀerte par le système. Un travail de synthèse est réalisé à cette ﬁn comme dans
la ﬁgure 2.5. L'objectif est de concevoir des applications et des protocoles adaptatifs, capables de
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prendre en compte en temps réel les changements dans l'état du lien, le délai des paquets, etc. Ainsi,
chaque entité exprime ses contraintes et met à disposition des autres entités les valeurs des métriques
dont elles ont besoin.
Fig. 2.5  Les paramètres CLASS pour une architecture QoS
Un message spéciﬁque est déﬁni par la solution CLASS, permettant aux entités protocolaires
d'échanger des informations :
 Destination Address contient une adresse de destination désignant le protocole de destination.
 Event Type désigne un type d'événement, en particulier le paramètre en question.
 Event Content donne la valeur du paramètre qui a provoqué l'événement.
La taille totale du message est de 2 octets, plus petite que la taille d'un message ICMP. L'overhead
est donc moins important pour la solution CLASS que pour la solution ICMP. Pour les communica-
tions au sein d'un réseau entre des machines distinctes, les messages ICMP restent la solution idéale,
tandis que pour les notiﬁcations de petite taille les en-têtes TCP/IP sont utilisés. La solution CLASS
a l'avantage de la rapidité, mais des risques existent tels que les boucles et l'instabilité suite aux
interactions entre protocoles qui visent à modiﬁer le même paramètre. Pour les actions plus com-
plexes, comportant un grand nombre d'échanges, un contrôleur qui vériﬁe la cohérence des échanges
est souhaité pour empêcher une éventuelle instabilité du système.
2.4.3 Interactions avec une entité intermédiaire
Une entité intermédiaire comme le montre la ﬁgure 2.2(b) permet de stocker et de mettre à
disposition des entités protocolaires des informations fournies par d'autres couches protocolaires. Le
déﬁ dans ce cas de ﬁgure est de concevoir les points d'accès entre les entités de chaque couche et l'entité
intermédiaire. Cette solution est de toute évidence moins rapide que les précédentes, le délai est dû
principalement au stockage et à l'extraction des informations par les entités, mais elle permet une
intégration verticale entre entités protocolaires sans passer par les couches intermédiaires. L'avantage
est qu'une telle entité intermédiaire peut coordonner toutes les modiﬁcations des paramètres stockés
aﬁn d'éviter une éventuelle instabilité.
L'entité intermédiaire représente une solution moins rapide que les interactions directes, mais
permet une intégration verticale sans passer par les protocoles intermédiaires comme c'est le cas pour
les messages ICMP, les en-têtes, etc.
2.4.3.1 Proﬁls locaux
Dans un réseau ad-hoc la mobilité induit une variation de la qualité du lien ressentie par les n÷uds,
de la topologie et de la localisation des n÷uds. Ces informations sont nécessaires aux diﬀérents niveaux
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de la pile protocolaire (routage, middleware, etc.), dans un réseau où précisément les conditions
changent rapidement et où la qualité de service (QoS) est diﬃcile à maintenir [39].
Le mécanisme cross-layer consiste à faire communiquer le middleware avec le protocole de rou-
tage en utilisant des proﬁls locaux comme dans la ﬁgure 2.6. Les proﬁls incluent des informations
concernant la localisation des n÷uds ou la priorité des données demandées par les applications. Ainsi,
le protocole de routage met à disposition dans une base de données le mouvement et la localisation
courante et future des n÷uds joignables par le système pour la distribution de l'information entre
n÷uds ; le middleware précise la priorité des données pour que le protocole de routage puisse coor-
donner le processus d'ordonnancement en conséquence. Chaque entrée dans la base de données a une
validité temporelle limitée.
Fig. 2.6  Proﬁls locaux
Cette solution n'est pas adaptée aux applications temps réel, car le délai introduit par cette tech-
nique est plus grand que dans les autres cas. Ce délai est d'autant plus important que si l'information
n'est pas disponible au sein du système, une interaction avec les autres n÷uds pour extraire cette
information est nécessaire.
2.4.3.2 Architecture WIDENS
Fig. 2.7  Architecture WIDENS
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La solution WIDENS (WIreless DEployable Network System) [40, 41] est déployée dans les réseaux
ad-hoc, pour des situations d'urgence en cas de désastre. WIDENS propose une solution d'intégration
verticale, pour rendre un système ad-hoc ﬁable, rapidement utilisable et adaptable en cas d'urgence.
Une architecture cross-layer est proposée pour améliorer l'adaptation des couches en proposant seule-
ment des interactions entre couches adjacentes comme dans la ﬁgure 2.9. Lors du déploiement, les
paramètres reconﬁgurables de chaque entité protocolaire sont identiﬁés pour permettre une adapta-
tion aux contraintes d'environnement en assurant ainsi l'interopérabilité. Par conséquent, une entité
s'adapte aux changements de la couche adjacente, et si le gain est jugé insuﬃsant, l'adaptation est
propagée à la couche suivante. WIDENS dépasse les limites du modèle normalisé en couches, en pro-
posant des interactions entre couches protocolaires adjacentes aﬁn d'assurer une adaptation globale
du système aux conditions de transmission.
2.4.3.3 Architecture POEM
L'architecture POEM (Performance Oriented Reference Model) [42, 43] a été envisagée pour rendre
des systèmes communiquants capables de réaliser une auto-optimisation, en conservant en même
temps le principe de la séparation en couches des entités protocolaires. On identiﬁe deux plans, un
plan de données et un plan de contrôle qui réalisent une séparation entre un fonctionnement standard
sans mécanisme cross-layer ni l'optimisation cross-layer. Une interface spéciﬁque est déﬁnie, Common
Optimization INterface (COIN) qui met en ÷uvre la communication avec le protocole d'optimisation
déﬁni dans le plan de contrôle, Common Optimization Protocol (COP). Les fonctions d'optimisation
peuvent être composées et modiﬁées de façon à répondre à un objectif bien déﬁni tels que la gestion
du réseau, la QoS, etc.
Fig. 2.8  Architecture POEM
2.4.3.4 Architecture MobileMAN
MobileMAN (Mobile Metropolitan Ad hoc Network) [44], maintient la séparation en couches du
modèle standard, en permettant en même temps aux entités protocolaires de partager des informations
à l'aide d'une entité intermédiaire appelée Network Status. Adopter une solution intégrale cross-layer
fait perdre toute l'évolutivité et le succès du modèle OSI d'après les auteurs de cette étude. La solution
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Fig. 2.9  Architecture MobileMan
proposée est donc de conserver la séparation en couches et leurs fonctionnalités intactes et d'utiliser
plutôt une entité permettant à toutes les entités de communiquer entre elles comme montré dans la
ﬁgure 2.9. Ainsi, chaque entité peut apporter sa contribution et peut être au courant du contexte
en communicant avec le Network Status. Une communication interne est privilégiée au détriment des
échanges avec les autres systèmes pour éviter le gaspillage des ressources. Pour bénéﬁcier de tous les
avantages de cette architecture, les fonctionnalités de chaque entité protocolaire doivent être modiﬁées
de façon à réaliser la communication avec le Network Status.
2.4.3.5 Architecture ECLAIR
Fig. 2.10  Architecture ECLAIR
L'architecture ECLAIR (Eﬃcient Cross-Layer Architecture) [45] propose une optimisation du
modèle standard en couches en utilisant un sous-système d'optimisation cross-layer parallèle avec le
système original. Au c÷ur de ce système cross-layer se trouve le sous-système d'optimisation (OSS)
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qui communique avec les protocoles à l'aide des Tuning Layers" fournissant les APIs (Application
Programming Interface) pour les protocoles. Les informations utilisées dans l'optimisation ont une
portée locale, le système ne bénéﬁciant pas d'un échange cross-layer avec les autres systèmes. L'avan-
tage de l'architecture ECLAIR est qu'elle permet de prendre en charge un grand nombre de protocoles
et l'overhead induit est réduit car le sous-sytème d'optimisation s'exécute en parallèle à la pile pro-
tocolaire.
2.4.3.6 Architecture CATS
Développée pour un réseau ad-hoc mobile, l'architecture CATS (Cross-layer Approach To Self-
healing) [46] fait appel à un plan de gestion dont le but est de maintenir la communication dans
un réseau ad-hoc sans ﬁl en cas de fréquentes ruptures de route. A l'aide des retours des couches
protocolaires, le plan de gestion cross-layer prend les mesures nécessaires pour que les paquets arrivent
à destination et que la ﬁabilité de la communication soit assurée. Le protocole de routage bénéﬁcie
principalement des avantages du plan de gestion cross-layer.
Fig. 2.11  Architecture CATS
2.4.3.7 Architecture Cross-Talk
Fig. 2.12  Architecture Cross-Talk
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L'architecture Cross-Talk [47] permet d'avoir une vision locale et globale dans un système aﬁn
de permettre la prise de décision à l'aide des informations internes ou externes au système dans un
réseau de n÷uds mobiles. Dans le but de rendre les systèmes autonomes, les n÷uds s'échangent des
informations de toutes les couches protocolaires sans déﬁnir un format de message spéciﬁque. Dans le
souci de ne pas générer de l'overhead, les données locales sont transmises en utilisant une technique
de piggy-backing (avec les données utiles). Une vision globale du système est ainsi disponible pour
chaque n÷ud du système. L'absence d'une signalisation spéciﬁque peut induire une latence de la
communication entre n÷uds et un désaccord entre l'emploi de cette technique et les applications
temps-réel.
2.4.3.8 Architecture GRACE
Le projet GRACE (Global Resource Adaptation through CoopEration) [48, 49, 50] a comme ﬁn
l'optimisation des systèmes mobiles à l'aide d'une architecture cross-layer proposant une adaptation
à tous les niveaux : matériel, réseau, CPU, etc. Il n'y a pas d'adaptation proposée concernant les
entités de la pile protocolaires. Le coordinateur global du système optimise l'allocation des ressources
en prenant en compte les besoins des applications pour assurer la qualité de service nécessaire aux
applications multimédias. En cas de changement, au lieu de faire appel à l'adaptation globale (on
maximise l'utilisation du système) qui s'avère coûteuse, on utilise une hiérarchie qui peut prévoir des
adaptations à une échelle plus ﬁne, couche protocolaire ou application. Le résultat suite à l'adaptation
peut déclencher une optimisation globale si une violation des conditions initiales a lieu ce qui entraîne
un nouveau calcul global de l'allocation de ressources.
Fig. 2.13  Architecture GRACE
2.4.4 Nouveaux concepts
Jusqu'ici les mécanismes cross-layer visaient à faire communiquer des entités protocolaires entre
elles. Le changement des fonctionnalités d'une entité donnée s'avère diﬃcile dans un modèle en couches
qui précise bien les fonctionnalités des entités. Pour y parvenir, on a préféré comme solution la création
d'une autre couche intermédiaire (MPLS, IPSec, etc.) que l'on situe entre deux couches déjà existantes
étant donnée la granularité des fonctionnalités des couches existantes.
Une autre solution consiste à changer complètement l'architecture en couches du modèle initial
en introduisant de nouveaux concepts comme dans la ﬁgure 2.2(c). Une nouvelle architecture fondée
sur les rôles des entités dans un réseau a été proposée dans [51] en gardant ainsi la modularité qui
garantit l'indépendance et l'évolutivité. En première lieu, on se rend compte que la couche liaison
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de données ne peut pas être remplacée, car elle est fournie par les constructeurs. Cette nouvelle
abstraction d'une architecture protocolaire apporte des déﬁs non négligeables : déﬁnir les rôles des
entités, montrer l'eﬃcacité par rapport à l'ancienne architecture, la mise en place d'une nouvelle
signalisation, la co-habitation avec l'ancienne architecture.
Conclusion du chapitre
L'objectif de ce chapitre était un passage en revue des forces et des faiblesses des diﬀérentes
propositions d'architectures cross-layer.
Un avantage des architectures fondées sur des interactions directes entre protocoles consiste dans
la rapidité et l'eﬃcacité des échanges. L'inconvénient est que l'on est obligé de communiquer avec
l'entité en question pour extraire l'information nécessaire ce qui se traduit par une dépendance des
implantations des diﬀérentes entités protocolaires. Le passage à l'échelle n'est pas assuré, le nombre
d'interactions étant proportionnel au nombre de protocoles désirant de communiquer avec l'entité
protocolaire en cause, la cohérence globale ne peut être assurée eﬃcacement.
Les architectures reposant sur un plan de gestion appelé aussi entité intermédiaire permettent de
découpler les informations cross-layer de leurs sources. L'accès aux informations cross-layer des entités
protocolaires est centralisé, en utilisant des points d'accès au service, le plan de gestion cross-layer
oﬀre un accès aux informations à toutes les entités protocolaires. Il suﬃt que les entités accèdent au
plan de gestion en utilisant les bonnes primitives d'accès au service. Le fonctionnement des entités
protocolaires n'est pas perturbé de la même manière que dans le cas des interactions directes. Le plan
de gestion fournit les éléments de chaque niveau protocolaire en cachant le fonctionnement des pro-
tocoles en question. De plus, l'existence d'un plan de gestion permettrait de réaliser une optimisation
globale du système, ce qui n'est pas possible si on utilise des interactions directes entres protocoles,
aucun gestionnaire n'étant déﬁni pour superviser et synchroniser l'échanges des informations. Dans
ces conditions des boucles et une instabilité sont possibles.
Parmi les architectures qui réalisent une implantation d'un plan de gestion, il y en a quelques unes
qui proposent une optimisation globale du système, en termes de métriques comme l'allocation des
ressources, la QoS, etc. POEM, ECLAIR, GRACE sont des architectures visant une optimisation du
système en optimisant le fonctionnement des protocoles. Les autres architectures prennent des mesures
correctives de façon à éviter l'eﬀondrement dans le réseau que ce soit le routage ou la consommation
d'énergie.
A travers l'étude des diﬀérents types d'architecture cross-layer recensés dans cette section on
observe que la vue qu'un système peut acquérir suite aux échanges cross-layer peut être qualiﬁée de
locale ou de globale. Une architecture globale permet une optimisation des aspects réseau comme le
routage, la répartition de charge, etc. Les architectures Grace, Widens, MobileMAN reposent sur des
perspectives locales et non globales d'un réseau, tandis que l'architecture POEM vise les systèmes
autonomes et propose un moyen de réaliser une auto optimisation à travers des échanges de données
locaux.
Une perspective globale du réseau dans l'intention d'optimiser une métrique particulière est réalisée
principalement d'une manière distribuée, à l'aide des échanges entre diﬀérents n÷uds du réseau.
L'architecture Cross-Talk essaie d'obtenir au niveau de chaque système une vue globale du réseau.
Dans ces conditions, des aspects comme la ﬁabilité et les performance des échanges (latence, etc.)
nécessitent une étude approfondie.
Pour conclure, dans un réseau de communication, l'approche cross-layer apporte, à travers les di-
verses implantations observées dans cette section, la conclusion que la notion de séparation stricte des
fonctionnalités de chaque entité protocolaire est révolue. Il existe un réel besoin d'échanges d'informa-
tions entre entités des couches non-adjacentes au sein d'un même système ou entre systèmes distants,
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avec le but ultime d'optimiser la performance de bout-en-bout dans un réseau de communication.
Dans le chapitre suivant nous essaierons de répondre à la question suivante : quelle serait la
meilleure architecture pour une architecture satellitaire ? En passant en revue les caractéristiques des
réseaux satellite, on essaie de mettre en avant les aspects d'une architecture cross-layer applicable
dans un réseau satellitaire.

Chapitre 3
Les mécanismes cross-layer dans les
réseaux satellitaires
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3.1 Introduction
L'évolution des applications depuis de simples transferts de données ou de la voix, jusqu'à l'émer-
gence d'applications avec des demandes spéciﬁques en termes de délai, débit et pertes impose une
série de contraintes sur les réseaux de communications. Les réseaux par satellite ont poursuivi leur
évolution en améliorant les techniques de transport par exemple au travers de la nouvelle norme
DVB-S2, la nouvelle encapsulation GSE ou la norme DVB-RCS en cherchant ainsi à optimiser le
déploiement du protocole IP et les applications aﬀérentes.
Les réseaux satellitaires présentent des caractéristiques propres : un support susceptible de varia-
tions, de dégradations des signaux, un système contraint par une capacité limitée par rapport aux
réseaux ﬁlaires. Dans ce cas, utiliser des mécanismes cross-layer présente l'avantage de combiner plu-
sieurs protocoles pour mieux réagir aux contraintes de transmission d'une part et d'autre part de
mieux prendre en compte les besoins spéciﬁques des applications.
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Le but de ce chapitre est de mettre en évidence les entités protocolaires susceptibles d'intervenir
dans des interactions cross-layer dans les réseaux satellitaires géostationnaires. A cette ﬁn, une étude
de la pile protocolaire satellitaire et notamment de la manière dont le protocole IP a été déployé dans
les réseaux satellite est nécessaire.
3.2 Architecture DVB-S/DVB-RCS comme support pour IP
3.2.1 Introduction
On peut désormais aﬃrmer que le couple de protocoles le plus utilisé dans l'ensemble des tous les
réseaux est TCP[52]/IP[53]. Aﬁn de faire partie de la grande famille Internet et en vue de devenir
un support de communications pour les applications TCP et ainsi réaliser l'intégration de services,
les réseaux satellitaires ont commencé à déployer le protocole IP. Spécialement conçu pour inter-
connecter des systèmes hétérogènes, le protocole IP permet aux réseaux satellitaires d'assurer leur
interopérabilité avec les systèmes terrestres, réseaux sans ﬁl, réseaux locaux, réseaux d'opérateurs.
Pour véhiculer des paquets IP sur un réseau satellitaire, des méthodes d'encapsulation ont été
proposées permettant de transporter des paquets IP dans des paquets MPEG-2. Ainsi, la télévision
et l'accès Internet coexistent sur le même réseau DVB réalisant une première étape dans la convergence
des services. Dans ce but, des protocoles d'encapsulation ont été proposés et nous montrerons leurs
principales caractéristiques dans section suivante.
3.2.2 Architecture IP sur DVB-S
3.2.2.1 L'encapsulation MPE
Le protocole MPE (Multi-Protocol Encapsulation) a été déﬁni dans le cadre de la norme DVB-S
[24] et spéciﬁe une encapsulation du protocole IP sur un lien DVB-S. MPE est aussi utilisé en dehors
de la norme DVB-S dans le cadre des standards ATSC (Advanced Television Standard Committee)
[54]. C'est le protocole recommandé par la norme DVB pour transmettre des paquets IP sur des liens
DVB-S en mode unicast et multicast en utilisant les ﬂux MPEG-TS. L'encapsulation MPE possède
un fonctionnement qui s'apparente à celui d'une couche liaison de données.
La transmission est eﬀectuée en encapsulant les paquets IP dans des sections DSM-CC [56] (Digital
Storage Media Command and Control) dites sections datagramme. L'encapsulation MPE [24] ajoute
à chaque paquet IP un en-tête de 12 octets et un contrôle de séquence (CRC) de 4 octets. Le paquet
encapsulé sera ensuite segmenté et transmis dans des paquets MPEG-2 de 188 octets dont un en-tête
MPEG-2 de 4 octets. Ce nouvel en-tête indique entre autre le début d'une nouvelle section dans le
paquet MPEG-2 à l'aide du champ payload_unit_start_indicator (PUSI), et un identiﬁcateur de 13
bits (PID), le canal logique auquel le paquet appartient. L'encapsulation est illustrée dans la ﬁgure
3.1.
L'en-tête MPE contient 12 octets dont un identiﬁcateur de section, plusieurs adresses MAC (per-
mettant un ﬁltrage sélectif), la longueur de la section et d'autres champs. Une section transporte un
seul paquet IP pour une adresse MAC donnée. Pour permettre au récepteur de décoder les données et
de les synchroniser, des données de signalisation supplémentaires sont envoyées dans les ﬂux MPEG-
TS, en utilisant les tables contenant les services d'information (SI) comme la table de correspondance
des adresses IP et des adresses MAC, IP/MAC Notiﬁcation Table (INT).
Une mise en place du déploiement du protocole IP en utilisant l'encapsulation MPE pour la
première norme, DVB-S, avec un retour terrestre par le réseaux téléphonique est présentée dans la
ﬁgure 3.2.
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Fig. 3.1  Encapsulation MPE dans un réseau DVB-S en utilisant la méthode par section
Fig. 3.2  Architecture IP sur DVB-S, la voie aller
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3.2.2.2 Limites de l'encapsulation MPE
Proposer une solution pour transporter des paquets IP dans les réseaux satellite n'a pas été
évident en raison de l'incompatibilité entre le traﬁc IP (irrégulier, taille de paquets variable) et
le fait que les réseaux de satellites sont des réseaux à diﬀusion. Ainsi, dans ces réseaux on émet des
données en permanence et on utilise le bourrage (padding) pour remplir les trames en cas de données
insuﬃsantes. Dans le cas de la transmission de l'IP sur satellite une solution permettant de minimiser
les conséquences de ce bourrage pourrait être de retarder les transmissions de sorte à assurer un taux
de remplissage maximal [58]. Cela a une conséquence sur les timers de paquets IP et des répercussions
sur le fonctionnement des protocoles de communication comme TCP.
L'en-tête MPE semble excessivement étoﬀé avec de nombreuses options et adresses MAC qui ne
sont pas nécessaires comme le montre la ﬁgure [59](3.6). Dans le cas des paquets IP de petite taille,
l'eﬃcacité en est réduite.
Bien que le protocole MPE prenne en charge le protocole IPv4, il présente des incompatibilités
avec des protocoles comme IPv6 et des techniques comme le multicast, la compression d'en-tête IP
et le chiﬀrement [57]. De plus, MPE fait appel à la signalisation pour que les récepteurs reçoivent et
décodent correctement les paquets MPEG-TS ce qui alourdit considérablement la communication.
En raison des caractéristiques recensées, des nouvelles techniques ont été proposées comme le
protocole d'encapsulation, ULE, que nous allons détailler dans le paragraphe suivant.
3.2.2.3 L'encapsulation ULE
ULE (Ultra Lightweight Encapsulation) [60] est une technique d'encapsulation déﬁnie dans la RFC
4326 par le groupe de travail IP sur DVB de l'IETF. Le nouveau protocole apporte une réduction en
complexité et en overhead par rapport à la technique MPE. Le protocole ULE oﬀre un support aux
applications IPv4 et IPv6 en mode unicast et multicast ainsi qu'au déploiement des mécanismes de
sécurité à travers des en-têtes d'extension ULE [61].
ULE encapsule les paquets IP dans des SNDUs (SubNetwork Data Unit), encapsulées à leur tour
dans des paquets MPEG-TS. Plusieurs SNDUs appartenant au même canal logique (même PID)
peuvent être présentes dans un paquet MPEG-TS.
Le protocole propose une encapsulation légère qui utilise un en-tête contenant un nombre de
champs moins important que l'encapsulation MPE, avec au plus 10 octets dont 6 optionnels. L'en-
tête ULE indique entre autres le type de données (en comparaison avec MPE). La taille d'une SNDU
peut aller jusqu'à 32 koctets tandis que le protocole MPE propose des tailles de seulement 4 koctets.
Les avantages de la technique ULE par rapport à la méthode MPE sont illustrés en détail dans
[59] en montrant l'eﬃcacité de ULE par rapport à MPE pour diﬀérentes tailles de datagramme.
3.2.3 Architecture IP sur DVB-RCS
La norme DVB-RCS [30] déﬁnit un accès au support satellite pour les terminaux satellite, accès
fondé sur l'émission de bursts utilisant un découpage en temps et en fréquence, conformément à la
méthode d'accès. Le standard DVB-RCS met en place deux protocoles d'encapsulation : une méthode
utilisant le protocole ATM et une autre reprenant l'encapsulation MPE utilisée dans la norme DVB-S
à l'aide de paquets MPEG-2 TS.
L'encapsulation des paquets IP dans l'ATM/AAL5 est très classique. Cette méthode est obligatoire
pour tout système DVB-RCS tandis que l'encapsulation MPE est optionnelle. La chaîne de transmis-
sion mettant en place des traitements pour les ﬂux MPEG-TS ou les cellules ATM est semblable à
celle déﬁnie pour la norme DVB-S. Remarquons toutefois la tendance à l'utilisation des turbo-codes
pour la norme DVB-RCS, plus performants que le codage convolutif.
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Une voie retour satellite a été proposée dans la norme DVB-RCS [30] pour apporter un peu plus
de symétrie entre la voie aller et la voie retour. Avec un retour terrestre, on observait une grande
asymétrie entre la diﬀusion par satellite et la voie retour terrestre. De plus, le déploiement dépendait
de l'existence d'infrastructures terrestres tel que le PSTN et l'interactivité était limitée aux zones où
ces réseaux étaient déployés.
Avec la norme DVB-RCS on déploie un système satellitaire indépendant capable de prendre en
charge une communication complète (voie aller et voie retour) où l'asymétrie entre les deux voies est
diminuée (voir ﬁgure 3.3 avec une l'encapsulation DVB-RCS de type ATM).
Fig. 3.3  Architecture IP sur DVB-S/DVB-RCS
3.2.4 Architecture IP sur DVB-S2
3.2.5 Illustration de l'encapsulation dans le cadre de la norme DVB-S2
La norme DVB-S2 a introduit le concept d'adaptation en temps réel aux conditions de propa-
gation en favorisant l'introduction des applications unicast et notamment des services IP. En raison
des performances modestes de l'encapsulation MPEG-TS appliquée au protocole IP, une nouvelle
encapsulation a été déﬁnie, l'encapsulation générique ou Generic Stream Encapsulation (GSE) [62].
L'encapsulation GSE réside au même niveau protocolaire que MPEG-TS, qui n'est pas jugée
adaptée à une transmission DVB-S2 avec ACM [64].
3.2.5.1 L'encapsulation GSE
Generic Stream Encapsulation (GSE) [62, 63] déﬁnit une méthode d'encapsulation directe des
paquets IP dans une trame DVB-S2 appelée BBFRAME, sans passer par l'encapsulation de type
MPE/MPEG-TS comme montre la ﬁgure 3.4. Par souci de compatibilité avec l'ancienne norme DVB-
S, la norme DVB-S2 permet les deux types d'encapsulation, MPE et GSE. Nous détaillons dans cette
section l'encapsulation GSE.
Le but de cette nouvelle encapsulation est de bénéﬁcier de tous les avantages que la nouvelle
norme DVB-S2 apporte, notamment la technique ACM. Elle oﬀre une méthode d'encapsulation plus
adaptée au traﬁc IP (taille des paquets variable, traﬁc non continu). La nouvelle encapsulation est
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valable pour les protocoles IPv4, IPv6, MPEG, Ethernet. On a ainsi la possibilité de mettre en ÷uvre
des techniques de chiﬀrement grâce à des en-têtes extensibles.
L'encapsulation GSE permet le transport des paquets IP, trames Ethernet et d'autres paquets
réseau. Une PDUs est encapsulée dans un ou plusieurs paquets GSE, la délimitation de chaque PDU
étant indiquée dans l'en-tête GSE ainsi que le type de protocole et l'adressage et un contrôle d'intégrité
dans certains cas comme la fragmentation des PDUs.
Fig. 3.4  Encapsulation GSE pour la norme DVB-S2
La particularité de la norme DVB-S2 a été de déﬁnir des BBFRAMEs avec une modulation et un
codage adaptatifs proposant ainsi une adaptation en temps réel aux conditions variables de transmis-
sion. De ce fait, mais aussi pour alléger l'impact du processus d'ordonnancement, la fragmentation
est permise dans le cadre de la norme GSE. La PDU de la ﬁgure 3.4 peut être découpée en fragments
de PDU et du contrôle CRC ajouté et intégré dans la BBFRAME contenant le dernier fragment
de PDU. Dans le cas de la fragmentation, l'adresse n'est présente que dans le premier fragment ce
qui permet d'avoir une encapsulation plus eﬃcace que celle proposée par le protocole MPE [63]. La
concaténation des diﬀérentes PDUs dans une BBFRAME est également permise.
GSE déﬁnit plusieurs types d'adressage : un adressage uniquement réseau, les deux types d'adres-
sages, MAC et réseau, comme l'oﬀrait déjà l'encapsulation de type ULE ou bien encore un mode
d'adressage optionnel comportant 3 octets d'adresse. De plus, GSE permet d'utiliser une seule fois
l'adressage dans le cas des paquets destinés au même récepteur en économisant ainsi des ressources
car seulement 4 octets d'en-tête sont utilisés pour les PDUs et 10 octets pour la seule première PDU.
La technique GSE permet une réduction de l'overhead dû à l'encapsulation de 2% au lieu de 10%
dans le cas de l'encapsulation MPE [63].
Avec le nombre de techniques satellitaires, normalisées ou propriétaires, en expansion continue,
le besoin d'une architecture de référence s'est fait ressentir. Elle permet de regrouper toutes ces
techniques satellitaires en vue de déployer des services IP et notamment les services multimédia ou
Broadband Satellite Multimedia.
3.2.6 Architecture ETSI BSM
Les systèmes satellitaires BSM (Broadband Satellite Multimedia) [65] utiliseront la bande Ku
(12-18 GHz) et la bande Ka (27-40 GHz) et oﬀriront des services vers les terminaux ﬁxes en mode
unicast et multicast.
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L'architecture ETSI BSM [65] a été déﬁnie par le groupe de travail de l'ETSI BSM dans le but
de spéciﬁer un cadre et en même temps fournir une architecture de référence pour toutes les normes
satellitaire DVB ou propriétaires. C'est une abstraction des couches satellitaires pour les applications
IP à travers un point d'accès au service appelé SI-SAP illustré dans la ﬁgure 3.5.
L'architecture protocolaire est ainsi séparée en deux parties indépendantes communiquant à tra-
vers le point d'accès au service, SI-SAP. On identiﬁe d'une part les entités implantant les primitives
dépendantes du système satellitaire (appelées SD) et les entités protocolaires indépendantes (appe-
lées SI) du support satellite qui utilisent le SI-SAP pour transmettre sur le lien satellitaire. Ainsi, la
modularité et l'évolutivité des futures architectures protocolaires est assurée.
Fig. 3.5  Architecture ETSI BSM
Tout traﬁc géré au niveau du point d'accès au service est identiﬁé par un identiﬁcateur BSM_ID,
mettant ainsi en ÷uvre le processus d'adressage et un identiﬁcateur de ﬁle QID. Un autre concept
central à cette architecture consiste à déﬁnir des classes de traﬁc [66] permettant la mise en place
d'une allocation de ressources et d'une gestion appropriée.
Les services BSM déﬁnis au niveau du SI-SAP incluent :
• le transfert de données ;
• la résolution d'adresse ;
• la gestion des groupes multicast ;
• la QoS et le contrôle de ﬂux.
La manière dont ces primitives de services sont implantées au niveau des protocoles satellites est
spéciﬁque des protocoles déployés (DVB-S, DVB-RCS, satellite régénératif, etc). Pour s'aﬀranchir
de la spéciﬁcité des couches basses, l'architecture BSM a en abstrait le fonctionnement dans des
primitives de services disponibles à travers le point d'accès au service, SI-SAP. Cette interface logique
a comme intérêt de rendre les couches satellitaires transparentes au protocole IP et ainsi d'assurer
une évolutivité et une interopérabilité future des protocoles spéciﬁques satellites et du protocole IP.
3.2.7 Conclusion
Nous avons essayé de dresser un bilan des méthodes et concepts proposés pour déployer le proto-
cole IP dans les réseaux satellitaires. Nous avons constaté une évolution de ces méthodes, évolution
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imposée par les progrès technologiques des méthodes de transmission satellitaires. Ainsi, les satellites
d'aujourd'hui mettent en place une architecture protocolaire aller/retour satellitaire, oﬀrant une in-
teractivité ainsi qu'une adaptation de la couche physique aux conditions de transmission facilitant les
applications unicast.
Les architectures protocolaires décrites dans cette section visant à déployer le protocole IP sur
DVB-S/DVB-S2/DVB-RCS proposent un modèle en couches indépendantes s'approchant du modèle
standard OSI. Comme pour les réseaux sans ﬁl, ce modèle présente des limitations qui imposent
l'utilisation de mécanismes avancés pour les contourner et ainsi augmenter l'eﬃcacité des systèmes
géostationnaires satellitaires.
3.3 Mécanismes cross-layer dans les réseaux par satellite
3.3.1 Contexte
Par le passé, les couches basses ont été vues comme un moyen de transporter des paquets sur un
support spéciﬁque, l'intelligence étant reléguée au niveau des protocoles IP ou au-dessus. Les avancées
technologiques ont visé une plus grande capacité du support essentiellement fondée sur une course
vers un débit de plus en plus grand en négligeant parfois d'autres contraintes comme le délai des
paquets ou la qualité de service demandée par les applications.
Malgré ces avancées technologiques, les réseaux satellitaires géostationnaires toujours sont soumis
à de fortes contraintes telles que la latence et la variation de l'état du canal. Dans ce contexte, oﬀrir
un support aux applications multimédias avec des contraintes de plus en plus variées demande un
eﬀort technologique contraint par la séparation en couches bien déﬁnies propre aux modèles présentés
à travers les diﬀérents types d'encapsulation pour un système satellitaire.
D'après le paradigme imposé par ces modèles, une entité utilise les primitives de service des entités
inférieures pour déployer son propre service. Plusieurs inconvénients en découlent :
• Les exigences des utilisateurs sont spéciﬁées en haut de la pile protocolaire mais dépendent
intrinsèquement de la manière dont les protocoles inférieurs sont déployés ; dans notre cas les
couches basses satellite comme DVB-S, DVB-S2, DVB-RCS.
• La transmission d'informations jugées utiles entre protocoles non adjacents peut engendrer
une performance meilleure que dans le cas contraire. Par exemple, l'utilisation du protocole
UDP-lite [70] qui propose une protection sélective pour les en-têtes et laissant non protégée
la charge du paquet compte tenu du fait qu'il y a des applications capables de supporter une
valeur de TEB négligeable. Prendre en compte cette diﬀérence au niveau physique lors du
choix du codage permettrait d'augmenter le débit et véhiculer plus de données sur le support.
• Le fonctionnement des protocoles est optimisé d'une manière indépendante, ce qui peut mener
à des contradictions et un fonctionnement sous-optimal du système. A titre d'exemple, le
choix d'un algorithme d'ordonnancement qui maximise le débit du système ne permet pas de
respecter la qualité de service au niveau IP.
De plus, pour diminuer les eﬀets des qualités intrinsèques aﬃchées par les réseaux satellitares géo-
stationnaires, parmi lesquelles on cite la grande latence et la variations des conditions de transmission,
les réseaux de satellites ont besoin d'une gestion avancée de l'interface radio capable de s'aﬀranchir
des concepts du modèle en couches protocolaires indépendantes.
En partant du modèle de l'architecture BSM, on peut améliorer les couches caractérisant le réseau
satellite ainsi que les protocoles de communication IP :
• en travaillant au-dessous du SI-SAP déﬁni dans l'architecture BSM, une solution consiste à
réduire l'impact des conditions de transmission à l'aide des mécanismes visant la modiﬁcation
des couches SD ;
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• en se situant au-dessus du point d'accès SI-SAP, un besoin d'adaptation des protocoles de
communication et des applications aux changements des couches physique et liaison de données
est nécessaire pour améliorer leurs performances.
Dans la suite, on approfondit les cas de ﬁgure où le besoin des mécanismes cross-layer se fait
ressentir, en mettant en évidence les possibles interactions qui peuvent bénéﬁcier aux entités de
couches non adjacentes.
3.3.2 Vers une adaptation des protocoles satellitaires
Le signal peut souﬀrir d'atténuations, de phénomènes de fading suite à la propagation dans le
milieu satellitaire. Dans ces conditions, une gestion eﬃcace des paramètres de transmission est néces-
saire pour assurer que la démodulation s'eﬀectue en conditions optimales permettant la récupération
des données à la réception. La norme DVB-S2 précise un ensemble de paramètres sur lesquels on
peut agir de façon à assurer un débit et un taux d'erreur binaire pour une conﬁguration donnée d'un
système satellitaire.
3.3.2.1 Le choix d'une protection dans la norme DVB-S2
La norme DVB-S2 apporte l'avantage de la souplesse, permettant de changer de ModCod (de
modulation et de codage) pour chaque BBFRAME en fonction des mesures du support du récepteur,
notamment le paramètre SNR (le rapport signal à bruit). La passerelle satellite (Gateway) choisit en
conséquence le ModCod assurant une transmission quasi sans erreur qui correspond à une valeur du
paramètre taux d'erreur binaire (TEB) de 10−9. Une boucle d'hystéresis est utilisée pour éviter les
oscillations autour du choix de ModCod quand le SNR est à proximité d'un seuil.
Les mesures sont transmises sur un lien géostationnaire ce qui implique une latence de quelques
millisescondes (au moins 250 ms pour un satellite transparent) avant que le ModCod adéquat soit
employé. face à des phénomènes de slow fading, la technique ACM donne de bons résultats en raison de
la variabilité moins rapide que le délai de propagation. Dans le cas contraire, les variations du support
sont plus rapides et la latence peut empêcher la cohérence entre les conditions de transmission et le
ModCod choisi. La solution consiste à choisir une marge autour de la valeur de SNR correspondant à
un ModCod [72]. Le choix de la marge a pour conséquence un gain en débit dans le cas d'une marge
petite, mais les oscillations des conditions de transmission peuvent aﬀecter la transmission. Dans le
cas où la marge par rapport au rapport SNR est grande, on perd en débit utile mais on gagne en
ﬁabilité de la transmission. La majorité des systèmes sont conservateurs et utilisent une marge de
6dB [68].
3.3.2.2 Choix d'une protection avec des mécanismes cross-layer
Le choix d'un ModCod peut aussi découler de l'observation et de la compréhension des besoins des
applications. A l'aide d'une signalisation cross-layer des besoins spéciﬁques des applications, on peut
commander le choix d'une protection particulière et notamment d'un ModCod. Il s'agit par exemple
pour une application tolérante aux erreurs de choisir un ModCod avec une marge plus petite. Ainsi
on augmente le débit et on diminue le coût du support satellitaire [69].
Un autre exemple est le protocole UDP-lite [74] qui tire proﬁt de l'existence de codecs tolérants
aux erreurs comme H.264 [71], MPEG-4[71], etc. et propose une protection spéciﬁque seulement pour
les parties jugées sensibles : l'en-tête IP, les champs adresse destination ou la longueur. De plus, un
ordre des données peut être établie par les codecs, en plaçant les éléments sensibles devant les éléments
moins sensibles dans le paquet à transporter. Pour tirer plein proﬁt de cette nouvelle technique, la
couche liaison de données peut reconnaître les paquets UDP et protéger les éléments importants et
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pas la trame entière. Ainsi le gain de cette méthode de compression d'en-tête (IP, UDP) permet
d'obtenir un taux de pertes de seulement 15% pour un TEB résiduel de 10−3 [72]. La couverture de la
protection doit être signalée pour que la couche physique puisse sélectionner le FEC et la modulation
pour les deux morceaux : sensible et tolérant aux erreurs.
Dans ces conditions, le support ne peut plus être vu comme ayant un débit constant. Son débit est
variable ce qui impose des contraintes et demande une adaptation des entités protocolaires. Parmi les
mécanismes directement touchés, citons le processus d'allocation de ressources et d'ordonnancement
qui sont mis en place au niveau des couches satellitaires.
3.3.2.3 L'adaptation de la norme DVB-RCS
Le standard DVB-RCS déﬁnit une encapsulation de type ATM en utilisant des cellules ATM (1,
2 ou 4 cellules) ou des paquets MPEG2-TS. Les deux types d'encapsulation sont caractérisés par un
format ﬁxe de trame et un appel au padding, plus important pour les paquets IP de petite taille
comme les acquittements de 48 octets d'où un gaspillage de la charge utile. Ces facteurs ont conduit
à une proposition de paquets de taille variable au niveau MAC, connue sous le nom de Variable Size
Packets (VSP) [75, 76]. Le mécanisme proposé est un précurseur de l'encapsulation GSE proposée
pour la voie aller dans un réseau DVB-S2/DVB-RCS.
Ainsi la taille des trames est choisie en fonction du traﬁc, du codage, des contraintes physiques
comme les intervalles de garde ou du type de modulation. Les avantages de cette technique sont
nombreux tels que : une eﬃcacité d'encapsulation plus grande que dans le cas MPEG-TS ou ATM,
un support naturel pour un codage et une modulation adaptatifs (DVB-RCS associe des fréquences
porteuses à un type de codage) et un gain total de 10% jusqu'à 40% [76] sur la voie retour.
3.3.2.4 Le choix de la taille optimale pour les trames MAC sur satellite
La taille des trames MAC utilisée pour une transmission dans un réseau satellite a un rôle non
négligeable dans le succès de la transmission. Cela est dû au fait que le réseau satellite est caractérisé
par un taux d'erreurs non négligeable et une latence importante. De manière générale, plus la taille
de la trame est grande, plus la possibilité qu'elle soit corrompue augmente. Cela a un eﬀet indésirable
sur de nombreux protocoles de communication comme par exemple TCP.
Des modèles analytiques [77, 78] ou expérimentaux [79] mettent en évidence la relation entre la
taille des trames MAC et les caractéristiques du support comme le délai, le TEB, l'asymétrie des
débits au niveau physique entre la voie aller et la voie retour.
[79] étudie le protocole SCPS (Space Communication Protocols Standards) qui représente une
version de TCP pour les réseaux de satellites. Le but est de trouver la taille des trames MAC en
prenant en compte des mécanismes cross-layer concernant le BER, le délai et les débit au support
physique. Les résultats dans le contexte étudié et pour le protocole SCPS montrent que dans un
réseau géostationnaire une taille optimale pour la trame MAC et pour un TEB inférieur ou égal 10−6
est de 1500 octets tandis que pour un TEB de 10−5 une taille optimale est située autour de la valeur
de 1000 octets.
3.3.2.5 L'allocation de ressources
On s'intéresse au processus d'allocation de ressources dans un réseau satellitaire géostationnaire
DVB-S2/DVB-RCS avec un satellite transparent et aux possibilités d'interactions cross-layer. L'al-
location de ressources est réalisée par le NCC, situé à un bond satellite des terminaux terrestres. Le
contrôleur de traﬁc concentre les requêtes des utilisateurs et alloue le montant demandé dans la limite
des ressources disponibles. Le mode de fonctionnement est le suivant :
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1. Les terminaux satellite recensent les besoins des utilisateurs qu'ils desservent et envoient les
requêtes DVB-RCS au NCC dans une trame. Comme l'allocation de ressources est un mécanisme
de niveau liaison de données, le montant des demandes de ressources DVB-RCS est calculé à
partir des tailles des ﬁles MAC.
2. Les demandes DVB-RCS des terminaux arrivent au contrôleur de traﬁc. En mettant en place
des règles de partage des ressources propres, le NCC alloue les ressources suivant le type de
demande DVB-RCS : demande d'un débit constant (CRA), demande d'un volume (VBDC),
etc. On fait l'hypothèse que le mécanisme de contrôle des connexions (CAC) est déjà eﬀectué et
que les demandes des terminaux correspondent à des connexions acceptées dont on peut assurer
la quantité de ressources.
3. Le NCC envoie les réponses d'allocation de ressources aux terminaux satellite. En cas de succès,
les terminaux envoient les données sur le lien satellitaire.
Le délai d'allocation de ressources qu'implique un tel mode de fonctionnement est décrit par
l'équation suivante :
Delaiallocation = RTTsatellite + ttraitement; (3.1)
où le RTT représente le délai aller retour entre un terminal satellite et le NCC soit d'environ 500 ms
dans le scénario retenu pour notre étude, tandis que le ttraitement représente le temps de traitement
des requêtes et l'allocation de ressources proprement dite. On suppose que le terminal satellite a reçu
le droit d'émettre dès la première tentative.
L'enchaînement en temps réel des opérations lors de l'allocation de ressources est illustré dans la
ﬁgure 3.6.
Fig. 3.6  Délai d'allocation de ressources dans un réseau satellitaire géostationnaire avec un satellite
transparent
3.3.2.6 Les mécanismes cross-layer et l'allocation de ressources
Suite à la réception des demandes de ressources DVB-RCS et de la signalisation transportant le
ModCod nécessaire, les ressources sont allouées avec un certain retard dû à la propagation et au
traitement des requêtes comme décrit dans l'équation 1. La première conséquence de ce retard est
qu'elles ne prennent pas en compte les conditions courantes ni les besoins courants en ressources des
terminaux satellite à l'instant de l'allocation.
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Dans ces conditions, le choix d'un ModCod par la passerelle satellite pour la transmission aller est
en déphasage avec les conditions de transmission. De plus, si l'accès d'un paquet aux ressources est
retardé, il y a plus de risques que les conditions de transmission ne correspondent plus au ModCod
initial. Changer le ModCod d'un paquet est une solution proposée dans [80].
Le délai d'allocation de ressources a une inﬂuence sur la mesure dans laquelle l'allocation de
ressources correspond aux besoins courants des terminaux satellite. En raison de ce délai, qui peut
dépasser 500 ms, on enregistre un décalage entre les besoins du protocole TCP et la quantité de
ressources allouées. Une solution consiste à transmettre au NCC un calcul prévisionnel des besoins
en débit du protocole TCP en employant une signalisation cross-layer entre le protocole TCP et le
protocole MAC chargé de l'allocation de ressources [83].
3.3.2.7 L'ordonnancement et les techniques cross-layer
Le processus d'allocation de ressources décide de la quantité de ressources allouée à chaque ter-
minal satellite. Dans un réseau DVB-S2/DVB-RCS que nous avons retenu pour notre étude, l'étape
suivante consiste à disposer les paquets GSE à envoyer dans des BBFRAMEs pour la communication
sur la voie aller sur satellite et porte le nom d'ordonnancement. Une BBFRAME possède une cer-
taine protection et une certaine taille (taille normale ou taille courte, la taille étant déterminée par
l'encodage FEC). L'ordonnanceur disposera les paquets GSE dans les BBFRAMEs en fonction des
performances recherchées telles que :
• Le taux de remplissage des BBFRAMEs. On choisira ainsi les paquets permettant de gaspiller
le moins d'espace de charge utile sans souci de débit ou qualité de service.
• La maximisation du débit ce qui amène à choisir les utilisateurs bénéﬁciant de meilleures condi-
tions de transmission. Ainsi on prend en compte l'état du canal en utilisant des mécanismes
cross-layer implicites indiquant les conditions de transmission des utilisateurs.
• Le respect des contraintes QoS des applications comme le débit, le délai, etc. Dans ce cas, des
mécanismes cross-layer permettant un dialogue avec le protocole IP sont nécessaires.
• L'évitement de congestion dans les ﬁles MAC. On choisit les paquets GSE ayant passé le plus
de temps dans les ﬁles et dont les risques de subir une expiration de temporisation augmentent.
• L'équité peut être un des critères oﬀerts par l'ordonnancement ; on appelle un ordonnancement
équitable, un ordonnancement qui assure une allocation repartie de façon cohérente entre tous
les terminaux.
D'ores et déjà proposés dans les réseaux sans ﬁl terrestres [88, 89, 90], les mécanismes d'ordon-
nancement prennent en compte l'état des ﬁles, l'état du canal, l'équité ou les demandes QoS.
La ressemblance des réseaux satellitaires avec les réseaux sans ﬁl terrestres (variabilité des condi-
tions de transmission, du débit, etc.) pousse à appliquer les mêmes principes dans les réseaux satelli-
taires. De plus, comme déjà illustré dans les sections précédentes, les réseaux satellitaires possèdent
une longue latence ce qui impose une gestion des ﬁles plus exigeante.
Pour mettre en ÷uvre un mécanisme d'ordonnancement capable à prendre en compte plusieurs
critères comme ceux cités auparavant, des interactions entre diﬀérentes entités protocolaires non adja-
centes en utilisant des techniques cross-layer représentent une solution pour atteindre les performances
envisagées.
Les principaux mécanismes d'ordonnancement, leurs avantages et leur applicabilité aux réseaux
satellite seront détaillés dans le chapitre dédié à l'ordonnancement.
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3.3.3 Vers une adaptation des protocoles de communication IP
3.3.3.1 L'adaptation des protocoles de transport
On s'intéresse dans cette section au protocole de transport TCP [52], le plus employé pour trans-
porter le traﬁc Internet dans les réseaux de communication d'aujourd'hui. Le protocole TCP est
déployé aux extrémité d'un réseau IP, étant responsable de l'utilisation eﬃcace des ressources des
liens constituant le chemin pour des couples destination-source. TCP est fondé sur des mécanismes
d'acquittement qui déterminent la vitesse d'augmentation du débit TCP ainsi que sur des mécanismes
d'évitement de la congestion, mécanismes provoquant une réduction du débit dramatique en cas de
pertes ou de congestion. Le délai de propagation dans un réseau géostationnaire a été l'objet une étude
montrant les limites du débit maximum déﬁni pour le protocole TCP qui n'utilise pas la totalité de
la bande passante d'un réseau géostationnaire [82].
Dans un réseau satellite DVB-S2/DVB-RCS, les performances du protocole TCP sont en étroite
corrélation avec l'allocation de ressources réalisée par le NCC, le délai de propagation dans les réseaux
satellite et la variabilité des conditions de transmission.
Le délai de propagation a comme conséquence une incohérence entre l'allocation de ressources et
le débit TCP à l'instant de l'allocation comme montré dans la ﬁgure 3.7.
Fig. 3.7  L'allocation de ressources et le protocole TCP dans un réseau géostationnaire
Pour contourner le délai de propagation et faire en sorte que l'allocation de ressources prenne
en compte le débit TCP courant, un dialogue entre les deux niveaux protocolaires est souhaitable.
Des solutions ont été proposées, parmi lesquelles nous citons un débit TCP adaptatif à l'aide des
mécanismes cross-layer. Ce débit adaptatif [83] est dicté par l'allocation de ressources, réalisée au
niveau du NCC, qui met en ÷uvre des mécanismes de modiﬁcation du débit TCP en fonction des
ressources prévisionnelles sur une période de temps égale à un RTT. Cela a comme conséquence un
évitement de congestion dans les ﬁles MAC.
On remarque aussi que le délai de propagation provoque aussi un retard du feedback sur l'état de
réseau ce qui peut avoir des eﬀets notables sur les performances TCP. Dès qu'une perte est enregistrée,
le protocole TCP diminue son débit et, en général, met en ÷uvre une retransmission des segments non
reçus. Dans un réseau satellitaire, la perte est détectée avec du retard ce qui dégrade le fonctionnement
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du protocole TCP car davantage de segments TCP risquent d'être retransmis.
Les pertes peuvent apparaître lors d'une incohérence entre le débit TCP et le débit utile au niveau
réseau en raison des changements des conditions de transmission (le cas de la norme DVB-S2). Dans
ce cas, un risque de débordement dans les ﬁles MAC n'est pas à exclure. Pour empêcher l'apparition
d'un tel phénomène, un débit TCP adaptatif en fonction de l'espace libre dans les ﬁles MAC a été
proposé dans [91] et [85] pour un réseau avec un satellite géostationnaire transparent. Ce mécanisme
peut être implanté au niveau de la passerelle satellite (gateway) ou au niveau du terminal satellite.
3.4 Mise en place des mécanismes cross-layer dans les réseaux
satellitaires
Dans le chapitre sur la présentation générale des architectures des mécanismes cross-layer nous
avons déjà passé en revue les diﬀérentes possibilités d'implantation des mécanismes cross-layer dans
les réseaux sans ﬁl. Pour les réseaux satellitaires, il n'y a pas d'architecture proposée en dehors des
mécanismes spéciﬁques et ponctuels proposés dans les scénarios particuliers mentionnés auparavant.
Avec la proposition de l'architecture ETSI BSM, la question suivante est soulevée : est-ce que l'archi-
tecture cross-layer doit être considérée à part entière comme ou être intégrée à l'architecture ETSI
BSM?
On détaillera les diﬀérents types de signalisation qui permettent de déployer des mécanismes
cross-layer ainsi que le choix d'une architecture cross-layer.
3.4.1 Signalisation implicite
La technique cross-layer la plus simple consiste à faire communiquer les deux parties d'une archi-
tecture satellitaire, celle dépendante du satellite et celle non dépendante, d'une manière implicite. Les
techniques sont fondées sur l'extraction des informations nécessaires à partir des en-têtes des paquets
IP. Une interaction entre le protocole TCP et l'allocation de ressources pour contourner le délai de
propagation comme nous l'avons déjà mentionné dans la section précédente peut avoir lieu à travers
les en-têtes TCP.
3.4.2 Signalisation explicite de l'application
Une application peut également demander explicitement un certain traitement. Une signalisation
spéciﬁque est nécessaire dans ce cas, aﬁn de faire communiquer la partie indépendante et la partie
dépendante du satellite dans la pile protocolaire. Une signalisation explicite demande une mise en
place de mécanismes de communication comme les primitives de service entre les deux parties séparées
par le point d'accès (SI-SAP) pour mettre à disposition/demander des informations entre les deux
parties. Aﬁn que cette signalisation soit mise en place, des modiﬁcations sont nécessaires au niveau
des protocoles de communication et des protocoles satellite.
Le déﬁ consiste à proposer une signalisation générique pour tous les types de liens satellitaires,
capable de transporter l'information entre plusieurs systèmes satellite.
3.4.3 Indications locales
Les protocoles de communication, dont TCP, n'ont pas une vision locale du réseau. Les mécanismes
de ces protocoles peuvent bénéﬁcier des informations mises à disposition par les couches basses, et
ainsi améliorer leur fonctionnement. Une interaction avec les ﬁles MAC déjà mentionnée dans la
section précédente ou encore la connaissance du débit utile réseau disponible appartiennent à cette
catégorie d'indications locales.
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3.4.4 Signalisation explicite vers les utilisateurs
Les mécanismes cross-layer peuvent générer une signalisation vers les utilisateurs à partir du ter-
minal satellite. Générée à partir des protocoles satellitaires, cette signalisation peut indiquer l'état du
canal (le délai, la corruption, etc.) rencontré par un traﬁc IP. Aﬁn de mettre en ÷uvre cette signalisa-
tion, des primitives capables de mettre en correspondance cette information de niveau physique dans
des messages recevables par les protocoles de transport ainsi que la fréquence d'utilisation de cette
signalisation sont nécessaires. La diﬃculté consiste à interpréter ces messages au niveau du protocole
TCP qui ne possède pas des fonctions capables d'intégrer les indications de qualité du lien, qui n'est
qu'une partie d'un chemin Internet de bout en bout.
3.4.5 Choix d'une architecture cross-layer
3.4.5.1 Introduction
A travers les diﬀérentes adaptations mentionnées auparavant, nous avons mis en évidence un be-
soin réel d'adapter les protocoles aux changements des conditions de transmission et aux besoins des
applications. L'enjeu est d'optimiser les performances de bout-en-bout dans le réseau satellitaire des
applications multimédia et des applications IP. A ce jour, il n'y a pas d'architecture cross-layer propo-
sée pour un système géostationnaire, sinon un nombre de propositions cross-layer indépendantes les
unes des autres, sur diﬀérents protocoles de l'architecture satellitaire en fonction des centres d'intérêt
des auteurs. La majorité des solutions cross-layer proposées se concentrent sur les performances qu'on
peut en tirer en ne précisant que rarement les mécanismes d'implantation.
Le choix d'une architecture cross-layer pour un réseau géostationnaire doit prendre en compte
les caractéristiques spéciﬁques du réseau, les optimisations recherchées par exemple, de la qualité de
service, l'étendue de l'architecture, locale ou globale.
Le choix d'une architecture cross-layer consiste dans un premier temps à spéciﬁer le type d'im-
plantation d'une architecture cross-layer (ajout de nouvelles primitives au SI-SAP, utilisation d'un
gestionnaire de cross-layer en parallèle avec la pile protocolaire, ajout de nouvelles interfaces pour
le plan contrôle par exemple). Il est évident que le choix d'une implantation a une inﬂuence non
négligeable sur la durée de vie de l'architecture.
Le rôle de l'architecture cross-layer consiste à oﬀrir une adaptation et une ﬂexibilité au système
de communication en maintenant la modularité de la pile protocolaire. L'existence d'une architecture
cross-layer dans les réseaux satellitaires représente un cadre de référence et d'interopérabilité pour les
futurs mécanismes cross-layer en étant vue comme une preuve de leur maturité.
D'autres précisions sont à apporter concernant l'endroit où cette architecture peut être déployée
dans un réseau géostationnaire : au niveau des terminaux, au niveau du terminal satellite et/ou au
niveau du NCC.
Une architecture cross-layer implique l'utilisation de messages entre entités protocolaires d'un
même système ou même entre entités de systèmes diﬀérents, ce qui suppose une conﬁance entre
les entités qui s'échangent les messages cross-layer. Une architecture cross-layer doit par exemple
permettre l'application des mécanismes de sécurité comme IPSec [92].
3.4.5.2 Les critères d'une architecture cross-layer
Nous avons mis en évidence des critères qu'une architecture cross-layer dans un réseau satellitaire
doit respecter pour un déploiement dans un réseau géostationnaire. Une partie de ces critères ont été
cités dans [93].
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Le passage à l'échelle Le passage à l'échelle ou scalability en anglais indique la capacité d'une
technique employée à gérer une quantité croissante tout en restant eﬃcace et en utilisant une quantité
de ressources non-croissante. Dans le cas d'une architecture cross-layer satellitaire, l'extensibilité
représente la propriété de gérer un nombre croissant de mécanismes cross-layer et de rester eﬃcace
en termes d'utilisation des primitives de services, des interfaces. On parle ainsi d'une extensibilité
fonctionnelle, c'est-à-dire la capacité d'ajouter une nouvelle fonctionnalité à l'architecture cross-layer
avec un eﬀort minimal.
Un protocole de routage est dit extensible par rapport à la dimension du réseau si l'extension de
la table de routage de chaque n÷ud du réseau est de O(logN), N étant le nombre de n÷uds dans le
réseau.
Si on applique la même déﬁnition pour une architecture cross-layer le résultat est le suivant : une
architecture cross-layer est dite extensible si son évolution avec le nombre de mécanismes cross-layer
est d'une complexité O(logN), où N est le nombre de mécanismes cross-layer.
La modularité Il est vital à notre avis que l'architecture cross-layer garde intacte la modularité de
la pile protocolaire originale. Les mécanismes cross-layer doivent apporter de nouvelles fonctionnalités,
une réactivité et une ﬂexibilité par rapport au système original sans pour autant nuire à la modularité
de celui-ci. Ainsi, on préserve l'évolutivité des protocoles et de l'architecture protocolaire.
L'eﬃcacité L'architecture cross-layer ne doit pas ralentir, ou diminuer les performances de l'archi-
tecture protocolaire initiale. Cela suppose que l'architecture cross-layer génère très peu d'overhead,
les mécanismes de mise à jour et les algorithmes d'optimisation aﬀérents soient eﬃcaces en termes de
temps d'exécution et de consommation de ressources.
L'interopérabilité avec d'autres mécanismes cross-layer Dans un contexte d'interconnexion
de réseaux, plusieurs architectures cross-layer peuvent exister. Prenons comme exemple une intercon-
nexion d'un réseau satellitaire géostationnaire et d'un réseau sans ﬁl terrestre à l'aide d'une passerelle.
Une architecture cross-layer déployée dans un réseau géostationnaire doit pouvoir interagir avec
d'autres mécanismes cross-layer dans d'autres réseau sur un chemin de bout-en-bout dans Internet.
Cela implique le même type de message avec des mécanismes d'autres systèmes/réseaux par exemple
un systèmes sans ﬁl terrestre et un système satellitaire.
La stabilité du système Les mécanismes cross-layer permettent d'avoir accès aux paramètres
gérés par d'autres entités protocolaires et de modiﬁer leurs valeurs en fonction des performances
recherchées, le délai, le TEB, etc. Ainsi, plusieurs protocoles peuvent accéder en même temps à un
paramètre d'un protocole et modiﬁer son état. Cela a comme conséquence des incohérences et des
résultats non attendus. Le besoin d'un arbitre avec une vision globale du système et un but global
déﬁni à travers des règles et des algorithmes permettrait d'harmoniser les diﬀérentes interactions
cross-layer en évitant ainsi les incohérences.
Une vision globale ou locale du réseau ? Une architecture cross-layer peut oﬀrir une vision
locale ou une vision globale du réseau à un moment donné à un système. La vision globale s'obtient
à l'aide des messages échangés entre divers éléments du réseau. Elle est plutôt employée dans les
réseaux ad-hoc, où la mobilité pose des contraintes aux communications [94].
Dans un réseau satellitaire géostationnaire, un utilisateur est situé en général derrière un terminal
satellite. Celui-ci communique avec un autre satellite terminal auquel le destinataire est rattaché à
travers le contrôleur de traﬁc NCC. C'est le contrôleur de traﬁc qui supervise le réseau entier, alloue
les ressources et accepte les communications des terminaux satellite. Avec le système de modulation
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et de codage adaptatif, une communication entre le terminal satellite et le NCC est mise en ÷uvre.
De plus, des interactions entre l'allocation de ressources au niveau du NCC et le protocole TCP au
niveau du terminal ont été proposées, ce qui mène à la conclusion qu'une vision globale est nécessaire
dans un réseau satellitaire géostationnaire.
La durée de vie Une architecture cross-layer oﬀre la possibilité de s'aﬀranchir du concept d'archi-
tecture protocolaire en couches indépendantes qui assurait une évolutivité aux systèmes en garantis-
sant une interopérabilité des protocoles après mise à jour des entités correspondantes. Concevoir des
interactions cross-layer revient à mettre en ÷uvre une dépendance entre entités protocolaires et ainsi
entre leurs futures évolutions. Le coût engendré devient non maîtrisable en cas de conception non
avertie de mécanismes cross-layer [32]. Le but est donc de proposer une architecture cross-layer qui
n'entraîne pas une dépendance complexe entre diﬀérentes entités protocolaires. Le but est de proposer
une architecture qui aﬀecte le moins possible l'évolutivité de l'architecture protocolaire existante et
qui oﬀre un cadre à l'innovation.
3.4.6 Notre proposition d'une architecture cross-layer
Argumentation du type d'architecture choisi Un réseau géostationnaire est un réseau dont
les entités protocolaires sont toutes dotées d'un rôle et d'un fonctionnement spéciﬁque. Les entités
implantant la transmission, l'allocation de ressources, l'accès au support sont considérées comme des
entités satellitaires dans l'architecture ETSI BSM. L'architecture ETSI BSM a été proposée dans un
souci d'abstraction et ajoute un nouveau point d'accès SI-SAP et des protocoles d'adaptation en rela-
tion avec celui-ci, l'un recensant les fonctions des protocoles IP et l'autre les fonctions des protocoles
satellitaires. La conception d'une architecture cross-layer dans le contexte d'une architecture ETSI
BSM consiste à concevoir des fonctions ou primitives additionnelles pour le point d'accès SI-SAP.
Ainsi :
1. Les protocoles de communication peuvent mettre en ÷uvre des fonctions permettant de connaître
l'état des conditions de transmission :
• la capacité du lien (le niveau de congestion, le délai, etc.) ;
• l'estimation de la qualité du lien ;
• les statistiques sur les paquets (pertes, congestion ou corruption) ;
• l'indication de la disponibilité du lien.
2. Les protocoles satellitaires peuvent connaître ainsi les demandes des applications en termes de :
• l'intégrité du lien (choix de la modulation et du codage et la vériﬁcation de l'intégrité) ;
• l'utilisation des mécanismes comme la compression, le chiﬀrement, le format des trames ;
• l'ordonnancement (taille des ﬁles d'attente, délai, priorité et débit).
Le succès du déploiement de l'architecture cross-layer ETSI BSM dépend directement du succès
de l'architecture ETSI BSM. Jusqu'à ce jour, malgré les recherches et la mise en avant des propriétés
de cette architecture, aucun système satellitaire ne l'implante.
Les autres types d'implantations proposées dans la littérature sont : les interactions directes entre
entités protocolaires, un gestionnaire cross-layer et les nouvelles abstractions.
L'architecture cross-layer permettant des interactions directes entre tout couple d'entités protoco-
laires de la pile protocolaire à l'avantage d'être simple et rapide. L'avantage est perdu dans le cas des
nombreuses interactions où une entité peut modiﬁer les variables et l'état des autres entités touchant
ainsi à d'autres protocoles. De plus, aucun gestionnaire ou arbitre ne peut être employé dans ce cas
pour résoudre les conﬂits potentiels.
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Les nouvelles abstractions redéﬁnissent la structure d'un réseau en fonction des rôles des systèmes
et font disparaître la notion de couche protocolaire. La nouveauté est de proposer des blocs communi-
quant entre eux d'une manière indépendante les uns des autres. La notion de couches étant révolue, le
système doit être refait en entier. L'interopérabilité des systèmes cross-layer et des systèmes anciens
se pose. Cette technique est très intéressante pour des réseaux nouveaux mais elle s'avère coûteuse
pour des systèmes déjà existants et déployant une architecture en couches.
Le gestionnaire cross-layer est une solution permettant de ne pas toucher à l'architecture protoco-
laire existante sauf pour mettre en place l'échange de messages avec celui-ci. Les interactions avec la
base de données sont les seules interactions à concevoir, notamment les interfaces et les primitives de
service permettant le retrait et la mise à jour des états des variables des diﬀérentes entités protoco-
laires. Dans ce cas, la cohérence des mises à jour peut être assurée et une vision globale du système est
disponible grâce à cette nouvelle entité protocolaire. De plus, l'interaction avec d'autres gestionnaires
cross-layer dans d'autres réseaux peut être plus facilement prise en compte dans les fonctionnalités
de cette nouvelle entité.
La normalisation des interfaces est possible, étant donné la fait que toutes les entités commu-
niquent avec une seule entité de contrôle, le gestionnaire cross-layer. Notre avis est que cette dernière
architecture présente beaucoup d'avantages, en plus d'être facile à implanter, réaliste et pratique.
Pour que l'architecture soit eﬃcace elle sera déployée localement, en évitant ainsi un déploiement sur
un serveur dans le réseau en raison du délai de propagation dans un réseau satellitaire. L'architecture
cross-layer présente un gestionnaire cross-layer illustré dans la ﬁgure 3.8. Son rôle principal est de
coordonner les diﬀérentes interactions entre les entités non adjacentes. L'étape la plus délicate dans
ce cas est de concevoir les interfaces avec les diﬀérentes entités protocolaires.
Fig. 3.8  Gestionnaire cross-layer
Le fonctionnement de l'architecture Un scénario simple et opérationnel est le suivant : une
entité envoie à l'aide des interfaces un événement au gestionnaire cross-layer. Celui-ci transmet l'évé-
nement aux entité(s) correspondante(s) suivant un plan de gestion qui est nécessaire pour déclencher
l'algorithme correspondant à un certain type d'événement ou à une certaine valeur de variables d'état.
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Les événements peuvent être envoyés dans les deux sens, depuis l'entité protocolaire vers le gestion-
naire cross-layer et inversement.
On identiﬁe plusieurs étapes dans l'architecture cross-layer proposée :
• La communication côté entité protocolaire est responsable de la mise en ÷uvre des actions
transmises par le gestionnaire cross-layer consistant à dérouler des processus de mise à jour des
variables des protocoles visés, nécessitant potentiellement l'emploi d'autres variables d'autres
protocoles. Elle est en charge du déclenchement et de l'envoi des événements suite aux mesures
eﬀectuées. Il s'ensuit qu'un sous-système entier est nécessaire avec la mise en place des méca-
nismes cross-layer au niveau de chaque protocole. Ce même sous-système a besoin que chaque
protocole mette à disposition des paramètres ou variables d'état jugés comme étant caractéris-
tiques du fonctionnement du protocole et nécessaires dans l'optimisation d'autres protocoles.
Ainsi, chaque entité cross-layer extrait à partir de l'entité protocolaire correspondante des
paramètres caractéristiques :
 le protocole TCP peut fournir : la taille de la fenêtre, le mesure du RTT ;
 la couche physique : le délai des paquets, le TEB, le débit disponible, etc ;
 le protocole IP : les requêtes QoS pour un ﬂux (IntServ), ou un agrégat de ﬂux (DiﬀServ) ;
 l'application : le TEB permis, le délai.
• Le gestionnaire cross-layer se situe à l'extérieur de la pile protocolaire pour faciliter sa mise
en ÷uvre et la coordination de tous les mécanismes cross-layer. Son rôle consiste à prendre
en compte les événements reçus et à les transférer vers les entités protocolaires de destination
(selon le paramètre reçu) ou simplement à exécuter une action interne. De plus, la gestion des
événements nécessite une mise en place d'un mécanisme d'ordonnancement, avec d'éventuelles
priorités attribuées aux diﬀérents types d'événements pour faciliter l'exécution. Aﬁn de rendre
l'architecture plus rapide, une base de données de paramètres des entités protocolaires peut être
utilisée au niveau du gestionnaire cross-layer. Cela évite qu'à chaque réception d'un événement,
une action de récupération de la valeur du paramètre recherché soit entreprise.
La signalisation La signalisation mise en place pour permettre aux couches protocolaires non
adjacentes de communiquer doit être assez explicite et riche pour transmettre le plus de données
concernant l'événement, le destinataire, la priorité de l'événement. Dans ce sens, une sémantique
des messages doit être déﬁnie, précisant le contenu et les champs nécessaires dans chaque message.
Un message peut transporter ainsi plusieurs événements, concernant plusieurs paramètres d'un pro-
tocole. Les messages sont échangés dans les deux sens entre le sous-système cross-layer des entités
protocolaires et le gestionnaire cross-layer.
Un format de message possible est décrit dans la ﬁgure 3.9.
Fig. 3.9  Format du message de signalisation cross-layer
Le(s) système(s) visé(s) pour déployer l'architecture cross-layer Dans le réseau satellitaire
retenu pour notre étude, plusieurs types de systèmes existent dont les principaux sont : les utilisateurs,
les terminaux satellite et la gateway colocalisée avec le NCC. Les utilisateurs représentent les end-hosts
sur lesquels il est diﬃcile de déployer en un temps raisonnable des mécanismes nouveaux, la latence
étant importante en raison du nombre très important de systèmes. Ainsi, déployer une architecture
cross-layer au niveau des systèmes utilisateurs ne semble pas réaliste dans un réseau satellitaire.
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Les terminaux satellite dotés d'un proxy peuvent déployer une architecture cross-layer en raison
de leur rôle dans un réseau satellitaire géostationnaire. Sur la voie retour, le RCST est responsable de
la construction des demandes de ressources DVB-RCS, mettant en ÷uvre des mécanismes d'ordon-
nancement fondés sur des priorités. De plus, les terminaux satellite ont un rôle de concentrateur dans
un réseau satellitaire, permettant de regrouper toutes les communications des utilisateurs et ainsi
permettre une adaptation de tous les protocoles en cas de besoin. Ainsi, avec cette vision d'ensemble
sur la voie retour dans un réseau DVB-S2/DVB-RCS, le RCST (passerelle) représente un des systèmes
retenus pour le déploiement des techniques cross-layer.
Un autre système susceptible de déployer une architecture cross-layer est l'élément central d'un
réseau géostationnaire, la gateway ainsi que le NCC. Dans la section précédente, nous avons cité
des mécanismes proposés au niveau du contrôleur de traﬁc entre plusieurs protocoles comme TCP,
l'allocation de ressources et la couche physique. Ainsi, le NCC représente un système où l'intérêt d'un
déploiement cross-layer est accru en raison de son rôle de gestionnaire de réseau.
3.4.6.1 Implantation du gestionnaire cross-layer
Le gestionnaire cross-layer peut est implanté sous la forme d'une application qui tourne dans le
système, capable de communiquer avec les entités protocolaires des autres couches et de réaliser une
optimisation globale. La communication avec les entités protocolaires est réalisée au travers de points
d'accès au service des couches protocolaires. Une modiﬁcation des paramètres des entités protocolaires
est propagée par le gestionnaire cross-layer au niveau des autres entités protocolaires concernées. De
plus, l'optimisation est réalisée en prenant en compte des critères paramétrables par l'administrateur
du système tels que : la qualité de service, la maximisation de la capacité du système, l'équité, etc.
Conclusion du chapitre
Les techniques cross-layer permettent une réaction rapide vis-à-vis des caractéristiques satelli-
taires intrinsèques : délai de propagation dans les réseaux géostationnaires et conditions variables de
transmission inhérentes dans la bande Ka pour oﬀrir une prise en charge eﬃcace des applications
multimédia et des applications IP en général.
Suite aux diverses propositions cross-layer présentes dans la littérature, nous considérons que le
déﬁ futur est d'avoir une architecture cross-layer normalisée. La standardisation permet de travailler
dans un cadre commun et de bénéﬁcier de la visibilité d'autres solutions cross-layer. Nous avons
montré dans ce chapitre les caractéristiques nécessaires d'une architecture cross-layer en mettant
l'accent sur la co-habitation avec l'architecture classique en couches et sur l'évolutivité. Sans être
exhaustifs, cette étude nous a permis de dégager des perspectives intéressantes dans la conception
d'une architecture cross-layer.
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4.1 Contexte
Le protocole Transmission Control Protocol (TCP) [52] a été proposé pour la première fois en
1981 comme un moyen de transport ﬁable de bout en bout au dessus IP dans un réseau d'une
communication entre deux systèmes distants. Le protocole TCP a été déﬁni dans le but de fournir un
service de transfert de données à haute ﬁabilité entre deux systèmes raccordés sur un réseau de type
"paquets commutés", et sur tout système résultant de l'interconnexion de ce type de réseaux.
Le protocole TCP permet de prendre en charge une grande diversité d'applications, parmi les-
quelles se retrouvent par exemple le transfert de ﬁchier (FTP) ou le transfert de pages web. Dans
un réseau satellitaire caractérisé par des qualités spéciﬁques du support comme un délai important,
des variations des conditions de transmission, et une allocation de ressources sur demande, toutes les
études montrent que ses performances sont moins bonnes que dans les réseaux terrestres.
Des solutions d'amélioration des performances du protocole TCP ont été proposées dans la lit-
térature se fondant sur une optimisation de bout-en-bout, l'utilisation des passerelles ou encore des
techniques cross-layer.
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Néanmoins, des failles et des raisons de sous-optimalité ont été décelées suite aux premiers dé-
ploiements ﬁlaires, plusieurs corrections étant proposées : TCP Reno, TCP NewReno, etc. De plus,
avec les réseaux sans ﬁl, les performances du protocole TCP ont fait l'objet de nombreuses recherches
en raison des caractéristiques diﬀérentes de ces réseaux par rapport aux réseaux ﬁlaires.
4.2 Le déploiement du protocole TCP
4.2.1 Historique des évolutions du protocole TCP
La conception d'un nouveau modèle ou d'une nouvelle fonctionnalité touchant au fonctionnement
général de l'Internet rend son implantation longue et complexe. En principe, les nouvelles fonction-
nalités ou versions du protocole TCP sont lentement adoptées par tous les serveurs et systèmes [102],
si bien que leur mise en ÷uvre réelle se retrouve encore retardée.
Les premières versions du protocole TCP déployées dans les réseaux de communication s'appellent
TCP Tahoe [52] et TCP Reno [95]. Aujourd'hui la majorité des versions TCP employées est fondée
sur la version de base, TCP Reno, ou sur TCP CUBIC [96].
Les années 90 ont apporté une série de travaux sur le protocole TCP dans les réseaux ﬁlaires et
sans ﬁl y compris les réseaux satellitaires.
TCP SACK [101] est une technique permettant d'acquitter les données d'une manière sélective
et de récupérer plusieurs pertes dans une fenêtre de transmission TCP. Le mécanisme SACK permet
d'identiﬁer les segments perdus et de demander explicitement leur retransmission. Ainsi l'émetteur
peut retransmettre les segments perdus et d'autres segments si possible dans le premier RTT suite à
la détection des pertes. Cela permet d'éviter une expiration de la temporisation et de garder le débit
TCP en évitant d'entrer dans la phase de slow start.
TCP ECN [31] propose un mécanisme de distinction entre pertes dues à la congestion et pertes
dues aux erreurs de transmission. Dans un réseau satellitaire le taux d'erreur binaire (TEB) est plus
important que dans les réseaux ﬁlaires [82]. Les mécanismes de reprise sur congestion sont coûteux, il
existe ainsi le besoin de faire une diﬀérence entre le cas où la congestion est présente et le cas où les
pertes consécutives à des erreurs de transmission. Pour ce dernier cas, une réduction de débit n'est
pas justiﬁée. Le protocole ECN (Explicit Congestion Notiﬁcation) [31] est adopté par très peu de
serveurs, de l'ordre de 1% [102].
TCP Peach [103] est une version TCP qui utilise des segments dummy pour tester le débit
disponible dans un réseau satellitaire. Les segments permettent donc d'augmenter la fenêtre en dé-
but de communication et de rebondir plus rapidement suite à une perte. Néanmoins, ces segments
consomment des ressources dans un réseau satellite et lors de la phase de récupération une augmen-
tation du débit trop grande peut induire une congestion dans le réseau.
TCPWestwood [104, 106] apporte une modiﬁcation du mécanisme fast recovery, ainsi sur réception
de trois acquittements dupliqués la valeur de cwnd ne souﬀre plus une diminution multiplicative,
elle prend la valeur du débit disponible. Le débit disponible est estimé en mesurant le débit des
acquittements [105]. De plus, la valeur initiale du seuil de congestion est ajustée en fonction du débit
disponible [107] en utilisant ainsi avec une plus grande eﬃcacité les ressources en phase de slow start.
TCP Hybla [108] a été conçu pour contourner les eﬀets du long délai de propagation dans les
réseaux satellite. Cette nouvelle version de TCP inclut des mécanismes comme les acquittements
sélectifs (SACK) ainsi que l'estimation du débit. En raison de la latence, l'augmentation du débit
TCP est ralentie par rapport aux réseaux ﬁlaires. De nouveaux mécanismes de contrôle de congestion
concernant la phase de slow start et de congestion avoidance sont mis en ÷uvre pour permettre un
débit TCP similaire dans les réseaux satellitaires que celui des réseaux ﬁlaires, en adaptant la mise
à jour de cwnd en fonction du RTT pour les deux phases. Ainsi on limite l'inﬂuence de la valeur de
RTT sur le débit TCP.
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Des études ont visé à comparer les performances de diﬀérents protocoles TCP dans un réseau
géostationnaire [109]. Cette étude s'intéresse aux diﬀérents protocoles TCP, SACK, Vegas, Westwood
et Hybla dans un réseau géostationnaire. Les résultats montrent que des mécanismes spéciﬁques
capables de combattre le délai et les pertes assurent une performance satisfaisante dans un réseau
satellitaire.
4.3 Les performances du protocole TCP dans les réseaux géo-
stationnaires
Le déploiement du protocole TCP dans les réseaux satellitaires a été réalisé dans le but d'assurer
une intégration de services avec les autres types de réseaux. Le déploiement du TCP/IP dans les
réseaux satellitaires a été accompagné par un nombre important d'études sur les performances du
protocole TCP dans ce contexte [82, 130, 129, 123, 117, 121, 107, 126].
Des études [130, 129] concernant le déploiement du protocole TCP dans les réseaux satellite
conseillent l'implantation des mécanismes comme le slow start, le congestion avoidance, le fast re-
transmit et le fast recovery.
Les aspects positifs liés aux réseaux géostationnaires, notamment une variation faible de la valeur
du RTT, une connectivité garantie et des caractéristiques de liens ainsi qu'un nombre de connexions
connu permettant un contrôle du réseau et une gestion plus eﬃcace.
Le protocole TCP est connu pour ses performances médiocres en présence d'un délai important,
du bruit et d'asymétrie entre les débits ce qui est le cas d'un réseau satellitaire [82]. Plusieurs amé-
liorations ont été proposées dans la littérature, visant notamment la modiﬁcation du protocole TCP
de façon à adapter son fonctionnement aux caractéristiques des réseaux satellitaires et à en améliorer
ainsi le comportement. Des études ont montré que la fenêtre de réception TCP, awnd, la phase de slow
start et le mécanisme de congestion avoidance limitent le débit dans un réseau satellitaire. De plus,
le mécanisme de détection et de récupération des pertes fonctionne mal en raison de la latence du ré-
seau [82]. Des solutions ont été proposées et des mécanismes standardisés par l'IETF. Ils peuvent être
employés dans les solutions propriétaires et publiques. Nous allons maintenant décrire les principaux.
4.3.1 L'inﬂuence du délai de propagation
Le cadre d'étude retenu dans ce mémoire est celui d'un réseau satellitaire géostationnaire compor-
tant un satellite transparent. Le délai de propagation dans ce type de réseau est de 250 ms environ
ce qui détermine une valeur du RTT de 500 ms. Le protocole TCP a été conçu pour un déploiement
dans les réseaux ﬁlaires où le délai de propagation est négligeable ou au moins faible.
Le fonctionnement du protocole TCP repose sur des mécanismes comme le contrôle de ﬂux et de
congestion. Le contrôle de congestion permet d'adapter le débit TCP au débit réseau disponible tandis
que le contrôle de ﬂux adapte le débit à l'espace disponible au récepteur. Ces deux mécanismes tentent
d'ajuster le débit du protocole TCP en fonction des conditions courantes de transmission. Dans un
réseau caractérisé par une longue latence, aussi appelés LFN (Long Fat Networks), les conditions de
transmission sont connues lors de la réception des ACKs, un RTT plus tard. Cette latence a une
inﬂuence non négligeable sur les performances du protocole TCP comme nous allons le découvrir par
la suite.
4.3.1.1 La phase de slow start
Dans le cas de transferts de ﬁchiers courts, la période de slow start aﬀecte les performances du
transfert [117] en raison de la faible valeur de la fenêtre initiale. Ainsi, dans ce cas le protocole TCP
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n'utilise jamais la totalité du débit disponible. Par exemple, avec une fenêtre initiale de 1 segment
TCP, un transfert de 2 segments prend deux RTTs après la procédure de handshake même si la
totalité du débit était déjà disponible dès le début de la connexion.
Une valeur initiale de fenêtre 2 segments est recommandée [129], pouvant aller jusqu'à 4 segments
d'après la formule (4.1) [99] :
min(4 ∗MSS,max(2 ∗MSS, 4380octets)) (4.1)
L'avantage de cette solution pour les transferts courts est saisissant [120]. En envoyant dès le début
de connexion plus de données, on augmente le débit et on diminue le temps de transfert. Néanmoins,
un réglage de la valeur initiale de la fenêtre en fonction de la bande passante disponible est nécessaire
aﬁn d'éviter une congestion dans le réseau.
4.3.1.2 Window scaling
Une des causes de dégradation des performances du protocole TCP dans un réseau géostationnaire
est constituée par l'inadéquation de la valeur standard de la fenêtre de transmission TCP par rapport
au débit disponible. La valeur de la fenêtre de transmission est codée sur 16 bits dans l'en-tête du
protocole TCP ce qui fournit une valeur standard de 64 Ko.
Les performances du protocole TCP ne dépendent pas seulement du débit disponible mais du
produit bande passante * délai qui représente la quantité de données à transmettre sur le support
pour utiliser la totalité du débit. Ainsi on peut exprimer le débit maximum obtenu par TCP de la
manière suivante :
DebitTCP = min(awnd, cwnd)/RTT (4.2)
Avec une taille de maximum 64 Ko proposée par le standard initial, le débit TCP dans un réseau
satellitaire avec un RTT = 500 ms est de 128 Ko/s ce qui représente un débit faible pour des appli-
cations multimédias. Une solution proposée consiste à réaliser le codage sur 32 bits. Elle est connue
sous le nom de window scaling et permet un débit maximal théorique de 1 Gbit/s. Néanmoins, ce
changement doit être accompagné par une prise en compte au niveau de l'application qui doit oﬀrir
la possibilité d'envoyer plus de données [121] pour tirer tout l'avantage de cette nouvelle valeur de
fenêtre.
L'utilisation d'une valeur de fenêtre de transmission large de façon à occuper toute la bande pas-
sante eﬃcacement augmente la possibilité d'envoyer des rafales de données dans le réseau dans un laps
de temps court. Dans le cas des réseaux hétérogènes caractérisés par des protocoles MAC diﬀérents,
avec des liens à débits variables, la possibilité de débordement des ﬁles des routeurs augmente. Par
exemple, le débit du lien satellite étant plus petit que le débit du réseau local, les segments TCP se
retrouvent dans la ﬁle des routeurs en attente de transmission. Des mécanismes de contrôle de traﬁc à
la source TCP de type token bucket sont proposés [110] aﬁn de combattre la congestion et les pertes
éventuelles.
4.3.1.3 Limited transmit
Une autre technique, limited transmit [118] est proposée pour améliorer le comportement du
protocole TCP dans les réseaux satellitaires. Il y a des cas où le fast retransmit ne peut pas être
employé en raison d'une taille de fenêtre petite ou d'un grand nombre de segments perdus dans
une fenêtre. Au lieu d'attendre l'expiration de la temporisation, le mécanisme est modiﬁé de façon
à permettre à l'émetteur d'envoyer un segment dès la réception de deux premiers acquittements
dupliqués.
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4.3.1.4 L'équité des connexions TCP dans un réseau satellitaire
Un aspect toujours recherché lors du déploiement du protocoles TCP dans un réseau est représenté
par l'équité ou la capacité des connexions TCP à obtenir un débit équi-réparti [111]. Dans un réseau
géostationnaire il est évident que le débit dépend du RTT donc de la localisation de l'utilisateur.
Ainsi, les connexions bénéﬁciant d'un RTT plus important seront pénalisées et bénéﬁcieront de moins
de ressources. De plus, l'asymétrie des débits dans un réseau géostationnaire engendre une mauvaise
performance pour les connexions dont les acquittements sont retardés [114]. En conclusion, les réseaux
satellitaires rendent le protocole TCP inéquitable. Plusieurs recherches ont étudié cet aspect [112, 113]
mais aucune solution fondée sur de simples modiﬁcations du protocole TCP n'a été proposée.
4.3.1.5 Les acquittements sélectifs SACK
SACK [101, 127] (acquittements sélectifs) est une technique recommandée dans les réseaux de
satellites en raison d'un long délai de propagation qui ralentit considérablement la détection et la
gestion des pertes en raison du fait que TCP ne permet de récupérer qu'une seule perte dans un
RTT. Avec une version TCP comme Reno ou NewReno, cela provoque ordinairement une expiration
des temporisations des segments. Suite au timeout, le protocole TCP recommence la phase de slow
start ce qui est particulièrement pénalisant dans un réseau géostationnaire en raison du débit faible.
Le mécanisme SACK permet d'identiﬁer les segments perdus et demander explicitement leur re-
transmission. Ainsi l'émetteur peut retransmettre les segments perdus et d'autres segments si possible
dans le premier RTT suivant la détection des pertes. Cela permet d'éviter un expiration de la tem-
porisation et de garder le débit TCP en évitant d'entrer dans la phase de slow start.
4.3.2 L'asymétrie des débits
Une asymétrie entre la voie aller et la voie retour est à observer dans un réseau DVB-S2/DVB-
RCS. Plus signiﬁcative lors du premier déploiement de la norme DVB-S où le retour utilisait un lien
terrestre, classiquement le réseau téléphonique, cette asymétrie a été diminuée avec l'introduction de
la norme DVB-RCS. Néanmoins, elle reste d'actualité et aﬀecte les performances du protocole TCP.
Une grande partie des applications IP déployées sont asymétriques, nécessitant un débit important
depuis le serveur vers le terminal (voie aller) et des ressources moins importantes pour la voie retour
vers le fournisseur comme le montre la ﬁgure 4.1.
Fig. 4.1  Exemple d'un réseau satellite asymétrique [121]
62 Chapitre 4. Le protocole TCP dans les réseaux satellitaires
L'asymétrie a un impact sur le fonctionnement du protocole TCP car elle inﬂue sur le débit des
acquittements alors que TCP augmente son débit au rythme des acquittements. Dans un réseau
géostationnaire DVB-S2/DVB-RCS avec un satellite transparent et un n÷ud central responsable de
l'allocation de ressources, la capacité disponible pour les terminaux satellite dépend du protocole
MAC employé, la voie retour étant partagée entre les terminaux satellite.
Les acquittements sont envoyés sur la voie retour voire retardés pour éviter l'overhead. D'une
manière générale, on utilise la technique appelée piggy-backing en envoyant les acquittements avec
des données pour utiliser les ressources d'une manière eﬃcace. Ainsi les acquittements peuvent être
retardés en attente de données à transmettre sur le lien. La capacité sur le lien retour est partagée
entre les terminaux en utilisant la technique MF-TDMA proposée dans la norme DVB-RCS entraînant
ainsi un délai supplémentaire d'accès aux ressources. Dans un réseau satellite, ce délai s'ajoute au
délai de propagation déjà non négligeable. Cela a des conséquences non négligeables sur le protocole
TCP surtout pendant la période de congestion avoidance et la période de slow start.
Ainsi, l'asymétrie a un impact sur le protocole TCP car un débit faible d'acquittements inﬂuence
le débit de TCP pouvant même conduire à des expirations de temporisations et des retransmissions
des segments [128].
4.3.3 Les erreurs de transmission dans un réseau satellite
Le support satellitaire présente plus d'erreurs que les réseaux ﬁlaires en raison du déploiement
dans la bande Ka, plus sensible à l'atténuation induite par la pluie. Le TEB typique pour les réseaux
de satellites recensés au début des années 2000 était de 10−7 ou inférieur [127].
Des études [122] ont montré l'eﬀet des diﬀérentes valeurs du paramètre TEB sur les performances
du protocole TCP en utilisant des agrégats de traﬁc TCP. En terme d'utilisation du lien satellite un
TEB de 10−5 engendre une dégradation de 30% par rapport au cas dit sans erreur. Au-dessus de la
valeur de 10−8 le débit diminue d'une manière exponentielle pour une seule connexion TCP [82, 123]
mais dans le cas d'agrégats TCP une diminution importante n'est observée qu'avec une valeur du
paramètre TEB de 10−5. Si l'on ajoute l'eﬀet des nouveaux codes correcteurs plus puissants proposés
dans les normes DVB-S2 et DVB-RCS, nous arrivons à la conclusion que le TEB des valeurs inférieurs
à 10−5 ont une inﬂuence négligeable sur les communications TCP dans un réseau satellitaire.
4.3.4 La congestion dans le réseau satellitaire
Dans un réseau géostationnaire, le NCC gère les connexions et l'allocation de ressources pour les
terminaux satellite. En principe, une connexion est acceptée si le contrôleur de traﬁc juge qu'il y
a assez de ressources pour la satisfaire. En raison de la diﬀérence en terme de débits entre le lien
satellite et un réseau terrestre local, la congestion est présente sur les liens d'interconnexion de ces
réseaux hétérogènes [111]. En fonction du degré de permissivité de ces mécanismes d'admission de
connexion dénommés Connection Admission Control (CAC), la congestion peut être d'autant plus
importante au niveau des éléments d'interconnexion.
4.3.5 Le protocole TCP et l'allocation de ressources
4.3.5.1 Délai d'accès
Le délai d'accès est le temps entre l'arrivée d'un paquet au niveau du terminal et la réception
de l'allocation de ressources pour ce paquet. Ce délai dépend directement des mécanismes employés
dans l'allocation de ressources ainsi :
• le temps entre l'arrivée d'un paquet et l'instant de l'envoi de la requête par le terminal, Tattente ;
• le contrôleur de traﬁc (NCC) alloue la capacité tous les TTBTP secondes ;
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• le temps pour construire la table d'allocations est Ttable ;
• le temps entre la réception de la table d'allocations par le terminal satellite et le temps d'envoi
du paquet, Treception.
Ainsi le délai d'accès est le suivant [132] :
Delaiacces := Tattente + Ttable + Treception + TRTT (4.3)
En utilisant cette formule, le délai comprend des valeurs entre 1.6 secondes et 3 secondes en
fonction de l'état du terminal, du type de requête utilisé, de l'allocation du contrôleur et de la classe
de service. Par exemple, dans le cas des requêtes VBDC, l'allocation de ressources peut prendre
jusqu'à 3 secondes [124] ce qui représente la valeur par défaut de RTO dans certaines implantations
. Dans ce cas, le segment SYN qui marque le début de la connexion sera retransmis ce qui a comme
conséquence une latence d'environ 4 secondes pour le début du transfert de données.
Ce délai ne comprend pas les délais dans l'Internet, au sein du réseau local, le délai de réponse
d'un serveur, etc.
4.3.5.2 Variation du délai d'accès
Le délai d'accès peut connaître des variations, en particulier lorsque la capacité allouée ne suﬃt
pas à envoyer toutes les trames au niveau du RCST. Cette variation inﬂue sur le fonctionnement du
protocole TCP qui est doté d'un mécanisme de calcul du RTO (moyenne mobile) en fonction des
valeurs de RTT relevées. Les résultats pour des liens Internet est satisfaisant, mais pour des liens où
on enregistre une variation importante et soudaine du délai, il y a de forts risques d'observer une
expiration de la temporisation TCP et des performances du TCP en chute. Dans ce but, il est vital
que les mécanismes d'allocations de ressources sur demande n'induisent pas une telle variation.
Des améliorations ont été proposées qui prennent en compte la spéciﬁcité du protocole TCP dans
la conception des protocoles MAC. Ainsi, dans un réseau TDMA, le protocole CA-GRAP [125] permet
d'améliorer le débit du protocole TCP dans un réseau satellitaire géostationnaire.
4.3.5.3 La variation de l'allocation de ressources
Dans un réseau DVB-S2/DVB-RCS, lorsque les conditions de transmission varient, l'emploi d'une
modulation et d'un codage adaptatif permettent de maintenir la communication. Ceci revient à bé-
néﬁcier lors de l'allocation de ressources d'une capacité inférieure qui se traduit au niveau du RCST
par un accès au support retardé pour les paquets.
4.3.5.4 Vers des mécanismes d'allocation de ressources optimisés
Les observations mentionnées auparavant mettent en évidence une relation étroite entre le proto-
cole TCP et l'allocation de ressources dans un réseau satellitaire. Ainsi, dans le cadre de l'allocation
de ressources, il est recommandé que les contraintes suivantes soient prises en compte [132] :
• la minimisation du délai d'accès en utilisant des mécanismes prédictifs, ou bien en adaptant
les débits des ﬂux à la capacité existante ;
• la réduction de la variation du délai d'accès ;
• la réduction des variations soudaines des délai qui aﬀectent le protocole TCP.
L'avantage d'une optimisation des mécanismes MAC consiste à faire bénéﬁcier à d'autres proto-
coles que TCP des ces nouvelles avancées. Ainsi, avec des versions TCP optimisées pour une utilisation
satellite coordonnées avec une allocation de ressources capable de prendre en compte les contraintes
mentionnées, les performances du protocole TCP sont améliorées.
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4.4 Méthodes d'amélioration de TCP
La littérature abonde de propositions d'amélioration des performances du protocole TCP dans les
réseaux satellitaires. Certaines visent une modiﬁcation du protocole TCP de bout en bout, d'autres
utilisent des passerelles pour déployer ces mécanismes, d'autres enﬁn reposent sur des techniques
cross-layer.
Les diﬀérentes solutions d'améliorations du protocole TCP pour une application dans le monde
satellitaire peuvent être classiﬁées comme suit :
• Solutions essayant d'étendre le protocole TCP à un environnement con-traint tel que les réseaux
satellitaires en modiﬁant le fonctionnement du protocole par l'ajout de nouveaux mécanismes
ou la modiﬁcation des mécanismes existants. Les mécanismes proposés par l'IETF au début
de ce chapitre appartiennent à cette catégorie.
• Techniques visant à séparer le lien satellite des liens terrestres en utilisant des passerelles
(proxy) [84]. Le but est de cacher le lien physique satellitaire au reste du réseau d'une façon
transparente en contournant ainsi la lenteur des mécanismes TCP (générer des ACKs pour
aider une communication TCP à envoyer des données plus rapidement).
• Modiﬁcation des couches protocolaires diﬀérentes du protocole TCP dans le but d'améliorer le
fonctionnement du protocole TCP. Citons par exemple l'emploi d'un taux de codage au niveau
physique en vue d'optimiser le débit TCP. Ce mécanisme fait partie des techniques cross-layer.
4.4.1 L'emploi des passerelles dans les réseaux satellitaires
Parmi les solutions proposées pour l'amélioration du fonctionnement du protocole TCP dans
les réseaux de satellites se trouve le Performance Enhancing Proxy (PEP) ou passerelle de niveau
transport en français, déﬁnie dans la RFC 3135. Les passerelles ont comme premier but d'isoler le lien
satellitaire du reste du réseau et d'adapter le fonctionnement de TCP au réseau satellitaire (latence,
erreurs, etc.). Il a été mentionné dans la littérature que TCP possède un comportement sous-optimal
dans les réseaux hétérogènes, composé de réseaux ayant des caractéristiques diﬀérentes. La passerelle
sert dans ce cas à isoler les diﬀérents réseaux et à les optimiser séparément.
La passerelle est placée dans un réseau satellitaire entre le segment satellitaire et le réseau terrestre
comme le montre la ﬁgure 4.2 de manière à isoler le lien satellitaire.
Fig. 4.2  Emploi du PEP dans un réseau satellitaire géostationnaire
Les solutions considérées jusqu'ici étaient des solutions de bout en bout, incapables de contourner
la latence et ses conséquences sur le protocole TCP. De plus, les versions TCP optimisées pour une
utilisation satellite ne sont pas déployées par tous les serveurs et les systèmes dans l'Internet et n'ont
pas vocation à l'être. Dans ce sens, on emploie des passerelles capables de déployer les versions TCP
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satellite sur le lien satellite, en laissant les versions TCP des systèmes et serveurs inchangées. Le
PEP peut être employé de deux manières dans un réseau géostationnaire. L'une consiste à réaliser
du spooﬁng qui permet d'intercepter les segments TCP et d'accélérer le débit TCP. L'autre manière
(spliting) consiste à terminer la connexion TCP au niveau de la passerelle et à employer une version
TCP diﬀérente pour le lien satellitaire.
4.4.1.1 Spooﬁng
Le mécanisme de spooﬁng a été proposé avec comme premier but de contourner l'eﬀet pénalisant du
délai satellitaire sur le protocole TCP. La connexion n'est pas terminée au niveau de la passerelle, mais
la sémantique du protocole TCP est interrompue au niveau de la passerelle. La technique de spooﬁng
est surtout utilisée pour générer des acquittements plus tôt sur réception des segments TCP de façon
à ce que l'émetteur augmente le débit TCP plus rapidement. La passerelle est ainsi responsable de
la retransmission en cas de segments perdus. L'utilisation de cette technique reste transparente pour
l'émetteur et le récepteur.
Les performances de cette technique ont tété étudiées dans [135]. Des conséquences liées à l'utilisa-
tion de cette technique sont à noter : la possibilité d'une congestion au niveau du proxy est augmentée
en raison du débit des segments qui est supérieur à celui du lien satellitaire mais dans le cas de plu-
sieurs connexions, les performances en terme de débits en présence d'une congestion sont meilleures
que dans le cas par défaut (la récupération est plus rapide grâce au proxy).
4.4.1.2 Splitting
Dans le cas de la technique appelée splitting [84], la connexion TCP est terminée au niveau de
la passerelle et une autre version de protocole TCP éventuellement propriétaire peut être employée
sur le segment satellite. Dans ce cas, le besoin d'un traducteur entre les deux types de protocoles de
transport est nécessaire. L'avantage de cette solution provient de l'utilisation d'une version TCP plus
adéquate pour un système satellitaire que le TCP standard de type NewReno. Dans ces conditions,
le protocole TCP oﬀre de bonnes performances dans un réseau géostationnaire.
4.4.1.3 Conclusion sur l'emploi des passerelles
Les principaux inconvénients concernant l'emploi des PEPs est la dimension des buﬀers qui doit
permettre le multiplexage de toutes les connexions TCP y transitant et le stockage des segments
aﬀérents non acquittés. De plus, tous les segments d'une connexion TCP doivent passer par la passe-
relle pour permettre un bon fonctionnement. En outre, le déploiement des mécanismes de sécurité et
d'authentiﬁcation comme IPsec (RFC 4301) est compromis en raison de l'utilisation des passerelles.
Dans le cas d'un déploiement d'IPSec, la passerelle doit être une entité de conﬁance dans le protocole
IPSec.
Une étude complète des performances qu'on peut obtenir en utilisant les passerelles TCP dans les
réseaux satellitaires est à trouver dans [134] tandis qu'une implantation d'un TCP PEP déployant
une version TCP spéciﬁque pour le lien satellite est décrite dans [133].
4.5 Étude d'un mécanisme cross-layer d'amélioration du pro-
tocole TCP
4.5.1 Le contexte de notre proposition
L'état de l'art des techniques d'amélioration du protocole TCP a montré qu'il existe des op-
portunités d'optimisation pour les communications dans les réseaux satellitaires. L'aspect qui reste
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néanmoins sans solution viable est celui d'une variabilité soudaine dans l'allocation de ressources et
donc du débit disponible pour un terminal satellite. Cela peut être dû à l'utilisation des mécanismes
tels que la modulation et le codage adaptatifs qui induisent une variation de la capacité disponible
pour un terminal satellite ou bien encore à l'acceptation de ﬂux nécessitant un débit particulièrement
important.
Les solutions classiques mises en ÷uvre par le protocole TCP sont fondées sur une connaissance
de l'état supposé du réseau, connaissance établie à l'aide des acquittements permettant de détecter
les pertes, la congestion, etc. Ces mécanismes TCP permettant de détecter une perte tels que les
acquittements dupliqués ou l'expiration de temporisation sont lents en raison du délai de propaga-
tion dans un réseau satellitaire. Ainsi, l'état du réseau est connu avec du retard ce qui pénalise les
performances du système surtout lorsque le débit est important et ceci en raison des grandes valeurs
de la fenêtre de transmission employée sur les liens satellitaires.
De plus, ces mécanismes répondent aux problèmes soulevés par les phénomènes de congestion dus
à la concurrence au sein d'un ensemble de ﬂux imprévisible. Ils doivent donc se fonder sur l'observation
du réseau pour en évaluer l'état. Ils ne sont donc pas capables, en l'état, de proﬁter d'informations
décrivant l'état réel du réseau (le débit oﬀert pour un ModCod par exemple) pour adapter leur
comportement de façon encore plus pertinente.
Avec des solutions de type passerelle, on déploie des mécanismes pour contourner la latence d'un
réseau satellitaire mais la variation du débit réseau n'est pas prise en compte. Au niveau de la pas-
serelle, les risques de congestion sont plus grands. Ainsi, la capacité des ﬂux à prendre en compte un
débit adaptatif peut y remédier. Les mécanismes standard n'oﬀrent pas une adaptation immédiate
au débit disponible comme déjà mentionné, ce qui justiﬁe l'utilisation des techniques cross-layer.
La section suivante présente le mécanisme cross-layer envisagé dans notre étude pour fournir un
moyen d'adaptation au protocole TCP, le contexte de son utilisation et les résultats obtenus par
simulation.
4.5.2 Présentation du réseau satellitaire et de la problématique étudiée
4.5.2.1 L'architecture du réseau géostationaire
Le contexte de notre étude est représenté par un réseau satellitaire géostationnaire, DVB-S2/DVB-
RCS, comprenant un satellite transparent, un contrôleur de traﬁc (NCC), des terminaux satellite
(RCSTs) en association avec des passerelles (PEPs) comme le montre la ﬁgure 4.3.
Fig. 4.3  Notre cas d'étude concernant une communication entre un émetteur TCP et un récepteur
TCP à travers un lien satellitaire
Dans ce type de réseau on considère qu'une communication a lieu entre un émetteur TCP et un
récepteur TCP, situés tous deux dans des réseaux locaux ﬁlaires derrière une passerelle qui sépare le
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lien satellitaire du lien terrestre comme décrit dans la ﬁgure 4.3. Ainsi, les communications passeront à
travers la passerelle TCP. Un PEP TCP a plusieurs avantages, parmi lesquels on rappelle la possibilité
de contourner la latence du lien satellitaire en générant des acquittements plus rapidement (TCP
spooﬁng) pour que le protocole TCP augmente son débit. Citons encore la possibilité d'utiliser une
version du protocole TCP spéciﬁque sur le lien satellite (TCP splitting).
4.5.2.2 La problématique visée
La variabilité des conditions de transmission a été prise en compte dans la norme DVB-S2 qui
propose des mécanismes adaptatifs de transmission tels que la modulation et le codage adaptatifs. Ces
mécanismes sont employés sur la voie aller, la diﬀusion depuis le NCC vers les terminaux satellite. Le
changement des paramètres de transmission est réalisé en fonction des mesures eﬀectuées au niveau
des terminaux satellite, le plus important étant le rapport signal à bruit (SNR).
La modiﬁcation du rapport signal à bruit intervient ordinairement lorsque les conditions changent.
Les systèmes satellitaire opérant dans les bandes de fréquence Ku et Ka sont particulièrement touchées
par les conditions météo, on peut citer :
• des conditions météo défavorables comme la pluie au niveau du terminal satellite ;
• de la pluie au niveau de la gateway, ce qui engendre une modiﬁcation de la transmission aﬁn
de maintenir la communication.
Dans les deux cas, le résultat est une diminution dans la capacité du système en raison d'une protection
plus élevée et d'une redondance de la transmission. En général, lorsque les conditions de transmission
changent, ce changement s'installe pour une période de quelques minutes, voir plusieurs dizaines de
minutes. Ce phénomène n'est pas perçu directement par le protocole TCP qui ne diminue pas son
débit. Ainsi, au niveau de la passerelle, les segments TCP s'accumulent et le risque de congestion
augmente.
Bien que le PEP TCP oﬀre de nombreuses possibilités et avantages, dans ce cas de ﬁgure une
synchronisation TCP - débit réseau disponible n'a pas été réalisée. Des propositions de mécanismes
cross-layer ont été formulées telles qu'une synchronisation entre le débit TCP et l'allocation de res-
sources [137], une synchronisation entre le débit TCP et la gestion des ﬁles MAC [91, 85]. Notre
approche vise une synchronisation du débit TCP avec le débit réseau disponible au niveau du termi-
nal. Cette approche est comparable aux études proposées dans les réseaux ﬁlaires [138, 139, 140, 141].
4.5.3 Présentation du mécanisme cross-layer
Notre solution propose un mécanisme cross-layer entre l'entité TCP et le niveau physique au niveau
de la passerelle comme le montre la ﬁgure 4.4. L'objet de l'étude est l'entité TCP PEP émettrice,
responsable de la communication TCP sur la voie retour d'un réseau satellitaire, DVB-RCS. Lorsque
la couche physique change de modulation et de taux de codage aﬁn de maintenir la communication
presque sans erreur (QEF), l'entité TCP émettrice est informée du changement de débit et doit
adapter son comportement conformément à l'algorithme décrit dans la ﬁgure 4.4. Le changement est
immédiat, le débit TCP étant modiﬁé à l'aide de la fenêtre du récepteur awnd. Ce paramètre est
accessible à travers l'en-tête des segments TCP reçus.
Ainsi, à l'aide du mécanisme proposé, on contourne la latence du lien satellitaire et on adapte le
débit TCP au débit réseau disponible. Cette adaptation permet de diminuer les risques de congestion
et de pertes qui compromettraient les performances. A notre connaissance, aucun autre mécanisme
cross-layer de ce type n'a été proposé dans la littérature pour un réseau satellitaire.
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Fig. 4.4  Algorithme de mise à jour du débit TCP en fonction du débit réseau au niveau du PEP
TCP
4.5.4 Description du système
4.5.4.1 Hypothèses prises pour la simulation
A l'aide de la simulation, nous avons comme but de montrer les conséquences d'un changement de
débit réseau sur le protocole TCP dans le contexte d'un réseau satellitaire géostationnaire. Par souci
de simpliﬁcation, l'entité protocolaire TCP a été implantée et non la pile protocolaire entière. Comme
l'outil QNAP [136] ne propose pas de module implantant le protocole TCP, nous avons modélisé le
comportement de ce dernier sous forme d'algorithmes en respectant les RFCs correspondantes à la
version TCP NewReno. Les mécanismes protocolaires d'allocation de ressources ne sont donc pas
modélisés, seules les conséquences de ces allocations le sont, au travers de leur impact sur le débit
disponible.
Nous avons également fait les hypothèses suivantes :
• Le délai de propagation dans les réseaux locaux est négligeable. En conséquence, seul le délai
de propagation dans le réseau satellitaire a été pris en considération. Le système satellitaire
DVB-S2/DVB-RCS modélisé dans les simulations est caractérisé par un délai de propagation
de 250 ms entre deux stations terrestres.
• Le temps de traitement des requêtes de ressources au niveau de la gateway/NCC est aussi
considéré comme négligeable ; on considère qu'une connexion TCP aura toujours des ressources
allouées, ainsi la prise en compte du temps de traitement n'est pas pertinente.
• Au niveau physique nous avons modélisé l'émission qui dépend directement de débit réseau
disponible.
• La connexion TCP est unidirectionnelle, l'émetteur envoie des données et le récepteur les
acquitte. Le récepteur peut être vu comme un puits dans ce cas.
4.5.4.2 Paramètres du protocole TCP modélisé
Les débits réseau pris en considération dans nos simulations pour un lien satellitaire sont les
suivants : 0.5 Mbit/s, 0.75 Mbit/s et 1 Mbit/s.
Le calcul de la fenêtre de transmission TCP capable d'oﬀrir les débits correspondants est illustré
dans le tableau 4.1. La taille de la fenêtre de transmission TCP est calculée en utilisant la formule
cwnd = ddebitreseau ∗RTT e. Nous rappelons que dans notre cas, un réseau satellitaire géostationnaire
avec un satellite transparent, un RTT vaut 1s en raison du double-saut jusqu'à la destination.
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Chaque mode correspond à une modulation et un taux de codage, déterminés en fonction du
changement des conditions de transmission d'après la norme DVB-S2.
Mode Débit Taille fenêtre
16APSK 2/3 1 Mbit/s 91 segments
8PSK 2/3 0.75 Mbit/s 67 segments
QPSK 3/4 0.5 Mbit/s 45 segments
Tab. 4.1  Correspondance entre le débit, la fenêtre TCP et les ModCod DVB-S2
De plus, la version TCP que nous avons modélisée est caractérisée par les données numériques
présentées dans le tableau 4.2.
Caractéristiques Valeur
Valeur de cwnd 216 segments
Timeout (RTO) 2.5 s
Valeur initiale de la fenêtre de congestion cwnd 1 segment
Seuil de congestion ssthresh initial 100 segments
Taille du segment TCP 1500 octets
Tab. 4.2  Les paramètres du système modélisé dans la simulation
On ﬁxe le seuil de congestion à une valeur arbitrairement grande, de sorte à ce que le fonctionne-
ment TCP reste en slow start tant qu'aucune congestion n'est détectée. Le seuil de congestion est mis
à jour dès qu'une perte est enregistrée. La valeur du RTO est ﬁxée à 2.5 secondes, en concordance
avec la RFC2988.
4.5.5 Résultats
4.5.5.1 Paramètres de performances observés
Dans notre étude nous avons ﬁxé un ensemble de paramètres illustrant la performance et l'eﬃcacité
de notre mécanisme cross-layer. Les paramètres étudiés à travers les simulations sont les suivants :
1. le débit, représenté par la valeur de la fenêtre de congestion cwnd. Plus la fenêtre est grande,
plus le débit est important. Suite à une expiration de temporisation, la fenêtre cwnd retombe à
la valeur initiale. Ainsi à travers le paramètres cwnd on peut suivre l'évolution du débit TCP.
2. le délai des segments TCP dans le réseau satellitaire constitue un des critères de performance
retenus pour notre étude. Le délai des segments TCP permet d'évaluer l'impact du changement
de débit réseau disponible sur le protocole TCP lorsque le délai des segments dépassant la valeur
du RTO, il peut engendrer des expirations de temporisation et une chute du débit TCP.
3. la taille de la ﬁle d'émission est un critère qui permet d'évaluer l'impact du protocole
TCP sur la ﬁle d'attente d'émission. Les pertes consécutives au débordement de ces buﬀers
sont fortement contraignantes pour le protocole TCP qui diminue son débit en conséquence. La
variation dans les conditions de transmission, notamment le débit, non prise en compte par le
débit TCP peut induire une congestion dans les ﬁles d'attente. Nous mettons en avant les eﬀets
du décalage entre le débit TCP et le débit réseau.
4.5.5.2 Déroulement des tests
Nous avons eﬀectué des simulations pour tous les couples de débits : 1 Mbit/s et 0.75 Mbit/s, 1
Mbit/s et 0.5 Mbit/s, 0.75 Mbit/s et 0.5 Mbit/s. Nous étudions le cas sans mécanisme cross-layer
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et le cas avec mécanisme cross-layer à travers les trois critères énumérés auparavant : débit, délai et
taille de la ﬁle d'émission.
Nous considérons dans notre contexte une application de type ftp, avec une taille de ﬁchier impor-
tante. On s'intéresse ainsi à une durée de simulation de l'ordre de 90s. La durée est choisie de façon
à mieux évaluer l'impact du mécanisme cross-layer, une durée courte ne permettant peut-être pas de
bien mettre en évidence le comportement du protocole TCP.
Nous modélisons un changement de ModCod suite à des modiﬁcations des conditions de réception.
Nous considérons que le changement a place à l'instant égal à la moitié du temps de simulation. Dans
un premier temps, nous avons simpliﬁé le modèle d'étude en utilisant une ﬁle inﬁnie pour mieux
évaluer l'impact d'un changement de débit réseau sur le protocole TCP. Ainsi, les pertes ne sont pas
possibles et ne perturbent pas une première interprétation des résultats.
4.5.5.3 Variation de débit réseau de 1 Mbit/s à 0.5 Mbit/s
Délai des segments TCP Lors d'un changement de débit réseau d'un débit initial de 1 Mbit/s à
un débit ﬁnal de 0.5 Mbit/s à l'instant t=45 secondes, les segments TCP seront envoyés plus lentement
dans le réseau, à un débit de 0.5 Mbit/s. Les segments correspondant à la diﬀérence entre le débit
TCP et le débit réseau se retrouvent stockés dans les ﬁles d'émission en attente de transmission.
L'impact sur le débit, le délai et la taille de la ﬁle est illustré à travers les ﬁgures suivantes.
Le délai subi par les segments TCP dans le réseau satellitaire est illustré dans la ﬁgure 4.5(a)
pour le système sans mécanisme cross-layer et dans la ﬁgure 4.5(b) avec le système cross-layer. Avant
de poursuivre les commentaires des ﬁgures, un résultat qui aide à comprendre l'évolution des para-
mètres de performance est le nombre d'expirations de temporisation, dans ce cas la valeur atteint
372 expirations de temporisation pour le système sans mécanisme cross-layer et 0 avec le mécanisme
cross-layer.
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Fig. 4.5  Délai de transmission lors d'un changement de débit réseau à l'instant t=45s pour une
durée totale de simulation de 90s
Dans la ﬁgure 4.5(a) on observe que pendant la première partie de la simulation après la stabi-
lisation du délai TCP (intervalle [0, 10 s]), le délai des segments TCP est constant jusqu'à l'instant
t = 45 secondes. Cela provient de l'équilibre entre la fenêtre de congestion TCP et le débit réseau.
A partir de l'instant t=45s, suite au changement de débit réseau de 1 Mbit/s à 0.5 Mbit/s, le débit
réseau ne parvient pas à drainer la ﬁle d'attente, le débit des segments TCP étant plus grand. Ainsi,
les paquets subissent un délai croissant jusqu'à une valeur maximale d'environ 1.5 secondes. Le délai
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souﬀre ensuite des variations consécutives aux expirations de temporisation qui engendrent un débit
plus petit pendant la phase de slow start et ainsi un délai plus petit.
Dans la ﬁgure 4.5(b) le mécanisme cross-layer fait en sorte que la modiﬁcation de débit réseau soit
prise en compte au niveau du débit TCP. Ainsi, la conséquence sur le délai est que celui-ci n'enregistre
qu'une petite variation lors du basculement de débit réseau à l'instant t=45 secondes. Cela est dû
aux paquets cumulés auparavant en raison de la diﬀérence entre les débits initial et ﬁnal, dans la ﬁle
d'émission et qui sont drainés plus lentement par le débit réseau courant de 0.5 Mbit/s. Pour tout le
reste de la simulation, il y a un équilibre entre le débit réseau et le débit TCP et cela est reﬂété dans
le délai constant des segments TCP.
Évolution de la fenêtre de congestion cwnd L'évolution de la fenêtre de congestion cwnd, et
donc du débit TCP dans le cas d'étude retenu est illustrée dans la ﬁgure 4.6(a) pour le système sans
mécanisme cross-layer et dans la ﬁgure 4.6(b) pour le système cross-layer.
 0
 10
 20
 30
 40
 50
 60
 70
 80
 90
 100
 0  10  20  30  40  50  60  70  80  90
Cw
nd
 (s
eg
me
nts
)
Temps (s)
(a) Système sans cross-layer
 0
 20
 40
 60
 80
 100
 0  10  20  30  40  50  60  70  80  90
Cw
nd
 (s
eg
me
nts
)
Temps (s)
(b) Système avec cross-layer
Fig. 4.6  Évolution de la fenêtre de congestion lors d'un changement de débit réseau à l'instant
t=45s pour une durée totale de simulation de 90s
Les résultats de la ﬁgure 4.6(a) concernant un système sans mécanisme cross-layer montrent que
la fenêtre cwnd reste à la valeur maximale pendant les 44 premières secondes. Dès le changement de
débit, cwnd subit des oscillations suite à la modiﬁcation du débit réseau, en raison des expirations
de temporisation qui déclenchent le mécanisme de slow start et ainsi une valeur initiale de cwnd de 1
comme indiqué dans la tableau 4.2 des caractéristiques du système. Les oscillations sont périodiques
au rythme des expirations de temporisation.
Dans le cas du système cross-layer illustré dans la ﬁgure 4.6(b), on observe une valeur constante
de la fenêtre de congestion aussi bien avant le changement de débit réseau qu'après. L'adaptation
immédiate de la fenêtre cwnd au débit réseau réel est visible à l'instant t = 45 secondes, la nouvelle
valeur de cwnd étant en corrélation avec le nouveau débit réseau. De plus, les résultats montrent que le
mécanisme cross-layer permet d'obtenir un débit plus élevé. Cela provient de l'absence d'expirations
de temporisation dont la conséquence principale est une diminution importante du débit TCP, la
valeur de la fenêtre retombant à une valeur de 1. Ainsi, la quantité envoyée en 90s en utilisant la
technique cross-layer est de 7.86 Mo tandis que cette quantité n'a été que de 6.5 Mo dans le cas sans
mécanisme cross-layer.
Évolution de la ﬁle de transmission L'eﬀet sur la taille de la ﬁle d'attente au niveau transmission
est illustrée dans la ﬁgure 4.7, pour un système sans mécanisme cross-layer (voir ﬁgure 4.7(a)) et pour
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un système cross-layer (ﬁgure 4.7(b)).
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Fig. 4.7  L'évolution de la ﬁle d'émission lors d'un changement de débit réseau à l'instant t=45s
pour une durée totale de simulation de 90s
La ﬁgure 4.7(a) montre l'évolution de la ﬁle d'émission qui, après la période de slow start pendant
laquelle la ﬁle d'émission se remplit et se vide au rythme des acquittements, se stabilise en raison de
l'équilibre entre le débit TCP et le débit réseau. Dès que le changement de débit intervient à l'instant
t = 45 secondes, le réseau rencontre des diﬃcultés à vider la ﬁle et cela se voit dans l'augmentation
du nombre de segments dans la ﬁle. Comme la ﬁle est inﬁnie, les segments s'accumulent jusqu'à ce
que des expirations de temporisation surviennent. La conséquence est que la fenêtre cwnd chute à
la valeur initiale, ce qui allège la charge de la ﬁle. Ainsi, le nombre de segments diminue de façon à
avoir une occupation de la ﬁle égale à zéro donc à ce que le nombre de segments soit équivalent au
débit réseau. Cela ne dure pas en raison de l'évolution de la fenêtre cwnd qui augmente pendant la
phase de slow start pour atteindre la valeur maximale correspondante à un débit de 1 Mbit/s. La ﬁle
d'émission subit ainsi des variations importantes en raison du décalage entre le débit TCP et le débit
réseau.
Dans le cas d'un système cross-layer illustré dans la ﬁgure 4.7(b), la ﬁle est est soumise aux mêmes
variations pendant la phase de slow-start (la période jusqu'à 10 secondes) aﬁn de trouver un équilibre
entre le débit TCP et le débit réseau. Lors du basculement de débit réseau, à 45 secondes, une légère
variation du nombre de segments est observée en raison du nombre de segments restants engendrés
avec l'ancien débit. Le nombre de segments dans la ﬁle se stabilise une fois que les segments restants
sont drainés par le réseau et l'équilibre entre le débit TCP et le débit réseau s'installe à nouveau.
4.5.5.4 Variation de débit de 1 Mbit/s à 0.75 Mbit/s
Dans la suite, nous étudions le cas d'un changement dans la capacité du lien satellitaire d'un débit
initial de 1 Mbit/s à un débit ﬁnal de 0.75 Mbit/s. Nous recherchons comme pour le cas précédent,
l'impact sur le délai des segments, le débit TCP et la ﬁle d'émission.
Le délai des segments TCP La ﬁgure 4.8 montre l'évolution du délai des segments TCP dans
les deux cas, sans mécanisme cross-layer (ﬁgure 4.8(a))et avec mécanisme cross-layer (ﬁgure 4.8(b)).
Dans ce cas, la diﬀérence entre le débit initial et le débit ﬁnal est de 0.25 Mbit/s, soit moitié moins
que dans le premier cas.
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Fig. 4.8  Évolution du délai des segments TCP lors d'un changement de débit réseau à l'instant
t=45s pour une durée totale de simulation de 90s
Dans la ﬁgure 4.8(a), l'évolution du délai après la phase de slow start est constante jusqu'à t = 45
secondes, quand le changement de débit a lieu. Ainsi, le délai des segments TCP enregistre une légère
augmentation lors du changement de débit et ceci en raison de la diﬀérence entre le débit réseau et le
débit des segments TCP. La diﬀérence de 0.25 Mbit/s n'engendre pas d'expirations de temporisation
comme dans le premier cas. On observe une augmentation légère et constante du délai pour le reste
de la simulation.
Dans le cas de l'utilisation du mécanisme cross-layer, l'analyse des résultats est en revanche la
même que dans le cas précédent.
Évolution de la fenêtre de congestion cwnd La ﬁgure 4.9 présente l'évolution de la fenêtre de
congestion cwnd.
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Fig. 4.9  L'évolution de la fenêtre de congestion TCP lors d'un changement de débit réseau à
l'instant t=45s pour une durée totale de simulation de 90s
La ﬁgure 4.9(a) montre l'évolution de la fenêtre de congestion cwnd dans un système sans méca-
nisme cross-layer. On observe que la valeur de la fenêtre de congestion est constante et correspond
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au débit maximal de 1 Mbit/s. Aucune variation de la fenêtre n'intervient en raison de l'absence
d'expiration de temporisation et du mécanisme cross-layer. Ainsi, le changement de débit réseau n'a
ici aucune inﬂuence sur le débit TCP en raison du faible écart.
Dans la ﬁgure 4.9(b) où le mécanisme cross-layer est employé, la fenêtre de congestion s'adapte
au débit réseau, ainsi elle diminue pour suivre le nouveau débit de 0.75 Mbit/s. De toute évidence, le
cas avec mécanisme cross-layer engendre un transfert de données plus faible, la diﬀérence étant cette
fois de 1% entre les deux cas.
Évolution de la ﬁle de transmission L'évolution de la ﬁle d'émission est illustrée dans la ﬁgure
4.10. Ainsi, dans la ﬁgure 4.10(a), la ﬁle d'émission subit les variations dûes à la phase de slow start
et se stabilise. Suite au changement de capacité, les paquets s'accumulent dans la ﬁle mais restent à
un niveau constant. L'explication est qu'en l'absence d'expirations de temporisation et de mécanisme
cross-layer, la ﬁle ne subit qu'une augmentation soudaine lors du changement de débit mais arrive à
un équilibre, la diﬀérence entre les débits de 1 Mbit/s et 0.75 Mbit/s étant assez petite pour ne pas
déclencher de RTO.
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Fig. 4.10  Évolution de la ﬁle d'émission lors d'un changement de débit réseau à l'instant t=45s
pour une durée totale de simulation de 90s
Dans la ﬁgure 4.10(b), un système doté d'un mécanisme cross-layer engendre une légère et courte
variation du nombre de segments dans la ﬁle d'émission, se stabilisant à une valeur constante pour le
reste de la simulation. Les mécanismes cross-layer permettent donc ici de vider la ﬁle d'attente.
4.5.5.5 Variation de débit de 0.75 Mbit/s à 0.5 Mbit/s
Nous observons les mêmes résultats que dans les cas précédents comme l'attestent les ﬁgures 4.11,
4.12, 4.13.
Nous observons que la diﬀérence de débit réseau de 0.25 Mbit/s n'est pas suﬃsante pour générer
des expirations de temporisation dans le cas d'une seule connexion TCP sur un lien satellitaire.
Néanmoins, l'avantage du mécanisme cross-layer est réel et visible : le délai et l'occupation de la
ﬁle d'émission restent au même niveau qu'avant le changement de débit réseau. Cet aspect pourrait
s'avérer très intéressant dans le cas des plusieurs connexions TCP en raison du faible risque de
congestion induit.
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Fig. 4.11  Évolution du délai lors d'un changement de débit réseau à l'instant t=45s pour une durée
totale de simulation de 90s
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Fig. 4.12  Évolution de la fenêtre de congestion lors d'un changement de débit réseau à l'instant
t=45s pour une durée totale de simulation de 90s
4.5.5.6 Variation de débit de 0.5 Mbit/s à 0.75 Mbit/s
Nous avons discuté dans la section précédente d'un changement de débit décroissant. Nous avons
vu les conséquences au niveau transport de la non-prise en compte de ce changement : un délai
croissant qui peut mener dans certains cas aux expirations de temporisation (cas 1 Mbit/s et 0.5
Mbit/s), une évolution croissante de la ﬁle d'émission et une valeur de la fenêtre de congestion
soumise à des variations importantes.
Nous prenons maintenant en compte une amélioration des conditions de transmission. Dans le cas
d'un changement de débit croissant, le gain que l'on peut tirer d'un mécanisme cross-layer consiste
à proﬁter immédiatement du changement de débit réseau aﬁn d'envoyer plus rapidement des don-
nées. Nous voulons évaluer l'impact du mécanisme cross-layer par rapport au cas standard où TCP
augmente son débit au rythme des acquittements reçus.
Nous étudions la conﬁguration : passage de 0.5 Mbit/s à 0.75 Mbit/s et de 0.5 Mbit/s à 1 Mbit/s.
Jusqu'à maintenant nous avons privilégié les simulations longues, qui présentaient un intérêt dans le
cas d'un changement de débit décroissant pour mieux étudier l'impact sur les critères de performances
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Fig. 4.13  Évolution de la ﬁle d'émission lors d'un changement de débit réseau à l'instant t=45s
pour une durée totale de simulation de 90s
retenus. Dans le cas présent nous étudions aussi le cas de transfert court de données. Comme dans le
cas précédent nous simulons un changement de débit réseau disponible à la moitié de l'intervalle de
simulation.
Les critères de performances recherchés sont les mêmes que dans la section précédente : le délai
des segments TCP, le débit TCP et la longueur de la ﬁle d'émission.
Résultats pour un transfert de données de longue durée L'évolution du délai est illustrée
dans la ﬁgure 4.14 pour les deux cas étudiés : sans et avec mécanisme cross-layer.
Ainsi dans la ﬁgure 4.14(a) pour un système sans mécanisme cross-layer, à partir de l'instant t =
45 secondes, le nouveau débit réseau est découvert lors de l'arrivée des acquittements qui engendrent
une augmentation du délai, en raison du nombre croissant de segments TCP envoyés. On observe cela
jusqu'à ce qu'un équilibre s'installe entre le débit des segments TCP et le débit réseau.
Dans la ﬁgure 4.14(b), les segments correspondant à la diﬀérence de débit réseau sont envoyés en
rafale, ce qui explique le pic du délai lors du changement de débit réseau. Cela a des conséquences sur
le mécanisme d'expiration de temporisation, 2 expirations étant enregistrées. Cela est dû à la valeur
de RTO choisie, de 2.5 secondes. Dans le cas d'une valeur de RTO de 3 secondes, le comportement est
meilleur, aucune expiration de temporisation n'est enregistrée. De plus, une autre solution consisterait
à implanter une adaptation plus douce du comportement TCP (par exemple une modiﬁcation de awnd
en plusieurs phases).
L'évolution de la fenêtre de congestion cwnd est illustrée dans la ﬁgure 4.15. Dans la ﬁgure 4.15(a)
on retrouve le système sans mécanisme cross-layer où à première vue le changement de débit est pris
en compte immédiatement. Dans le cas avec mécanisme cross-layer, ﬁgure 4.15(b), nous observons
que la fenêtre cwnd enregistre une variation suite au changement de débit réseau à l'instant t = 45
secondes. Ainsi, les segments envoyés en rafale ont induit des expirations de temporisation ce qui se
traduit par une diﬀérence de débit de 0.6% donc non signiﬁcative en faveur du système par défaut.
Nous regardons en détail l'évolution de la fenêtre de congestion dans la ﬁgure 4.16. Ainsi, dans le
cas du mécanisme cross-layer, nous observons que TCP augmente son débit en fonction des arrivées des
acquittements comme le montre la ﬁgure 4.16(a). Néanmoins, le temps d'atteindre le nouveau débit
est très court (de l'ordre de 1s). Cette durée courte est dûe aux acquittements générés par les segments
envoyés auparavant dans le réseau. La phase actuelle étant le slow start, pour un acquittement reçu
TCP envoie deux segments, cela explique que, pour une fenêtre de 45 segments (correspondant à
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Fig. 4.14  Évolution du délai des segments TCP lors d'un changement de débit réseau de 0.5 Mbit/s
à 0.75 Mbit/s pour une durée de simulation de 90s
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Fig. 4.15  Évolution de la fenêtre de congestion lors d'un changement de débit réseau de 0.5 Mbit/s
à 0.75 Mbit/s pour une durée de simulation de 90s
un débit de 0.5 Mbit/s), le nombre d'acquittements reçus permet d'atteindre rapidement la nouvelle
valeur correspondant à un débit de 0.75 Mbit/s.
Dans le cas où TCP augmente immédiatement son débit à l'aide du mécanisme multi-niveaux,
la montée est abrupte comme le montre la ﬁgure 4.16(b). A cause de cette rafale de segments, les
expirations de temporisation se produisent. Le débit TCP arrive assez rapidement à retrouver le
nouveau débit réseau.
L'évolution de la ﬁle d'émission est décrite dans la ﬁgure 4.17. Pour un système sans mécanisme
multi-niveau (voir ﬁgure 4.17(a)), la ﬁle subit une augmentation du nombre de segments (maximum
14 segments TCP) lors du changement de débit réseau. Le nombre de segments est ensuite diminué
par le nouveau débit réseau jusqu'à arriver à un état d'équilibre.
En ce qui concerne le mécanisme cross-layer (ﬁgure 4.17(b)), celui-ci induit une augmentation
plus importante. En raison de l'envoi des segments en rafale, la ﬁle est soumise à une forte charge
d'une manière soudaine, le nombre de segments augmente, il diminuera suite aux expirations de
temporisation. Le nouveau débit réseau arrive ﬁnalement à établir un équilibre dans le ﬁle d'émission.
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Fig. 4.16  Détail de l'évolution de la fenêtre de congestion lors d'un changement de débit réseau de
0.5 Mbit/s à 0.75 Mbit/s
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Fig. 4.17  Évolution de la ﬁle d'émission lors d'un changement de débit réseau de 0.5 Mbit/s à 0.75
Mbit/s pour une durée de simulation de 90s
Résultats pour un transfert de données de courte durée Dans la suite nous étudions le cas
des transferts de données de courte durée et l'intérêt d'une utilisation du mécanisme cross-layer dans
ce type de scénario. Ainsi, nous déroulons des simulations de durée de 6 secondes avec un changement
de débit réseau croissant de 0.5 Mbit/s à 0.75 Mbit/s à l'instant t = 3 secondes.
L'évolution du délai dans ce cas est illustrée dans la ﬁgure 4.18.
Ainsi, pour le cas sans mécanisme cross-layer (voir ﬁgure 4.18(a)), les résultats montrent que le
délai n'est pas aﬀecté, l'évolution du délai étant identique aux autres simulations de longue durée
pour l'intervalle [0, 6s]. Les variations observées sur le dessin sont induites par l'augmentation de la
fenêtre de congestion à chaque acquittement pendant la période de slow start.
Dans le cas avec mécanisme cross-layer 4.18(b), lors du changement de débit réseau, les segments
sont envoyés en rafale pour atteindre le nouveau débit réseau. Nous observons une augmentation
du délai en raison du nombre de segments groupés envoyés et qui attendront dans la ﬁle d'émission
pour être transmis. Le délai subit par les segments est assez grand pour induire des expirations de
temporisation, le nombre s'élevant à 3.
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Fig. 4.18  Évolution du délai des segments TCP lors d'un changement de débit réseau de 0.5 Mbit/s
à 0.75 Mbit/s pour une durée de simulation de 6s
L'évolution de la fenêtre de congestion pour un système sans mécanisme cross-layer est montrée
dans la ﬁgure 4.19(a) et pour un système cross-layer dans la ﬁgure 4.19(b).
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Fig. 4.19  Évolution de la fenêtre de congestion lors d'un changement de débit réseau de 0.5 Mbit/s
à 0.75 Mbit/s pour une durée de simulation de 6s
Dans le cas d'un système sans mécanisme cross-layer, le changement de débit réseau n'a aucune
inﬂuence sur le débit des segments TCP. La valeur de la fenêtre cwnd est située en-dessous du seuil
d'utilisation maximale du débit du support 0.5 Mbit/s. En raison de la durée courte du transfert, la
valeur de cwnd n'atteindra pas une valeur maximale correspondante au débit de 0.5 Mbit/s. Ainsi,
au moment du changement de débit, la fenêtre de transmission vaut 4 et elle augmentera lentement
pour atteindre une valeur de 32 à la ﬁn de l'intervalle de simulation. Le changement de débit réseau
n'a aucune inﬂuence sur l'évolution de la fenêtre dans ce cas.
Dans le cas d'un système cross-layer (ﬁgure 4.19(b)), le mécanisme multi-niveau met à jour la
fenêtre de congestion, ainsi celle-ci passe d'une valeur de 4 segments à 67 segments correspondant
au débit de 0.75 Mbit/s, obtenant ainsi un gain de débit par rapport au système sans cross-layer de
311% même en présence de 3 expirations de temporisation.
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L'évolution de la ﬁle d'émission est décrite dans la ﬁgure 4.20.
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Fig. 4.20  Évolution de la ﬁle d'émission lors d'un changement de débit réseau de 0.5 Mbit/s à 0.75
Mbit/s pour une durée de simulation de 6s
Dans le cas d'un système sans mécanisme cross-layer (ﬁgure 4.20(a)), la ﬁle d'émission reste à un
niveau constant, car le nouveau débit n'a aucune inﬂuence sur le débit des segments et que la fenêtre
de congestion n'atteint même pas le débit de 0.5 Mbit/s.
La ﬁle d'émission subit un pic en se remplissant lors du changement de débit jusqu'à un seuil de
36 segments dans le cas où l'on emploie le mécanisme cross-layer d'adaptation du débit TCP 4.20(b).
Cela est dû à la rafale de segments TCP, la fenêtre de congestion passant d'une valeur de 4 segments
à 67 segments, ce qui met une forte charge soudainement sur la ﬁle d'émission.
4.5.5.7 Variation de débit de 0.5 Mbit/s à 1 Mbit/s
Le passage de 0.5 Mbit/ à 1 Mbit/s n'est pas traité au vu des résultats précédents. La diﬀérence de
débit dans ce cas étant trop importante, le nombre d'expirations de temporisation va augmenter, ainsi
que la charge de la ﬁle d'émission. Dans ce cas, une adaptation douce s'impose qui pourra améliorer
les résultats. Cela signiﬁe que pour les communications courtes elle risque d'être sans eﬀets.
4.5.5.8 Conclusion pour une ﬁle inﬁnie
Nous avons démontré à travers les simulations entreprises qu'il y a un réel gain pour le protocole
TCP d'être informé du débit courant réseau pour éviter d'une part le délai croissant et d'autre part
bénéﬁcier immédiatement d'un débit réseau plus élevé (en supposant que celui-ci a été déjà alloué
par le NCC).
Le mécanisme cross-layer permet de réduire le risque de congestion, et d'assurer à quelques ex-
ceptions un délai et un taux d'occupation de la ﬁle d'émission constants et faibles. Cela représente
un avantage dans la gestion de plusieurs connexions TCP dans un système.
Dans le cas d'un changement de débit croissant, le mécanisme cross-layer permet d'envoyer rapi-
dement des données, le gain étant plus marquant dans le cas des transfert de données de courte durée.
L'inconvénient consiste en une rafale de données qui déclenche une variation du nombre de segments
dans la ﬁle d'émission et un délai croissant. Une solution serait d'adapter le débit plus doucement en
augmentant graduellement le débit TCP.
Nous avons pris comme hypothèse dans cette section une capacité de ﬁle d'émission inﬁnie. Comme
cette hypothèse de notre modèle d'étude n'est pas proche de la réalité, nous étudierons dans la suite
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le cas d'une ﬁle d'émission ﬁnie.
4.5.5.9 Résultats des simulations pour une ﬁle ﬁnie
Dans un système réel, les ﬁles d'attente ont une capacité limitée et des pertes apparaissent suite
à la congestion. Le but de cette section est de comprendre leur inﬂuence et la façon avec laquelle le
mécanisme cross-layer agit dans ce contexte pour améliorer le fonctionnement du protocole TCP.
Dans un premier temps, nous avons choisi une valeur de ﬁle d'émission de 44 segments. Suite aux
tests, cette valeur permet d'évaluer l'impact sur les débits choisis pour la simulation. Nous concluons
par l'impact des diverses tailles de ﬁle d'émission sur le fonctionnement TCP. La durée de la simulation
est toujours de 90 secondes et le changement de débit réseau se produit à l'instant t = 45 secondes.
Résultats de délai pour une variation de 1 Mbit/s à 0.5 Mbit/s Dans un premier temps,
pour un système sans mécanisme cross-layer en faisant varier le débit réseau de 1 Mbit/s à 0.5 Mbit/s
à l'instant t=45 secondes nous observons des pics de délai pour certains segments (ﬁgure 4.21(a)),
jusqu'à des valeurs d'environ 1.4 secondes. La variation du délai est importante et les eﬀets sont à
noter : le nombre d'expirations de temporisation s'élève à 279 au total. Ainsi, le délai enregistre des
variations très importantes, en raison de la diﬀérence de débit entre le débit TCP et le débit réseau,
le nouveau débit de 0.5 Mbit/s n'envoyant pas assez rapidement les segments TCP.
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Fig. 4.21  Évolution du délai lors d'un changement de débit réseau de 1 Mbit/s à 0.5 Mbit/s pour
une durée de simulation de 90s
Dans le cas du mécanisme cross-layer, les performances sont complètement diﬀérentes. Nous obser-
vons que des segments enregistrent un pic de délai lors du basculement de débit réseau. Cela est sans
eﬀet car aucune perte ni retransmission de segments ne se déclenche en raison de l'état d'équilibre
entre le débit TCP et le débit réseau induit par le mécanisme cross-layer au bout de seulement 1
seconde après le changement de débit réseau.
Résultats pour une variation de 1 Mbit/s à 0.5 Mbit/s - paramètre cwnd Le débit du
protocole TCP est illustré dans la ﬁgure 4.22. Ainsi, pour un système sans mécanisme cross-layer
4.22(a), la fenêtre cwnd souﬀre suite aux expirations de temporisation et aux pertes enregistrées, au
nombre de 9. Elle enregistre ainsi des variations importantes.
Dans le cas du système cross-layer (ﬁgure 4.22), le débit TCP colle au débit réseau à l'aide de
la fenêtre de congestion qui est modiﬁée en concordance avec le nouveau débit réseau. La version où
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Fig. 4.22  Évolution de cwnd lors d'un changement de débit réseau de 1 Mbit/s à 0.5 Mbit/s pour
une durée de simulation de 90s
l'on emploie le mécanisme cross-layer procure un gain de débit de 20% compte tenu de l'évolution
constante de la fenêtre de congestion 4.22(b).
Résultats pour une variation de 1 Mbit/s à 0.5 Mbit/s - ﬁle d'émission L'évolution de
la ﬁle d'émission est décrite dans la ﬁgure 4.23. Dans le cas sans cross-layer (ﬁgure 4.23)(a) nous
observons que la capacité de la ﬁle est atteinte ce qui explique le nombre de pertes. Les segments qui
arrivent et ne trouvent plus d'espace dans la ﬁle sont rejetés. Ainsi, le nombre de pertes s'élève à 9.
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Fig. 4.23  Évolution de la ﬁle d'émission lors d'un changement de débit réseau de 1 Mbit/s à 0.5
Mbit/s pour une durée de simulation de 90s
Dans le cas avec mécanisme cross-layer (4.23(b)), l'évolution de la ﬁle d'émission est constante sauf
au moment de changement de débit réseau. A cet instant, la diﬀérence entre l'ancien débit de 1Mbit/s
et le nouveau débit de 0.5 Mbit/s engendre une accumulation de segments dans la ﬁle d'émission, qui
est drainée au nouveau débit.
L'évolution du système sans cross-layer avec une valeur du paramètre de temporisation de 3
secondes est identique au cas que nous venons de présenter.
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Passage de de 1 Mbit/s à 0.75 Mbit/s - étude du délai Nous gardons la même taille de ﬁle
d'émission - 44 segments que dans le cas précédent.
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Fig. 4.24  Évolution du délai lors d'un changement de débit réseau de 1 Mbit/s à 0.75 Mbit/s pour
une durée de simulation de 90s
Dans le cas où le débit change de 1 Mb/s à 0.75 Mbit/s, le délai dans le cas d'un système sans
cross-layer (ﬁgure 4.24(a)), les segments subissent une augmentation identique du délai, en raison de
la diﬀérence constante entre le débit des segments TCP et le débit réseau. Comme cette diﬀérence ne
dépasse pas la capacité de la ﬁle, aucune perte n'est enregistrée et par conséquent aucune expiration
de temporisation.
Dans le cas avec mécanisme cross-layer (ﬁgure 4.24(b)), le point de basculement de débit est
accompagné par une augmentation de courte durée du délai jusqu'à ce qu'un équilibre s'installe entre
le débit TCP et le débit réseau.
Dans ce contexte le débit TCP est très similaire à celui en présence d'une ﬁle inﬁnie. Ainsi, dans
le cas d'un système sans mécanisme cross-layer 4.25(a), le changement de débit n'inﬂue pas sur le
paramètre cwnd, aucune perte ni RTO n'étant enregistré.
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Fig. 4.25  Évolution de cwnd lors d'un changement de débit réseau de 1 Mbit/s à 0.75 Mbit/s pour
une durée de simulation de 90s
Dans le cas du mécanisme cross-layer comme le montre la ﬁgure 4.25(b), le paramètre cwnd suit
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la modiﬁcation de débit réseau et diminue en conséquence. Dans ce cas, le passage de 1 Mbit/s à
0.75 Mbit/s, le mécanisme cross-layer semble ralentir le débit TCP et le rendre plus conservateur par
rapport au cas sans technique cross-layer. Cela se traduit par un gain de 1% en débit dans le cas sans
mécanisme cross-layer par rapport au système cross-layer.
L'évolution de la ﬁle d'émission est montrée dans la ﬁgure 4.26.
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Fig. 4.26  Évolution de la ﬁle d'émission lors d'un changement de débit réseau de 1 Mbit/s à 0.75
Mbit/s pour une durée de simulation de 90s
Ainsi, dans le cas sans mécanisme cross-layer 4.26(a), lors du changement de débit, la ﬁle se
remplit jusqu'à une valeur de 24 segments et reste constante jusqu'à la ﬁn de la simulation. A l'aide
du mécanisme cross-layer la ﬁle reste à un niveau constant sauf lors de la brève période lors du
changement de débit réseau à l'instant t = 45 secondes.
Le cas du passage de 0.75 Mbit/s à 0.5 Mbit/s est très similaire à celui de 1 Mbit/s à 0.75 Mbit/s.
En conséquence on a choisi de ne pas le présenter.
4.5.5.10 Conclusion
Nous avons dressé un tableau de résultats à travers les variations de débits et de capacité de
ﬁle étudiés. Ainsi, la conclusion que l'on peut tirer est que la capacité de la ﬁle d'émission a une
conséquence directe sur les performances du protocole TCP. Une telle conclusion n'est évidemment
pas surprenante.
La taille d'un buﬀer de transmission doit être au moins égale au produit capacité*délai pour
assurer l'occupation totale du lien. Pour les diﬀérents débits réseau retenus dans notre étude nous
avons calculé la taille des buﬀers correspondants.
Les résultats obtenus montrent que les performances d'un système avec mécanisme cross-layer sont
meilleures que dans le cas du système original dans certains cas. Ces cas sont caractérisés surtout
par la dimension de la ﬁle d'émission, qui joue un rôle essentiel. Ainsi, nous avons vu que la capacité
de 44 segments aﬀecte la variation de 1 Mbit/s à 0.5 Mbit/s, les eﬀets se concrétisant en pertes et
expirations de temporisation, tandis que dans le cas 1 Mbit/s à 0.75 Mbit/s, les performances TCP
ne sont pas altérées.
L'aspect le plus important à souligner suite à nos simulations est que le mécanisme cross-layer
permet de garder un délai et une occupation de ﬁle faibles et constants, sauf lors de changements de
débit réseau, la variation étant de courte durée. Cela est très important lorsqu'on veut assurer un
contrôle de congestion eﬃcace et surtout assurer des contraintes de qualité de service.
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Dans le cas du système original, même si le délai et le nombre de paquets dans la ﬁle augmentent,
cela n'a pas toujours comme conséquence une expiration de temporisation ou des pertes dûes au
débordement (cas du passage de 1 Mbit/s à 0.75 Mbit/s et une taille de ﬁle de 44 segments). Nous
avons étudié un système avec une seule connexion TCP, ce qui a simpliﬁé beaucoup l'étude et nous a
permis de tirer des conclusions plus facilement. Intéressons nous maintenant à la présence de plusieurs
ﬂux dans un réseau satellitaire DVB-S2/DVB-RCS.
4.5.6 Performances du protocole TCP en présence d'un accès concurren-
tiel au support
Nous allons désormais évaluer les performances dans un réseau satellitaire d'une connexion TCP
en présence d'aune autre application de type streaming. Ainsi, nous recherchons à mettre en évidence
le partage du support et l'impact sur les performances TCP d'un changement de débit dans ces
nouvelles conditions. La simulation a lieu au niveau du terminal satellite et l'on observe le partage
du support satellitaire entre la connexion TCP et la nouvelle application. Par rapport au transfert de
ﬁchier utilisé dans la première partie, la nouvelle application est caractérisée par un débit constant,
de type streaming. L'application est modélisée par un débit de type Poissonien, avec un débit moyen
de 0.25 Mbit/s.
Les hypothèses prises pour les simulations suivantes sont :
• une taille de ﬁle d'émission de 88, 66 et 44 segments ;
• le débit de l'application concurrente est constant, de type streaming et les ressources pour
cette application sont déjà allouées par le NCC ;
• il n'y pas de gestion de priorité dans les ﬁles d'émission ; la politique d'ordonnancement est de
type FIFO ;
• la durée simulée est de 90s avec un changement de ModCoD à l'instant t = 45 secondes ;
• RTO = 2.5 secondes ;
• les débits pris en considération dans la simulation sont de 1 Mbit/s et de 0.75 Mbit/s.
Nous détaillerons les résultats obtenus seulement pour la connexion TCP.
4.5.6.1 Capacité de la ﬁle d'émission de 88 segments
La ﬁgure 4.27 présente l'évolution du délai, de la fenêtre de transmission et de la ﬁle pour un
système sans mécanisme cross-layer.
On observe des variations importantes du délai et de l'occupation de la ﬁle lors du changement de
débit. Cela provient du grand nombre d'expirations de temporisation (228). Le nombre de pertes est
faible, en raison de la grande capacité de la ﬁle (88 segments). La variation de la ﬁle d'émission est
déterminée par le nombre d'expirations de temporisation qui joue sur le débit TCP et sur la fenêtre
cwnd comme on peut l'observer dans la ﬁgure 4.27(b) .
La ﬁgure 4.28 présente les mêmes courbes pour un système avec mécanisme cross-layer. Par rapport
au cas sans mécanisme cross-layer, la variation du délai et de la ﬁle est moins importante, la valeur
moyenne du délai après le changement de débit se situant autour de la valeur d'1 seconde. Le gain
en débit en utilisant le mécanisme cross-layer est de 10%. L'occupation de la ﬁle enregistre moins de
variations que dans le cas sans mécanisme cross-layer mais plus que dans le cas où la connexion TCP
bénéﬁciait seule des ressources du système.
4.5.6.2 Capacité de la ﬁle d'émission de 66 segments
Dans le cas d'une ﬁle d'une capacité de 66 segments et en présence d'un système sans mécanisme
cross-layer (ﬁgure 4.29), les résultats montrent que la variation du délai est importante, ainsi que
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Fig. 4.27  Simulation d'un accès concurrentiel avec une ﬁle ﬁnie de 88 segments - le système original
l'occupation de la ﬁle. Ceci provient d'un nombre de pertes élevé (32) et d'un nombre important
d'expirations de temporisation (291) qui inﬂue sur le débit TCP comme le montre la ﬁgure 4.29(b).
Avec le mécanisme cross-layer (ﬁgure 4.30), le délai et la ﬁle sont sujets à moins de variations que
dans le cas d'un système sans technique cross-layer. De plus, le délai, le débit obtenu et l'occupation
de la ﬁle présentent les mêmes valeurs que dans le cas avec une capacité de ﬁle de 88 segments.
Finalement, le gain en débit du système cross-layer est de 15%.
4.5.6.3 Capacité de la ﬁle d'émission de 44 segments
Le dernier cas étudié est celui d'un système doté d'une ﬁle à capacité limitée de 44 segments.
Dans le cas du système original dont les résultats sont montrés dans la ﬁgure 4.31, on observe que les
critères recherchés, le délai, la fenêtre de transmission et la ﬁle d'émission subissent le changement
de débit réseau plus profondément que dans les cas précédents. La capacité de la ﬁle de 44 segments
induit des variations plus fréquentes dans le délai, l'occupation de la ﬁle et le débit du protocole TCP.
Cela est dû à de très mauvaises performances en terme d'échéances du RTO (570) et pertes (134).
Dans le cas du mécanisme cross-layer, les variations du délai, de la fenêtre TCP et de la ﬁle
d'émission sont moins fréquentes lors du changement de débit que dans le cas du système original
et cela en raison de la limitation du débit TCP (ﬁgure 4.32(b)) mais elles existent néanmoins. Un
nombre de 107 expirations de temporisation et 24 pertes est enregistré. Le gain en débit du système
cross-layer est de 13% par rapport au système original.
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mécanisme cross-layer
88 Chapitre 4. Le protocole TCP dans les réseaux satellitaires
 0
 0.5
 1
 1.5
 2
 0  10  20  30  40  50  60  70  80  90
D
él
ai
 se
gm
en
ts 
TC
P 
(se
co
nd
es)
Temps (s)
(a) Délai segments (s)
 0
 20
 40
 60
 80
 100
 0  10  20  30  40  50  60  70  80  90
Cw
nd
 (s
eg
me
nts
)
Temps (s)
(b) La fenêtre cwnd
 0
 20
 40
 60
 80
 100
 0  10  20  30  40  50  60  70  80  90
Fi
le
 é
m
iss
io
n 
(se
gm
en
ts)
Temps (s)
(c) La ﬁle d'émission
Fig. 4.29  Simulation d'un accès concurrentiel avec une ﬁle ﬁnie de 66 segments - système original
Conclusion du chapitre
Nous avons mis en avant dans ce chapitre les avantages d'une proposition cross-layer lors d'un
changement de débit réseau au niveau d'un terminal satellite RCST jouant le rôle de passerelle entre
le réseau terrestre et le réseau satellitaire. En utilisant un mécanisme cross-layer simple et eﬃcace
nous avons montré à travers les résultats obtenus qu'autant pour une ﬁle de capacité inﬁnie que pour
une ﬁle de capacité ﬁnie, le mécanisme cross-layer proposé permet d'éviter les pertes et les expirations
de temporisations dû au débordement de la ﬁle.
Nous pensons également que notre proposition de mécanisme cross-layer peut être combinée avec
une autre technique qui consiste à adapter également le débit TCP en fonction de état d'occupation
des buﬀers d'émission. Un tel mécanisme a été proposé dans [91] dans le même contexte que notre
mécanisme : un réseau géostationnaire avec un satellite transparent. En choisissant d'implanter la
technique cross-layer au niveau du RCST nous veillons à ce que le nombre de modiﬁcations apportées
dans le réseau reste raisonnable, en laissant les systèmes utilisateur inchangés.
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Chapitre 5
Les techniques d'ordonnancement
dans les réseaux satellitaires
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5.1 Introduction
Les techniques d'ordonnancement ont été adaptées pour accompagner l'évolution des réseaux de
communication et les demandes croissantes des applications en termes de débit, délai ou gigue. Nous
sommes passés du FIFO ou premier arrivé, premier servi, à des techniques capables d'assurer une
qualité de service et tirer bénéﬁce de la capacité variable du support.
Dans un système de communication, un mélange d'applications temps réel (vidéo, multimédia,
etc) et best-eﬀort (web, ftp) est déployé. D'une manière générale, l'ordonnancement est une étape
essentielle dans l'assurance des garanties de service des applications temps-réel mais aussi d'un débit
aux services best-eﬀort.
Les techniques d'ordonnancement ont donc évolué dans le but de s'adapter à une telle variation
de sources de données. Dans les réseaux sans ﬁl où l'on peut observer une capacité limitée, l'équité de
ces mécanismes est mise en question et entre souvent en contradiction avec les contraintes de qualité
de service. Les conditions de transmission étant variables, la prise en compte des changements de
débits dans les techniques d'ordonnancement peut engendrer de meilleures performances par rapport
aux cas classiques.
Nous cherchons dans ce chapitre à retracer une évolution des mécanismes d'ordonnancement pro-
posés dans la littérature. Nous passons passe en revue leurs principales caractéristiques en proposant
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des critères de classiﬁcation et nous étudions la conception d'une solution d'ordonnancement pour les
réseaux satellitaires.
5.2 Présentation générale de l'ordonnancement
5.2.1 Illustration du concept d'ordonnancement
L'ordonnancement est un concept clé dans l'allocation de ressources d'un système de communica-
tion. Le principe a été déﬁni tout d'abord dans un contexte de partage du processeur d'un système
informatique. Pour gérer l'accès au processeur, la mise en ÷uvre d'une politique de partage de celui-ci
est nécessaire qui assure que toutes les tâches y ont accès selon une stratégie prédéﬁnie : à tour de
rôle, par priorité, etc.
Dans un contexte réseau, le processus d'ordonnancement a comme but principal de partager le
support entre les ﬂux de données entrants dans le système et de décider la composition des ﬂux
sortants comme le montre la ﬁgure 5.1.
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Fig. 5.1  Exemple de système de ﬁle d'attente et d'une politique d'ordonnancement
D'une manière générale, un ﬂux est déﬁni au niveau réseau comme une série de paquets traversant
la même route à partir de la source jusqu'à la destination et nécessitant le même type de service au
niveau de chaque routeur et passerelle [161]. De plus, tout paquet appartient d'une manière unique à
un ﬂux qui peut être déterminé en fonction de son en-tête.
La notion de ﬂux est donc très générale et elle s'applique dans les réseaux oﬀrant des services sans
connexion tels que les réseaux IP aussi bien que dans des réseaux tels que X.25 et ATM. Par exemple,
dans un réseau IP, un ﬂux est constitué par les paquets avec le même quintuplet d'adresses source et
destination IP, numéro de protocole de transport et numéro de port.
L'ordonnancement est le plus souvent un mécanisme de niveau liaison de données ou de niveau
réseau, responsable de la gestion des ﬁles. Nous nous concentrons sur l'ordonnancement de niveau
liaison de données dans les ﬁles duquel sont stockées les trames. Ainsi, les trames des ﬂux sont choisies
pour être transmises sur le support suivant une politique bien déﬁnie au niveau de l'ordonnanceur.
Le processus d'ordonnancement prend en compte les techniques de communication proposées par le
réseau, par exemple, dans les systèmes sans ﬁl, de type TDMA où l'allocation de ressources est réalisée
sous forme de slots temporels, le mécanisme d'ordonnancement décide l'allocation de ces slots aux
diﬀérents ﬂux.
Dans un réseau satellitaire, le processus d'allocation de ressources spéciﬁé dans par la norme DVB-
RCS met en place un accès au support en utilisant des slots temporels alloués par le contrôleur de
traﬁc (NCC). Le mécanisme d'ordonnancement est déployé au niveau du terminal satellite (RCST)
pour la voie montante et au niveau de la gateway pour la voie descendante. Ainsi, au niveau du
terminal satellite, les slots pour la voie retour sont distribués aux ﬂux existants, tandis qu'au niveau
de la gateway, la distribution de slots permet l'envoi des trames sur la voie aller. La problématique
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est donc spéciﬁque à chaque sens de communication. Sur la voie descendante, la prépondérance de la
diﬀusion vidéo conduit à des méthodes simples et peu adaptatives.
Il est donc important de proposer des méthodes plus souples permettant l'intégration de nouveaux
services tout en préservant une qualité de service acceptable aux applications historiques.
5.2.2 Classiﬁcation des mécanismes d'ordonnancement
Dans cette partie, nous passons en revue les principales caractéristiques qu'un outil d'ordonnan-
cement peut présenter dans le but d'identiﬁer celles qui sont désirables pour une technique d'ordon-
nancement dans un réseau satellitaire. Nous distinguons deux catégories de critères permettant une
classiﬁcation des mécanismes d'ordonnancement, les critères qualitatifs et les critères quantitatifs.
5.2.2.1 Critères qualitatifs d'évaluation des techniques d'ordonnancement
La stabilité d'un mécanisme d'ordonnancement consiste en sa capacité à maintenir un système
stable en empêchant les ﬁles d'attente de s'allonger indéﬁniment. La stabilité reste un concept théo-
rique dans le contexte réel où la taille ﬁnie des ﬁles et les mécanismes de contrôle d'admission em-
pêchent un système de devenir instable. Néanmoins, l'instabilité peut se reﬂéter dans les mauvaises
performances en terme de délai et de pertes d'un système de communication en raison des grandes
variations que les ﬁles d'attente peuvent expérimenter surtout en présence de rafales de données.
Le coût calculatoire de la majorité des mécanismes d'ordonnancement qui sont proposés dans
un contexte de modélisation d'un ﬂux par session, est directement proportionnel au nombre de ses-
sions. Plus le nombre est grand, plus le coût calculatoire augmente. La complexité calculatoire a fait
l'objet de plusieurs études, les premières techniques oﬀraient des coûts calculatoires de O(log(n))
[153, 159], n étant le nombre de ﬂux actifs.
Le passage à l'échelle des techniques d'ordonnancement permet d'évaluer le comportement face
à un nombre importants de ﬂux. Dans un routeur de c÷ur de réseau, déﬁnir une technique au niveau
des ﬂux compromet le passage à l'échelle en raison du nombre très grand de ﬂux et la politique
d'ordonnancement au niveau des ﬂux devient non déployable.
L'eﬃcacité d'une technique d'ordonnancement consiste en une utilisation maximale de la capacité
du système c'est-à-dire servir le plus grand nombre possible de ﬂux. Ainsi, une technique est plus
eﬃcace qu'une autre si elle permet de garantir de meilleures performances dans un système à charge
donnée.
L'isolation des ﬂux caractérisés par diﬀérents débits et diﬀérents types de contrôles de conges-
tion est une mesure nécessaire dans l'assurance des garanties demandées surtout celles qui concernent
les contraintes temporelles. Ainsi, le débit d'une source ne doit pas empêcher les autres ﬂux de rece-
voir leur part de service. A titre d'exemple, les mécanismes dits équitables prévoient que chaque ﬂux
reçoive sa part de débit tandis que d'autres tels que FIFO n'oﬀrent pas d'isolation de ﬂux.
La ﬂexibilité des techniques d'ordonnancement consiste à prendre en compte les diﬀérents types
de traﬁc des ﬂux et oﬀrir les garanties demandées par ceux-ci. Ainsi, les ﬂux best-eﬀort et les ﬂux
temps-réel peuvent co-exister en recevant un service satisfaisant. De plus, avec le nombre croissant
d'applications dans les réseaux de communication, les techniques d'ordonnancement devront être
ﬂexibles de sorte à garantir un nombre varié de contraintes de délai, de débit et de taux de pertes à
des ﬂux ayant des besoins hétérogènes en terme de qualité de service.
L'équité est la propriété de l'ordonnancement permettant d'assurer que la proportion entre les
ressources souhaitées et les ressources obtenues sera sensiblement la même pour tous les ﬂux. L'équité
a donc comme but de répartir les ressources du système entre ﬂux conformément aux proportions
déﬁnies dans leurs exigences. Cela n'est possible qu'à travers la mise en ÷uvre d'isolation des ﬂux.
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5.2.2.2 Critères quantitatifs d'évaluation des techniques d'ordonnancement
Des critères quantitatifs peuvent être calculés et mesurés suite au service reçu par les ﬂux dans le
processus d'ordonnancement.
Le débit reçu par un ﬂux lors du processus d'ordonnancement dépend du service reçu. Le débit
représente une contrainte de qualité de service pour des services type multimédia. Dans un réseau
sans ﬁl, le débit dépend en plus de l'état du support de l'utilisateur et aussi du nombre de paquets
en attente dans les ﬁles.
Le délai des paquets servis par le processus d'ordonnancement représente un critère important
en raison du fait qu'une grande valeur du délai peut induire des expirations de temporisation en
diminuant ainsi les performances du système de communication. La variation de ce délai, ou gigue,
est également une métrique importante puisqu'elle peut pénaliser la reproduction des médias tem-
porellement contraints. Des mécanismes fondés sur des buﬀers peuvent aider à les limiter, mais au
prix d'un délai supplémentaire. La gigue est également un indicateur de la stabilité du système de
communication. Le délai des paquets est important du fait que, pris en compte, il permet d'éviter
les expirations de temporisation qui pénalisent les protocoles de communication tels que TCP. Un
ordonnancement en fonction du délai permettrait ainsi de fournir de meilleures performances aux
entités protocolaires hautes.
5.2.3 Historique des mécanismes d'ordonnancement
5.2.3.1 Quelques exemples d'ordonnancement basiques
L'historique que nous réalisons dans cette partie retrace l'évolution du déploiement des techniques
d'ordonnancement, d'abord dans les réseaux ﬁlaires et ensuite dans les réseaux sans ﬁl. Nous retraçons
à travers le passage en revue des mécanismes d'ordonnancement l'évolution de ces techniques, en
passant par des techniques d'ordonnancement dites équitables et des mécanismes d'ordonnancement
pouvant assurer des garanties de qualité de service.
L'ordonnancement FIFO L'ordonnancement de type FIFO ou premier arrivé, premier servi,
représente un des premiers mécanismes d'ordonnancement proposés dans les réseaux de paquets.
Les avantages de cette politique d'ordonnancement est sa simplicité et l'eﬃcacité qui en résulte à
faible charge, mais les performances se révèlent mauvaises à forte charge. Ainsi, l'équité et la qualité
de service ne sont pas assurées. Dans le cas d'un déploiement dans les réseaux de communication
sans ﬁl, l'état du canal a une forte inﬂuence sur les performances de cet algorithme, qui montre des
performances faibles en terme d'équité et de débit [167].
L'ordonnancement round robin La politique round-robin [145] ou tourniquet est un algorithme
d'ordonnancement courant dans les systèmes d'exploitation comme Unix. Il consiste à servir une liste
de processus ou tâches sans priorité en attribuant un quantum de temps ﬁni à chacun(e).
Dans les réseaux de communication, la technique tourniquet permet de servir les ﬂux à tour de
rôle, chaque ﬂux étant servi de la même manière. Par exemple, le service consiste à choisir le même
nombre de paquets pour chaque ﬂux. Dans ce cas, à première vue, le round-robin est un mécanisme
équitable, mais en présence de tailles diﬀérentes de paquets perd cette caractéristique. De plus, aucune
garantie de service n'est assurée en utilisant ce type d'ordonnancement. Il permet en revanche une
certaine isolation entre les ﬂux.
L'ordonnancement Max SNR Le principe de choisir les utilisateurs avec de bonnes conditions
de transmission porte le nom de Max SNR et il a été proposé pour la première fois dans [172]. Le
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principe Max SNR consiste à choisir l'utilisateur qui bénéﬁcie du meilleur rapport signal à bruit ou
signal-to-noise ratio (SNR) en anglais.
Cette technique est très attractive du point de vue de l'eﬃcacité du système en permettant de
maximiser la capacité du système en oﬀrant un accroissement de 20% à 120% [173] par rapport aux
algorithmes qui ne prennent pas en compte l'état du canal tels que l'ordonnancement round-robin ou
l'algorithme FIFO. En revanche, l'équité et les contraintes de qualité de service ne sont pas garanties
par cette technique.
5.2.3.2 Présentation de l'ordonnancement équitable
Un système de communication dispose d'une capacité ﬁnie d'un support à partager entre un
nombre d'utilisateurs potentiellement grand. L'ordonnancement équitable assure le partage des res-
sources du réseau de manière homogène entre les utilisateurs. Il repose sur un principe de base : la
séparation des sources de manière à empêcher que le débit d'une source porte préjudice à d'autres
sources.
Déﬁnition de l'équité La notion d'équité a été utilisée dans des contextes économiques, systèmes
d'exploitation et réseaux de communication lorsqu'une quantité de ressources (richesse, temps de
traitement, bande passante, etc.) est à partager entre plusieurs bénéﬁciaires. Dans les réseaux de
communication, les bénéﬁciaires sont les ﬂux de données et la ressource est le temps de transmission
sur un support. Ainsi, l'équité peut être déﬁnie selon les conditions suivantes :
• Un ﬂux a droit à la même proportion de ressources du réseau que tout autre ﬂux.
• Un ﬂux peut utiliser plus de ressources que les autres ﬂux si l'excès de ressources n'aﬀecte pas
les autres ﬂux.
Il est important de disposer d'un critère permettant de préciser si une allocation de ressources est
équitable.
L'équité du processus d'ordonnancement Il n'existe pas de méthode universellement reconnue
pour évaluer l'équité d'un mécanisme d'ordonnancement [146]. D'une manière générale, le système
pour être qualiﬁé d'équitable devrait servir les ﬂux en fonction de leurs réservations et ne pas pénaliser
les ﬂux pour un service reçu en excès auparavant, par lui ou par un autre. Des critères permettant
de préciser si une allocation de ressources est équitable ont été proposés pour la première fois pour
les réseaux ﬁlaires en déﬁnissant des indices. Trois indices principaux sont connus : l'indice de Gini
[142], l'indice de Jain [143] et le critère max-min [144] ; ils ont été utilisés dans diﬀérentes études pour
qualiﬁer les mécanismes d'allocation de ressources. En particulier, l'allocation équitable de type max-
min alloue le débit en donnant la priorité aux ﬂux à faible débit. A la ﬁn, la modiﬁcation d'un débit
alloué à un ﬂux n'est pas possible sans diminuer le débit des autres ﬂux. De plus, si cette allocation
existe, elle est unique.
Plusieurs autres mesures d'équité ont été proposées dans la littérature :
• Une mesure pour l'équité a été proposée dans [158] sous le nom d'indice d'équité du service ou
Service Fairness Index (SFI). Elle mesure la diﬀérence entre les services reçus par deux ﬂux
dans un intervalle quelconque.
• La borne absolue d'équité ou Absolute Fairness Bound (AFB) mesure la diﬀérence entre les ser-
vices obtenus sous une discipline d'ordonnancement quelconque et sous la politique de référence
théorique Generalized Processor Sharing (GPS) [150].
• Il s'avère que la borne absolue d'équité (AFB) est diﬃcilement calculable [147]. En raison de
cette diﬃculté de calcul, une autre mesure a été proposée, la borne d'équité relative (RFB)
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mesurant la diﬀérence maximale de service reçu par deux ﬂux quelconques sous la même
politique d'ordonnancement. RFB correspond ainsi à la mesure proposée par Golestani.
• Un autre critère, l'indice maximum de non équité ou Worst-case Fairness Index (WFI) est
proposé dans [156] et mesure le délai supplémentaire d'un paquet dans les ﬁles en attendant
le service par rapport au délai qu'il aurait subi avec GPS, délai normalisé par le poids du ﬂux.
Ainsi, le maximum des indices de tous les ﬂux représente la mesure d'équité d'une politique
d'ordonnancement par rapport au mécanisme GPS.
Il est important de remarquer que tous les critères fondés sur une comparaison entre une poli-
tique d'ordonnancement quelconque et la politique GPS est diﬃcilement déployable en raison de la
complexité de la politique GPS comme on le verra par la suite. De plus, les mesures évoquées visent
des politiques fondées sur des poids attachés aux ﬂux. L'hypothèse prise dans ces cas est celle que les
poids sont alloués (a priori) et sont statiques. Une solution consiste dans une modiﬁcation du WFI
adaptative de façon à prendre en compte le changement des poids [148].
5.2.3.3 L'ordonnancement équitable dans les réseaux ﬁlaires
Processor sharing Les algorithmes d'ordonnancement équitables sont tous inspirés de la politique
de partage du processeur dans les systèmes informatiques appelée processor-sharing (PS) [149]. Dans
un contexte avec un seul serveur, N ﬁles correspondant à N ﬂux, chaque ﬁle étant gérée en mode FIFO,
le PS propose une manière équitable max-min de partager le service entre les tâches. Les hypothèses
prises dans le cadre de cette politique équitable sont les suivantes :
1. le traﬁc est inﬁniment divisible ;
2. tous les ﬂux actifs sont servis en même temps, à un débit de 1/N du débit du lien, où N
représente le nombre de ﬂux actifs.
Bien qu'une gestion des ﬂux en ﬁles séparées ne puisse pas, seule, fournir de garanties de qualité
de service, l'utilisation de mécanismes de gestion des buﬀers et de mécanismes comme le leaky-bucket
dans les mécanismes qui émulent PS permet de fournir un délai faible, une allocation équitable et des
performances stables en cas de forte charge [149].
Dans un réseau de communication, on ne peut pas interrompre la transmission d'un paquet pour
en transmettre un autre, comme dans le cas théorique du mécanisme PS fondé sur un traﬁc inﬁniment
divisible. Une émulation du mécanisme PS en considérant les ﬂux comme une série de paquets [153]
est proposée sous le nom d'ordonnancement équitable ou fair queueing en anglais.
Generalized processor sharing Une généralisation du mécanisme PS est l'ordonnancement dé-
nommé Generalized Processor Sharing (GPS) [150, 151] qui propose un service pondéré pour les ﬂux
actifs dans le système. Il assure une équité max-min. La politique GPS oﬀre des débits diﬀérents
pour les ﬂux en utilisant des poids sans aucune connaissance sur les caractéristiques des processus
d'arrivée des ﬂux. En supposant que le lien possède un débit constant égal à r, les poids des ﬂux
étant déﬁnis par φi, i étant le numéro de ﬂux, i = 1..N où N le nombre de ﬂux actifs, F = [1, .., n],
le poids φi détermine la quantité de débit ri du débit total r qu'un ﬂux i reçoit pendant l'intervalle
[τ, t] conformément à l'équation (5.1).
ri =
φi∑
j∈F φj
r. (5.1)
Dans le cas où tous les poids φi sont égaux, le GPS est identique au cas d'ordonnancement
équitable, PS. Un serveur GPS assure que tout ﬂux reçoit au moins sa part de débit spéciﬁé par le
poids associé comme le montre l'équation 5.2.
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ri(τ, t)
rj(τ, t)
≥ φi
φj
,∀i, j ∈ F et∀τ, t (5.2)
pour tout ﬂux actif pendant l'intervalle [τ, t] où ri(τ, t) représente le débit transféré par un ﬂux
pendant l'intervalle [τ, t].
Le mécanisme GPS sert chaque ﬂux i avec son débit minimal spéciﬁé dans l'équation (5.1). La
capacité non utilisée par les autres ﬂux est répartie entre les ﬂux suivant les poids assignés. Ainsi, GPS
oﬀre une isolation des ﬂux, une équité pondérée optimale et ﬁnalement un délai faible. Le mécanisme
GPS est considéré comme idéal car il permet aux ﬂux actifs dans le système d'envoyer des données
simultanément, à diﬀérents débits et en considérant que les paquets sont inﬁniment divisibles (théorie
des ﬂuides). Ainsi, la technique GPS représente un modèle de référence dans la littérature en raison
de la garantie du délai de bout-en-bout en association avec des mécanismes tels que le leaky bucket
[150, 151].
Le choix des poids peut traduire une diﬀérenciation des services des ﬂux en diﬀérentes classes de
service. Le problème principal qui se pose consiste à choisir les poids de façon à permettre le respect
des contraintes QoS [154, 155].
Les implantations de GPS Le mécanisme GPS n'a pas été implanté en raison de son caractère
strictement théorique mais son fonctionnement a été modélisé par d'autres politiques d'ordonnance-
ment équitables pondérées.
Une première implantation a été Weighted Fair Queueing (WFQ) [153] ou PGPS [150] qui consi-
dère les ﬂux comme une série de paquets de taille variable. En utilisant des mécanismes tels que le
leaky bucket, les résultats montrent que des garanties de délai et de débit sont assurées. Avec une
complexité de O(log(N)), où N est le nombre de sessions, WFQ n'est pas assez eﬃcace dans les ré-
seaux à haut débit. De plus, l'ordonnancement temporel implique une modélisation du temps réel et
un calcul de l'étiquette temporelle associée à chaque paquet qui s'avèrent très coûteux [152].
Une autre modélisation, Worst case Fair Weighted Fair Queueing ( WF 2Q) [156] a été proposée
pour pallier les incohérences observées entre WFQ et GPS. Le nouveau mécanisme, WF 2Q, est
capable de réduire le plus long délai subi par un paquet. A cette ﬁn, les temps de ﬁn et de début de
traitement des paquets dans le modèle GPS sont pris en compte, le mécanisme WF 2Q étant ainsi la
politique la plus ﬁdèle du modèle GPS.
Self-Clocked Fair Queueing (SCFQ) [158] a été proposée pour réduire la complexité de calcul par
rapport au modèle WFQ. L'inconvénient de cette technique provient du délai qui augmente avec le
nombre de sessions ; les propriétés de GPS ne sont plus respectées dans ce cas.
L'horloge virtuelle, Virtual Clock [159] respecte les même contraintes de délai que WFQ en ex-
hibant un calcul simple mais l'équité n'est pas assurée. De plus, un ﬂux qui a bénéﬁcié d'un débit
en excès sera pénalisé [150, 160] ce qui n'est pas le cas pour les autres techniques d'ordonnancement
équitables de type GPS.
Une modiﬁcation du mécanisme round-robin équitable est le mécanisme round-robin déﬁcitaire,
Deﬁcit Round Robin (DRR) [161]. Par rapport à la complexité de calcul exhibée par le mécanisme
original, GPS, le DRR conduit à une complexité de calcul de O(1). Le mécanisme round-robin dé-
ﬁcitaire utilise une variable d'état par ﬂux mesurant l'inéquité entre les ﬂux, ainsi l'équité fournie
par ce mécanisme DRR est presque optimale en terme de débit. De plus, DRR est insensible à la
distribution des tailles des paquets et au processus d'arrivée des paquets (exponentiel, constant).
Le modèle GPS et ses implantations fondées sur l'utilisation des poids présentent des limitations,
l'une d'elles étant la nature statique de ces poids qui rendent le système non eﬃcace en cas de
changement du débit demandé par les ﬂux. De plus, ces mécanismes fondés sur les poids s'avèrent
diﬃciles à mettre en ÷uvre, en raison du réglage en ligne de leur valeur [157]. Ainsi, les poids devront
être estimés à partir des caractéristiques du traﬁc des utilisateurs, de la taille des ﬁles, des débits
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alloués à chaque utilisateur, du nombre d'utilisateurs, etc. Les poids sont fondés sur ces paramètres
du système et varient dès qu'un de ces paramètres change. Ce processus ajoute de la complexité et
ralentit le mécanisme d'ordonnancement ce qui dans le cas d'un système dynamique peut s'avérer
impossible à implanter.
5.2.3.4 L'ordonnancement équitable dans les réseaux sans ﬁl
Le contexte L'application directe des mécanismes d'ordonnancement ﬁlaires découlant de GPS
n'est pas possible eﬃcacement en raison des caractéristiques intrinsèques des réseaux sans ﬁl. Dans
un réseau sans ﬁl, un utilisateur peut avoir de bonnes conditions de transmission tandis qu'un autre,
dans une autre location, peut ne pas arriver à communiquer et donc ne pas bénéﬁcier du débit alloué.
Les caractéristiques des systèmes sans ﬁl sont présentées dans plusieurs études [168, 187], et nous
les rappelons pour mettre en exergue la spéciﬁcité de l'ordonnancement dans les réseaux sans ﬁl :
• le support présente des variations induisant des erreurs de transmission à la réception ; de plus,
les pertes arrivent en général en rafales ;
• les erreurs et la capacité perçues par un utilisateur dépendent de sa localisation ;
• l'état du support varie sur plusieurs échelles de temps : courte et longue, engendrant ce qu'on
appelle le fast fading et le slow fading. En conséquence, par rapport au support ﬁlaire, la
capacité du support sans ﬁl est variable.
D'autres contraintes s'ajoutent parmi lesquelles nous pouvons citer le fait que les systèmes de com-
munication bénéﬁcient d'une capacité inférieure aux supports ﬁlaires ou encore que la puissance de
transmission est limitée des équipements mobiles qui utilisent les communications sans ﬁl. Dans ce
contexte, le mécanisme d'ordonnancement doit s'adapter à ces caractéristiques en étant en même
temps eﬃcace (utiliser la capacité disponible pour transmettre un maximum de données) et équitable
(les utilisateurs avec des conditions mauvaises ne seront pas pénalisés).
La diﬃculté majeure pour le processus d'ordonnancement reste l'allocation des ressources aux
utilisateurs bénéﬁciant d'un mauvais état du lien, pour lesquels la transmission échoue en raison des
pertes engendrées par le support. Ainsi, en l'absence de prise en compte de l'état du support d'un
utilisateur, l'ordonnancement risque de gaspiller les ressources attribuées à un tel utilisateur et bloque
les autres possédant un bon support.
Prendre en compte l'état du support vu par les utilisateurs dans le processus d'ordonnancement
permet d'accroître le débit total [167]. En principe, dans un réseau sans ﬁl, la station de base ou le
contrôleur de traﬁc eﬀectue l'allocation de ressources et réalise l'ordonnancement avec une connais-
sance des conditions de transmission des utilisateurs.
[169, 171] identiﬁent des critères à respecter par un mécanisme d'ordonnancement dans un réseau
sans ﬁl :
1. équité à long terme pour toutes les sessions, y compris celles qui ont eu de mauvaises conditions
de transmission ;
2. équité à court terme entre les sessions actives ayant de bonnes conditions de transmission ;
3. délai borné pour les paquets des sessions avec un mauvais support ;
4. garantie de débit à court terme pour les sessions bénéﬁciant de bonnes conditions de transmis-
sion ;
5. garantie de débit à long terme pour les sessions avec de mauvaises conditions ;
6. garanties de débit et de délai pour les sessions le demandant ;
7. dégradation lente pour les sessions qui bénéﬁcient de bonnes conditions de transmission ce qui
signiﬁe que pendant tout intervalle d'ordonnancement un taux du service demandé doit être
fourni.
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Des implantations du modèle GPS dans les réseaux sans ﬁl ont été proposées, pour des systèmes
CDMA/TDMA [162] ainsi que pour des systèmes OFDM [163].
Modélisation de l'équité dans les réseaux sans ﬁl Le principe d'équité dans les réseaux sans
ﬁl a été introduit dans [168] sous le nom de Wireless Fluid Fair Queueing (WFFQ). Le mécanisme
repose sur WFQ avec quelques modiﬁcations nécessaires en raison des caractéristiques du support
sans ﬁl. Le but de cet algorithme est de préserver l'équité fournie par la politique WFQ en compensant
les utilisateurs se trouvant dans l'impossibilité d'envoyer leurs données, leur service étant donné aux
ﬂux bénéﬁciant d'un bon support. Des mécanismes de compensation sont ainsi mis en ÷uvre pour
que l'équité soit assurée, les ﬂux ayant raté leur service le récupéreront sur le service des ﬂux qui les
ont remplacés.
Ce mécanisme de compensation empêche d'autres sessions d'accéder au support, fait remarqué
dans [169]. Par conséquent, des bornes sur la compensation des ﬂux en erreur sont imposées. Le modèle
WFFQ suppose un service par bit ce qui n'est pas réaliste. Le mécanisme Idealized Wireless Fair
Queueing (IWFQ) [168] modélise le principe d'ordonnancement équitable WWFQ dans les réseaux
sans ﬁl, en modélisant les ﬂux sous forme de paquets. IWFQ permet d'obtenir les garanties suivantes :
équité à long terme, garantie du délai pour les ﬂux sans erreur et avec erreur à long terme. En revanche,
l'équité à court terme et les limites du délai à court terme ne sont pas assurées.
IWFQ n'étant pas déployable, un mécanisme plus réaliste prenant en compte une détection de
l'état du canal,Wireless Packet Scheduling (WPS) [168] est proposé. Celui-ci permet d'obtenir l'équité
à court terme à l'intérieur d'une trame et à travers la notion de crédit, l'équité à long terme des ﬂux
est préservée. Face à des erreurs corrélées, le mécanisme WPS est meilleur que IWFQ, en revanche,
avec des erreurs aléatoires, les performances sont moins bonnes.
Modélisation du support Des études ont porté sur la notion d'ordonnancement équitable dans les
réseaux sans ﬁl en prenant en compte l'état du canal [168, 169, 171]. Elles prennent comme hypothèses
une connaissance parfaite de l'état du canal et une modélisation de ce dernier en deux états : bon
et mauvais. Cette caractérisation semble trop simpliste pour des situations réelles qui permettent
de communiquer en cas de détérioration des conditions de transmission en utilisant des mécanismes
comme la modulation et le codage adaptatifs, le changement de forme d'onde, etc.
Ordonnancement à base de crédits Des algorithmes d'ordonnancement fondés sur des méca-
nismes à crédits ont été proposés dans les systèmes sans ﬁl de type CDMA de sorte à garantir le débit
et l'équité du traﬁc sur la voie descendante et la voie montante. Le mécanisme d'ordonnancement à
crédits est plus facile à implanter que la politique GPS ou les versions qui la modélisent. Un exemple
est CDGPS, code-division GPS [170], qui alloue un débit dynamique par slot pour les stations mobiles
d'une manière équitable au lieu d'allouer un temps de service comme le modèle GPS. Cette étude
prend en compte le fait que la capacité d'un lien montant dans un réseau sans ﬁl change en fonction
des interférences et des demandes des utilisateurs. En utilisant les crédits, l'équité à long terme et
le débit sont garantis même si à court terme l'équité n'est pas assurée. Les résultats montrent que
le C-CDGPS [170] modélise la politique GPS, et assure une utilisation des ressources supérieure au
modèle GPS en utilisant les crédits.
5.2.4 L'ordonnancement de type opportuniste
5.2.4.1 L'intérêt de l'ordonnancement opportuniste
Comme déjà mentionné dans la section précédente, favoriser les ﬂux qui bénéﬁcient de bonnes
conditions du support dans le processus d'ordonnancement présente des avantages non négligeables
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dans les réseaux sans ﬁl avec une capacité limitée. Ainsi, parmi ces avantages nous pouvons citer :
l'augmentation du débit total du système, la réduction de la non équité [167] ou la réduction du
délai pour les utilisateurs avec de bonnes conditions de transmission. De ce fait, l'ordonnancement
capable de gérer et de prendre en compte l'état du support est appelé opportuniste et son but est de
maximiser la capacité du système de transmission appelée aussi eﬃcacité spectrale.
Néanmoins, l'inconvénient majeur de l'ordonnancement opportuniste consiste à priver les utilisa-
teurs dans de mauvaises conditions de transmission d'accès au support. Ainsi, ils se trouvent sans
ressources pour une période de temps non spéciﬁée et en subissent des conséquences : le délai des pa-
quets de ces utilisateurs augmentent et les temporisations des paquets peuvent éventuellement expirer,
l'équité à court terme dans ces conditions n'est pas garantie tandis que l'équité à long terme est aussi
en danger si des mécanismes de compensation capables de rendre le service perdu aux utilisateurs
retardés ne sont pas mis en ÷uvre.
Le mécanisme d'ordonnancement Max SNR mentionné au début de ce chapitre est inéquitable et
peut rendre le système instable. Ainsi, il n'est pas déployé en l'état, mais en association avec d'autres
mécanismes pour compenser la non équité.
5.2.4.2 Ordonnancement opportuniste adapté
Un exemple de mécanisme d'ordonnancement très connu et qui prend en compte l'état du canal et
l'équité est l'ordonnancement équitable pondéré , proportional fairness (PF) [164, 165]. Cette politique
de partage représente une référence dans le domaine des techniques d'ordonnancement équitables.
Elle permet d'allouer des débits proportionnels aux débits d'arrivée. Elle permet un compromis entre
l'équité et l'eﬃcacité, ainsi, le mécanisme PF choisit l'utilisateur j qui possède le meilleur rapport
débit instantané/débit moyen reçu, conformément à l'équation (5.3).
j = argmax
i
µi(t)
µi
(5.3)
avec µi(t) le débit instantané oﬀert à l'utilisateur i tandis que µi représente le débit moyen courant
de l'utilisateur i, calculé en utilisant une fenêtre glissante [179]. Le but principal de cette politique
est d'oﬀrir le même débit normalisé à tous les utilisateurs. PF est employé d'une manière intensive
dans les systèmes courants de communication tels que HSDPA et HDR [175, 176].
Des études [179] montrent que le mécanisme PF peut être inéquitable dans certaines conditions et
proposent une solution fondée sur l'historique des débits des utilisateurs. Le mécanisme d'allocation
de type PF est étudié dans [166] dans un système CDMA/HDR. Les auteurs montrent que la politique
PF n'arrive pas à transmettre toutes les données des ﬁles dans un intervalle ﬁni dans un contexte
spéciﬁque de modélisation des processus d'arrivée de données. Ainsi, le système n'est pas stable et la
politique PF est dite non-optimale en terme de délai. De plus, aucune contrainte de qualité de service,
concernant le délai ou le débit n'est garantie dans le processus d'ordonnancement PF.
Un compromis entre l'eﬃcacité du mécanisme Max SNR et des critères tels que l'équité ou la
qualité de service est étudié dans [174]. Ainsi, les auteurs démontrent qu'en diminuant le gain en
débit on gagne en équité ainsi qu'en qualité de service tout en assurant un minimum de taux de
ressources pour chaque utilisateur.
D'autres modiﬁcations du mécanisme Max SNR ont été proposées pour introduire la possibilité
de réaliser un compromis entre l'eﬃcacité spectrale et l'équité, et la QoS :
• Le choix d'un utilisateur quand ses conditions de transmission sont les meilleures dans le
cadre de son évolution dans le système a été proposé par plusieurs études. Ainsi, pour estimer
l'utilisateur ayant les meilleures conditions [177, 178], on prend en compte les fonctions de
distribution des débits des utilisateurs. Une autre étude propose que l'historique des débits
des utilisateurs soit mémorisé en série statistique et on choisit l'utilisateur avec le débit le plus
5.2. Présentation générale de l'ordonnancement 103
grand dans sa série [179]. Les propriétés d'optimalité de ce type d'algorithme sont étudiées
en détail dans [180]. De plus, le même mécanisme permet en plus d'une utilisation eﬃcace
du support, des garanties QoS pour les ﬂux temps-réel [181] à l'aide du mécanisme à base de
jetons.
• OCASD [184] propose une politique pour diﬀérentes classes de traﬁc, pour un système TDMA
sans ﬁl sur la voie descendante capable de prendre en compte le délai, les poids des classes de
traﬁc, le débit dans le processus d'ordonnancement.
• TAOS2 [185] est un autre mécanisme permettant de favoriser les utilisateurs avec un bon état
de canal en prenant également en compte les petits temps de service résiduels ;
• Une modiﬁcation du mécanisme Max SNR pour favoriser les utilisateurs avec de mauvaises
performances en terme de délai d'accès au support est proposée en [182]. Ici, l'équité en terme
de délai est utilisée comme critère de qualité de service pour l'accès au support.
• Un mécanisme d'ordonnancement avec des contraintes d'allocation de ressources est étudié
dans [173]. Les auteurs montrent qu'il est possible de réaliser un mécanisme opportuniste avec
des contraintes de partage de ressources, les utilisateurs se voyant attribuées des fractions de
temps d'accès au support d'une manière équitable. Ainsi, le mécanisme proposé obtient de
meilleurs résultats par rapport aux processus non opportunistes tels que round-robin.
• Des mécanismes pour minimiser le délai des ﬂux en association avec la connaissance du support
sont proposés dans [183]. Les auteurs considèrent le temps de service restant dans l'ordonnan-
cement des ﬂux comme critère d'ordonnancement.
• Une autre modiﬁcation de l'algorithme opportuniste vise la stabilité des ﬁles des ﬂux [88] pour
un traﬁc best-eﬀort. Ainsi, la décision d'allouer le support à un ﬂux est prise également par
rapport à l'état des ﬁles d'attente. On obtient une stabilité des ﬂux et une augmentation du
débit obtenu par le système de communication.
Nous avons passé en revue diverses solutions d'ordonnancement fondées sur la connaissance de
l'état du réseau. Il est évident à la lumière des techniques proposées qu'il existe des opportunités à
exploiter de la variabilité du support de transmission. Dans un système de communication plusieurs
aspects viennent se rajouter et demandent une prise en charge adéquate. Ainsi, des contraintes de
qualité de service telles que le délai et le débit, ou encore l'état des ﬁles d'attente font partie de la
décision de l'ordonnancement.
5.2.5 L'ordonnancement et les mécanismes cross-layer
Dans les réseaux sans ﬁl, les caractéristiques spéciﬁques ont fait que les mécanismes cross-layer
ont émergé dans le but d'augmenter les performances. Prendre en compte les contraintes de qualité
de service et les conditions de transmission dans le processus d'ordonnancement de niveau liaison de
données implique en eﬀet l'emploi des mécanismes cross-layer.
[188, 189] proposent une coopération entre l'entité protocolaire liaison de données et l'entité pro-
tocolaire de niveau physique. L'idée est de prendre en compte une politique d'ordonnancement et au
niveau physique la qualité du support. Ainsi, des critères tels que la longueur des ﬁles MAC, la durée
de vie des trames MAC (le délai), le débit et la qualité du support sont pris en compte conjointement
dans le processus d'ordonnancement. Une optimisation des mécanismes proposés dans les études pré-
cédentes est formulée dans [190] qui vise à transmettre plus d'un paquet par utilisateur dans une seule
instance de décision d'ordonnancement et ainsi améliorer le débit et le délai des applications sensibles.
[191] propose une amélioration de l'ordonnancement dans les réseaux sans ﬁl en prenant en compte
le délai des trames MAC et l'état du support en employant une fonction de coût. En comparant le
mécanisme proposé avec des techniques telles que EDF [186] ou WFQ, les contraintes QoS telles que
le délai moyen, la durée de vie des paquets, le débit moyen sont respectées.
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L'impact du processus d'ordonnancement sur les protocoles de communication tels que TCP a été
également étudié [192, 193, 194]. Ainsi, une interaction cross-layer entre le processus d'ordonnance-
ment et le contrôle de congestion [192] a été proposée qui conduit à une allocation stable dans le cas
d'arrivées et départs aléatoires. [193] mesure l'impact des processus d'ordonnancement sur le protocole
TCP à l'aide des indices d'équité TCP, l'indice de Jain n'étant pas considéré adéquat pour mesurer
l'équité TCP dans les réseaux sans ﬁl terrestres. Ainsi pour les politiques round-robin, proportional-
fair et Max SNR, l'équité TCP et l'équité de niveau liaison de données sont illustrées. [194] propose
une politique d'ordonnancement qui vise l'amélioration des performances TCP en justiﬁant le fait
qu'un algorithme d'ordonnancement tel que PF peut engendrer des expirations de temporisation au
niveau TCP. En modiﬁant le mécanisme proportional-fair (PF) pour qu'il assure une équité pondérée
au niveau de l'entité protocolaire TCP et non seulement au niveau MAC, en utilisant les informations
disponibles au niveau MAC pour assurer l'équité pondérée TCP. [195] propose un ordonnancement
cross-layer fondé sur la qualité du support et les contraintes QoS des ﬂux de façon à respecter les
contraintes QoS et à oﬀrir une maximisation de la capacité du système dans un réseau OFDMA sur
la voie descendante.
5.3 L'ordonnancement dans les réseaux satellitaires
5.3.1 Introduction
Les réseaux satellitaires montrent, de la même manière que les réseaux sans ﬁl terrestres, une
ressource limitée par rapport aux réseaux ﬁlaires et une capacité variable dans les satellites de nou-
velle génération. Cela implique que les mécanismes d'ordonnancement dans les réseaux satellitaires
ressemblent beaucoup à ceux proposés dans les réseaux sans ﬁl terrestres. La gestion des ressources
joue un rôle capital dans la maximisation de l'eﬃcacité spectrale et dans l'assurance des contraintes
QoS. L'ordonnancement faisant partie de l'allocation de ressources, il constitue un élément important.
Nous étudions dans cette section la problématique de l'ordonnancement dans les réseaux satel-
litaires de type DVB-S2/DVB-RCS. Nous présentons plus en détail les caractéristiques des réseaux
satellitaires qui forment le cadre de référence pour l'ordonnancement suivi par un passage en revue
des diﬀérentes solutions proposées dans la littérature, l'architecture du réseau étudié et la solution
proposée.
5.3.2 Le cadre de référence des réseaux satellitaires DVB-S2/DVB-RCS
5.3.2.1 Les caractéristiques des réseaux satellitaires
Les caractéristiques d'un système satellitaire géostationnaire représentent un cadre spéciﬁque qui
conditionne la conception du processus d'ordonnancement. Ainsi, nous mentionnons les points sui-
vants :
• la faculté inhérente de diﬀusion du système satellitaire rend plus complexe le processus d'or-
donnancement, une trame DVB-S2 pouvant contenir plusieurs paquets IP à destination de
plusieurs terminaux satellite avec éventuellement diﬀérentes conditions de transmission ;
• en fonction des conditions de transmission, des techniques FMT telles que le codage et la
modulation adaptatives (ACM) ont comme conséquence une capacité variable du système ;
• la latence est importante en raison du long délai de propagation sur le lien satellitaire ; celui-ci
inﬂuence l'ordonnancement en raison d'une possible incompatibilité entre la protection choisie
pour la transmission et les conditions de transmission courantes des terminaux satellite.
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5.3.2.2 La norme DVB-S2
Nous avons choisi pour notre étude le problème d'ordonnancement sur un réseau géostationnaire
DVB-S2 [25]/DVB-RCS [30]. La norme DVB-S2 introduit des techniques telles que la modulation et
le codage adaptatifs (ACM) pour augmenter la capacité du système de communication. L'utilisation
de la technique ACM permet une adaptation de la modulation et du codage par trame au niveau du
NCC sur la voie aller en fonction des conditions de transmission au niveau des terminaux satellite.
Le couple modulation et codage nommé ModCod, permet de maintenir un certain TEB en fonction
du rapport signal à bruit, variable en fonction de la qualité du lien. Ainsi, le ModCod choisi devra
permettre la réception correcte de tous les paquets par tous les récepteurs.
Les systèmes satellitaires prennent en charge une multitude d'applications en acceptant plusieurs
types de ﬂux tels que des ﬂux continus, des ﬂux MPEG-2 [21], du traﬁc IP et du traﬁc ATM. La
possibilité de transporter des paquets IP sans faire appel au mécanisme MPE a été proposée avec
l'encapsulation générique ou GSE [62] introduite comme option dans la norme DVB-S2. GSE permet
le transport des paquets IP de taille variable dans les ﬂux DVB-S2 avec moins d'overhead que le
mécanisme MPE. GSE permet d'encapsuler et fragmenter des paquets IP dans des paquets GSE de
niveau 2 de taille variable, qui sont ensuite encapsulés dans des BBFrames au niveau physique. Cela
rajoute davantage de complexité au mécanisme d'ordonnancement.
5.3.2.3 La norme DVB-RCS
La norme DVB-RCS a été proposée pour la voie retour dans un système satellitaire DVB-S/DVB-
RCS, pour permettre aux terminaux satellite d'envoyer leurs requêtes de données directement à travers
le satellite. Le terminal satellite dispose de plusieurs types de requêtes pour envoyer les données
existantes. Un mécanisme d'ordonnancement est ainsi nécessaire au niveau du RCST pour choisir les
paquets qui vont faire l'objet des requêtes de demandes de ressources DVB-RCS comme dans l'étude
[205]. L'ordonnancement permet ainsi d'assurer une équité d'accès aux demandes en utilisant des
mécanismes de type round-robin ou des priorités pour des applications telles que la voix sur IP.
5.3.3 Passage en revue des solutions d'ordonnancement proposées
Des études [196, 197, 198] ayant comme but d'évaluer les performances des solutions d'ordonnan-
cement dans les réseaux satellitaires existent dans la littérature. Les mécanismes d'ordonnancement
évalués sont capables de prendre en compte les contraintes de QoS et les conditions de transmis-
sion à travers des mécanismes cross-layer en utilisant des techniques d'ordonnancement telles que le
round-robin, le weighted round robin, le start time fair queuing et le proportional fair queuing.
Des solutions cross-layer ont fait aussi l'objet de plusieurs recherches. Une solution cross-layer est
proposée dans [199, 200] aﬁn de considérer les contraintes QoS de niveau application et transport
et les contraintes de niveau MAC (délai, longueur des ﬁles MAC, débit) dans un contexte d'une
transmission multicast/broadcast via un réseau satellitaire. Un compromis entre équité et qualité
de service dans un réseau satellitaire est proposé dans [201] à l'aide d'un mécanisme cross-layer en
mettant en place des poids associés aux ﬂux et aux classes de service.
[203] étudie l'ordonnancement pour les utilisateurs mobiles dans un réseau satellitaire DVB-S2
pour deux classes de traﬁc, FTP et CBR. Les contraintes QoS des ﬂux CBR sont assurées en donnant
la priorité aux paquets CBR, chaque classe de traﬁc bénéﬁciant de mécanismes spéciﬁques d'ordonnan-
cement, l'algorithme EDF étant utilisé pour les ﬂux CBR tandis que pour les ﬂux FTP, la technique
PF est employée. La fragmentation des paquets IP n'est pas considérée dans ce cas d'étude. Le choix
du ModCod est réalisé suivant des critères tels que la priorité des ﬂux CBR ou le débit maximum.
Les résultats montrent que l'on peut ainsi donner la priorité aux ﬂux temps réel ou à la maximisation
de la capacité du système.
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Une autre étude [202] montre l'intérêt d'un ordonnancement en fonction de l'état du support des
utilisateurs, dans un contexte multicast dans un réseau géostationnaire. Un mécanisme cross-layer
mettant en place une interaction entre l'entité physique et l'ordonnanceur est envisagée à cette ﬁn.
De plus, une technique de prédiction de l'état du canal des utilisateurs est employée au niveau de
la gateway pour compenser le long délai de propagation dans les réseaux satellitaires. Néanmoins, la
solution engendre trop de collisions pour un grand nombre d'utilisateurs du groupe multicast.
[204] étudie l'ordonnancement dans un réseau DVB-S2 dans le contexte d'une encapsulation GSE,
en implantant la fragmentation et la concaténation des paquets IP. Diﬀérents critères d'ordonnan-
cement ont été évalués dans ce contexte, le ModCod des BBFrames étant choisi en fonction de ces
critères. Ainsi, la longueur des ﬁles, l'eﬃcacité spectrale, le temps de service restant ont été étudiés.
De plus, la possibilité d'envoyer des paquets avec un meilleur ModCod que le ModCod choisi pour la
transmission permet d'améliorer le temps de réponse et l'équité.
[205] pose le problème d'un mécanisme d'ordonnancement adapté pour une application telle que
la VoIP au niveau du terminal satellite sur la voie retour dans un réseau DVB-S/DVB-RCS. Avec des
mécanismes de contrôle de congestion tels que ECN [31], des mécanismes de gestion de ﬁles tels que
Random Early Detection (RED) [206] et des mécanismes d'ordonnancement spéciﬁques, la qualité de
service des ﬂux VoIP peut être garantie jusqu'à un certain point sans faire appel aux mécanismes de
réservation de type IntServ.
5.3.4 La problématique de l'ordonnancement dans les réseaux satellitaires
Dans la suite de ce mémoire, nous nous concentrons sur l'ordonnancement sur la voie aller dans
un réseau satellitaire DVB-S2/DVB-RCS au niveau de la gateway.
5.3.4.1 L'architecture du réseau étudié
Nous étudions dans cette section une solution d'ordonnancement dans un réseau satellitaire géo-
stationnaire DVB-S2/DVB-RCS pour la voie aller. Nous prenons en compte un réseau géostationnaire
sous forme d'étoile, avec la gateway au centre du réseau. Les ﬂux de données provenant de l'Inter-
net sont envoyés par la gateway vers les terminaux satellite, RCSTs, étant relayés par le satellite
géostationnaire transparent.
Le réseau géostationnaire transparent DVB-S2 permet la technique ACM impliquant une variation
de la capacité du système en fonction des conditions de transmission des terminaux ce qui rend plus
complexe la gestion des ressources.
5.3.4.2 Les points clés de la conception de l'ordonnancement
Dans un système DVB-S2, l'ordonnancement décide la répartition des trames GSE dans des BB-
Frames. L'encapsulation GSE permet de transmettre directement des paquets ou des fragments de
paquet IP dans des BBFrames en les encapsulant dans des trames GSE de taille variable. Ensuite,
l'ordonnanceur choisit les paquets GSE à transmettre dans chaque BBFrame. Une BBFrame est ca-
ractérisée par un seul ModCod qui engendre une taille variable et une durée de transmission variable
en fonction du codage et de la modulation choisis pour la transmission.
Il existe plusieurs aspects à considérer dans la conception des algorithmes eﬃcaces d'ordonnance-
ment dans les réseaux satellitaires DVB-S2 avec la technique ACM.
1. Le premier point est constitué par l'adaptation du mode de transmission pour chaque trame,
un seul ModCod par BBFrame étant choisi. Plusieurs paquets peuvent être transportés dans
une BBFrame qui est ensuite encodée et modulée. Ainsi, une trame transporte les paquets des
utilisateurs avec des conditions similaires de transmission, soit les paquets à destination d'un seul
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utilisateur. En cas d'insuﬃsance du nombre de paquets GSE pour envoyer une BBFrame avec
le même ModCod, on peut utiliser un ModCod avec une plus grande protection que nécessaire
pour certains paquets, même si l'on perd en eﬃcacité. Le cas échéant, le bourrage est employé
pour compléter la BBFrame.
2. Deuxièmement, les applications prises en charge par un réseau satellitaire peuvent avoir diﬀé-
rents besoins de QoS. Des mécanismes de classiﬁcation et des traitements diﬀérents en fonction
de la classe de service sont nécessaires comme le montre la ﬁgure 5.2. L'ordonnanceur doit en ce
cas proﬁter de la diﬀérentiation des divers types de traﬁc et utiliser des priorités aﬁn d'assurer
les attentes QoS comme dans [203, 205].
3. La boucle de contrôle du ModCod peut aﬀecter la transmission des paquets. Ainsi, entre l'instant
de décision du ModCod d'un paquet et la transmission proprement dite, les conditions de
transmission peuvent changer et les chances que le paquet soit correctement reçu diminuent ou
le risque que l'on utilise un ModCod sous-optimal augmente. Le délai dans les ﬁles d'attente
d'un paquet doit donc être minimisé.
4. Enﬁn, la mise en place de la technique ACM signiﬁe que pour transmettre le même débit utile
pour des utilisateurs avec des conditions de transmission diﬀérentes, le système utilise plus de
ressources dans le cas des utilisateurs avec un mauvais support par rapport que dans celui
d'utilisateurs avec de bonnes conditions de transmission.
Fig. 5.2  Exemple d'architecture d'un système satellitaire DVB-S2 avec classiﬁcation des paquets
IP en classes de service
Le choix d'un système de ﬁles d'attente qui réalise une classiﬁcation des paquets s'impose. Ainsi,
des solutions existent qui répartissent les paquets des utilisateurs [207] :
• par utilisateur et ensuite par qualité de service ; ainsi chaque fois qu'un nouvel utilisateur
arrive dans le système, une ﬁle par QoS de l'application de l'utilisateur est créée ; cela peut
être très coûteux en termes de complexité et d'allocation dynamique de mémoire pour les ﬁles
d'attente ;
• une autre solution est d'utiliser un système de ﬁles d'attente, une ﬁle par qualité de service ;
ainsi, moins de mémoire dynamique est utilisée mais pour accéder aux paquets avec les mêmes
conditions de transmission, un accès à tous les paquets d'une ﬁle est nécessaire pour l'ordon-
nanceur de façon à choisir les paquets avec les mêmes conditions de transmission ;
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• une classiﬁcation des paquets en deux étapes, selon la qualité de service au niveau IP et ensuite
selon la protection nécessaire au niveau MAC (donc par ModCod) est proposée ; l'avantage est
que l'état des ﬁles MAC peut être prise en compte lors de la répartition dans les ﬁles MAC
des paquets IP.
Comme dans le cas des réseaux sans ﬁl terrestres, l'ordonnanceur peut choisir d'envoyer des
BBFrames avec des ModCod permettant d'utiliser eﬃcacement les ressources du système. Cela se
traduit par le choix des paquets GSE et ainsi les paquets IP correspondant à des ModCod performants.
Cela a comme eﬀet un risque de famine des autres utilisateurs, moins chanceux en terme de conditions
de transmission. De plus, l'optimisation de la capacité du système empêche en général l'assurance des
contraintes QoS (des utilisateurs avec des contraintes QoS pouvant connaître de mauvaises conditions
de transmission).
En conclusion, un compromis entre l'eﬃcacité spectrale, les contraintes QoS et le statut des ﬁles
de transmission est nécessaire, aﬁn d'assurer que l'on puisse toujours tirer proﬁt des avantages de la
techniques ACM et en même temps assurer les contraintes QoS.
L'ordonnanceur doit être informé de l'état du support des utilisateurs et de leurs contraintes QoS
à chaque instance de décision. Un ordonnanceur étant un mécanisme de niveau MAC, des mécanismes
cross-layer sont nécessaires pour réaliser une interaction entre l'entité de la couche physique et l'entité
de la couche IP aﬁn de bénéﬁcier des informations concernant l'eﬃcacité spectrale et les contraintes
de qualité de service.
5.3.5 Proposition d'un mécanisme d'ordonnancement dans un réseau DVB-
S2
5.3.5.1 Hypothèses prises dans notre proposition d'ordonnancement
Les points clés évoqués auparavant permettent de dresser un cadre de référence pour la solu-
tion d'ordonnancement. Malheureusement, la problématique de prise en charge de tous les critères
mentionnés soulève beaucoup de déﬁs et se révèle de toute évidence complexe.
La modélisation fondée sur une granularité au niveau ﬂux est prohibitive en raison du grand
nombre de ﬂux arrivant au niveau de la gateway. Ainsi, nous faisons l'hypothèse que la modélisation
au niveau IP est réalisée sous la forme d'agrégats de classes de traﬁc. Au niveau de l'ordonnanceur,
une modélisation par ModCod a été employée pour diﬀérencier les diﬀérents types de traﬁc mais nous
faisons appel à la concaténation pour remplir les BBFrames. Mêmes dans ces conditions, l'étude de
notre système reste complexe comme nous allons le voir par la suite.
5.3.5.2 La couche physique dans les réseaux DVB-S2
La norme DVB-S2 propose un découpage des ressources sur la voie aller en trames DVB-S2
appelées BBFrames. La taille et la durée d'une BBFrame dépend du mode de transmission ACM, un
ModCod étant déﬁni pour chaquetrame aﬁn de garantir une transmission sans erreur, Quasi Error
Free (QEF). Un ModCod déﬁnit une eﬃcacité spectrale ηm, où m = 1..M , M étant le nombre de
modes de transmission existants dans le système.
Le ModCod doit permettre la réception correcte de tous les paquets au niveau de tous les terminaux
destinataires. Nous faisons l'hypothèse que la communication se déroule dans la bande Ka, ainsi, le
rapport SNR dépend principalement des conditions météorologiques.
Une BBFrame peut contenir plusieurs paquets IP, elle est ensuite codée suivant le ModCod choisi
en formant ainsi une trame appelée FECFrame de longueur ﬁxe, soit 64800 bits (trame normale) ou
courte de 16200 bits. Le bourrage est utilisé au niveau de la BBFrame si le nombre de paquets IP n'est
pas suﬃsant pour générer une BBFrame de la taille nécessaire à la génération de la FECFrame de
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taille ﬁxée. Ainsi, en fonction du nombre de bits de redondance introduits par le codage, le nombre de
bits d'information peut varier. La FECFrame est ensuite modulée suivant le ModCod, un en-tête de
niveau physique (1 slot temporel) est ajouté, formant ainsi une trame de niveau physique PLFrame.
Celle-ci est ensuite envoyée en mode multiplex temporel.
Dans le tableau 5.1 nous résumons pour une taille de FECFrame normale de 64800 bits des
caractéristiques telles que : le nombre de bits d'information utile en fonction du taux de codage choisi
dénommée η BBFrame, le nombre de bits par symbole, le nombre de slots temporels nécessaires
pour la transmission de la trame de niveau physique PLFrame sachant qu'un slot peut contenir 90
symboles.
ModCod Nb bits utils η BBFrame Bits/symbole Nombre de slots η PLFrame Eﬃcacité
QPSK 3/4 48408 0.74703 2 360 0.9972 1.4898
QPSK 1/2 32208 0.49703 2 360 0.9972 0.9912
8PSK 2/3 43040 0.66419 3 240 0.9972 1.9869
8PSK 3/4 48408 0.74703 3 240 0.9972 2.2348
16APSK 2/3 43040 0.66419 4 180 0.9972 2.6493
16APSK 5/6 53840 0.8308 4 180 0.9972 3.3138
32APSK 9/10 58192 0.89802 5 144 0.9972 4.4775
Tab. 5.1  Diﬀérentes conﬁgurations d'un système DVB-S2
Nous ne prenons pas en compte les pilotes qui devraient être insérés après chaque 16 slots et qui est
optionnelle dans la norme DVB-S2. De plus, les en-têtes correspondant aux diﬀérentes encapsulations
sont considérés comme négligeables (80 bits et 1 slot) ainsi l'impact de l'overhead n'est pas pris en
compte.
5.3.5.3 Modélisation du système d'étude
Une architecture de ﬁles d'attente au niveau MAC avec une classiﬁcation des ﬁles d'après le
ModCod et ensuite à l'intérieur de chaque ModCod en fonction de la qualité de service. Une seule
classe de service est prise en compte dans notre modèle, ainsi N = 1.
Fig. 5.3  Architecture de ﬁles d'attente pour l'ordonnancement
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Nous étudions M=4 ModCods dans notre système. Parmi les ModCods du tableau 5.1, l'étude
s'est concentrée sur les suivants : QPSK 3/4, 8PSK 2/3,16APSK 2/3 et 16APSK 5/6, le premier étant
le moins performant (ModCod 1 ) tandis que le dernier est le plus performant (ModCod 4 ). Même
si le nombre théorique de ModCods est plus grand, en pratique on n'utilise qu'un nombre restreint
de ModCod simultanément. Il nous semble que le nombre de 4 ModCods est représentatif pour un
système satellitaire de communication étant donnés l'eﬃcacité des ModCods choisis. Le ModCod 1
présente le plus de redondance et la protection la plus grande, tandis que le ModCod 4 le moins de
redondance et une protection faible. Le ModCod 1 est utilisé quand les conditions de transmission
sont mauvaises, tandis que le ModCod 4 lors d'une transmission bénéﬁciant de conditions favorables.
Nous faisons l'hypothèse que la taille des ﬁles est inﬁnie et l'arrivée des ﬂux IP est considérée de
type Poisson. Les paquets sont agrégés dans les ﬁles, une ﬁle par ModCod.
Chaque ﬁle ModCod reçoit des paquets avec un taux d'arrivée λi. En tenant compte de la longueur
moyenne d'un paquet, L, une source contribue à la charge du système avec un taux ρi = λiLCi . Les
simulations sont fondées sur une charge constante ρ =
∑
i ρi répartie entre les diﬀérentes sources de
sort eà avoir ρi = µi.ρ, µi étant le poids attaché à la source i. Nous considérons dans notre étude un
débit du lien de 10 méga symboles par seconde.
Les longueurs des paquets sont variables et suivent une loi aléatoire. Deux types de longueurs ont
été modélisées : des paquets long L1 = 12000 bits et des paquets courts L2 = 400 bits. Pour cette
étude les paquets avec les deux longueurs ont la même probabilité, ainsi la longueur moyenne des
paquets L = 6200 bits.
Pour la modélisation et la simulation de notre système de ﬁles d'attente nous employons le logiciel
QNAP [136] en raison de sa simplicité pour simuler les systèmes de ﬁles d'attente.
5.3.5.4 Le choix d'un mode de transmission
La première étape dans la transmission des paquets GSE est constituée par le choix du ModCod
de la BBFrame suite aux indications reçues de la part des terminaux satellite de manière à ce que
les destinataires reçoivent correctement les données. Ce mécanisme est typiquement un mécanisme
de niveau MAC, situé dans le plan de contrôle du système satellitaire.
Le choix du ModCod pour la transmission est vital en raison de la protection qu'il oﬀre ; ainsi, si
le choix du ModCod oﬀre une protection insuﬃsante par rapport aux conditions de transmission, le
paquet sera perdu. Dans le cas contraire, si une protection trop élevée est appliquée, des ressources
seront gaspillées par rapport au taux de protection réellement nécessaire.
Une fois le ModCod choisi, le codage et la modulation adaptatives au niveau physique oﬀrent le
traitement adéquat au ﬂux de données. Le choix du ModCod est important, il permet de remplir
divers critères de performances du système satellitaire :
• optimiser l'eﬃcacité spectrale ; dans ce cas, le ModCod choisi permet de maximiser la capacité
du système en envoyant le plus de paquets avec un ModCod eﬃcace ;
• optimiser la qualité de service ; le ModCod choisi permet de respecter les contraintes QoS des
paquets IP existants ; aﬁn de respecter les contraintes QoS des applications, l'ordonnanceur
peut choisir des utilisateurs avec des conditions de transmission mauvaises et ainsi diminuer le
débit oﬀert par le système ;
• optimiser le taux de remplissage de la trame, c'est-à-dire envoyer le maximum de données
dans une BBFrame et faire rarement appel au mécanisme de bourrage. La concaténation est
obligatoire en raison de la longueur de la BBFrame de 64800 bits. L'encapsulation GSE permet
de transmettre des fragments de paquets IP ce qui joue beaucoup dans le taux de remplissage
d'une BBFrame. Dans ce cas, le ModCod choisi sera celui qui permet d'envoyer le nombre
maximum de paquets IP ;
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• oﬀrir une allocation optimale au niveau de l'application ; les systèmes satellitaires avec la
technique ACM ont comme conséquence le fait qu'une allocation équitable au niveau MAC ne
signiﬁe pas une allocation équitable au niveau application.
Du fait de l'importance de tous ces critères, le choix du ModCod se présente comme un processus
complexe. En conséquence, nous essayons dans un premier temps d'évaluer l'impact de quelques
critères élémentaires dans le choix du ModCod.
5.3.5.5 Étude des critères d'ordonnancement et les critères de performance
La séparation des paquets en fonction de leur ModCod a été réalisée avec le but d'optimiser
l'utilisation du support. Ainsi, le choix du ModCod est eﬀectué suivant les critères d'ordonnancement
suivants :
• le nombre maximum de paquets dans la ﬁle (MPF) ;
• le nombre maximum de bits dans la ﬁle (MBF) ;
• le temps de service maximum (TSM) ; la ﬁle avec le temps de service le plus long est choisie,
le temps de service dépendant de ModCod de la ﬁle et du débit binaire du lien de la ﬁle ;
• l'eﬃcacité spectrale (ES) permet de choisir la ﬁle avec le ModCod le plus performant permet-
tant de remplir si possible une BBFrame entière ; le cas échéant, la ﬁle avec le ModCod le plus
performant est choisie ;
• le mécanisme earliest deadline ﬁrst (EDF) qui choisit la ﬁle dont le paquet en tête a le temps
d'attente dans le système le plus long, donc le plus près de son deadline ; nous considérons que
toutes les ﬁles ont les mêmes contraintes de deadline ;
• le mécanisme EDF-QoS qui choisit comme le mécanisme EDF, le paquet avec le temps d'attente
le plus long ; cette-fois, nous rendons une ﬁle la plus prioritaire.
Pour toutes les politiques mentionnées auparavant, nous cherchons à évaluer les critères de per-
formances suivants :
• le temps moyen de réponse du système comme critère de qualité de l'ordonnanceur ;
• le taux de remplissage de la BBFrame.
5.3.6 Résultats et analyse
5.3.6.1 Répartition de la charge uniforme
Dans un premier cas, la charge est uniformément distribuée entre les 4 ModCods, ainsi, pour une
charge totale de 0.8 chaque ﬁle recevra une charge de ρi = 0.2, ∀i ∈ 1...4.
Analyse du temps de réponse moyen
Nous nous sommes intéressés au temps moyen de réponse de chaque ﬁle obtenu pour chaque po-
litique d'ordonnancement. Ri représente le temps moyen de réponse pour la ﬁle i, i = 1..4 et R le
temps moyen de réponse sur l'ensemble des ﬁles calculé avec la formule 5.4.
R =
∑4
i=1(ni ∗Ri)∑4
i=1 ni
(5.4)
où ni représente le nombre de paquet servi par la ﬁle i et Ri est le temps moyen de réponse des
paquets issus de la ﬁle i.
La ﬁgure 5.4 montre le temps de réponse moyen pour les ﬁles ainsi que le délai moyen calculé sur
toutes les ﬁles.
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Fig. 5.4  Temps moyen de réponse pour une charge de 0.8 également répartie
En ce qui concerne l'équité, nous observons que pour les deux premières politiques ont un taux
d'inéquité semblable. L'inéquité provient du fait que les performances de ces critères d'ordonnance-
ment sont aﬀectées par les diﬀérents temps de transmission et diﬀérentes longueurs de BBFrame à
l'aide de la concaténation et de la fragmentation. Ainsi, le temps moyen de réponse engendré par ces
politiques est dépendant du ModCod de la ﬁle servie et aucune équité n'est garantie.
La politique visant l'eﬃcacité spectrale (ES) est très inéquitable et cela conformément aux prévi-
sions. Favoriser la ﬁle avec le ModCod le plus performant ne peut évidemment pas induire une équité
entre ﬁles, seule la ﬁle avec le meilleur ModCod est avantagée.
La politique TSM est la seule de toutes les politiques à arriver à favoriser le ModCod le plus
mauvais. La ﬁle avec le plus mauvais ModCod bénéﬁcie du débit binaire le plus petit entre toutes les
ﬁles et ainsi elle a toutes les chances d'avoir un délai important.
En ce qui concerne la politique EDF nous observons que les temps de réponse des ﬁles présentent,
comme avec les deux premières techniques, une certaine inéquité. Ainsi comme dans le cas des pre-
mières politiques d'ordonnancement, le temps de réponse dépend du temps de transmission et de la
longueur des BBFrames. De plus, les charges des ﬁles étant les mêmes, EDF est très similaire au round
robin, en traitant chaque ﬁle de la même manière. En rendant une ﬁle plus prioritaire, (c'est le cas
de la politique EDF-QoS qui rend la ﬁle 3 la plus prioritaire), on peut obtenir un temps de réponse
inférieur aux autres ﬁles. Nous observons ainsi un service diﬀérencié par rapport au service des autres
ﬁles. D'une manière relative, aucune garantie stricte n'est possible avec le mécanisme proposé.
Le taux de remplissage des BBFrames
La ﬁgure 5.5 donne les résultats pour le taux de remplissage des BBFrame pour chaque politique.
Ainsi, nous observons que, comme dans le cas précédent, le taux de remplissage des BBFrames dépend
du ModCod des ﬁles. Seul le cas de la politique visant l'eﬃcacité spectrale maximale conduit à un
taux de remplissage de 1 en raison de l'accumulation des paquets dans la ﬁle 1.
Les politiques EDF et EDF-QoS permettent un taux de remplissage moyen des BBFrames parmi
les plus grands. Cela est dû au fait que choisir le paquet avec le temps d'attente le plus long se traduit
par l'existence d'un nombre suﬃsant de paquets dans la ﬁle. La ﬁle avec le ModCod le plus mauvais
enregistre le taux de remplissage le plus petit, étant donné son débit binaire faible. Ainsi, cette ﬁle
sera choisie plus souvent pour être servie et le taux de remplissage diminue en conséquence.
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Fig. 5.5  Taux de remplissage des BBFrames pour une charge également répartie
5.3.6.2 Répartition de la charge non uniforme
Le cas d'un répartition uniforme entre les ﬁles n'est pas un cas très proche de la réalité. Ainsi,
nous étudions par la suite un cas avec des charges non uniformément distribuées. Pour chaque ﬁle i
nous ﬁxons un poids τi déterminant ainsi la charge pour chaque ﬁle étant égale à ρi = τi ∗ ρ. Ainsi,
une charge totale de ρ = 0.8 est repartie entre les 4 ﬁles du système de la manière suivante : τ1 = 0.01,
τ2 = 0.19, τ2 = 0.30, τ4 = 0.50. La ﬁle avec le ModCod le moins performant est alors la moins chargée.
Temps moyen de réponse
Les résultats pour une répartition uniforme de la charge restent valables comme le montre la ﬁgure
5.6.
L'inéquité de la ﬁle avec le ModCod le moins performant est présente pour toutes les politiques,
sauf EDF et EDF-QoS, en raison de la charge petite à laquelle cette ﬁle est soumise. L'inéquité la plus
importante est fournie par la politique ES qui recherche l'eﬃcacité spectrale et servira toujours en
premier la ﬁle avec le ModCod le plus performant. Les trois premières politiques d'ordonnancement
ne peuvent pas changer les conditions initiales du système induites par les charges et rendre le système
équitable.
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Fig. 5.6  Temps de réponse moyen pour une charge non uniformément repartie
Les politiques EDF et EDF-QoS arrivent à maintenir le temps moyen de réponse des ﬁles dans un
intervalle raisonnable et des valeurs similaires pour toutes les ﬁles et cela dans un scénario au départ
inéquitable. Nous observons que la ﬁle du ModCod 4 bénéﬁciant du débit binaire le plus grand, mais
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aussi soumise à la plus grande charge, connaît le plus grand délai de toutes les ﬁles sans pour autant
enregistrer les valeurs du temps de réponse de la ﬁle du ModCod 1 pour les autres politiques. En ce
qui concerne la politique EDF-QoS, à force de favoriser la ﬁle du ModCod 3, toutes les autres ﬁles
verront leur temps de réponse s'agrandir d'une manière relative.
Taux de remplissage des BBFrames
Le taux de remplissage dépend cette fois-ci de la charge de chaque ﬁle comme le montre la ﬁgure
5.7. Ainsi, la ﬁle avec le ModCod le plus mauvais en termes d'eﬃcacité spectrale engendre le taux
de remplissage le plus petit pour les politiques MPF, MBT et ES suite à la faible charge d'entrée
pour cette ﬁle. La politique TSM favorise la ﬁle avec une charge élevée en entrée d'où le taux de
remplissage petit pour la ﬁle du Modcod 4 et servira les autres ﬁles lorsque le nombre de paquets
devient important d'où un taux de remplissage plus important. On observe des résultats dépendant
fortement de la charge d'entrée des ﬁles pour les quatre premières politiques.
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Fig. 5.7  Taux de remplisage des BBFrame pour une charge non uniformément répartie
La politique EDF engendre des taux de remplissage similaires pour les 3 premières ﬁles. Ainsi,
la ﬁle du ModCod 1 n'est pas biaisée par rapport aux autres ﬁles comme dans le cas des autres
politiques. La ﬁle du ModCod 4 soumise à la charge la plus forte, sera servie le plus souvent dû au
fait qu'elle a plus de chances de rencontrer des temps d'attente plus importants. EDF-QoS permet
de favoriser la ﬁle du ModCod 3 ce qui se traduit par le taux de remplissage qui sera plus petit que
celui des deux premières ﬁles.
5.3.6.3 Reclassement des paquets
Le reclassement de paquets permet d'envoyer des paquets de ModCod i avec un ModCod j, si
ModCod j est plus mauvais que le ModCod i. Le but est de gagner en temps de réponse et en taux
de remplissage de BBFrame même si on perd en eﬃcacité, en transmettant un paquet avec plus de
redondance que nécessaire.
Ainsi, les temps de réponse sont améliorés, pour le cas de répartition de charge uniforme et pour
le cas de la distribution de charge non uniforme comme le montre la ﬁgure 5.8. Les ﬁles avec un
ModCod performant et pouvant bénéﬁcier de reclassement auront un temps de réponse plus petit que
dans le cas initial. La politique ES ne tire aucun avantage de ce mécanisme, car les paquets choisis
bénéﬁcient déjà du meilleur ModCod. De plus, ce sont bien sûr les ﬁles avec de bons ModCods qui
bénéﬁcient du reclassement pouvant reclasser leurs paquets dans les autres ﬁles.
En ce qui concerne le taux de remplissage des BBFrames il est évident que les ﬁles avec des Mod-
Cods moins performants bénéﬁcieront suite au mécanisme de reclassement comme on peut l'observer
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(b) charge non uniformément répartie
Fig. 5.8  Temps de réponse moyen avec reclassement
en comparant les deux ﬁgures. On s'attend à ce que le bénéﬁce du reclassement diminue en cas de
forte charge.
Conclusion du chapitre
Les résultats obtenus montrent qu'avec des politiques d'ordonnancement simples, le système reste
stable même à forte charge (0.8) avec des performances bonnes telles que le temps de réponse et l'eﬃca-
cité spectrale. Les critères d'ordonnancement étant en majorité dynamiques, étant donné un scénario
de départ inéquitable, il restera inéquitable comme les résultats l'ont montré pour les trois premières
politiques d'ordonnancement. Le mécanisme de reclassement pour ces trois premières politiques amé-
liore les performances, mais en cas de forte charge l'amélioration devrait diminuer considérablement.
Nous avons aussi évalué des mécanismes tels que EDF et EDF-QoS qui visent la diminution du
temps d'attente dans les ﬁles. Nous trouvons que les résultats de l'ordonnancement sont inﬂuencés
par la charge en entrée des ﬁles, en cas de charge uniforme, la ﬁle avec le ModCod le plus mauvais
est favorisée. A charge diﬀérente, la ﬁle avec la plus forte charge est la plus servie. De plus, une
uniformisation du délai à charge également répartie apparaît car en absence d'isolation des ﬂux, le
service des autres ﬁles est inﬂuencé par le temps de service et notamment celui de la ﬁle avec le
ModCod le plus mauvais. En cas de charge non également répartie, EDF et EDF-QoS arrivent à
maintenir le temps de réponse des ﬁles dans un intervalle raisonnable de valeurs par rapport aux
autres politiques d'ordonnancement. Avec EDF-QoS, nous avons rendu une ﬁle plus prioritaire que
les autres. On obtient ainsi un service diﬀérencié pour cette ﬁle mais pas de garanties strictes pour
une charge uniformément répartie et non uniformément répartie.
Les résultats montrent qu'il est diﬃcile de concilier des critères divergents tels que les contraintes
QoS, l'eﬃcacité spectrale et le taux de remplissage des BBFrames dans un système satellitaire avec
des techniques ACM.
Suite aux résultats obtenus, nous avons identiﬁé plusieurs perspectives en tant que directions
d'étude :
• l'étude des mécanismes spéciﬁques qui sont capables d'assurer un temps de réponse borné
indiﬀéremment du scénario initial (répartition de charge). Dans l'étude bibliographique le mé-
canisme EDF est mentionné comme étant capable d'assurer un délai. Nous avons remarqué
à travers les résultats que des mécanismes d'isolation de ﬂux sont encore nécessaires. Ainsi,
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EDF constitue un point de départ d'une politique de qualité de service dans un réseau DVB-S2.
• D'autres mécanismes capables d'isoler les ﬂux et de fournir une priorité à des ﬂux plus qu'aux
autres appartiennent à la catégorie des politiques qui sont fondées sur l'utilisation des poids
et des critères tels que avec le délai des paquets ou la taille des ﬁles. L'inconvénient reste le
caractère statique de ces poids, qui peut engendrer une allocation ﬁxe sans prenant en compte
la nature dynamique des ﬂux. Les poids peuvent être dynamiques, dans ce cas, il faudrait un
algorithme de décision de la valeur des poids en fonction des critères tels que la taille des
buﬀers, les contraintes de qualité de service des ﬂux, l'état du support (le ModCod), etc.
• La capacité variable du lien satellitaire est une caractéristique non négligeable des réseaux
satellitaires. Ainsi, les paquets bénéﬁcient de débits diﬀérents en fonction de leur ModCod.
Cela signiﬁe qu'une allocation équitable au niveau MAC n'est pas équitable au niveau appli-
cation. Une solution pourrait être d'utiliser les fonctions d'utilité [164] aﬁn d'évaluer le degré
de satisfaction des ﬂux suite à l'ordonnancement.
L'ordonnancement dans les réseaux DVB-S2 avec GSE reste ainsi un problème complexe, néces-
sitant des compromis entre les diﬀérents critères de performance recherchés. De plus, la politique
d'ordonnancement se doit d'être d'une complexité raisonnable, tenant compte du fait que le délai de
calcul et ainsi le délai d'attente dans les ﬁles doit être minimisé. Un ordonnancement eﬃcace et facile
à implanter est donc primordial pour un système DVB-S2.
Conclusion générale
Les travaux entrepris dans le cadre de ce mémoire ont eu comme objectif la mise en avant des
mécanismes cross-layer dans les réseaux géostationnaires comme solution d'amélioration des perfor-
mances des protocoles de l'Internet. L'enjeu est important pour le monde satellite car l'intégration
des services semble être un mode de convergence incontournable. Nous consacrons ce chapitre à la
synthèse des mécanismes proposés dans ce mémoire ainsi qu'aux perspectives qui se dégagent.
Conclusion
Les réseaux satellitaires ont subi une évolution permanente de manière à rester compétitifs face
à l'intégration de services démarrée par les réseaux terrestres. Ainsi, les réseaux satellitaires de com-
munication ont fait l'objet de recherches régulières pour devenir un support attractif pour tout type
d'application. Nous avons concentré nos recherches sur les réseaux satellitaires géostationnaires fondés
sur un satellite transparent, ce dernier étant un simple répéteur.
Les mécanismes cross-layer apportent une amélioration signiﬁcative des performances des systèmes
de communication, dans des cas de ﬁgure spéciﬁques, comme l'ont prouvé les multiples implantations
dans les réseaux sans ﬁl terrestres que nous avons évoqués dans ce mémoire. Les réseaux satellitaires
ayant des points communs avec les réseaux sans ﬁl terrestres, nous avons recherché l'applicabilité
des techniques cross-layer dans ce contexte. L'application des mécanismes cross-layer d'une manière
ponctuelle peut apporter des avantages mais contredit la normalisation et la facilité d'évolution de
l'architecture en couches indépendantes. Nous posons le problème d'une architecture cross-layer, dans
des endroits stratégiques d'un réseau géostationnaire et notamment au niveau de la gateway et au
niveau du terminal satellite. L'avantage de cette modiﬁcation est qu'elle reste maîtrisable dans la me-
sure où le nombre de modiﬁcations reste raisonnable. Cette solution permet aussi de ne pas changer
les équipements d'extrémité, ce qui rendrait la solution impraticable.
Nous avons identiﬁé des caractéristiques des réseaux satellitaires telles que la capacité variable
du lien combinée avec le délai de propagation qui imposent une adaptation immédiate des entités
protocolaires hautes, aspect impossible dans une architecture protocolaire classique où la commu-
nication entre entités non adjacentes est interdite. Les techniques cross-layer peuvent améliorer les
performances des systèmes et nous avons identiﬁé des améliorations possibles du protocole TCP.
Les résultats ont montré que le fonctionnement intrinsèque de TCP est altéré par la variabilité du
lien, les conséquences étant une chute du débit et des pertes liées à la congestion des ﬁles d'attente.
Le mécanisme cross-layer proposé entre l'entité TCP et l'entité couche physique permet d'éviter ces
conséquences dramatiques suite au changement de débit du lien, et de préserver ainsi les performances
de TCP dans un tel scénario. Les mêmes avantages se retrouvent dans un contexte d'une modélisation
d'une connexion TCP en parallèle avec une application de type streaming modélisant ainsi un accès
concurrentiel au support.
Le processus d'ordonnancement sur un lien DVB-S2 peut bénéﬁcier des mécanismes cross-layer
aﬁn de bien utiliser la capacité et d'assurer les contraintes de qualité de service. Nous avons étudié
cette problématique sur la voie aller DVB-S2 en intégrant dans l'ordonnanceur le prise en compte
d'informations liées aux ModCods des paquets à envoyer. D'autres critères interviennent dans le pro-
cessus d'ordonnancement tels que l'eﬃcacité spectrale et le taux de remplissage des BBFrames et
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rajoutent une complexité supplémentaire. Les résultats montrent qu'en choisissant des politiques fon-
dées sur des critères simples, tels que l'eﬃcacité spectrale, le délai des autres ﬁles augmente et cela au
détriment des contraintes de qualité et de l'équité. Les autres politiques testées sont dépendantes des
ModCods et n'oﬀrent pas de garanties de qualité de service. Parmi ces politiques, nous avons identiﬁé
le mécanisme EDF comme point de départ d'une politique presque équitable et pouvant oﬀrir un
service spéciﬁques combiné avec des mécanismes de diﬀérentiation.
Perspectives
Plusieurs perspectives se dégagent de ce présent mémoire. Le travail d'étude et les résultats obtenus
sur l'emploi des mécanismes cross-layer dans les réseaux satellitaires ont ouvert la voie à plusieurs
directions qui méritent d'être approfondies.
Ainsi, nous identiﬁons les perspectives suivantes :
• L'étude que nous avons réalisée au sein de ce mémoire a eu comme objet les réseaux satellitaires
géostationnaires avec des satellites transparents. Dans ce type de réseau, le délai de propaga-
tion est important en raison du double saut pour arriver à destination. Ainsi, la possibilité
d'observer des expirations de temporisation est plus élevée que dans un réseau satellitaire régé-
nératif où en un simple bond les données arrivent à destination. L'étude que nous avons initiée
mérite d'être élargie à ces réseaux satellitaires aﬁn d'évaluer l'impact des techniques cross-layer.
• Nous avons recherché l'impact des caractéristiques des réseaux satellitaires sur le protocole
TCP NewReno, la version TCP la plus répandue dans la plupart des systèmes. Nous avons
implanté notre mécanisme cross-layer au niveau du PEP TCP, sans changer de version TCP
sur le lien satellitaire. L'étude peut être enrichie en employant une version spéciﬁque pour le
lien satellitaire, par exemple, TCP SACK, le protocole TCP permettant de récupérer plusieurs
pertes par RTT. D'autres version TCP peuvent aussi être testées et évaluées telles que TCP
Vegas, TCP Westwood en retenant la technique cross-layer proposée.
• Les mécanismes cross-layer représentent une nouveauté et les avantages apportés par ces méca-
nismes ont fait l'object des nombreuses recherches. Les techniques cross-layer ont été proposées
d'une manière isolée sans étudier l'impact des autres techniques cross-layer, en raison de l'ab-
sence d'une architecture normalisée cross-layer. L'eﬀort déployé jusqu'à maintenant a consisté
à mettre en avant les avantages de ce type de mécanismes cross-layer dans les réseaux avec
des contraintes tels que les réseaux satellitaires. Le pas suivant est de réaliser un travail de
mise en commun de toutes ces solutions cross-layer et de proposer une architecture cross-layer
normalisée, permettant un dénominateur commun pour les futures recherches.
• Un autre domaine dans lequel nous avons eﬀectué des recherches est le processus d'ordon-
nancement dans un réseau satellitaire géostationnaire sur un lien DVB-S2. L'ordonnancement
représente une étape essentielle dans l'utilisation eﬃcace de la capacité du lien et dans l'as-
surance de l'équité et des contraintes de qualité de service. Loin d'être un processus anodin,
en présence d'un débit variable induit par la norme DVB-S2, l'ordonnancement peut tirer des
bénéﬁces des mécanismes cross-layer aﬁn d'allouer eﬃcacement les ressources chères d'un sys-
tème satellitaire. Notre souci premier était de vériﬁer que le bon fonctionnement des techniques
de concaténation et de déclassement même à forte charge. les tailles de BBFrames importantes
correspondent à des besoins de la couche physique pour garantir des techniques de codage eﬃ-
caces aﬁn de garantir des taux d'erreur après correction presque nuls. Le développement d'un
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algorithme d'ordonnancement avec les contraintes mentionnées relève d'une complexité élevée
et reste un sujet de recherche. Un cadre générique de qualité de service est en eﬀet nécessaire
aﬁn que les eﬀets déployés au niveau 3 puissent ne pas être anéantis.
Pour conclure ce manuscrit, la convergence des systèmes de communications par satellite et
leur hybridation avec les réseaux terrestres constituent donc des champs d'investigation encore
très vastes.
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Mécanismes d'optimisation multi-niveaux pour IP sur satellites de
nouvelle génération
Résumé : L'objectif de cette thèse est de fournir aux réseaux satellitaires géostationnaires des
outils d'amélioration de performances dans un contexte contraint, lié au support de communication
qui présente une qualité variable. Les déﬁs s'étendent de la couche d'accès au support (l'ordonnance-
ment) à la couche transport (le comportement du TCP étant sensible au délai de propagation dans
les réseaux géostationnaires).
Nous faisons appel aux mécanismes cross-layer qui mettent en place des interactions entre entités
protocolaires non adjacentes du modèle OSI oﬀrant ainsi une adaptation immédiate au changement
des conditions dans le réseau. Nous employons à ce but une technique cross-layer informant l'entité
protocolaire TCP du débit disponible, permettant d'éviter des conséquences telles que la chute du
débit et des pertes liées à la congestion des ﬁles d'attente. Nous mettons en ÷uvre ce mécanisme au
niveau d'un élément sensible du réseau géostationnaire, le proxy TCP.
L'intérêt des techniques cross-layer a été mis en évidence au niveau de l'ordonnanceur présent au sein
de la gateway d'un réseau DVB-S2/DVB-RCS. Ainsi, ils contribuent à la maximisation de la capacité
du système, à l'assurance des contraintes de qualité de service, à l'équité de l'allocation de ressources,
etc.
Enﬁn, nous présentons une solution possible d'architecture cross-layer. Nous proposons des caracté-
ristiques demandées pour une architecture cross-layer aﬁn d'assurer l'évolutivité, la modularité et la
co-existence avec l'architecture standard existante.
Mots clés : DVB-S2/DVB-RCS, satellite, cross-layer, TCP, ordonnancement.
Cross-layer optimisation mechanisms for IP in next-generation satellite
networks
Abstract : The main objective of this thesis is to provide tools of improving performance of geosta-
tionary satellite networks, operating in a constrained environment mainly due to the variable quality
of radio links. There are protocol layers being challenged by such characteristics, such as the medium
access protocol and the transport layer protocol (TCP behaviour is impacted by the long propagation
delay in geostationary satellite networks).
We employ cross-layer mechanisms implementing interaction between non-adjacent protocol layers
deﬁned by the OSI architecture aiming at providing a rapid adaptation to changes in network state.
We provide a cross-layer technique informing TCP protocol of the available network rate, thus pre-
venting consequences such as TCP rate drop or loss due to buﬀer overﬂow. This mechanism is to be
implemented in a sensible network element, such as a TCP proxy.
Data link layer scheduler can beneﬁt from the advantages of employing cross-layer mechanisms, es-
pecially at the gateway of a DVB-S2/DVB-RCS satellite network. The improved scheduler allows an
eﬃcient use of network resources and helps insuring quality of services constraints, resource allocation
fairness, etc.
Finally, we propose a cross-layer architecture along with in-demand characteristics able to oﬀer an
inter-operability with the existing architecture, an easy up-grade and design.
Keywords : DVB-S2/DVB-RCS, satellite, cross-layer, TCP, scheduling.
