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研究ノート
SCDモデルの理論と実証
－東京商品取引所における金先物取引への応用－
砂　田　洋　志
（人文社会科学部教授）
１　はじめに
証券市場における１日の取引の中には一定の傾向のあることが分かっている。たとえば、寄
り付きと大引けに取引が集中して、取引間隔が短くなること、出来高が多くなること、ボラ
ティリティーが高くなること、一方、昼間は取引が少なくなり、取引間隔が広がること、出来
高が少ないこと、ボラティリティーが小さいことなどが挙げられる。こうした現象は日中効果
と呼ばれている。本稿ではこの中から取引時間の間隔が時間帯によって変化することを取り上
げ、その推移を時系列分析の立場からモデル化した研究を紹介する。取引時間の間隔を時系列
分析の立場からモデル化して数量的に分析した研究としては、Engle=Russel（1997，1998）のACD
（Autoregressive Conditional Duration）モデル、Zhang他（2001）の非線形ACDモデル、Bauwens = 
Giot（2000）のLog－ACDモデル、Russel=Engle（2005）のACM－ACDモデル、Bauwens=Veredas
（2004）のSCD（Stochastic Conditional Duration）モデルを用いた研究がある。本稿で取り上げる
SCDモデルの研究としては擬似最尤法で推定するBauwens=Veredas（2004）の他に、レバレッジ
効果を導入したSCDモデルをモンテカルロ最尤法で推定したFeng他（2004）、ベイズ統計学の立
場からSCDモデルを推定する方法を示したStrickland他（2006）、レバレッジ効果を導入したSCD
モデルを粒子フィルターとベイズ統計学を用いて推定したMen他（2015）などがある。日本の市
場を対象とした研究としては森保（2006）がある他は、幾つかの研究が行われているに過ぎな
い。森保（2006）では、Log－ACDモデルとACM－ACDモデルを用いて東京金先物市場が計量的
に分析されている。杉浦=中妻（2016）では、株式市場データへSCDモデルが適用され、粒子
フィルターを用いてパラメータが推定された後、約定時間の予測へ応用された。
本稿の目的は、取引の時間間隔をモデル化して分析する際に利用されるモデルの中で発展的
なモデルと呼べるSCDモデルを紹介することである。以下の構成でSCDモデルを紹介する。ま
ず、第2節では点過程まで戻ってSCDモデルを説明する。第３節ではデータの説明とデータを
平滑化する方法について説明する。Strickland他（２００６）に基づいて、第４節では状態変数、第
５節では未知パラメータの推定方法を紹介する。第６節では、東京商品取引所に上場されてい
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る金先物データを対象にSCDモデルを適用してベイズ推定した結果を示す。その際には同じ
データにACDモデルを用いて推定した結果と比較する。第7節では本稿の内容をまとめる。
２　ＳＣＤモデル
以下では、点過程、ポアソン過程とACDモデルを説明した後に、SCDモデルを説明する。こ
うして、基礎からSCDモデルを説明する。
２．１　点過程
尾崎（1998）によれば、時間軸上に発生時点を示す点が置かれている確率的現象を考え、こ
れを点過程と呼ぶと記されている。つまり、事象がランダムな時点で発生する状況を想定し、
時間を示す半直線［0, ∞）上にその発生時点を記述した点の系列 {ti ; 0 < t1< t2<…} が点過程であ
る。ただし、ti　は事象が i 番目に発生する時点を表す。後述するが、点の系列の確率的な構造
を記述するために点の発生間隔、つまり事象の発生間隔 xi = ti－ti-1 を用いる。発生間隔xiはデュ
レーションと呼ばれる。
事象の発生時点 ti だけの一変量の系列 {ti} ではなく、発生時点に加えてそれ以外のデータを
伴う多変量の系列の場合、マーク付き点過程と呼ばれる。たとえば、株式取引の発生時点 ti に
加えて、その取引の価格 pi や取引量 voli も含めた３変量の系列 {ti, pi, voli,} はマーク付き点過程
となる。
時系列データは一般に等間隔で観測されたデータであり、各時点において観測される数量の
系列{…, yt-1, yt, yt+1,…}であって発生時点のデータ{ti}ではない。時系列分析ではそうしたデー
タをモデル化して分析する。
点過程を基にして時点 t までに事象が発生した回数を得ることができる。この回数をN（t）と
記述すると、{N（t）} は計数過程（counting process）と呼ばれる過程に従う。計数過程 {N（t）}に
よって、事象の発生時点が記録された点過程 {ti} を定義することができる１。
尾形（1998）によれば、点過程では条件付き強度関数 l（t|Ht）が以下のように定義され、l（t|Ht）
によって点過程は完全に特定される２。
P{N（t+d）－N（t）=1|Ht} =l（t|Ht）×d+ o（d）
１ 林（２０１２）の４７３ページを参照されたい。
２ 尾形（１９９８）では、条件付き強度関数は点過程を完全に記述すると述べられている。さらに、尾形（２００８）
では、条件付き強度関数と点過程は一対一の関係に対応すると述べられている。これこそ条件付き強度関
数が重要な理由である。分析対象となる点過程の条件付き強度関数を導出することは有益である。
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２．２　ポアソン過程
基本的な点過程としてポアソン過程が挙げられるので、以下で紹介する。ポアソン過程では
発生間隔（デュレーション）を表す確率変数の系列 xi（i=1, 2, 3, … ,n）が共通にパラメータ の
指数分布に従い、相互に独立である。
  （1）
xiの確率密度関数は f（x）=λ exp（－λx）であるから、相互に独立で同一分布に従う x1, x2, … , xn 
の和であるSn=x1+x2+…+xnはガンマ分布  に従う
３
。
  （2）
このことを利用して、Pr（N（t）=k）を計算すると、
Pr（N（t）=k）= Pr（N（t）≧k）－Pr（N（t）≧k+1） = Pr（Sk≦t ）－Pr（ Sk+1≦t ）
  （3）
となる。したがって、確率変数N（t）の確率分布はパラメータが lt のポアソン分布である。こ
のとき、計数過程{N（t）}はパラメータlt のポアソン過程に従うと呼ばれる。なお、計数過程
{N（t）} がポアソン過程に従っている場合の必要十分条件は以下の2点である。
（a）定常かつ独立な増分を有している
（b） 
上述した計数過程{N（t）}は、この2つの条件を満すポアソン過程である。パラメータλtのポア
ソン過程の場合、その条件付き強度関数l（t|Ht）は以下のとおり一定値のlである４。
 
3 相互に独立な確率変数XiがGAM（ai,b）に従う場合、  は再生性によって  に
従う。したがって、この確率変数xi （i= 1,2,3,…）が共通のパラメータ1／lの指数分布、つまり、GAM（1, 
1／l）に従うならば、 は再生性によってGAM（n, 1／l）に従う。さらに、GAM（n, 1／l）の確
率密度関数と分布関数は以下のとおりであることを用いて（3）を導出する。
 
４ 伏見（１９８７）の定理５－３とマクローリン展開を利用して強度関数を導出してある。
GAM
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２．３　ACDモデル
前述したとおり、２つ事象が発生する時点 ti と ti-1 の間隔は xi=ti－ti-1 と記述され、デュレー
ションと呼ばれる。ACDモデルでは、観測される変数 xi が xi の条件付き期待値 i （状態変数）と
誤差項 ei を用いて以下のように定式化される。
 　　　　　　　　　　　i＝1, 2, …, n （4）
  （5）
 i 、あるいは iを対数変換したψi（=ln i ）の定式化は様々なものを提案することが可能であ
る。期待デュレーション i を定式化する基本モデルとして i と xi の一次のラグ付き変数であ
る i-1 と xi-1 を説明変数とする一次式を仮定する。
 　　　　　　i＝1, 2, …, n （6a）
  （6b）
ここで、誤差項 ei の確率分布としてパラメータが のガンマ分布  を仮定する。 
ei の確率密度関数は以下のとおりである。
  （7）
（4）と（7）から、xi の確率密度関数として次式を得る。
 
 において =1とおけば、パラメータが1の指数分布となる。そこで、eiの確率分布
としてパラメータが１の指数分布を仮定する。
  （8）
（4）と（8）から、xi の確率密度関数として次式を得る５。
ω
ω
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したがって、対数尤度は以下のとおりである。
 
ただし、 i は（6a）と（6b）で定めたとおりである。
なお、林･佐藤（2016）によれば、ACDモデルの条件付き強度関数は以下のとおりである。
 
ただし、l0 はベースライン・ハザード関数である。
２．４　SCDモデル
SCDモデルでは、観測される変数 xi が xi の条件付き期待値 i（状態変数）と誤差項 e i を用
いて以下のように定式化される。
 　　　　　　　　　　　　　i＝1, 2, …, n （9）
  （10）
 
このモデルではデュレーション xi の条件付き期待値 i が自らの過去の値 i-1, i-2, i-3,…と誤
差項ηi に依存している。
期待デュレーション i の定式化は自由である。また、ei の確率分布も０以上の値だけを実現
する確率分布という条件は必要であるものの、細かい条件はない。つまり、 i の定式化とei の
確率分布の特定化によって様々なSCDモデルを定義できる。
前述したポアソン過程では xi が独立かつ同一の指数分布に従っている。その結果、計数過程
{N（t）} がポアソン過程に従っている。一方、SCDモデルでは、εi が独立かつ同一の指数分布に
従っていたとしても、 i が変動するので、xi の確率分布は変動する。
５ ei ～Exp（b）であれば、 であるから、畳み込みによってxiの確率密度関数は以下のとおり
に導出される。
 
ここで、b＝1を代入すると次式が得られる。
　　 
Ψ Ψ
Ψ
Ψ Ψ
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前述したとおり、 i 、あるいは i を対数変換したψi（=ln i ）の定式化は様々なものを提案
することが可能である。本稿では単純なモデルとして、期待デュレーション i を対数変換した
 i の一階の自己回帰モデルを仮定する。なお、Wi は k 次の列ベクトルであり、その要素は定数
項に加えて i-1 と xi-1 以外で i に影響を与える変数である。
 　　　　　i＝1, 2, …, n （11a）
  （11b）
このようにSCDモデルでは誤差項を含むように i が定式化されるので、デュレーションに加
えてボラティリティーにも確率的な変動が含まれるようにACDモデルが拡張されている６。
Bauwens=Veredas（2004）によれば、誤差項がワイブル分布に従うSCDモデルのハザード関数
（=強度関数）は以下のとおりである。７
  （12）
３　データとその加工方法について
３．１　分析するデータについて
本稿では東京商品取引所で取引されている金先物（現物受渡用）のティックデータを用いて
SCDモデルを推定した。試験的に２０１６年４月１１日を選んでいる。金先物も含めて、日本の商品
先物市場では一般に期先物の出来高が最も多い。そこで、今回の分析でも４月１１日における期
先物である２０１７年２月限のデータを利用した。金先物の取引時間は午前９時～１５時１５分が日中
の取引時間である。９時に板合せ取引が行なわれて９時１分に始値が付く。その後、ザラバ取
引が１５時１５分まで行なわれる８。これ以外の時間帯に時間外取引も行われているが、本稿の分
析では９時１分から１５時１５分までの日中のデータだけを利用してパラメータの推定を行った。
分析対象とする取引は４，０１７個であった。
本稿で分析するティックデータとは、１日の中で取引される一つ一つの取引に関するデータ
を集めたものである。したがって、ティックデータには、取引時刻（時分秒）、取引価格（円）、
Ψ
Ψ
Ψ
6 ACDモデルでは i を定式化する際に誤差項を含めない。たとえば、  と定式化する。
７ Bauwens=Veredas（2004）の389ページの（15）を参照されたい。ガンマ分布に従う場合のハザード関数は
解析的に導出されないと記述されている。
８ 現在は取引システムが変更されて、８時４５分から１５時１５分までが日中の取引時間であり、寄り付きと大引
けで板合せ取引を行なう。
Ψ Ψ
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取引数量（枚）が含まれている。東京商品取引所から購入したティックデータには、日付（年
月日）、取引種別（先物かオプションか）、商品番号、限月（年月）、約定時刻（時分秒）、約定
価格（円）、出来高（枚）が入力されている。
ティックデータを用いて分析するので、１秒間に複数の取引が執行される場合もある。この
場合は表１に示すとおり、同じ時点に複数の取引情報が表示される。取引間隔を計算する場合
には同じ時点（秒）で執行された取引は１つにまとめ、１つのデータと考える。こうして、取
引が執行された時点（秒）ごとに出来高（取引枚数）と約定価格が２，０８８個得られた。
３．２　データの加工方法について
全ての取引が含まれているティックデータから、時間間隔データを作成する。そのデータに
SCDモデルを直接適用して、パラメータを推定するのではなく、時間間隔データを元に計算し
た平滑化曲線から得られた値でデータを割った後、そのデータを用いてSCDモデルのパラメー
タを推定する。
平滑化の方法は様々である。全データに１つの直線や曲線を当て嵌める方法、多項式を当て
嵌める方法、移動平均を当て嵌める方法がある。これに加えて、データの存在する領域を節点
で幾つかに区切って区分毎に曲線や直線を当て嵌める方法もある。９たとえば、区分的一次回帰
により線を当て嵌める方法である。さらに一般化して、節点において微分した曲線が連続とな
るスプライン関数を用いて平滑化する方法もある。その中には、スプライン関数を３次のB－
スプライン基底の一次結合に限定して平滑化する方法もある。
横軸の値に対し、縦軸の値を１つ１つ定める、つまり点に点を対応させて平滑化する方法と
しては、カーネル関数を重みとして区間内のデータを加重平均する、ナダラヤ・ワトソン推定
表１　取引データの集計例
取引データ集計後取引データ集計前
出来高取引価格取引時刻出来高取引価格取引時刻
410009：05：10110009：05：10
510029：05：11310009：05：10
210039：05：13210029：05：11
⋮⋮⋮310029：05：11
⋮⋮⋮210039：05：13
9 上述した様々な手法に対する評価はいろいろであると思われる。竹澤（２０１０）はハット行列を用いて、最
小二乗法で直線を当て嵌める方法、移動平均を用いて当て嵌める方法、３次スプライン関数、平滑化スプラ
イン関数を当て嵌める方法について評価している。その結果、平滑化スプライン関数を当て嵌める方法が
最も良いと評価している。スプライン関数の次数としてさまざまな次数が考えられるが、多くの場合３次
のスプライン関数が利用される。
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量がある。また、カーネル関数を重みとして区間内のデータに最適な多項式を当て嵌める、局
所多項式回帰もある。これらの方法では、カーネル関数を利用する際のバンド幅が全データで
共通の値となっている。
前述したとおり、局所多項式回帰ではバンド幅が一定である。しかし、現実のデータはデー
タの密度の濃さに違いがある。そこで、局所多項式回帰においてバンド幅を可変としたLOESS
（LOcaly weighted RegrESSion）が考案された。LOESSをさらに発展させたものにスーパース
ムーザがある。さらに、外れ値の影響を弱めて平滑化する方法が考案され、LOWESS（LOcaly 
WEighted Scater plot Smoother）と呼ばれている。なお、本稿ではスーパースムーザを用いて
データを平滑化する。
４　状態変数の推定方法
SCDモデルの状態変数を推定する手順をまとめると以下のとおりである。本節の中で、この
一つ一つの手順を詳しく説明する。
１）観測される変数  と状態変数  の間にある関数関係（（9）,（10）,（11a,11b））
を線形正規状態空間モデルで近似するため、  を変形した変数  が観測変数、
  を状態変数とする線形正規状態空間モデル（（22）,（11a,11b））を導出する。
２）線形正規状態変数モデル（（22）,（11a,11b））に対して、ブロック・サンプリング、カル
マン・フィルターとシミュレーション・スムーザを適用して、  の候補を生成する。
３）SCDモデル（（9）,（10）,（11a,11b））における  と  の対数結合密度関数（14）
と、近似した線形正規状態空間モデルにおける同様の対数結合密度関数（21）を用いて採
択確率を計算する。この採択確率を用いて、近似モデルから生成した  のサンプルの
採否を決める。
４）（11a）を通じて間接的に  を生成する。
４．１　SCDモデルにおけるxとψの結合密度の計算
ψ＝  とx＝  の結合分布p（ψ, x|f,W,d,g,sh）は p（ψ|f,W,d,g,sh）とg（x|ψ,g）の積
である。
  （13）
上式へ（11a,11b）を代入して対数変換すると、次式が得られる。
 
  （14）
i i i i
i i i i
i i
i i i i
i i i i
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誤差項 ei の確率分布としてパラメータが のガンマ分布  を仮定すると、次式が得
られる。
　
  （15）
SCDモデルは、観測方程式の誤差項が正規分布に従う線形正規状態空間モデルでないから、
（15）の右辺第1項から第4項が線形正規状態空間モデルの場合とは異なる形になる。そこで、次
の小節において、SCDモデルを近似する線形正規状態空間モデルの対数結合密度関数を導出する。
４．２　線形正規状態空間モデルによる近似
（9）,（10）,（11a,11b）で構成されるSCDモデルは非線形モデルである。そこで、最初に（9）
を対数変換することによって線形化する。
  （9’）
lneiは平均が０ではない上、正規分布に従わないので、変数を対数変換するだけでは推定でき
ない。SCDモデルは非線形モデルであるとともに、誤差項が正規分布に従っていないので、パ
ラメータや状態変数の系列 { i } の推定は簡単でない。本稿では、SV モデルの推定と同様に、
（9’）、（10）、（11a,11b）で構成されるSCDモデルを線形正規状態空間モデルで近似した上で、
カルマン・フィルター、シミュレーション・スムーザ（シミュレーション平滑法）と M-H 法
（メトロポリス・ヘイスティング法）を利用して状態変数とパラメータを推定する 。１０
ψと x の結合分布p（ψ, x|f,W,d,g,sh）は p（ψ|f,W,d,g,sh）と g（x|ψ, ）の積であり、（13）
で記述される。（13）へ（11a,11b）を代入して対数変換すると、（14）が得られる。
（14）を線形正規状態空間モデルで近似するために、観測方程式の対数尤度に相当する（14）の
  をψに関する式と捉え直し、上式のモードであるψi* の近傍でテイラー展開
して、線形近似する。なお、h（xi |ψi,l）=－lng（xi|ψi,l） である。
　
 
 （16）
 （17）
10 シミュレーション・スムーザは de Jong=Shephard（1995）で提案された。
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  （18）
以上のように  と  を定義すれば、上式を以下のように記述できる。
 
ここで、  と  を以下のように定義する。
  （19）
  （20）
その結果、h（xi|ψi, ）、さらに  は以下のとおりになる。
 
 
以上からψと x の結合密度関数を対数変換した（14）は以下のように近似できる。
 
  （21）
（21）の右辺は、  を観測変数、ψi を状態変数、以下に示す（22）を観測方程式、
（11a,11b）を遷移方程式とする線形正規状態空間モデルにおいて  と  の結合密度関
数を対数変換した式である。つまり、SCDモデルは、（22）を観測方程式、（11a,11b）を遷移方
程式とする線形正規状態空間モデルで近似することができる。
  （22）
i i i i
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ここで、誤差項 ei の確率分布としてパラメータが gのガンマ分布  を仮定すると、
（19）の  と（20）の  は以下のとおり記述される。
  （17’）
  （18’）
  （19’）
  （20’）
また、誤差項 ei にパラメータが１の指数分布を仮定すると、（19）の  と（20）の  は以下のと
おり記述される。
  （19’’）
  （20’’）
なお、ei に別の確率分布を仮定したならば、上式とは異なる式で記述される。１１
４．３　カルマン・フィルター
本稿で扱う以下のSCDモデルに対してカルマン・フィルターを適用して、状態変数ψi や観測
変数  の平均、分散と確率分布を導出する。１２
 　　　　i＝1, 2, …, n （22）
  （11a）
  （11b）
観測方程式を（22）、遷移方程式を（11a,11b）に定めた線形状態空間モデルについて、状態変
数ψiと観測変数  の一期先予測分布は以下のとおりである。
   （23）
  　（24）
ただし、 ， 
１１ 他の確率分布を誤差項に仮定した場合の変形方法がStrickland他（2006）の表６に記載されている。
１２ 一般的な線形正規状態空間モデルにカルマン･フィルターを適用する場合の説明を付録に記述しておく。
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 である。
さらに、状態変数ψi の事後分布は以下のとおりである。
   （25）
ただし、 ，  である。
（23）～（25）を繰り返し利用することで、逐次的に 、 、  を計算することができ
る。さらに、全データを利用した場合の状態変数の確率分布を導出することもできる（平滑
化）。こうした方法に従い、状態変数ψi を生成して平均した値を状態変数の推定値と考える。
４．４　シミュレーション･スムーザ
状態空間モデルの次元が大きい場合に状態変数を生成する際の計算効率は、カルマン･フィ
ルターの結果から直接生成するよりも、シミュレーション･スムーザを用いて生成する方が高
いことが知られている１３。そこで、本稿においてもシミュレーション･スムーザを用いて状態変
数を生成する。本稿で扱うSCDモデルにシミュレーション･スムーザを適用する際の手順は以
下のとおりである。１４
以下の（ⅰ）～（ⅴ）の順番で作業を進める。最初にCiとViを計算する。計算した Ci を用いて zi 
を生成し、さらに、Ci と Vi と zi を用いてriを計算する。最終的には ri と zi を用いて yi を生成す
る。この計算にはカルマン・フィルターで得た結果も利用する。この作業を i= n－1 から i=1 
に向けて継続して、i=1,2,…,n－1 の各時点において、Ci, Vi, zi , ri , Ui , yi を計算する。
i=n では Cn と Vn を計算した結果を用いて zn, yn を計算するが、rn と Un については rn=0,Un=0
とおき、計算しない。
（ⅰ）　カルマン・フィルターの結果を利用して、Ci,Viを計算する。
 ，  
（ⅱ）　直前に計算した Ci を分散共分散行列、平均が０の正規分布を利用して、zi を生成する。
 
（ⅲ）　Ci,Vi とzi を利用して、以下の式に従って ri を計算する。
 
（ⅳ）　Ci,Vi と Di を利用して、以下の式に従って Ui を計算する。
 
（ⅴ）　ri とzi を利用して、以下の式に従って yi を計算する。
１３ 中妻（２００３）の２６８ページを参照されたい。
１４ 一般的な線形正規状態空間モデルにシミュレーション・スムーザを適用する場合の説明を付録に記述して
おく。
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（ⅴ）で生成された yi はフルコンディショナルな事後分布から生成された  i の乱数になる。
そこで生成された　 i の乱数と遷移方程式（11a,11b）を用いてψi を計算する。こうして計算さ
れた は  から生成された乱数となる。
上述したとおり、（11a,11b）と（22）という線形正規線形関係にシミュレーション・スムー
ザを適用して生成されたψi は、（9）と（11a,11b）から生成したψi の乱数とはならない。そこ
で、（11a,11b）と（22）から生成した乱数を M-H 法によって採択することによって、（9）と
（11a,11b）から生成したψi の乱数を得る。
シミュレーション・スムーザを適用する際、採択確率が低くなり過ぎないためにブロック・
サンプリングを適用する。そのためにカルマン・フィルターとシミュレーション・スムーザの
両方の過程を実行する際にはデータを一定数に限定した上で実行することにした。したがっ
て、シミュレーション・スムーザにより生成したサンプルの採択もデータを一定数に限定した
上で実行することにした。こうしたブロック・サンプリングについての詳細は付録を参照にさ
れたい。
５　パラメータの推定
本稿では、行列 W が n 行１列で要素が全て１の n 次元列ベクトルと仮定する。つまり、遷移
方程式（11a）は定数項つきの１階の自己回帰モデルとする。
５．１　fのサンプリング
  の定常性を確保するために、fの事前分布として－１よりも大きく+１よりも小さな値をと
りうる対象とする一様分布を仮定する。
（11a,11b）から対数尤度は以下のとおりである。
 
 （26）
  の事前分布として一様分布を仮定するので、対数尤度の（26）を事後密度とみなして、  の
提案分布を以下のとおりに導出する。
  （27）
y
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ただし、  は [－1,+1] の範囲内の値しかとらないと仮定する。また、  
である。（27）の提案分布から  のサンプルを生成して、採択確率に従って選択する。
 
５．２　dのサンプリング
前述したとおり、遷移方程式（11a）は定数項つきの1階の自己回帰モデルとする。dの事前
分布として一様分布を仮定する。事前分布として一様分布を仮定するので、対数尤度の（26）
が事後密度である。そこで、（26）をdの適当な確率分布で近似する、つまり、dの提案分布を
以下のとおりに導出する。
 　ただし、 である。  （28）
（28）の提案分布からdのサンプルを生成して、採択確率に従って選択する。
５．３　sh2のサンプリング
sh2が正値だけをとりうる値とすることを確保するために、sh2の事前分布として0よりも大
きな値をとりうる対象とする確率分布を仮定する。対数尤度は（26）なので、sh2の事前分布の
確率密度として を仮定した場合の事後密度は以下のとおりである１５。
事後密度 
 
 
 
したがって、shのフルコンディショナルな事後分布は以下に示す平方根逆ガンマ分布に従う。
 
ゆえに、2乗したsh2のフルコンディショナルな事後分布は以下に示す逆ガンマ分布に従う。
  （29）
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したがって、 sh2のフルコンディショナルな事後分布である（29）を用いて sh2をサンプリン
グすれば良い。
６　推定結果
本稿では試験的に２０１６年４月１１日に東京商品取引所で取引された金先物（現物受渡用）の
ティックデータを用いてSCDモデルを推定した。具体的には、誤差項に指数分布を仮定した
SCDモデル、つまり、（9）、（11a,11b）と（8）式に基づいたモデルのパラメータをベイズ推定した。
ベイズ推定に当たっては、全部で５，０００回のサンプリングを行い、後半の３，０００回のサンプリン
グの結果を用いて事後平均などを計算した。
 　　　　　　　　　　　i＝1, 2, …, n （9）
   （11a）
  （11b）
   （8）
推定を行なう前に取引間隔（デュレーション）のデータを平滑化によって加工しなくてはい
けない。平滑化の方法は幾つかあるが、森保（２００６）に従ってスーパースムーザを利用して、
取引間隔のデータを平滑化した。原データを平滑化した値で割ることによって確定的な日中の
傾向を予め除去しておく１６。取引間隔を平滑化した結果が図１である。横軸は取引開始時刻近
く（９時）からの経過時間（単位は秒）である。午前中は最初の１時間半、次の１時間、午後
に山があり、大きく３つの山があることが読み取れる。
平滑化した値で取引間隔xi を割った値を新たにデータxi と定めてSCDモデルを当てはめる。
パラメータを推定した結果が表2である。状態変数の系列  について推定した結果を図2
に示した。こちらは、横軸として取引された順番を選んでいる。
i i
事後自己相関事後標準偏差事後平均パラメータ
0．2200670．0050170．004955d
0．4093120．0224340．855059f
0．7123330．0026420．027147sh2
表２　SCDモデルの推定結果
１５ あるいは、 を仮定しても同じである。
１６ Engle=Russel(1998)の1137ページに期待デュレーションは確定的な成分と確率的な成分に分けられると記
述されている。
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定数項δは０．００４９６であり、有意に０であることを棄却できない。しかし、回帰係数 f は
０．８５５であり有意に０と異なると判定された。採択率は約９７．７％であった。 の採択率は
約５６．７％であった。また、DICは４４７２．８４、状態変数の系列 の事後平均を用いて計算した
対数尤度は－２１１７．８４であった。
状態変数の系列  を３，０００回生成した結果を平均した値の推移が図２である。横軸は取
引された順番である。図２を見ると、状態変数の系列 の事後平均の系列は０の周囲を変
動していることが分かる。ψi=ln i であるから i が１に近い値となっていると考えられる。
i i
i i
i i
i i
図１　デュレーション xi を平滑した結果（縦軸は取引間隔、横軸は経過時間）
 図２　ψi の事後平均の推移（縦軸はψi 、横軸は取引された順番）
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比較のため、ACDモデルを用いてパラメータを推定した結果が表３である。ベイズ推定に当
たっては、全部で１０，０００回のサンプリングを行い、後半の５，０００回のサンプリングの結果を用い
て事後平均などを計算した。
DICは４４８４．９７７、状態変数の系列 の事後平均を用いて計算した対数尤度は－２２４１．０３６
であった。DICを計算してモデルの適合性を検討すると、このデータにはACDモデルよりも
SCDモデルの方が適切であると考えられる。
７　結論
本稿の主たる目的はSCDモデルとその推定方法を紹介することである。第２節において、
SCDモデルを基礎から説明した。具体的には、点過程、ポアソン過程とACDモデルを説明した
後でSCDモデルについて説明した。第3節では、分析する取引間隔（デュレーション）データに
ついて説明した後、平滑化について説明した。平滑化の手法はいろいろあるが、本稿では森保
（２００６）と同じスーパースムーザを利用して平滑化したデータを利用して推定した。第４節と第
５節では状態変数ψiとパラメータの推定方法についてSCDモデルの先行研究であるStrickland
他（2006）の推定方法を紹介した。第6節では、東京商品取引所の金先物を例にSCDモデルのパ
ラメータをベイズ推定した。さらに、ACDモデルのパラメータをベイズ推定した結果と比較し
た。DICに従うと実証分析に用いたデータの場合、ACDモデルよりもSCDモデルの方が相応し
いことがわかった。
SCDモデルの拡張については今後の研究で行なう予定である。
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付　録１７
［１］　カルマン・フィルター
カルマン・フィルターは過去または現在までの情報を利用して状態変数at や観測される変数
ytの平均、分散と確率分布を計算する方法である。以下のような線形正規状態空間モデルにつ
いて考えてみる。
  なお、 
  なお、 
 
この場合、過去または現在までの情報を利用して導出される状態変数や観測される変数の確
率分布は以下のとおりである。
 …予測
 …予測
 …フィルタリング
ただし、  ， 
 ，  
 
 
t=1において以下の順番で状態変数a1 の２種類の条件付き平均  と 、２種類の条件付き分散 
P1と を計算する。
（ⅰ）　  と Pt と et の計算
１７ 付録の記述に関しては中妻（２００３）と大森・渡部（２００８）に負うところが多い。
 なお、カルマン・フィルターだけは下付き添字を t にしてある。
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（ⅱ）　Kt と Dt の計算
（ⅲ）　  と  の計算
この作業をt=2,3,…Tと継続することで t=2,…,T の各時点において状態変数 at の２種類の条
件付き平均  と  、２種類の条件付き分散 Pt と  を計算する。こうして 、  、
 と を得る。
［２］　シミュレーション･スムーザ
シミュレーション･スムーザとは、カルマン・フィルターの結果を利用して、観測方程式の誤
差項 et=Gut の候補、あるいは遷移方程式の誤差項 ht=Htut の候補を生成する方法である。カル
マン・フィルターで推定した結果を保存しておき、上記の誤差項の候補を生成する際に利用す
る。
t=T において以下の（ⅰ）で CT と VT を計算し、（ⅱ）で zT 、（ⅴ）で xT を計算する。つまり、時点 T
では（ⅲ）と（ⅳ）を飛ばし、rT と UT を計算せずに rT=0 と UT=0 とおく。t= T－1 では（ⅰ）から
（ⅴ）の順番で CT-1、VtT-1、ztT-1, rT-1, UtT-1 , xT-1を計算する。この作業を t= T－2,T－3,…,2,1 と継続
することで、t=1,2,…,T－1 の各時点におけるCt、Vt、zt , rt , Ut , xt を計算する。
（ⅰ）　カルマン・フィルターの結果を利用して、Ct,Vt を計算する。
 　　　　　　　　，
 　　　　　　　　　　ただし、 
（ⅱ）　直前に計算した Ct を分散共分散行列、平均が０の正規分布を利用して、zt を生成する。
 
（ⅲ）　Ct, Vt と zt を利用して、以下の式に従って rt を計算する。
 
（ⅳ）　Ct, Vt と Dt を利用して、以下の式に従って Ut を計算する。
 
（ⅴ）　rt と zt を利用して、以下の式に従ってxt を計算する。
 
εt を生成する場合という式に従って（ⅴ）で生成された xt はフルコンディショナルな事後分
布から生成されたεtの乱数になる。一方、ηtを生成する場合という式に従って（ⅴ）で生成さ
れた xt はフルコンディショナルな事後分布から生成された ht の乱数になる。
を生成する場合
を生成する場合
を生成する場合
を生成する場合
を生成する場合
を生成する場合
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以下の式に従い、et の乱数を生成した場合、et の乱数と観測方程式を用いてat を計算する。
一方、ht の乱数を生成した場合、ht の乱数と遷移方程式を用いて at を計算する。計算された 
{a1,a2,…,aT} は f (a1,a2,…,aT |y1, y2,…, yT) から生成された乱数となる。
 
［３］　ブロック・サンプリング
状態変数の候補を生成する際に一度に生成するデータの大きさが極端に大きいと、採択確率
がかなり低くなることが知られている。そこで、推定に利用するデータを細かく区分すること
によって、一度に生成するデータが多くなり過ぎないようにする。なお、データを区分する際
の境目は確率的に決める。
本稿の場合、状態変数ψiを生成する際に利用する。（9）,（10）,（11a,11b）で構成されるSCD
モデルの推定を例にとって説明する。
  （9）
  （10）
  （11a）
  （11b）
以下の確率分布に従う k+1 個の状態変数 ψi,ψi+1, …,ψi+k を生成することを考えてみる。
 
上式の分子にある結合分布の密度を条件付分布の積に変形すると、
 
である。この式を元の式へ代入すると、
  
 
が得られる。ψi の動きを記述する（11a）からψi|ψi-1,f,d,shからψi を生成することと、hi|sh 
から hi を生成することは同じであることがわかる。同様に、{ψi,ψi+1,…,ψi+k-1, ψi+k}を生成す
ることは{hi,hi+1,…, hi+k-1, hi+k}を生成することと同じであることがわかる。
W
W W W
W W W
を生成する場合
を生成する場合
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 　　　　　　　　　（A1）
本稿では、サンプラーが相関を持たないようにするため、シミュレーション・スムーザを用い
て、 を生成し、（11a）を通じて間接的に  を生成する。したがって、上記の式変形
が必要である。ここで、{ψi,ψi+1,…,ψi+k-1, ψi+k}の事後密度を計算する。
 
  （A2）
（A1）を（A2）へ代入すると、次式が得られる。
  （A3）
さらに、（A3）を対数変換すると次式が得られる。
 
 （A4）
SCDモデルから導出される  の事後分布から  を生成する際には、（A4）を利用す
る。
  を観測変数、ψi を状態変数、（22）を観測方程式、（11a,11b）を遷移方程式とする線形正規
状態空間モデルにおけるψi の事後密度は、SCDモデルにおけるψi の提案分布に対応する。
SCDモデルの対数事後密度は（14）、近似した線形正規状態空間モデルの事後密度は（21）であ
る。遷移方程式は（11a,11b）で共通であるから、両者の違いは観測方程式である（9’）と（22）
の第１項と第３項に反映されるが、それ以外は共通である。
  を観測変数とする線形状態空間モデルにおけるψi の事後密度は以下のとおりである。
  （A2’）
（A1）を（A2’）へ代入すると、次式が得られる。
  （A3’）
さらに、（A3’）を対数変換すると次式が得られる。
W
W
W
W
W
W
W
W
W
W
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   （A4’）
シミュレーション・スムーザを用いて {ψi,ψi+1, … ,ψi+k} をサンプリングした後、（A4）と
（A4’）を用いて計算される採択確率を用いて採否を決定する。こうして {ψi,ψi+1, … ,ψi+k} を
生成する。
