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The isotropic constant of random polytopes
with vertices on convex surfaces
Joscha Prochno, Christoph Thäle and Nicola Turchi
Abstract
For an isotropic convex body K ⊂ Rn we consider the isotropic constant LKN of the
symmetric random polytope KN generated by N independent random points which are dis-
tributed according to the cone probability measure on the boundary of K. We show that with
overwhelming probability LKN ≤ C
√
log(2N/n), where C ∈ (0,∞) is an absolute constant.
If K is unconditional we argue that even LKN ≤ C with overwhelming probability. The
proofs are based on concentration inequalities for sums of sub-exponential or sub-Gaussian
random variables, respectively, and, in the unconditional case, on a new ψ2-estimate for lin-
ear functionals with respect to the cone measure in the spirit of Bobkov and Nazarov, which
might be of independent interest.
Keywords. Asymptotic geometric analysis, Bernstein inequality, cone measure, convex
body, isotropic constant, random polytope, symmetric convex hull.
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1 Introduction and main results
1.1 Motivation, background and overview
The study of random polytopes began with the work of Sylvester and the famous four-point
problem more than 150 years ago [32]. This problem asks for the probability that four randomly
chosen points in a (possibly infinite) planar region have a convex hull which is a quadrilateral.
Its solution depends on the probability distribution of the random points and was the starting
point for an extensive study. Much later, in their groundbreaking work [29], Rényi and Sulanke
continued studying expectations of various basic functionals of random polytopes in the plane.
From a methodical point of view, the study of random polytopes combines ideas and techniques
from several areas of mathematics such as convex and discrete geometry, geometric functional
analysis, or probability theory (see [6, 18, 28] for surveys).
In the last 30 years a tremendous effort has been made to explore various properties of
random polytopes as they gained more and more importance due to numerous applications
and connections to various other fields. These can be found not only in statistics (in form of
extreme points of random samples), computational geometry (when approximating convex sets)
or numerical analysis (in the context of numerical integration), but also in computer science in
the analysis of the average complexity of algorithms [26] or in optimization [8], when simplex
algorithms are considered. A particularly celebrated result due to Spielman and Teng [30] is the
smoothed analysis of algorithms, in which one measures the expected complexity of an algorithm
under slight random perturbations of arbitrary inputs. They showed that the shadow vertex
simplex method has polynomial smoothed complexity and their bounds were later improved by
Vershynin in [33]. Again, random polytopes play an important rôle. Another application of
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(high-dimensional) polytopes appears when studying graphs with many vertices. In the classical
(i.e., deterministic setting), this is related to what is called polyhedral combinatorics, where one
usually considers, for instance, the convex hull of the characteristic vectors of the matchings in
the graph G. The corresponding polytope is then called the matching polytope of G. The idea of
polyhedral combinatorics (in the case of matchings) would then be to find inequalities describing
the matching polytope’s facets. This may provide insights into the combinatorial structure of
the matchings with often algorithmic consequences. For instance, knowing the facets we can
optimize any linear function over the polytope in polynomial time given the facets have a ‘nice’
structure. For more details, we highly recommend the book of Matoušek [22] and also refer to
the references cited therein.
In 1989, Milman and Pajor [23] revealed a deep connection between random polytops and
geometric functional analysis by proving that the expected volume of a certain random simplex
is closely related to the isotropic constant of a convex set. In fact, this is a fundamental quantity
in convex geometry and the local theory of Banach spaces [23]. Very recently, Hinrichs, Prochno
and Ullrich discovered an interesting and promising connection of the isotropic constant of the
domain of integration and the tractability analysis of high-dimensional numerical integration on
that domain for certain classes of smooth functions [15].
Today, the geometry of convex bodies in high dimensions is an active area of current math-
ematical research and has given birth to a new area, called asymptotic geometric analysis. It
lies at the crossroad between convex and discrete geometry, functional analysis, and probability
theory. In particular, it has turned out that the presence of high dimensions forces a certain
regularity behavior for the involved convex bodies. The goal of this paper is to explore such
regularity phenomena further and study volumetric properties (which are related to the isotropic
position and the isotropic constant) of a large class of random convex sets.
Let us recall that a convex body K ⊂ Rn of unit volume is isotropic if its barycenter is at
the origin and its inertia matrix is a constant multiple L2K of the identity matrix (all notions
will formally be introduced in the next subsection or in Section 2 below). The constant LK
is the isotropic constant of the body K and the question is whether or not there exists an
absolute constant C ∈ (0,∞) such that LK ≤ C for all space dimensions n ∈ N and all isotropic
convex bodies K ⊂ Rn. While this problem is still open in its general form (the currently best
bound is LK ≤ C 4
√
n, due to Klartag [19]), the isotropic constant of several special classes of
convex bodies is in fact known to be bounded. Examples include zonoids and duals of zonoids
[5], unconditional convex bodies [9, 21] and unit balls of Schatten classes [21]. Against this
background, Klartag and Kozma [20] started to investigate the isotropic constant of random
convex sets, as it is known since the groundbreaking work of Gluskin on the Banach-Mazur
compactum [14] that random constructions often display some kind of extremal behaviour. Their
ideas were taken up by Alonso-Gutiérrez [1], Alonso-Gutiérrez, Litvak and Tomczak-Jaegermann
[3], Dafnis, Giannopoulos and Guédon [12] and Hörrmann, Prochno and Thäle [17] to prove
boundedness of the isotropic constant for several classes of random polytopes with probability
tending to 1, as the space dimension tends to infinity. An entirely different approach was used
by Hörrmann, Hug, Reitzner and Thäle [16] for zero cells of a class of Poisson hyperplane
tessellations.
The present paper can be regarded as a natural continuation of [1] and [17], where random
polytopes generated by random points on ℓp-spheres have been investigated. Here we take a more
general point of view and consider random convex hulls whose points are distributed according
to the cone (probability) measure on a convex surface, i.e., on the boundary of an arbitrary
(isotropic) convex body K ⊂ Rn. Against this background our paper can also be regarded as
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a complement to [3, 12], where the random points were selected uniformly at random from the
interior of K. More precisely, we shall prove
(i) that the isotropic constant LKN of a random polytope generated by n < N < e
√
n inde-
pendent random points on the boundary of an isotropic convex body K ⊂ Rn satisfies
LKN ≤ C
√
log
2N
n
with probability at least 1− c1e−c2n − e−c3
√
N for absolute constants C, c1, c2, c3 ∈ (0,∞);
(ii) that if K is in addition symmetric with respect to all coordinate hyperplanes (i.e., if K is
unconditional), we even have that
LKN ≤ C
with probability bounded below by 1− c1e−c2n for all N > n.
The result (i) for general K resembles the so-far best known upper bound for the isotropic
constant of random convex hulls in [3], where the generating points were selected with respect
to the uniform distribution on K. Similarly, our result (ii) is the analogue to the main finding
in [12], where boundedness of the isotropic constant of random convex hulls was obtained in the
unconditional case. However, we emphasize that as in [1, 17] our bounds cannot be concluded
from those in the existing literature, since the cone probability measure on the boundary of an
isotropic convex body is not log-concave. To study the isotropic constant of random polytopes
for which the generating measure is not log-concave was in fact the main source of motivation
for this work and its predecessors [1, 17].
The remaining part of the paper is structured as follows. In Section 1.2 we present our main
result for isotropic unconditional convex bodies, while our estimate for the general case is the
content of Section 1.3. Some preliminaries and auxiliary results are collected in Section 2 and the
proofs are presented in Section 4 and Section 5. A new Bobkov-Nazarov ψ2-type estimate for the
cone measure, which is the key point in our derivation of the result for isotropic unconditional
convex bodies, is presented in Section 3.
1.2 Main results I – the unconditional case
We work in the n-dimensional Euclidean space Rn and call a compact and convex subset of Rn
with non-empty interior a convex body. A convex body K is said to be isotropic provided that
|K| = 1, its barycenter is at the origin and∫
K
〈x, θ〉2 dx = L2K
for all directions θ ∈ Sn−1, where LK is a constant independent of θ, the so-called isotropic
constant of K. Here and in what follows | · | denotes the (n-dimensional) Lebesgue measure and
〈 · , · 〉 is the standard scalar product. In addition, we call K unconditional provided that K is
symmetric with respect to all n coordinate hyperplanes. In particular, an unconditional convex
body is symmetric. If K ⊂ Rn is a convex body with boundary ∂K we let µK be the cone
probability measure on ∂K, i.e.,
µK(B) :=
|{rx : x ∈ B, 0 ≤ r ≤ 1}|
|K| , B ⊂ ∂K a Borel set.
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For N > n we let X1, . . . ,XN be independent random points distributed according to µK and
KN := conv{±X1, . . . ,±XN} be the random symmetric convex hull generated by X1, . . . ,XN .
Our first main result is the following one.
Theorem 1.1. Let K ⊂ Rn be an isotropic unconditional convex body, N > n and KN the
symmetric convex hull of N independent random points on ∂K with distribution µK . Then there
exist absolute constants c1, c2, C ∈ (0,∞) such that the event that
LKN ≤ C
occurs with probability at least 1− c1e−c2n.
Remark 1. We note that the result of Theorem 1.1, in the regime where N is proportional to
the space dimension n, follows directly from the existing literature. Indeed, in this situation the
random polytope KN has precisely N vertices with probability one and it is known from [2] that
an n-dimensional polytope P with vP > n vertices has an isotropic constant bounded above by
a constant multiple of
√
vP /n. This implies absolute boundedness of the isotropic constant of
KN even with probability one.
Let us emphasize that Theorem 1.1 generalizes the main results of both [1] and [17]. Moreover,
it is the clear analogue to the main result in [12], where the authors consider random polytopes
generated by points X1, . . . ,XN chosen uniformly at random from the interior of an isotropic
unconditional convex body. However, the result in [12] does not imply Theorem 1.1 and vice
versa. Although the tools we use and the strategy of the proof rely on similar ingredients as
those employed in [12] (and also that in [1, 3, 20]) there is a significant difference. In fact, one
of the main ingredients in the proof of Theorem 1.1 is a version of Bernstein’s inequality (see
Lemma 2.1 below). In order to be able to apply it, an upper bound on the so-called ψ2-norm
of linear functionals with respect to the cone probability measure is needed. While this is well
known in the case of the uniform distribution on K, this is not the case for the cone probability
measure on ∂K, the main reason for this being the fact that the cone measure does not fit into
the theory developed for log-concave measures. We shall provide such an estimate in Section 3.
1.3 Main results II – the general case
We assume the same set-up as in the previous subsection, but now we drop the assumption that
the convex body K is unconditional. That is, we assume that K ⊂ Rn is an isotropic convex
body with cone probability measure µK . The next result is the analogue to the main result in
[3], where the authors prove a similar estimate in the case that the random polytope is generated
by points uniformly distributed in the interior of K. However and in contrast to Theorem 1.1,
for general isotropic convex bodies we are (in general) not able to bound the isotropic constant
of KN by an absolute constant with high probability. In addition this set-up requires an upper
bound for the number of vertices of KN . Again, this is in line with the results in [3].
Theorem 1.2. Let K ⊂ Rn be an isotropic convex body, n < N ≤ e
√
n and KN the symmetric
convex hull of N independent random points on ∂K with distribution µK . Then there exist
absolute constants c1, c2, c3, C ∈ (0,∞) such that the event that
LKN ≤ C
√
log
2N
n
occurs with probability at least 1− c1e−c2n − e−c3
√
N .
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Remark 2. As in Remark 1, if N ≤ cn for some c ∈ (0,∞) the conclusion of Theorem 1.2 is
again trivial. More precisely, in this regime we even have that LKN is absolutely bounded with
probability one.
Remark 3. Let us point out that in the regime where e
√
n < N ≤ en one can prove that the
weaker estimate
LKN ≤ CLK
√
log
2N
n
holds with probability exponentially close to 1. This follows from the fact that one can use part
(a) of Lemma 4.1 instead of (b) to lower bound |KN |1/n in the final proof (see also the discussion
after Theorem 11.3.7 in [10]).
Remark 4. It was shown in [2] that if P is a polytope in Rn with fP facets then
LP ≤ C
√
log
fP
n
(1)
for some absolute constant C ∈ (0,∞). Moreover, in [31] (see also [11] for the case of the unit
ball) it is proved that if ∂K is twice differentiable and has positive Gaussian curvature everywhere
the expected number of facets of KN satisfies
EfKN = cN(1 + o(1)),
as N → ∞, where c ∈ (0,∞) is some constant depending on d and on K, and o(1) is some
sequence that tends to zero. (The results in [11, 31] are formulated for the non-symmetric
convex hull of N random points in K, but it can be checked that the order remains the same
for the symmetric convex hulls.) Thus, replacing fP by EfKN in (1), the result of Theorem 1.2
might be anticipated.
The proof of Theorem 1.2 is similar to the one of Theorem 1.1, but is based on another version
of Bernstein’s inequality. More precisely, while in the argument for Theorem 1.1 we work with
the so-called ψ2-norm (of a certain class of linear functionals), in the context of Theorem 1.2 we
are able to deal only with the ψ1-norm, which can effectively be handled for arbitrary isotropic
convex bodies.
2 Preliminaries
In this section we gather some preliminary material which is needed in our arguments below.
2.1 Basic notation
Let N = {1, 2, . . .} be the set of natural numbers. For n ∈ N, we work in the n-dimensional
Euclidean space Rn with standard inner product 〈 · , · 〉 and induced norm ‖ · ‖2. More generally,
for p ∈ [1,∞] we introduce the p-norm of x = (x1, . . . , xn) ∈ Rn by putting
‖x‖p :=


( n∑
i=1
|xi|p
)1/p
: p <∞
max{|x1|, . . . , |xn|} : p =∞.
By Bnp we denote the unit ball in R
n with respect to the p-norm and we let Sn−1p be the corre-
sponding p-sphere. For the special case p = 2, we shall write Sn−1 instead of Sn−12 . It is known
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that µBnp coincides with the surface measure on S
n−1
p (i.e., the (n − 1)-dimensional Hausdorff
measure Hn−1 on Sn−1p ) if and only if p ∈ {1, 2,∞}. The total variation distance between these
two measures was studied in [24].
Given sets A ⊂ Rn and I ⊂ [0,∞), we define the set IA ⊂ Rn as
IA :=
{
rx ∈ Rn : r ∈ I, x ∈ A}.
When I = {r}, r ∈ [0,∞) we also write rA instead of {r}A. Moreover, convA will denote the
convex hull of A.
There exists a norm associated to any symmetric convex body K, called the Minkowski
functional of K. It is defined for every x ∈ Rn as
‖x‖K := inf{r > 0 : x ∈ rK}.
Note, in particular that ‖x‖K = 1 if and only if x ∈ ∂K.
Within the present paper we use the convention that C, c, c1, c2, . . . denote absolute constants
whose value might change across occurrences.
2.2 Orlicz spaces and Bernstein’s Inequality
Fix a probability space (Ω,F ,P). A convex function M : [0,∞) → [0,∞) with M(0) = 0 is
called an Orlicz function. We indicate by LM (Ω,P) the set (of equivalence classes) of random
variables X : Ω→ R such that M(|X|/λ) ∈ L1(Ω,P), for some λ > 0. Here, L1(Ω,P) stands for
the set of (equivalence classes) of integrable random variables on Ω. We supply LM (Ω,P) with
the Luxemburg norm
‖X‖M := inf{λ > 0 : EM(|X|/λ) ≤ 1},
where E stands for the expectation (i.e., integration) with respect to P (this notation should
not lead to confusion with the Minkowski ‖ · ‖K functional associated with a convex body K).
Let us point out that (LM (Ω,P), ‖ · ‖M ) is a Banach space and we refer to it as the Orlicz space
associated to M . Examples of Orlicz spaces are the Lp-spaces, for every p ∈ [1,∞), associated to
the Orlicz functions x 7→ xp, and the spaces associated to the functions ψα(x) = exp(xα)− 1, for
every α ∈ [1,∞). In the particular case α ∈ {1, 2}, the elements of the space (Lψα(Ω,P), ‖ · ‖ψα)
are also called sub-exponential and sub-Gaussian random variables, respectively.
The following result, known as Bernstein’s inequality, taken in this form from [4, Theorem
3.5.17], allows to obtain an estimate on the tail of the distribution of a sum of independent and
uniformly sub-Gaussian random variables. It will be used in the proof of Theorem 1.1. In the
proof of Theorem 1.2, we need another version of Bernstein’s inequality, which deals with sums of
independent and uniformly sub-exponential random variables. It is written here as a particular
case of [4, Theorem 3.5.16].
Lemma 2.1. Let Y1, . . . , Yn be independent and centred random variables defined on a common
probability space (Ω,F ,P).
(a) Suppose that there exists R ∈ (0,∞) such that ‖Yi‖ψ2 ≤ R for every i ∈ {1, . . . , n}. Then,
for every t > 0,
P
(∣∣∣ n∑
i=1
Yi
∣∣∣ > tn) ≤ 2 exp(− t2n
8R2
)
.
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(b) Suppose that there exists R ∈ (0,∞) such that ‖Yi‖ψ1 ≤ R for every i ∈ {1, . . . , n}. Then,
for every t > 0,
P
(∣∣∣ n∑
i=1
Yi
∣∣∣ > tn) ≤ 2 exp(− tn
6R
min
{ t
R
, 1
})
.
2.3 Geometry of convex bodies
After having defined the isotropic constant of an isotropic convex body in the introduction, let us
recall that the isotropic constant LK can be defined also for an arbitrary convex body K ⊂ Rn
as follows:
L2K := min
{
1
n|TK|1+2/n
∫
z+TK
‖x‖22 dx : z ∈ Rn, T ∈ GL(n)
}
, (2)
where GL(n) stands for the group of invertible linear transformations on Rn, see [4, Definition
10.1.6]. Although this definition relies on the 2-norm, the isotropic constant of a symmetric
convex body can be bounded from above using an average of the 1-norm. As in [12] this bound
will turn out to be very useful for our purposes. The first of the following inequalities is taken
from [10, Lemma 11.5.2], while the second is a direct consequence of the definition of isotropic
constant (Equation (2)). We recall that a convex body K ⊂ Rn is symmetric provided that
x ∈ K implies −x ∈ K and centred if K has its barycentre at the origin.
Lemma 2.2. (a) Let K ⊂ Rn be a symmetric convex body. Then there exists a constant
c ∈ (0,∞) such that
LK ≤ c
n|K|1+1/n
∫
K
‖x‖1 dx.
(b) Let K ⊂ Rn be a centred convex body. Then,
L2K ≤
1
n|K|1+2/n
∫
K
‖x‖22 dx.
Since we shall be dealing mostly with symmetric polytopes, we will make use of the following
lemma that, together with the previous one, allows us to connect the isotropic constant of a
polytope with properties of its facets. Part (a) of the next result follows directly from [10,
Lemma 11.5.4] and [12, Identity (2.26)], while part (b) is a consequence of [10, Lemma 11.4.4]
and [10, Lemma 11.4.5].
Lemma 2.3. (a) Let K ⊂ Rn be a symmetric polytope. Then
1
|K|
∫
K
‖x‖1 dx ≤
1 +
√
2
n
max
conv{y1,...,yn} is a facet of K
ε1,...,εn=±1
‖ε1y1 + . . .+ εnyn‖1.
(b) Let K ⊂ Rn be a symmetric polytope. Then
1
|K|
∫
K
‖x‖22 dx ≤
2
(n+ 1)(n+ 2)
max
conv{y1,...,yn} is a facet of K
ε1,...,εn=±1
‖ε1y1 + . . .+ εnyn‖22.
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3 A ψ2-estimate for the cone measure
In order to be able to apply Bernstein’s inequality for independent and uniformly sub-Gaussian
random variables (see Lemma 2.1 (a)), we need an upper bound on the ψ2-norm on linear function-
als with respect to the cone probability measure on the boundary of an isotropic unconditional
convex body. We emphasize that such an estimate is the key point in the proof of Theorem 1.1
and might also be of independent interest. Bounds for the ψ2-norm of linear functionals have
been subject of a number of studies, which in turn concentrate on the case of the uniform dis-
tribution on an isotropic convex body or, more generally, on an isotropic log-concave measure,
see in particular the work of Bobkov and Nazarov [7]. However, the cone measure does clearly
not satisfy this property and it seems that the following Bobkov-Nazarov type estimate for the
cone measure result is not available in the existing literature. We also remark that the proof in
[7] does not carry over to the cone measure case. Instead we use the polar integration formula
to deduce the estimate from the one for the uniform distribution. In addition, this allows to
identify the extremal bodies for which the estimate is sharp, see Remark 6.
Proposition 3.1. Let K ⊂ Rn be an isotropic unconditional convex body. Then, for every
θ ∈ Rn,
‖〈·, θ〉‖Lψ2 (µK) ≤ 3
√
n‖θ‖∞.
Let us briefly comment that the result of Proposition 3.1 might be re-phrased by saying that
for an isotropic unconditional convex body K and for every θ ∈ Rn one has that
µK({x ∈ ∂K : |〈x, θ〉| ≥ t
√
n‖θ‖∞}) ≤ 2e−
t2
9
for all t > 0. Especially, taking θ = (1, . . . , 1), which satisfies ‖θ‖∞ = 1, we have that
µK
({
x ∈ ∂K : ‖x‖1√
n
≥ t
})
≤ 2e− t
2
9 .
We split the proof of Proposition 3.1 into three lemmas, the first being a comparison inequality,
in the spirit of [7], where we compare the absolute moments of a linear functional on a general
isotropic unconditional convex body to the ones on a rescaling of the unit ball Bn1 .
Lemma 3.2. Let K ⊂ Rn be an isotropic unconditional convex body and V :=
√
6
2 nB
n
1 . Then,
for any θ ∈ Rn and every q ∈ N ∪ {0},∫
∂K
|〈x, θ〉|2q dµK(x) ≤
∫
∂V
|〈x, θ〉|2q dµV (x).
Proof. We know from the computations in [7] (see in particular [10, page 307]) that, for any
θ ∈ Rn, ∫
Rn
|〈x, θ〉|2q dνK(x) ≤
∫
Rn
|〈x, θ〉|2q dνV (x), (3)
since K is unconditional. Then the claim holds if for any symmetric convex body K0,∫
Rn
|〈x, θ〉|2q dνK0(x) = cn,q
∫
∂K0
|〈x, θ〉|2q dµK0(x), (4)
where cn,q ∈ (0,∞) can depend on n, q but not K0. We can prove Equation (4) using a polar
integration formula for the cone measure. It says that, for every integrable function f : Rn → R,∫
Rn
f(x) dx = n|K0|
∫ ∞
0
rn−1
∫
∂K0
f(rx) dµK0(x) dr,
8
see [25, Proposition 1]. We apply this transformation formula to f(x) = 1K0(x)|〈x, θ〉|2q. Then,
we get ∫
Rn
|〈x, θ〉|2q dνK0(x) =
∫
Rn
|〈x, θ〉|2q 1K0(x)|K0| dx
= n
∫ ∞
0
rn−1
∫
∂K0
|〈rx, θ〉|2q1K0(rx) dµK0(x) dr
= n
∫ ∞
0
rn−1+2q
∫
∂K0
|〈x, θ〉|2q1[0,1](r) dµK0(x) dr
= n
∫ 1
0
rn−1+2q
∫
∂K0
|〈x, θ〉|2q dµK0(x) dr
=
n
n+ 2q
∫
∂K0
|〈x, θ〉|2q dµK0(x),
(5)
which completes the argument.
Remark 5. The quantitative dependence of the constant cn,q = n/(n + 2q) on n and q is of
importance on its own. This will become clear in the proof of Lemma 3.4.
Lemma 3.3. For every c ∈ (0,∞),
‖〈·, θ〉‖Lψ2(µcBn
1
) = c‖〈·, θ〉‖Lψ2 (µBn
1
). (6)
Proof. It is well known that µcBn
1
coincides with the normalized (n− 1) Hausdorff measure Hn−1
on cBn1 , see [27]. Then, for t > 0 large enough,∫
c Sn−1
1
exp
(
(〈x, θ〉/t)2)dµcBn
1
(x) =
1
Hn−1(cBn1 )
∫
c Sn−1
1
exp
(
(〈x, θ〉/t)2) dHn−1(x)
=
cn−1
Hn−1(cBn1 )
∫
S
n−1
1
exp
(
(c〈x′, θ〉/t)2) dHn−1(x′)
=
∫
S
n−1
1
exp
(
(c〈x′, θ〉/t)2)dµBn
1
(x′) ,
where we used that Hn−1 is homogeneous of degree n− 1 in the last step. This implies the claim
by definition of the ψ2-norm.
Lemma 3.4. For every θ ∈ Rn,
√
n‖〈·, θ〉‖Lψ2 (µBn
1
) ≤
√
6‖θ‖∞.
Proof. The proof follows the one in [7] (see also page 305 in [10]). Let q ∈ N ∪ {0}. Using the
unconditionality of Bn1 , expanding the power of the scalar product yields∫
Rn
|〈x, θ〉|2q dνBn
1
(x) =
∑
qi∈N∪{0},
∑n
i=1 qi=q
(
2q
2q1, . . . , 2qn
) n∏
i=1
θ2qii
∫
Rn
n∏
i=1
x2qii dνBn1 (x),
where we used the standard notation for multinomial coefficients. Moreover, whenever we have
q1 + . . .+ qn = q, it holds ∫
Rn
n∏
i=1
x2qii dνBn1 (x) =
n!
(n+ 2q)!
n∏
i=1
(2qi)! .
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For the sake of completeness, we prove this claim by induction. Note that it is equivalent to
∫
Bn
1
n∏
i=1
x2qii dx =
2n
(n+ 2q)!
n∏
i=1
(2qi)! .
The equality holds for n = 1, indeed both sides are equal to 2/(1 + 2q1). Suppose that it holds
in dimension n and for exponents 2q1, . . . , 2qn whose sum is equal to 2q. We want to prove it in
dimension n+ 1 adding a new exponent 2qn+1:
∫
B
n+1
1
n+1∏
i=1
x2qii dx1 . . . dxn+1 =
∫ 1
−1
∫
(1−|xn+1|)Bn1
n∏
i=1
x2qii dx1 . . . dxn x
2qn+1
n+1 dxn+1
=
∫ 1
−1
∫
Bn
1
(1− |xn+1|)n+2q
n∏
i=1
y2qii dy1 . . . dyn x
2qn+1
n+1 dxn+1
=
2n
(n+ 2q)!
n∏
i=1
(2qi)!
∫ 1
1
(1− |xn+1|)n+2qx2qn+1n+1 dxn+1
=
2n+1
(n+ 2q)!
n∏
i=1
(2qi)!
∫ 1
0
(1− z)n+2qz2qn+1 dz
=
2n+1
(n+ 2q)!
n∏
i=1
(2qi)!
(n+ 2q)!(2qn+1)!
(n + 2q + 2qn+1 + 1)!
=
2n+1
(n+ 1 + 2
∑n+1
i=1 qi)!
n+1∏
i=1
(2qi)!,
which proves the claim.
Now, if we set α :=
√
n‖θ‖∞, then it holds that
∏n
i=1 θ
2qi
i ≤ α2qn−q. This yields∫
Rn
|〈x, θ〉|2q dνBn
1
(x) ≤
∑
qi∈N∪{0},
∑n
i=1 qi=q
(
2q
2q1, . . . , 2qn
)
α2q
nq
n!
(n+ 2q)!
n∏
i=1
(2qi)!
=
∑
qi∈N∪{0},
∑n
i=1 qi=q
n!(2q)!α2q
(n+ 2q)!nq
=
(
n+ q − 1
n− 1
)
n!(2q)!α2q
(n+ 2q)!nq
,
where in the last equality we used that the cardinality of the set of indices in the sum is precisely(n+q−1
n−1
)
. Using Equation (5), we get∫
Rn
|〈x, θ〉|2q dµBn
1
(x) =
n+ 2q
n
∫
Rn
|〈x, θ〉|2q dνBn
1
(x)
≤
(
n+ q − 1
n− 1
)
(n− 1)!(2q)!α2q
(n+ 2q − 1)!nq
=
1
(n+ q) · · · (n+ 2q − 1)
(2q)!α2q
q!nq
≤ q!
2
(2α
n
)2q
,
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where for the last step we used the inequality 2(2q)! ≤ (2qq!)2, which can be checked by induction
on q ∈ N, and the fact that nq ≤ (n + q) · · · (n+ 2q − 1). When |t| < 1/(2α), we have
∫
Rn
exp
(
(tn〈x, θ〉)2) dµBn
1
(x) = 1 +
∞∑
q=1
t2qn2q
q!
∫
Rn
|〈x, θ〉|2q dµBn
1
(x)
≤ 1 + 1
2
∞∑
q=1
(2tα)2q
= 1 +
1
2
( 1
1− 4t2α2 − 1
)
.
If t0 is such that the last expression equals 2 when evaluated in t = t0, we get that
n‖〈·, θ〉‖Lψ2 (µBn
1
) ≤ 1/t0 =
√
6α =
√
6
√
n‖θ‖∞,
which completes the proof.
Proof of Proposition 3.1. From Lemma 3.2 and the definition of ‖〈·, θ〉‖Lψ2(µV ), we get∫
∂K
exp
(
〈x, θ〉2/‖〈·, θ〉‖2Lψ2 (µV )
)
dµK(x)
= 1 +
∞∑
q=1
1
q!‖〈·, θ〉‖2q
Lψ2 (µV )
∫
∂K
|〈x, θ〉|2q dµK(x)
≤ 1 +
∞∑
q=1
1
q!‖〈·, θ〉‖2q
Lψ2 (µV )
∫
∂V
|〈x, θ〉|2q dµV (x)
= 2.
In particular, we have
‖〈·, θ〉‖Lψ2 (µK) ≤ ‖〈·, θ〉‖Lψ2 (µV ).
Moreover, from Lemma 3.3 and Lemma 3.4, we obtain
‖〈·, θ〉‖Lψ2(µV ) =
√
6
2
n‖〈·, θ〉‖Lψ2 (µBn
1
) ≤ 3
√
n‖θ‖∞.
The proof is thus complete.
Remark 6. Let us emphasize that we decided to use a different approach than the one used
in Lemma 5.1 below in order to gain a comparison between the cone measure of an isotropic
unconditional convex body and the cone measure of a suitably rescaled ball with respect to the
1-norm. Also, we have made explicit every constant in our computations.
4 Proof of Theorem 1.1
Recalling the bound for the isotropic constant presented in Lemma 2.2 (a), our proof is naturally
divided into two parts. The first is concerned with a lower bound on the volume radius of our
random polytope.
In the following Lemma, part (a) will be applied to the case of an isotropic unconditional
convex body, while part (b) will be used for the general case of an isotropic convex body.
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Lemma 4.1. Let K ⊂ Rn be a convex body with |K| = 1 and KN the symmetric convex hull of
N independent random points on ∂K with distribution µK .
(a) There exist constants c1 ∈ (1,∞) and c2 ∈ (0,∞) such that the event that
|KN |1/n ≥ c2 min
{√
log(2N/n)
n
, 1
}
has probability greater than 1− exp(−n) when N ≥ c1n.
(b) There exist constants c1 ∈ (1,∞) and c2 ∈ (0,∞) such that the event that
|KN |1/n ≥ c2 LK
√
log(2N/n)
n
has probability greater than 1− exp(−c1
√
N) when n ≤ N ≤ e
√
n.
Proof. Let us start with (a). We use a coupling argument that was introduced in [17]. Let
Y1, . . . , YN be independent random points distributed according to the uniform distribution on
K, and define the symmetric random polytope
K˜N := conv{±Y1, . . . ,±YN}.
It is proven in [12, Proposition 2.2] that if N ≥ c1n, then
|K˜N |1/n ≥ c2 min
{√
log(2N/n)
n
, 1
}
with probability greater than 1− exp(−n). For i ∈ {1, . . . , N}, consider the random variables
Xi :=


Yi
‖Yi‖K
: ‖Yi‖K 6= 0
y ∈ ∂K : ‖Yi‖K = 0 ,
where y is a fixed but arbitrary point on ∂K. By definition, the points X1, . . . ,XN are inde-
pendent and belong to ∂K. Moreover, the push-forward probability measure of the uniform
distribution νK under the map K ∋ y 7→ y/‖y‖K ∈ ∂K is exactly the cone probability measure
µK on K. Indeed, for any Borel set B ⊂ ∂K,
P(Xi ∈ B) = P(Yi ∈ (0, 1]B) = |(0, 1]B||K| = µK(B).
Note also that it follows from the symmetry of K that if X ∈ ∂K, then also −X ∈ ∂K. In
particular, the symmetric random polytope
KN := conv{±X1, . . . ,±XN}
has the desired distribution. Moreover, by construction KN (ω) ⊇ K˜N (ω) for every realization
ω ∈ Ω, so that
|KN |1/n ≥ |K˜N |1/n ≥ c2 min
{√
log(2N/n)
n
, 1
}
with probability greater than 1− exp(−n).
The proof of part (b) is similar. The only change is that for the lower bound for |K˜N |1/n
instead of [12, Proposition 2.2] we now use [13, Theorem 4,1] in the form of [10, Theorem
11.3.7].
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Now that we have established the ψ2-estimate in the previous section, we can proceed to
bound the second quantity that we need in view of Lemma 2.1 (a).
Lemma 4.2. Let K ⊂ Rn be an isotropic unconditional convex body. For N > n let X1, . . . ,XN
be independent random points distributed according to the cone measure on ∂K. Then there exist
constants c, C ∈ (0,∞) such that with probability greater than 1− exp(−cn log(2N/n)) it holds
max
ε1,...,εn=±1
‖ε1Xi1 + . . . + εnXin‖1 ≤ C n3/2
√
log(2N/n)
for all subsets of vertices {Xi1 , . . . ,Xin} ⊂ {±X1, . . . ,±XN}.
Proof. We start considering the points X1, . . . ,Xn. Fix a direction θ ∈ Sn−1∞ and an n-tuple of
signs ε = (ε1, . . . , εn) ∈ {−1,+1}n. For every i ∈ {1, . . . , n}, we define the random variables
Yi := 〈εiXi, θ〉. Note that by Proposition 3.1, ‖Yi‖Lψ2 (µK) ≤ 3
√
n so that we can apply linearity
and the ψ2-version of Bernstein’s inequality (see Lemma 2.1 (a)) in order to get
P
(|〈ε1X1 + . . . + εnXn, θ〉| > tn) ≤ 2 exp(−t2/72), (7)
for every t > 0. Now we notice that
‖ε1X1 + . . .+ εnXn‖1 = sup
θ∈Sn−1∞
|〈ε1X1 + . . .+ εnXn, θ〉| = max
θ∈{−1,1}n
|〈ε1X1 + . . .+ εnXn, θ〉|.
Hence, we obtain
P
(
max
ε∈{−1,+1}n
‖ε1X1 + . . .+ εnXn‖1 > tn
)
= P
(
max
ε,θ∈{−1,1}n
|〈ε1X1 + . . .+ εnXn, θ〉| > tn
)
≤ 4nP(|〈ε1X1 + . . .+ εnXn, θ〉| > tn)
≤ exp ((2n + 1) log 2− t2/72),
(8)
where we used the union bound together with the fact that |〈ε1X1 + . . . + εnXn, θ〉| has the
same distribution for every choice of signs εi’s and directions θ. We now consider all the sub-
sets {Xi1 , . . . ,Xin} ⊂ {±X1, . . . ,±Xn} of cardinality n. Since there are
(2N
n
) ≤ (2eN/n)n =
exp(n log(2N/n)) of such subsets, we can set t := C
√
n log(2N/n), with C ∈ (0,∞) sufficiently
large, and use again the union bound to get
P
(
max
{Xi1 ,...,Xin}⊂{±X1,...,±XN}
max
ε∈{−1,+1}n
‖ε1Xi1 + . . . + εnXin‖1 > Cn3/2
√
log(2N/n)
)
≤ exp ((2n+ 1) log 2− (C2/72− 1)n log(2N/n))
≤ exp (− cn log(2N/n)),
(9)
which implies the statement by taking the complementary event.
We are now prepared to complete the proof of Theorem 1.1.
Proof of Theorem 1.1. By Remark 1 the conclusion is clear if N ≤ cn for some constant c ∈
(0,∞).
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Let us next assume that there are constants c0, c1 ∈ (0,∞) such that c0n ≤ N ≤ ec1n. Since
every facet of KN is obtained as the convex hull of a subset (of cardinality n with probability
one) of all the vertices, Lemma 4.2 together with Lemma 2.3 (a) immediately gives that
1
|KN |
∫
KN
‖x‖1 dx ≤ (1 +
√
2)C
√
n log(2N/n) (10)
with probability greater than 1 − exp(−cn), where c, C ∈ (0,∞) are the same constants as in
Lemma 4.2. Combining this with Lemma 2.2 (a) and Lemma 4.1 (a), we get that
LKN ≤
c4
n
1
|KN |1/n
1
|KN |
∫
KN
‖x‖1 dx
≤ c · c2 · 1
n
√
n
log(2N/n)
· (1 +
√
2)C
√
n log(2N/n)
= (1 +
√
2) c · c2 · C
(11)
with probability greater than 1− c3 exp(−c4n).
Finally, we treat the case where N ≥ ean for some constant a ∈ (0,∞). In this case Lemma 4.1
(a) yields that |KN |1/n ≥ c2 for some constant c2 ∈ (0,∞) with probability at least 1− e−n. In
addition, by unconditionality of K it holds that K ⊂ (√6/2)nBn1 , hence
1
|KN |
∫
KN
‖x‖1 dx ≤
√
6/2
|KN |
∫
KN
n‖x‖KN dx ≤
√
6
2
n.
Thus, Lemma 2.2 (a) yields the bound
LKN ≤
c
n
1
|KN |1/n
1
|KN |
∫
KN
‖x‖1 dx ≤
c
n
1
c2
√
6
2
n =
√
6
2
c
c2
with probability at least 1− e−n. The proof is thus complete.
5 Proof of Theorem 1.2
In this section we give a proof of Theorem 1.2. We start with the following ψ1-estimate.
Lemma 5.1. Fix an isotropic convex body K ⊂ Rn and θ ∈ Sn−1. Then there exists an absolute
constant c ∈ (0,∞) such that ‖〈·, θ〉‖Lψ1 (µK) ≤ cLK .
Proof. We recall that [10, Lemma 2.4.2] implies that
‖〈·, θ〉‖Lψ1 (µK ) ≤ c sup
p≥1
‖〈·, θ〉‖Lp(µK)
p
for some absolute constant c ∈ (0,∞). Moreover, from (5) we deduce that
‖〈·, θ〉‖Lp(µK)
p
=
(n+ p
n
)1/p ‖〈·, θ〉‖Lp(νK)
p
,
where νK is the uniform distribution on K. This implies
‖〈·, θ〉‖Lψ1 (µK) ≤ c sup
p≥1
(n+ p
n
)1/p
sup
p≥1
‖〈·, θ〉‖Lp(νK)
p
≤ C‖〈·, θ〉‖Lψ1 (νK)
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for another constant C ∈ (0,∞), since the first supremum is bounded by 2. However, ‖〈·, θ〉‖Lψ1(νK)
is bounded by a constant multiple of LK , since every isotropic log-concave measure is known
to be a so-called ψ1-measure (this is essentially a consequence of Borell’s lemma, see [10, page
81]).
In a next step we observe that Lemma 4.1 (b) yields a lower bound for |KN |1/n, which
depends on the isotropic constant LK of K whenever N ≤ e
√
n. In addition, Lemma 4.2 needs
an adaptation. Especially, while in the unconditional case we could work with the 1-norm,
here we have to deal with the 2-norm instead. Eventually, this leads to the appearance of the
additional logarithmic factor in our final result. Moreover, we have to make explicit now the
dependence on LK , since for a general isotropic convex body we do not know whether or not this
quantity is bounded by an absolute constant, as explained in the introduction. In the end this
will allow us to bound LKN independently of LK if N ≤ e
√
n.
Lemma 5.2. Let K ⊂ Rn be an isotropic convex body. For N > n let X1, . . . ,XN be independent
random points distributed according to the cone measure on ∂K. Then there exist constants
c, C ∈ (0,∞) such that with probability greater than 1− exp(−cn log(2N/n)) it holds
max
ε1,...,εn=±1
‖ε1Xi1 + . . .+ εnXin‖2 ≤ CLKn log(2N/n)
for all subsets of vertices {Xi1 , . . . ,Xin} ⊂ {±X1, . . . ,±XN}.
Proof. The proof follows the one of Lemma 4.2 and we shall indicate the necessary modifications.
Let X1, . . . ,Xn be independent random points with distribution µK and, for θ ∈ Sn−1
and ε1, . . . , εn ∈ {−1,+1}, put Yi := 〈εiXi, θ〉 for any i ∈ {1, . . . , n}. We start by noticing
that Lemma 5.1 implies that if K ⊂ Rn is an arbitrary isotropic convex body, we have that
‖Yi‖Lψ1 (µK ) ≤ cLK for some absolute constant c ∈ (0,∞) and any i ∈ {1, . . . , n}.
Thus, we can apply the ψ1-version of Bernstein’s inequality (Lemma 2.1 (b)), which implies
that (7) needs to be replaced by
P
(|〈ε1X1 + . . .+ εnXn, θ〉| > pcLKn) ≤ 2 exp(−pn/6),
for some parameter p > 1 to be chosen later. Taking the union bound, we get
P
(
max
ε∈{−1,+1}n
|〈ε1X1 + . . . + εnXn, θ〉| > pcLKn
)
≤ exp ((n+ 1) log 2− pn/6).
Consider now a 12 -net N of Sn−1 with cardinality at most 5n (the existence of such a net is
ensured by [4, Lemma 5.2.5], for example). Applying the union bound once more leads to
P
(
max
θ∈N
max
ε∈{−1,+1}n
|〈ε1X1 + . . .+ εnXn, θ〉| > pcLKn
)
≤ exp ((n+ 1) log 2 + n log 5− pn/6).
For any θ ∈ Sn−1 there exist a sequence (θj)j∈N ∈ NN and coefficients δj ∈ [0, 21−j ] such that
θ =
∑∞
j=1 δjθj (see [1]). In particular, this implies
P
(
max
θ∈Sn−1
max
ε∈{−1,+1}n
|〈ε1X1 + . . .+ εnXn, θ〉| > 2pcLKn
)
≤ P
(
max
θ∈Sn−1
max
ε∈{−1,+1}n
∞∑
j=1
δj|〈ε1X1 + . . .+ εnXn, θj〉| > 2pcLKn
)
≤ P
(
max
θ∈N
max
ε∈{−1,+1}n
|〈ε1X1 + . . .+ εnXn, θj〉| > pcLKn
)
≤ exp ((n + 1) log 2 + n log 5− pn/6).
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Notice that
max
θ∈Sn−1
|〈ε1X1 + . . .+ εnXn, θ〉| = ‖ε1X1 + . . .+ εnXn‖2.
Hence, applying a union bound and taking p := 42 log(2N/n), (9) gets replaced by
P
(
max
{Xi1 ,...,Xin}⊂{±X1,...,±XN}
max
ε∈{−1,+1}n
‖ε1Xi1 + . . .+ εnXin‖2 > 84cLKn log(2N/n)
)
≤ exp (− n log(2N/n)).
This completes the proof.
Proof of Theorem 1.2. Again, the proof follows closely the one of Theorem 1.1 and we shall
indicate the necessary modifications.
The regime where N ≤ cn is trivial by Remark 1. Next, as long as N ≤ e
√
n we combine this
time Lemma 5.2 with Lemma 2.3 (b) to see that (10) gets replaced by
1
|KN |
∫
KN
‖x‖22 dx ≤ 2C2L2K log(2N/n)2,
which holds with probability greater than 1 − exp(−c1n), where C ∈ (0,∞) is an absolute
constant. Combining this with Lemma 2.2 (b) and Lemma 4.1 (b), we deduce that (11) has to
be replaced by
L2KN ≤
1
n|KN |2/n
1
|KN |
∫
KN
‖x‖22 dx ≤
1
n
n
c22 log(2N/n)L
2
K
C2L2K log(2N/n)
2 ≤ C
2
c22
log(2N/n),
which holds with probability greater than 1 − c3 exp(−c4n) − exp(−c5
√
N). The proof is thus
complete.
Acknowledgement
The authors would like to thank Beatrice-Helen Vritsiou (Edmonton), Apostolos Giannopoulos
(Athens) and David Alonso-Gutiérrez (Zaragoza) for a number of stimulating discussions on the
topic of this paper.
JP has been supported by a Visiting International Professor Fellowship from the Ruhr Uni-
versity Bochum and NT by the German Research Foundation (DFG) via Research Training
Group RTG 2131 High dimensional Phenomena in Probability – Fluctuations and Discontinuity.
References
[1] D. Alonso-Gutiérrez. “On the isotropy constant of random convex sets”. In: Proc. Amer.
Math. Soc. 136.9 (2008), pp. 3293–3300.
[2] D. Alonso-Gutiérrez, J. Bastero, J. Bernués, and P. Wolff. “On the isotropy constant of
projections of polytopes”. In: J. Funct. Anal. 258.5 (2010), pp. 1452–1465.
[3] D. Alonso-Gutiérrez, A. E. Litvak, and N. Tomczak-Jaegermann. “On the isotropic constant
of random polytopes”. In: J. Geom. Anal. 26.1 (2016), pp. 645–662.
[4] S. Artstein-Avidan, A. Giannopoulos, and V. D. Milman. Asymptotic Geometric Analysis.
Part I. Vol. 202. Mathematical Surveys and Monographs. American Mathematical Society,
Providence, RI, 2015, pp. xx+451.
16
[5] K. Ball. “Normed spaces with a weak-Gordon-Lewis property”. In: Functional analysis
(Austin, TX, 1987/1989). Vol. 1470. Lecture Notes in Math. Springer, Berlin, 1991, pp. 36–
47.
[6] I. Bárány. “Random polytopes, convex bodies, and approximation”. In: Stochastic geometry.
Vol. 1892. Lecture Notes in Math. Springer, Berlin, 2007, pp. 77–118.
[7] S. G. Bobkov and F. L. Nazarov. “Large deviations of typical linear functionals on a convex
body with unconditional basis”. In: Stochastic inequalities and applications. Vol. 56. Progr.
Probab. Birkhäuser, Basel, 2003, pp. 3–13.
[8] K. H. Borgwardt. “The simplex method: a probabilistic analysis”. In: Algorithms and com-
binatorics. Vol. 1. Springer, Berlin, 1987.
[9] J. Bourgain. “On high-dimensional maximal functions associated to convex bodies”. In:
Amer. J. Math. 108.6 (1986), pp. 1467–1476.
[10] S. Brazitikos, A. Giannopoulos, P. Valettas, and B.-H. Vritsiou. Geometry of Isotropic
Convex Bodies. Vol. 196. Mathematical Surveys and Monographs. American Mathematical
Society, Providence, RI, 2014.
[11] C. Buchta, J. Müller, and R. F. Tichy. “Stochastical approximation of convex bodies”. In:
Math. Ann. 271.2 (1985), pp. 225–235.
[12] N. Dafnis, A. Giannopoulos, and O. Guédon. “On the isotropic constant of random poly-
topes”. In: Adv. Geom. 10.2 (2010), pp. 311–322.
[13] N. Dafnis, A. Giannopoulos, and A. Tsolomitis. “Asymptotic shape of a random polytope
in a convex body”. In: J. Funct. Anal. 257.9 (2009), pp. 2820–2839.
[14] E. D. Gluskin. “The diameter of the Minkowski compactum is roughly equal to n”. In:
Funktsional. Anal. i Prilozhen. 15.1 (1981), pp. 72–73.
[15] A. Hinrichs, J. Prochno, and M. Ullrich. “The curse of dimensionality for numerical inte-
gration on general domains”. In: ArXiv e-prints (2018). arXiv: 1804.03957 [math.NA].
[16] J. Hörrmann, D. Hug, M. Reitzner, and C. Thäle. “Poisson polyhedra in high dimensions”.
In: Adv. Math. 281 (2015), pp. 1–39.
[17] J. Hörrmann, J. Prochno, and C. Thäle. “On the Isotropic Constant of Random Polytopes
with Vertices on an ℓp-Sphere”. In: J. Geom. Anal. 28.1 (2018), pp. 405–426.
[18] D. Hug. “Random polytopes”. In: Stochastic geometry, spatial statistics and random fields.
Vol. 2068. Lecture Notes in Math. Springer, Heidelberg, 2013, pp. 205–238.
[19] B. Klartag. “On convex perturbations with a bounded isotropic constant”. In: Geom. Funct.
Anal. 16.6 (2006), pp. 1274–1290.
[20] B. Klartag and G. Kozma. “On the hyperplane conjecture for random convex sets”. In:
Israel J. Math. 170 (2009), pp. 253–268.
[21] H. König, M. Meyer, and A. Pajor. “The isotropy constants of the Schatten classes are
bounded”. In: Math. Ann. 312.4 (1998), pp. 773–783.
[22] J. Matoušek. Lectures on discrete geometry. Vol. 212. Graduate Texts in Mathematics.
Springer-Verlag, New York, 2002, pp. xvi+481.
[23] V. D. Milman and A. Pajor. “Isotropic position and inertia ellipsoids and zonoids of the
unit ball of a normed n-dimensional space”. In: Geometric aspects of functional analysis
(1987–88). Vol. 1376. Lecture Notes in Math. Springer, Berlin, 1989, pp. 64–104.
17
[24] A. Naor. “The surface measure and cone measure on the sphere of ℓnp ”. In: Trans. Amer.
Math. Soc. 359.3 (2007), pp. 1045–1079.
[25] A. Naor and D. Romik. “Projecting the surface measure of the sphere of ℓnp ”. In: Ann. Inst.
H. Poincaré Probab. Statist. 39.2 (2003), pp. 241–261.
[26] M. Preparata and M. I. Shamos. Computational geometry: an introduction, Texts and
monographs in computer science. Springer, New York, 1990.
[27] S. T. Rachev and L. Rüschendorf. “Approximate Independence of Distributions on Spheres
and Their Stability Properties.” In: Ann. Probab. 19.3 (1991), pp. 1311–1337.
[28] M. Reitzner. “Random Polytopes”. In: New perspectives in stochastic geometry. Oxford
University Press, Oxford, 2010, pp. 45–76.
[29] A Rényi and R. Sulanke. “Über die konvexe Hülle von n zufällig gewählten Punkten”. In:
Z. Wahrsch. Verw. Geb. 2 (1963), pp. 75–84.
[30] D. Spielman and S.-H. Teng. “Smoothed Analysis of Algorithms: Why the Simplex Algo-
rithm Usually Takes Polynomial Time”. In: J. ACM 51.3 (May 2004), pp. 385–463.
[31] J. Stemeseder. “Random polytopes with vertices on the sphere”. In: Dissertation Univ.
Salzburg (2014).
[32] J. J. Sylvester. “Question 1491”. In: The Educational Times (London) (April 1864).
[33] R. Vershynin. “Beyond Hirsch Conjecture: Walks on Random Polytopes and Smoothed
Complexity of the Simplex Method”. In: SIAM J. Comput. 39.2 (July 2009), pp. 646–678.
Joscha Prochno: School of Mathematics & Physical Sciences, University of Hull, United Kingdom
E-mail : j.prochno@hull.ac.uk
Christoph Thäle: Faculty of Mathematics, Ruhr University Bochum, Germany
E-mail : christoph.thaele@rub.de
Nicola Turchi: Faculty of Mathematics, Ruhr University Bochum, Germany
E-mail : nicola.turchi@rub.de
18
