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We lay out an empirical and a theoretical model to analyze the ef-
fects of non-fundamental exchange rate volatility on economic activity
and welfare. In the ﬁr s tp a r to ft h ep a p e r ,t h eG A R C H - S V A Rm o d e li s
applied to measure empirically the eﬀect of the conditional exogenous
exchange rate volatility on the conditional mean of the endogenous
variables in our open economy VAR. Our results for Canada, Ger-
many and UK indicate that the eﬀects of exchange rate uncertainty
are small empirically. In the second part, we investigate the eﬀect of
non-fundamental exchange rate volatility in a stochastic open econ-
omy model. The second order approximation method of Sims [2003] is
applied to the model equilibrium conditions. We show that in a model
with habit persistence, even non-fundamental exchange rate volatility
that generate only small variation in the unconditional mean of the
variables might induce economically signiﬁcant welfare changes.
JEL Classiﬁcation: C32; F31; F41;
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The issue of exchange rate risk is ubiquitous in international economics,
and this is best understood and exempliﬁed by the incessant debates about
the level and scope of its damaging eﬀects. The tendency for nominal ex-
change rates to move so volatilely and unpredictably has been blamed for
limiting gains from international trade and lowering welfare.
Interestingly, however, there is little empirical evidence that exchange
rate variability has a signiﬁcant impact on trade and welfare, and interest
rate volatility appears to matter a lot more than exchange rates volatility for
G-3 activity. Furthermore, exchange rate volatility may not necessarily be
harmful. In a world with sticky prices, ﬂuctuations of the exchange rate as
a response to changes in economic fundamentals might oﬀset the deleterious
eﬀect of idiosyncratic negative real shocks.
At the same time advocates of greater exchange rate stability across the
major currencies argue that a signiﬁcant part of exchange rate volatility is
created in the exchange rate market itself. If exchange rate ﬂuctuations are
due to non-fundamental reasons in the sense that they are primarily driven
by investor psychology, there might still exist a good case for exchange rate
stability. If the exchange rate breeds its own shock then it may also be a
source of welfare reduction.
The main objective of this paper is to evaluate the eﬀects of non-fundamental
exchange rate volatility on economic activity and welfare, and this question
is tackled both empirically and theoretically.
The eﬀect of exchange rate variability is investigated from an empirical
point of view by applying the GARCH-SVAR methodology that, contrary
to the usual linear VAR approach, allows one to measure the eﬀect of the
conditional variance of the exchange rate on the conditional means of the
endogenous variables. We model non-fundamental exchange rate volatility
by postulating that the fraction of volatility that can not be accounted for by
a change in economic fundamentals such as output, inﬂation etc., is induced
by non-fundamental causes. The impulse response functions to an exchange
rate shock are consistent with common knowledge, but indicate that for the
UK, Germany and Canada the eﬀects of exchange rate volatility originating
in the exchange rate market are very small. This seems to justify arguments
about the lack of evidence concerning the role of exchange rate variability
for macroeconomic aggregates.
While the approach that we employ in the empirical part is informative,
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April 2004it does not reﬂect a true welfare analysis. A rigorous welfare exploration re-
quires examining not only the impulse response functions to one-time shocks,
but the construction of a model and its stochastic equilibria under a partic-
ular policy regime.
To this end, the second part of the paper investigates the eﬀects of ex-
change rate uncertainty in a stochastic open economy model. In order not to
rely on traditional restrictive assumptions for welfare evaluations, we solve
the model by applying to the equilibrium conditions the second-order ap-
proximation of Sims [2003] . We show that in a model with habit persistence,
even non-fundamental exchange rate shocks that generate only small varia-
tion in the unconditional means of the variables might induce economically
signiﬁcant welfare changes. If we believe that the assumption of habits in
the consumption is realistic, the result provides good grounds for concluding
that, even though wildly gyrating exchange rates do not seem to feed back
into the real economy, the welfare consequences of such small eﬀects may be
economically important.
In conclusion, we use a novel econometric methodology to provide some
new evidence that empirically exchange rate volatility has small eﬀects on
the level of key macroeconomic aggregates. Some have gone to interpret such
evidence as showing that exchange rates have no meaningful eﬀe c ta ta l l .W e
try to emphasize the point that such empirical ﬁndings should not necessar-
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Rogoﬀ [2003] has delineated a couple of reasons why the creation of a world
currency and, for that matter, a close coordination of macroeconomic policies
among the G3 countries is not needed. One of the fallacies leading people
to believe in cooperation schemes is that "...G3 exchange rate volatility is
ad i s a s t e r " . The main argument is that though exchange rate ﬂuctuates
widely in comparison with goods prices it is not immediately obvious that
exchange rate variability has necessarily a huge deleterious eﬀect on macro
variables. Baxter and Stockman [1989] were the ﬁr s tt op o i n to u tt h ed i ﬃ-
culty in demonstrating that exchange rate volatility aﬀects macroeconomic
fundamentals. Though some research has succeeded in showing that ex-
change rate variability can correlate negatively with trade and direct foreign
investment1, the general assessment is that the feedback to the real economy
is far slower and less pronounced than a model based on the Mundell-Fleming
framework would predict.
Still, proponents of exchange rate stability across countries argue that the
standard theoretical and empirical analyses are misguided in that they typi-
cally do not distinguish between fundamental and non-fundamental exchange
rate volatility. If the ﬂuctuation of the exchange rate is a reaction to changes
in the economic fundamentals, its eﬀect can be even positive. In a world
with sticky prices the adjustment of the nominal exchange rate can oﬀset
the deleterious eﬀects of negative real shocks. This shock absorber quality of
ﬂexible exchange rate has been discussed already by Friedman [1953]. How-
ever, there is an ongoing discussion as to what extent the exchange breeds
its own shocks and how destabilizing this shock are. Obviously the volatility
that is caused directly by these shocks can be considered as non-fundamental
since it is not caused through the endogenous reaction of the exchange rate
to the volatility of economic fundamentals, but through the reaction to the
exogenous component of the exchange rate itself. This argument is related
to the work of Jeanne and Rose [2002] who develop a theoretical model of
t h ee x c h a n g er a t eb e h a v i o r ,b a s e do nt h ep r e s e n c eo fn o i s et r a d e r si nt h e
exchange rate market. Their model identiﬁes the reason for the huge dis-
crepancy between the volatility of the exchange rate and the volatility of
fundamentals in the fact that the exchange rate is a shock creator itself.
Our paper also relates to the literature that compares the role of the
1See Frankel and Wei [1993] or Goldberg and Klein [1998].
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Artis and Ehrmann [2000] ﬁnds that the exchange rate market is a prominent
source of disturbance in UK, Denmark and Sweden. To the extent that
excessive volatility in the exchange rate market can not be accounted for by
the volatility of economic fundamentals, it might be desirable to speak about
non-fundamental exchange rate volatility and try to address the issue of its
signiﬁcance for welfare.
While the question of exchange rate volatility has considerable practical
implications, the attempt to analyze its welfare implications does not consti-
tute a straightforward exercise. On the theoretical level researchers typically
rely on the ﬁrst order approximation of the model equilibrium conditions,
i.e. they implicitly assume certainty equivalence or impose a number of sim-
plifying assumption to permit analytical solutions2. Obviously, if volatility
is believed to be an important determinant of economic behavior, exercises
that explicitly do not take into account the second moments of the model
might lead to misleading results. On the empirical level the structural vector
autoregression, the main workhorse of empirical macroeconomics, does not
allow the volatility of the shocks to have an eﬀect on the conditional mean
of the endogenous variables.
This paper applies recently developed methods to evaluate the eﬀect of
non-fundamental exchange rate volatility on welfare. The appropriate way to
tackle this question theoretically is to derive a dynamic open economy model
and to evaluate the eﬀects of exchange rate uncertainty in a micro-founded
welfare function in the spirit of Woodford [2003]. However the evaluation of
welfare in this set up is not trivial. As Woodford emphasizes, in the case
of several distortions in the model, the ﬁrst order Taylor approximations to
the model equilibrium make the derivation of a micro-founded social objec-
tive function a hard task. One contribution of this paper is to deal with
these questions in a “quadratic-quadratic framework” that easily disposes
of the above-mentioned diﬃculties. A quadratic approximation to a model-
based non-ad-hoc micro-founded welfare function will be evaluated with a
quadratic approximation of the equilibrium conditions using the recently de-
veloped technique by Sims et.al. [2003]. The theoretical set up draws heavily
on the model by Bergin and Tchakarov [2003]. However, while Bergin and
Tchakarov [2003] analyze the welfare eﬀects of exchange rate variability gen-
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Obstfeld and Rogoﬀ [2001]) under ﬂexible and ﬁxed exchange rates, this pa-
per focuses on the welfare eﬀects of non-fundamental exchange rate volatility
(in the spirit of Jeanne and Rose [2002]).
Empirical investigation of these issues requires that we introduce appro-
priate econometric methods to measure the eﬀects of exchange rate uncer-
tainty (which we take to mean volatility for empirical purposes) on the con-
ditional mean of the variables in a VAR. A natural solution to this problem
consists of generalizing the GARCH-M model to a multivariate context. The
resulting model, called GARCH-SVAR, has been recently developed by Jorda
and Salyer [2003]. In addition to the fact that it allows a direct measure-
ment of volatility eﬀects on the impulse response functions, it also delivers
interesting new properties for them: diﬀerent shapes as a function of the
magnitude of the shock and asymmetric responses to positive and negative
shocks. We operationalize the assumption of non-fundamental exchange rate
volatility by assuming that the portion of volatility that is not explainable by
economic fundamentals like output, inﬂation etc. is due to non-fundamental
factors. Therefore, these non-fundamental shocks provide a direct connec-
tion to the theoretical model where we assume that a shock to the uncovered
interest parity condition (we also refer to this as an exchange rate shock)
is the main reason why economic agents might form inaccurate predictions
about the exchange rate.
The basic results indicate that the impulse response functions to the
identiﬁed exchange rate shock seem to coincide with the general belief that
exchange rate depreciation puts inﬂationary pressure in the economy and
brings about a contractionary monetary policy. The eﬀects on the real econ-
omy are diﬃcult to assess and this particular feature has also been recognized
by other researchers (see for example Smets [2001]). The conditional means
of the variables in the GARCH-SVAR are quite small and not statistically
signiﬁcant. While the empirical model delivers a nice representation of the
volatility eﬀects of the exchange rate on the conditional means, it is not par-
ticularly helpful in drawing conclusions about the possible welfare eﬀects of
exchange rate shocks.
The two-country NOEM model has the utility function as a natural crite-
rion in evaluating the eﬀects of non-fundamental exchange rate shocks. One
ﬁnding of the theoretical model is that exchange rate shocks are more impor-
tant than technology shocks in explaining exchange rate volatility, but still
are not enough to deliver values of volatility observed in real data. The wel-
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of the model where the utility function is time separable in consumption, but
are signiﬁcantly bigger for a model with habit persistence even though the ef-
fects on the level of the endogenous variables are still small. And exactly this
point, our main argument, provides a straight forward relationship between
the empirical and the theoretical part of the paper. Despite the fact that
our empirical results show small eﬀects of non-fundamental exchange rate
volatility on the level of variables, we argue in the theoretical part that even
in the case of small "observable" eﬀects on the level of endogenous variables,
non-fundamental exchange rate volatility might have a signiﬁcant eﬀect on
welfare.
The paper is organized as follow. Section 2 describes the GARCH-SVAR
methodology and presents results for Germany, UK and Canada. Section
3 sets up the benchmark two country open economy model and applies the
Sims methodology. Section 4 presents a modiﬁcation of the benchmark case
by introducing habit persistence in the utility function of the representative
agent. Section 5 concludes.
2 Empirical analysis
2.1 The GARCH-SVAR Model
This section presents some empirical results on the eﬀect of exchange rate
uncertainty on economic activity. Empirically, exchange rate uncertainty is
best represented by modelling the conditional (i.e. time varying) volatility of
a shock generated in the foreign exchange rate market. Consequently, an em-
pirical model is applied to analyze the transmission of the non-fundamental
part of the exchange rate volatility on the level of the economic activity .
The recently developed GARCH-SVAR model (for a much more exhaustive
discussion see Jorda and Salyer [2003]) seems to be the natural choice . The
advantage of this method is that it allows the conditional variance to enter
directly into the speciﬁcation of the conditional mean in the commonly used
vector autoregression (VAR).
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since the structural shocks are uncorrelated by construction the multivariate
structure can be simpliﬁed into:
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vector. Note that since the conditional variance is a non-linear function of
the structural shock, the magnitude of the shock does matter for the shapes
of the Impulse Response functions. This is in contrast to the standard SVAR
speciﬁcation, where the magnitude of the shock had solely a scale eﬀect on
the responses. Furthermore, since an increase in the conditional variance
depends solely on the size but not on the sign of the shock, the total eﬀect of
the shock on the conditional mean is asymmetric. Given the estimates in (2),












where  denoted the magnitude of the shock to the 	 structural shock
being considered in the speciﬁc impulse response. Notice that a shock to the
	 variable has the usual eﬀect on the conditional mean of the system but it
simultaneously aﬀects the conditional variance (through the lags 2
−), thus
having an additional eﬀect on the conditional mean via the lags 
−.T h i s
feature provides a direct measure of the eﬀect of time-varying uncertainty (or
more generally, of second-order eﬀects): the diﬀerence between the impulse
response given in expression (3) and the impulse response resulting from
setting the coeﬃcients  in (1) to zero.
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While the identiﬁcation of monetary policy shocks in closed economy is al-
ready a standard exercise within a SVAR setting (for a survey see Christiano,
Eichenbaum and Evans [1999]), the proper speciﬁcation of an open-economy
SVAR has been found to be fraught with diﬃculties. While various papers
have examined the eﬀects of monetary shocks in open economies (see for ex-
ample Eichenbaum and Evans [1995], Grilli and Roubini [1996], Cushman and
Zha [1997], Kim [2001], Kim and Roubini [2001]and Smets [2001]), this strand
of literature has been distinctly less successful in providing good explanation
for empirical regularities than the SVAR approach in closed economies.
These considerations are even truer for the identiﬁcation of exchange rate
shocks. There are few papers that explicitly try to pin down exchange rate
shocks. Artis and Ehrmann [2000] provide an analyses that tries to examine
the role of the exchange rate as shock-absorber as opposed to a source of its
own and destabilizing shocks. Choudhri, Faruqee and Hakura [2003] discuss
the performance of various new open-economy macro models in explaining
the exchange-rate pass-through in diﬀerent price indexes. Smets [2001] also
provides some estimates of impulse response functions to an exchange rate
shock.
A common feature of open-economy SVAR models is the role of exchange
rate shock in the creation and propagation of disturbances. For example, the
open economy VAR as is speciﬁed in Eichenbaum and Evans [1995] contains
the following variables: the log of US Industrial Production (US IP), the log
of US consumer price index (US CPI), the Federal Funds rate (FFR), the
log of the Industrial Production, the log of the CPI, the short term mon-
etary policy rate and the US Dollar exchange rate of the foreign economy
economy. The structural shocks are identiﬁed by using the Cholesky decom-
position, following the order given above. As argued by Kim and Roubini
[2001], when the goal is the identiﬁcation of monetary policy shocks, this
speciﬁcation might lead to some "puzzles" originating mainly from the fact
that this particular ordering implies that neither the US nor the foreign mon-
etary authority react contemporaneously to exchange rate ﬂuctuations. This
is the primary reason why Smets [2001] and Kim and Roubini [2001] employ
non-recursive identiﬁcation schemes that allow for such inﬂuences.
While the use of Cholesky identiﬁcation schemes might not be desirable
in trying to identify monetary policy shocks in open economies, the identiﬁ-
cation of exchange rate shocks do not have to necessarily suﬀer from the same
12
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by Smets [2001], Choudhri, Faruqee and Hakura [2003] employ a Cholesky
decomposition. Our main goal in identifying the exchange rate shock is to
produce impulse response functions that are broadly in line with common
sense, i.e. depreciation leads to an increase in domestic prices and interest
rate. Our preferred speciﬁcation augments the one used by Eichenbaum and
Evans [1995] by adding, following Kim and Roubini [2001], the log of the
World Index of Oil Price after the log of US CPI3.
The estimation of the impulse response functions involves several steps.
In the ﬁrst step we run an OLS regression equation by equation on the  lag
values of the endogenous variables as in the standard VAR literature. Using
the Cholesky factorization, we identify the structural shocks in the system.
We test this structural shock for ARCH eﬀect by applying the standard
LM-test. Given that our test indicates ARCH eﬀect in the residual series,
we estimate the coeﬃcient of the GARCH model by maximum likelihood
as speciﬁed in (2). In the next step, we run OLS equation by equation by
augmenting the standard VAR speciﬁcation by the conditional volatilities as
described in (1). After identifying the structural residuals of the GARCH-
SVAR by Cholesky factorization the GARCH model is estimated again. We
iterate on the last steps until convergence.
2.3 Empirical results
In this section we present the results of the GARCH-SVAR model for Ger-
many, UK and Canada. The analysis is focused on a sample of the biggest
trading partners of the United States, except for Japan and Mexico4.T h e
3Some remarks on unit roots and cointegration. Naturally, in our non-stationary set
up the question arises whether it is appropriate to run the VAR in levels. In the presence
of cointegration our approach leads to overparametrization which generates consistent,
but ineﬃcient estimates. However, this loss of eﬃciency has to be weighted against the
risk of inconsistency which occurs when the wrong restrictions are imposed. Imposing
the wrong cointegrating parameters will make the system converge to the wrong long-
run equilibria (see Sims, Stock and Watson (1990) for a discussion). Running the VAR
in ﬁrst diﬀerences generate similar problems. VAR in ﬁrst diﬀerences will reduce the
number of parameters that are needed to be estimated but is potentially misspeciﬁed in
t h ep r e s e n c eo fc o i n t e g r a t i o n . W ec h o o s et h e r e f o r e ,i nl i n ew i t ht h el a r g el i t e r a t u r eo n
monetary transmission mechanism (see e.g. Kim and Roubini (2001) or Eichenbaum and
Evans(1995) ), to run our VAR in levels rather than in VECM form or ﬁrst diﬀerences.
4Mexico had a ﬁxed exchange rate arrangement for part of the considered period and
is therefore not suited for the empirical analysis. We did experiment with data on Japan,
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ending in May 2002 for a total of 341 observations. In order to extend our
German sample for the post-DM (Euro) period the Euro-US Dollar exchange
rate is converted by using the ﬁxed DM-Euro conversion rate.
For Germany, UK and Canada 8 lags are used in the VAR speciﬁcation.
The LM test is applied in order to detect ARCH eﬀects in the remaining
residual (see results in table 1). The results indicate signiﬁcant ARCH ef-
fects in the exchange rate for Germany. The null hypothesis of no ARCH
eﬀect can be rejected with a p-value of 0.029 in our sample. In the next step,
the conditional volatility of the exchange rate is calculated and is used as
an additional explanatory variable in the VAR. The values of the calculated
conditional variance are depicted in Figure 1. There are signs of signiﬁcant
non-fundamental volatility in the DM/USD exchange rate in the years 1981,
1985 and 1987. This is a fact that gives us conﬁdence that the shock that
we have identiﬁed as an exchange rate shock really has the characteristics
of such a shock. It is well known that the DM/US exchange rate has been
quite volatile in this time frame. The signiﬁcant dollar appreciation in the
beginning of the 80s led to the Plaza agreement from Sep. 1985. The dollar
dropped sharply after this agreement and continued to decline through 1986
and early 1987. Then the Louvre meeting in Feb. 1987 followed the discon-
tent of the European countries from the continuing dollar depreciation. In
other words, a case could be made that this time period created many oppor-
tunities for speculation in the foreign exchange market and "noise trading"
was abundant.
Table 1: LM-Test
Germany United Kingdom Canada
Constant 0.881 0.823 0.881
 0.119 0.176 0.117
p-value 0.029 0.001 0.033
If the residual has tested positive for ARCH eﬀects, we construct an ini-
tial GARCH(1,1) model for that residual. The GARCH model has been
but we encountered problems of convergence in the solution algorithm.
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Germany United Kingdom Canada
Constant 0.550 0.087 0.798
(0.035) (0.003) (0.118)
GARCH-term 0.270 0.824 0.083
(0.038) ( 0.005) (0.122)
ARCH-term 0.189 0.088 0.117
(0.010) ( 0.001) (0.006)
Note: Standard errors in brackets.
chosen with only one ARCH and GARCH term since in most empirical mod-
e l st h i ss p e c i ﬁcation has been shown to be enough to describe all GARCH
eﬀects. Table 2 shows the results for the GARCH estimation of the identiﬁed
exchange rate shock.
Figure 2 compares the standard SVAR and GARCH-SVAR impulse re-
sponse functions after a positive, one standard deviation exchange rate shock
(all logged values are multiplied by hundred, so the results are presented in
percentage points)5. Despite the apparent merits of the GARCH-SVAR,
we were unable to ﬁnd a measurable eﬀect of volatility on the impulse re-
sponse functions. The diﬀerence between the two speciﬁcations are mostly
statistically insigniﬁcant. Moreover, when we experimented by setting the
conditional mean response to volatility to be zero in the GARCH-SVAR
and subjecting the dynamic system to one standard deviation shock, the
responses literally lied on top of each other, making them indistinguishable.
We argued above the fact that the identiﬁcation of exchange rate shocks
in a SVAR setting has not been an active area of interest in past research.
Smets [2001] provides impulse response functions to an exchange rate shock
for Germany so that his results are an obvious object for comparison. In
his speciﬁcation the main eﬀect of an appreciation of the exchange rate is
to move prices higher, while the eﬀect on the interest rate and output is
ambiguous. Smets [2001] concludes that his model is "misspeciﬁed". In our
model monetary policy in Germany reacts as expected with a statistically
signiﬁcant interest rate increase after a depreciation of the Deutschemark.
5Monte Carlo simulated standard error bands for the IRFs are depicted.
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the inﬂation for the ﬁrst 2 years, but a negative (non-signiﬁcant) eﬀect after
2 years. As Grilli and Roubini [1996] emphasize, the reaction of inﬂation
and output depends on the combination of the exchange rate shock and
monetary policy (i.e. on the exchange rate pass-through and expenditure
switching on one hand, and on the monetary transmission mechanism on the
other hand). In Germany, the depreciation leads to an ambiguous eﬀect on
industrial production which is a very common feature of identiﬁed exchange
rate shocks. All in all, we believe that our exchange rate shock for Germany
does a decent job of describing the responses of prices and interest rates to
shocks that come from the exchange rate market.
Even though the results from Figure 2 were quite small, we should keep
in mind that the size of the shock was one standard deviation, i.e. 0.05,
and, therefore, it can hardly be expected that a shock of such magnitude will
cause any revisions in uncertainty. That is why in Figure 3 we experiment
with a shock of 2. We choose this magnitude since from Jan. 1980 till June
1985 the DM depreciated from 1.72 to 3.06 DM per dollar and then it again
appreciated to approximately 1.63 by the end of 1987. These are the kind
of ﬂuctuations that we envision when we speak about the eﬀects of exchange
rate volatility on conditional means.
Moreover, a simple comparison of SVAR and GARCH-SVAR models is
not very appropriate since, eﬀectively, these are diﬀerent models because the
right hand-side variables in the GARCH-SVAR include the contemporane-
ous and lagged conditional variances as speciﬁed in (1). The proper way
to evaluate the relative importance of exchange rate uncertainty is to com-
pare the IRFs of the GARCH-SVAR model with and without the eﬀect of
exchange rate volatility on the conditional mean of the variables.6.F i r s t ,
the exchange rate equation is shocked by 2 units. In the same step the re-
sponses of the GARCH-SVAR are compared with the responses one would
obtain by shutting down the  coeﬃcient in expression (1). This experiment
delivers a direct measure of the importance of exchange rate volatility on the
conditional mean of inﬂation and output.
The visual inspection of the IRFs delivers the following results. Although
the diﬀerence between the GARCH-SVAR with volatility and without volatil-
ity eﬀect is ambiguous at the beginning, we can clearly say that exchange
6Since the IRFs depend on the magnitude of the shock, the calculation of the the
standard error bands are problematic in this set up.
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might seem somewhat unexpected, exchange rate uncertainty may lead to
increasing economic activity which is line with the results obtained by Ba-
chetta and Van Wincoop [2000], Dotsey and Srate [2000], Jorda and Salyer
[2003], and Dupor [2003]. Moreover, it has been shown by Bachetta and
Van Wincoop [2000] that exchange rate variability might also be associated
with increased trade between countries. This is not inconsistent with our
impulse response for output. Furthermore, uncertainty leads to a less muted
response of monetary policy and lower inﬂationary pressure. It is important
to be clear about the diﬀerences between the results depicted by our empir-
ical model and the traditional channels of exchange rate risk developed by
Obstfeld and Rogoﬀ [2001]. In their model exchange rate uncertainty, that is
generated by monetary and technology shocks, forces ﬁrms to charge higher
prices for their products and this reduces output and welfare. The GARCH-
SVAR model shows a diﬀerent picture where shocks originating purely in the
exchange rate markets might lead to dissimilar results. As we will discuss
later in the theoretical part, the main reason why exchange rate volatility
might lead to higher output is that a rise in the variability of the exchange
rate increases the average level of investments through precautionary savings
and, therefore, gives rise to a higher level of production. This is associated
with a fall in prices and, as expected, less activist monetary policy.
The results for UK and Canada show similar patterns. The LM test
detects ARCH eﬀects for both countries. The GARCH estimation results
reported in Table 2 show that the GARCH and ARCH terms are very statis-
tically signiﬁcant for UK, whereas in the case of Canada only the coeﬃcient
on the ARCH term is signiﬁcant. Figures 4 and 6 display high conditional
volatility for the GBP/USD and CAND/USD exchange rates during the mid-
dle 80s. Note that around the crisis with the British pound in 1991-1992 our
estimates reveal the highest conditional volatility. The impulse response
functions are shown in Figures 5 and 7 and are similar to the results for
Germany. A depreciation of the currency to the dollar leads generally to an
increase in prices and the short-term interest rate, and ambiguous eﬀects on
industrial production. The eﬀects of conditional volatility of the exchange
rate on the conditional means are very negligible as in the case of Germany.
In fact, we need very big shocks in order to be able to show a picture where
the eﬀects of conditional volatility on the means is visible. This is the reason
why we do not have a counterpart of Figure 3. In any case, we should say
that these second-order eﬀects are qualitatively the same as those shown in
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April 2004Figure 3, i.e. exchange rate volatility brings about higher output and lower
inﬂation and interest rate.
As was already emphasized, the magnitude of the eﬀect of exchange rate
risk on the variables depends very much on the size of the shock. This is
obvious since bigger shocks are more likely to cause revisions in volatility. For
the three countries in question the eﬀects of exchange rate volatility are very
small for one standard deviation shocks and statistically not diﬀerent from
zero. However, as our theoretical model will emphasize, even small changes
in the level of the variables generated by a non-fundamental exchange rate
shock could have economically signiﬁcant eﬀect on welfare.
3 The Model
In this section we develop a theoretical model that gives a quantitative handle
on the eﬀects of exchange rate variability on the means of the variables of
interest. The model draws heavily on Bergin and Tchakarov [2003], augments
the original exposition by introducing shocks to the uncovered interest parity
(UIP) condition and is solved by the second-order accurate solution of Sims
[2003] .
Consider a two country world, hereafter referred to as home and for-
eign. Agents consume two ﬁnal goods, where each country specializes in the
production of one of these goods. Monopolistically competitive ﬁrms pro-
duce intermediate goods using capital and labor. Prices are sticky because
of adjustment costs. The international asset market is limited to two non-
contingent nominal bonds, denominated in the currencies of the home and
foreign countries.
3.1 Market structure
Final goods in this economy () are produced by aggregating over a contin-
uum of intermediate home goods indexed by i ∈ [0, 1] along with aggregating
over a continuum of imported foreign goods indexed by j ∈ [0, 1]. The ag-
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 represents an aggregate of the home goods sold in the home country,
and  is an aggregate of the imported foreign goods, where lower case
counterparts represent outputs of the individual ﬁrms.
Final goods producers behave competitively, maximizing proﬁte a c hp e -
riod:
 =m a x[  − 

 − ] (6)
where  is the overall price index of the ﬁnal good, 
 is the price index of
home goods, and  is the price index of foreign goods, all denominated in































and where lower case counterparts again represent the prices set by individual
ﬁrms.
Given the aggregation functions above, demand will be allocated between
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Analogous conditions apply to the foreign country.
3.2 Home household problem
The household derives utility from consumption (), and supplying labor (
)






in the utility function, where  is the overall price level. The household
discounts future utility at the rate of time preference . Preferences are
additively separable in these three arguments.
Households derive income by selling their labor (
)a tt h en o m i n a lw a g e
rate (), renting out capital to ﬁrms at the real rental rate (), receiving real
proﬁts from home ﬁrms (Π), and from government transfers (). In addition
to money, households can hold two types of noncontingent nominal bonds,
one denominated in home currency(
) which pays an interest rate (), and
the other denominated in foreign currency () which pays an interest rate
(∗). The household determines capital accumulation (), which involves
a quadratic adjustment cost that depends upon the parameter   and a
constant rate of depreciation (!).










subject to the budget constraint:
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The adjustment cost can be rationalized as the cost associated with un-
dertaking positions in assets that are not home-currency denominated. This
adjustment cost is introduced to eliminate a unit root in the ﬁrst-order solu-
tion and ensures a stationary equilibrium, which is necessary for computing
second moments.
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and ﬁnally, capital accumulation is set to equate the costs and expected costs:
1
























The cost, on the left side,is the gross return if the funds instead had been
used to purchase bonds; and the beneﬁts on the right include the return
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April 2004from the rental capital plus the resale value after depreciation, and the fact
that a larger capital stock lowers the expected adjustment cost of further
accumulation in the subsequent period.
Note that the presence of adjustment costs to bonds accumulation and
second-order terms leads to a violation of the UIP condition. However, disre-
garding the adjustment cost that are very small, a log-linear approximation
of equation (19) will yield −∗
 = ('+1−') It has been well documented
(Lewis [1995]) that this UIP condition is strongly rejected by the data. That
is why we augment (19) by a mean-one disturbance & that tries to cap-
ture time-varying deviations from the UIP. Other models that use the same
device include McCallum and Nelson [1999], Kollmann [2002a and 2002b]
and Jeanne and Rose [2002]. The foreign country’s UIP condition is simi-
lar. The UIP shock plays a key role in the model since it is the theoretical
counterpart of the exchange rate shock identiﬁed later in the GARCH-SVAR
exercise. While there are authors (see Choudri, Faruqee and Hakura [2003])
that assume that these shocks are the same, we should be careful to recognize
that truly identiﬁed empirical UIP shocks depend on the particular assump-
tion about the nature of expectations formation. We will more cautiously
refer to the shocks from the GARCH-SVAR and the theoretical model as
non-fundamental shocks originating in the exchange rate market.
3.3 Home ﬁrm problem
Firms set prices in their own currency, both for sale domestically and sale
abroad. That is, we assume producer currency pricing in that the price
charged to the foreign consumers is just the optimal price for the home market
multiplied by the relevant exchange rate. They rent capital ()a tt h er e n t a l
rate , and hire labor (
) at the nominal rate .I t i s a s s u m e d t h a t i t








7It has been demonstrated in Rotemberg (1982) that menu costs of this type, although
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() (24)
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and subject to the demand function for 












Here ( represents technology common to all production ﬁrms in the coun-
try. Lastly, %+ is the pricing kernel used to value random date * + 

payoﬀs. Since ﬁrms are assumed to to be owned by the representative
household, it is also assumed that ﬁrms value future proﬁts according to
the household’s intertemporal marginal rate of substitution in consumption,










,w h e r e"0
+ is the household’s mar-
ginal utility of consumption in period *+
. The optimization problem implies













































To facilitate comparison with earlier literature (Obstfeld and Rogoﬀ [2001],
Devereux and Engel [2000] and Bachetta and Van Wincoop[2000]), we follow
them in using a money growth rule:
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conducted experiments the parameter  will be set to a value near but not
zero, which will allow considerable exchange rate variability but will rule out
a random walk in the exchange rate. :




(# − #−1) (31)
3.5 Market clearing
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 =0  (33)
Total home demand ()m a yb ed e ﬁned:

















 +  (+1 − (1 − !))=0
 (35)
Similar conditions apply to the foreign country. The shocks, to technology
and UIP, will be log-normally distributed:












(log& − log&)=%2(log&−1 − log&)+2
To deal with the nonstationary nominal variables in this system, they
will be transformed by dividing by their respective national price levels. As
noted above, this does not need to be done for the nominal exchange rate.
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A second-order Taylor expansion of the utility function yields:
"8
















In computing the welfare implications from the shocks we follow Lucas [1987]
in that we represent them as the permanent shift in steady state consumption
required to achieve the same expected utility, i.e. we ﬁnd how much steady
state consumption the household is ready to give up in order to negate the
eﬀect of the shocks. Since we use a second-order approximation, however, we
can go even further. We can separate the eﬀects of a particular shock to the
d y n a m i cs y s t e m .T h es h o c km a t t e r sb e c a u s ei ti n ﬂuences the expected levels
of the variables and because it has a bearing on the their second moments.
While the latter can be found relatively easy from a ﬁrst-order solution,
the former can be gleaned only from a full second-order expansion of the
model. Let . denote the permanent shift in steady state consumption
that delivers the same expected utility. Then making use of (37) we must
have that
" ((1 + .
)
)=






= ¯ "+ ¯ 









1+( 1− %)( ˆ ) −
(1 − %) ¯ 
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8J. Kim, S. Kim, Schaumburg and Sims (2003) argue that in principle it is advisable
to use a conditional welfare criterion if it is the case that the transition from one steady
state to another takes a long time. J. Kim and S. Kim (2003) provide an example where
for certain parameter values the unconditional welfare under autarky is higher than the
one with complete markets. This does not happen when the conditonal welfare is used. In
our exercise, however, this might not be a problem since we are not comparing alternative
policies and/or providing sensitivity analysis based on diﬀerent parameter values. In
the same time since the empirical part is concerned with the conditional mean eﬀects
of exchange rate risk, it seems desirable to analyze the conditional eﬀects of exchange
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steady state consumption associated with the eﬀect of the shocks on the
variances of the variables. We ﬁnd that:
" ((1 + .
)
)=






= −% ¯ 
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The values for . and . reported in Table 2 are coming from these
calculations.
3.7 Calibration
In the benchmark case of the model we choose the following parameterization.
The elasticity of substitution between home and foreign goods / is a critical
parameter in our experiments. According to some studies , such as Harrigan
[1993] and Treﬂer and Lai [1999], a sensible assumption for this parameter is 5
. Rotemberg and Woodford [1998] set the degree of monopolistic competition
, to be 766 which implies an average price mark-up of 15%. We choose
, =7  The share of home goods in he home ﬁnal goods aggregator, ,i ss e t
to 0.80, reﬂecting the 20% share of imports in GDP for the G7 countries in
the 1990:1-1998:4 period.
The interest elasticity of real money balances is (1+0) Empirical studies
ﬁnd a wide range of estimates: from 0.39 in Chari at al.[1998] to 0.05 in
Mankiw and Summers [1986]. We choose an intermediate value of 0.25 (0 =
4) Empirical studies estimate the income elasticity of real money demand
(%+0) to be about unity, so we also set % =4  This happens to be in the
range of the estimates for the coeﬃcient of relative risk aversion provided by
Hall [1988] (as low as 1 and as high as 33) and also by Gali, Gertler and
Lopez-Salido [2002] who suggest a value between 3 and 10.
The speciﬁcation of the utility function has the convenient feature that
the household has a well-deﬁned static labor supply function, whose elastic-
ity, 1+ , is constant. The value for this elasticity is controversial. Micro-
economic studies (for example, Killingsworth and Heckman [1986]) suggest
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A unitary labor supply elasticity is consistent with the fact that per-capita
labor supply has changed little while real wages have risen in recent decades.
We calibrate  =0 99 and interpret a period in the model as one quarter.
For the depreciation rate we choose ! =0 025 and for the capital share in
production ) =0 36.
The price adjustment cost is set at   =5 0 , which implies that 95% of the
price has adjusted 4 periods after a monetary shock. Investment adjustment
cost,   =5 , is calibrated such that investment is about three times more
volatile than output. Bond adjustment cost,   =0 000004, is necessary in
order to negate the unit root associated with the incompleteness of the asset
markets. We need the monetary policy reaction parameter  =1 	10−6,i n
order to eliminate the unit root in the monetary policy rule. It is crucial that
the ﬁrst-order solution does not contain unit roots, because, otherwise, the
variances of the variables will grow to inﬁnity.
T h ev a r i a n c ea n dt h ep e r s i s t e n c eo ft h et e c h n o l o g ys h o c ki sc a l i b r a t e da t
standard values:-(1)=-(∗
1)=012 and %1 = %∗
1 =0 90 similar to
values in RBC studies such as Backus, Kehoe and Kydland [1992] and iden-
tical to (Kollmann [2002]). The UIP shock is calibrated following Kollmann
[2002], i.e. -(2)=0 033 and %2 =0 5
4R e s u l t s
Table 3 reports the results from our benchmark calibration, showing the
eﬀect of uncertainty on welfare. In particular, it reports the unconditional
mean of utility in the second-order approximation of the model minus that
of the certainty-equivalent version of the model. To aid interpretation, this
diﬀerence in utilities is presented in terms of the change in the steady state
level of consumption that would be needed to change utility the same amount.
As is usual in this literature, utility is computed as a function of consumption
and leisure, abstracting from the eﬀects of holdings of real money balances.
4.1 Benchmark case
The benchmark case may be viewed as a more fully ﬂeshed out version of the
model used in the theoretical analysis of exchange rate by Obstfeld and Ro-
goﬀ [2001], where the model here has been extended to include investment,
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ters like the elasticity of substitution between home and foreign goods and
the money demand elasticity.
The welfare eﬀects are quite small, amounting to a fall in utility equal
to 0.087% of steady state consumption. A useful comparison is the results
of Lucas [1987], which measured the eﬀect of volatility arising from business
cycle ﬂuctuations. He found that for risk aversion coeﬃcient of 5, the loss of
welfare was equivalent to a loss in average consumption of 0.042 percent and
concluded that this was a trivial magnitude.
The results from the breakdown of the shocks reveal interesting results.
The UIP shocks bring about signiﬁcant variability in consumption, output
and investment. The variability of the nominal exchange rate is about 4
times lower than the one coming from the data. While the UIP shocks have
been introduced in most theoretical contributions with the clear purpose of
explaining the excess volatility of exchange rate movements, our quantitative
results do not seem to support this notion. In support of Kollmann [2002], the
UIP shocks generate considerable volatility in real variables, but in contrast
to him much less impressive volatility of the nominal exchange rate. This
may not be unexpected as Bergin [2002], for example, ﬁnds that the portion
of exchange rate variability that is due to the UIP shocks is around 1%.
Traditionally, shocks originating from the money market have been found to
be more important in matching empirical exchange rate variability.
We also ﬁnd that the mean levels of consumption and output increase
following UIP shocks. While work eﬀort is also higher, the mean welfare is
actually rising. This result might stand in contradiction to our general belief
that variability of shocks in the exchange rate market should hurt consumers
by making them consume and produce less. Note, however, that there are
theoretical models in which increases in exchange rate risk could potentially
lead to higher trade (Bachetta and van Wincoop [2000]), so that the presence
of UIP shocks may not be expected a priori to lead to lower mean welfare.
In our model higher exchange rate volatility induces consumers to save and
invest more, which leads to a higher level of production and consumption,
lower prices and less aggressive monetary policy. This is consistent with
our empirical results. It is worth mentioning, however, that a signiﬁcant
advantage of our methodology is the ability to break down the eﬀect of
welfare into mean and variance eﬀect. While mean welfare is positive, the
overall welfare is lower because the UIP shock brings about an increase in the
variability of consumption and labor. The main reason why in our model,
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consumption rise, is the possibility to accumulate capital. As in our model
second moments and uncertainty have a direct eﬀect on the levels of variables,
savings and capital accumulation provide an additional channel to generate
an increase of the expected future income (due to precautionary motives).
Since capital accumulation is positively inﬂuenced by uncertainty (see Table
3 and 4), potential output is higher and, therefore, via general equilibrium
eﬀects, consumption increases as well.
4.2 Habit persistence
Bergin and Tchakarov [2003] have shown that adopting a speciﬁcation with
habit persistence gives rise to big welfare eﬀects in a similar model with
technology and money demand shocks. We explore this possibility here as


















As 1 goes to unity, households act to smooth changes in consumption
rather than the level of consumption. Habit persistence has been extensively
used to explain ﬁnancial anomalities such as the equity premium puzzle,
and has been advocated in the macroeconomic literature as a way of better
capturing consumer behavior. One might expect risk to have larger wel-
fare eﬀects here, as consumers dislike large and rapid changes in consump-
tion, and so they are more sensitive to consumption risk than agents with
time-separable utility function. We calibrate the habit persistence parameter
at 1 =0 8which is approximately what Deaton [1987] and Constantinides
[1990] require to explain aggregate consumption smoothness and the equity
premium puzzle.
The results from table 4 show that welfare losses are very big. Overall
welfare decreases by almost 4%. The UIP shocks lead to considerable loss in
the portion of welfare that is due only to the variability of consumption and
labor (-2.2687%). The mean levels of consumption and output are higher
but agents work much less which leads to a higher mean welfare as in the
benchmark case. Somewhat surprisingly, the mean levels of model variables
change very little due to risk here. Nevertheless the welfare of households
falls signiﬁcantly, both because of the changes in variance and means, when
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the fact that under habit persistence, households do not care much about
steady state levels of consumption but rather about changes in consumption
between periods, so that a large amount of steady state consumption must
be used to compensate for lost welfare. These results are again borne out by
the empirical exercise.
The latter fact is very important as it underscores that even very small
mean changes in the variables might generate big welfare results.
5C o n c l u s i o n
In this paper we provide some empirical and theoretical evidence about the
eﬀect of non-fundamental exchange rate volatility on welfare. On the em-
pirical front, given a shock that causes revisions in volatility, we show that
non-fundamental exchange rate volatility has small eﬀect on the conditional
value of the variables. However, in the theoretical part of the paper we show
that conditional on the model set up even small eﬀects of non-fundamental
volatility can have large eﬀects on welfare.
There are several issues that have not been addressed in the present analy-
sis. First of all, notice that there is no one to one match between the empirical
and the theoretical model. The stochastic steady state is the unconditional
expected mean of the variable, while the IRFs in the empirical exercise rep-
resent the change of the conditional mean. Therefore it might be interesting
to calculate the IRF of the model given the second order approximation of
the equilibrium conditions in order to establish a closer connection between
the two parts. However, this is, although not impossible, a very cumbersome
exercise.
The empirical and quantitative results provide a bridge to other contri-
butions that analyze the eﬀect of exogenous volatility of monetary policy on
the level of economic activity 9 . These papers have been primarily concerned
with closed economies. As has been emphasized by Rogoﬀ [2003], it is the
volatility of interest rates that is more likely to be important for economic
activity in the G-3 countries rather than exchange rate uncertainty. In this
sense, an exercise that tries to directly compare the eﬀects of exchange rate
9See for example Jorda and Salyer [2003], Dotsey and Sarte [2000] and Dupor [2003].
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esting. Furthermore, Reinhart and Reinhart [2002] argue that G-3 interest
rate volatility hurts developing countries far more than exchange rate volatil-
ity. This claim can also be evaluated within the empirical framework used in
this paper.
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c                                           1.5217                           0.8744                                  1.2028 
y                                           1.9725                           1.3271                                  1.4639 
I                                            7.0601                           4.8911                                  4.9319 
s                                           2.2543                           1.7942                                  1.3036 
Stochastic steady state deviations
1: 
c                                           0.0357                            0.0210                                  0.0146 
c*                                         0.0357                            0.0210                                  0.0146 
h                                           0.0377                            0.0057                                  0.0320  
h*                                         0.0377                            0.0057                                  0.0320 
y                                           0.1341                            0.1012                                  0.0516      
y*                                         0.1341                            0.1012                                  0.0516  
k                                           0.5665                            0.4534                                  0.1131 
k*                                         0.5665                            0.4534                                  0.1131 
i                                           -0.1072                          -0.0967                                 -0.0105                       
i*                                         -0.1072                          -0.0967                                 -0.0105 
u                                          -0.1139                          -0.0054                                 -0.1085 
u*                                        -0.1139                          -0.0054                                 -0.1085 
As percentage of steady state consumption
2 : 
u-variance                           -0.0877                           -0.0206                                -0.0671 
u-mean                                 0.0079                             0.0168                                -0.0090 
u-mean*                               0.0079                             0.0168                                -0.0090 
u-all                                     -0.0798                           -0.0038                                -0.0760 
u-all*                                   -0.0798                           -0.0038                                -0.0760  
 
1 Percent difference between stochastic steady state and deterministic steady state. 
2 Difference between stochastic steady state and deterministic steady state shown as a share 
   of deterministic steady state consumption. 
Notation is as follows: c represents consumption, h labor, y production, I investment, i nominal interest rate, s 
nominal exchange rate, k capital stock, u utility. Stars represent foreign variables. 
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c                                           1.1724                            1.0782                             1.1537 
y                                           1.6415                            1.4160                             1.2615 
I                                           4.8987                             2.9023                             3.9464 
s                                           2.0290                            1.9459                              0.5748 
Stochastic steady state deviations
1: 
c                                          -0.0005                            0.0029                            -0.0034 
c*                                        -0.0005                            0.0029                            -0.0034 
h                                           0.0091                           -0.0154                             0.0245 
h*                                         0.0091                           -0.0154                             0.0245 
y                                           0.0518                            0.0391                             0.0127 
y*                                         0.0518                            0.0391                             0.0127 
k                                           0.3451                            0.2420                             0.1031 
k*                                         0.3451                            0.2420                             0.1031 
i                                           -0.0615                          -0.0437                            -0.0178 
i*                                         -0.0615                          -0.0437                            -0.0178 
u                                          -0.0777                          -0.0221                            -0.0556 
u*                                        -0.0777                          -0.0221                            -0.0556 
As percentage of steady state consumption
2 : 
u-variance                           -3.5122                          -2.2687                            -1.3606 
u-mean                                -0.5317                          0.9326                             -1.4120 
u-mean*                              -0.5317                          0.9326                             -1.4120 
u-all                                     -3.9735                        -1.4190                              -2.6988 
u-all*                                   -3.9735                        -1.4190                              -2.6988 
 
1 Percent difference between stochastic steady state and deterministic steady state. 
2 Difference between stochastic steady state and deterministic steady state shown as a share 
   of deterministic steady state consumption. 
Notation is as follows: c represents consumption, h labor, y production, I investment, i nominal interest rate, s 
nominal exchange rate, k capital stock, u utility. Stars represent foreign variables. 
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