We introduce the "adversarial code learning" (ACL) module that improves overall image generation performance to several types of deep models. Instead of performing a posterior distribution modeling in the pixel spaces of generators, ACLs aim to jointly learn a latent code with another image encoder/inference net, with a prior noise as its input. We conduct the learning in an adversarial learning process, which bears a close resemblance to the original GAN but again shifts the learning from image spaces to prior and latent code spaces. ACL is a portable module that brings up much more flexibility and possibilities in generative model designs. First, it allows flexibility to convert non-generative models like Autoencoders and standard classification models to decent generative models. Second, it enhances existing GANs' performance by generating meaningful codes and images from any part of the priori. We have incorporated our ACL module with the aforementioned frameworks and have performed experiments on synthetic, MNIST, CIFAR-10, and CelebA datasets. Our models have achieved significant improvements which demonstrated the generality for image generation tasks 1 .
Introduction
The ease with which we design models to generate visually natural and meaningful images, identifies the capability of a machine we built to recognize the real world, let the generative model learning become a rapidly advancing research topic [16, 42, 46, 1, 14, 36, 61, 14] . The community has recently made impressive progress, in particular after Goodfellow et al. proposed the inspiring Generative Adversarial Network (GAN) [16] . GAN models often generate much sharper images than autoencoder models such as Deep Autoencoder (AE) [19] , Denoising AE [52] , Variational AE [24] , Adversarial AE [33] and so on. PixelRNNs Figure 1 : Illustration of the two latent code distributions of our ACL model on MNIST dataset. Left is the learning target, which is the output code distribution of an image encoder, and Right is the learned code distribution that using random noise as its input. The colors represent the 10 digit classes. With a joint learning process, both codes are expected to draw plausible images via an image generator. [12] represents an alternative model family that can produce equally or even sharper images than GANs. These recent advances of generative modeling have shown huge potential to many computer vision tasks, e.g. image inpainting [61, 40, 55, 54] , semi-supervised learning [13, 46, 27, 4, 49, 4, 2] , data manipulation [9, 60] , high-resolution image generation [29, 23, 48, 39] , transfer learning [7, 51, 20, 47] , image-to-image translation [61, 56, 30, 11, 62, 21] , and textto-image [43, 44, 57, 53, 58] , to name a few.
GANs are currently the most popular generative modeling approach considering model output quality, training costs, and generality. While the standard GANs [16, 46] use powerful adversarial objectives to map some random input noise directly to image-level distributions. Some severe challenges remain. On one hand, since the loss only measures how well the generator fools the discriminator rather than measuring true image quality, a biased discriminator may introduce uncertainties to the learning process. Mode collapse is the most famous one. On the other hand, the implicit latent space learning makes it challenging for code manipulation and latent space interpolation at the inference stage. Follow-up optimization strategies cover almost all model components. For example, searching for alternative objective functions [1, 6, 34, 59] and gradient optimization strategies [17, 38, 45] sometimes help to improve the stability of GAN training. Meanwhile, some other researchers try to improve intermediate-level feature matching [46, 37] to ease the distribution learning. Some share similar spirits but go one step further focusing on the input layer learning that introduces auxiliary encoders [33, 26, 15] or label distributions [36, 41, 3] to regularize the input code distribution for GANs. Our work falls into this type of optimization strategies, which aims to improve generative modeling by performing a prior code learning.
The prior code learning is critical because it is the source to the rest of a generative model. Improper input code distributions will propagate and potentially hurt the model performance. There are many possible methods to perform the alignment between a prior distribution and a reference code distribution. The solutions we end up with might be intricate and highly entangled. We have seen, for instances, using a specific type of prior distributions [26, 35] , or learning to transform the latent code distributions to some random prior distributions [33] , and so on. Most of the compromises or assumptions result in trade-offs between the model performance and its flexibility. To this end, we present an approach that maps random noise to a reference code space that is regulated by other models. Our approach neither takes assumptions to the prior distributions nor collapses the latent code distributions. Figure 1 demonstrates an example of such learned codes in our code learning framework. The adversarial learning maximize the benefits of learning from an inference net, in which a posterior distribution p(c|x) is drawn from the real data x. Our contributions are three folds:
• We propose a simple yet effective prior code learning approach, which maps a random prior noise to a reference code space; The reference space, for example, could be the bottleneck layer from an Autoencoder, or a feature layer from a discriminative model.
• We show that different GAN architectures plugged with the proposed ACL can produce images of better visual quality as well as FID scores [18] .
• We demonstrate that ACL is a general portable code learning approach. It provides a way to incorporate standard classification models with generative modeling, where the joint learning retains good property regarding generating images with good quality.
Related Works
A generative model is of a way to learn data distributions from a set of training data to generate new data points.
The most widely used deep generative models are Variational Autoencoder(VAE) [24] , Generative Adversarial Networks (GAN) [16] , and a variety of GAN variants such as Wasserstein-GAN(WGAN) [1] and WGAN-GP [17] . VAE and its derived models learn a low-dimensional latent representation z from training data and feed z to decoder to generate new data points. Since VAE is optimizing the lower variational bound, the quality of the generated image is somewhat poor compared to GANs. GAN and its derived models are comprised of a discriminator network against a generator network to reach Nash equilibrium. Training GAN sometimes is hard. Models may never converge, and mode collapse are common. WGAN [1] improves GAN's performance by replacing the asymmetric KL-divergence in GAN with the Wasserstein Distance. WGAN-GP further applies the Lipschitz constraint to WGAN and achieved more stable and impressive results. Latent Code Learning An unconstrained input to GANs may introduce uncertainties to the training [8] . A variety of GANs have contributed to an improvement of generator learning by introducing an encoder to GAN framework [26, 5] . This leads to new hybrid GAN models, i.e. Autoencoding GANs. If we do not explicitly build a relationship between the encoder output (posterior p(z|x)) and the input marginal distribution p(z), the encoder is merely used as a regularization to the generator training in such hybrid models. For example, DistGAN [50] use pairwise distances between encoder output codes and random input noise as a constraint to regularize the feature distributions in the last layer of the Discriminator.
It is also intuitive to directly align the two distributions in some ways while fixing the generative learning. AAE [33] , for instance, is a recent such work targeting to map p(z|x) to p(z). It transforms the autoencoder to a generative model by collapsing the posterior p(z|x) to the random noise p(z). AAE bears close to our ACL approach w.r.t. the explicit and adversarial learning of the code distribution alignment. The two approaches are, however, exactly reverse to each other due to the opposite mapping directions. Moreover, it is infeasible to use AAE to enhance GANs since the joint input source is supposed to be close to the original input noise.
Brock, et al., propose a large-scale GAN model named BigGAN [8] , which achieved state-of-the-art FID or IS scores on specific benchmark datasets. Although BigGAN is trained in a supervised setting, the core technique used is called "truncation trick". What the trick does is basically to re-sample the input noise data when it is out of a right "range". BigGAN ultimately uses a prior that is picked from a random distribution. It is worth to mention that the authors use spectral norms to detect an abnormality in the GAN generator layers. They point out that the first layer of the generator is the most vulnerable to trigger mode col-lapse. This aligns well to our standpoint that the unconstrained input noise makes GANs more unstable.
Among other works, adversarial discriminative domain adaptation (ADDA) [51] and adversarially regularized autoencoders (ARAE) [22] are close to our method w.r.t. the high-level ideas of adversarial latent distribution learning. However, these methods are conceptually very different. ADDA uses adversarial latent code learning in a supervised setting. It considers the alignment between two domains such as two closely distributed image datasets. However, we merely have one domain from real data distribution, and an arbitrary noise for another. The difference is evident in that the random noise in our problem lies in unlimited space. This sets their method to a transfer learning solution while ours to an adversarial code learning approach. On the other hand, ARAE is a setting for NLP problem and random noise is involved as the input. Our focus is about image generation and the most important assumption in our code learning is that inference nets can provide meaningful latent code distributions for the image generators. Thus we set such latent codes as the learning target instead of mutually aligning both the code and the prior as does in ARAE. We re-implemented ARAE in our image generation scenarios. One can find experimental comparison in Section 5.2.
The Approach
Our work belongs to the domain of Deep Generative Modeling. In recent years, there has been a resurgence of interests in deep generative models. The capability of a deep generative model is highly associated with its learning ability about the abstract representations. To images, for example, it is comfortable to say that the more satisfying image quality a model achieves, the better latent feature representations are captured by the model, and vice versa. To this end, we desire a type of learnable generative model input component, which is often the most abstract component.
Code Learning in Generative Models
In deep generative modeling, one does not need to define a probability distribution explicitly but rather train a generative network to draw samples p x (x) from some input data. In standard GAN, the noise data fed into the generator are from arbitrary but fixed distribution. In VAE, the input data to the decoder are learned latent vectors that roughly follow a Gaussian distribution. We here generalize such latent variable learning to be a Code Learning framework in deep generative modeling.
Our model will be formulated in a basic encodingdecoding structure. We define a function E(x; θ E ) to encode data x to latent code vectors c ∈ R dc . We then consider p c (c) as our real code distribution. To learn the decoder distribution p G (x) over data x, we define a mapping function G(c; θ G ) that draws samples x from c as the input. Because this standard encoding-decoding is not a generative model yet, we introduce another function C(z; θ C ) to transform the prior random noise z to the real latent code space c. We shall now see that two encoding functions E(x; θ E ) and C(z; θ C ) will simultaneously learn two posterior distributions p(c|x) and p(c|z), where the real data and the random priori flow together over p c (c). Thus far, there are three functions in our framework, with parameters θ G , θ E , and θ C , respectively. Though other forms can be used, we choose neural networks to represent all three functions. In addition, we let d c = d z = d for simplicity.
Adversarial Code Learning
The core component in the proposed code learning framework is the code generator C(z; θ C ), which is used to estimate the posterior p(c|z). Other researchers have proposed methods to model the relationship between the two distributions, e.g., learning to transfer the code to the noise [33] or using distance constraints to regularize the code encoding [35] . To our best knowledge, we are the first to define a function to map prior noise data to learned code variables explicitly.
We aim at matching an arbitrary noise data p z (z) to the learned latent code p c (c). Note that, here we do not have any assumptions about the distributions of p c (c). The distribution of p c (c) is correspondingly determined by the associated objectives in different implementations. The overall structure of the ACL module is illustrated in Figure 2 . The formulations of other components will be discussed in next section of Plugging to Generative Models. Inspired by GANs, which maps the imposed prior of p z (z) to complex data distributions p x (x), we introduce a similar adversarial procedure for code learning. We introduce a code discriminator D c (c), along with the defined generator G z (z), to kick off the adversarial game. The generator G z samples z from the marginal prior distribution p z (z) to the marginal code distribution p c (c). G z (z) is trained to maximally confuse the discriminator D c (c) to draw equal probabilities over the generated codes and the true latent codes, towards the end of the learning. Note that, we are discussing only the code learning phase in the whole framework, where we assume the marginal distribution p c (c) is fixed to the code learner. The solution to this 
It would be identical to the original GAN's objective if we replace c with x. They are yet conceptually different. Original GANs set the target to sampling the raw data distribution p x while ACL aims to draw codes from a given latent code distribution p c . The former is at the output layer, and the latter is at the input layer, in their corresponding deep generative modeling frameworks. Due to the inherent adversarial nature shared by the two, most optimization strategies for GANs are intuitively applicable to our ACL. However, we focus on simple implementations of ACL throughout this paper.
Generative Models with ACL
Throughout this section, we concern with different generative models that our ACL models can be easily plugged into, with minimal modifications. As we discussed above, ACL is best seen as a module that can be integrated to existing architectures only if there is a target latent code space. It opens a door of possibilities to transfer non-generative models to generative ones, and to boost existing generative model performance. We here present a few examples to demonstrate the potential usage of ACL.
ACL with Autoencoders
Deep Autoencoder [19] and its variants [24, 33, 52] are popular unsupervised learning models. Its simple encoder-bottleneck-decoder structure projects raw data to low-dimensional latent vectors. With a reconstruction constraint as objective, the Autoencoders can capture underlying data distributions in the latent code space. Autoencoders are not generative models yet in that the learned latent code distribution is not directly accessible. However, they are excellent examples for our ACL integration, which we call ACL-Autoencocders (ACL-AE).
The architecture of ACL-AE is illustrated in Figure 3 (c). We attach our ACL module to a vanilla Autoencoder (with an encoder Enc x and a decoder Dec x ). The bridge of AE and ACL is the adversarial code learning objective as in Equation 1 , that pushes the generated latent codes to be as close to the latent codes from the encoder.
The Autoencoder objective can be expressed as:
, where θ Enc , θ Dec are the parameters of the encoder and the decoder, and x is the input image. The adversarial objective for latent code learning is as in Equation 1. The overall objective function for ACL-Autoencoder is defined as:
Here we use the simplest parameter setting of λ 1 = 1.0.
To demonstrate how our model learns the mapping to the latent code space differently from existing models, we illustrate the model architecture of VAE, AAE, and our model in Figure 3 . VAE is designed such that latent code distributions from encoders roughly follow a Gaussian distribution (Figure 3(a) ). AAE, on the other hand, collapsing the posterior p(c|x) to a fixed and random noise distribution p(z) (Figure 3(b) ). AAE can be seen as a reverse to our model. However, it is infeasible to use AAE to enhance GANs since the joint input source is supposed to be close to the original input noise.
ACL with GANs
Among various approaches to optimizing the training of GANs, the ones that regularize GANs through encoder networks [26, 33] are of particular interest to the present study. Enlightened by this idea, we combine Autoencoder with GAN and plug in our ACL module. We first encode the data samples to latent codes with encoder in a typical Autoencoder framework, and then collapse the decoder of Autoencoder and generator in GAN into one. The ACL is plugged onto the bottleneck part after encoder. The architecture of ACL-GAN is shown in Figure 4 . The input images are considered as "real" and the generated samples are considered as "fake" for the image discriminator. The output of the image discriminator for the reconstructed samples is only used for training the encoder. The latent code generator and discriminator are the same as in Section 3.2.
As for the element-wise reconstruction loss in conventional Autoencoders, which often yield blurry images, we replace it with a feature-wise similarity metric between features in the generator and discriminator [26] . The objective of the Autoencoder module therefore becomes:
where Φ(x) is the feature output from the last layer of the discriminator. The adversarial objective for code learning stays the same with Equation 1, and the adversarial objective for image learning is defined as:
where D x (x) is an image discriminator that computes the probability of x being a sample from the data distribution, and G x (c) is an image generator that maps a sample c from the latent code space to the data space. Different from the original GAN's objective, we are not generating images from an arbitrary prior distribution, but from the learned code distribution. The overall objective function for our ACL-GAN, is therefore defined as:
Here we use the simplest combination of λ 2 = λ 3 = λ 4 = 1.0. The training process is summarized in Algorithm 1.
In the experiment section, we also demonstrate the flexibility of ACL, by plugging into one of the state-of-the-art GAN variants, i.e. WGAN-GP [17] , by introducing Gradient Penalty into our ACL-GAN framework. 
ACL with Supervised Learning
GAN provides a powerful way to generate images, but also comes with costs: without supervision, such models provide no means of exerting control over features to be found. Currently, there are mainly two kinds of supervisions widely in use: labels and prior. IcGAN [41] , CGAN [36] , CVAEGAN [3] explicitly incorporate categorical labels on GANs or VAEGANs. InfoGAN [10] , on the other hand, disentangles representations by maximizing the mutual information between latent variables and observations, in which observations present as prior.
The works employ supervision information such as real labels or categorical priors to guide the GAN training, which reacts as regularization to the supervised models. That often aims to improve a semi-supervised performance.
The findings in BadGAN model [13] provides a strong indication that such joint GAN models appear to produce better semi-supervised results with subjectively worse images.
We here carry on our exploration of the capability of our ACL model, where we set a goal to convert a classic discriminative classification model into a generative one smoothly, and to generate images of good quality. Therefore, we change our inference net to a classification model that is supervised by class labels during the training. As seen in Figure 5 , the network structure of this supervised ACL-GAN is very similar to our ACL-GAN model expect that the encoder is replaced by a classifier. We name this model as ACL-SGAN, in which the code learning target becomes the last fully connected layer of the classifier. θ Gx , initial image generator network parameters. θ Dx , initial image discriminator network parameters. θ Gz , initial latent code generator network parameters. θ Dc , initial latent code discriminator network parameters. 1: while θ G has not converged do 2: Sample x r ∼ p x a batch from real image data; 3: c ← E x (x r )
4:
Sample z ∼ p z from random noise distribution;
6:
7:
Experiments
In this section, we present experimental results for each of the above discussed architectures compared with both classic and the recent advanced resident models. We carry out the comparison on several benchmark datasets inlcluding MNIST, CIFAR10, and CelabA. We shall also use synthetic data for a brief discussion about the selection of prior noise impacted to our ACL module.
As a proof of concept, we implement our networks with minimum optimization. Specifically, we use simple 2-layer MLPs in the ACL module. All the experiments, except where noted, are carried out with the same experimental settings for fair comparison.
Datasets
In this study, we experimented on three datasets,namely MNIST [28] , CelebA [31] , and CIFAR-10 [25] . The MNIST dataset is a well-known image dataset, with 70,000 28×28 handwritten-digit images. The CelebA dataset contains 202,599 celebrity images of varying resolutions. The CIFAR-10 dataset is a collection of 60,000 32×32 images covering a wide range of objects.
Comparison with Adversarial Autoencoders
To examine whether our ACL model can improve existing Autoencoder models, we compare our ACL-AE with VAE and AAE on MNIST dataset for image generation task. We present our experimental results in Figure 6 . The results are from one mini-batch after 100 epochs with dimen-sion=10 in the latent space. The three experiments follow the same settings in 2 . From the generated images, we can see that the images generated from VAE are usually smooth but more vague, while the images generated from AAE are sharper but severe distortions are easier to be found comparing to other models. Our method is able to generate clear, smooth and realistic samples compared to the real images.
The AAE model tries to regularize the latent code learning by a random noise distribution, which may partially explain the distortion of shapes, since the regularization may contradict to the image construction. On the contrary, our ACL model regularizes the generated code distribution with the latent code from Autoencoders. Another comparison on CIFAR-10 further demonstrates our analysis. The evaluation metric we used is the Fréchet Inception Distance (FID) score introduced in previous work [18] . FID score is proved to be able to capture the similarity of generated images to real ones better than Inception Score [46] . On CIFAR-10, our ACL-AE model outperforms AAE by a large margin that can be seen in Figure 7 left. Our ACL-AE results. Note that, all the synthetic results are generated from random sampled noise data.
Comparison with GANs
In this section, we show the performance of our ACL-GAN model with comparisons to both Autoencoder regularized GANs and conventional GANs.
Our ACL-GAN model extends Autoencoders to be jointly trained with an image discriminator. There are other works sharing the same spirit, e.g., adversarially regularized autoencoders (ARAE) [22] . These models become a new family that is between Autoencoders and conventional GANs. The model ARAE and our ACL-GAN are similar in adversarial learning between the prior distribution p z (z) and the latent code distribution p c (c). However, they are leading to very different results by their underlying assumptions and designs. The major difference is that ACLs map p c (c) to "target" p c (c) while ARAE mutually aligns the two distributions during the learning. We performed experiments on CIFAR-10 to better support our discussion. One can observe that our ACL-GAN model outperforms ARAE in Figure 7 right in terms of FID scores. We further compare our ACL-GAN with both vanilla GAN and WGAN-GP [17] , the latter one is considered as a state-of-the-art method. For the experimental settings of GAN and WGAN-GP, we follow the original specifications in their published papers and code repositories. Our ACL-GAN and ACL-GAN-GP also follow the same settings for fair comparison. Specifically, for ACL-GAN, we simply attach our ACL module to vanilla GAN, keeping everything else unchanged. For ACL-GAN-GP, we apply the gradient penalty [17] for comparison.
We report the FID scores in table 1 following the experimental setup in [32] . The big margin improvements demonstrated the advantage of the integration of our ACL module to the original GAN and the WGAN-GP architectures. We also plot the FID score curves for each model in a single training pass for CELEBA and CIFAR-10 datasets separately ( Figure 8 ). From the plots, we can observe that GAN models with Gradient Penalty (GP) loss generally perform better than vanilla GAN models (red versus blue lines). This can be observed consistently before and after plugging our ACL module. In addition, integration of our ACL module consistently improves model performances (solid versus dashed lines). We can conclude that with integration of very simple, e.g., two-layer perceptron ACL modules, one can significantly improve regular GANs' performance. Table 1 : The FID score comparison on CIFAR-10 and CelebA of different models. ACL models are our versions. 
Models

ACL-GANs with Supervision
Joint training of a classification model with a GAN is non trivial in a common base [13] . It is also very interesting to investigate more in this joint model since its potential to both semi-supervised learning and image generation. How-ever, we lack deep analysis due to time constraints and limited resources. Thus we keep our focus on the discussion of our ACL module on generative modeling tasks. From Figure 9 , it is pleased to see that by using a classic classifier as our inference net, the overall generative modeling performance is not degraded, or even slightly better than our unsupervised version. 
Data Augmentation
To examine how well ACL helps to generalize the mapping to unseen regions in the latent code space, we also present our experimental results on data augmentation task. Given two data points, through linear interpolation between the two samples in the latent space, we can generate massive believable yet unseen samples from existing datasets. The generated data, when of high quality, may be very beneficial for various computer vision tasks where there is hunger for more training data. The interpolation results are shown in figure 10 . The images on the leftmost and rightmost ends of each row are real images from the CELEBA dataset. The images in between are generated from the interpolated latent codes. We have two simple observations. First, all generated samples are of high quality. Second, the transitions from one sample to the next are consistently smooth. This can be taken as a sanity check for overfitting, where our ACL models seems to be able to generate samples not limited to regions near training data in the latent space, thus exhibiting good gener- alization ability. Different from the gradually-changed generated images with noise grid, our interpolated images are converting from one real sample to another. This demonstrates that ACL is not limited in generating images of high quality, but shows promising capability in controlling the generated samples through manipulating the input from the latent space.
Prior Analysis
We have shown the power of ACL in different modeling frameworks with a simple single-mode input, e.g., 1-mode Gaussian distribution. This section moves one-step further to discuss how the prior selection of ACL will change its learning behaviors.
We carry out a toy experiment with ACL-AE using synthetic data. The target distribution is a 4-mode twodimensional Gaussian, plotted as four red clusters in Figure  11 . For the prior distribution, we experimented two different settings. Random noise is sampled from one and four two-dimensional Gaussian modes for setting one and two, as shown in Figure 11 . We shall examine whether adjusting the prior can be helpful for generative tasks. Since in Setting 2, the prior shares a same distribution to the target statistic, we are expecting to see some advantage over Setting 1.
We have several observations from this visualization: 1) In both 1-mode and 4-mode Gaussian priors, the learned codes by ACL models (in turquoise) are progressively better aligned with the latent codes from the autoencoders (in purple) throughout the training steps; 2) The distribution of the generated data distribution is closely related to the alignment between the learned codes and the latent codes of autoencoders; 3) The final generated data distribution is closer to the target distribution when the prior is switched to the 4-mode Gaussian 11(b) than the 1-mode setting 11(a).
The conclusion of this toy experiment supports our speculation that a proper prior selection can be a way of improving the code learning, thus consequently benefiting the final data generation. How to find proper prior distributions for real applications seems to be an interesting and challenging problem.
Conclusions and Future Work
In this paper, we propose an adversarial code learning(ACL) framework, which jointly trains an inference network, an adversarial code generative net, and an adversarial image generative net. The ACL module generalizes autoencoders to be generative models, and boosts up several popular GAN structures' performance. Even though ACLs fall back to the min-max problem, we move the adversary from an unknown and more complex pixel space to much lower dimensional latent spaces, e.g., a single mode Gaussian prior. The experimental results demonstrated the effectiveness.
This framework admits other straightforward extensions. For example, with a learning target to a late intermediate layer in a classification model, ACL smoothly converts a classic discriminative model to a generative model. The joint model can be used in semi-supervised learning, which needs to be further investigated. Extending to other sophisticated models is an analogy to the presented models, as long as a latent code distribution is given, demonstrated the potential usage in many applications.
