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Short introduction 
  
Coordination with other people is a central part of human life. Whenever we 
wave at a friend, help our neighbor carry her shopping bag up the stairs, dance 
tango or talk to one another, we need to take another person’s actions into 
account and accordingly adapt how we do our part in the interaction. 
Understanding the mechanisms and processes that make such joint actions 
(Clark, 1996; Sebanz, Bekkering, & Knoblich, 2006) possible is the central topic 
of this thesis. In the following, I will give a short introduction by specifying what 
joint action is, why it is an important research topic, which different forms of 
joint action exist, and what cases are considered in the present thesis. Finally, I 
will provide an overview of the research question and the theoretical and 
experimental work presented in the subsequent chapters.  
 
Introduction to joint action  
What are joint actions? 
One of the most widely used definitions describes joint action as “any form 
of social interaction whereby two or more individuals coordinate their actions in 
space and time to bring about a change in the environment” (Sebanz et al., 
2006, p. 70). Taking a closer look at this definition indicates that crucial for a 
joint action is that it 1) is performed by more than one person, 2) requires 
coordination between people, 3) has a spatial and a temporal component and 4) 
involves an action effect or goal. The first point differentiates a joint action most 
clearly and intuitively from an individual action. The second point, coordination, 
is the central aspect of what it means to perform an action together: People do 
not just act individually, but they perform their actions in a coordinated way with 
someone else. The third point of the definition specifies in which respect 
coordination between people is required, that is with regard to when individual 
action parts are performed and where or how they are performed. Finally, a 
joint action must have an effect in the environment. This action effect may be 
intended by each individual and it may unfold as expected or it may happen 
unintentionally, for instance, resulting from a mistake.  
This way of defining joint action comprises a broad range of actions, starting 
from simple everyday activities such as pouring water into a glass held by 
someone else, having a conversation or planning a dinner party with a group of 
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friends, and it also includes highly skilled actions as found in ensemble music or 
team sports. It is debatable and beyond the scope of this thesis whether cases 
of non-human coordination should also be regarded as a form of joint action. 
For example, does the coordinated swimming of a school of fish count as joint 
action? Similarly, an important, but difficult question is at what age babies or 
young children start to engage in joint actions. Does an infant interacting with 
her mother by smiling and babbling together with her perform a joint action? 
This point is raised again in Chapter 1 where I argue that in many cases, no 
complex nested representations (compare e.g., Bratman, 1993) are required to 
perform a joint action, which would imply that small children can perform 
coordinated actions with others (see also Butterfill, 2012).  
In many cases of joint action, coordination with others is explicit and the 
individuals acting together share an intention towards a specific outcome of 
their joint effort. Nevertheless, even in situations in which an individual person 
seems to act entirely on her own, she will to a certain degree take others’ 
actions into account for her own action performance as when making sure not 
to run into someone when walking along the street. It should be noted that also 
many competitive situations include forms of joint action coordination. For 
instance, even if people are uncooperative in the sense that they will try to 
defeat each other (e.g. during a basketball match), they often cooperate by 
acting according to some commonly agreed rules (the rules of basketball) and 
have a jointly intended goal (having a good time with the game).  
 
Why is it important to study joint action? 
Traditionally, psychological research has studied human cognition from an 
individual person’s perspective. Thus, most work in experimental cognitive 
psychology and in neighboring fields like cognitive neuroscience, clinical 
psychology and philosophy of mind has focused exclusively on how individuals 
perceive the world, act in it and think about it. It is only during the past two or 
three decades that it has become more and more obvious for cognitive scientists 
how important it is to understand human cognition and behavior beyond the 
individual and to take into account the social context in which it occurs. In 
particular, an increasing amount of theoretical and empirical work demonstrates 
how an individual’s perception, action and cognition is influenced by the 
presence of others and how people have a natural tendency to take into account 
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what others are doing (e.g., co-representation: Atmaca, Sebanz, & Knoblich, 
2008; Sebanz, Knoblich, & Prinz, 2003, 2005; Tsai, Kuo, Jing, Hung, & Tzeng, 
2006), thinking (e.g. stereo-typing: Frith & Frith, 2006; Müller, Kühn, van 
Baaren, Dotsch, Brass, & Dijksterhuis, 2011) and perceiving (e.g. perspective-
taking: Samson, Apperly, Braithwaite, Andrews, & Bodley Scott, 2010; Böckler, 
Knoblich, & Sebanz, 2011).  
Furthermore, understanding joint action is also important because the way 
people act with others has an impact on their own and others’ lives, both on a 
personal and on a group level. For example, research in social psychology has 
shown that interpersonal action coordination increases rapport (e.g., Hove & 
Risen, 2009; Lakin & Chartrand, 2003) and cooperative tendencies (Wiltermuth 
& Heath, 2009) in people, reduces perceived social difference and prejudice 
(e.g., Miles, Lumsden, Richardson, & Macrae, 2011), and is impaired in 
pathologies such as premature birth (Feldman & Eidelman, 2007), autism 
(Isenhower, Marsh, Richardson, Helt, Schmidt, & Fein, 2012; Trevarthen & 
Daniel, 2005) and schizophrenia (Varlet et al., 2012). Given these dependencies 
between social behavior and individual and group well-being, it is important to 
examine the mechanisms and processes that underlie joint action coordination.  
 
Forms of joint action 
Joint actions can come in different forms and can vary with respect to a 
number of different dimensions. Examples for joint action span from long-term 
planning (e.g. organizing a birthday party that will happen in two months) to 
intentional movement coordination in real-time (e.g. moving a couch together to 
make room for the party guests) and forms of spontaneous self-organized 
coordination (e.g. people following similar paths between buffet and living 
room). In the following, I will provide an overview of some important 
dimensions that distinguish different forms of joint action. This overview 
attempts to provide guidance for a better understanding of research on 
interpersonal coordination such as presented in this thesis. 
Emergent and planned coordination. Coordination between people can be 
emergent or planned (Knoblich et al., 2011). In cases of emergent coordination, 
individuals spontaneously act together or perform coordinated movements 
without a prior plan to do so. This is mostly based on perception–action 
couplings that make different individuals act in similar ways. For example, 
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people are found to synchronize their body sway (Shockley, Santana, & Fowler, 
2003) or their movements when rocking in rocking chairs (Richardson, Marsh, 
Isenhower, Goodman, & Schmidt, 2007). In contrast, coordination can also be 
planned such that co-actors perform their actions with respect to a joint goal, 
i.e. a representation of the desired outcome of their joint effort. For example, 
two pianists each have a representation of the desired musical sound when 
playing a duet (Keller, 2012; Loehr, Kourtis, Vesper, Sebanz, & Knoblich, 2013).  
Long-term planning and real-time coordination. Joint actions also vary with 
respect to the time-scale in which co-actors perform their individual action parts. 
Coordination can range from interactions taking place over hours or days as 
when coworkers perform different subparts of a project, to highly synchronized 
movements in which coordination is described in terms of adaptations within 
seconds or milliseconds. Importantly, the mechanisms required to achieve 
coordination will also vary greatly. While slower long-term coordination often 
relies on verbal communication and explicit planning (Clark, 1996; Clark & 
Krych, 2004), real-time coordination usually requires very fast sensorimotor 
mechanisms (Sebanz et al., 2006).  
Copresent and remote coordination. People can perform actions together in 
close proximity such that they move within a shared work space as when setting 
a coffee table or playing a piano duet. In these cases, movements often need to 
be coordinated to overcome the danger of collisions of co-actors’ limbs 
(Richardson, Harrison, May, Kallen, & Schmidt, 2001; Vesper, Soutschek, & 
Schubö, 2009). Moreover, these cases often offer a rich perceptual environment 
that can facilitate coordination because it allows co-actors to monitor each 
other’s actions (Loehr et al., 2013). Joint actions can also be performed 
remotely so that people do not act at the same place or at the same time. An 
example is having a discussion via email where the order and timing of who 
writes to whom is coordinated, but where the exact movements that people 
perform are irrelevant for coordination.  
Discrete and continuous movements. A similar differentiation concerns 
whether coordination is required at a discrete time point as when handing over 
a bouquet of flowers or whether coordination is continuous as when waltzing 
together. In this latter case, dance partners need to stay coordinated through-
out their action performance and not just at e.g. the endpoint of a movement. 
Generally, the more continuous perceptual information is available, the more 
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continuously coordinated two people’s actions can be (Richardson, Marsh, & 
Schmidt, 2005). 
Symmetric and asymmetric joint action. Another important distinction is 
between symmetric and asymmetric joint actions. In symmetric joint actions, co-
actors perform the same tasks and receive an equal amount of information 
about each other’s actions. An example is pushing a heavy couch together 
where both people move in the same direction and see or feel each other’s 
actions equally well. In contrast, in asymmetric joint actions, partners have 
different degrees of information about the task or about the partner’s actions. 
For example, when carrying the heavy couch such that one person needs to 
walk backward and the other forward, the one moving backward only has 
reduced visual information. In this case, successful joint task performance relies 
to a large extent on information exchange between co-actors. 
 
Aim and scope of the current thesis  
The aim of this thesis is to gain a deeper understanding of the mechanisms 
and processes underlying joint action coordination and to investigate how these 
interact to make joint action possible. It specifically targets planned, intentional 
joint actions in which individuals coordinate discrete actions in real-time. In 
other words, the central question is how people cooperatively achieve a joint 
coordination goal when temporal constraints require that their actions are 
coordinated within a range of seconds or milliseconds. In most of the studies to 
follow, temporal coordination is taken as synchronous performance of two 
people’s actions such that their movement endpoints would occur at the same 
time. 
Given this focus, it is beyond the scope of this thesis to address how people 
agree on performing actions together or come to have a shared cooperative 
intention in the first place (e.g. Bratman, 1993; Clark, 1996). Moreover, this 
thesis will also only marginally be concerned with how interpersonal coordination 
emerges unintentionally due to perception-action coupling such as underlying 
entrainment (Marsh, Richardson, & Schmidt, 2009; Richardson et al., 2005; 
Schmidt, Fitzpatrick, Caron, & Mergeche, 2011; Schmidt & Richardson, 2008), 
how people infer motor intentions from each other’s movements (Becchio, 
Sartori, & Castiello, 2010; Sartori, Becchio, & Castiello, 2011) or how they per-
form competitive actions (Braun, Ortega, & Wolpert, 2009; Georgiou, Becchio, 
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Glover, & Castiello, 2007; Sanfey, 2007). Finally, the current empirical work 
investigated joint action coordination in healthy young adults and did not target 
coordination in special populations like children, elderly people or individuals 
with a clinical history. However, in spite of the necessary restrictiveness of the 
work in this thesis, its conclusions should also be informative for other aspects 
or forms of joint action as will be discussed in more detail in Chapter 6. For 
instance, identifying mechanisms of intentional coordination might also help 
detecting similar processes in unintentional coordination, or knowing the basis of 
joint action in healthy people might allow understanding and potentially helping 
people with social deficits. 
 Methodologically, this thesis contains both theoretical and empirical parts. 
In the empirical studies, all research is behavioral, i.e. the main methods used 
were reaction time and movement tracking analyses, both from a standard 
cognitive psychology perspective and (in Chapter 5) from a dynamical systems 
approach to coordination.  
 
Overview of the chapters 
In Chapter 1, a minimal architecture for joint action is suggested that 
forms the theoretical foundation for the subsequent empirical studies. It is 
based on the question what the mechanisms and processes are that make joint 
action possible, thereby differentiating between what is minimally required and 
what additional processes and mechanisms support interpersonal coordination. 
Specifically, the suggestion is that in a minimal case, all someone needs to 
represent is her own task and the joint goal, i.e. the desired outcome. Thus, no 
elaborated representation of the other person or the other person’s task is 
necessary. In order to achieve coordination in such a situation, a person would 
adapt her own actions generally, making it most likely that coordinated behavior 
will result. We call this general adaptation ‘coordination smoother’ or 
‘coordination strategy’. Whenever possible, people will use additional 
mechanisms and processes for joint action such as representing the other’s task 
(e.g., Sebanz et al., 2003, 2005; Tsai, Kuo, Hung, & Tzeng, 2008) or predicting 
(e.g., Keller, 2008; Sebanz & Knoblich, 2009; Wolpert, Doya, & Kawato, 2003) 
and monitoring (e.g., de Bruijn, de Lange, von Cramon, & Ullsperger, 2009; 
Loehr et al., 2013; Schuch & Tipper, 2007) one’s own and the partner’s actions 
as well as the joint action goal.  
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The subsequent four chapters present empirical work in which I used novel 
experimental research paradigms to address different aspects of joint action 
coordination. Chapter 2 investigates the use of speeding up and reducing 
action variability as a way of synchronizing reaction times in a visual response 
task. In a series of three experiments, a coordination strategy to make one’s 
own actions predictable for the partner was identified. Chapters 3 and 4 
investigated how people predict their own and a partner’s actions to achieve 
coordination in situations in which no perceptual feedback, but specific prior task 
information is available. It demonstrates that people can plan their own actions 
with respect to the timing of their own and their partner’s actions. Predicting 
own and others’ actions is achieved by action simulation within one’s own motor 
system (Grush, 2004; Keller, 2012; Wilson & Knoblich, 2005; Wolpert et al., 
2003). More specifically, Chapter 3 is a performance study in which people 
coordinated the endpoints of forward jumps, whereas Chapter 4 is an imagery 
version of the same task such that people merely imagined performing and 
coordinating jumps with another person. The focus of the last empirical study 
presented in Chapter 5 is on the role of perceptual information for joint actions 
in which partners have asymmetric tasks such as different degrees of task 
knowledge. It shows that when two people synchronize sequences of tapping 
movements onto different target locations, the individual who has more detailed 
task knowledge can provide information through her movements to someone 
who has restricted access to such task information.  
The final chapter in this thesis, Chapter 6, is a summary and discussion 
where I explore the implications of the empirical findings and attempt to link 
them back to the minimal architecture for joint action described in Chapter 1. I 
conclude that the empirical evidence reported in this thesis generally supports 
the claims made by the minimal architecture and therefore make it a promising 
framework also for future research on joint action.  
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Chapter 1 
A minimal architecture for joint action 
 
Abstract 
What kinds of processes and representations make joint action possible? In 
this chapter, we suggest a minimal architecture for joint action that focuses on 
representations, action monitoring and action prediction processes, as well as 
ways of simplifying coordination. The architecture spells out minimal require-
ments for an individual agent to engage in a joint action. We discuss existing 
evidence in support of the architecture as well as open questions that remain to 
be empirically addressed. In addition, we suggest possible interfaces between 
the minimal architecture and other approaches to joint action. The minimal 
architecture has implications for theorizing about the emergence of joint action, 
for human-machine interaction, and for understanding how coordination can be 
facilitated by exploiting relations between multiple agents’ actions and between 
actions and the environment. 
 
Based on:  
Vesper, C., Butterfill, S., Knoblich, G. & Sebanz, N. (2010). A minimal 
architecture for joint action. Neural Networks, 23, 998-1003. 
 
  
Chapter 1: A minimal architecture for joint action 
 
 
18 
Introduction 
Joint action is distinct from individual action in a number of ways. 
Performing actions together often requires predicting what others are going to 
do next, adjusting one’s behavior to complement another’s task, and achieving 
precise temporal coordination. For example, to play a piano duet a pianist must 
anticipate her partner’s playing and adjust her own timing accordingly. What 
kinds of representations and processes make joint action possible? 
The answers that have been given so far fall into two broad categories. 
Some researchers have emphasized the role of language (Clark, 1996), 
attributions of intention, belief and other propositional attitudes (Bratman, 1993, 
1997, 2009; Tuomela, 2005; Gilbert, 1992). Others have proposed that 
coordinated action fundamentally rests on direct perception-action links not 
requiring representations (Marsh, Johnston, Richardson, & Schmidt, 2009; 
Schmidt & Richardson, 2008). In our view, both approaches are illuminating but 
incomplete. Approaches that focus on language and propositional attitude 
ascription are well suited to cases in which long-term planning is involved or in 
which the agents engaged in joint action are not aware of the details of each 
other’s actions, for example because they are separated in time or space. What 
these approaches do not explain is how precise temporal coordination, short-
term adaptations to others’ behavior and short-term predictions about what 
another will do in the next (milli-) seconds are achieved. Approaches that focus 
on direct perception-action links within a dynamical systems framework are able 
to account for synchronization of continuous movement. However, other aspects 
of joint action such as planning and prediction of discrete actions are not easily 
explained by this approach (but see Stepp & Turvey, 2010, for a recent 
suggestion about how continuous dynamic coupling can establish anticipatory 
behavior of two people’s movements that can be interpreted as a form of 
prediction).   
The aim of the present paper is to fill this gap by proposing an architecture 
that addresses the cognitive processes enabling people to perform actions 
together. It covers planning for immediate actions, action monitoring and action 
prediction, and ways of simplifying coordination. Unlike the dynamical systems 
framework that considers interpersonal coordination as a special case of more 
general coordination principles, the proposed framework assumes the existence 
of dedicated mechanisms for joint action. Unlike approaches focusing on 
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language and shared intentionality that are mainly concerned with thinking and 
communicating about acting together, the framework is geared towards 
explaining how people actually perform actions together. 
 
A minimal architecture for joint action 
What kinds of processes and representations make performing joint actions 
possible? As a step towards answering this question, we propose a minimal 
architecture that could support joint action. This architecture consists of 
representations, processes and what we call coordination smoothers; together, 
these support basic forms of joint action. The minimal architecture does not 
attempt to define what joint action is and can be made compatible with various 
definitions. Instead of defining joint action, the minimal architecture aims at 
specifying building blocks that make performing joint actions possible. 
 
Representations 
In both individual and joint action, people represent goals and the tasks that 
need to be performed to achieve these goals. For example, consider a person 
lifting a two-handled picnic basket with another. Her goal is to put the basket 
into a car boot. What she needs to do – her task – is just to raise one of the 
handles in such a way that the other can synchronize with her. We assume that 
she represents the goal (moving the picnic basket) and her task. In basic cases, 
however, we propose that it is not necessary for her either to represent the 
other’s task or to conceive of the other as an intentional agent. How does this 
joint situation differ from a case of individual action where a person lifts a 
basket alone? From the agent’s point of view, the only difference is that the 
agent realizes that performing her task is not sufficient for achieving her goal. In 
other words, given how the agent represents her task, the goal can only be 
achieved with the support of X, either another agent or some other force (Figure 
1a). This is captured by the formula ME+X. 
In the simplest cases, we suppose that the agent represents only her own 
task. In many cases, though, it is necessary for the agent to represent another 
task, corresponding to what X is expected to do. This other task (task x) may be 
represented either as something that she will not do or as something that X is 
expected to do. 
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Figure 1. a) Representations supporting joint action can either refer just to one’s own task and a 
goal that will not be achieved alone, or also include task x. Note that the goal of a joint action need 
not involve more than performing the tasks. b) Monitoring and prediction processes can act on 
representations of the goal, one’s own task, and task x. 
 
Processes 
Two different processes operate on the representations identified above: 
monitoring and prediction (Figure 1b). Monitoring processes determine to what 
extent a particular task or goal is being achieved and whether actions are 
unfolding as specified (Botvinick, Braver, Barch, Carter, & Cohen, 2001). On the 
extent to which tasks and goals are being achieved, three things could be 
monitored: the agent’s own task, task x, and the goal. Depending on the kind of 
joint action performed, these may not all be monitored. To illustrate, it is 
perfectly possible for an agent to lift a two-handled basket even though she only 
monitors her own task and progress towards the goal and despite the fact that 
the lifting depends on another agent’s cooperation. However, it is likely that in 
many cases monitoring task x will improve the performance in joint action. In 
the basket-lifting example, monitoring to what extent the other agent is 
succeeding by means of visual or haptic cues may facilitate synchronized lifting. 
The prediction process is concerned with how actions will unfold and is often 
essential for precise coordination. Predictions about the immediate future are 
achieved through motor simulation whereby internal models specify how actions 
will affect the environment and what sensory consequences they will have 
(Wolpert & Ghahramani, 2000). As we will show later, such motor simulation 
can generate predictions about our own and others’ actions (Wolpert, Doya, & 
Kawato, 2003). An open question is whether there are comparable mechanisms 
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for predicting the combined outcomes of multiple agents’ actions (Keller, 2008; 
Sebanz & Knoblich, 2009). 
 
Coordination smoothers 
Where joint action requires precise coordination in time or space, there are 
often limits on how well X’s actions can be predicted. One way to facilitate 
coordination is for an agent to modify her own behavior in such a way as to 
make it easier for others to predict upcoming actions, for example by 
exaggerating her movements or by reducing the variability of her actions. These 
are examples of coordination smoothers (Figure 2). In general, a coordination 
smoother is something that reliably has the effect of simplifying coordination 
(Figure 2a). Coordination smoothers include both modulations of one’s own 
behavior (as in the above examples) as well as uses of objects that afford 
particular task distributions. The less an individual knows about task x or the 
way task x is performed, the more useful it is to deploy such coordination 
smoothers – in these cases, coordination smoothers may help to compensate for 
the lack of information (Figure 2b). 
 
 
Figure 2. a) Coordination smoothers simplify coordination. b) They are especially useful when 
actions pertaining to task x cannot be monitored or predicted. 
 
Evidence 
Representation  
According to our architecture for joint action, an individual has to minimally 
represent her own task and the goal. It is not necessary, although typically very 
useful, to represent the other’s task as well. To illustrate, consider two people 
dancing a tango together. In that case, the leader and follower have to 
coordinate their steps with each other. In principle, the follower might represent 
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the leader’s task in a very specific way, including for instance the other’s need to 
make a forward movement with her right foot. This would imply that the 
follower could in principle switch roles with the leader. But it is more likely that 
the follower does not represent the leader’s task in any such detail, and 
plausible that she does not represent the leader’s task at all. All she requires is a 
representation of her own task and the goal of moving along a certain trajectory 
without losing contact between herself and her partner. 
Can agents who do not represent each other’s tasks really act in ways that 
jointly bring about a goal? Evidence would be provided by studies where an 
agent has no access to information about a cooperation partner’s task but is 
nevertheless able to bring about a goal as a common effect of her and her 
partner’s efforts. This relates to the question of whether collaboration in non-
human animals and human children involves representing others’ tasks. Existing 
studies of collaboration in chimpanzees could be interpreted as not involving 
representations of task x. For instance, Melis, Hare, and Tomasello (2006) 
presented chimpanzees with a food shelf that they could only access if two 
chimpanzees pulled on either end of a rope at approximately the same time. 
Chimpanzees were able to do this, and even to select the best coordination 
partner. However, it is possible that a chimpanzee did not represent the other’s 
task and instead used her partner as a “social tool” (Moll & Tomasello, 2007). In 
particular, she may have realized that she needs to inhibit pulling on the rope 
except when it was tensing, which occurred when the other was starting to pull. 
In a similar vein, it could be that the earliest joint actions infants perform 
together with adults do not require the infant to represent the other’s task. For 
instance, an infant may have the goal to fetch a favorite toy from a high shelf 
and realize that she cannot get this done alone. The way to get the toy might 
involve the adult lifting the infant up so that she can reach for the toy. In this 
case, the infant does not need to represent what the adult is doing in order to 
achieve the goal together. However, there is evidence to suggest that, from an 
early age on, children are sensitive to others’ parts in a joint action (Moll & 
Tomasello, 2007). They protest when an agent does not act in accordance with 
pre-specified rules (Rakoczy, Warneken, & Tomasello, 2008), and seem to have 
an understanding that acting together implies commitment (Carpenter, 2009; 
Gräfenhain, Behne, Carpenter, & Tomasello, 2009). 
Chapter 1: A minimal architecture for joint action 
 
 
23 
Although an agent involved in joint action might represent only her own task 
and the joint goal, as in the minimal case, it is generally useful to represent the 
other’s task. This enables one to predict what the other will do next. In fact, it 
has been shown that adults are prone to represent what another is doing even 
when they are acting individually (in which case representing another’s task can 
be detrimental to one’s own performance). In studies on co-representation 
(Atmaca, Sebanz, & Knoblich, 2008; Sebanz, Knoblich, & Prinz, 2003, 2005; 
Tsai, Kuo, Jing, Hung, & Tzeng, 2006), two people perform separate tasks 
alongside each other. A sequence of stimuli appears on a computer screen. One 
participant is instructed to respond to one type of stimulus, while her co-actor 
has to respond to another type of stimulus. Some of the stimuli are such that if 
the participant were performing both tasks alone, or if she were to represent the 
co-actor’s task, then her performance would be disrupted. The results showed 
that the participant’s performance in the two-person setting was disrupted in 
just the way it would be if she were performing both tasks alone. This suggests 
that people represent the other person’s task, even when acting on a goal that 
the co-actor cannot contribute to. Further support for this view comes from 
electrophysiological evidence showing that people mentally perform the co-
actor’s task (Sebanz, Knoblich, Prinz, & Wascher, 2006; Tsai, Kuo, Hung, & 
Tzeng, 2008). 
We propose that the co-representation identified in these tasks is a key 
ingredient that makes joint action possible in many cases. That is neither to say 
that co-representation is necessary in every case of joint action, nor that it only 
occurs in joint action settings. Indeed, the studies on co-representation indicate 
that representing others’ tasks is pervasive, occurring outside of joint action. 
So far we have been concerned with the representation of the task that the 
other has to perform (task x). In some cases agents may also represent certain 
properties of their partners (X). In one study (Richardson, Marsh, & Baron, 
2007), pairs of participants had to pick up and move wooden planks of 
increasing or decreasing length. They could decide to pick them up individually 
or with a partner. The authors found that the point at which individuals shifted 
from using one hand to two hands, as measured by the ratio of plank length to 
hand span, was the same as the point at which participants switched from 
individual to joint lifting, as measured by the ratio of plank length to combined 
arm span. The present architecture would explain this finding as demonstrating 
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that an individual represents some properties of her partner’s body and the 
combined action-possibilities these entail. 
In summary, agents may represent neither the other task to be performed 
(task x) nor anything about the performer of this task (X). However, in many 
cases, they will represent task x. This task could be represented in an agent-
neutral way, without representing X, or be tied to a representation of (features 
of) X. 
 
Monitoring 
A monitoring process determines to what extent a particular task or goal is 
being achieved or whether actions are unfolding as specified (Botvinick et al., 
2001). In some cases, joint action will only require monitoring the combined 
outcome of the agents’ actions, but in other cases some of the agents involved 
in a joint action will also monitor each other’s actions or the individual outcomes 
of those actions (see arrows in Figure 1b). Consider two people playing a piano 
duet. If both are experts, they will need to monitor the music as the combined 
outcome of their effort (Keller, 2008), and perhaps also their own actions. But 
they will not necessarily monitor each other’s actions or the individual outcomes 
of these actions. However, if in playing the duet one is teaching the other, the 
teacher is likely to monitor her pupil’s actions in addition to monitoring the 
combined musical outcome. 
In experimental studies, monitoring is often operationally defined as error 
detection. Behavioral markers of error detection include slowing down after 
making an error (Rabbitt, 1966). Electrophysiological activation, such as a 
negative brain potential building up as errors are made, marks error detection as 
well (Falkenstein, Hoormann, Christ, & Hohnsbein, 2000). These markers are 
also found when people observe errors made by others (Schuch & Tipper, 2007; 
van Schie, Mars, Coles, & Bekkering, 2004), suggesting that the same 
monitoring mechanisms may be used for one’s own and others’ actions. Further 
evidence comes from brain imaging studies showing that similar brain regions 
are active when processing one’s own and others’ errors (de Bruijn, de Lange, 
von Cramon, & Ullsperger, 2009; Malfait et al., 2009; Newman-Norlund et al., 
2009). 
Given that most of these studies have investigated monitoring in the context 
of action observation rather than joint action, it is an open question to what 
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extent the combined outcome of one’s own and others’ actions is monitored. 
Direct evidence for such monitoring would be provided if agents involved in a 
joint action were more sensitive to errors in their combined performance than to 
errors in their individual performance. This predicts that if two agents’ individual 
errors cancelled each other out, they should not become aware of having made 
an error at all. As far as we know no such direct evidence is available1.  
Although it is not generally necessary for joint action, monitoring the other’s 
task can greatly improve performance. In a study investigating musical 
coordination (Goebl & Palmer, 2009), two pianists played a piano duet together 
under three conditions: they received normal auditory feedback; they only heard 
the partner’s playing; or they only heard their own playing. Coordination 
performance, as measured by the asynchrony between tones, was best with 
normal auditory feedback and worst in the condition in which participants only 
heard their own tones but not the other’s. This indicates that being able to 
monitor the other’s actions facilitates coordination. 
 
Prediction 
Prediction is concerned with the unfolding of actions in the immediate 
future. In contrast to predictions about more long-term events (such as who will 
buy sheet music for a piano duet), the process targeted here generates 
expectations about the outcome of actions online (such as when will one’s duet 
partner play the next tone). This kind of prediction relies on motor simulation 
whereby internal models specify the immediate consequences of one’s actions. 
Internal predictive models were first described for individual action, as they 
are useful for individual motor control (Wolpert & Ghahramani, 2000). Neuro-
physiological studies suggest that these models are mainly located in the 
cerebellum (Wolpert, Miall, & Kawato, 1998) and are continuously updated by 
comparing the actual and predicted consequences of one’s actions. It has since 
been suggested that internal models can also make predictions about others’ 
actions in the immediate future (Wolpert et al., 2003). Evidence for this claim 
comes from studies demonstrating that people are able to anticipate the future 
                                               
1 A recent study (Loehr, Kourtis, Vesper, Sebanz, & Knoblich, 2013) tested the first hypothesis 
and indeed provided evidence for higher sensitivity to the joint goal compared to individual action 
goals. Using electrophysiological measures, expert pianists playing a piano duet were found to have 
stronger brain activations in an EEG-component (P300) in response to experimentally generated 
alterations of an expected joint action outcome (i.e. the sound of the musical piece) than to 
alterations of each individual’s action outcome (i.e. the sound of each voice).  
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course of others’ actions (Graf et al., 2007). Running simulations of others’ 
actions as they unfold may be especially useful in the context of joint action as it 
is thought to bias perception and to help with anticipating the consequences 
and, most importantly, the timing of others’ actions (Wilson & Knoblich, 2005). 
The view that internal predictive models are involved in the ability to antici-
pate others’ actions is further supported by studies showing that short-term 
predictions of others’ actions rely on one’s own motor experience (e.g. Aglioti et 
al., 2008; Calvo-Merino et al., 2005). For instance, infants able to crawl showed 
more evidence for motor simulation when observing other infants crawling, 
compared to seeing them walking (van Elk, van Schie, Hunnius, Vesper, & 
Bekkering, 2008). The fact that prediction of this kind involves motor simulation 
also explains why people are able to recognize their own earlier actions based 
on temporal cues (Flach, Knoblich, & Prinz, 2004) and are most accurate at 
generating predictions about their own actions (Knoblich & Flach, 2001). 
What does this imply for joint action? Generally, joint action coordination 
should be better the more accurately interaction partners can predict the timing 
of each other’s actions. This implies that performance would be best if one could 
interact with oneself because, given one’s motor experience, one’s own actions 
should be easiest to predict. Keller, Knoblich, and Repp (2007) tested this 
prediction by comparing how well professional pianists synchronized their 
performance in a duet when playing with recordings of either another pianist or 
an earlier recording of themselves. Indeed, the results showed better 
coordination performance (measured by the synchronization error for single 
tones) when pianists played with their own recordings. This finding indicates 
that more accurate predictions about future events produced by oneself and 
others may lead to better interpersonal coordination. 
While there is evidence to show that an agent can make specific predictions 
about the immediate actions of her partner (predicting the unfolding of task x 
online, see Figure 1b), it remains to be determined whether predictions are also 
made regarding the consequences of the combined actions of the agent and her 
partner (Keller, 2008; Sebanz & Knoblich, 2009). For instance, will a pianist 
playing a duet make predictions about the other’s tones, or will the predictions 
be about the music, reflecting the combined outcome of her own and the other’s 
playing? Some evidence for the prediction of combined outcomes is provided by 
a study (Knoblich & Jordan, 2003) in which participants jointly controlled a 
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cursor with the aim of tracking a moving target on a computer screen. The 
results showed that participants initially found this task quite demanding and 
were worse than single participants performing the task alone. However, with 
practice, joint task performance reached the level of individual performance. 
This suggests that participants learned to predict how their own and the other’s 
actions would jointly affect the movement of the tracker. 
 
Coordination smoothers 
A coordination smoother is either a modulation of one’s own behavior which 
reliably has the effect of simplifying coordination, or the use of an object that 
affords a particular task distribution which reliably has such an effect. One type 
of coordination smoother involves making one’s own behavior more predictable. 
For instance, speeding up has the effect of making movements less variable. A 
recent study (Chapter 2) where participants were instructed to synchronize 
responses found that partners whose actions were less variable achieved better 
coordination. In this study, participants decreased their variability by speeding 
up their own responses. 
A second type of coordination smoother involves ways of delimiting and 
structuring one’s own task such that the need for coordination is reduced. In a 
joint search activity, delimiting might mean confining one’s searching to the 
most obvious region of space for one to search in. This is indicated by a study in 
which pairs of participants jointly performed a visual search task (Brennan, 
Chen, Dickinson, Neider, & Zelinsky, 2008). Performance was best when 
participants received feedback about the other’s search. This might have 
allowed them to divide up the search space more effectively. Interestingly, 
verbal communication did not contribute to improving joint performance. In a 
joint building task, delimiting one’s own task might mean moving in a way least 
likely to enter another’s action space (Vesper, Soutschek, & Schubö, 2009). 
Imposing structure on a task might involve trying to relate one’s actions to the 
other’s actions in time. Turn-taking is a paradigm example: someone picking 
apples from a tree with a friend might introduce a delay between her attempts 
to pick apples so that the other can have a turn, which would avoid interference 
resulting from two people moving the branches of the tree simultaneously. 
A further type of coordination smoother involves providing coordination 
signals (Clark, 1996). Some coordination signals are conventional, such as 
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musical scores and traffic signs. More relevant for the aspects of joint action at 
issue here are nonconventional signals. Agents are able to selectively make 
certain movements salient with the effect that information about their actions is 
more readily available to others; in this case, movements serve as both 
components of actions and coordination signals. One such example is provided 
by the earlier mentioned study by Goebl and Palmer (2009) in which pianists 
played a duet under varying feedback conditions. Analyses of participants’ finger 
movements showed that they raised their fingers higher and synchronized their 
head movements more when the auditory feedback was reduced. This is in line 
with our prediction that coordination smoothers become more important as less 
is known about task x (see Figure 2b). 
Synchronization could also serve as a coordination smoother. For example, 
Wilson and Wilson (2005) have proposed that a common speech rhythm could 
help conversation partners to precisely predict when an utterance will end. This 
enables seamless turn-taking of speaker and listener. The same idea can be 
applied to nonverbal coordination. One could speculate that synchronization of 
movements makes interaction partners more similar and thus more predictable 
to one another (see also Keller et al., 2007) insofar as prediction of others’ 
actions relies on motor simulation. As an example, when two people in rocking 
chairs fall into synchrony (Richardson, Marsh, Isenhower, Goodman, & Schmidt, 
2007) this might make it easier for one of them to predict when exactly the 
other will pass her a mug of hot chocolate. 
In addition to modulations of one’s own behavior, objects affording a 
particular task distribution can also serve as coordination smoothers. While 
some objects afford a particular use by single individuals (Gibson, 1977), other 
objects afford joint use by virtue of their size, form, weight, and so on. Some of 
these may be such that they afford a particular task distribution, or a particular 
way of handling them together. For instance, a two-handled picnic basket 
affords that the left agent grasps the left handle with her right hand, and that 
the right agent grasps the right handle with her left hand. As far as we know, it 
remains to be investigated empirically whether object affordances act as co-
ordination smoothers and which object features are crucial in constraining joint 
action. 
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Interfaces 
The aim of the present chapter was to spell out a minimal architecture for 
joint action that focuses on planning for immediate actions, action monitoring 
and action prediction, as well as ways of simplifying coordination. How does our 
architecture relate to approaches that focus on direct perception-action links 
within a dynamical systems framework, and how is it linked to approaches that 
focus on language and propositional attitudes? 
On the one hand, it has been proposed that coordinated action rests on 
direct perception-action links not requiring representations (Marsh et al., 2009; 
Schmidt & Richardson, 2008). This view is embedded in dynamical systems 
theory, which has been able to explain a wide range of synchronized collective 
behaviors, from the formation of flying birds (Couzin, Krause, Franks, & Levin, 
2005) to the synchronized swaying of people in conversation (Shockley, Baker, 
Richardson, & Fowler, 2007). These phenomena are not the target of our 
minimal architecture. However, they are relevant to understanding certain 
aspects of joint action. Can there be crosstalk between a dynamical systems 
view and our architecture? The minimal architecture assumes that syn-
chronization of movements serves as a coordination smoother that makes 
oneself or the other more predictable. While it is beyond our architecture to 
characterize how movements become synchronized, dynamical systems theory 
offers an account to explain how this is possible. In this way, findings from 
dynamical systems theory complement our architecture. Conversely, our 
minimalist architecture offers a ladder from synchronized movement to the sorts 
of joint action that have proven difficult to capture within a radical dynamical 
systems framework — joint actions involving discrete action, complementary 
action, and prediction. 
On the other hand, in explaining how joint action is possible, some 
researchers have emphasized the role of language (Clark, 1996), attributions of 
intention, belief and other propositional attitudes (Bratman, 1993, 1997; 
Tollefsen, 2005; Tuomela, 2005), as well as commitments (Gilbert, 1992). How 
does our minimal architecture relate to these approaches? A limit of our 
architecture is that it does not generate precise predictions about how joint 
actions involving long-term planning will unfold. These are the cases that 
language-and-intention approaches are best suited to explain. Rather than 
extend the minimal architecture to encompass such cases, it seems more useful 
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to specify connections between the mechanisms we have discussed and those 
highlighted by approaches emphasizing language and intention. Identifying such 
connections would also help to overcome a limit of the latter approaches. In 
many cases of joint action, it is insufficient to agree on a course of action: there 
is also the issue of performing the planned actions together. These approaches 
do not make specific predictions regarding actual performance. Regardless of 
how much people talk and how deeply interlocked their intentions, performing a 
piano duet together will also require exquisitely coordinated timing. Such 
coordination is not readily explained by shared intention or linguistic communi-
cation. Our minimal architecture fills this gap: given that linguistic com-
munication and shared intentions can guide monitoring and prediction processes 
and influence coordination smoothing, the architecture identifies mechanisms 
which make possible the precise coordination that is so often essential for 
implementing shared plans. 
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Chapter 2 
Making oneself predictable: Reduced temporal variability 
facilitates joint action coordination 
 
Abstract   
Performing joint actions often requires precise temporal coordination of 
individual actions. The present study investigated how people coordinate their 
actions at discrete points in time when continuous or rhythmic information about 
others’ actions is not available. In particular, we tested the hypothesis that 
making oneself predictable is used as a coordination strategy. Pairs of 
participants were instructed to coordinate key presses in a two-choice reaction 
time task, either responding in synchrony (Experiments 1 and 2) or in close 
temporal succession (Experiment 3). Across all experiments, we found that co-
actors reduced the variability of their actions in the joint context compared with 
the same task performed individually. Correlation analyses indicated that the 
less variable the actions were the better was interpersonal coordination. The 
relation between reduced variability and improved coordination performance 
was not observed when pairs of participants performed independent tasks next 
to each other without intending to coordinate. These findings support the claim 
that reducing variability is used as a coordination strategy to achieve pre-
dictability. Identifying coordination strategies contributes to the understanding 
of the mechanisms involved in real-time coordination. 
 
Based on:  
Vesper, C., van der Wel, R. P. R. D., Knoblich, G., & Sebanz, N. (2011). 
Making oneself predictable: Reduced temporal variability facilitates joint action 
coordination. Experimental Brain Research, 211, 517-530. 
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Introduction  
People perform actions together to reach shared goals (Clark, 1996; Sebanz, 
Bekkering, & Knoblich, 2006). Successfully performing joint actions often 
requires that individual actions are precisely coordinated in space and time. In 
some cases, coordinating with others calls for continuous adaptation between 
co-actors, such as when two people carry a heavy table together and coordinate 
the forces they apply at each side of it. In other cases, particular actions need to 
be coordinated at specific points in time such as when two people juggle 
together and must catch each other’s balls. 
Prior research has identified two key mechanisms subserving temporal 
coordination. First, the tendency for intra- and interpersonal movements to 
become temporally coupled, known as entrainment, induces synchronization for 
cyclic movements in people walking jointly, swinging pendulums, or rocking 
chairs alongside each other (Richardson, Marsh, & Baron, 2007; Richardson, 
Marsh, & Schmidt, 2005; Schmidt, Bienvenu, Fitzpatrick, & Amazeen, 1998; van 
Ulzen, Lamoth, Daffertshofer, Semin, & Beek, 2008). Second, motor simulation 
allows people to predict a partner’s actions based on internal predictive models 
in their own motor system (Keller, Knoblich, & Repp, 2007; Knoblich & Jordan, 
2003; Ramnani & Miall, 2004; Sebanz & Knoblich, 2009; Wolpert, Doya, & 
Kawato, 2003). 
Most of the studies on entrainment and motor simulation employed 
continuous rhythmical tasks in which coordination between two people occurred 
based on visual (Richardson et al. 2005, 2007), haptic (van der Wel, Knoblich, & 
Sebanz, 2011), or auditory information (Keller et al. 2007; Konvalinka, Vuust, 
Roepstorff, & Frith, 2010; Loehr & Palmer, 2011). Little is known about how 
people manage to coordinate their actions at specific points in time in non-
rhythmic tasks where continuous feedback about another person is not 
available. For instance, during a counterattack in football, the attacker often 
needs to run toward the opponents’ goal without perceiving what the other 
players are doing behind her back. Such situations require particular processes 
that allow actors to plan their actions (e.g., run toward a particular position next 
to the opponents’ goal) without exactly knowing when and how the other is 
going to act (e.g., when the other is going to shoot the ball and where it will 
land). Thus, coordinating the timing of non-rhythmic, discrete events without 
continuous information exchange may require the use of coordination strategies, 
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given that all an actor can do is to individually act in a way that will maximize 
the chances for achieving successful coordination (Chapter 1). 
A powerful coordination strategy is to be as predictable as possible because 
it allows individuals to rely on and build up common ground (Clark, 1996; 
Brennan & Clark, 1996). So far, evidence that people try to be predictable 
comes mostly from coordination tasks that do not require close temporal 
coordination. In “Schelling games” (Clark, 1996; Schelling, 1960), individuals are 
instructed to coordinate their choices without being able to communicate. In 
such tasks, people try to be predictable by choosing the most salient option 
given what they consider to be their common knowledge (Clark, 1996). For 
instance, when two people are asked to pick a meeting point in New York City, 
they often manage to converge on the same choice, such as Grand Central 
Station. Moreover, alignment occurring at different levels of speech during 
conversations is a powerful mechanism of achieving structural and semantic 
predictability between speaker and listener (Brennan & Clark, 1996; Brennan & 
Hanna, 2009; Garrod & Pickering, 2004, 2009). 
In the present study, we investigated whether co-actors also use pre-
dictability as a coordination strategy when performing joint tasks that require 
close temporal coordination in the absence of continuous feedback. Identifying 
coordination strategies contributes to the understanding of mechanisms involved 
in real-time coordination beyond entrainment and motor simulation processes. 
Focusing on two paradigmatic forms of coordination (Clark, 1996), we asked 
pairs of participants to coordinate their responses to discrete visual events under 
two sets of instructions. First, to capture symmetric or “balanced” joint actions 
where actors have the same roles and equal influence on coordination, we 
instructed participants to act synchronously. Second, to capture asymmetric or 
“unbalanced” joint actions involving a leader and a follower, we instructed 
participants to act in close temporal succession in a pre-specified order. We 
predicted that in both tasks people would make use of coordination strategies 
because the task calls for planning one’s own actions without having reliable 
information about when one’s partner is going to act. The time window for 
coordination in our task was so narrow that acting by the time the partner was 
seen acting would hardly lead to adequate coordination performance. 
If predictability is used as a coordination strategy to solve temporal 
coordination problems, we should find that participants act as consistently as 
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possible to provide reliable input for each other and by doing so create 
“procedural” common ground (Clark, 1996). This coordination strategy would be 
reflected in reduced variability of reaction times (RTs) in jointly performed tasks 
compared with an individual baseline and in correlations between variability and 
coordination performance. Given that performing tasks at higher speed tends to 
reduce temporal variability (Repp, 2005; Wagenmakers & Brown, 2007), we also 
expected that actions performed in the service of interpersonal coordination 
would be performed faster to increase predictability. 
Furthermore, we aimed at varying coordination difficulty by assigning either 
the same or opposite stimulus–response (S–R) mappings in a spatial congruency 
task to pairs of participants. If participants perform the task based on different 
S–R mappings, coordination difficulty should be greater than when they both act 
according to the same S–R mapping. 
Experiment 1 investigated coordination of actions to be performed syn-
chronously by two co-actors. Experiment 2 served to replicate the results of 
Experiment 1 and addressed the mechanisms underlying the observed effects in 
more detail. Experiment 3 sought to extend the findings from the synchronous 
coordination case to sequential coordination, where co-actors needed to act in 
close temporal succession. 
 
Experiment 1 
In Experiment 1, we examined coordination in a joint synchronization task. 
Both members of a pair performed an individual reaction time task responding 
to visual stimuli (Simon task; Simon, 1990). In the individual condition, 
participants performed this task alone. In the joint condition, they performed the 
task next to another participant with the additional constraint to respond at the 
exact same time as the partner. 
We used a spatial congruency task (Simon task) to manipulate how difficult 
it would be to coordinate one’s own responses with those of the partner. The 
Simon task is a two-choice speeded response task where a task-irrelevant 
spatial dimension of the stimulus reliably affects individual task performance. In 
particular, participants react faster to stimuli if they appear on the same side as 
the required response, e.g., left response to a stimulus on the left (congruent S–
R relation; Figure 1 upper left panel), than when they appear on the opposite 
side from the required response, e.g., right response to a stimulus on the left 
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(incongruent S–R relation; Figure 1 lower left panel). The standard explanation 
is that, although, the spatial position of the stimulus is task-irrelevant, it auto-
matically activates the corresponding response because there is an overlap in 
spatial features (Kornblum, Hasbroucq, & Osman, 1990).  
 
 
Figure 1. Setup and design. Pairs of participants performed a two-choice version of the Simon tasks 
next to each other, responding to the color of visual stimuli on the left or right side of the screen 
with a left or right button press. The mapping of stimulus and response side was manipulated as a 
between-subject factor. In the corresponding mapping group (left panels), stimuli were always 
congruent (upper left panel) or incongruent (lower left panel) for both co-actors. In the non-
corresponding mapping group (right panels), co-actors had different mappings such that the same 
stimulus was at the same time congruent for one participant and incongruent for the other 
participant. 
 
Both participants in a pair performed the full Simon task by responding with 
a left or right key press in every trial. By varying whether co-actors performed 
the Simon task with the same or a different S–R mapping, we manipulated how 
difficult it was to coordinate responses. In one experimental group, the mapping 
was the same for both members of a pair. Thus, a stimulus that required a 
congruent response from one participant also required a congruent response 
from the other participant (corresponding mapping group; Figure 1 left panels). 
In the other experimental group, the mapping differed between the two 
participants, such that a stimulus requiring a congruent response from one 
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participant required an incongruent response from the other participant (non-
corresponding mapping group; Figure 1 right panels). This manipulation posed 
an extra coordination difficulty for the non-corresponding mapping group 
compared with the corresponding mapping group because the irrelevant spatial 
dimension should have the opposite influence on the co-actors’ response times, 
thereby making their actions harder to synchronize. 
We predicted that participants’ RTs would be less variable in the joint 
condition compared with the individual condition, reflecting the coordination 
strategy to be as predictable as possible to one’s partner. Given that performing 
tasks at higher speed reduces temporal variability (Repp, 2005; Wagenmakers & 
Brown, 2007), we also expected that RTs in the joint condition would be shorter 
than in the individual condition. Moreover, we expected that reduced variability 
would have a positive influence on coordination performance, with pairs whose 
members acted more consistently being better coordinated. Thus, we predicted 
positive correlations between standard deviation of RTs, mean RTs, and 
response asynchronies. 
In line with previous findings on spatial congruency, we expected RTs to be 
shorter for congruent trials compared with incongruent trials. Note that finding a 
congruency effect is a precondition for examining whether having the same or a 
different S–R mapping affected coordination. To the extent that two participants 
in a pair show a congruency effect, having non-corresponding S–R mappings 
should make coordination more difficult than having corresponding S–R 
mappings. Accordingly, the asynchrony between the co-actors’ RTs should be 
larger in the non-corresponding group. Alternatively, people may be able to 
compensate for the additional coordination difficulty by exploiting the 
coordination strategy of being predictable. 
 
Method 
Participants 
Forty undergraduate students (27 women) from Rutgers University Newark, 
USA, participated for course credit or received payment. They were between 17 
and 40 years old (mean: 22.1 years). Three participants were left-handed. All 
reported to have normal or corrected-to-normal vision and gave prior informed 
consent. Ten pairs of participants were assigned to the corresponding mapping 
condition and ten to the non-corresponding mapping condition. 
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Material and apparatus 
The visual stimuli were red and green squares with a border length of 3.0° 
visual angle. Each stimulus was shown either on the left or on the right side of 
the computer screen on a horizontal axis with a distance of 3.0° visual angle 
measured from the center. Participants were seated at a distance of 
approximately 70 cm from the screen (Figure 1). 
The stimuli were presented with a Mac OS 9.2 computer on either one 
(individual condition) or two (joint condition) Mitsubishi 17″-screens (resolution 
800 × 600 pixels; screen refresh rate 120 Hz). In the individual condition, each 
participant sat alone in front of a screen. In the joint condition, two participants 
sat next to each other and each had their own computer screen. We used Psy-
Scope version 1.2.5 for stimulus presentation and two extension plates of a Psy-
Scope button box to record responses. The data were analyzed with SPSS 15. 
 
Procedure  
Participants received verbal and written instructions. They then performed 
the individual part of the experiments separately, followed by the joint part. The 
order was fixed in this first experiment in order to avoid asymmetrical transfer 
effects between joint and individual performance on the same task that were 
observed in previous studies (e.g., Atmaca, Sebanz, & Knoblich, 2011; Atmaca, 
Sebanz, Prinz, & Knoblich, 2008; Milanese, Iani, & Rubichi, 2010). Each 
condition consisted of four blocks of 100 trials. The stimuli appeared in random 
order and with equal frequency. The initial mapping of stimuli to response keys 
was counterbalanced and changed after two blocks. For each participant, the 
initial mapping in the individual condition was the same as the initial mapping in 
the joint condition. 
The individual task started with a practice session of 24 trials, after which 
the experimental run started. Each trial began with a fixation cross presented for 
500 ms followed by the stimulus that was shown for 1000 ms, or until a button 
was pressed. We used a 1000 ms inter-trial interval. Participants were instructed 
to respond as quickly and as accurately as possible to the color of the stimulus 
by pressing one of the two buttons (left or right) on a button box with their left 
or right index finger. Participants received auditory error feedback through a 
short tone presented immediately after an incorrect button press. A second error 
feedback (a different tone) signaled to the participants that they were too slow 
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(RT > 800 ms). The joint condition also started with a practice session of 24 
trials and was the same as the individual condition except that the two members 
of a pair were instructed to react as synchronously as possible (“try to respond 
at exactly the same time”). 
 
Results 
We conducted mixed ANOVAs with the within-subject factors Condition 
(individual condition vs. joint condition) and Congruency (congruent vs. 
incongruent) and the between-subject factor Correspondence (corresponding 
mapping vs. non-corresponding mapping) on standard deviation of reaction time 
(STD) and mean reaction time (RT). In addition, we computed partial and zero-
order correlations between STD, RTs, and the asynchrony between the two co-
actors’ RTs to determine the relative contributions of RTs and variability to 
successful performance2. Error trials (wrong key, no response, or response not 
in a time window of 200–1000 ms) were removed from the analyses and are 
reported in more detail later. We report the analyses in the order following our 
predictions, that is, we first report the main effects of Condition from the 
ANOVAs on STD and RT, followed by the correlation analyses, and we last 
report the remaining results from the ANOVAs pertaining to Congruency and 
Correspondence. To ensure that any differences between individual and joint 
conditions were not due to simple training effects, two one-way ANOVAs with 
the within-subject factor Block (1–4) were performed on the RT data to assess 
changes in performance speed (Figure 2b). They revealed no significant changes 
in the individual condition and in the joint condition, all p > .06. Therefore, the 
data were pooled over blocks for the remaining analyses. 
 
Variability and speed 
Consistent with our predictions, RTs were less variable in the joint condition, 
as shown by a main effect of Condition in the ANOVA performed on STD, 
F(1,38) = 86.2, p < .001 (Figure 2a). RTs were also faster in the joint condition 
than in the individual condition, F(1,38) = 168.26, p < .001 (Figure 2b). RT and 
STD were significantly correlated, as shown by zero-order correlations (Figure 
2c). The faster the responses, the less variable they tended to be. Both RT and 
                                               
2 For every pair and condition, half the trials were used to calculate the asynchrony for one 
person and the remaining trials for calculating the asynchrony for the other person (randomly 
distributed). This allowed us to perform all analyses with the full degrees of freedom. 
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STD were also significantly correlated with asynchrony (mean asynchrony: 73.2 
ms). Thus, coordination performance of a pair was better the faster and less 
variable participants’ responses were. To determine the relative contribution of 
RT and STD for asynchrony, partial correlations were performed. The analyses 
showed that when controlling for RT, STD was still significantly correlated with 
asynchrony. However, RTs were not significantly correlated with asynchrony 
when controlling for STD. This suggests that the reduction in variability directly 
contributed to coordination performance. 
 
 
Figure 2. Results of Experiment 1 (synchronous coordination). a) Reaction times were less variable 
in the joint condition than in the individual condition. Error bars display within-subject confidence 
intervals (Loftus & Masson, 1994). b) Reaction times were faster in the joint compared with the 
individual condition. c) Zero-order correlations showed that response asynchronies were positively 
correlated with standard deviation and mean reaction times. Moreover, partial correlations (in 
brackets) suggest that variability had a direct influence on asynchrony (thick black arrow), whereas 
speeding supported coordination only indirectly (significance levels: *p < .05; **p < .001). 
 
Coordination difficulty 
As expected, there was a spatial congruency effect both in the individual 
(21.0 ms) and in the joint condition (22.3 ms), F(1,38) = 97.53, p < .001. RTs 
were overall faster in congruent trials (stimulus and response side the same) 
than in incongruent trials (stimulus and response side different). 
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However, despite the fact that participants showed a significant congruency 
effect, asynchrony between participants’ responses in the joint condition did not 
differ significantly between the corresponding (73.6 ms) and the non-
corresponding (72.9 ms) group, t(38) = .23, p > .8. The mixed ANOVA 
performed on STD showed a significant main effect of Congruency, F(1,38) = 
14.4, p < .01, but no main effect of Correspondence, F(1,38) = .67, p > .4. 
There was no significant interaction between Condition and Correspondence, 
F(1,38) = .01, p > .9. None of the other interactions were significant, except for 
the interaction between Condition and Congruency, F(1,38) = 7.03, p < .05. 
The same ANOVA performed on RT showed neither a main effect of 
Correspondence, F(1,38) = 3.4, p > .07, nor a significant interaction between 
Condition and Correspondence, F(1,38) = .04, p > .8. The other interactions 
were also not significant. 
 
Errors 
The same mixed ANOVA was performed on errors. Overall, participants 
made more errors in the joint condition (12.4%) than in the individual condition 
(5.2%), F(1,38) = 46.38, p < .001. To test whether the increased error rate in 
the joint condition is due to the speeding up of RTs, we correlated the mean 
amount of errors with mean RTs. The faster the RTs the more errors were 
committed, r = −.41, p < .01. There was also a significant main effect of Con-
gruency, F(1,38) = 19.18, p < .01, with more errors occurring on incongruent 
trials. The main effect of Correspondence was not significant, F(1,38) = 0.45, p 
> .5. None of the interactions were significant, apart from the interaction 
between Condition and Congruency, F(1,38) = 18.45, p < .001. The increase in 
errors on incongruent trials compared with congruent trials was more pro-
nounced in the joint condition. 
 
Discussion 
The findings confirmed our hypothesis that people use predictability as a 
coordination strategy to achieve synchronization. RTs were less variable in the 
joint condition compared with the individual condition. Predictability was likely 
achieved through a speed up of RTs, as suggested by positive correlations 
between RT and STD. This is in line with previous findings showing that 
performing tasks at higher speed reduces temporal variability (Repp, 2005; 
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Wagenmakers & Brown, 2007). Importantly, partial correlations showed that the 
reduction in variability was key in reducing the asynchrony between co-actors’ 
responses. The reduction in RTs (i.e., the speeding up) only contributed 
indirectly to coordination by reducing variability. Speeding up also resulted in a 
higher error rate in the joint condition which likely reflects a criterion shift 
toward speed at the cost of accuracy. Participants may have accepted higher 
error rates given that speeding up reduced variability. 
In line with previous findings on spatial congruency, we found shorter RTs 
and lower error rates on congruent trials compared with incongruent trials.3 The 
presence of a congruency effect in RTs was a precondition for examining 
whether having the same or a different S–R mapping affected how well 
participants were coordinated. To the extent that two participants in a pair show 
a congruency effect, having non-corresponding S–R mappings should pose more 
coordination difficulties than having corresponding S–R mappings. Accordingly, 
we expected the asynchrony between the co-actors’ RTs to be larger in the non-
corresponding group. However, the comparison between the corresponding and 
the non-corresponding mapping group showed that pairs achieved 
approximately equal degrees of synchronization regardless of mapping 
correspondence. We also did not find evidence to suggest that participants com-
pensated for the additional coordination difficulty by decreasing variability even 
more in the non-corresponding mapping group. We conclude from this pattern 
that, most likely, the manipulation of coordination difficulty was not sensitive 
enough to reveal changes in joint task performance. Given that the mean 
asynchrony was substantially larger (around 70 ms) than the average 
congruency effect (around 20 ms), assigning different S–R mappings to co-
actors may not have increased coordination difficulty to a sufficient degree. 
 
Experiment 2 
The aim of Experiment 2 was to replicate the results of Experiment 1 and to 
address the mechanisms underlying the observed effects in more detail. One 
could argue that the reduction in variability in the joint condition observed in 
Experiment 1 does not reflect a coordination strategy but is simply a 
                                               
3 The interaction between Condition and Congruency (higher error rate for incongruent trials in the 
joint condition compared to the individual condition) is likely due to the shorter RTs in the joint 
condition. 
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consequence of performing the task next to another person (social facilitation; 
Aiello & Douthitt, 2001; Zajonc, 1965). In particular, it is known that people 
performing tasks next to each other tend to fall into synchrony even when not 
intending to do so (Richardson et al. 2005, 2007). To test whether intending to 
synchronize is a necessary precondition for the relation between reduced 
variability and asynchrony to emerge, we compared a condition in which 
participants performed independent RT tasks without intending to coordinate 
(joint unintentional condition) to a condition in which they tried to synchronize 
their responses in the same way as in Experiment 1 (joint intentional condition). 
In all other respects, the experiment was identical to Experiment 1. If the 
intention to synchronize was critical, we should find that a reduction in variability 
reduces asynchrony in the joint intentional condition. This would suggest that 
making oneself predictable constitutes a coordination strategy. Otherwise, we 
should find the same pattern in both the joint intentional and the joint 
unintentional condition. 
In contrast to Experiment 1, we counterbalanced the order of conditions. 
This allowed us to also assess possible transfer effects between joint and 
individual task performance (Atmaca et al. 2008, 2011; Milanese et al. 2010). 
Moreover, to ensure that the results of Experiment 2 could be compared with 
Experiment 1, we again varied whether the two participants in a pair had 
corresponding or non-corresponding S–R mappings. 
 
Method 
Participants 
Forty undergraduate students (27 women) from Radboud University 
Nijmegen, the Netherlands, participated for course credit or received payment. 
They were between 18 and 35 years old (mean: 23.4 years). Three participants 
were left-handed. All reported to have normal or corrected-to-normal vision and 
gave prior informed consent. Ten pairs of participants were assigned to the 
corresponding mapping group and another ten to the non-corresponding 
mapping group. 
 
Material and apparatus 
We used the same stimuli as in Experiment 1. Stimulus presentation and 
data collection were performed with the experimental software Presentation on 
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a Hewlett Packard PC (Windows Vista). Stimuli were displayed on either one 
(individual condition) or two (joint intentional and unintentional conditions) 
Philips 19’’-screens (resolution of 1,280 × 1,024 pixels, screen refresh rate 60 
Hz). Responses were recorded with two Presentation response boxes. We 
analyzed the data with SPSS 15. 
 
Procedure 
The procedure was the same as in Experiment 1 with the following 
exceptions: First, in addition to the individual and joint condition, we added a 
“joint unintentional condition” in which participants performed independent 
tasks next to each other. Apart from the instructions that were, as in the 
individual condition, to respond as fast and as accurately as possible, this 
condition was identical to the other joint condition (“joint intentional”). Second, 
there were only 200 trials in each condition to avoid effects of fatigue. Third, the 
order of the three conditions was counterbalanced with respect to individual and 
joint performance. Half of the participant pairs started with the individual 
condition and then performed the two joint conditions. The other half started 
with the two joint conditions and then performed the individual condition. The 
joint unintentional condition was always performed before the joint intentional 
condition to avoid transfer effects, such that participants would maintain the 
intention to synchronize their responses with the co-actor in the joint 
unintentional condition after having performed the joint intentional condition. 
 
Results 
As in Experiment 1, we conducted mixed ANOVAs with the within-subject 
factors Condition (individual condition vs. joint intentional condition vs. joint 
unintentional condition) and Congruency (congruent vs. incongruent) and the 
between-subject factor Correspondence (corresponding mapping vs. non-
corresponding mapping) on standard deviation of reaction time (STD) and mean 
reaction time (RT). Bonferroni-corrected comparisons were used to compare the 
three conditions. In addition, we computed partial and zero-order correlations 
between STD, RTs, and the asynchrony of the two co-actors’ RTs. Error trials 
(wrong key, no response, or response not in time window of 200–1000 ms) 
were removed from the analyses and are reported in more detail later. As in 
Experiment 1, we first analyzed the RT data block-wise to ensure that any 
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differences between conditions were not due to simple training effects (Figure 
3b). Paired-samples t-tests revealed no significant changes from block 1 to block 
2 in the joint intentional and the joint unintentional conditions, all p > .7. In the 
individual condition, participants reacted more slowly in the second block than in 
the first block, t(39) = −2.34, p < .05, which is opposite to what would be 
expected by a practice effect. Therefore, the data were pooled over blocks for 
the remaining analyses. 
 
 
Figure 3. Results of Experiment 2 (synchronous coordination). a) Reaction times were less variable 
in the joint intentional condition compared with the individual condition. Mean standard deviation 
was also reduced in the joint unintentional condition. Error bars display within-subject confidence 
intervals (Loftus & Masson, 1994). b) Reaction times were not faster in the joint intentional and 
unintentional conditions than in the individual condition. c) In the joint intentional condition, 
response asynchronies were positively correlated with standard deviation and mean reaction times 
as shown by zero-order correlations. Partial correlations (in brackets) support the prediction that 
only response variability had a direct influence on asynchronies (thick black arrow), whereas 
speeding supported coordination indirectly (significance levels: *p < .05; **p < .001). d) In the 
joint unintentional condition, only speed was correlated with asynchronies (thick black arrow) as 
shown by zero-order and partial correlations (in brackets). Variability of responses did not influence 
how well co-actors were coordinated. 
 
Chapter 2: Reduced temporal variability facilitates coordination 
 
 
45 
Asynchrony 
Participants’ responses were significantly more synchronized in the joint 
intentional condition (mean asynchrony 69.6 ms) compared with the joint 
unintentional condition (mean asynchrony 78.1 ms), t(39) = −3.51, p < .01. 
 
Variability and speed 
The ANOVA on STD showed a significant main effect of Condition, F(2,76) = 
8.46, p < .001 (Figure 3a). Responses in the joint intentional condition and in 
the joint unintentional condition did not differ from each other in terms of STD 
(p > .6), but responses in both conditions were significantly less variable than 
responses in the individual condition, all p < .01. 
With respect to RT, there were no significant differences between conditions 
(all p > .1; Figure 3b). However, as in the joint condition of Experiment 1, RT 
and STD in the joint intentional condition were significantly correlated (Figure 
3c). The faster the responses, the less variable they tended to be. Both RT and 
STD were also significantly correlated with asynchrony. Thus, coordination per-
formance of a pair was better the faster and less variable participants’ responses 
were. To determine the relative contribution of RT and STD for asynchrony, 
partial correlations were calculated. As in Experiment 1, the analyses showed 
that when controlling for RT, STD was still significantly correlated with 
asynchrony. However, RTs were not significantly correlated with asynchrony 
when controlling for STD. This confirms that the reduction in variability directly 
contributed to coordination performance. In the joint unintentional condition, RT 
was significantly correlated with STD and asynchrony (Figure 3d). Importantly, 
however, in contrast to the joint intentional condition, STD and asynchrony were 
not significantly correlated in the joint unintentional condition. 
 
Order 
As reported previously, the RT results differ from Experiment 1 in that mean 
RT was not faster in the joint intentional condition compared with the individual 
condition. Given that the only difference between Experiments 1 and 2 was the 
introduction of a third condition (joint unintentional), we investigated whether 
the order in which the conditions had been performed affected RTs. A within-
subject ANOVA with the factors Condition (individual vs. joint intentional vs. 
joint unintentional) and Order (joint conditions performed first vs. individual 
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condition performed first) showed not only a significant main effect of Condition, 
F(2,76) = 4.9, p < .05, but also a significant interaction between Condition and 
Order, F(2,76) = 23.5, p < .001. For participants who performed the individual 
condition first, RTs were significantly faster in the joint intentional condition than 
in the individual condition, t(19) = 5.07, p < .001 (Figure 4b), replicating the 
pattern observed in Experiment 1. RTs in the joint unintentional condition were 
also faster than RTs in the individual condition, t(19) = 5.39, p < .001. 
However, participants who performed the joint conditions first showed the 
opposite pattern, RTs being faster in the individual condition than in the joint 
intentional condition, t(19) = −2.14, p < .05, and the joint unintentional 
condition, t(19) = −2.6, p < .05 (Figure 4d). 
In the next step, we performed the same ANOVA on STD to explore whether 
the reduction in STD in the joint conditions was more pronounced in participants 
who performed the individual condition first. In addition to a significant main 
effect of Condition, F(2,76) = 9.57, p < .001, there was indeed a significant 
interaction between Condition and Order, F(2,76) = 5.47, p < .01. Participants 
who performed the individual condition first showed a significant reduction in 
STD in the joint intentional condition compared with the individual condition, 
t(19) = 4.45, p < .001, as well as in the joint unintentional condition, t(19) = 
3.32, p < .01 (Figure 4a). In contrast, STD in participants who performed the 
joint conditions first did not differ across conditions (all p > .1; Figure 4c). 
Finally, Order had no critical effect on the pattern observed in the correlation 
analyses. In the joint intentional condition, the partial correlation between STD 
and asynchrony was significant when controlling for RT regardless of order 
(individual first: r = .46, p < .05; joint first: r = .59, p < .01). In the joint 
unintentional condition, this correlation was not significant, regardless of order 
(individual first: r = .032, p > .8; joint first: r = −.31, p > .1). 
 
Coordination difficulty 
There was a significant main effect of Congruency, F(1,38) = 75.85, p < 
.001. In all conditions (individual 27.1 ms, joint intentional 27.7 ms, joint 
unintentional 24.2 ms), RTs were overall faster in congruent trials (stimulus and 
response side the same) than in incongruent trials (stimulus and response side 
different). Based on this finding, we examined whether in this experiment the 
between-group factor Correspondence had an influence on RT. Despite the fact 
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that participants showed a significant congruency effect, asynchrony between 
participants’ responses in the joint intentional condition did not differ 
significantly between the corresponding (70.5 ms) and the non-corresponding 
(68.7 ms) group, t(38) = .45, p > .6. The same was true for the joint 
unintentional condition, t(38) = −.14, p > .8 (corresponding: 77.7 ms; non-
corresponding: 78.5 ms). The mixed ANOVAs performed on STD and RT did not 
reveal any significant effects apart from the main effect of Congruency (STD: 
F(1,38) = 5.89, p < .05; RT: F(1,38) = 79.85, p < .001). 
 
 
Figure 4. Effect of the order of conditions in Experiment 2. a) Reduced variability in the joint 
intentional and joint unintentional conditions was found when participants performed the individual 
condition first. b) Responses were also faster in the joint conditions in participants starting with the 
individual condition. c) Variability was not reduced when participants performed the joint condition 
first. d) Also, the reaction times were not reduced in participants starting with the joint condition. 
Error bars display within-subject confidence intervals (Loftus & Masson, 1994). 
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Errors 
The same mixed ANOVA as on STD and RT was performed on errors and 
showed a significant main effect of Condition, F(2,76) = 4.6, p < .05. The 
difference in error rates between the individual condition (2.8%) and the joint 
intentional condition (4.1%) was close to significant (p = .05). The joint 
unintentional condition (3.5%) was not significantly different from either of the 
other conditions. Mean RTs in the joint intentional condition were negatively but 
not significantly correlated with the error rate (r = −.19, p > .2). There was a 
significant main effect of Congruency, F(1,38) = 13.45, p < .01, with more 
errors occurring on incongruent trials. The main effect of Correspondence was 
not significant, F(1,38) = 2.98, p > .07. None of the interactions were 
significant. 
 
Discussion 
The results of Experiment 2 confirm the relation between STD, RT, and 
asynchrony observed in Experiment 1. In the joint intentional condition where 
participants were instructed to synchronize their responses, RT and STD were 
significantly correlated with each other and with the size of the asynchrony. 
Coordination performance of a pair was better the faster and less variable 
participants’ responses were. As in Experiment 1, the partial correlations showed 
that when controlling for RT, STD was still significantly correlated with 
asynchrony whereas RT was not significantly correlated with asynchrony when 
controlling for STD. This provides further evidence for the claim that a reduction 
in variability directly contributes to synchronization. 
To address the concern that the reduction in variability in the joint condition 
may be a consequence of performing the task next to another person, we 
included the joint unintentional condition where participants performed the 
same task next to each other without intending to synchronize. The results 
showed that although RT and STD were correlated, STD did not influence 
asynchrony. This provides clear evidence for the claim that the reduction in 
variability constitutes a coordination strategy and does not simply occur when 
people act together without the intention to coordinate as in cases of social 
facilitation where people generally speed up when others are present (Aiello & 
Douthitt, 2001; Zajonc, 1965). Similarly, given that everything besides the task 
instructions was kept constant in the joint unintentional and the joint intentional 
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condition, the results also rule out other explanations such as a dynamic 
coupling of co-actors’ movements (Richardson et al., 2005, 2007; Schmidt & 
Richardson, 2008) or differences in participants’ attention, motivation or stress 
levels. By reducing variability, co-actors become more predictable to each other, 
which may help to build up procedural common ground (Clark, 1996). 
As in Experiment 1, the reduction in variability in the joint intentional 
condition was achieved at least partly by speeding up. The speeding up of RTs 
was less clear than in Experiment 1, because we only found a significant 
difference between the individual and the joint intentional condition when the 
individual condition was performed before the joint conditions. Most likely, we 
did not find shorter RTs in the joint conditions throughout due to a carryover 
effect; when participants performed the joint conditions first, the focus on speed 
may have carried over to the individual condition performed subsequently. 
Interestingly, the correlation analyses of the joint unintentional condition 
suggest that faster responses can also directly contribute to coordination. This 
indicates that speeding per se may lead to synchronization even when co-actors 
do not intend to be coordinated (Chapter 1). As in Experiment 1, coordination 
difficulty, as manipulated by assigning corresponding or non-corresponding S–R 
mappings to participants in a pair, did not affect performance. 
 
Experiment 3 
The aim of Experiment 3 was to test whether the relation between RT, STD, 
and coordination performance generalizes to other coordination tasks. In 
Experiment 1 and 2, participants were instructed to act synchronously to capture 
symmetric joint actions where actors have the same roles and equal influence 
on coordination. According to Clark (1996), another paradigmatic form of 
coordination is given in asymmetric joint actions involving a leader and a 
follower. To address this form of coordination, we instructed participants in 
Experiment 3 to act as quickly as possible but in a particular order. 
Pairs of participants performing the Simon task were instructed to respond 
shortly after one another in a pre-specified order. This sequential task constraint 
implied a clear assignment of roles to participants as they acted either as leader 
(acting first) or follower (acting in a way that takes the timing of the leader’s 
action into account so that responses occur in the correct order). Due to this 
role differentiation, sequential joint coordination is different from synchronous 
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coordination. However, the leader faces similar challenges as co-actors in the 
synchronous coordination task because all the leader can do to maximize the 
chances of successful coordination is to act as predictably as possible. There-
fore, we expected leaders to make use of the same coordination strategy as co-
actors in Experiment 1 and 2. The time window during which both responses 
had to be given in succession was so narrow that adequate coordination 
performance could only be achieved if the follower predicted the timing of the 
leader’s actions. We expected that the leader, by reducing variability of her 
responses, might be able to support the follower in timing her actions so that 
they occur after the leader’s actions with a minimal delay. There was no joint 
unintentional condition because such a condition would not provide a useful 
comparison to the sequential coordination task where co-actors intentionally 
perform actions in close temporal succession. 
As in Experiment 1 and 2, we varied whether the two participants in a pair 
had corresponding or non-corresponding S–R mappings to investigate whether 
coordination difficulty differentially affects symmetric and asymmetric co-
ordination tasks. 
 
Method 
Participants 
Forty students (24 women) of the University of Munich, Germany, aged 
between 19 and 32 years (mean: 23.8 years) participated in the experiment. 
They were paid for their participation. All participants had normal or corrected-
to-normal vision, and two were left-handed. Ten pairs of participants were 
assigned to the corresponding mapping group and ten pairs to the non-
corresponding mapping group. 
 
Material and apparatus 
We used the same stimuli as in Experiment 1 and 2. Stimulus presentation 
and data collection were performed with an Apple Power PC. Stimuli were 
displayed on either one (individual condition) or two (joint condition) Apple 21’’-
screens (resolution of 1,024 × 768 pixels, screen refresh rate 120 Hz). 
Responses were recorded with the same extension plates of a PsyScope button 
box as in Experiment 1. We analyzed the data with SPSS 15 for Windows. 
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Procedure 
Half of the participant pairs started with the individual condition, while the 
other half performed the joint condition first. Before each condition, verbal and 
written task instructions were given. The individual condition consisted of three 
blocks of 100 trials each and the joint condition of six blocks of 100 trials each. 
The stimuli appeared in random order and with equal frequency. The mapping 
of stimulus color to response location was counterbalanced and identical for a 
given participant’s individual and joint condition. 
The individual condition started with 60 practice trials, followed by the 
experimental run. All trials had the same structure as trials in Experiment 1 and 
2. The joint condition was also preceded by 60 practice trials. In addition to the 
instruction to respond as quickly and as accurately as possible, participants in 
the joint condition were instructed to respond to the stimuli in a specific order 
(“try to respond after the other as quickly as possible”). The response order was 
determined by the stimulus color. For example, the person seated on the left 
side responded first when a red stimulus appeared, and the person seated on 
the right side responded first when a green stimulus appeared. This mapping of 
response order and stimulus color was counterbalanced between pairs and 
changed for each pair after the third joint block. 
 
Results 
Leaders’ performance was analyzed with mixed ANOVAs with the within-
subject factors Condition (individual condition vs. joint condition) and 
Congruency (congruent vs. incongruent) and the between-subject factor 
Correspondence (corresponding mapping vs. non-corresponding mapping) on 
standard deviation of reaction time (STD) and mean reaction time (RT). In 
addition, we computed partial and zero-order correlations between STD, RTs, 
and the asynchrony between the two co-actors’ RTs. Followers’ responses were 
only considered in so far as they concerned leaders’ performance, i.e., as 
contributing to the pair’s asynchronies. Error trials (wrong key, no response, 
responses shorter than 200 ms or longer than 1000 ms, or responses in which 
the follower responded at the same time or before the leader) were removed 
from the analyses and are reported in more detail later. To ensure that 
differences between conditions were not due to simple learning effects, we first 
analyzed the RT data block-wise (Figure 5b). Two one-way ANOVAs with the 
Chapter 2: Reduced temporal variability facilitates coordination 
 
 
52 
within-subject factor Block (1–3 for individual, 1–6 in joint) revealed no 
significant changes in the individual and joint conditions, all p > .08. Therefore, 
the data were pooled over blocks for the remaining analyses. 
 
 
Figure 5. Results of Experiment 3 (sequential coordination). a) Leaders’ reaction times were less 
variable (reduced standard deviation) in the joint condition than in the individual condition. Error 
bars display within-subject confidence intervals (Loftus & Masson, 1994). b) Reaction times of the 
leader were faster in the joint compared with the individual condition. c) Zero-order correlations 
showed that the asynchrony between leaders’ and followers’ responses was positively correlated 
with the standard deviation and mean reaction times of the leader. Moreover, partial correlations (in 
brackets) indicate that the leader’s response variability had a direct influence on asynchrony (thick 
black arrow), whereas speeding supported coordination only indirectly (significance levels: *p < .05; 
**p < .001). 
 
Variability and speed 
In line with our predictions, RTs were less variable in the joint condition, as 
shown by a significant main effect of Condition in the ANOVA performed on 
STD, F(1,38) = 21.24, p < .001 (Figure 5a). RTs were also faster in the joint 
condition than in the individual condition, F(1,38) = 15.22, p < .001 (Figure 5b). 
RT and STD were significantly correlated, as shown by zero-order correlations 
(Figure 5c), such that responses were less variable the faster they were. Both 
RT and STD were also significantly correlated with asynchrony (mean asyn-
chrony: 204.3 ms). The partial correlation analyses showed that when 
controlling for RT, STD was still significantly correlated with asynchrony. 
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However, RTs were not significantly correlated with asynchrony when controlling 
for STD. This confirms that the reduction in variability directly contributed to 
coordination performance. 
 
Coordination difficulty 
There was a significant main effect of Congruency, F(1,38) = 141.53, p < 
.001. Leaders’ RTs were overall faster on congruent trials (stimulus and 
response side the same) than on incongruent trials (stimulus and response side 
different) in individual (27.0 ms) and joint action (22.4 ms). The asynchrony 
between participants’ responses in the joint condition did not differ significantly 
between the corresponding (195.6 ms) and the non-corresponding (213.1 ms) 
group, t(38) = −.8, p > .4. The mixed ANOVA performed on STD showed a 
marginally significant main effect of Congruency, F(1,38) = 3.74, p = .06, but 
no main effect of Correspondence, F(1,38) = .31, p > .5. There was no 
significant interaction between Condition and Correspondence, F(1,38) = .01, p 
> .9. None of the other interactions were significant, except for the interaction 
between Condition and Congruency, F(1,38) = 5.58, p < .05. The same ANOVA 
performed on RT showed neither a main effect of Correspondence, F(1,38) = 
.67, p > .4, nor any significant interactions. 
 
Errors 
The same mixed ANOVA was performed on errors. The error rate in the 
individual (6.1%) and in the joint condition (6.9%) did not differ significantly, 
F(1,38) = .62, p > .4. The main effect of Congruency only showed a tendency, 
F(1,38) = 3.05, p < .09, with slightly more errors occurring on incongruent 
trials. The main effect of Correspondence was not significant, F(1,38) = 0.25, p 
> .6. Unlike in the two previous experiments, we found a significant interaction 
between Correspondence and Congruency, F(1,38) = 5.78, p < .05, and a 
significant three-way interaction between Condition, Congruency and 
Correspondence, F(1,38) = 4.75, p < .05. As in Experiment 1, there was a 
significant interaction between Condition and Congruency, F(1,38) = 4.9, p < 
.05, but the pattern was reversed (smaller congruency effect in the joint 
condition). 
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Discussion 
Experiment 3 provides evidence that the relation between RT, STD, and co-
ordination performance generalizes from synchronous to sequential 
coordination. The faster and less variable the leaders’ responses were, the 
better the coordination performance of co-actors was when responding as 
quickly as possible after one another. This demonstrates that reducing variability 
is a powerful coordination strategy across different coordination tasks. As for the 
synchronous coordination task, partial correlations showed that STD was 
significantly correlated with asynchrony when controlling for RT. RT, however, 
was not significantly correlated with asynchrony when controlling for STD. This 
confirms that also in a sequential coordination task reduced variability directly 
contributes to better coordination performance, with speeding helping to reduce 
variability. 
This observed generalization from a synchronization task to a sequential task 
is interesting because it suggests that the same general coordination strategy 
can be useful in two tasks that pose different challenges and constraints to the 
collaborating individuals. For example, whereas it is evident that both co-actors 
in the synchronous task contribute to the joint outcome, this is less intuitive in 
the sequential task because the follower seems to take most of the responsibility 
for coordination. Still, the asynchronies are determined by both people’s 
response times and, therefore, also depend crucially on the timing of the 
leader’s actions. The current findings show that, although the sequential 
coordination task differs from the synchronous coordination task in several 
respects, reducing variability proved to be a useful coordination strategy on the 
leader’s part in the sequential task because it allowed the follower to predict the 
timing of the leader’s actions. 
As in the synchronous task, varying the correspondence between co-actors’ 
S–R mappings did not affect coordination performance. This is in line with the 
findings of Experiment 1 and 2 and indicates that subtle differences in 
coordination difficulty neither impaired performance in the symmetric nor in the 
asymmetric coordination task. 
 
General discussion 
The aim of the present study was to investigate the mechanisms that allow 
co-actors to temporally coordinate the onset of discrete actions in a non-
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rhythmic task. We hypothesized that if continuous feedback about a co-actor’s 
performance is not available, coordination strategies will be used to facilitate 
coordination (Chapter 1). Based on prior research on coordination problems 
showing that co-actors try to act in a predictable way to facilitate coordination 
(Clark, 1996; Schelling, 1960), we tested whether predictability is also used as a 
coordination strategy to achieve close temporal coordination. 
Across three experiments, we found that co-actors reduced the variability of 
their actions in a joint coordination task compared with the same task performed 
individually. Importantly, correlation analyses showed that the less variable the 
actions were the better the resulting interpersonal coordination was, as 
measured by the asynchrony between participants’ responses. This was true 
both for a synchronization task where pairs of participants were instructed to 
respond to visual events at the same time (Experiments 1 and 2) and for a 
sequential coordination task where participants needed to act one after the 
other in a pre-specified order in close temporal succession (Experiment 3). The 
relation between reduced variability and improved coordination performance 
was not observed when pairs of participants performed independent tasks next 
to each other without intending to coordinate (Experiment 2). This suggests that 
the reduction in variability formed part of a coordination strategy. 
In addition, the results indicate a link between the speed and the variability 
of responses. In all three experiments, speed correlated with variability, such 
that the faster the responses, the less variable they tended to be. In Experiment 
1 and 3, responses were also generally faster when participants acted together 
compared with when they performed the same task alone. In Experiment 2, this 
pattern held for participants who performed the individual task before the joint 
tasks but not for participants who performed the joint intentional and joint 
unintentional task first. Participants starting with the joint conditions were faster 
in the subsequently performed individual condition, which likely reflects 
carryover effects from joint to individual task performance. 
What exactly is the role of speeding for coordination? The partial correlation 
analysis showed that response speed in the joint conditions in Experiment 1 and 
3 and in the joint intentional condition in Experiment 2 was not significantly 
correlated with the asynchrony of co-actors’ responses when controlling for the 
impact of variability. In contrast, when controlling for response speed, variability 
was still significantly correlated with asynchrony. This suggests that the 
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reduction in variability directly contributed to coordination performance, whereas 
speeding played only a mediating role by reducing variability. The pattern 
observed in the joint unintentional condition where participants performed 
independent tasks next to each other markedly differs from this; in the joint 
unintentional condition response speed was significantly correlated with 
asynchrony even when controlling for variability, whereas variability and 
asynchrony were not significantly correlated. This indicates that when 
participants performed independent tasks, their responses became coordinated 
to some extent (albeit not to the same extent as during intentional coordination) 
through fast task performance. 
The experiments reported in this chapter also attempted to investigate 
whether joint performance is modulated by how difficult it is to achieve precise 
temporal coordination. We reasoned that coordination difficulty should be 
greater when two co-actors perform the spatial congruency task with opposite 
S–R mappings compared with when they have the same S–R mappings. We 
expected the asynchrony between the co-actors’ RTs to be larger in the non-
corresponding group where spatially congruent trials for one actor were spatially 
incongruent for the other actor. Unexpectedly, even though participants showed 
a spatial congruency effect, asynchrony was not affected by whether or not their 
S–R mappings corresponded. Probably, the correspondence manipulation was 
too subtle given that the mean asynchrony between participants’ responses was 
substantially larger than the average congruency effect. It seems that 
participants were able to compensate for what were probably just subtle 
differences in coordination difficulty. Stronger manipulations of task difficulty are 
needed to investigate how co-actors compensate for large asynchronies induced 
by differences in the tasks they perform. 
Our main finding that reducing variability aids coordination extends prior 
research on temporal coordination. So far, research has focused on entrainment 
and motor simulation as key mechanisms underlying coordination. We believe 
that the reduction in variability observed in the present experiments forms 
evidence for the existence of coordination strategies that provide an additional 
mechanism for temporal coordination. Our findings cannot easily be explained 
by motor simulation or entrainment. If co-actors had simulated the other’s 
actions based on their own performance (Ramnani and Miall 2004), we should 
have found equally variable and short RTs in the individual and the joint 
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conditions because co-actors would have taken their own performance as a 
model rather than modulating their own performance. 
The pattern observed when participants intended to coordinate their actions 
is also not readily explained by entrainment. First, the tendency to entrain is 
attributed to a coupling of oscillators that requires continuous information 
exchange between individuals. For instance, two people swing hand-held 
pendulums or rock in rocking chairs with the same frequency only when they 
look at each other and not when the co-actor acts in peripheral vision 
(Richardson et al. 2005, 2007). In the present task, participants could only see 
each other’s actions in peripheral vision and they performed discrete non-
rhythmic rather than continuous rhythmic actions. 
Second, the findings of the sequential coordination task (Experiment 3) 
cannot be accounted for by people’s tendency to synchronize, because the task 
required acting not at the same time but in close temporal succession. We found 
the same link between response variability and asynchrony in the synchronous 
and in the sequential coordination task, suggesting that a common mechanism 
underlies both forms of temporal coordination. Third, whereas entrainment 
occurs both in intentional and unintentional coordination contexts (Richardson et 
al. 2007) we found a different pattern depending on whether or not people 
intended to coordinate. Whereas in the intentional coordination condition, 
reduced variability was associated with better coordination performance, in the 
unintentional coordination condition only response speed correlated with 
asynchrony. Moreover, people were more synchronized in the intentional 
condition compared with the unintentional condition, indicating that there was a 
top–down modulation on motor performance. 
The findings from the unintentional condition in Experiment 2 demonstrate 
that synchronization can also occur when co-actors do not intend to coordinate 
their actions. It seems that participants’ tendency to emphasize speed 
contributed to this emergent coordination. One could speculate that participants 
more readily fell into a common rhythm when they both responded quickly, 
which increased the probability of their responses occurring at the same time. 
Whether this finding can be explained in terms of coupled oscillator models 
within a dynamical systems framework remains to be investigated. 
Although we argue that in the intentional coordination tasks predictability 
was used as a coordination strategy, this does not imply that people relied on 
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explicit knowledge of the relation between variability and coordination 
performance or that they were consciously aware of their strategic use of this 
relation. In fact, it is likely that people did not plan to modify their own behavior 
in this particular way to make it easier for their co-actor to predict their 
upcoming actions. Rather, they may have formed a general intention to be as 
coordinated as possible, triggering a particular modus operandi of the action 
system that rendered the timing of actions less variable. The use of strategies 
that are not necessarily in explicit awareness is well supported by game theory 
research, where certain strategies such as “tit for tat” can be observed even 
when individuals are not explicitly aware of using these strategies (Axelrod & 
Hamilton, 1981; Brosnan, Salwiczek, & Bshary, 2010). Further research is 
needed to test whether the coordination strategy we have identified in the 
present study is also used in more complex tasks and how exactly the intention 
to coordinate interacts with processes in the action system. 
Our findings contribute to the understanding of joint action by 
demonstrating that the strategy to make oneself predictable is not only used in 
Schelling game-like situations where individuals need to coordinate their choices 
without being able to communicate (Clark, 1996; Schelling, 1960) but also in 
real-time joint action tasks requiring close temporal coordination. In the absence 
of continuous feedback about a co-actor’s actions, reducing the variability of 
one’s own actions is a simple yet powerful mechanism for achieving coordination 
as it helps co-actors to establish procedural common ground (Clark, 1996) that 
is required for successful coordination. 
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Chapter 3  
Are you ready to jump? Predictive mechanisms in 
interpersonal coordination 
 
Abstract  
When two or more individuals intend to achieve a joint outcome, they often 
need to time their own actions carefully with respect to those of their co-actors. 
Online perceptual feedback supports coordination by allowing co-actors to 
entrain with and predict each other’s actions. However, joint actions still seem 
possible when no or little online feedback is available. The current study 
investigated the interplay between higher-level planning processes and motor 
simulation in a joint action task where online feedback was not available. Pairs 
of participants performed forward jumps (hops) next to each other with the 
instruction to land at the same time. They could neither see nor hear each 
other, but were informed about their own and the partner’s jumping distance 
beforehand. The analysis of basic movement parameters showed that 
participants adjusted the temporal and spatial properties of the movement 
preparation and execution phase of their jumps to the specific difference in 
distance between themselves and their partner. However, this adaptation was 
made exclusively by the person with the shorter distance to jump, indicating a 
distribution of co-actors’ efforts based on task characteristics. A comparison with 
an individual bipedal coordination condition suggests that joint coordination 
might rely on similar principles as interlimb coordination. These findings are 
interpreted within a framework of motor simulation.  
 
Based on:  
Vesper, C., van der Wel, R. P. R. D., Knoblich, G., & Sebanz, N. (2013). Are 
you ready to jump? Predictive mechanisms in interpersonal coordination. Journal 
of Experimental Psychology: Human Perception and Performance, 39(1), 48-61. 
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Introduction 
We are extraordinarily good at coordinating the movements of different 
effectors of our own body. For example, hitting a ketchup bottle with one hand, 
while the other hand is holding it upside down, we pour ketchup onto a plate 
without dropping the bottle (Wolpert & Flanagan, 2001). This is possible 
because predictive models in the motor system allow us to anticipate the 
consequences of motor commands (e.g., Wolpert & Flanagan, 2001; Wolpert & 
Ghahramani, 2000). In many situations, however, we do not only perform 
individual actions in which different effectors need to be coordinated, but we act 
together with other people to bring about shared goals (Knoblich, Butterfill, & 
Sebanz, 2011). Examples of such joint actions are passing someone a bottle of 
water, playing a piano duet, or moving heavy furniture together. Joint actions 
require that the actions of two independent agents – and therefore of two 
independent motor systems – become coordinated. This is challenging because 
information about the other’s actions can only be acquired from indirect sources 
rather than from the internal motor commands specifying an action (Wilson & 
Knoblich, 2005; Wolpert, Doya, & Kawato, 2003). 
In many cases, receiving continuous visual, auditory, or haptic feedback 
about a task partner’s actions allows people to achieve coordination (for a 
review, see Schmidt & Richardson, 2008). In rhythmic coordination tasks, 
people exhibit stable coordination patterns in the form of in-phase coordination 
when they can visually perceive each other’s movements during activities such 
as swinging pendulums (Schmidt, Carello, & Turvey, 1990), rocking in rocking 
chairs (Richardson, Marsh, Isenhower, Goodman, & Schmidt, 2007), or 
performing a finger tapping task (Oullier, de Guzman, Jantzen, Lagarde, & 
Kelso, 2008). In these tasks, the degree of coordination is often determined by 
how synchronously actions are performed. 
Online feedback about others’ actions also supports joint performance in 
cases where the degree of coordination depends on how well co-actors adjust 
the timing of complementary actions to each other. For instance, van der Wel et 
al. found that continuous haptic feedback allowed dyads to achieve an 
equivalent degree of coordination as single individuals in a pole balancing task 
that required close coordination between pulling and releasing actions on two 
sides of a rope (van der Wel, Knoblich, & Sebanz, 2011). Using a computerized 
visual tracking task, Knoblich and Jordan (2003) investigated how dyads learn to 
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coordinate the timing of independent actions resulting in deceleration or 
acceleration of a jointly controlled tracker. They found that given sufficient 
opportunity to practice, dyads achieved the same level of performance as 
individuals controlling the tracker bimanually. However, this was only true for 
dyads whose members received auditory feedback about the timing of each 
other’s actions (a tone indicating when the other person acted). Dyads that were 
not provided with auditory feedback did not achieve an equivalent level of 
coordination. 
In sum, a range of studies suggests that online sensory information about 
others’ actions plays a crucial role in joint action coordination. Functionally 
speaking, online feedback may serve two roles. On the one hand, sensory 
information exchange is a necessary condition for direct perception–action 
coupling to occur, whereby two people’s actions become aligned in time through 
coupled oscillations (Schmidt & Richardson, 2008). On the other hand, having 
more or less continuous information about someone else’s actions may help to 
form predictive models that specify the consequences of the other’s actions. 
According to basic theories of motor control, interlimb coordination relies on 
the fine-tuning of internal forward models in the motor system that predict the 
sensorimotor consequences of to-be-performed actions (Wolpert & Flanagan, 
2001; Wolpert & Ghahramani, 2000). These predictions are used to compute 
suitable motor programs and to monitor performance online. For example, when 
lifting a heavy suitcase with two hands, an individual’s motor system predicts 
the likely outcome of an action based on the issued motor commands for the left 
and right arms. It has been suggested that interpersonal coordination relies on 
similar processes in which own internal models are used to form predictions 
about another person’s actions by simulating the other’s actions as if oneself 
would perform it (Wilson & Knoblich, 2005; Wolpert et al., 2003). Indeed, a lot 
of experimental evidence indicates that one’s own motor system is active when 
observing another person act (e.g., Buccino et al., 2001; Cross, Hamilton, & 
Grafton, 2006; Cross, Kraemer, Hamilton, Kelly, & Grafton, 2009), as well as 
when imagining another’s actions (Grèzes & Decety, 2001; Ramnani & Miall, 
2004). Moreover, the strength of this motor resonance is modulated by 
familiarity with the action (Casile & Giese, 2006; Knoblich & Flach, 2001), by 
one’s own expertise (e.g., Aglioti, Cesari, Romani, & Urgesi, 2008; Calvo–
Merino, Glaser, Grèzes, Passingham, & Haggard, 2005) and by the social relation 
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to the actor (Kourtis, Sebanz, & Knoblich, 2010), supporting the idea that one’s 
own motor system is involved in generating predictions for observed actions. 
Although sensory information about others’ actions is often available during 
joint action, this is not always the case. Experience tells us that joint action is 
possible when the availability of continuous perceptual information is greatly 
reduced, for example when handing over an object to someone in a dark room. 
How do people coordinate joint actions when they do not have direct 
information about when and how their task partner is acting? This case is 
important to consider for joint action research because it raises questions about 
the role of planning processes for coordination and the interplay between 
higher-level planning processes and predictive models in the motor system. 
The less people can rely on online information about a partner’s actions the 
more they may have to rely on general “heuristics” (Chapter 1), beliefs about 
common knowledge (Clark, 1996), and knowledge about their partner’s task 
(Sebanz, Knoblich, & Prinz, 2005). For instance, if two people would like to 
arrive at their friend’s apartment on the 10th floor at exactly the same time but 
one of them is taking the stairs up and the other the elevator, it is obvious that 
the person in the elevator should wait for a while before pressing the “10.” An 
interesting question in this regard is how the coordination effort is distributed. 
Does the person with the physically less challenging task (the one in the 
elevator) take over the whole coordination effort? This would imply a 
distribution based on task characteristics. Or do both people make an effort, so 
that the one climbing the stairs is walking faster than usual while the one taking 
the elevator is waiting? This would imply a more balanced distribution of the 
coordination effort that may, however, result in poorer coordination 
performance due to over-adaptation (Konvalinka, Vuust, Roepstorff, & Frith, 
2010). 
A second question of interest is how higher-level planning processes in the 
context of joint action interact with predictions about one’s own and others’ 
actions based on motor simulation. It is known that motor simulation processes 
can occur in the absence of perceptual input. For instance, Kilner and colleagues 
found evidence for motor activation in people who were expecting to observe 
someone performing an action, prior to seeing the action being carried out 
(Kilner, Vargas, Duval, Blakemore, & Sirigu, 2004). A recent study showed that 
this anticipatory motor simulation is sensitive to the interaction context and 
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occurs specifically when people expect that a joint action partner is going to act 
(Kourtis et al., 2010). It is also known that imagining an action can trigger 
corresponding motor simulations (Grèzes & Decety, 2001). However, it remains 
to be explored whether motor simulation processes are recruited in a joint 
action without online feedback about the partner’s actions. Combining general 
information about a partner’s task with a motor simulation of the action to be 
performed is likely a more efficient way of achieving coordination than higher-
level planning alone. To come back to our example, the person in the elevator 
may be able to improve her timing by engaging in a motor simulation of the 
stair climbing that allows her to predict her friend’s progress. 
The present study investigated the role of higher-level planning processes, 
the distribution of coordination efforts, and the interplay between planning and 
motor simulation processes in a joint jumping task. Pairs of participants were 
instructed to perform simple one-legged forward hops of variable length with 
the goal of landing at the same time (see Figure 1). Of critical importance, 
participants received precise spatial information about their own and their 
partner’s jumping distances prior to jumping, but they could not see or hear 
each other before and during the jumps. Thus, participants knew what their 
partner’s task was but they could not use perceptual information about the 
other’s actions during the actual performance. Short feedback tones at the time 
of each person’s landing indicated how well partners were coordinated.  
The major challenge of our jumping task was that jumping is a ballistic 
movement. As a result, the time it takes to execute a jump largely depends on 
the distance of the jump (Juras, Slomka, & Latash, 2009) and cannot be easily 
controlled “on the fly.” In addition, ballistic movements take longer to prepare 
the farther the jumping distance is (ibid.). In our task, the relation between 
preparation / execution time and jumping distance posed a challenge to co-
actors because their task was to land at the same time. If one person had to 
perform a relatively short jump, while the partner had to make a relatively long 
jump, their landings would not easily occur at the same time. Thus, successfully 
coordinating the landing times requires that co-actors overcome the timing 
difference that will naturally occur when two people jump to targets at different 
distances. 
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Figure 1. a) Schematic drawing of the experimental setup. b) Individual unipedal condition in 
which participants jumped alone on one leg. c) Joint condition in which participants jumped next to 
each other with the aim of landing at the same time. Like in the individual unipedal condition, each 
person jumped on one leg. d) Individual bipedal condition in which participants jumped individually 
on two legs with the instruction to synchronize the landing times of both legs. 
 
We made use of a similar design as an earlier bimanual aiming study (Kelso, 
Southard, & Goodman, 1979). In Kelso et al.’s task, individual participants were 
instructed to aim for and reach to two targets simultaneously with their left and 
right hand. The distance and size of the two targets differed between the hands. 
Participants were not instructed to synchronize the endpoints of their two hands’ 
movements, but it was observed that they did so anyway. In particular, par-
ticipants slowed down the hand with the simpler task while keeping the move-
ments to the more difficult target more or less constant (the experiment used a 
version of a Fitts’ task in which the task difficulty was manipulated by either 
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changing the distance and / or the target size [= index of difficulty]; Fitts, 
1954).  
Our study used a similar logic with the aim of investigating joint action 
coordination in the absence of online perceptual information. Consequently, the 
present study differs in important aspects from that of Kelso et al.: First, in the 
present study, the task was distributed between two people instead of two limbs 
(although we also included a bipedal coordination condition as described below). 
Second, to establish a shared goal for the joint action (Sebanz, Bekkering, & 
Knoblich, 2006; Chapter 1), we explicitly instructed participants to synchronize 
the endpoints of their movements. Third, we used jumping as a ballistic 
movement instead of aiming. Because recent findings by Juras and colleagues 
show that neither preparation nor movement time of jumping is affected by the 
target size (Juras et al., 2009), we only varied the movement distance.  
Several prominent theories of action control make a clear distinction 
between action planning and action execution (e.g., Feldman & Latash, 2005; 
Flash & Hogan, 1985; Gomi & Kawato, 1996; Rosenbaum, Meulenbroek, 
Vaughan, & Jansen, 2001; Prinz, 1997). Jumping, in contrast to non-ballistic 
movements such as aiming, is an action where, once the movement is initiated, 
control over its unfolding is given away. Thus, in jumping the two phases have 
important differences in their characteristics. The preparation phase can be 
voluntarily controlled by participants because they decide at what time they will 
initiate their jump. In contrast, during the execution phase, participants cannot 
exert much influence on when they will land, besides for example, changing the 
angle of their feet during landing. In the present study, these distinct 
characteristics allow us to investigate different types of processes. 
First, the preparation phase taps into higher-level planning processes and 
can be used to determine whether participants distribute the coordination effort 
equally between each other, or whether they distribute the coordination effort 
depending on task characteristics, such that the person with the easier task 
(i.e., the shorter jump) adjusts more to (i.e., waits longer for) the person with 
the more demanding task (i.e., the longer jump). This is interesting because it 
reveals strategic components of joint action coordination (Chapter 1). 
Second, if participants engage in motor simulation to predict the timing of 
their partner’s jump, then we expect to see effects of differences in jumping 
distance between co-actors also in parameters that reflect how the actual 
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movement is performed in the movement execution phase. Such parameters 
include for example the duration of the jump execution and the jump height. It 
is important that if participants simulate their partner’s actions, one would 
expect effects both in the jump preparation and execution; however, only the 
movement execution phase can provide conclusive evidence for or against 
motor simulation. 
The hypothesis that simulations of the other’s jumping would influence one’s 
own execution of the jumps is based on theories proposing a tight link between 
action observation / imagination and execution (Prinz, 1997). A variety of 
studies have shown that observing, executing, and imagining an action, or even 
reading words referring to that action activate common brain networks (Grèzes 
& Decety, 2001). The implication is that if two such processes occur at the same 
time, for example, observing an action and executing an action, they influence 
each other (e.g., Kilner, Paulignan, & Blakemore, 2003). In a similar way, we 
expected that simulating the partner’s jump while at the same time preparing 
one’s own jump would activate motor plans for both types of movement 
(Wolpert et al., 2003). Especially when co-actors are instructed to jump different 
distances, the simulated motor plan of the partner’s jump would influence the 
motor plan for one’s own jump. Consequently, jumping performance would be 
different as compared with baseline jumping, leading, for example, to higher 
jumps than necessary when the partner has to jump farther than oneself. In line 
with earlier research revealing effects of action observation on execution (Kilner 
et al., 2003; Richardson, Campbell, & Schmidt, 2009), relatively small but 
systematic deviations toward the action to be performed by the partner are 
expected in our study. 
In addition to the joint task, in which co-actors were instructed to 
synchronize their landing times, two additional conditions were included (Figure 
1). In the individual unipedal condition, participants jumped individually by 
hopping on one leg without the need to coordinate with another person. We 
used this condition to obtain participants’ baseline jumping performance 
because it required the exact same movements as the joint condition (i.e., 
jumping on one leg) and had the same task constraints (i.e., same jumping 
distances, same light cues) without the need to take someone else’s jumping 
into account. As there was no one to coordinate with, we expected jumping to 
be influenced only by the participant’s own jumping distance. In the individual 
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bipedal condition, participants jumped individually with both legs while 
instructed to synchronize the landing of their two legs. The jumping distance of 
each leg was independently varied in the same way as in the joint condition. In 
line with earlier findings on inter- and intrapersonal coordination (Schmidt & 
Richardson, 2008), we expected similar coordination patterns in the joint and in 
the individual bipedal condition. However, given that interlimb coordination 
naturally is a case where online prediction mechanisms are available within the 
motor system and where there is a mechanical coupling between the component 
parts of the system (e.g., the legs), we expected coordination performance to 
be better in the individual bipedal as compared with the joint condition.  
 
Method 
Participants 
Twenty-four students of Radboud University Nijmegen participated in pairs 
of two (seven pairs all female, four pairs all male, one mixed-gender pair). The 
mean age of participants was 21.1 years (standard deviation [SD] = 2.2 years) 
and most had, according to self-report, a dominant right foot (three left-footed). 
Mean body height was 176.2 cm (SD = 10.5 cm) with a mean within-pair 
difference of 9.4 cm (SD = 8.2 cm). The two members of each pair were 
familiar with each other. The data of one pair of participants had to be removed 
from the analyses because one person had difficulties performing jumps with 
the farthest leg extension in the individual bipedal condition so that not enough 
trials could be completed in this condition. All participants were naïve as to the 
purpose of the study. They gave prior informed consent and were paid for their 
participation or received course credits. The experiment was conducted in 
conformance with the standards of the Declaration of Helsinki and local ethical 
guidelines. 
 
Apparatus 
The experimental setup (Figure 1a) consisted of two jumping areas divided 
by an occluder. On each side of an opaque black cloth (height 220 cm, length 
400 cm), rubber mats on the floor were marked with two areas that indicated 
the jump starting and landing positions. These marked positions on each side 
formed a row of five rectangles with a rectangle size of 35 cm x 50 cm. On one 
end, a cross (also about 35 cm x 50 cm) outside the jumping area marked the 
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initial position at which participants stood before each trial. Under the parts of 
the rubber mats with the markings, eight pressure-sensitive contact mats (Arun 
Electronics Ltd; size 55 cm x 70 cm) were placed that provided a binary signal 
whenever a person stepped on or off them. This signal was used to trigger the 
online auditory feedback for participants; it was not used for the data analysis.  
On each side of the occluder cloth, five pairs of light-emitting diodes (LEDs) 
were positioned centrally next to each jump rectangle. A LED-pair consisted of 
one red and one green light covered by a transparent matted plastic cube (edge 
length 4 cm). Either the red light (on the left side) or the green light (on the 
right side) was next to the jumping area. Thus, on the left-hand side of the 
setup, one’s own (left) side was associated with red lights and the other (right) 
side with green lights, and on the right-hand side of the setup, one’s own (right) 
side was associated with green lights and the other (left) side with red lights. All 
LEDs could be switched on and off independently. Two sets of headphones 
(Phillips SHP1900) were used to provide participants with an auditory start 
signal as well as feedback about their own and their partners’ landing times. 
 
Data acquisition 
Movement data were recorded with two OPTOTRAK cameras (Optotrak 
3020, Northern Digital, Inc.) connected to collect data in parallel. We recorded 
at a constant sampling rate of 100 Hz. The two OPTOTRAK cameras were 
positioned next to each other, facing participants from the front in the 
longitudinal axis (Figure 1a). They were positioned 205 cm above and between 
240 cm and 380 cm away from the jumping area (camera angle 56°). Because 
of the occluder cloth separating the field of view, we recorded each side of the 
setup with only one camera. The coordinate frame on each side was oriented 
such that the x, y, and z axes corresponded to the lateral, longitudinal, and 
vertical dimension, respectively, relative to the participants’ jumping direction. 
Two infrared emitting diodes (IREDs) were used. Depending on the condition, 
markers were placed on participants’ left and right big toe (on their right big toe 
in the individual unipedal and joint conditions and on both right and left toe in 
the individual bipedal condition). We used a customized DELPHI program 
(Borland Software Corporation, version 7.0 Professional) running on a standard 
PC (Intel Pentium 4, 1500 MHz; Microsoft Windows, 2000, Service Pack 4) to 
collect the OPTORAK data. A second computer (Intel Core 2 Duo, 3.00 GHz; 
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Microsoft Windows XP Professional, Service Pack 3) with the experimental soft-
ware Presentation (Neurobehavioral Systems Inc., version 14.0) controlled the 
trial procedure. 
 
Procedure 
The experiment consisted of three parts. Participants first performed the 
individual unipedal part separately while jumping on their right leg. The partner 
waited behind a room divider during this part of the experiment and could not 
see or hear the participant’s jumping. In the joint part, the two participants of a 
pair performed the task together by jumping on their right legs. In the individual 
bipedal part, each participant performed the task individually with both legs 
while the partner was again seated out of sight. The order of the individual 
bipedal and the joint parts was counterbalanced, but the individual unipedal part 
was always performed first to acquire a baseline of participants’ jumping and to 
familiarize participants with the task.  
Participants received detailed written instructions at the start of the 
experiment as well as before each part. The experimenter instructed participants 
to land either at the same time as their partner (joint condition) or with both 
legs at the same time (individual bipedal condition). There was no additional 
coordination instruction for the individual unipedal condition; however, it was 
mentioned that the other light cues on the ground (those that were later used 
for indicating the jumping distance for the partner or the left leg) were not 
relevant in this part of the experiment. 
Trials in each of the three parts followed the same general procedure: 
Participants stood in the initial position outside the jumping area (marked by a 
cross). They then stepped forward to the jump start position, which was the first 
marked rectangle. At the same time, lights were switched on that indicated 
where the participant had to land (as well as where the partner / the other foot 
had to land). After a randomized foreperiod of either 1.7 s, 2.0 s, or 2.3 s, a 
short tone (440 Hz, 100 ms) was played as a start signal. Participants were 
instructed to initiate their jump at their own speed after the start signal. At the 
time of their landing, participants heard short tones (1320 Hz, 100 ms). These 
were triggered by the contact mats underneath the jumping area and provided 
feedback about their own landing time as well as their partner’s landing time in 
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the joint condition. After jumping, participants walked back to the initial position 
and waited for the next trial to begin (indicated by all lights being switched off). 
Trials were self-paced by participants with the exception of the intertrial 
interval, which was controlled by an experimenter. The experimenter could also 
decide to repeat a trial if participants had not performed a trial correctly (e.g., 
jumping to the wrong position or not waiting for the auditory start signal) or if 
she noticed long occlusions of markers (e.g., because a cable was out of place). 
In such cases, the trial was repeated once immediately. On average, 6.1% of 
trials in the individual unipedal condition, 4.5% of trials in the joint condition 
and 1% of trials in the individual bipedal condition were repeated. The individual 
unipedal and individual bipedal conditions both consisted of 48 trials and lasted 
about 7 min. The joint condition included twice the amount of trials (96 trials, 
about 14 min). The experiment lasted for about 1.5 hours, including preparation 
for the movement recording and debriefing. 
 
Data preparation 
Data analysis was based entirely on the signal from the OPTOTRAK system. 
Missing data points in the raw signal were filled in through a shape-preserving 
piecewise cubic interpolation function. The vertical and lateral dimensions were 
corrected with a simple linear equation because they were slightly distorted due 
to the large longitudinal distance the two cameras had to cover. The x-, y-, and 
z-velocity was computed on the interpolated, corrected data and low-pass 
filtered with a 4th-order Butterworth filter (cutoff 20 Hz). 
Critical data points for each person’s / leg’s trajectory were determined by a 
customized semiautomatic Matlab (The MathWorks, version R2008b) analysis 
procedure and visually verified. These data points were the time of stepping into 
the jump start position (trial start), the time of leaving the ground for jumping 
(takeoff), and the time of landing on the ground after the jump (landing). All 
were determined based on the same velocity criterion of 0.1 cm/sec. From these 
data points, five dependent variables were calculated. First, movement onset 
(MO) is a parameter pertaining to the movement preparation phase and is the 
time between the start tone and takeoff. It therefore reflects the time people 
wait after the start signal until they perform the jump. Second, movement time 
(MT) is the time from takeoff to landing, thus representing the duration of the 
jump execution. Third, jump height (JH) is the maximum value of the vertical 
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dimension in the time interval between takeoff and landing and constitutes an 
additional parameter pertaining to the movement execution phase. Fourth, 
landing position (POS) is the longitudinal (y) position at the point of landing and 
therefore provides a measure of spatial accuracy during jump execution. Finally, 
asynchrony is the absolute difference between the landing times of the two 
participants in a pair (joint condition) or the two legs of one person (individual 
bipedal condition). It is a measure of coordination performance, thereby 
reflecting how well a pair / a person succeeds in following the task instructions 
to land at the same time. From all five dependent variables, difference scores 
were computed as described in the results section and Figure 2. 
Trials in which more than half the data points in the critical time frame 
between jumping and landing were lost were excluded from additional analyses 
(2.8% of all trials: 0.4% in individual unipedal, 3.4% in joint, 4.6% in individual 
bipedal). Also trials in which participants made an error were removed from the 
analyses: location errors (trial start or landing not within the marked area ± 
17.5 cm; 3.2% of all trials: 0.6% in individual unipedal, 3.6% in joint, 5.6% in 
individual bipedal) or if the timing of their jumps was outside ± 2 standard devi-
ations of the mean of the respective condition (6.6% of all trials: 2.1% in 
individual unipedal, 8.3% in joint, 9.3% in individual bipedal). Based on these 
criteria, overall 7.4% of all trials had to be removed (2.2% in individual uni-
pedal, 10.4% in joint, 9.5% in individual bipedal). Statistical analyses on the re-
maining trials were performed with SPSS for Windows (SPSS Inc., version 
15.0).4 
 
Results 
We first investigated whether the distance participants had to jump 
influenced the jump parameters as would be consistent with the literature on 
ballistic movement preparation and execution (e.g., Juras et al., 2009). For this 
purpose, separate analyses of variance (ANOVAs) with the single within-subject 
factor Jumping Distance (35 cm, 70 cm, 105 cm, 140 cm) were performed on 
the data with the same distance for both partners / legs. As expected, 
participants’ MO (Figure 3a) and MT (Figure 4a) were longer, JH (Figure 5a) 
higher, and POS farther (Figure 6a) the larger participants’ own jumping 
                                               
4 For the results of analyses of variance, we report Greenhouse–Geisser corrected p-values and 
uncorrected degrees of freedom for F-values. 
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distance was, all F > 23, all p < .001. Linear regression analyses confirmed this 
relationship between increasing values of the jump parameters and increasing 
jump distances, all β > .42, all t < 4.3, all p < .001. 
 
 
Figure 2. Computation of difference scores, exemplified by the movement onset (MO) in the joint 
condition. a) The original absolute MO values depending on own jump distance (35 cm, 70 cm, 105 
cm, or 140 cm) and distance difference to the partner (0 cm, 35 cm, 70 cm, or 105 cm). b) The 
relative values (difference scores), computed from the original values in a) by subtracting from each 
MO in which partners jumped to different positions (distance difference of 35 cm, 70 cm, or 105 cm) 
the corresponding MO in which partners jumped to the same positions (distance difference of 0 cm). 
Cases in which one’s own jump was closer than the partner’s (“closer”) and those in which one’s 
own jump was farther than the partner’s (“farther”) were treated separately, but computed in the 
same way. The resulting parameter was called relative movement onset (rMO). The same procedure 
was used to calculate the other relative parameters (rMT, rJH, rPOS), as well as the respective 
parameters in the individual unipedal and individual bipedal conditions. 
 
Based on these results, we computed difference scores of the MO, MT, JH, 
and POS data because this allowed us to analyze participants’ jumps according 
to the difference in distance between them and their partner instead of their 
absolute jumping distances. For this purpose, the mean MO, MT, JH, and POS of 
trials with the same jumping distance (e.g., both persons / legs jumping 35 cm) 
was subtracted from the mean MO, MT, JH, and POS of trials with different 
jumping distances (e.g., one person / leg jumping 35 cm, the other person / leg 
jumping 105 cm). Figure 2 illustrates this procedure. The resulting relative 
parameters rMO, rMT, rJH, and rPOS provided measures of how much 
participants’ own jumping was modulated by the relation (closer, farther) and 
the distance to their partner / second leg (∆ 35 cm, ∆ 70 cm, ∆ 105 cm). 
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 rMO rMT rJH rPOS 
Condition (C) F(2,42) = 1.34,  
p > .2 
F(2,42) = 37.26,  
p < .001 
F(2,42) = 48.39,  
p < .001 
F(2,42) = 18.13,  
p < .001 
Relation (R) F(1,21) = 34.93, 
p < .001 
F(1,21) = 0.35, 
p > .5 
F(1,21) = 3.82, 
p = .064 
F(1,21) = 11.56, 
p < .01 
Distance (D) F(2,42) = 28.58,  
p < .001 
F(2,42) = 15.73,  
p < .001 
F(2,42) = 54.79,  
p < .001 
F(2,42) = 0.05,  
p > .9 
C x R F(2,42) = 11.76,  
p < .001 
F(2,42) = 6.23,  
p < .05 
F(2,42) = 2.45,  
p > .1 
F(2,42) = 2.56,  
p > .1 
C x D F(4,84) = 2.08,  
p > .1 
F(4,84) = 7.91,  
p < .01 
F(4,84) = 36.51,  
p < .001 
F(4,84) = 0.33,  
p > .6 
R x D F(2,42) = 7.14,  
p < .01 
F(2,42) = 0.46,  
p > .6 
F(2,42) = .69,  
p > .5 
F(2,42) = 1.62,  
p > .2 
C x R x D F(4,84) = 4.22,  
p < .05 
F(4,84) = 2.29,  
p > .1 
F(4,84) = 1.59,  
p > .2 
F(4,84) = 0.57,  
p > .5 
Table 1. Results of the 3 Condition (individual unipedal, joint, individual bipedal) x 2 Relation 
(closer, farther) x 3 Distance (∆ 35 cm, ∆ 70 cm, ∆ 105 cm) within-subject ANOVAs for the 
parameters rMO, rMT, rJH, and rPOS. 
 
Adaptation of jump performance 
The four relative jump parameters rMO, rMT, rJH, and rPOS were analyzed 
with within-subject ANOVAs with the factors Condition (individual unipedal, joint, 
individual bipedal), Relation (closer, farther), and Distance (∆ 35 cm, ∆ 70 cm, ∆ 
105 cm). The overall results of this analysis are shown in Table 1. In order to 
investigate in detail under which circumstances the distance of the partner or 
the second leg was taken into account, separate one-factorial ANOVAs with the 
factor Distance (∆ 35 cm, ∆ 70 cm, ∆ 105 cm) were used to determine in which 
cases the specific distance difference had an influence on participants’ own 
jumping. A significant result indicates that participants adapted their jumping 
depending on the difference in distance between their own and their partner’s or 
other leg’s jump or, in case of the individual unipedal condition, depending on 
the light cues on the ground. Whenever significant results were found in this 
analysis, an additional linear regression analysis tested the more specific 
hypothesis that adaptation was scaled to the distance difference. The outcome 
of this analysis is significant if participants adapted their jumping more the 
larger the distance difference to their partner / other leg was. Finally, to test 
whether participants generally slowed down or sped up, jumped higher or lower, 
and jumped closer or farther in trials involving different distances to be jumped, 
as compared with the baseline trials requiring the same distance to be jumped, 
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we performed one-sample t-tests on the average of the jump parameters in the 
three distance differences (i.e., the mean of rMO in ∆ 35 cm, ∆ 70 cm, and ∆ 
105 cm). A significant result indicates that co-actors’ jumps were modulated in a 
general way, for example, overall faster as compared with the baseline.  
 
Movement preparation. The results for the rMO, which is the time from the 
external start signal to participants’ jump takeoff in different distance trials 
relative to same-distance trials, are shown in Figure 3b. Participants modulated 
the rMO of closer jumps in the joint condition, F(2,42) = 21.01, p < .001, and in 
the individual bipedal condition, F(2,42) = 13.24, p < .001. This adaptation was 
specific to the distance difference such that, in the joint condition, co-actors 
waited longer the farther their partner had to jump, β = .484, t(64) = 4.42, p < 
.001, and, in the individual bipedal condition, the right leg waited longer the 
farther the left leg had to jump, β = .363, t(64) = 3.12, p < .01. There were no 
significant effects in the joint or individual bipedal rMO of farther jumps or in the 
individual unipedal condition, all F < 2.2, all p > .1. Thus, participants adapted 
their movement preparation phase specifically to the distance difference, but 
only when coordination was required (i.e., not in the individual condition) and 
only when their own jump was shorter than their partner’s or other leg’s (i.e., 
not in farther trials). 
 
 
Figure 3. a) Movement onset (MO) for same-distance trials. b) Relative movement onset (rMO) 
depending on Condition, Relation, and Distance. Error bars display within-subject confidence 
intervals (Loftus & Masson, 1994). * p < .05 
 
In the joint and individual bipedal conditions, farther jumps were generally 
initiated faster than jumps in the same-distance baseline, t(21) = -3.55, p < .01 
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(joint) and t(21) = -5.87, p < .001 (individual bipedal). When their own jump 
was closer participants waited overall longer, t(21) = 7.85, p < .001 (joint) and 
t(21) = 3.09, p < .01 (individual bipedal). These general effects in joint and 
bipedal jumping indicate that in addition to the specific adaptation dependent on 
the distance difference, participants also sped up their jump preparation in 
farther trials, possibly to assist coordination. Consistent with this, jumping was 
not modulated in the individual unipedal condition, all t < .3, all p > .7.  
 
 
Figure 4. a) Movement time (MT) in same-distance trials. b) Relative movement time (rMT) 
depending on Context, Relation, and Distance. Error bars display within-subject confidence intervals 
(Loftus & Masson, 1994). * p < .05 
 
Movement execution. For the movement execution phase, two parameters 
were of interest: The rMT reflects how long a participant’s jump lasted and the 
rJH is an indirect measure of how much force participants put into jumping. 
Participants modulated the rMT (Figure 4b) in closer jumps of the joint 
condition, F(2,42) = 8.95, p < .01, such that the larger the distance difference 
between partners, the more time the jump of the person with the shorter 
distance took, β = .261, t(64) = 2.17, p < .05. In the individual bipedal 
condition, the distance to the left leg affected the rMT when the right leg had a 
closer jump, F(2,42) = 3.7, p < .05, and also when the right leg’s jump was 
farther, F(2,42) = 13.09, p < .001. In both cases, jumping took more time the 
larger the distance between the two legs was, β = .243, t(64) = 2.01, p = .05 
(closer relation) and β = .38, t(64) = 3.29, p < .01 (farther relation). The 
relative movement time in the individual unipedal condition and in the joint 
condition for farther jumps was not significantly affected by the factor Distance, 
all F < .9, all p > .3.  
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Overall, the relative movement time of the joint and the individual bipedal 
jumps of closer trials was slower, as compared with the baseline, t(21) = 2.23, p 
< .05 (joint) and t(21) = 3.98, p < .01 (individual bipedal). Movements were 
also slower in farther jumps of the individual bipedal condition, t(21) = 5.57, p 
< .001. Farther jumps of the joint condition, t(21) = 1.85, p = .078, and all 
jumps in the individual unipedal condition were not different from the baseline, 
all t < 1.05, all p > .3. 
Thus, in the joint condition, the results of the movement execution time 
resemble those of the rMO such that the person with the closer jump adapted to 
the difference in distance, whereas the person with the farther jump adapted 
her jumping only in a more general way by decreasing the movement execution 
time. In the individual bipedal condition, the pattern was different. Here, both 
closer and farther jumps were influenced by the difference in jump distance 
between legs such that jumps took longer the larger the distance difference. 
The results of the rJH reveal a similar pattern as the rMT. In the joint 
condition, rJH (Figures 5b and c) was adapted during closer jumps, F(2,42) = 
17.46, p < .001, such that participants jumped higher the larger the difference 
in distance between co-actors was, β = .389, t(64) = 3.38, p < .001. In the 
individual bipedal condition, participants adapted the jump height of the right 
leg both in a closer relation, F(2,42) = 26.7, p < .001, and a farther relation, 
F(2,42) = 25.77, p < .001. Jumps were performed higher the larger the distance 
difference between legs was, β = .465, t(64) = 4.2, p < .001 (closer relation) 
and β = .508, t(64) = 4.72, p < .001 (farther relation). The rJH in the individual 
unipedal condition and in the joint condition for farther jumps were not 
significantly affected by the factor Distance, all F < .9, all p > .3. 
Closer jumps in the joint and individual bipedal conditions were generally 
higher than in the baseline in which both partners / legs jumped to the same 
positions, t(21) = 4.01, p < .001 (joint) and t(21) = 5.79, p < .001 (individual 
bipedal). Farther jumps were also higher in the individual bipedal condition, 
t(21) = 6.77, p < .001, but overall lower in the joint condition, t(21) = 3.17, p < 
.01. Jumps in the individual unipedal condition were not adapted, all t < 1.06, all 
p > .3. This suggests that participants in the joint condition purposefully jumped 
less high to support the partner’s efforts in achieving coordination, whereas 
jumps in the bipedal jumping were generally higher the larger the difference in 
jumping distance of the two legs was. 
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Figure 5. a) Jump height (JH) in same-distance trials. b) Relative jump height (rJH) depending on 
Condition, Relation, and Distance. Error bars display within-subject confidence intervals (Loftus & 
Masson, 1994). * p < .05 c) Time-normalized trajectories showing how high participants jumped 
depending on their own distance as well as their partner’s / the second leg’s distance. 
 
Spatial accuracy. A parameter reflecting the non-temporal aspects of the 
jump execution is the spatial accuracy in the longitudinal dimension, the rPOS 
(Figure 6b). It reflects how far participants actually jumped within the 
boundaries of their own jumping target. The results show that the person with 
the closer jump in the joint condition specifically adapted the jump end point to 
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the distance difference between partners, F(2,42) = 8.06, p < .001. She jumped 
farther (within her own target) the farther the partner had to jump, β = .371, 
t(64) = 3.19, p < .01. All other analyses (individual unipedal, individual bipedal, 
joint farther) were not significant, all F < .6, all p > .5. Thus, jumps were only 
spatially adapted to the distance difference in the joint condition when one’s 
own jump was closer than the partner’s. In the individual bipedal condition, 
spatial accuracy was not specifically influenced by the distance difference. 
 
 
Figure 6. a) Jump position (POS) in same-distance trials. b) Relative jump position (rPOS) 
depending on Condition, Relation, and Distance. Error bars display within-subject confidence 
intervals (Loftus & Masson, 1994). * p < .05 
 
A comparison of the overall mean rPOS to the baseline of same-distance 
trials revealed a less clear pattern than the analyses of rMT and rJH. In 
particular, participants jumped overall a longer distance in closer jumps of the 
joint condition, t(21) = 5.77, p < .001, and overall a shorter distance in farther 
jumps of the individual bipedal condition, t(21) = -5.22, p < .001. The effects 
were not significant for farther jumps in the joint condition, t(21) = -1.88, p = 
.074, or closer jumps in the individual bipedal condition, t(21) = -1.76, p = .093, 
although there was a tendency in both such that jumps covered less distance 
than in the baseline. No general adaptation was found in jumps of the individual 
unipedal condition, all t  < .7, all p > .4. 
 
Coordination  
As a parameter for coordination performance, the absolute asynchronies 
were computed for the landing times of the two partners (joint condition) or the 
two legs (individual bipedal condition). An independent samples t-test on the 
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asynchronies of trials where both people / legs jumped to the same position (∆ 
0 cm) revealed that the asynchronies in the joint condition were overall larger 
than in the individual bipedal condition (Figure 7a), t(31) = 13.39, p < .001. 
Thus, coordination performance was better when participants coordinated the 
landing of their two feet than when coordinating with another person.  
 
 
Figure 7. a) Absolute asynchronies (ASYNC) over blocks (2 blocks of 24 trials in the individual 
bipedal and 4 blocks in the joint condition). b) Relative asynchronies (rASYNC) in the joint and 
individual bipedal conditions. Error bars display within-subject confidence intervals (Loftus & Masson, 
1994). * p < .05 
 
To investigate the impact of the distance between partners / legs, difference 
scores for the absolute asynchronies were computed in the same way as for the 
MO, MT, JH, and POS by subtracting the means of trials where partners / legs 
jumped the same distance from the means in trials where partners / legs 
jumped different distances (relative asynchrony, rASYNC).5 A within-subjects 
ANOVA with the factors Condition (joint, individual bipedal) and Distance (∆ 35 
cm, ∆ 70 cm, ∆ 105 cm) on rASYNC (Figure 7b) revealed a significant main 
effect of Condition, F(1,21) = 6.52, p < .05, a significant main effect of 
distance, F(2,42)  = 7.58, p < .01, and a significant interaction, F(2,42) = 4.43, 
p < .05. This interaction suggests that the main effect of distance is based on 
                                               
5 To account for the different degrees of freedom of the asynchronies in the joint (12 pairs) and 
individual bipedal (24 persons) conditions, we computed the rASYNC from the perspective of the 
person with the closer jump only. Thus, in each trial, the asynchrony value was assigned to the 
person with the shorter jumping distance, providing asynchrony values for each individual 
participant. 
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only one of the two conditions. Separate post hoc ANOVAs with the single factor 
Distance as well as a linear regression analysis confirmed this: Whereas the 
asynchronies in the individual bipedal condition depended strongly on the 
distance between the legs, F(2,42) = 11.01, p < .001, such that larger distance 
differences lead to larger asynchronies, β = .359, t(64) = 3.08, p < .01, the 
distance between partners in the joint condition did not have a significant 
impact on coordination performance, F(2,42) = 0.24, p > .7. Overall, 
asynchronies were larger as compared with the baseline of same-distance jumps 
as confirmed by one-sample t tests, t(21) = 5.74, p < .001 (joint) and t(21) = 
6.77, p <.001 (individual bipedal). 
 
Relation of preparation, execution, and performance in joint jumping 
To investigate whether the effects observed in the movement execution 
phase in the joint condition were of a compensatory kind, we correlated the MO 
and MT of all trials with each other. If participants increased their jump 
execution time whenever their jump preparation time was too short given the 
distance difference to the partner, we should see a negative correlation between 
MO and MT. However, the two parameters were not significantly correlated, r = 
-.009, p > .6.  
Finally, to further investigate the factors influencing coordination 
performance in joint jumping we correlated the slopes of the rMO of closer 
jumps, the rMO of farther jumps and the rASYNC with each other. The slope of 
rMO reflects how much participants adapted their jumping to the partner’s 
jumping distance. The slope of the rASYNC reflects the extent to which 
coordination is influenced by the difference in jumping distance between 
partners.  
In the joint condition, the slope of the closer rMO was significantly 
correlated with the slope of the rASYNC, r = -.43, p < .05. The more 
participants adapted the MO when their jump was closer the less strongly 
coordination accuracy was influenced by the distance between partners. Farther 
rMO had no such influence on coordination, r = -.097, p > .6. The slopes of 
closer rMO and farther rMO were significantly correlated, r = -.469, p < .05, 
such that participants who adapted their jumping a lot when they were closer 
than their partner were those who adapted only very little when their jump was 
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farther, suggesting individual differences in the extent to which people engaged 
in role distribution. 
 
Learning 
We also investigated whether participants’ performance changed during the 
course of the interaction. For this purpose, the four jump parameters (MO, MT, 
JH, POS) were averaged (same-distance jumps [∆ 0 cm] only) separately for 
each block of 24 trials (two blocks in the individual unipedal and individual 
bipedal conditions, four blocks in the joint condition). One factorial ANOVAs 
revealed that the jumping performance was not significantly modulated over 
time, all F < 1.5, all p > .2. The same analysis was done with the asynchronies 
of all trials in which pairs / legs jumped to the same positions (∆ 0 cm). It 
showed that, in the joint condition, coordination accuracy improved significantly 
over time, F(3,30) = 2.97, p < .05, whereas the individual bipedal performance 
did not change from the first to the second block, F(1,21) = .93, p > .3 (Figure 
7a). Thus, only coordination performance in the joint condition was positively 
affected by the amount of training co-actors had with the task. 
 
Discussion 
The present study investigated joint action coordination in the absence of 
online perceptual information about a co-actor’s actions. To address the 
interplay between higher-level action planning and motor simulation processes, 
we used a task that required pairs of participants to perform simple forward 
jumps of variable length with the goal of landing at the same time. Co-actors 
could neither see nor hear each other, but received information about their own 
and their partners’ required jumping distances prior to jumping as well as 
feedback when landing. Studying the coordination of ballistic movements 
allowed us to separate action planning processes during the preparation phase 
from subsequent effects on movement execution. In particular, movement 
onset, marking the end of the preparation phase, served to determine whether 
participants distribute the coordination effort equally between each other 
(regardless of the relative difference between their jumps), or whether they 
distribute the coordination effort depending on task characteristics, such that 
the person with the easier task (i.e., the shorter jump) adjusts more to (i.e., 
waits longer for) the person with the more demanding task (i.e., the longer 
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jump). The movement execution phase served to determine whether 
participants engaged in motor simulation to predict the timing of their partner’s 
jump, which should result in modulations of movement time, jump height, and 
landing position depending on the co-actor’s jump distance. 
The present results provide evidence for a distribution of the coordination 
effort depending on task characteristics. Participants with the “easier” task on a 
given trial (individuals required to make a shorter jump than their partner) 
adapted their movement onset according to the distance between their own and 
their partner’s jumps. The larger the distance difference between partners was, 
the longer they waited before initiating their jump. In contrast, participants with 
the more difficult task (required to make a long jump) did not adjust their 
movement onset to the partner’s distance. These findings indicate that action 
planning is driven by the relative difficulty of the actions to be coordinated. The 
burden of coordination seems to be on task partners whose actions require less 
effort and are more easily adjustable. Moreover, a correlation analysis showed 
that the more participants adjusted to the difference in distance when their own 
jump was the shorter one, the less they adjusted when their jump was the 
longer one, suggesting individual differences in the extent to which co-actors 
engaged in role distribution.  
Nevertheless, also co-actors with the farther jump contributed to 
coordination by speeding up their movement preparation phase. In contrast to 
the adaptations of the person with the closer jump, however, this speeding was 
general, that is, not specific to the difference in distance between own and 
other’s jumps. We have recently found similar evidence for general speeding in 
a joint coordination study in which pairs of participants were instructed to 
perform a visual two-choice reaction time task, either in synchrony or in close 
temporal succession (Chapter 2). In that study, speeding one’s own button 
press responses supported coordination by increasing the predictability of 
subsequent actions. The same explanation is plausible in the present task. In 
particular, participants initiated their jumps faster in the farther relation, when 
coordination was more challenging, than baseline jumps with the same distance 
to jump, which were easier to coordinate. This suggests that speeding 
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functioned as a coordination strategy that is particularly relevant for difficult 
coordination tasks (Chapter 1) 6. 
With respect to the movement execution phase, the important finding is that 
it was modulated in the same way as the movement preparation phase. The 
distance to the partner influenced each of the parameters reflecting jump 
execution. Participants with the shorter distance to cover jumped longer, higher, 
and farther, the longer the distance to be covered by their partner was. Again, 
participants who performed the longer, more effortful jump did not show any 
specific modulation by the distance difference to their partner’s jump. These 
results suggest that participants performing the easier part that allowed for 
adjustments based on their partner’s jump engaged in a motor simulation of the 
partner’s jump at the same time as planning their own movement. 
The modulation of one’s own jump by the other’s jump is in line with 
theories postulating common representations of imagined, perceived and 
planned actions (e.g., Prinz, 1997). Extending earlier evidence of motor 
simulation during action anticipation (Kilner et al., 2004; Kourtis et al., 2010) 
and imagination (Grèzes & Decety, 2001; Ramnani & Miall, 2005), our findings 
suggest that motor simulation during joint action planning takes place in the 
service of temporal prediction. In our task, engaging in motor simulation was 
possible because despite the lack of online perceptual information, participants 
had sufficient prior information about their partner’s action to feed into their 
predictive forward models. Participants knew precisely which distance their 
partner had to cover and so they could initiate a simulation of their partner’s 
jump that allowed them to time their own jump so as to minimize the 
asynchrony in landing times. Especially the fact that the final position of the 
jump was modulated is also consistent with the literature on individuals’ 
decision-making processes reflected in manual aiming (e.g., Song & Nakayama, 
2009; Spivey, Grosjean, & Knoblich, 2005). For example, one study showed that 
distracting reach locations influenced an individual’s movement trajectory when 
reaching toward a goal location (Welsh & Elliott, 2004). In a similar way, in our 
                                               
6 Another strong test of strategic speeding would be to compare the movement onset in the same-
distance baseline of the joint condition to the corresponding trials in the individual unipedal 
condition. A significant difference would indicate that co-actors made use of such a coordination 
strategy independent of the distance relation between them, i.e., for the general purpose of 
supporting joint coordination. However, this test would not be reliable in the present study because 
the individual unipedal condition was always performed first to acquire participants’ individual 
baseline jumping and to familiarize them with the task. Therefore, the alternative explanation that 
speeding is a mere training effect could not be ruled out. 
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study, simulating the partner’s jump to a different target position conflicted with 
an individual’s simulation for her own jump, thereby “leaking” into the motor 
plan before movement execution and altering jump performance.  
One could argue that the modulations observed during the execution phase 
simply reflect participants’ use of general heuristics rather than motor simulation 
processes. For instance, if participants reasoned that jumping higher could be a 
useful means to compensate for the difference in jumping distance to their 
partner, they could have altered their jumps intentionally. Although this may be 
a possibility, several aspects of our findings speak against it. First of all, a 
correlation analysis with MO and MT showed that these two parameters were 
not related. Participants did not seem to adapt their movement preparation and 
execution time on a trial-by-trial basis which would be expected if they 
intentionally jumped higher on trials where they did not wait long enough to 
make up for the distance difference to their partner. Second, given the large 
number of combinations of different jump distances for the two participants (16 
in total) it seems challenging, if not impossible, to apply a cognitive strategy that 
leads to the consistent and fine grained adaptations on a timescale of tens of 
milliseconds that we have observed. Third, none of the jump parameters 
changed over the course of the experiment. This implies that co-actors did not 
need to learn the partner’s temporal jump characteristics based on the feedback 
at landing. Instead, they could immediately do the task, possibly by relying on 
existing internal models for their own jumping (Repp & Knoblich, 2004). Finally, 
participants never mentioned the active modulation of jump execution 
parameters in post-experiment debriefing interviews although most reported 
that they intentionally delayed the time of initiating their movements. Thus, the 
effects observed in the jump execution phase are most likely not brought about 
intentionally, but occur because of the active simulation of the partner’s jump 
during movement planning.  
An additional aim of the current study was to investigate similarities and 
differences between joint and individual bipedal jumping. In the individual 
bipedal condition, participants’ task was to jump to different positions with their 
two legs and to synchronize the landing of both feet. Therefore, the two legs of 
one individual had the same task as the two partners of a pair in the joint 
condition, allowing for a direct comparison of participants’ performance in both 
conditions. With respect to movement preparation, the results of the individual 
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bipedal condition closely resemble those of the joint condition. The movement 
onset of the leg covering the shorter distance was adapted to the distance 
difference between the two legs. This result is consistent with earlier findings on 
movement preparation in bimanual aiming (Kelso et al., 1979). In bimanual 
aiming, individuals synchronized their movements by modulating the timing of 
the hand with the shorter path, whereas the hand with the longer path was not 
influenced by the distance difference between the hands. This distribution of 
tasks made perfect sense for an individual given that both hands are controlled 
by a single motor system. By distributing the coordination effort like this, only 
one hand’s movements needed to be carefully controlled with respect to timing. 
If both hands would adapt to each other, this would likely require more 
computational effort (Konvalinka et al., 2010). The same is true for our 
individual bipedal condition, where delaying the movement onset of the leg that 
jumped the shorter distance was likely more efficient than distributing the 
coordination effort over both legs.  
Whereas the similarity between joint and interlimb coordination is striking 
with regard to the movement preparation phase, there was a profound 
difference in the coordination pattern during the movement execution phase. In 
the joint condition, co-actors showed the same distribution of the coordination 
effort in preparing and executing their jumps, so that the individual with the 
shorter jump adjusted to the distance to be covered by the individual with the 
longer jump, but not vice versa. However, in the execution phase of the 
individual bipedal jumping condition, movement times and jump heights of both 
legs were affected by the distance difference such that they jumped slower, 
higher, and farther the larger the difference in distance between them was. How 
can this finding, which is inconsistent with the findings from bimanual aiming 
(Kelso et al., 1979), be explained? The answer lies in the difference between 
ballistic and non-ballistic movement. As the two legs of one individual are bio-
mechanically coupled, they are not as independent from each other during a 
ballistic jumping movement as one individual’s two hands or two separate 
persons. Therefore, interlimb coordination of ballistic movements is a case 
where distributing the coordination effort asymmetrically across effectors would 
actually be very effortful or even impossible because individuals would need to 
overcome the natural biomechanical constraints of their body. 
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Given the availability of motor commands within one system in the individual 
bipedal condition and the biomechanical linkages within the system, we 
expected that individual bipedal jumping would be better in terms of 
coordination performance than joint jumping, where co-actors needed to 
overcome the difficulties of coordinating two independent motor systems. This 
hypothesis was supported by the current results because the absolute 
asynchrony between the landing times of the two legs in the individual bipedal 
condition was lower than that of the landing of the two partners in the joint 
condition. Moreover, although there was a learning effect in early trials of the 
joint condition, coordination remained relatively stable afterward. This is 
consistent with earlier findings highlighting the importance of feedback about a 
task partner’s actions for improving interpersonal coordination (Knoblich & 
Jordan, 2003). 
It is interesting, however, that despite the overall poorer coordination 
performance in the joint condition, as compared with the individual bipedal 
condition, participants succeeded better in compensating for the distance 
difference between each other. In fact, joint coordination performance was 
equally good, independent of how much farther one partner had to jump as 
compared with the other one. In the individual bipedal condition, in contrast, the 
distance difference had a big impact on asynchronies which were larger the 
farther one leg had to jump, as compared with the other. This dependence 
between the two legs of one individual could again be explained by the 
biomechanical coupling that constrains individual bipedal jumping. 
The finding that pairs of people coordinated their movement onsets in a 
highly similar way as single individuals coordinating two limbs extends previous 
research on the relation of intra- and interpersonal coordination (see Schmidt & 
Richardson, 2008). So far, similarities between intra- and interpersonal 
coordination have mainly been found in the context of tasks where online 
feedback about a partner’s actions was available during interpersonal 
coordination (e.g., Richardson, Marsh, & Baron, 2007; Schmidt, Bienvenu, 
Fitzpatrick, & Amazeen, 1998). The present study indicates that interpersonal 
coordination resembles intrapersonal coordination even when online feedback 
about a partner’s actions is not available. On the one hand, this could be taken 
to imply that principles of individual motor coordination structure dyadic 
performance. When people simulate a partner’s actions to coordinate their 
Chapter 3: Predictive mechanisms in coordination of jumping 
 
 
87 
actions with her they may be relying on internal models that govern the 
coordination of an individual’s own limbs. 
On the other hand, there may be a more strategic component guiding joint 
action coordination in our task. In the joint condition, both co-actors are 
independent from each other, which would make mutual adaptation possible. 
Previous research has shown that when people try to synchronize identical 
actions (tapping) they both keep trying to adjust to each other on a trial-by-trial 
basis, which results in over-adaptation (Konvalinka et al., 2010). Task 
distribution could be an effective coordination strategy that facilitates joint 
action coordination (Chapter 1) and serves to prevent impairments in 
synchronization due to over-adaptation. By assigning the coordination effort to 
one individual, depending on the relative difficulty of the actions to be 
coordinated, the problem of mutual adaptation is effectively solved. Evidence for 
a strategic component in the joint jumping condition is provided by the 
observation that participants who adapted a lot when they jumped a lesser 
distance than their partner hardly adapted when they jumped a greater 
distance. 
Taken together, the current study extends prior knowledge in mainly three 
areas of interest. First, the results add to the action prediction literature (e.g., 
Wolpert et al., 2003) by suggesting that, in situations in which no online 
perceptual information about the co-actor is available, general task information 
can provide a basis for forming motor simulations about a partner’s subsequent 
actions. Second, similarities between a joint and an individual bipedal jumping 
condition extend prior findings from studies on inter- and intrapersonal 
coordination (Schmidt & Richardson, 2008) that propose common mechanisms 
underlying both. Finally, the finding of a clear task distribution between the 
person with the easier task and the person with the more difficult task supports 
recent suggestions about a strategic component to joint action coordination 
(Chapter 1). 
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Chapter 4 
Our actions in my mind: Motor imagery of joint action 
  
Abstract 
How do people imagine performing actions together? The present study 
investigated motor imagery of joint actions that requires integrating one’s own 
and another’s part of an action. In two experiments, individual participants 
imagined jumping alone or jointly next to an imagined partner. The joint 
condition required coordinating one's own imagined actions with an imagined 
partner's actions to synchronize landing times. We investigated whether the 
timing of participants’ own imagined jumps would reflect the difference in jump 
distance to their imagined partner’s jumps. The results showed that participants’ 
jump imagery was indeed modulated to achieve coordination with an imagined 
task partner, confirming prior findings from a performance task. Moreover, when 
manipulating both target distance and target size, the same violation of Fitts’ 
law reported for individual jumping was present in imagery of joint jumping. 
These findings link research on motor imagery and joint action, demonstrating 
that individuals are able to integrate simulations of different parts of a joint 
action. 
   
Based on: 
Vesper, C., Knoblich, G., & Sebanz, N. (in press). Our actions in my mind: 
motor imagery of joint action. Neuropsychologia. 
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Introduction 
Imagining a simple action such as pouring coffee into a cup is in many 
respects similar to actually performing that action except that the observable 
motor output is lacking. Marc Jeannerod described motor imagery as the "ability 
to generate a conscious image of the acting self" (Jeannerod, 2004, p. 379) and 
proposed that many of the principles underlying action performance also hold in 
action imagery (Jeannerod, 1995, 2004). This proposal has sparked a whole line 
of research that investigated what is common between covert (internally 
simulated) action and overt (actually performed) action. Similarities in neuro-
physiological activity when planning, performing and imagining actions indicate 
that these phenomena are governed by overlapping processes and brain 
networks (Decety & Grèzes, 2006; Grèzes & Decety, 2001; Rizzolatti & 
Sinigaglia, 2010; but see Dietrich, 2008, for a critical view). In particular, 
imagined and to-be-performed actions might be represented in a common motor 
format (Jeannerod, 1995; Prinz, 1997), thereby relying on internal forward 
models that predict the (imagined) outcome of an action (Grush, 2004; Wilson & 
Knoblich, 2005; Wolpert, Doya, & Kawato, 2003).  
Whereas researchers have intensively studied motor imagery of individual 
actions (e.g., Guillot & Collet, 2005; Jeannerod, 2004), motor imagery of joint 
actions has not been addressed. However, investigating imagery of joint action 
can help us to better understand the mechanisms underlying motor simulation. 
The reason is that in order to imagine a coordinated joint action it is neither 
sufficient to simulate one’s own action nor is it sufficient to simulate the other’s 
action. Rather it is also necessary to integrate these two action simulations. This 
becomes clear when one considers that joint action often requires that two or 
more individuals adapt their actions in space and time to what the other is doing 
(Clark, 1996; Sebanz, Bekkering, & Knoblich, 2006). Examples for such joint 
actions cover many aspects of our social life, ranging from carrying a heavy 
object with a friend to passing a basketball to a team-mate or dancing a tango 
together. Importantly, co-actors need to represent not only their own and a 
partner’s part of a joint action, but also the shared goal resulting from their 
combined actions (Chapter 1). For performance, it has been suggested that joint 
action coordination towards a shared goal is to a large extent achieved by 
internal simulations that allow co-actors to predict their own and their partner's 
actions using their own motor system (Keller, 2012; Wolpert et al., 2003). We 
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propose that the same simulation processes that support the planning and 
execution of joint action also support imagery of joint action. Especially when 
coordinating actions with others, motor simulations of one’s own and a partner’s 
action parts need to be integrated to plan one’s own action with respect to 
achieving the shared goal. Although there is growing evidence that different 
motor simulations can run in parallel (Hamilton, Wolpert, & Frith, 2004; Kourtis, 
Sebanz, & Knoblich, 2013), there is hardly any evidence that motor simulations 
can be integrated to simulate different components of a joint action. 
The current study attempted to test this assumption using motor imagery. 
Imagining performing actions is a pure form of motor simulation as imagery is 
not subject to any sensorimotor or perceptual influences that are present when 
movement is actually performed (cf. Schmidt & Richardson, 2008). If people 
were able to engage in imagery of joint action that constrained their own as well 
as their partner’s action parts in the same way as during actual joint action 
planning and performance, this would provide evidence for an integration of 
motor simulations of one’s own and others’ actions. 
Previous research on individual motor imagery has compared how people 
actually perform actions to how they imagine performing the same actions (e.g., 
Jeannerod, 1995, 2004). A highly consistent finding in such studies is that 
constraints present in performance also govern motor imagery. For example, 
when people imagine walking a specific distance then the time their movement 
takes is similar to actually walking that distance (Decety, Jeannerod, & Prablanc, 
1989). Moreover, if a to-be-imagined action is more difficult reported movement 
times increase systematically. In one study where individual participants were 
asked to imagine walking through doors of varying width, their reports of the 
imagined movement time scaled as a function of the distance towards the door 
and its width (Decety & Jeannerod, 1995), thereby complying with the speed-
accuracy trade-off known as Fitts’ law (Fitts, 1954). Similarly, the same bio-
mechanical constraints determining in which way people lift objects were found 
in their self-reports of imagining grasping the object (Johnson, 2000).   
Based on these previous findings, the present study asked whether the 
constraints imposed by the requirement to coordinate with another person 
would influence imagery in the same way as when two people perform 
coordinated actions together. Two experiments tested whether behavioral 
effects previously observed in joint action coordination could be observed in a 
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motor imagery task where participants imagined both parts of the joint action. 
To this end, we adapted and extended an existing joint action task (Chapter 3) 
and asked participants to imagine coordinating their own action with an 
imagined partner. If participants’ action imagery resembled actual performance 
this would demonstrate that participants take the same aspects of another 
person’s task or action into account when imagining interpersonal coordination. 
This, in turn, would support the assumption that they can engage in an 
integrated motor simulation of their own and another’s part of a joint action.   
 
Experiment 1 
Experiment 1 investigated motor imagery of joint action coordination based 
on a joint action task in which pairs of participants were asked to synchronize 
the landing times of forward jumps of varying distance (Chapter 3). In this 
study, co-actors knew how far they themselves had to jump and how far their 
partner had to jump. However, they had no perceptual information about their 
partner. The results demonstrated that the information received prior to jumping 
was sufficient for participants to adapt to the partner’s jump distance so that a 
high degree of synchronicity in landing times was achieved. For the current 
study, we adapted this previous task to investigate imagery of joint action. 
Individual participants were asked to imagine jumping either alone (individual 
condition; Figure 1a) or jointly, next to an imagined second person (joint 
condition; Figure 1b). In the latter condition, they imagined coordinating their 
own jumping with the imagined partner’s jumping such that their imagined 
landing would occur at exactly the same time. Participants reported their 
imagined jump takeoff by releasing a button and their imagined landing by 
pressing the button again.  
We predicted that participants’ self-reported imagery would show the same 
pattern that was previously found during actual performance of individual and 
joint jumping (Chapter 3). More specifically, we predicted that the duration of 
imagined individual jumps should increase with increasing jump distance, 
indicating that participants succeeded in imagining jumping as a ballistic move-
ment that is dependent on the jump distance (Juras, Slomka, & Latash, 2009). 
Our second prediction was that the imagined duration of a joint jump should 
take into account not only the jump distance that participants needed to cover 
but also the jump distance their imagined partner needed to cover. This should 
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become particularly visible when the partner’s jump covered a larger distance 
than the participant’s jump. Such a finding would mirror the prior performance 
results where co-actors modulated the duration of both jump preparation and 
jump execution to achieve synchronization at landing. If the same adaptation 
would be observed in joint action imagery this would provide evidence that 
participants could integrate motor simulations of their own and an imagined 
person’s jumping even in the absence of actual sensorimotor or perceptual 
feedback. On an alternative account, if individuals were only able to imagine 
either their own or their partner’s actions, but were not able to integrate both 
imagined actions, then the results should not mirror those found during 
performance. In particular, participants’ imagined jump duration should then 
either just reflect their own jump distance or just reflect their partner’s jump 
distance. 
 
 
Figure 1. Experimental setup. a) Individual condition in which participants imagined jumping on 
their own. b) Joint condition in which participants imagined coordinating their own jumps with an 
imagined second person. Cues on the ground indicated the target of participants' own and the 
imagined partner's jumps. 
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Method 
Participants 
Twenty-four students of Radboud University Nijmegen participated (17 
women; mean age = 21.8 years, SD = 3.1 years; one left-handed and three 
left-footed). Their mean body height was 172.4 cm (SD = 9.8 cm). On average 
they were 2.6 cm shorter than the experimenter. Participants were naïve to the 
purpose of the study, gave prior informed consent, and received monetary 
compensation or course credits. The experiments conformed to the standards of 
the Declaration of Helsinki.  
 
Materials and apparatus 
The experimental setup (Figure 1) was mostly identical to that used in a 
previous performance study (Chapter 3). An opaque black cloth (220 cm x 400 
cm) divided two jumping areas consisting of a row of five rectangles (35 cm x 
50 cm) each. Next to each rectangle was a pair of red and green light-emitting 
diodes (LEDs) covered by a transparent matted plastic cube (edge length 4 cm). 
Participants pressed and released a button on a standard computer mouse to 
indicate the imagined point in time for takeoff (release) and landing (press). Half 
the group of participants performed the task on the right side of the occluder, 
the other half on the left. Auditory information was provided via headphones. 
The experimental procedure was controlled by the software Presentation 
(Neurobehavioral Systems Inc., version 14.0) run on a standard Hewlett Packard 
PC (Windows Vista). 
 
Procedure 
Participants completed two experimental parts within one session. Part 1 
was the individual condition in which participants were instructed to imagine 
jumping on their right leg to the target highlighted by the LED-light right next to 
them. In part 2, the joint condition, participants imagined synchronizing their 
landing time with the landing time of an imagined person on the other side of 
the occluder. The experimenter always served as a reference for imagining the 
second person. A second light indicated the distance the imagined partner 
needed to cross with her jump. Detailed written instructions were given before 
each part.  
Chapter 4: Motor imagery of joint action 
 
 
95 
At the beginning of a trial, participants stepped from outside the jump area 
into the first rectangle and simultaneously pressed the button with their right 
index finger or thumb. The LED-lights on the ground were switched on 
indicating the targets for the participant’s own imagined jump and the imagined 
partner's jump (participants were told to ignore the second LED in the individual 
condition). After a randomized interval of 1.7 s, 2.0 s or 2.3 s, an auditory start 
signal (440 Hz, 100 ms) informed participants that they should now, at their 
own speed, imagine jumping by releasing (time of jump takeoff) and pressing 
(time of landing) the button. At imagined landing, a short feedback tone (1320 
Hz, 100 ms) was played.  
 The 16 target combinations (four possible targets for participants' own 
jumps and four for their imagined partner’s jumps) were counterbalanced and 
presented in random order. Breaks between trials were self-paced. Both the 
individual and the joint part consisted of 64 trials and lasted about 10 min. After 
every 16 trials, participants gave a rating of their vividness of imagery on a scale 
from 1 (“very difficult to imagine”) to 5 (“very easy to imagine”). In the 
individual condition this judgment referred to their own jumping, whereas they 
separately rated the vividness of the imagery of their own and their imagined 
partner’s jumping in the joint condition. Overall duration of the experiment was 
30 min. 
 
Data analysis  
We performed all data analyses on jump duration, measured as the time 
from the start signal to landing7. Linear regression analyses on jumps in which 
both partners crossed the same distance (same-distance jumps) determined 
whether increasing jump distance prolonged the imagined jump duration as 
would be predicted from the motor imagery literature (e.g. Decety & Grèzes, 
2006; Jeannerod, 1995, 2004). Next, we calculated difference scores as an 
index of adaptation (relative jump duration; see method section of Chapter 3 for 
details). The relative jump duration captures the amount of change compared to 
the baseline of same distance jumps (e.g. both jumping 35 cm) for a given 
                                               
7 When analyzing only the imagined movement duration (from jump onset to landing) instead 
of the complete jump duration, there is no qualitative change in the results reported in Experiments 
1 and 2; however, statistically, some of the effects are less consistent over the two experiments. 
Therefore, we aggregated imagined movement duration and preparation times, assuming that 
participants had difficulties keeping these two phases separate in their imagination. 
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distance difference between the participant's own and the imagined partner's 
jump (e.g. own jump = 35 cm, partner’s jump = 105 cm, resulting distance 
difference = ∆ 70 cm), thereby reflecting how much participants adapted their 
actions to their imagined partner in order to achieve coordination. This 
parameter was computed separately for ‘closer’ jumps (participant's own jump 
shorter than the partner’s) and for ‘farther’ jumps (participant's own jump longer 
than the partner’s). Separate one-factorial analyses of variance (ANOVAs) with 
the single factor Distance difference (∆ 35 cm, ∆ 70 cm, ∆ 105 cm) were 
conducted and supplemented by linear regression analyses. All statistical 
analyses were performed with SPSS for Windows (SPSS Inc., version 15.0). 
 
Results  
As predicted, the duration of imagined same-distance jumps (Figure 2a) 
increased significantly with longer jump distances, both in the individual 
condition, β = .304, t(94) = 3.09, p < .01, and the joint condition, β = .504, 
t(94) = 5.66, p < .001. Thus, participants’ imagery accurately reflected the 
dependence between jump distance and jump duration. A descriptive 
comparison with the data from the earlier performance study (Figure 2c) further 
suggests that the imagery quite accurately reflected the timing of real jumping, 
although participants generally over-estimated absolute jump duration (see 
Guillot & Collet, 2005). Adaptation to the imagined partner in the joint condition 
(Figure 2b) was also consistent with actually performed joint coordination 
(Figure 2d). When a participant’s own jump was closer than their imagined 
partner's, the participant’s imagery was influenced by the distance difference, 
F(2,46) = 10.32, p < .001, such that imagined jump duration was longer the 
larger the distance difference to their partner was, β = .285, t(70) = 2.49, p < 
.05. When the participant’s own jump was farther than the partner’s the 
difference in distances had no influence on the duration of their imagined 
jumps, F(2,46) = 1.37, p > .2. The same was true in the individual condition, Fs 
< 0.4, ps > .6. 
A main effect of mean rating of vividness of imagery, F(2,46) = 12.65, p < 
.001, indicated that participants found it significantly more difficult to imagine 
the jumping of the imagined partner (M = 2.65, SD = 0.8) compared to their 
own jumping, p < .01 (individual) and p < .001 (joint). However, imagining how 
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they jumped themselves was equally easy in the individual (M = 3.17, SD = 0.8) 
and the joint condition (M = 3.29, SD = 0.6), p > .2. 
 
 
Figure 2. a)-b) Results of Experiment 1. a) The duration of jump imagery when participants’ and 
their imagined partner’s jumps had the same jump distance. b) Relative jump duration, an index of 
adaptation, in different distance trials. c)-d) The same parameters as in a) and b) taken from the 
earlier joint action performance study (adapted from Chapter 3). Err or bars display within-subject 
confidence intervals (Loftus & Masson, 1994). * p < .05 
 
Discussion 
Consistent with our predictions, imagining coordinated jumps in Experiment 
1 led to the same pattern of results as actually planning and performing joint 
jumps (Chapter 3). There were two main results. First, the duration of 
participants’ imagined individual jumps increased with increasing jump distance, 
indicating that participants correctly imagined jumping as a ballistic movement 
that depends on the jump distance (Juras et al., 2009). Second, in the joint 
condition, the duration of jump imagery was influenced by the difference in 
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jump distance between participant and task partner. When the partner needed 
to jump farther, the duration of the imagined jump increased as the distance 
difference between the participant’s own and the partner’s imagined jumps 
increased. In contrast, in the individual condition, only participants’ own jump 
distance had an influence on the duration of their jump imagery as would be 
expected when no coordination with an imagined task partner is required. 
The findings from the joint condition confirm the hypothesis that people are 
able to integrate motor simulations of their own and another person’s actions. 
By imagining an action as if one would perform it, one’s own motor system is 
activated in a similar way as during preparing to perform or actually performing 
such movements. Specifically, both imagination and performance rely on motor 
simulations that allow anticipating how an action will unfold in the near future 
(Grush, 2004; Jeannerod, 1995, 2004; Wolpert et al., 2003). The results of 
Experiment 1 demonstrate that in a joint action context, the duration of another 
(imagined) person’s actions can be simulated and integrated with similar 
predictions about the duration of one’s own (imagined) action. Moreover, given 
that the pattern of adaptation in the joint action context of Experiment 1 clearly 
resembles that found in the earlier performance study (Chapter 3), one can 
conclude that the same constraints affecting action planning and performance 
also influence action imagery. This provides further evidence that similar motor 
processes underlie covert (internally simulated) and overt (actually performed) 
action. These conclusions drawn from Experiment 1 can be based entirely on a 
within-condition comparison of participants’ motor imagery reports because 
modulations of the duration of participants’ jump imagery in the joint context 
are only expected if participants took the imagined task partner’s jump distance 
into account for their own imagined action.  
Although the present study clearly indicates that action imagery resembles 
action performance, the absolute jump durations of the earlier joint action 
performance study (Chapter 3) and the present experiment do not match that 
well. Individuals in Experiment 1 consistently over-estimated the time it would 
take them to prepare and execute a jump. Based on prior literature, however, 
this is not very surprising. It is well established that the duration of rapid, 
complex, and attention-demanding movements tends to be over-estimated 
because people prioritize visual accuracy of the image over exact timing (Guillot 
& Collet, 2005). The present task was novel and highly demanding both in terms 
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of the type of movement (jumping on one leg only and with high spatial 
accuracy) and its complexity (imagining a second person and that person’s 
actions in addition to one’s own). Crucially, despite the general over-estimation 
of jump duration, participants’ imagined jump duration was influenced by an 
imagined partner’s jump distance in the same way as when actually performing 
the joint action.  
Another important aspect of the current results is that imagined jump 
duration only scaled with the difference of jump distance between participant 
and the imagined partner when the participant’s own imagined jump was closer 
than the partner’s, i.e. when it covered a shorter distance. This finding mirrors 
the results from the performance study, suggesting that it is something specific 
about joint action coordination. Most likely, this reflects a strategic distribution 
of the coordination effort (Chapter 1) that can be seen both in performance and 
motor imagery. During actual joint action performance, such a task distribution 
might prevent over-adaptation occurring if both people changed their actions to 
the same extent to compensate for large asynchronies between their actions 
(Konvalinka, Vuust, Roepstorff, & Frith, 2010). Thus, distributing a joint task is a 
way to support successful coordination.  
Taken together, the results of Experiment 1 suggest that participants 
simulated the imagined partner’s jump in addition to their own imagined jump. 
This provides evidence that people are able to integrate motor simulations of 
their own and a partner’s parts of a joint action (Keller, 2012; Wolpert et al., 
2003).  
 
Experiment 2 
Having established that individuals can integrate motor simulations about 
their own and their partner’s imagined actions, we tested the hypothesis that 
only those motor parameters that actually constrain movement execution would 
be taken into account during imagery of joint action coordination. For this 
purpose, we systematically manipulated the size of the jump targets in addition 
to distance, thereby creating three indices of movement difficulty (Table 1). Fitts 
(1954) showed that the time to prepare and perform a movement lawfully 
depends on the relation between movement distance and target width. This 
relation is captured by the formula ID = log2(2D/W), whereby D is the 
movement distance, W the target width and ID a scale-free index of difficulty. 
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Whereas previous studies have shown that Fitts’ law holds not only in action 
preparation and performance but also in perception of others’ actions (Eskenazi, 
Rotshtein, Grosjean, & Knoblich, 2012; Grosjean, Shiffrar, & Knoblich, 2007) and 
in individual motor imagery (Decety & Jeannerod, 1995; Decety et al., 1989), 
recent findings have revealed that the law does not hold in ballistic movements 
such as jumping (Juras et al., 2009). In movements with a ballistic trajectory, 
only distance, but not target width systematically influences the time it takes to 
plan and perform the movement. This is most likely related to the ballistic 
nature of jumping which does not allow flexible online corrections of the move-
ment path during target approach. Fitts’ law indicates that, in addition to the 
movement distance, the size of the target affects planning and performance of 
simple aiming movements such that smaller targets require higher precision and 
are therefore approached more slowly and with more care (Fitts, 1954; Juras et 
al., 2009). In contrast, during jumping it is not possible to correct or carefully 
perform the homing-in phase of the movement because of gravity constraints.  
Based on these previous findings, we predicted that the same violation of 
Fitts’ law would also be present in motor imagery of one’s own jumping. More 
importantly, if participants integrated simulations about their own and their 
partner’s actions we would expect that the violation should also influence motor 
imagery of joint action. Specifically, we predicted that participants’ imagined 
jump duration would reflect only the difference in distance between their own 
and their imagined partner’s jumps, but not the difference in ID. That is, if 
participants accurately simulate their own and their partner’s jumping using their 
motor system then imagery of joint action should be constrained specifically by 
those task parameters that constrain individual and joint action performance. 
 
Method 
Participants 
Twenty-four naïve participants were recruited from the same subject pool 
(17 women; mean age 22.3 years, SD = 2.2 years; no left-handed and two left-
footed). Participants’ mean body height was 175.4 cm (SD = 9.3 cm) so they 
were on average 6.9 cm taller than the experimenter.  
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Table 1. Target sizes (in cm) for each respective jump distance / index of difficulty combination 
used in Experiment 2. 
 
Materials and apparatus 
The same setup as in Experiment 1 was used with two changes. First, 
targets did not have a fixed size, but consisted of nine black soft rubber mats 
that could flexibly be changed. Their sizes were used to create IDs of 2, 3 and 4 
(see Table 1 for the exact sizes and distances). Second, to match the maximum 
jump distance in both experiments and still have target sizes of reasonable 
width, only three, slightly shorter jump distances were used (28 cm, 56 cm and 
112 cm). 
 
Procedure 
The procedure in Experiment 2 closely followed that of Experiment 1 with 
two exceptions to accommodate the extra factor ID. First, participants 
performed 54 trials in six blocks of nine trials. Second, after each block, the 
experimenter changed the target sizes. Targets sizes for each block were 
pseudo-randomized such that within a block, all three IDs were present. 
Vividness ratings of the imagery were also assessed after each block. The 
experiment took 40 min. 
 
Data analysis  
The same analyses as in Experiment 1 were performed for the factors 
Distance and ID separately, thereby controlling for the influence of the 
respective other task parameter. For ID, t-tests instead of linear regression 
analyses were used to determine the influence of Distance difference on jump 
duration.  
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 Index of Difficulty 
 2 3 4 
14 14 7 3.5 
28 28 14 7 
56 56 28 14 
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Results  
The analyses performed on the factor Distance (controlling for ID) replicated 
the findings from Experiment 1. First, the duration of imagined same-distance 
jumps (Figure 3a) increased significantly with longer jump distances (individual 
condition, β = .422, t(70) = 3.9, p < .001; joint condition, β = .355, t(70) = 
3.17, p < .01). Second, adaptation to the distance difference between 
participants’ own and their imagined partner’s jumps (Figure 3b) was only found 
for closer jumps, F(2,46) = 8.6, p < .001, such that jump duration was longer 
the larger the distance difference was, β = .269, t(70) = 2.33, p < .05, and not 
for farther jumps, F(2,46) = 0.002, p > .9, or in the individual condition, Fs < 
1.8, ps > .2.  
 
 
Figure 3. Results of Experiment 2. The findings of Experiment 1 were replicated with respect to 
jump distance in a) same distance jumps and b) different distance jumps. In contrast, index of 
difficulty did not significantly influence motor imagery in c) same ID jumps or d) different ID jumps. 
Error bars display within-subject confidence intervals (Loftus & Masson, 1994). * p < .05 
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As expected, Fitts’ law did not hold for imagery of jumping, i.e. ID did not 
significantly influence jump performance in same or different distance jumps. 
First, jump duration in same distance jumps was the same for all IDs when 
controlling for Distance, β < .056, t(70) < .4, p > .6. This is demonstrated 
graphically by the flat line in Figure 3c that shows that, if the influence of 
distance is controlled for (because all data points contain the same number of 
jumps with 28 cm, 56 cm and 112 cm distance), there are no effects of ID on 
participants’ estimates of their jump duration. Second, participants also did not 
take ID into account for coordinating their jumps with an imagined partner, Fs < 
1.9, ps > .18. In particular, participants’ imagined jump durations did not 
depend on the difference in movement difficulty (ID) between their own and 
their imagined partner’s jumps (Figure 3d) when their own jumps were closer, 
F(1,23) = 1.59, p > .2, when their own jumps were farther, F(1,23) = 1.92, p > 
.2, or when they imagined jumping individually, Fs < 0.3, ps > .5.  
As in Experiment 1, there was a main effect of participants’ mean rating of 
vividness of their imagery, F(2,46) = 8.64, p < .001. Imagining how the 
imagined partner would jump (M = 3.02, SD = 0.6) was significantly more 
difficult than imagining their own jumping, p < .01 (individual) and p < .01 
(joint), but there was no difference between imagining how they jumped 
themselves in the individual (M = 3.4, SD = 0.6) and the joint condition (M = 
3.37, SD = 0.6), p > .6.  
 
Discussion 
The findings of Experiment 2 suggest that Fitts’ law is violated for imagery 
of individual jumping as well as for imagery of joint jumping. This corresponds 
to recent findings on individual jumping performance (Juras et al., 2009) and 
demonstrates that the duration of imagined ballistic movements depends only 
on the distance and not on the index of difficulty, implying that target size is 
irrelevant. This finding extends prior knowledge on motor imagery by showing 
that the violation of Fitts’ law in ballistic movements holds for imagined jumps. 
To our knowledge, this has not been demonstrated before.  
More importantly for the field of social interaction, Experiment 2 showed 
that individuals’ imagery of jumping reflected only the difference in distance 
between their own and their imagined partner's jumps and not the difference in 
ID. This finding strengthens the case for a motor simulation approach to joint 
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action because it shows that only those task parameters that would constrain 
one’s own performance are taken into account when integrating simulations of 
one’s own and another person's actions.   
 
General discussion  
The aim of the present study was to determine whether people are able to 
engage in integrated motor simulations of self and other when imagining to 
perform coordinated actions together. We predicted that constraints imposed by 
the requirement to coordinate one's own actions with another person would 
influence motor imagery. Experiment 1 showed that behavioral effects obtained 
in joint action coordination (Chapter 3) could be observed in a motor imagery 
task where participants imagined both parts of the joint action. In particular, 
when intending to coordinate, participants’ jump duration was influenced not 
only by their own jump distance, but also by the difference between their own 
and the partner’s jump distance. This finding provides evidence for an 
integration of motor simulations of participants’ own and another’s (imagined) 
part of a joint action. Experiment 2 further supported this conclusion by showing 
that only task parameters that would constrain one’s own performance are 
taken into account when integrating simulations of one’s own and another 
person's actions.  
Together, the current findings extend previous research on motor simulation 
(Grush, 2004; Keller, 2012; Wilson & Knoblich, 2005; Wolpert et al., 2003) that 
has shown commonalities between perceiving, planning and performing actions 
(Brass, Bekkering, & Prinz, 2001; Kilner, Paulignan, & Blakemore, 2003; Kourtis, 
Sebanz, & Knoblich, 2013) and between imagining and performing actions 
(Ramsey, Cumming, Eastough, & Edwards, 2010). During joint action tasks, 
one’s own and others’ action parts need to be integrated to achieve coordination 
towards a shared goal. Whether and how motor simulations of one’s own and 
another person’s actions can be integrated has not directly been addressed 
before.  
In an attempt to answer this question, this study showed that people can 
integrate simulations of their own and another’s action parts when engaged in 
imagined joint actions and that these integrated simulations use a person’s own 
motor system. Future experiments are needed to investigate whether people 
engage in an integrated motor simulation of the complete joint action right away 
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or whether they simulate their own and their partner’s actions separately and 
then integrate them in an additional step. Furthermore, determining the 
boundaries of the ability to integrate simulations of own and others’ actions is an 
important goal for future research (Sartori, Cavallo, Bucchioni, & Castiello, 
2012). Do people simulate all action parts if they interact with multiple people? 
Is there an upper boundary for the number of actions that can be simulated and 
what are the parameters that would determine this boundary? Motor imagery 
might be a useful way of empirically addressing these relevant questions.  
The integration of simulations of self and other is also currently discussed as 
one of the core mechanisms aligning speaker and listener during discourse 
(Pickering & Garrod, in press). This opens an interesting link between imagery 
of joint action and linguistic discourse (Clark, 1996; Fusaroli et al., 2012). 
Testing whether predictions in the linguistic domain and predictions in the action 
domain follow the same integration principles can lead to an improved 
understanding of how language enables practical joint action and vice versa. 
In summary, by extending motor imagery to the domain of joint action, our 
study shows that people can simulate both their own and a partner’s actions 
and, importantly, integrate these predictions for coordination. Thus, the 
coordination of “our” actions can entirely take place in “my” mind. 
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Chapter 5 
When I know more than you: How perceptual information 
facilitates asymmetric joint action 
 
Abstract 
What role does continuous perceptual information play for coordination of 
asymmetric joint actions? Pairs of participants synchronized sequences of whole-
arm tapping movements towards different targets. Task knowledge was 
distributed asymmetrically between them such that the ‘informed’ person knew 
the location of a subsequent tap, whereas the ‘naïve’ person had to infer this 
information from the informed partner’s movements. The impact of continuous 
perceptual information was evaluated by comparing ‘bidirectional vision’ (both 
co-actors could see each other’s movements) and ‘unidirectional vision’ (the 
naïve partner could only see the endpoint of the informed partner’s movement). 
As predicted, coordination measured as mean asynchrony between co-actor’s 
taps was better and their movements were more strongly coupled under 
bidirectional vision. In situations in which their partner could see them, 
participants’ tapping movements were of higher amplitude and the informed 
partner’s movement amplitude clearly predicted target location. These 
adjustments strategically maximized the availability of perceptual information 
and made movements more predictable. Finally, co-actors’ tapping variability 
contained more fractal (i.e. self-similar) structure in joint action than in 
individual baseline performance. Together, the present results suggest an 
interplay of dynamic behavior coupling and strategic adaptation. We conclude 
that fully understanding joint action coordination requires both dynamical 
systems and representational accounts. 
 
Based on: 
Vesper, C. & Richardson, M. J. (submitted for publication). When I know 
more than you: How perceptual information facilitates asymmetric joint action. 
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Introduction 
Humans perform many of their actions next to and often in coordination 
with other people. Consequently, joint actions (Clark, 1996; Sebanz, Bekkering, 
& Knoblich, 2006) come in different forms and vary on many dimensions, for 
example on the number of actors involved, the accuracy requirements for 
achieving a joint goal or the degree of prior planning (see Knoblich & Sebanz, 
2008, for some useful categorizations). Joint actions also differ with respect to 
what needs to be coordinated among co-actors. In some cases, only the timing 
of individual actions requires coordination with others as when playing in a 
string quartet. In other cases, it is important to coordinate the location to which 
each action is targeted as when jointly searching an apartment for a lost key 
(e.g., Brennan, Chen, Dickinson, Neider, & Zelinsky, 2008). In many natural 
joint actions, however, actions need to be coordinated in both time and space to 
successfully reach an intended joint goal. For instance, imagine how someone 
helps a friend move a heavy box. In this situation, both individuals need to start 
lifting the box at the same time (‘when’), but they also need to move it to the 
same final location (‘where’).  
The example of jointly moving a box demonstrates another aspect common 
to many joint action tasks: Often, not all individuals have access to the same 
kind or the same detail of task information. In particular, only one person might 
know where the box has to be moved to and therefore the other needs to rely 
on information provided by the partner. Such asymmetric (Richardson, Harrison, 
May, Kallen & Schmidt, 2011; Schmidt, Fitzpatrick, Caron, & Mergeche, 2011) or 
unbalanced (Clark, 1996) joint actions make co-actors’ roles unequal. On the 
one hand, being the person who has access to relevant information presupposes 
performing one’s own action in a way that maximally supports the partner in 
performing her part. Being the one without that information, on the other hand, 
demands reading the partner’s action cues and using them to achieve the 
intended joint action goal. Such differences in action roles are likely to affect 
how well-coordinated co-actors are which, in turn, sets constraints on each 
individual’s behavior.  
The aim of the present study was to investigate the effects of task 
asymmetries on the way people perform sequences of coordinated movements. 
More specifically, the question was how co-actors make use of continuous 
perceptual information to improve coordination. We approached this question by 
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employing concepts and methods from two different perspectives on joint action 
coordination, a behavioral dynamics account (Coey, Varlet, & Richardson, 2012; 
Marsh, Richardson, & Schmidt, 2009; Schmidt & Richardson, 2008) and a 
coordination strategy approach (Chapter 1). The two accounts offer different 
explanations of joint action and predict different aspects to be affected by task 
asymmetries, but they can be conceptualized as being complementary. A 
secondary aim of the present study is to demonstrate how dynamical and 
representational approaches together play a role in joint action coordination. 
Given that the current study focused on asymmetric joint actions where co-
actors have different tasks or different degrees of perceptual information, we 
will in the following provide a short overview of how different kinds of 
asymmetries are relevant to joint action and briefly discuss the two theoretical 
accounts. 
 
Asymmetric joint actions  
Task asymmetries. In many cases of joint action, asymmetries are explicit 
and have immediate relevance for interpersonal coordination. For instance, co-
actors’ tasks might involve different types of actions so that only their combined 
effort will result in successful joint performance (e.g., Bosga & Meulenbroek, 
2007, non-redundant condition; Knoblich & Jordan, 2003; Mottet, Guiard, 
Ferrand, & Bootsma, 2001, Experiment 2). Thus, such cases demand that co-
actors take each other’s actions into account and, if necessary, adapt how they 
perform their own actions to how others perform their actions. For example, a 
co-actor whose action is relatively easy might adapt her movement more 
strongly when the partner has a relatively difficult action to perform (Chapter 3). 
Making use of explicit task asymmetries to distribute who is making an effort to 
adapt and who is not can support coordination by preventing that co-actors 
over-adapt to each other. This is in line with other empirical evidence suggesting 
that when co-actors’ tasks are symmetric, distributing effort does often not 
seem to be a feasible strategy because it might be difficult to negotiate who 
takes over which action role (Konvalinka, Vuust, Roepstorff, & Frith, 2010) or 
because performing actions redundantly provides more task control (Bosga & 
Meulenbroek, 2007, redundant condition; van der Wel, Knoblich, & Sebanz, 
2011). 
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Many asymmetric joint actions involve action hierarchies that clearly 
distinguish leaders from followers. One such example is ensemble performance 
in classical Western music where a melodic part often has a (musically) leading 
role that is accompanied by other voices or instruments. Actions might also be 
performed in a certain temporal order instead of at the same time so that the 
person acting later is constrained by what the other person has done earlier. For 
example, a number of studies suggests that, in spite of a strong natural 
tendency to imitate observed actions (Brass, Bekkering, & Prinz, 2001; Tsai, 
Sebanz, & Knoblich, 2011), people in a joint action context might actually be 
more likely to perform movements that complement a co-actor’s action than to 
mimic what someone has just done (Miles, Lumsden, Richardson, & Macrae, 
2011; Newman-Norlund, van Schie, van Zuijlen, & Bekkering, 2007; van Schie, 
Waterschoot, & Bekkering, 2008).  
Perceptual asymmetries. Some asymmetries are based on differences in 
perceptual information available to individuals involved in a joint action rather 
than explicitly different tasks. For instance, co-actors might have different 
spatial perspectives on a visual scene (Samson, Apperly, Braithwaite, Andrews, 
& Bodley Scott, 2010) or a different focus of attention on a jointly attended 
object (Böckler, Knoblich, & Sebanz, 2012). Consequently, also their extent of 
access to perceptual information differs. In many cases, such perceptual 
asymmetries have disadvantageous effects on interpersonal coordination. As an 
example, two musicians performing a piano duet play less synchronously if the 
person playing the melody can only hear the person playing the 
accompaniment, but not her own playing, compared to the more natural 
situation where auditory feedback from both pianists is available (Goebl & 
Palmer, 2009). Similar results have been reported in studies in which auditory 
feedback was manipulated between co-actors in a joint tapping task (Konvalinka 
et al., 2010) or when visual information was reduced for a person who verbally 
instructed another person about the necessary steps to assemble an object 
(Clark & Krych, 2004). Moreover, in a recent study requiring pairs of participants 
to synchronize continuous, oscillating movements (Marmelat & Delignières, 
2012), modulating auditory feedback changed the coupling strength between 
co-actors’ movements. In particular, their movements were continuously more 
synchronized when mutual auditory feedback was available. Together, the 
reviewed studies demonstrate that mutual perceptual information is important 
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for interpersonal coordination and that reducing it asymmetrically often impairs 
joint action performance.   
Emergent asymmetries. Although asymmetries often directly imply a lack of 
information and therefore a challenge for coordination, there are a variety of 
examples in which making otherwise equal tasks or actions dissimilar can be 
beneficial for coordination. In these cases, asymmetries are not explicit or 
immediately present, but they emerge during the course of an interaction 
because they improve task performance. For example, when acting together in a 
narrow shared workspace, it might be beneficial for smooth synchronous 
(Richardson et al., 2011) and sequential joint action performance (Vesper, 
Soutschek, & Schubö, 2009) if at least one person changes her own movement 
path to prevent collisions with another person’s limbs. Similarly, asymmetries in 
how co-actors perform their tasks can also serve to increase efficiency in a joint 
action as when people distribute a shared search space among each other to 
ensure that no part of it is repeatedly searched (Brennan et al., 2008). 
Asymmetries can also emerge based on differences in individual people’s 
skills. As an example, people might be better or worse in predicting others’ 
actions (Pecenka & Keller, 2011), in reading others’ minds (Krych-Appelbaum et 
al., 2007) or with respect to their preferred tempo for action performance 
(Loehr & Palmer, 2011). Individuals also seem to pick up action capabilities of 
potential co-actors from stable, bodily characteristics such as arm length 
(Isenhower, Richardson, Marsh, Carello, & Baron, 2010; Richardson, Marsh, & 
Baron, 2007) as well as from current, temporary features such as indications of 
injuries (Doerrfeld, Sebanz, & Shiffrar, 2012). Together, these findings 
demonstrate how introducing asymmetries to otherwise equal tasks can under 
certain circumstances be advantageous for smooth and successful interaction. 
 
Dynamical and representational approaches to joint action  
The studies reported above all investigated forms of joint action, but they 
often differ in their theoretical interpretation. In particular, there are at least two 
theoretical approaches to joint action that are predominant in the literature on 
interpersonal coordination and that are also relevant for the present study. The 
first is a behavioral dynamics perspective on joint action and social movement 
coordination (Coey et al., 2012; Marsh et al., 2009; Schmidt & Richardson, 
2008). Its central claim is that interpersonal coordination arises in a self-
Chapter 5: Perceptual information in asymmetric joint action 
 
 
112 
organized manner from the informational couplings that exist between people in 
a joint action setting. In other words, emergent coordinative structures are 
understood to be a consequence of lawful dynamical principles that are known 
to constrain and order the behavior of animate (e.g. flocks of birds; people 
walking in a crowded street), as well as inanimate systems (e.g. the 
synchronization of pendulum clocks; drops of oil on a water surface). From this 
perspective, asymmetries in co-actors’ task roles or the strength of the 
informational couplings that connect co-actors alters the underlying dynamic 
stabilities of a behavioral task (in comparison to symmetric task roles). In turn, 
how individuals coordinate their movements and actions together naturally 
(re)organizes behavior, with corresponding changes in how joint action unfolds 
over time.  
The second approach to joint action targets the representational structures 
that make joint action possible. These can refer to processes such as co-
representing others’ actions (Sebanz, Knoblich, & Prinz, 2003; Tsai et al., 2011), 
predicting and understanding others’ actions through motor simulation (Keller, 
2008; Knoblich & Jordan, 2003; Wilson & Knoblich, 2005; Wolpert, Doya, & 
Kawato, 2003; Chapter 3) or monitoring a joint action outcome (de Bruijn, de 
Lange, von Cramon, & Ullsperger, 2009; Loehr, Kourtis, Vesper, Sebanz, & 
Knoblich, 2013). Moreover, according to a recent suggestion, individuals might 
under certain circumstances adapt their own actions generally to maximize the 
likelihood of coordinated behavior, referred to as a coordination strategy 
(Chapter 1). Especially if the availability of other mechanisms is reduced or if 
joint task performance is very challenging, it is useful to adapt one’s own actions 
to support coordination with another person. Examples for coordination 
strategies are making one’s own actions predictable for a partner by reducing 
variability over a sequence of actions (Chapter 2), distributing task effort among 
co-actors (Brennan et al., 2008; Chapter 3) or exaggerating one’s own action 
performance to provide a partner with maximum perceptual information (Goebl 
& Palmer, 2009). From this perspective, asymmetric joint actions will require 
strategic adaptations from co-actors to overcome the challenges of unequal task 
knowledge or asymmetric perceptual information. 
In spite of the apparent differences in explaining coordinated behavior, the 
latter approach is not necessarily contrary to the former dynamic systems 
explanation. Both accounts propose a modification in actor behavior that is a 
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functional consequence of the asymmetries involved. Specifically, strategic 
behavioral adaptations or individuals’ intentions and representations of another’s 
task (Sebanz et al., 2003; Chapter 1) will alter the dynamic stabilities of a joint 
action in the same way that any physical or informational constraint would 
(Coey et al., 2012; Richardson, Marsh, & Schmidt, 2010). Thus, the two 
accounts are best conceptualized as complementary explanations of how joint 
action and interpersonal movement coordination comes about. Accordingly, we 
suggest that dynamical and representational approaches together play a role in 
joint action coordination.   
 
The present study 
In the present study, we introduced asymmetries between two co-actors at 
the level of the task. Like in the earlier example where someone helps a friend 
move a heavy box, only one person (the informed partner, IP) knew the target 
location of each person’s next action, whereas the other (the naïve partner, NP) 
was required to infer where the next movement should be directed based on the 
informed partner’s movements. In addition to these asymmetric action roles, we 
modulated the amount of visual information that NP received about IP’s 
movements, thereby introducing a perceptual asymmetry between partners and 
increasing coordination difficulty. The purpose of this manipulation was to 
investigate the role that continuous perceptual information plays in coordinating 
asymmetric joint actions. 
The task for pairs of participants was to synchronize the endpoints of a 
sequence of whole-arm tapping movements to different targets that were 
displayed on either side of a large touch-screen table. Before each movement, 
the person who was assigned the role of the informed partner (IP) received 
spatial cues about the location of the subsequent target. The person who was 
assigned the role of the naïve partner (NP) did not directly receive this 
information, but had to infer the next movement target from IP’s actions. Thus, 
the co-actors’ task contained both a ‘where’ and a ‘when’ aspect for coordination 
because both the subsequent target location and the timing of tapping onto that 
target had to be coordinated. The experiment comprised three task conditions. 
In one, the bidirectional vision condition (B), both actors could see each other’s 
complete movement trajectories. In the second, the unidirectional vision 
condition (U), only IP could see NP’s movement trajectories, whereas NP could 
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see the endpoint of IP’s movements, but not her whole trajectory. In the third 
condition, the individual baseline condition (I), participants were required to 
perform the task independently. Therefore, this condition served as a baseline 
for movement performance because it did not require any interpersonal 
coordination.  
Of particular interest for the present study was how having continuous 
perceptual information about each other’s actions would affect IP’s and NP’s 
movement execution and whether co-actors would modulate their movements to 
maximize the availability of this information. We hypothesized that continuous 
perceptual information would improve coordination between co-actors’ tapping 
in two ways. First, in line with a behavioral dynamics account of joint action 
(Coey et al., 2012; Marsh et al., 2009; Schmidt & Richardson, 2008), we 
hypothesized that co-actors would exploit the available perceptual information to 
achieve coordination directly through dynamical coupling between their 
movements. The more perceptual information would be available, the better it 
could be exploited and, consequently, the better interpersonal coordination 
should be. Second, in line with a coordination strategy approach (Chapter 1), we 
expected that, whenever possible, co-actors would also strategically adapt their 
own actions to enhance mutual perceptual information for the partner, thereby 
supporting successful joint coordination.  
Based on this reasoning, we hypothesized that action coordination would be 
better if more mutual visual information was available. This should be evident in 
the resulting coordination performance such that mean absolute asynchrony 
between co-actors’ taps would be smaller and co-actors’ movements would be 
more continuously coupled in the bidirectional compared to the unidirectional 
vision condition. In addition, we expected that because the bidirectional vision 
condition should be easier co-actors’ movements would be faster and less 
variable than in the unidirectional vision condition (but see Chapter 2, for 
situations in which fast and predictable action performance is a useful strategy 
actually improving coordination in difficult joint actions). 
Moreover, based on the idea of strategic behavioral adaptations (Chapter 1), 
we expected co-actors to exaggerate their movements by increasing their 
amplitude in cases in which the partner would be able to use that information. 
Thus, whenever NP could see IP’s movement (bidirectional vision condition) IP 
might perform her tapping movements with higher amplitude. Conversely, as IP 
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could see NP’s tapping in both joint conditions, we expected NP’s movement 
amplitude to be overall higher in joint compared to individual baseline 
performance. The expected advantage of strategically exaggerating one’s 
movement amplitude would be an increase in visual information exchange 
between co-actors. This in turn would allow their movements to be more 
strongly coupled, leading to smaller asynchronies between co-actors’ tapping. 
Thus, representational and dynamical accounts together suggest direct effects 
of the availability of perceptual information on individual behavior (through 
strategic adaptation) and on joint coordination (through continuous coupling).  
In addition to this predicted general increase in movement amplitude, we 
hypothesized that IP would also provide NP with more specific task information. 
In particular, in the case that NP could see IP’s movements (i.e. in the 
bidirectional vision condition), we predicted IP to strategically make her 
movements predictable by communicating information about the next target 
location through her movements such that NP could more easily perform the 
correct action. This should not be the case when NP cannot see IP’s movements 
and therefore cannot make use of that specific information (i.e. unidirectional 
vision condition) and also not in NP’s movements given that this person did not 
have information about the target.  
Finally, we expected that co-actors’ modulation of their movements would 
increase the fractal structure of the variability of intertap intervals. Determining 
the degree to which a behavioral time-series contains fractal or self-similar 
structure provides an index of whether the variability that occurs during 
repeated performance is random (i.e., “white noise”) or somewhat non-random 
and correlated over time (i.e., “pink noise”). Prior evidence suggests that fractal 
structure is an indication for voluntary, self-controlled action performance (in 
contrast to more automatic movement execution; van Orden, 2010). Thus, if co-
actors in the current study took special care of how they would perform their 
movements, one would expect that their movement variability would not be 
random but contained fractal structure.  
 
Method 
Participants 
Twelve women and 20 men of the University of Cincinnati participated in 
randomly matched pairs (2 pairs with only women, 6 pairs with only men). 
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Within each pair, one person was randomly assigned the role of the informed 
partner (IP) and one the role of the naïve partner (NP). Participants were 
between 18 and 38 years old (22.8 years, standard deviation [SD] = 5.2 years) 
and right-handed. They received course credit as compensation. The study was 
approved by the local Institutional Review Board. 
 
Apparatus and stimuli 
Four target areas were displayed by a projector on each side of a custom-
made interactive touch-screen table (Figure 1). Target areas were blue circles 
with on either side a smaller red circle. Before each tap, certain small red circles 
turned green to indicate which of the four blue big circles would be the 
subsequent target. The indicators on IP’s side were covered by small plastic 
tubes cut in half (diameter = 1.5 cm, height = 1.5 cm) to prevent NP from 
seeing them during the joint conditions. There were no indicators on NP’s side 
during the joint condition. Depending on the condition, occluders were set up 
between participants to restrict visual feedback about each other. The height of 
the occluders in the joint condition was adjusted flexibly to ensure that different 
participants could see the same details of their co-actor (exact sizes are 
displayed in Figure 1). The room light was dimmed during the entire 
experiment. 
 
 
Figure 1. Setup used in the three conditions along with the measurements in cm. a) Individual 
baseline condition (I); b) Bidirectional vision condition (B); c) Unidirectional vision condition (U). 
Note that in the unidirectional vision condition, the right screen did not reach down to the table 
surface, thereby allowing the naïve partner (NP) to see the endpoint of the informed partner’s (IP’s) 
trajectory towards the target. The exact position of the screens was adjusted for each pair 
depending on participants’ height. 
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Six sequences of 274 taps each were prepared in advance. The assignment 
of sequences to conditions was counter-balanced between participant pairs. All 
sequences were made up of 34 blocks of 8 trials that were permutations of two 
times all four target locations (for example, one block could have the target 
order 1-3-2-1-3-4-2-4). Blocks were designed to contain no immediate 
repetitions of the same target (e.g. 2-2), no complete series (e.g. 1-2-3-4 or 4-
3-2-1) and no repetitions of two number patterns (e.g. 3-1-3-1). All six 
sequences ended with two final taps to random targets. 
 
Procedure 
The two members of each participant pair arrived in the lab at the same 
time. One person was randomly assigned the role of the informed partner and 
the other the role of the naïve partner. The roles determined how much 
perceptual information that person received in the joint conditions and also on 
which side of the table she stood. Participants were instructed together in 
written and verbal form. 
First, participants independently performed two sequences in the individual 
baseline condition (Figure 1a). In this condition, the task was identical for IP and 
NP. A black fabric screen and ear muffs prevented any visual or auditory contact 
between them so that the two members of a pair could perform the individual 
baseline condition at the same time. Participants were instructed to tap as fast 
as possible onto the correct target highlighted by a green indicator. As soon as 
the correct target was hit, the next one was highlighted.  
Following the individual baseline condition, participants performed the two 
joint conditions that differed in the amount of information that NP received 
about IP’s actions. In the bidirectional vision condition (Figure 1b), both IP and 
NP could see each other’s complete movement trajectories (but not each other's 
upper body including the face). In contrast, in the unidirectional vision condition 
(Figure 1c), IP could see NP’s complete movement trajectories, whereas NP only 
saw the end position of IP’s movements. The order of the two joint conditions 
was counterbalanced such that half the participant pairs started with the 
bidirectional vision condition and then performed the unidirectional vision 
condition, whereas the other half first did the unidirectional and then the 
bidirectional vision condition. 
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The task was the same in the two joint conditions. In both cases, 
participants were informed that they should quickly tap onto the correct targets 
at the same time as their partner, but that only the informed partner would 
know where the next target would be. Participants did not talk during task 
performance. Completing one sequence in any of the three conditions took 
between 4 and 6 min and there were short breaks between sequences. The 
total duration of the experiment was about 45 min. 
 
Data collection and analysis 
Movements were recorded with a magnetic motion tracking system 
(Polhemus Liberty Latus) with two wireless sensors sampled at a constant 
frequency of 188 Hz. Sensors were mounted with adhesive tape on the front of 
each participant’s outstretched index and middle finger. The sensors' 
movements were evaluated online, thereby controlling the experimental 
procedure. Stimulus presentation and data collection was programmed in C.  
For the offline analysis, target hits were extracted8 from the raw data time 
series by a semi-automatic Matlab procedure that also calculated all relevant 
performance parameters. The data from the first eight and the last two taps 
were removed and outlier taps were computed (values above or below the mean 
reaction time +/- 4 SD). All taps that were outliers in IP or NP were removed 
and the sequences were truncated to a length of 256 taps by removing taps in 
the end. The parameter values of the two sequences in each condition were 
then averaged for the analysis. Statistical data analysis was performed with 
SPSS for Windows. Where appropriate, post-hoc direct comparisons between 
conditions were Bonferroni-corrected9. 
 
Results 
Coordination 
Coordination performance was measured as absolute mean asynchrony 
between co-actors’ taps and compared in the two joint conditions with a paired 
                                               
8 In most cases, target hits were already correctly detected by the online tap analysis. However, 
some of the naïve partner’s taps in the joint conditions were not registered during online analysis 
and were therefore extracted offline. For that purpose, the extraction algorithm picked the first 
instance in the raw time series that fell within all of a combination of three criteria: 1) after a zero-
crossing of the overall velocity, 2) within 2 SDs around the mean horizontal position for the current 
target and 3) below 2 SDs of the mean height at target hits. 
9 For the results of analyses of variance, we report Greenhouse–Geisser corrected p-values and 
uncorrected degrees of freedom for F-values. 
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samples t-test. As expected, coordination was better, i.e. absolute asynchrony 
was lower, when co-actors could see each other’s movements (bidirectional 
vision condition, 103.4 ms, SD = 33.6 ms) than when only the informed partner 
(IP) could see the naïve partner’s (NP’s) movements (unidirectional vision 
condition, 155.5 ms, SD = 61.9 ms), t(15) = -4.17, p < .01.   
 
 
Figure 2. Instantaneous relative phase (IRP), a measure of how closely coupled IP and NP’s 
movements were. a) Frequency distribution of phase angles. The higher the frequency of phase 
angles close to 0 the more in-phase two time-series are. b) Mean relative phase. Like in a), values 
closer to 0 indicate stronger in-phase synchronization of IP and NP’s movements. [B = bidirectional 
vision condition; U = unidirectional vision condition] Error bars display within-subjects confidence 
intervals (Loftus & Masson, 1994). 
 
To investigate whether co-actors’ movements were more continuously 
coupled in the bidirectional vision condition, instantaneous relative phase (IRP) 
was computed from IP’s and NP’s complete time series (using the horizontal 
dimension). IRP is a measure of how strongly in-phase two time series (such as 
IP’s and NP’s movement trajectories) are by determining for each pair of data 
points a relative phase angle (Pikovsky, Rosenblum, & Kurths, 2001). The closer 
the relative phase angle is to 0°, the more continuously coupled the two time 
series are (see Schmidt & Richardson, 2008, for more details). This analysis 
indicated that the relative phase of IP’s and NP’s movements was indeed closer 
to zero in the bidirectional (-10.86, SD = 6.05) compared to the unidirectional 
vision condition (-14.54, SD = 6.63), F(1,15) = 12.2, p < .01, providing 
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evidence for a stronger continuous coupling of their movements when they 
received bidirectional visual information (Figure 2).   
 
Reaction time and variability 
Reaction time was measured as the duration between performing one tap 
and the next.  IP’s and NP’s reaction times were analyzed separately with 
within-subjects analyses of variance (ANOVAs) with the single factor Condition 
(individual baseline, bidirectional vision, unidirectional vision). All means and 
standard deviations are reported in Table 1. IP’s reaction time was significantly 
influenced by Condition, F(2,30) = 79.21, p < .001. In particular, IP’s taps were 
slower in the unidirectional than in the bidirectional vision condition, p < .01, 
and reaction times in the joint conditions were overall slower than in the 
individual baseline condition, both p < .001. NP’s reaction times were similarly 
affected by Condition, F(2,30) = 88.71, p < .001.  NP’s taps were slower when 
she could not see IP’s movements than when bidirectional vision was available, 
p < .01. Reaction times in the joint conditions were performed more slowly than 
in the individual baseline condition, both p < .001.  
 
  Informed partner (IP)  Naïve partner (NP)  
 I B U I B U 
RT (ms) 653.5 
(68.6) 
1054.7 
(183.8) 
1173.0 
(191.3) 
632.3 
(96.3) 
1059.5 
(184.9) 
1179.4 
 (188.8) 
STD (ms) 106.1 
(24.0) 
120.1 
(36.4) 
161.7 
(49.5) 
77.9 
(27.6) 
141.7 
(30.5) 
185.8 
 (35.0) 
Amplitude (cm) 4.5 (1.1) 7.9 (4.7) 4.4 (1.3) 5.1 (1.6) 7.4 (4.0) 6.0 (2.7) 
Amplitude slope  .15 (.17) .85 (.78) .52 (.56) .37 (.41) .19 (.43) .06 (.18) 
Table 1. Means and standard deviations (in brackets) for the factor Condition. [I = individual 
baseline condition; B = bidirectional vision condition; U = unidirectional vision condition]. 
 
We also analyzed the within-subjects variability of co-actors’ reaction times, 
measured as standard deviation (Table 1). IP’s tapping variability was affected 
by Condition, F(2,30) = 9.82, p < .01. IP’s taps were more variable when NP 
could not see IP’s movements than under bidirectional vision, p < .05. Variability 
in the individual baseline condition was not significantly different from variability 
in the bidirectional condition, p > .5, but significantly lower than in the uni-
directional vision condition, p < .01. For NP’s variability of reaction time, there 
was also a main effect of Condition, F(2,30) = 43.88, p < .001. The 
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unidirectional vision condition had a higher standard deviation than the 
bidirectional vision condition, p < .01. When NP performed the task individually 
her movement variability was lower than in the joint conditions, both p < .001. 
 
Movement amplitude 
To investigate how much participants modulated their movement 
performance depending on the condition, we computed the amplitude (= 
maximal vertical extension) between one tap and the next (Figure 3; Table 1). 
For IP, this parameter was significantly affected by Condition, F(2,30) = 11.07, 
p < .01 (Figure 3a). Movements were performed with higher amplitude in the 
bidirectional than in the unidirectional vision condition, p < .01, and the 
individual baseline condition, p < .05. Under unidirectional vision, movement 
amplitude was not different than in individual performance, p = 1.0. Similarly, 
there was a main effect of Condition in NP’s movement amplitude, F(2,30) = 
7.46, p < .01 (Figure 3b). NP’s tapping movements in the bidirectional vision 
condition had significantly higher amplitudes than in the individual baseline 
condition, p < .05, but not than in the unidirectional vision condition, p > .07. 
Movements performed under unidirectional vision were not significantly different 
from movements performed individually, p > .2. 
To test the hypothesis that IP’s movement amplitude in the bidirectional 
joint condition would contain more information about the target location than 
the individual baseline or NP’s movements, we computed the amplitude for each 
absolute target-to-target distance (i.e. going from the first to the third target (1-
3) had the same absolute distance as 2-4 or 3-1, but not as 1-2 or 3-4). For 
each person and condition, these values were submitted to a linear regression 
analysis to compute the regression slopes that indicated how strongly IP’s 
movement amplitude increased per distance step. Thus, the slope parameter 
was used to examine whether larger absolute distances between the current 
and the next target would go hand in hand with higher-amplitude movement 
trajectories. The resulting regression slopes were analyzed with an ANOVA just 
as the parameters reported before (Figure 3; Table 1). 
Results indicated a significant main effect of Condition for IP’s amplitude 
slope, F(2,30) = 11.36, p < .001. The slope in the bidirectional vision condition, 
p < .01, and the unidirectional vision condition, p < .05, were significantly 
steeper than in the individual baseline condition. The slope in the unidirectional 
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vision condition was descriptively lower than in bidirectional vision, but 
statistically only marginally significant10, p = .064. The slope of NP’s movement 
height was also influenced by Condition, F(2,30) = 4.9, p < .05. However, in 
contrast to IP’s results, the slope in the bidirectional vision was not significantly 
different from the slope in the unidirectional or individual baseline conditions, 
both p > .4. The unidirectional vision condition was significantly less steep than 
the individual condition, p < .001. 
 
 
Figure 3. Movement amplitude of a) informed partner (IP) and b) naïve partner (NP) shown 
separately for absolute target distances (1 target = 22 cm, 2 targets = 44 cm and 3 targets = 66 
cm). In the right corners of each graph, the regression slopes calculated from the different absolute 
target distances are illustrated. [I = individual baseline condition; B = bidirectional vision condition; 
U = unidirectional vision condition]  
 
Fractal analysis 
A fractal analysis was performed to investigate whether the structure of 
variability of co-actors’ reaction times would be more or less self-similar 
depending on the experimental condition. We used detrended fluctuation 
analysis11 (DFA; see Delignières et al., 2006; and Holden, 2005; for a 
                                               
10 The presence of a slope in the unidirectional vision condition was not due to the order in which 
the joint conditions were performed. 
11 We also performed a power spectral analysis (PSD) on the same data to compare whether these 
two standard methods of estimating the fractal exponent would be consistent. The results showed 
the same statistical pattern. 
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methodological description of DFA and an introduction to fractal analysis) to 
compute the fractal exponent of participants’ detrended residual reaction time, 
i.e. reaction time after subtracting from each value the mean reaction time for 
the respective movement between one target and any other (Gilden, 2001). The 
resulting parameter is the Hurst exponent (H) that describes the degree of self-
similarity of a time series in terms of how its variability changes when one 
increases or decreases the sample size. Exponents of 0.5 < H < 1.0 generally 
indicate that the variability contains fractal structure (also often called “pink 
noise”); thus, the pattern at lower sample sizes resembles that on higher sample 
sizes. In contrast, exponents close to H = 0.5 indicate random variability (or 
“white noise”) where the structure of variability is unrelated to sample size.  
A DFA of IP’s residual reaction time revealed fractal structure in all three 
conditions (Figure 4a). This was tested statistically with one-sample t-tests 
comparing the Hurst exponent in each condition to a value of H = 0.5, thus, 
testing whether it is different from the standard value of white noise (individual 
baseline: t(15) = 3.06, p < .01; bidirectional vision: t(15) = 9.06, p < .001; 
unidirectional vision: t(15) = 6.64, p < .001). An ANOVA of the Hurst exponents 
in the three conditions yielded a significant main effect of Condition, F(2,30) = 
11.6, p < .001. Exponents of the two joint conditions were not significantly 
different from each other, p = 1.0, but both were higher than the exponent in 
the individual baseline condition, both p < .01. Thus, the joint conditions 
contained significantly more fractal structure than the individual baseline. 
The same analyses performed for NP’s residual reaction time (Figure 4b) 
also showed that all conditions contained fractal structure (individual baseline: 
t(15) = 2.49, p < .05; bidirectional vision: t(15) = 6.68, p < .001; unidirectional 
vision: t(15) = 5.53, p < .001). Directly comparing NP’s fractal exponents with 
an ANOVA indicated a significant influence of the factor Condition, F(2,30) = 
3.9, p < .05. Exponents of the bidirectional and the unidirectional vision 
condition were not significantly different from each other, p = 1.0. The fractal 
exponent in the individual baseline condition was significantly lower than in the 
bidirectional vision condition, p < .01, but not than in the unidirectional vision 
condition, p > .2. 
As another test whether the time series contained fractal structure, we 
randomly shuffled the order of taps in all time-series and performed the same 
DFA on them. This tested whether the order in which reaction times were 
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collected was relevant as is predicted by fractal theory. Results indicate that IP’s 
and NP’s shuffled reaction time series in all three conditions were not different 
from H = 0.5, all p > .1 (Figure 4a, b), i.e., when shuffled, co-actors’ tapping 
variability did not contain any fractal structure. This indicates that randomizing 
tap order destroyed the underlying fractal structure that is present in the 
actually performed time series. 
 
 
Figure 4. a) Informed partner’s (IP’s) fractal exponent (Hurst exponent, H). b) Naïve partner’s 
(NPs) fractal exponent (H). [I = individual baseline condition; B = bidirectional vision condition; U = 
unidirectional vision condition] Error bars display within-subjects confidence intervals (Loftus & 
Masson, 1994). c)-e) Correlation of IP’s and NP’s fractal exponents in c) individual baseline, d) 
bidirectional vision and e) unidirectional vision.  
 
Finally, following a recent proposal (Marmelat & Delignières, 2012), we 
tested whether IP’s and NP’s fractal exponents H were correlated with each 
other (Figure 4c-e). Results showed that in both joint conditions, fractal 
exponents were indeed highly correlated (bidirectional vision, r = .702, p < .01; 
unidirectional vision, r = .884, p < .001) such that partners had both either 
more or less fractal structure in their reaction time variability. In contrast, in the 
individual baseline, fractal exponents were uncorrelated, r = .084, p > .7.  
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Discussion 
The present study investigated the role of perceptual information during 
asymmetric joint actions. The task required pairs of participants to synchronize 
sequences of taps onto different target positions. An asymmetry in task 
knowledge was introduced by providing only one of the co-actors (the informed 
partner, IP) with information about the subsequent target location, whereas the 
other (the naïve partner, NP) did not receive this information. Thus, in order to 
achieve synchronous tapping, participants had to work together to coordinate 
both the ‘when’ and the ‘where’ aspect of the joint action task. Moreover, 
manipulating the amount of visual information that the participant without 
detailed task information (NP) had about the movements of the participant with 
task information (IP) introduced an additional perceptual asymmetry. In the 
bidirectional vision condition, co-actors could see each other’s complete 
movement trajectories, whereas in the unidirectional vision condition, only IP 
could see NP’s movements, but not vice versa. A third, individual baseline 
condition at the beginning of the experiment served to acquire participants’ task 
performance when they did not coordinate their actions with each other.  
We hypothesized that continuous perceptual information would improve 
coordination between co-actors’ tapping in two ways. In line with a behavioral 
dynamics account of joint action (Coey et al., 2012; Marsh et al., 2009; Schmidt 
& Richardson, 2008), we expected that co-actors would exploit the available 
perceptual information to achieve coordination directly through movement 
coupling such that the more perceptual information they had, the more 
continuously synchronized their movements would be. In line with a strategic 
approach to coordination (Chapter 1), we expected that individuals would adapt 
their actions to enhance mutual perceptual information in order to support their 
coordination with the partner.  
The results of the present study generally support these hypotheses. In 
particular, coordination between co-actors’ tapping was better in the 
bidirectional compared to the unidirectional vision condition as indicated by 
smaller mean absolute asynchronies. Moreover, participants’ reaction times were 
also shorter and less variable than when having only unidirectional vision. This 
indicates that mutual continuous visual information improved joint action 
coordination both in terms of the joint action outcome and with respect to the 
‘smoothness’ of individuals’ action performance.  
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Direct evidence suggesting that participants exploited the available 
perceptual information for coordination comes from an analysis of the dynamics 
of co-actors’ time-series. When perceptual information was available, co-actors’ 
movements were not only better coordinated at the endpoints (the actual 
tapping), but also continuously during movement execution. In particular, the 
time-series had mean instantaneous relative phases closer to 0° in the 
bidirectional compared to the unidirectional vision condition which is consistent 
with earlier findings on interpersonal coordination from a dynamical systems 
perspective (e.g., Schmidt & Richardson, 2008; Richardson, Marsh, Isenhower, 
Goodman & Schmidt, 2007). 
The current study also provides evidence that participants spontaneously 
modulated their behavior to facilitate coordination (Chapter 1). Both IP and NP 
strategically attempted to maximize the availability of perceptual information by 
performing their movements with higher amplitude; importantly, however, this 
increase in movement amplitude was specific to situations in which the partner 
could actually use that information. Thus, IP’s movement amplitude was 
increased under bidirectional vision, but not under unidirectional vision when NP 
could not see her movements. NP always performed her movements with higher 
amplitude than at individual baseline which, given that her movements could 
always be seen by IP, is consistent with the idea that providing information 
depended on whether there was an appropriate receiver. A similar specificity of 
information supply is known from studies on language use during conversations 
(Brennan & Hanna, 2009). For example, when retelling a story from a picture, 
speakers provide critical information earlier and with more detail if the 
addressee cannot see the picture (Lockridge & Brennan, 2002), thereby keeping 
track of the interaction partner’s knowledge and providing her with specific, 
relevant information. In a similar way, exaggerating one’s movements during 
joint tapping can have a communicative function by providing the partner with 
maximal visual information and thereby communicating important parameters of 
one’s own movement performance like current position, movement direction or 
velocity (see also Clark, 1996, on nonconventional coordination signals). 
However, tapping specifically higher is not the only way in which participants 
conveyed information through the way they performed their movements. In 
particular, IP’s movement amplitude contained information about the upcoming 
target location such that she performed her movements with higher amplitude 
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when the next target was relatively far than when the next target was relatively 
close. Thus, IP’s movement amplitude clearly predicted target location. This 
adaptation was strongest when NP could use the information provided by the 
movement amplitude and weaker in IP’s unidirectional vision and the individual 
baseline conditions. By providing the partner with target information through her 
movement trajectories, IP made her own movements more predictable for her 
partner (Chapter 2), thereby helping her to tap to the correct target location. 
This is a direct example for a coordination strategy in which an individual adapts 
her movements in a way that will most likely facilitate joint coordination 
(Chapter 1).  
Although IP’s movements most clearly contained target information in the 
bidirectional vision condition, it might be surprising that also in the unidirectional 
vision condition, in which NP could not see IP’s tapping, IP’s movement 
amplitude predicted target location. How can this be explained? On the one 
hand, this could mean that the use of coordination strategies in the present 
study is less specific than assumed. Co-actors might have adapted their actions 
whether their partner could see them or not. However, although this would be 
consistent with the analysis of the amplitude slopes, it is not consistent with the 
finding that the average amplitude of IP’s movements was equal to the 
individual baseline when NP could not see her movements, which strongly 
argues for a specific strategic information supply. On the other hand, it might be 
that this link between amplitude and target location served more than one 
purpose. Prior evidence from research on gesture use during conversations 
suggests that people gesture for two reasons: to help a listener understand the 
content of an utterance (e.g., Holler & Beattie, 2003) and to help themselves in 
structuring their own thinking (e.g., Hostetter, Alibali, & Kita, 2007). For 
example, people often use gestures when they speak to someone on the 
telephone who clearly cannot see them (Bavelas, Gerwing, Sutton, & Prevost, 
2008), suggesting that gestures do not only depend on the direct 
communicative purpose. In a similar way, making one’s movement location 
predictable in the present task might have served two functions. First, it might 
have provided the partner with important information about the target of the 
current movement. Second, it might have structured IP’s own movement 
performance and therefore facilitated action performance, for example by 
leaving more resources to monitoring NP’s actions. 
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Finally, in contrast to what we had predicted, the availability of perceptual 
information did not modulate the fractal structure of participants’ tapping 
variability. Fractal structure refers to a pattern of self-similarities within a time-
series such as the sequences of taps performed by IP and NP (Diniz et al., 2011; 
Holden, 2005). In the present study, the two joint conditions contained more 
fractal structure, i.e. were more self-similar, than the individual baseline 
condition. However, no difference was found between residual reaction time in 
the bidirectional and the unidirectional vision conditions. Rather, the fractal 
exponents calculated for IP’s and NP’s tapping variability in the two joint 
conditions were almost perfectly identical which quite clearly demonstrates that 
perceptual information and therefore also coupling strength did not modulate 
the underlying fractal structure of participants’ actions.  
What does fractal structure within co-actors’ time-series signify? According 
to contemporary theories, the presence of fractal structure generally reflects 
coordination at multiple levels within a system that is composed of interrelated 
and interdependent subparts (van Orden, Holden, & Turvey, 2003). Human 
behavior is guided by different processes operating at different levels, e.g. on a 
neural level, on the level of muscle activation where biomechanical constraints 
play a role or on an interpersonal level where other people’s actions influence 
one’s own. It has been suggested that fractal variability in human behavior 
comes from a ‘global’ form of coordination between these different levels 
(Marmelat & Delignières, 2012) and arises when people voluntarily control and 
coordinate their action performance (van Orden, 2010). Thus, in the present 
study, reaction time variability might have reflected this ‘global’ coordination and 
not specific small-scale adaptations. This would explain why fractal structure 
was present in both joint conditions irrespective of the exact nature of the task 
(with or without perceptual information, more or less difficult), but much less in 
the individual condition. Specifically, in the individual condition, participants’ 
tapping was very much influenced by the external stimulus to which they 
reacted fast and almost automatically. In contrast, during joint performance, co-
actors voluntarily modulated their tapping to achieve interpersonal coordination 
as evidenced in the parameters discussed earlier (e.g., continuously 
synchronizing movements, adapting movement amplitude). Thus, participants 
kept more voluntary control about when and how they moved to the next 
target. An interpretation as a global form of coordination is further supported by 
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the finding that the two co-actors in a pair had fractal structure that was highly 
correlated, indicating that these two “sub-systems” were in coordination (see 
Marmelat & Delignières, 2012). No such correlation was found during individual 
performance which suggests that in this case behavior was independent and 
uncorrelated. Therefore, the intention to coordinate one’s own actions with 
those of another person and the consequent behavioral modulations can 
profoundly change the characteristics of a task and thereby pose specific 
constraints on dynamics that show as fractal structure in long-term action 
variability.  
 
Conclusion 
The results of the present study suggest that continuous perceptual 
information is important for coordination in two ways. First, in line with a 
behavioral dynamics account (Coey et al., 2012; Marsh et al., 2009; Schmidt & 
Richardson, 2008), it allows a more continuous coupling of co-actors’ 
movements which facilitates coordination at the movement endpoint. Second, in 
line with a coordination strategy perspective (Chapter 1), perceptual information 
can be strategically used by co-actors to strengthen the mutual information 
exchange and to make actions predictable for each other. In sum, these findings 
suggest an interplay between dynamic and representational processes such that 
strategic behavioral adaptations support joint action by influencing and 
constraining the coordination dynamics arising between co-actors’ movements. 
This is important for future research because it shows that a phenomenon as 
complex and multifaceted as joint action requires both dynamical and 
representational approaches to fully understand how humans perform actions 
together. 
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Chapter 6 
Revisiting the minimal architecture for joint action 
 
The current thesis aimed at understanding the mechanisms and processes 
that make joint action possible. Specifically, it targeted joint actions in which two 
(or more) co-actors intentionally coordinate their actions under narrow real-time 
constraints. In five chapters presenting both theoretical and empirical work, I 
have identified mechanisms and processes that support coordination and I have 
indicated how they contribute to joint action. In this last chapter, I will 
summarize the findings reported in this thesis, suggest that the employment of 
the coordination mechanisms depends on the availability of information and 
discuss future research questions and potential applications.  
 
Summary of the chapters 
Chapter 1 laid out the theoretical foundation for the subsequent empirical 
studies. It suggested a minimal architecture for joint action that specifies the 
mechanisms and processes that make joint action possible (in particular, task 
representations, prediction and monitoring). Moreover, one of the central claims 
of the architecture is that in some cases, all that is required for performing a 
joint action are representations of one’s own task, the joint goal and the fact 
that someone else (or even something else) takes care of part of the steps 
necessary to achieving the joint goal. In this minimal case, an individual would 
generally adapt her own behavior in the service of joint action.  
The idea of general adaptation with the purpose of facilitating coordination 
is captured in the notion of a ‘coordination strategy’ (or ‘coordination smoother’) 
which was empirically investigated in Chapter 2. There, a series of three 
experiments identified a coordination strategy of making one’s own actions as 
predictable as possible to facilitate close temporal coordination with another 
person. Pairs of participants performed synchronized (Experiments 1 and 2) or 
sequential (Experiment 3) actions in response to the presentation of an external 
visual stimulus. Results indicate that participants strategically reduced the 
response variability of a sequence of trials and that this had a direct impact on 
coordination performance (measured as absolute asynchronies between co-
actors’ actions). The less variable individuals’ responses were the better co-
actors were coordinated. In contrast, mean reaction time did not directly 
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influence coordination performance, but instead served as a tool towards 
making oneself predictable for the partner by decreasing variability (Repp 2005; 
Wagenmakers & Brown 2007). 
Chapters 3 to 5 presented empirical work investigating cases of action 
coordination in which more task information or perceptual information is 
available. Most natural joint actions are performed in a rich environment where 
people can use different mechanisms and processes to coordinate their 
behavior. One such mechanism is predicting one’s own and others’ actions 
based on motor simulation (Grush, 2004; Wilson & Knoblich, 2005; Wolpert, 
Doya, & Kawato, 2003). I investigated prediction with two studies on joint action 
coordination of forward jumps. In the performance study (Chapter 3), co-actors 
synchronized the landing times of simple forward jumps of varying distances 
without being able to see or hear each other. Even though online monitoring 
was not available to guide coordination, co-actors still managed to achieve 
action synchronization based on prior abstract information about each person’s 
jump distance. To that end, they specifically adapted the timing (mainly the 
movement onset phase) of their own jumping to the distance difference 
between their own and their partner’s jumps. The larger the distance difference, 
the later they initiated their jumping. Moreover, co-actors also adapted the 
movement execution phase (e.g., how high they jumped) which provides 
evidence that they predicted each other’s actions by simulating them within their 
own motor system. 
A second study (Chapter 4) replicated and extended these findings with an 
imagery version of the same task. Individual participants imagined coordinating 
their own imagined jumps with an imagined other person’s jumps. We analyzed 
the self-reported duration of participants’ jump imagery which revealed the 
same adaptation pattern as in the joint action performance described before 
(Chapter 3). Moreover, a second experiment showed a violation of Fitts’ law 
(Fitts, 1954) which is consistent with findings from individual jump performance 
(Juras et al., 2009). This provides direct evidence that one’s own motor system 
is involved in imagining jumping because imagery was constrained by the same 
motor principles underlying performance (Decety & Grèzes, 2006; Grèzes & 
Decety, 2001; Jeannerod, 1995; Prinz, 1997). Together, the two experiments 
demonstrate not only that people can simulate their own and another person’s 
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actions but that they also integrate these simulations to achieve coordinated 
joint behavior.  
For studying pure cases of motor simulation, it was useful to prevent online 
monitoring between interaction partners. However, perceptual information 
exchange is an important mechanism for joint action. Therefore, the last study 
(Chapter 5) directly investigated how seeing each other’s actions supports joint 
action. Pairs of participants synchronized sequences of taps onto different target 
locations while being confronted with two types of asymmetries. First, co-actors 
had asymmetric task roles such that one person received information about the 
upcoming action target, whereas the other did not. Second, depending on the 
experimental condition, co-actors received either symmetric or asymmetric 
perceptual information. In a bidirectional vision condition, both partners could 
see each other’s actions; in a unidirectional vision condition, only the ‘informed’ 
partner who had detailed task knowledge could see the ‘naïve’ partner’s 
movements, but not vice versa. An analysis of co-actors’ tapping asynchronies 
revealed a clear benefit of mutual visual information which resulted in more 
stable coordination through perception-action coupling (Schmidt & Richardson, 
2008). Moreover, the informed partner strategically adapted her movements to 
increase perceptual and task information for the naïve partner by tapping higher 
and in a way that made movement amplitude a predictor of target location.  
In the following, I will discuss the implications of the empirical findings and 
attempt to link them back to and extend the minimal architecture for joint 
action. The main question is whether and how the empirical evidence presented 
in this thesis supports the theoretical framework described in Chapter 1. Did 
participants in the reported studies use the identified mechanisms and processes 
to achieve interpersonal coordination? Were there any limitations or does the 
framework need to be adapted to accommodate new empirical evidence? As I 
will spell out in more detail in the following section, the empirical evidence 
reported in this thesis generally supports the claims made by the minimal 
architecture and therefore makes it a promising framework also for future 
research on joint action. 
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Mechanisms and processes supporting joint action coordination 
Coordination strategies 
A coordination strategy (or ‘coordination smoother’, see Chapter 1) is 
something that reliably has the effect of simplifying coordination. Investigating 
coordination strategies is a new approach to joint action, complementing other 
mechanisms such as those suggested by motor simulation theories (Grush, 
2004; Wilson & Knoblich, 2005; Wolpert, Doya, & Kawato, 2003), accounts 
based on shared intentions (Bratman, 1992, 1993; Tuomela, 2005; Gilbert, 
1992) or dynamical system’s approaches (Coey, Varlet, & Richardson, 2012; 
Marsh, Johnston, Richardson, & Schmidt, 2009; Schmidt & Richardson, 2008). In 
the minimal architecture of Chapter 1, coordination strategies are suggested as 
a way of achieving coordination in situations in which little or no further 
information about another person or this other person’s task is available. As long 
as someone has a representation of her own task and of the desired joint 
outcome, she can adjust her actions to facilitate coordination with another 
person.  
The empirical evidence reported in this thesis indicates that coordination 
strategies might indeed play a role for joint action and that this perspective can 
offer explanations for an individual’s behavior when she intends to coordinate 
her actions with another person. Direct evidence that co-actors use coordination 
strategies comes from the study in Chapter 2 where two people performed 
actions under high timing constraints. In such a case, a successful coordination 
strategy is to make one’s own actions as predictable as possible. The success of 
such a strategy was demonstrated by significant positive correlations between 
the variability of response times and the absolute asynchronies between 
people’s actions which persisted even when controlling for response time. To 
achieve this, participants also tended to accept making more errors compared to 
a non-coordination baseline. This provides evidence that individuals made an 
effort to decrease the variability of the timing of their own actions to allow their 
partners to predict them. 
The central characteristic of a coordination strategy is that it supports 
coordination in a general way. Consequently, coordination strategies can be 
identified also in studies in which other mechanisms are predominant because 
they might still facilitate coordination. An example is the task distribution found 
in the jumping study of Chapter 3. Although the main mechanism explaining 
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how coordination came about is motor simulation (see next section), there was 
also evidence for general strategic adaptation. Specifically, co-actors distributed 
the effort to adapt the timing of their jumping based on task characteristics such 
that only the person with the relatively shorter jump distance adapted her 
behavior whereas the person with the relatively longer jump did not modulate 
jump performance in such a way. The benefit of this coordination strategy was 
that it effectively prevented ‘over-adaptation’ resulting from a modulation of 
both people’s actions (Konvalinka, Vuust, Roepstorff, & Frith, 2010). Moreover, 
the fact that the same kind of task distribution among co-actors is found in the 
imagery version of the same task (Chapter 4) further supports the idea that the 
strategy is general, i.e. that it does not depend on feedback about the actual 
behavior of the joint action partner.  
Another example for the use of strategic adaptations can be found in 
Chapter 5. Here, the joint action partner who had specific information about the 
joint task provided the naïve partner with perceptual information whenever the 
naïve partner could use it. Specifically, the informed partner produced higher 
movement amplitudes in a tapping task so that the movement amplitude 
conveyed information about the movement target for the naïve partner. In 
contrast, in a second condition in which the naïve person could not see those 
movements, no or only reduced behavioral adaptations of the informed partner 
were found. 
Finally, one might speculate that the modulation of the fractal structure 
reported in Chapter 5 also reflects a coordination strategy. The finding was that 
the variability of two participants’ reaction times over a long sequence of trials 
was less randomly distributed (i.e. it contained more long-range correlations or 
“pink” noise) when they intended to coordinate their actions with each other 
compared to individual baseline performance (which contained more “white” 
noise). This bears some resemblance with the findings from Chapter 2 such that 
in both cases participants’ variability changed towards becoming more 
predictable. However, given that research on fractal structure during 
interpersonal coordination is still in its infancy (see Diniz et al., 2011, for a 
recent review), more research is needed to investigate whether co-actors 
involved in a joint action might strategically use fractal variability to make them-
selves predictable.  
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Prediction 
The process of predicting own and others’ actions is concerned with how 
actions will unfold and is often essential for precise coordination. According to 
action simulation theories, predictions about the immediate future are achieved 
through motor simulation whereby internal models specify how actions will 
affect the environment or what sensorimotor consequences they will have 
(Grush, 2004; Jeannerod, 2004; Wilson & Knoblich, 2005; Wolpert et al., 2003; 
Wolpert & Ghahramani, 2000; Knoblich & Sebanz, 2009). As suggested in the 
framework of Chapter 1, prediction is important for joint action coordination 
because it allows one to adapt one’s own actions not only to the actually 
perceived actions of another person, but also to the predicted action outcomes. 
This makes it possible for co-actors to coordinate actions under high timing 
constraints because it reduces the processing delay between perceiving others’ 
actions and reactively performing a respective action oneself (Wolpert et al., 
2003). 
We directly tested motor simulation in the jumping study described in 
Chapter 3. The fact that participants adapted their actions specifically to the 
distance difference between their own and their partner’s jump target suggests 
that they predicted how long their own jump would take and also how long the 
other’s jump would take. This modulation was present not only in the jump 
onset (i.e. “waiting” longer before jumping), but also seen in the duration and 
height of people’s movements. Especially this latter finding provides evidence 
that the prediction process is based on motor simulation because it suggests an 
influence of the predicted movement on one’s own executed movement (Kilner, 
Paulignan, & Blakemore, 2003; Welsh & Elliott, 2004). Moreover, the 
involvement of the motor system is shown by similar patterns of adaptation in 
joint performance and in a bipedal condition of the same experiment. When 
comparing coordination of two people with coordination of one person’s own 
two limbs, the same specific adaptation to each leg’s jump distance was found. 
This behavioral similarity indicates that the processes guiding interlimb 
coordination may contribute to joint action coordination.  
 The second study on the topic of prediction (Chapter 4) more directly tested 
the hypothesis that motor simulation of one’s own and a partner’s actions needs 
to be integrated to achieve coordination. This is a relevant question because it 
captures a crucial difference between individual and joint action planning. Only 
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when performing actions together with others is there a necessity to take other’s 
actions into account. So far, direct evidence for an integration of multiple 
persons’ motor simulations is rare (Keller, 2008; Sebanz & Knoblich, 2009). In 
order to test integration of motor simulations, we used the same jumping task 
as in Chapter 3 and asked individual participants to just imagine jumping. Motor 
imagery has been suggested as a ‘pure’ form of action simulation because 
movements are prepared, but not executed (Jeannerod, 2004; Decety & Grèzes, 
2006; Grèzes & Decety, 2001). Thus, the processes and constraints underlying 
action planning and performance resemble those in action imagery. The 
potential advantage is that in action imagery, these processes and constraints 
can be examined independently of action execution. When analyzing individual 
participants’ self-reported jump times in the imagery study of Chapter 4, the 
results closely mirrored those from the performance study in Chapter 3. This 
indicates that individuals simultaneously engaged in motor simulations of their 
own and of another’s imagined actions and integrated these simulations to 
achieve coordinated behavior. Actual action execution was not a requirement for 
joint action coordination.  
Motor prediction might also play a role in the study reported in Chapter 5. 
Our manipulations and analyses in the joint tapping task aimed at investigating 
coordination strategies and interpersonal action coupling; however, motor 
simulation might also have been used as a mechanism for coordination. For 
example, it is likely that the participant who did not know where the next target 
was could to a certain extent anticipate its location based on the informed 
person’s movements. This is especially likely given the vast amount of empirical 
evidence suggesting that motor simulation of observed actions is common 
(Aglioti, Cesari, Romani, & Urgesi, 2008; Calvo-Merino, Glaser, Grèzes, 
Passingham, & Haggard, 2005; Graf et al., 2007) and that it allows observers to 
infer action goals (Cuijpers, van Schie, Koppen, Erlhagen, & Bekkering, 2006; 
Flach, Knoblich, & Prinz, 2004; Knoblich & Flach, 2001) and intentions 
(Blakemore & Decety, 2001; Iacoboni et al., 2005; Sartori, Becchio, & Castiello, 
2011; Ondobaka et al., 2012). It would be an important aim for future research 
to estimate the extent to which motor simulation supports coordination in 
situations in which other mechanisms are predominantly used. 
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Monitoring  
Most natural joint actions happen in perceptually rich contexts where co-
actors can see and hear, and maybe even feel or smell each other during the 
interaction. What is the role of perceptual feedback for coordination? On the one 
hand, feedback about a joint action outcome allows co-actors to determine to 
what extent the joint action goal is being achieved and whether actions are 
unfolding as specified (Bekkering et al., 2009; Loehr, Kourtis, Vesper, Sebanz, & 
Knoblich, 2013). It allows adjustments in the case that the goal has not been 
reached or might not be reached in this way (Botvinick, Braver, Barch, Carter, & 
Cohen, 2001). On the other hand, perceptual feedback can support the 
smoothness and success of a joint action by providing the basis for direct 
perception-action coupling (Coey et al., 2012; Marsh et al., 2009; Schmidt & 
Richardson, 2008). When two (or more) people’s actions become coupled, a 
strong form of interpersonal coordination can emerge (Marmelat & Delignières, 
2012). For example, when performing simple rhythmic movements next to each 
other, these tend to become entrained with either in-phase (both people move 
in exactly the same direction at the same time) or anti-phase (both people move 
in exactly opposite directions at the same time) interpersonal coordination 
(Richardson, Marsh, Isenhower, Goodman & Schmidt, 2007; Richardson, Marsh, 
& Schmidt, 2005; Schmidt, Bienvenu, Fitzpatrick, & Amazeen, 1998; Schmidt, 
Carello, & Turvey, 1990).  
The study presented in Chapter 5 manipulated the availability of perceptual 
information to investigate how co-actors achieve coordination in spite of task 
asymmetries. It showed that co-actors were better coordinated if they both 
received visual feedback about the other’s action as seen in reduced 
asynchronies between their taps. This implies that the visual feedback improved 
co-actors’ monitoring of each other and / or coupling with each other. Moreover, 
the importance of perceptual information for coordination was demonstrated by 
an analysis of the ‘informed’ partner’s movement kinematics (i.e. of the person 
who received information about the location of the next tap). By moving with 
higher amplitude and in a target-specific way, this person enhanced the 
available perceptual information for the ‘naïve’ partner (who did not know where 
the next target location was). Most likely, this strategic adaptation was meant to 
make action performance easier for the partner and underlines how action 
performance can be intrinsically tuned to providing such information.  
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Does availability of information determine use of coordination mechanisms?  
Taken together, the results reported in the previous sections are consistent 
with the minimal architecture suggested in Chapter 1. They indicate that people 
use a variety of different mechanisms and processes to achieve joint action 
coordination. But what determines which mechanism or process underlies a 
given coordinated action? In the following, I will discuss the possibility that the 
employment of coordination mechanisms and processes depends on the 
availability of information.  
In brief, the working hypothesis is that each mechanism or process requires 
certain types of information such that depending on the availability of this 
information, the mechanism or process can and often will be used. Thus, there 
is a dimension of information availability that determines which mechanism or 
process will be predominantly employed to achieve coordination. On one 
extreme of such a dimension, hardly any information is available which makes 
general coordination strategies most appropriate for achieving coordination. 
Adding information such as knowledge about a partner’s task allows for 
additional mechanisms like simulating joint action performance. On the other 
extreme of the dimension, much information (especially perceptual) is available, 
making monitoring and behavioral coupling the basis of coordination. 
Importantly, this dimensional structure determines which mechanism most 
strongly influences coordination but this is not to say that there is one exclusive 
mechanism for each coordination task. To the contrary, the more information is 
available, the richer the use of different mechanisms and processes supporting 
coordination can be as when adaptation to simulated joint action performance is 
further supported by strategic task distribution (Chapter 3). Figure 1 shows how 
a dimension of information availability can be applied to the studies presented in 
the current thesis and will be used as a reference in the following discussion of 
the suggested structure.  
On one extreme (Figure 1a), which corresponds to the “minimal case” dis-
cussed in Chapter 1, hardly any information about a partner or a partner’s task 
is available to someone engaged in a joint action. All this person can do is to 
modulate her own action in a way that will increase the likelihood of coordinated 
action. That is, people will in most cases make use of coordination strategies to 
support joint action performance in a general way. This is seen in Chapter 2 
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where study participants strategically decreased their response times and 
response variability to make themselves predictable and achieve coordination. 
 
 
Figure 1. Applying the suggested dimensional structure of information availability to the studies 
presented in the current thesis. a) In the minimal information case, hardly any information is 
available to co-actors so that coordination strategies are predominantly used to support 
coordination. b) Having information about one’s co-actor or the co-actor’s task, allows individuals to 
make predictions about the partner’s actions and integrate them with predictions about one’s own 
actions. c) When perceptual information is also available, action monitoring and direct perception-
action coupling are possible. 
 
In other cases, individuals engaged in a joint action have information about 
the co-actor (X) and / or the co-actor’s task (x), but not necessarily perceptual 
information that would allow them to monitor the partner’s actions. Task 
information can be used to predict another person’s actions and to adapt one’s 
own actions accordingly. Thus, in contrast to the minimal case where a very 
general type of adaptation is necessary because specific information is missing, 
having task information allows one to take other persons’ actions into account. 
An example is the specific modulation of one’s own jumping depending on the 
difference of one’s own and an (imagined) partner’s jump distances (Chapters 3 
& 4). In addition, coordination strategies might be used to further facilitate 
coordination (e.g. the role distribution found in those studies), but they 
supposedly play an inferior role in achieving coordination.  
On the other extreme on a dimension of information availability, perceptual 
information is available to co-actors (Figure 1c). Perceptual information has two 
main benefits. First, it allows action monitoring to determine the extent to which 
the joint goal or each individual action goal has been reached or will be reached. 
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Thus, it is useful to correct the way one performs an action. Action monitoring 
relies on prediction mechanisms to compare actual to anticipated outcomes. A 
second benefit is that perceptual information forms the basis for direct 
perception-action coupling as suggested by a dynamical systems perspective of 
coordination (Coey, Varlet, & Richardson, 2012; Marsh, Richardson, & Schmidt, 
2009; Schmidt & Richardson, 2008). Especially this latter process is important 
for achieving stable coordination (at least if the joint action goal is movement 
synchrony). The more continuous mutual perceptual information is available, the 
better interpersonal coordination will be. In addition, also strategic and 
prediction mechanisms can influence coordination, although their impact on the 
final coordination outcome might be smaller than that of direct perception-action 
coupling. 
A crucial aspect of the suggested relation between information availability 
and coordination mechanisms is that, when going along the dimension from 
minimal to rich information cases, the stability and accuracy of interpersonal 
coordination increases, while at the same time the flexibility of performance 
decreases. Thus, in minimal cases, individuals are quite free in choosing how to 
adapt their behavior to a given coordination problem, but the impact on 
coordination might be limited because it also depends on aspects beyond 
individual control (e.g., the partner’s performance). When having additional task 
information, behavior is constrained by one’s own motor abilities so that 
flexibility is lower than on the first level; however, as one’s own and the 
partner’s actual tasks can be taken into account for action planning, the 
resulting coordination performance is usually more accurate. Finally, if 
perceptual information is also available, the resulting behavioral coupling is a 
very strong form of coordination; however, this coordination mechanism does 
not allow for much flexibility because the underlying dynamics pull one’s 
movements towards a certain steady state (e.g. in-phase synchrony, but never 
asynchrony).  
The idea of different forms of coordination mechanisms has also been 
suggested by other authors. For example, recent accounts differentiate between 
“weak anticipation” and “strong anticipation” (Stepp & Turvey, 2010; Marmelat 
& Delignières, 2012). Weak anticipation roughly corresponds to the middle part 
along the dimension of information availability, “strong anticipation” towards the 
end where perceptual information can be used to guide action coordination. 
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Although there are clear overlaps of that account and the present idea, the 
current suggestion extends it by including more minimal information cases in the 
dimension which have not been discussed much. Another recent suggestion 
aims at categorizing and understanding different forms of joint actions by 
investigating the extent to which organisms are able to process other organisms’ 
intentions (Knoblich & Sebanz, 2008). The present dimensional approach is 
consistent with that account, but has a different focus in that it specifically 
targets non-verbal, real-time coordination. 
 
Future directions 
Open questions  
Research on interpersonal real-time coordination is a rapidly growing field 
and has already greatly increased our understanding of how people manage to 
coordinate joint actions. Still, new findings and theories often open up new 
problems and challenges; thus, it is important to define open questions for 
future research. What empirical and theoretical issues have been raised by the 
work in this thesis and what needs to be addressed next?  
Starting from the topic of the current thesis, it seems important to 
understand in more detail how different coordination mechanisms interact. A 
common problem (admittedly also of this thesis) is that different experimental 
paradigms are used to investigate different research questions. This makes it 
challenging to understand exactly what the preconditions and limitations are 
that call for one or the other mechanism. Consequently, a future research goal 
should be to develop experimental paradigms that can test and quantify the 
impact of coordination mechanisms by directly manipulating single parameters 
such as visual feedback, prior task knowledge, action symmetries, shared 
intentions etc. Ideally, this will lead to a deeper understanding of how the 
different coordination mechanisms relate to each other.  
With respect to coordination strategies, open issues are, first, to classify the 
type of strategies people use to support coordination and, second, to determine 
the factors influencing coordination strategies. For example, does expertise 
change how coordination strategies are used? In other words, do coordination 
strategies play a role for highly practiced action performance? Given the current 
state of knowledge one might assume that coordination strategies are general 
principles also assisting skilled coordination. For instance, for a complex task like 
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synchronized diving, it seems to be beneficial that each person performs her 
movements with as little variability as possible to achieve coordination at 
discrete time points (e.g. leaving the platform at the same time) and 
continuously (e.g. making sure to stay synchronized while performing acrobatic 
exercises and diving into the water). This might require making one’s own 
actions predictable for the partner. Possibly, extensive training can be regarded 
as one way of achieving this goal, just as speeding up one’s movements is for 
ad-hoc coordination (Chapter 2).  
Another interesting aspect about coordination strategies is whether people 
expect others to make use of them. Would, for instance, someone observing 
two people perform the synchronization task in Chapter 2 have the expectation 
that the co-actors would decrease their response variability in an effort to be 
more predictable? Some evidence that this might be the case comes from a 
recent eye movement interaction task (Pfeiffer, Timmermans, Bente, Vogeley, & 
Schilbach, 2011). When asked to judge whether an interaction partner is a 
human or a computer (thus, when performing a non-verbal form of a Turing 
test; Turing, 1950), people seem to expect others to make themselves 
predictable. Specifically, participants in that study were more likely to believe 
that observed eye movements came from a human agent if the agent displayed 
congruent and contingent behavior, i.e. when the agent’s eye movements were 
predictable.  
Chapters 3 and 4 of this thesis also bring about new questions concerning 
motor simulation, especially with respect to its limitations. In both the 
performance and the imagery study, we found compelling evidence that people 
could simulate their own and one other person’s actions and integrate these 
simulations to achieve coordination. However, would the same be possible for 
an interaction of three people? Or four? Determining how specific and how 
flexible the action system is when integrating simulations is an important goal 
for future research (Keller, 2008; Sebanz & Knoblich, 2009). Recent evidence 
from a co-representation study showed that people represented their own action 
not only in relation to their direct action partner, but also to either one or two 
other people’s observed actions (Tsai, Sebanz, & Knoblich, 2011). This finding 
might suggest that action simulations for multiple actors can be integrated if 
they are relevant for one’s own action performance. However, this question 
needs to be addressed in further empirical studies. 
Chapter 6: Revisiting the minimal architecture for joint action 
 
 
144 
A related question is how similar the person or persons to be simulated need 
to be. There is evidence that observing familiar actions elicits more activation of 
the motor system (Calvo–Merino et al., 2005; Casile & Giese, 2006; Knoblich & 
Flach, 2001) and that having experience with an action makes people better in 
predicting others’ action outcomes (Aglioti et al., 2008). Can people also predict 
others better if they match in physical (e.g. height, body shape, fitness level) or 
cultural characteristics (e.g. nationality, status, group membership)? Given the 
available research, one would expect this to influence the accuracy of motor 
simulation. For example, there is recent evidence suggesting that the 
characteristics of a co-actor influences co-representation (Müller et al., 2011). In 
particular, the authors found that the natural tendency to co-represent another 
person’s task was absent if the other person was a member of an out-group. 
This indicates that top-down factors play a role for representing another’s task. 
It is likely that also the propensity to engage in action simulation is affected by 
how similar co-actors are or believed to be. 
With respect to information-based coordination, an important open question 
concerns the interplay between action monitoring and behavioral coupling. 
These two processes both rely on the availability of perceptual information, but 
exactly how coordination is achieved differs considerably. On the one hand, 
action monitoring facilitates coordination by allowing co-actors to track each 
other’s movements and to use that information to form predictions via internal 
models (Wolpert et al., 2003). Thus, its effect depends on how well an individual 
can use the available information. On the other hand, co-actors’ actions can 
become synchronized through perception-action coupling (Schmidt & 
Richardson, 2008). Crucially, this coupling does not require that co-actors have 
specific representations or make specific predictions. Instead, dynamical forces 
naturally pull their movements towards stable coordinated behavior.  
Given these different effects of perceptual information, is there a way to 
differentiate to what extent joint action is achieved because co-actors can 
monitor and predict each other’s actions from how much coordination relies on 
dynamic perception-action coupling? One potential way would be to use the 
exact same task for studying three situations: First, one in which co-actors 
intend to synchronize their movement endpoints. This corresponds to the study 
in Chapter 5. Second, one in which co-actors intend to not synchronize their 
movement endpoints. This situation could determine the impact of action 
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monitoring because behavioral action coupling itself would not lead to 
asynchronous action performance. Third, one in which co-actors do not intend 
to coordinate their movement endpoints. This case of unintentional coordination 
could demonstrate the impact of dynamical coupling because even without a 
joint action intention, two people’s action performance will naturally fall into 
synchrony (Richardson et al., 2005, 2007).  
 
Applications 
Can the coordination mechanisms discussed in this thesis be informative for 
and provide links to other research domains? On the one hand, potential links 
are to research investigating non-standard populations, e.g. people with social 
deficits as in autism (e.g. Frith, 2001) or schizophrenia (e.g. Frith, Blakemore, & 
Wolpert, 2000). Investigating how these disorders affect interpersonal move-
ment coordination could help patients and at the same time contribute towards 
understanding joint action. Similarly, examining how the mechanisms underlying 
joint action coordination develop in young children is another important research 
goal that has recently received attention (e.g. Kirschner & Tomasello, 2009; 
Meyer, Bekkering, Paulus, & Hunnius, 2010).  
The research presented in this thesis can be informative for these research 
areas by providing useful study paradigms and reference data from healthy 
adult participants. For example, it could be predicted from the minimal 
architecture (Chapter 1) that young children would first use coordination 
strategies to achieve coordination because it is known that it takes a 
considerable amount of years to develop full social skills like ascribing mental 
states to others (van Overwalle & Baetens, 2009; Singer, 2006). One could 
therefore adapt the response coordination task of Chapter 2 in a way that 
children could do it in order to investigate when and how coordination strategies 
like making oneself predictable develop. With regard to patients with social 
deficits, an interesting research question would be in how far e.g. people with 
autism are capable of forming and integrating motor simulations of their own 
and another person’s task. Especially the imagery version of the jumping task 
(Chapter 4) could be useful for this purpose because it does not require 
sophisticated motor skills. 
On the other hand, work on artificial cooperative systems can benefit from 
research on joint action. Although the empirical and theoretical work presented 
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in this thesis targets at basic research, it might be informative for applied 
research on human-robot interaction (Bicho, Erlhagen, Louro, & Costa e Silva, 
2011; Mörtl et al., 2012; Schubö, Vesper, Wiesbeck, & Stork, 2007). Robots are 
machines that manipulate the physical world by using sensors (e.g. cameras, 
sound systems, or touch sensors) to extract information about their environment 
and effectors (e.g. legs, wheels, joints, or grippers) to make changes in their 
environment. Much of robotic research aims at creating highly autonomous 
robots that can navigate freely, take own decisions, and interact with human 
users in a way that does not require that the robot’s behavior is pre-
programmed for every situation it can possibly encounter (Thrun, 2004). 
Along these lines, one of the major challenges for autonomous robots is to 
adapt to and interact with inexperienced human partners. Human users should 
be able to interact with robots without necessarily having a deep understanding 
about how the robot works or how to operate it. Rather, interacting with a robot 
should closely resemble interacting with another human person. To achieve this 
goal, robots are equipped with human-like capabilities like autonomy (Stenzel et 
al., 2012), biological movement kinematics (Schubö et al., 2007; Vesper, 
Soutschek, & Schubö, 2009), a humanoid body and expressions (Duffy, 2003), 
natural language and gestures for communication (Salem, Kopp, Wachsmuth, & 
Joublin, 2010) and biologically plausible learning mechanisms (Breazeal & 
Scassellati, 2002; Schaal, 1999).  
Two important lines of research are specifically relevant for the present 
discussion because they concern the suggested coordination mechanisms. On 
the one hand, successful attempts have been made to implement action 
simulation into robots (Bicho et al., 2011). Using this ability, a humanoid robot 
can predict a human partner’s actions and read her movement intentions based 
on observation just as when a human observer simulates others’ actions. This 
raises the opportunity to also strive for an integration of the robot’s simulations 
of its own action and the partner’s action to achieve close real-time action 
coordination. On the other hand, the mechanisms of perception-action coupling 
can be implemented into robot behavior, such as movement entrainment 
(Lorenz, Mörtl, Vlaskamp, Schubö, & Hirche, 2011; Mörtl et al., 2012).  
In addition to these existing research lines, it might also be important to 
implement the coordination mechanisms suggested for minimal information 
availability. This might be especially relevant given that a robot is usually 
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something that most people are not familiar with. Consequently, human-robot 
interaction situations often resemble the case shown in Figure 1a where a 
human individual has a representation of the joint goal and knowledge about 
her own task, but does not know how exactly the robot is doing its part. Thus, 
human interaction partners will likely use coordination strategies to adapt their 
behavior as is described in Chapters 1 and 2. In addition, human users might 
expect the robot to behave in a similarly strategic way, demanding for an 
implementation of coordination strategies in the robot. Addressing these 
hypotheses empirically could increase our understanding of both human-human 
and human-robot interaction. 
 
Conclusion 
Taken together, joint action is a complex, but highly relevant aspect of 
human life. Coordinating one’s own actions with those of others to achieve a 
joint goal is challenging and requires different mechanisms and processes to 
support coordination. Some of these mechanisms have been investigated in this 
thesis; they include coordination strategies, integrated motor simulations, and 
perceptual action coupling. Depending on the context of the joint action, one or 
more of these mechanisms have an impact on interpersonal coordination. As 
outlined in this last chapter, the employment of the mechanisms may follow a 
dimension of information availability in which increasing coordination stability 
and decreasing action flexibility go hand in hand. Finally, this thesis 
demonstrated that joint action is more than just adding the actions of 
individuals; joint action is based on mechanisms and processes that are often 
different from those guiding individual behavior.  
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Samenvatting in Nederlands (Summary in Dutch) 
 
Het coöordineren met andere mensen is een centraal aspect van ons 
dagelijks leven. Wanneer wij iemand begroeten, een buurvrouw te hulp schieten 
om haar boodschappen de trap op te dragen, tango dansen of met elkaar 
praten – voor al deze situaties is het belangrijk de handelingen van anderen in 
acht te nemen en aan te passen hoe wij een eigen handeling uitvoeren. Het 
voornaamste doel van dit proefschrift is uit te zoeken welke mechanismen en 
processen dergelijke joint actions (Clark, 1996; Sebanz, Bekkering, & Knoblich, 
2006) mogelijk maken, en op deze manier beter te begrijpen wat hun bijdrage 
voor de coördinatie met andere mensen is. Het zwaartepunt ligt op intentioneel 
uitgevoerde joint actions waar twee personen in real-time discrete handelingen 
met elkaar coördineren. Het centrale onderwerp gaat over hoe mensen 
interpersoonlijke coördinatie tot stand brengen in situaties waar nauwkeurige 
tijdbeperkingen in het bereik van seconden of milliseconden in acht genomen 
moeten worden. In het merendeel van de studies wordt tijd coördinatie gezien 
als het synchroon uitvoeren van handelingen door twee personen die het 
expliciete doel hebben hun bewegingen tegelijkertijd te voltooien. 
In hoofdstuk 1 wordt een minimale architectuur voorgesteld die de 
theoretisch onderbouwing voor de empirische studies vormt. De hoofdzaak 
betreft hier welke mechanismen en processen joint action mogelijk maken. 
Hiervoor wordt een onderscheid gemaakt tussen mechanismen en processen die 
minimaal noodzakelijk zijn en mechanismen en processen die interpersoonlijke 
coördinatie verder ondersteunen. In het minimale geval, zo is de these, is het 
voldoende als een persoon alleen haar eigen handeling en het gezamenlijk doel 
van het joint action representeert. Er is aldus geen complexe representatie van 
de andere persoon of de taak van de andere persoon nodig. Om in een 
dergelijke situatie coördinatie mogelijk te maken past iedere persoon haar eigen 
handeling op een niet specifieke wijze aan zodat coördinatie zo waarschijnlijk 
mogelijk wordt. Wij noemen deze algemene handelingsaanpassing “coördinatie 
vereenvoudiger” (“coordination smoother”) of “coördinatie strategie”. Waar 
mogelijk worden ook aanvullende mechanismen en processen voor joint action 
gebruikt, bijvoorbeeld door de taak van de andere persoon te representeren 
(“task representation“; Sebanz, Knoblich, & Prinz, 2003, 2005; Tsai, Kuo, Hung, 
& Tzeng, 2008) of door de eigen taak of die van de partner te voorspellen 
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(“prediction“; Keller, 2008; Sebanz & Knoblich, 2009; Wolpert, Doya, & Kawato, 
2003) en te observeren (“monitoring“; de Bruijn, de Lange, von Cramon, & 
Ullsperger, 2009; Loehr, Kourtis, Vesper, Sebanz, & Knoblich, 2013; Schuch & 
Tipper, 2007). 
De volgende vier hoofdstukken behandelen empirische studies waar ik met 
behulp van nieuw ontwikkelde onderzoeksopstellingen verschillende aspecten 
van interpersoonlijke handelingscoördinatie bestudeer. Deze studies kijken naar 
het gedrag van proefpersonen en maken daarbij als wetenschappelijke methode 
vooral gebruik van het analysen van reactietijden en bewegingen. In hoofdstuk 
2 wordt onderzoek beschreven over hoe ver “speeding“, het zo snel mogelijk 
uitvoeren van een handeling, als een coördinatie strategie voor het synchroni-
seren van reactietijden in een eenvoudige visuele reactietijden taak wordt 
gebruikt. Op grond van drie experimenten konden wij een coördinatie strategie 
identificeren waarin iedere handelingspartner zijn of haar eigen handeling zo 
uitvoert dat deze zo voorspelbaar mogelijk voor de andere persoon is. Dit werd 
in vergelijking met een individuele onderzoeksconditie bereikt door versneld te 
reageren op het visuele stimulus.  
In hoofdstuken 3 en 4 beschrijf ik onderzoek over hoe mensen hun eigen 
handeling en de handeling van een tweede persoon kunnen voorspellen om 
coördinatie tot stand te brengen in situaties waar geen directe perceptuele 
informatie over de partner beschikbaar is. Het wordt gedemonstreerd dat 
mensen bij het plannen van hun handelingen rekening kunnen houden met de 
benodigde tijd voor hun eigen handeling en die van hun partner. Deze 
voorspelling wordt door een simulatie van de handelingen door het eigen 
motorisch systeem bereikt (“motor simulation“; Grush, 2004; Keller, 2012; 
Wilson & Knoblich, 2005; Wolpert et al., 2003). Hoofdstuk 3 presenteert een 
studie waarin proefpersonen de handelingen daadwerkelijk uitvoerden, terwijl 
proefpersonen in de in hoofdstuk 4 beschreven studie zich handelingen alleen 
inbeelden. In beide gevallen bestond de joint action in het uitvoeren ofwel 
inbeelden van voorwaartse sprongetjes over verschillende afstanden. Het 
gezamenlijke doel hierbij was om gelijkertijd met de partner te landen zonder 
dat er visuele of auditieve feedback over de partner beschikbaar was. In plaats 
daarvan kregen proefpersonen vóór elk sprongetje informatie over hoe ver ze 
zelf en hoe ver hun partner zou springen. Door een analyse van de 
daadwerkelijke (hoofdstuk 3) of alleen ingebeelde (hoofdstuk 4) afsprongtijden 
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konden wij zien dat de proefpersonen hun afsprongtijden systematisch aan het 
te verwachten tijd verschil bij het landen aanpasten  en zo erin slaagden om 
met een daadwerkelijke of ingebeelde persoon te coördineren.  
De laatste empirische studie die in hoofdstuk 5 wordt beschreven 
behandelt de vraag welke rol perceptuele informatie (in dit geval visuele) speelt 
voor een joint action waarin de handlingspartners asymmetrische taken 
uitvoeren, bijvoorbeeld omdat ze een verschillende hoeveelheid kennis over de 
gezamenlijke handeling ter beschikking hebben. De taak voor twee 
proefpersonen bestond eruit om een reeks van arm bewegingen (“tapping 
movements“) naar verschillende doelposities zo uit te voeren dat beiden het 
eerstvolgend doel tegelijkertijd bereikten. Alleen een persoon wist hierbij steeds 
waar het eerstvolgend doel zou zijn. De resultaten tonen dat de persoon die het 
eerstvolgende doel kende haar bewegingen zo uitvoerde dat ze de persoon die 
deze kennis niet had informatie over de doel positie kon geven en haar zo bij 
het oplossen van de taak kon assisteren. 
In hoofdstuk 6 ten slotte geef ik een samenvatting van de inhoud van de 
voorgaande hoofdstukken en formuleer ik wat voor conclusies uit de empirische 
studies volgen en hoe deze tot de minimale architectuur in hoofdstuk 1 in 
verhouding staan. Ik concludeer dat de onderzoeksresultaten in dit proefschrift 
de these aangaande de minimale architectuur in principe ondersteunen en 
hierdoor een nuttig kader voor toekomstig onderzoek in het gebied van joint 
action verschaffen.  
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Zusammenfassung auf Deutsch (Summary in German) 
 
Koordination mit anderen Menschen ist ein zentraler Aspekt unseres 
alltäglichen Lebens. Wann immer wir jemanden begrüßen, unserer Nachbarin 
dabei helfen, ihren Einkaufskorb die Treppe hinaufzutragen, Tango tanzen oder 
miteinander reden – in all diesen Situationen ist es entscheidend, die 
Handlungen anderer Personen in Betracht zu ziehen und die Ausführung der 
eigenen Handlung entsprechend anzupassen. Das Hauptziel der vorliegenden 
Doktorarbeit besteht darin zu untersuchen, welche Mechanismen und Prozesse 
solche Joint Actions (Clark, 1996; Sebanz, Bekkering, & Knoblich, 2006) möglich 
machen, und dadurch zu verstehen, welchen Beitrag sie bei der Koordination mit 
anderen Menschen leisten. Der Schwerpunkt liegt auf intentional ausgeführten 
Joint Actions, in denen Einzelpersonen in Echtzeit diskrete Handlungen 
miteinander koordinieren. Die zentrale Frage ist, wie Menschen zwischen-
menschliche Koordination in Situationen erreichen, in denen strikte zeitliche 
Vorgaben im Bereich von Sekunden oder sogar Millisekunden eingehalten 
werden müssen. In den meisten Studien dieser Arbeit wird zeitliche Koordination 
dabei als synchrone Handlungsausführung zweier Personen verstanden, deren 
Ziel es ist, ihre Bewegungen zur gleichen Zeit enden zu lassen. 
In Kapitel 1 wird eine minimale Architektur für Joint Action vorgestellt, die 
die theoretische Grundlage für die folgenden empirischen Studien bietet. Sie 
basiert auf der Frage, welche Mechanismen und Prozesse Joint Action möglich 
machen. Dabei unterscheidet sie zwischen Mechanismen und Prozessen, die 
minimal notwendig sind, und solchen, die zwischenmenschliche Koordination 
zusätzlich unterstützen. Im minimalen Fall, so die These, ist es ausreichend, 
wenn eine Person nur ihre eigene Handlung und das gemeinsame Ziel der Joint 
Action, also das gewünschte Handlungsresultat, repräsentiert. Es wird dem-
zufolge keine komplexe Repräsentation der anderen Person oder der Aufgabe 
der anderen Person benötigt. Um in einer solchen Situation Koordination 
möglich zu machen, passt jede Person ihre eigene Handlung auf generelle Art 
und Weise an, sodass Koordination möglichst wahrscheinlich wird. Wir 
bezeichnen diese generelle Handlungsanpassung als „Koordinationsglätter“ 
(„coordination smoother“) oder als „Koordinationsstrategie“. Falls möglich 
werden zusätzliche Mechanismen und Prozesse für Joint Action verwendet wie 
zum Beispiel die Aufgabe der anderen Person zu repräsentieren („task 
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representation“; Sebanz, Knoblich, & Prinz, 2003, 2005; Tsai, Kuo, Hung, & 
Tzeng, 2008) oder die eigene Aufgabe und die des Partners vorherzusagen 
(„prediction“; Keller, 2008; Sebanz & Knoblich, 2009; Wolpert, Doya, & Kawato, 
2003) und zu beobachten („monitoring“; de Bruijn, de Lange, von Cramon, & 
Ullsperger, 2009; Loehr, Kourtis, Vesper, Sebanz, & Knoblich, 2013; Schuch & 
Tipper, 2007). 
Die folgenden vier Kapitel behandeln empirische Studien, in denen ich mit 
Hilfe neu entwickelter experimenteller Versuchsaufbauten verschiedene Aspekte 
zwischenmenschlicher Handlungskoordination untersucht habe. All diese 
Arbeiten betrachten das Verhalten von VersuchsteilnehmerInnen und wenden 
dabei hauptsächlich Reaktionszeit- und Bewegungsanalysen als wissen-
schaftliche Methoden an. In Kapitel 2 wird von einer Untersuchung dazu 
berichtet, inwieweit „Speeding“, also beschleunigte Handlungsausführung, als 
Koordinationsstrategie zum Synchronisieren von Reaktionszeiten in einer 
einfachen visuellen Reaktionsaufgabe verwendet wird. In einer Serie von drei 
Experimenten konnten wir eine Koordinationsstrategie identifizieren, bei der 
Handlungspartner ihre eigene Handlung so ausführen, dass diese möglichst 
vorhersagbar für die jeweils andere Person ist. Dieses Ziel wurde im Vergleich zu 
einer individuellen Versuchsbedingung durch schnelleres Reagieren auf den 
visuellen Stimulus erreicht. 
In den Kapiteln 3 und 4 beschreibe ich Untersuchungen dazu, wie 
Menschen ihre eigene Handlung und die Handlung einer zweiten Person 
vorhersagen können, um Koordination in Situationen zu erreichen, in denen 
keine direkte perzeptive Information über den Partner verfügbar ist. Es wird 
gezeigt, dass Menschen ihre Handlungen unter Berücksichtigung des zeitlichen 
Verlaufs ihrer eigenen Handlung und der ihres Partners planen können. Diese 
Vorhersage wird durch eine Simulation der Handlungen innerhalb des eigenen 
motorischen Systems erreicht („motor simulation“; Grush, 2004; Keller, 2012; 
Wilson & Knoblich, 2005; Wolpert, Doya, & Kawato, 2003). Kapitel 3 stellt eine 
Studie vor, in der Versuchspersonen Handlungen tatsächlich ausführten, 
während sich Versuchspersonen in der im Kapitel 4 beschriebenen Studie Hand-
lungen nur vorstellten. In beiden Fällen bestand die Joint Action darin, Vorwärts-
sprünge mit unterschiedlicher Distanz auszuführen bzw. sich das Ausführen der 
Sprünge vorzustellen. Das gemeinsame Ziel war dabei, gleichzeitig mit dem 
Partner zu landen, wobei weder visuelles noch auditives Feedback über den 
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Partner zur Verfügung stand. Stattdessen wurden Versuchspersonen vor jedem 
Sprung darüber informiert, wie weit sie selbst und wie weit ihr Partner springen 
würden. Durch eine Analyse der tatsächlich ausgeführten (Kapitel 3) oder nur 
vorgestellten (Kapitel 4) Absprungzeiten konnten wir erkennen, dass die 
Versuchspersonen ihre Absprungzeiten systematisch an die zu erwartende 
Zeitdifferenz beim Landen anpassen und sich so erfolgreich mit einer 
tatsächlichen oder nur vorgestellten Person koordinieren konnten. 
Die letzte empirische Studie, die in Kapitel 5 vorgestellt wird, beschäftigt 
sich mit der Frage, welche Rolle perzeptive (in diesem Fall visuelle) 
Informationen für Joint Actions spielen, in denen Handlungspartner 
asymmetrische Aufgaben haben, beispielsweise weil ihnen unterschiedlich viel 
Wissen über die gemeinsame Handlung zur Verfügung steht. Die Aufgabe zweier 
Versuchspersonen bestand darin, eine Reihe von Armbewegungen („tapping 
movements“) zu unterschiedlichen Zielpositionen so auszuführen, dass beide das 
jeweils nächste Ziel gleichzeitig erreichen. Allerdings wusste dabei nur eine der 
beiden Personen, wo die nächste Zielposition sein würde. Die Ergebnisse zeigen, 
dass die Person, die das nächste Ziel kannte, ihre Bewegungen so ausführte, 
dass sie der Person, die dieses Wissen nicht hatte, Informationen über die 
Zielposition zukommen lassen und sie so beim Lösen der Aufgabe unterstützen 
konnte.  
In Kapitel 6 schließlich fasse ich die Inhalte der vorangegangenen Kapitel 
zusammen und diskutiere, welche Schlussfolgerungen sich aus den empirischen 
Studien ergeben und wie sich diese zur minimalen Architektur aus Kapitel 1 
verhalten. Ich komme dabei zu dem Schluss, dass die Studienergebnisse, die in 
dieser Doktorarbeit berichtet werden, die Thesen der minimalen Architektur 
grundsätzlich unterstützen und diese daher einen viel versprechenden Rahmen 
für weitere zukünftige Forschung im Bereich Joint Action bietet. 
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