This article discusses the extension of the notion of context from linguistics to the domain of music. In language, the statistical regularity known as Zipf's law -which concerns the frequency of usage of different wordshas been quantitatively related to the process of text generation. This connection is established by Simon's model, on the basis of a few assumptions regarding the accompanying creation of context. Here, it is shown that the statistics of note usage in musical compositions are compatible with the predictions of Simon's model. This result, which gives objective support to the conceptual likeness of context in language and music, is obtained through automatic analysis of the digital versions of several compositions. As a byproduct, a quantitative measure of context definiteness is introduced and used to compare tonal and atonal works.
Introduction
The appealing affinity between the cognitive processes associated with music and language has always motivated considerable interest in comparative research (Patel, 2003) . Both music and language are highly structured human universals related to communication, whose acquisition, generation, and perception are believed to share at least some basic neural mechanisms (Maess et al., 2001 ).
The analysis of these concurrent aspects has naturally lead to the attempt of extending concepts and methods of linguistics to the domain of musical expression.
Grammar, syntax, and semantics have been discussed in the framework of music from a variety of linguistically-inspired viewpoints (Bernstein, 1973; Lerdahl and Jackendorf, 1983; Agawu, 1991; Patel, 2003) . This approach, however, does not always take into account the crucial difference of nature between the information conveyed by music and language. Consequently, such discussions often remain at the level of a metaphoric parallelism. A scientifically valuable comparative investigation of music and language should begin by an accurate definition of common concepts in both domains.
In this article, I explore the possibility of extending to the domain of music a quantitative feature of language, related to the frequency of word usagenamely, Zipf's law. The significance of Zipf's law for language has resulted to be a controversial matter in the past (Simon, 1955; Mandelbrot, 1959) . However, the most successful explanation of Zipf's law -given by Simon's model-is based on linguistically sensible assumptions, associated with the mechanisms of text generation and the concept of context creation (Simon, 1955; Montemurro and Zanette, 2002; Zanette and Montemurro, 2004) . This supports the assertion that Zipf's law is relevant to language. Moreover, since it involves a quantitative property, an extension to the domain of music can, in principle, be precisely defined.
Zipf's law has already been studied in music from a phenomenological perspective, without reference to any possible connection between linguistics and music theory (Boroda and Polikarpov, 1988; Manaris et al., 2003) . The main aim of this article is to discuss Zipf's law as a by-product of the creation of musical context, attesting the validity of extending the assumptions of Simon's model to music. I begin by reviewing the formulation of Zipf's law and Simon's model for language, with emphasis in their connection with the concept of context. Then, I discuss the extension of this concept to music. Finally, I show with quantitative examples that Simon's model can be successfully applied to musical compositions, which provides evidence of analogous underlying mechanisms in the creation of context in language and music. Context thus arises as a well-defined common concept in the two domains.
Zipf's law and Simon's model in language
In the early 1930s, G. K. Zipf pointed out a statistical feature of large language corpora -both written texts and speech streams-which, remarkably, is observed in many languages, and for different authors and styles (Zipf, 1935) . He noticed that the number of words w(n) which occur exactly n times in a language corpus varies with n as w(n) ∼ 1/n γ , where the exponent γ is close to 2. This rule establishes that the number of words with exactly n occurrences decreases approximately as the inverse square of n. Zipf's law can also be formulated as follows. Suppose that the words in the corpus are ranked according to their number of occurrences, with rank r = 1 corresponding to the most frequent word, rank r = 2 to the second most frequent word, and so on. Then, for large ranks, the number of occurrences n(r) of the word of rank r is given by n(r) ∼ 1/r z , with z close to 1. The number of occurrences of a word, therefore, is inversely proportional to its rank. For instance, the 100-th most frequent word is expected to occur roughly 10 times more frequently than the 1000-th most frequent word.
Figure 1 illustrates Zipf's law for Charles Dickens's David Copperfield. All its different words have been ranked, the number of occurrences n of each word has been determined, and n has been plotted against the rank r. In this doublelogarithmic plot, straight lines correspond to the power-law dependence between n and r reported by Zipf.
Zipf himself advanced a qualitative explanation for the relation between word frequency and rank, based on the balanced compromise between the efforts invested by the sender and the receiver in a communication process (Zipf, 1949) .
A quantitative derivation of Zipf's law was later provided by H. A. Simon, in the form of a model for text generation (Simon, 1955) . The basic assumption underlying Simon's model is that, as words are successively added to the text, a context is created. As the context emerges, it favours the later appearance of certain words -in particular, those that have already appeared-and inhibits the use of others. In its simplest form, Simon's model postulates that, during the process of text generation, those words that have not yet been used are added at a constant rate, while a word that has already appeared is used again with a frequency proportional to the number of its previous occurrences. These simple rules are enough to prove that, in a sufficiently long text, the number w(n) of words with exactly n occurrences is, as noticed by Zipf, w(n) ∼ 1/n γ . The exponent γ is determined by the rate at which new words are added, and takes the observed value γ ≈ 2 when that rate is close to zero. Simon's model can be refined by assuming that, as observed in real texts, the rate of appearance of new words decreases as the text becomes longer (Montemurro and Zanette, 2002; Zanette and Montemurro, 2004) . Specifically, if the number V of different words varies with the length T of the text as V ∼ T ν , with 0 < ν < 1, it turns out that w(n) ∼ 1/n 1+ν . Assuming moreover that there exists an upper limit n 0 for the number of occurrences of any single word, it is possible to show that the number of occurrences as a function of the rank is
with z = 1/ν. The constants a and b are given in terms of n 0 and V as a = 1/n ν 0 and b = (1 − 1/n ν 0 )/V . The upper limit n 0 is turn connected to V and T through the relation T /V = ν(n
For sufficiently large ranks, the form of n(r) given in equation (1) 
Semantics and context in music
In contrast to language, music lacks functional semantics. 1 Generally, the musical message does not convey information about the extra-musical world and, therefore, a conventional correspondence between musical elements and non-musical objects or concepts (i.e., a dictionary) is irrelevant to its cognitive function. Unless music is accompanied by a text and/or by theatrical action, its semantic contents is usually limited to the onomatopoeic-like episodes of "musical pictures" or to a rather rough outline of mood, frequently determined just by rhythm and tonality. Assigning extra-musical meaning to a musical message is basically an idiosyncratic matter, yielding highly non-universal results.
On the other hand, the notion of context is essential to both language and music. In the two cases, context can be defined as the global property of a structured message that sustains its coherence or, in other words, its intelligibility (van Eemeren, 2001) . Thus, such notion lies at the basis of the cognitive processes associated with written and spoken communication and with musical expression and perception. A long chain of words -even if they constitute a grammatically correct text-or a succession of musical events -even if they form, for instance, a technically acceptable harmonic progression-would result incomprehensible if they do not succeed at defining a contextual framework. It is in this framework, created by the message itself, that its perceptual elements become integrated into a meaningful coherent structure.
In language, context emerges from the mutually interacting meanings of words.
As new words are successively added to a text or speech stream, context is built up by the repeated appearance of certain words or word combinations, by the emphasis on some classes of nouns and adjectives, by the choice of tense, etc.
These elements progressively establish the situational framework defined by the message in all its details. Thus, linguistic context is a collective expression of the semantic contents of the message.
In music, context is determined by a hierarchy of intermingled patterns occurring at different time scales. For the occasional listener, the most evident contribution to musical context originates at the level of the melodic material, whose repetitions, variations, and modulations shape the thematic base of a composition (Schoenberg, 1967) . The tonal and rhythmic structure of melody phrases constitutes the substance of musical context at that level. At larger scales, the recurrence of long sections and certain standard harmonic progressions determine the musical form. Crossed references between different movements or numbers of a given work establish patterns over even longer times. Meanwhile, at the opposite end of time scales, a few notes are enough to determine tempo, rhythmic background, and tonality, through their duration and pitch relations.
An obvious difficulty in modelling the creation of musical context along the lines discussed in Section 2 for language, which are based on the statistics of word usage, resides in the fact that the notion of word cannot be unambiguously extended to music (Boroda and Polikarkov, 1988) . In language, words -or short combinations of words-stand for the units of semantic contents, with (almost) unequivocal correspondence with objects and concepts. Moreover, in the symbolic representation of language as a chain of characters, i.e. as a written text, words are separated by blank spaces and punctuation marks, which facilitates their identification -in particular, by automatic means. Music, on the other hand, does not possess any conventionally defined units of meaning. The notion of word is however conceivable in music by comparison with the linguistic role of words as "units of context," namely, as the perceptual elements whose collective function yields coherence and comprehensibility to a message. In music, the role of "units of context" is played by the building blocks of the patterns which, at different time scales, make the musical message intelligible. Yet, the identification of such units in a specific work may constitute a controversial task.
In the quantitative investigation of context creation in music, I have chosen as "units of context" the building blocks of the smallest-scale patterns, namely, single notes. A note is here characterised by its pitch (i.e. its position on the clef-endowed staff) and type (i.e. its duration relative to the tempo mark), and its volume, timbre, and actual frequency and duration are disregarded. The contribution of notes to the creation of musical context, determining tonality and the basis for rhythm, is particularly transparent. In addition, the choice of single notes has several operational advantages. In the first place, the collection of notes available to all musical compositions -or, at least, to all those compositions that can be written on a staff using the standard note types-is the same. This collection of notes plays the role of the lexicon out of which the message is generated.
Secondly, single notes are well-defined entities in any symbolic representation of music, either printed on a staff or in standardised digital formats, such as the Musical Instrument Digital Interface (MIDI). This makes possible their automatic identification, which, as described later, constitutes a crucial step in the analysis. Moreover, in order to extract any meaningful information from a statistical approach, it is necessary to work with relatively large corpora. The compositions used in the present investigation contain, typically, several thousand single notes.
This figure remains well below the number of words in any literary corpus, which usually reaches a few hundred thousands (cf. figure 1) , but is already suited for statistical manipulations.
The convenience of choosing single notes as the "units of context" is best appraised by comparing with other possible choices. Consider, for instance, a definition of "unit of context" in terms of melodic phrases. First of all, the limits of a melodic phrase cannot be unambiguously determined. Furthermore, unless one takes into account the infinitely vast universe of all possible melodies, melodic phrases do not constitute a common lexicon for different compositions.
Finally, since melodic phrases are subject to modulation and variation as a work progresses, their automatic identification would demand resorting to the sophisticated computational procedures.
Application of Simon's model to music
The starting point in the study of the relevance of Simon's model to the creation of musical context, is Zipf's analysis of note usage. I have employed a computational code to sequentially read the MIDI version of a musical composition, 2 and detect the "events" corresponding to single notes. Each of these "events" consists of a sequence of hexadecimal digits, with explicit information on the relative duration and pitch of the corresponding note (Lehrman and Tully, 1993) . This information is extracted, and notes are ranked according to their number of occurrences. I denote by T the total number of notes (i.e. the "text length," cf. Section 2) and by V the number of different notes (i.e. the "lexicon size"). 
Conclusion
While the extension of the notion of semantic contents from linguistics to music holds as a metaphoric allegory only, context -whose role in language is closely related to semantics-stands for a significant feature common to linguistic and musical messages. In both domains, context denotes a property emerging from the interaction of the perceptual elements that compose the message, that makes the message intelligible as a whole. The nature of the information borne by music differs substantially from that of language. However, the combination of those elements in a hierarchically organised sequence, whose structure sustains its comprehensibility, lies at the basis of the creation of context in the two domains. Of course, the present mathematical approach is not assumption-free. In particular, a crucial choice was made at the moment of extending the notion of wordto musical messages. It would be interesting to consider alternative extensions, at the level of melodic phrases, harmonic sequences, or rhythmic patterns, and thus explore the concept of musical context at different scales.
