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Abstrat
Entropi unertainty relations plae nontrivial lower bounds to the sum of Shannon information
entropies for nonommuting observables. Here we obtain a novel lower bound on the entropy
sum for general pairs of observables in nite-dimensional Hilbert spae, whih improves on the
best bound known to date [Maassen and Unk, Phys. Rev. Lett. 60, 1103 (1988)℄ for a wide
lass of observables. This result follows from another formulation of the unertainty priniple, the
Landau-Pollak inequality, whose relationship to the Maassen-Unk entropi unertainty relation
is disussed.
PACS numbers: 03.65.-w, 03.65.Ta, 03.67.-a
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I. INTRODUCTION
The unertainty priniple states that for quantum systems there is an irreduible lower
bound on the unertainty in the result of simultaneous measurements for general pairs of
nonommuting observables. This is one of the key aspets of quantum mehanis, sine it is
one of the fundamental points of departure of the theory with respet to lassial physis.
The oldest and most widely used mathematial formulation of the unertainty priniple
is the Heisenberg-Robertson unertainty relation [1℄, whih plaes a lower bound on the
produt of the standard deviations for any pair of nonommuting observables. However, two
deades ago several authors [2, 3℄ pointed out that this inequality atually fails to express
properly the physial ontents of the unertainty priniple, and proposed to use instead the
so-alled entropi unertainty relations (EURs), whih plae lower bounds to the sum of
the Shannon information entropies of observables. In fat, for the position-momentum and
angle-angular momentum pairs the optimal (i.e. sharpest) EURs were already found in Ref.
[4℄, while in nite-dimensional Hilbert spae several EURs have been derived for general
pairs of observables [2, 5, 6, 7℄, as well as for partiular sets of more than two observables
suh as the so-alled omplementary observables [8℄.
During the last years, EURs in the nite-dimensional setting have been proved to be not
only a subjet of fundamental importane, as a ompletely rigorous mathematial formula-
tion of the unertainty priniple, but also a useful tool in quantum information theory. For
instane, EURs have been used to derive separability riteria [9℄, to show the possibility of
loking lassial orrelations in quantum states [10℄, and to prove the seurity of protools
of quantum ryptography [11℄. Unfortunately, the EURs obtained so far for observables in
nite-dimensional Hilbert spae are not ompletely tight in general, and the optimal lower
bound on the entropy sum is only known in a few speial ases. Our aim in this paper is
to improve on the best bound known to date for general pairs of observables ating on a
Hilbert spae of arbitrary nite dimension [6℄.
Let A and B denote two Hermitian operators representing physial observables in an N -
dimensional Hilbert spae, with respetive omplete orthonormal sets of eigenvetors {|ai〉}
and {|bi〉} (i = 1, . . . , N), and let |ψ〉 denote the normalized state vetor desribing the
quantum (pure) state of the system. For the sake of simpliity, we assume that both A and
B have non-degenerate spetra, so that there are N possible outomes for measurements of
2
eah observable and the probabilities pi(A,ψ), pi(B,ψ) (i = 1, . . . , N) are given by
pi(A,ψ) = |〈ψ|ai〉|2 , pi(B,ψ) = |〈ψ|bi〉|2 . (1)
An entropi unertainty relation (EUR) for the pair A,B is an inequality of the form
Hψ(A) +Hψ(B) ≥ HAB > 0 , (2)
where Hψ(X) is the Shannon information entropy orresponding to the probability distri-
bution {pi(X,ψ)},
Hψ(X) = −
N∑
i=1
pi(X,ψ) ln pi(X,ψ) . (3)
Aording to Shannon's information theory [12℄, entropy is the only rigorous quantitative
measure of the unertainty or lak of information assoiated to a random variable. The EUR
(2) thus sets a nontrivial lower bound, the positive onstant HAB, to the joint (information-
theoreti) unertainty about the outomes of simultaneous measurements of A and B in any
quantum state [13℄.
As rst shown by Deutsh [2℄, an inequality of the form (2) does indeed exist for any
pair of observables that do not share any ommon eigenstate, as must be expeted from
a satisfatory quantitative expression of the unertainty priniple. Speially, in Ref. [2℄
Deutsh proved that
H(A) +H(B) ≥ −2 ln
(
1 + c
2
)
, (4)
where
c = c(A,B) ≡ max
i,j
|〈ai|bj〉| (5)
is usually alled the overlap of observables A and B (notie that 1/
√
N ≤ c ≤ 1 in N-
dimensional Hilbert spae). The Deutsh EUR (4) was later improved by Maassen and
Unk [6℄, who showed that
H(A) +H(B) ≥ −2 ln c . (6)
This inequality is the sharpest EUR known to date for a general pair of observables in
nite-dimensional Hilbert spae. In the partiular ase when A and B are omplementary
observables [5, 14℄, i.e. |〈ai|bj〉| = 1/
√
N for all i, j = 1, . . . , N , the lower bound lnN given
by (6) is optimal sine it is attained whenever the system is in an eigenstate of either A or
B [5℄. Leaving aside this speial ase, however, the Maassen-Unk EUR is not optimal, in
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the sense that the lower bound (6) is not attained for any quantum state. The problem of
nding the optimal EUR for general (non-omplementary) observables turns out to be very
diult, and up to now it has only been solved in two-dimensional Hilbert spae [7℄.
Another alternative mathematial formulation of the unertainty priniple is provided by
the Landau-Pollak unertainty relation, whih states that
arccos
√
PA + arccos
√
PB ≥ arccos c , (7)
where
PA ≡ max
i
pi(A) , PB ≡ max
j
pj(B) . (8)
This inequality was rst onsidered in the quantum setting by Unk [6, 15℄, who adapted
the original work of Landau and Pollak on unertainty in signal theory [16℄. It satises
some of the formal requirements proposed by Deutsh [2℄ to haraterize general unertainty
relations, and has been used to derive separability onditions in the framework of quantum
information theory [17℄. Remarkably, Eq. (7) is neither weaker nor stronger than (6), sine
one an nd probability distributions allowed by the latter but forbidden by the former,
and vie versa [15℄. However, the Landau-Pollak inequality does not make use of Shannon's
entropy as the measure of unertainty, so it annot be onsidered as a ompletely rigorous
expression of the unertainty priniple [18℄.
As shown by Maassen and Unk [6, 15℄, the Deutsh EUR (4) an be derived from Eq.
(7). In the following we will prove that use of the Landau-Pollak inequality (7) atually
enables us to obtain a stronger EUR, whih improves even on the Maassen-Unk EUR (6)
for pairs of observables suh that
c(A,B) ≥ 1√
2
≃ 0, 707 . (9)
As a by-produt, our disussion will larify the onditions under whih the Landau-Pollak
inequality plaes stronger restritions on the probability distributions of A and B than the
Maassen-Unk unertainty relation.
II. MINIMIZATION OF THE ENTROPY SUM UNDER THE LANDAU-POLLAK
CONSTRAINT
We proeed by nding the minimum of the entropy sum H(A)+H(B) with the onstraint
given by Eq. (7). To ahieve this goal, we rst onsider the minima of the entropy H(X) for
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probability distributions whih have a xed value P for their maximum probability. That is,
we seek for the minimum values of theN-variable funtionH(X) =
∑N
i=1 pi(X) ln pi(X) with
the onstraints
∑N
i=1 pi(X) = 1 and maxi pi(X) = P ; notie that the maximum probability
an be repeated M times, with 1 ≤ M ≤ N , so the last onstraint is in fat a set of M
onstraints applying for i = 1, . . . ,M . The solution to this problem an be found in Ref.
[19℄, where it is proved that the minimum values of H(X) are attained for the probability
distributions of the form
{pi(X)}min =

P, . . . , P︸ ︷︷ ︸
M times
, 1−MP, 0, . . . , 0︸ ︷︷ ︸
N−M−1 times

 , (10)
the orresponding values of the entropy being then
H
min
(X) = −MP lnP − (1−MP ) ln(1−MP ) , (11)
for whatever values of M and P suh that
M ≤ 1
P
< M + 1 . (12)
The previous result enables us to redue the problem of nding the minimum of the
entropy sum H(A) + H(B) to a simpler one, namely that of minimizing the two-variable
funtional
H(PA, PB) ≡ Hmin(A) +Hmin(B)
=
∑
i=A,B
[−MiPi lnPi − (1−MiPi) ln(1−MiPi)] (13)
with the onstraints
Mi ≤ 1
Pi
< Mi + 1 (Mi ∈ N , i = A,B) (14)
and (7). For onveniene, we will nd instead the maximum of −H, by applying to this fun-
tional the (Karush)-Kuhn-Tuker theory for optimization subjet to inequality onstraints
[20℄.
Let us rst exlude the ase in whih Pi = 1/Mi for at least one i, whih will be treated
separately. The Lagrangian for this problem is
L =
∑
i=A,B
[MiPi lnPi + (1−MiPi) ln(1−MiPi)
+µi
(
1
Mi
− Pi
)
+ νi
(
Pi − 1
Mi + 1
)]
+ λ(arccos
√
PA + arccos
√
PB − arccos c) , (15)
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where λ, µi, νi ≥ 0 are Lagrange undetermined multipliers. The Kuhn-Tuker neessary
onditions [20℄ for a point to be a maximum are then, with i = A,B,
Mi ln
Pi
1−MiPi −
λ
2
√
Pi(1− Pi)
− µi + νi = 0 , (16)
µi
(
1
Mi
− Pi
)
= 0 , (17)
νi
(
Pi − 1
Mi + 1
)
= 0 , (18)
λ(arccos
√
PA + arccos
√
PB − arccos c) = 0 , (19)
provided that Eqs. (7) and (14) are still fullled. Notie that the Kuhn-Tuker onditions
are neessary for a point to be a maximum, but they are not suient. Therefore, one
we nd all the solutions of Eqs. (7), (14) and (16)-(19) we will have to hek whih one
orresponds to the atual maximum.
Sine we are restriting ourselves to the ase when Pi 6= 1/Mi for i = A,B, we must set
µi = νi = 0 also for i = A,B if we want Eqs. (17) and (18) to be ompatible with (14). If
λ = 0 as well, then ondition (16) redues to Pi = 1/(1 +Mi), whih ontradits Eq. (14).
Therefore λ 6= 0, so that Eq. (19) redues to
arccos
√
PA + arccos
√
PB = arccos c . (20)
This means that, as it was reasonable to expet, the optimal probability distribution satu-
rates the Landau-Pollak unertainty relation. Using the trigonometri identity
arccos x+ arccos y = arccos
(
xy −
√
(1− x2)(1− y2)
)
, (21)
Eq. (20) implies that
c =
√
PAPB −
√
(1− PA)(1− PB)
≤ 1−
√
(MA − 1)(MB − 1)√
MAMB
, (22)
where the inequality in the right-hand side follows from (14). Sine c ∈ (0, 1], we see from
(22) that
min(MA,MB) = 1 , c ≤ 1√
max(MA,MB)
. (23)
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On the other hand, Eq. (16) yields
λ = 2MA
√
PA(1− PA) ln PA
1−MAPA
= 2MB
√
PB(1− PB) ln PB
1−MBPB . (24)
Equation (24) has several solutions, eah of whih provides a possible minimum for H.
For instane, if we assume that PA = PB, then Eq. (20) implies that
PA = PB =
1 + c
2
, (25)
while (14) and the rst equation in (23) impose thatMA =MB = 1. Therefore, this solution
gives the following andidate for the minimum of H,
F(c) ≡ −(1 + c) ln 1 + c
2
− (1− c) ln 1− c
2
. (26)
If we now assume that PA 6= PB, we have MA = 1, MB = M ∈ N beause of Eq. (23).
Then the possible minima of H ome from the solutions of the equation
√
PA(1− PA) ln PA
1− PA =M
√
PB(1− PB) ln PB
1−MPB (27)
for M = 1, 2, . . ., eah of whih will be only valid within the range c ≤ 1/√M due to
the seond equation in (23). Unfortunately, Eq. (27) with PA 6= PB annot be solved by
analytial means and its solutions must be alulated numerially. If, realling (20), we
dene
PA ≡ cos2 α , PB ≡ cos2(θ − α) , c ≡ cos θ , (28)
then Eq. (27) is rewritten as
sin 2α ln
(
1 + cos 2α
1− cos 2α
)
+M sin 2(α− θ)
× ln
(
1 + cos 2(α− θ)
2(1−M cos2(α− θ))
)
= 0 , (29)
where α 6= θ/2, θ/2 + pi/4 in order to speify PA 6= PB. We will denote by HM(c) the
possible minimum of H obtained by substituting into Eq. (13) the numerial values of Pi(c)
orresponding by means of (28) to the solution α(θ) of Eq. (29).
Finally, we onsider what happens if we allow Pi = 1/Mi for i = A and/or i = B. Then
we get the solution PA = 1, PB = c
2
, whih yields the possible minimum
G(c) ≡ −c2[1/c2] ln c2 − (1− c2[1/c2]) ln(1− c2[1/c2]) , (30)
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Figure 1: Atual and possible lower bounds in the EUR (2) for a pair of observables with overlap c:
Maassen-Unk bound (dash-dotted line), F(c) (dashed line), H1(c) (dotted line), and G(c) (solid
line).
where [x] denotes the integer part of x. There also exist other solutions whih turn out to
be uninteresting [21℄.
We now have to selet between all the previous solutions the atual minimum of H,
whih will be our novel lower bound for H(A) + H(B). For c ≥ 1/√2 we just have three
possibilities, namely the analytial bounds F(c), G(c) and the numerial boundH1(c). These
three possible bounds are plotted in Fig. 1 together with the Maassen-Unk bound (6).
From there we readily see that the atual lower bound on the entropy sum equals F(c) when
c ≥ c∗ ≃ 0.834, and H1(c) when 1/
√
2 ≤ c ≤ c∗. We also see that, in both ases, our
lower bound is stronger than the Maassen-Unk one. It is worth noting that G(c) is not the
atual minimum for any value of c, although it is very lose to the numerial bound H1(c)
and pratially overlaps with it within a onsiderable range.
On the other hand, in the ase when c ≤ 1/√2 the minimum of H fails to improve on the
Maassen-Unk bound, as an be readily seen from the graph of H1(c) displayed in Fig. 1.
Nevertheless, sine G(c) interpolates the Maassen-Unk bound in the only points in whih
the latter is optimal, i.e. c = 1/
√
n with n ∈ N (see Fig. 1), one ould think that the former
ould indeed be the atual lower bound on H(A) + H(B). However, it is possible to nd
examples with a slightly lower entropy sum that disprove this onjeture.
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III. CONCLUSIONS
In summary, using the Landau-Pollak inequality (7) we have managed to improve the
Maassen-Unk bound for EURs in a nite-dimensional Hilbert spae for the set of observable
pairs that fulll the large overlap ondition (9). The strongest lower bound HAB that is now
available for the EUR (2) orresponding to a general pair of observables with overlap c an
thus be written as the pieewise funtion
HAB =


−2 ln c if 0 < c ≤ 1/√2 ,
H1(c) if 1/
√
2 ≤ c ≤ c∗ ,
F(c) if c∗ ≤ c ≤ 1 ,
(31)
where c∗ ≃ 0.834, the analytial bound F(c) is given by Eq. (26), and the numerial bound
H1(c) was dened after Eq. (29).
It is interesting to note that for observables ating on a two-dimensional Hilbert spae,
where the large overlap ondition (9) always holds, the bound in Eq. (31) oinides with the
optimal bound obtained in [7℄. This fat implies that in the general (higher-dimensional)
ase the bound in (31) is the best possible bound that an be expressed in terms only of
the overlap c. As a by-produt, our derivation shows that the Landau-Pollak inequality is
optimal in the two-dimensional ase.
Our derivation also shows that the Landau-Pollak unertainty relation is stronger than
the Maassen-Unk EUR for observables that fulll the large overlap ondition (9). It is
remarkable that an inequality based on suh a simple measure of unertainty, whih ignores
all but one of the values of the probability distribution, exhibits this strength. On the other
hand, for observables that do not satisfy ondition (9), the Landau-Pollak inequality turns
out to be weaker than the Maassen-Unk EUR. As a matter for future researh, it would
be interesting to hek whether other formulations of the unertainty priniple relying on
dierent measures of unertainty (see Ref. [15℄) an be used in an analogous way to derive
better bounds for EURs.
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