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Abstract 
This work considers the classification of power quality disturbances based on VMD (Variational Mode Decomposition) and 
EWT (Empirical Wavelet Transform) using SVM (Support Vector Machine). Performance comparison of VMD over EWT is 
done for producing feature vectors that can extract salient and unique nature of these disturbances. In this paper, these two 
adaptive signal processing methods are used to produce three Intrinsic Mode Function (IMF) components of power quality 
signals. Feature vectors produced by finding sines and cosines of statistical parameter vector of three different IMF candidates 
are  used for training SVM. Validation for six different classes of power qualities including normal sinusoidal signal, sag, swell, 
harmonics, sag with harmonics, swell with harmonics is performed using synthetic data in MATLAB. Classification results using 
SVM shows that VMD outperforms over EWT for feature extraction process and the classification accuracy is tabled. 
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1. Introduction 
Power quality signal detection and its classification is of great importance in industrial and commercial power 
system. The disturbances in power quality signal are threats for electronic equipments which are sensitive to these 
disturbances1. Commonly these types of disturbances like swell, sag, harmonics are referred to as are referred to as 
the pollutions in power grid. The main sources include SMPS in computers, rectification circuits, non-linear 
resistive loads, inverters and verities of switching circuits, rotating machineries etc. Various techniques for detection 
and classification of power quality disturbances have been proposed recently. Mainly it includes hidden Markov 
models2, artificial neural networks3, Fourier and Wavelet transform for the analysis of harmonic pollution4 etc. 
Wavelet transform based processing of power quality disturbances is explained in5. There are rule based system for 
disturbance classification6 in which decisions for classifications are performed using a set of rules designed by 
human experts. As the dimensionality increases, this method has the drawback of extending the rules else poor 
classification may be the result.  
The remaining section of this paper is organized as follows: Section 2 describes about Empirical Wavelet 
Transform (EWT) and Empirical Mode Decomposition (EMD). Variational Mode Decomposition (VMD) is 
described in Section 3. Section 4 explains the Support Vector Machine (SVM) for classification. Section 5 describes 
the proposed methodology. Section 6 discusses the result and conclusion of the paper with the scope of future work 
are described in section 7. 
2. Empirical Wavelet Transform 
EWT was introduced in 2013 by Jerome Gilles7. Aim is to extract a series of (Amplitude Modulated- Frequency 
Modulated) AM-FM signals from the given signal. This method of decomposition outperforms over EMD 
introduced in 1998 by Huang et al8. EMD can represent the signal in terms of fast and slow oscillations and the 
splitting of signal is local and fully data driven. in many cases, EMD algorithm fails to extracts the harmonics 
accurately if the signal is affected with noises hence Ensemble EMD (EEMD) method is introduced9. Moreover it 
gives too many number of modes  in case of ECG like signals. In many situations, this many numbers of modes are 
irrelevant. Even though, this method doesn't have any strong mathematical background, it is widely used in different 
kinds of applications like in biomedical signal processing10, signal processing and communication11. The purpose of 
the decomposition is to extract the principal modes of signal given by the equation, 
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Amplitude KA and time derivative of phase change 'kM  are assumed to be positive and slowly varying 
component compared to kM  . These modes have compact support in Fourier domain. So any IMF has a short 
frequency support or in other words frequency vary in a small range. Analytic signal can be obtained using Hilbert 
transform applied to IMF components (EMD+Hilbert transform) which helps to determine the instantaneous 
frequency and instantaneous amplitude of the signal. EWT performs adaptive decomposition of Fourier spectrum by 
appropriately choosing the boundaries so that the information is relevant within the considered boundary regions7. 
These support boundaries are set by identifying local maximas and local minimas in the normalized Fourier domain. 
Wavelet filters are provided for each compactly supported Fourier regions within the boundary regions to extract 
IMF components. Wavelet filters have perfect reconstruction property which means that the original input signal can 
be exactly reconstructed without any losses by summing the filter output signals. EWT algorithm uses Mayer’s filter 
bank for decomposition.   
3. Variational Mode Decomposition 
Variational Mode decomposition12 decomposes the signal into various modes or intrinsic mode functions using 
calculus of variation. Each mode of the signal is assumed to have compact frequency support around a central 
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frequency.VMD tries to find out these central frequencies and intrinsic mode functions centered on those 
frequencies concurrently using an optimization methodology called (Alternate Direction Method of Multipliers) 
ADMM13. The original formulation of the optimization problem is continuous in time domain.  The constrained 
formulation is given in12 as, 
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3.1. Final algorithm  for VMD12 
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End for 
Dual ascent for all 0:Z t  
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Until convergence:
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The formulation is worded is as follows: 
Minimize the sum of the bandwidths of k  modes subject to the condition that sum of the k  modes is equal to the 
original signal.  So the unknowns are k  central   frequencies and k functions centered at those frequencies. Since 
parts of the unknowns are functions, calculus of variation is applied to derive the optimal functions. Bandwidth of an 
AM-FM signal primarily depends on both, with the maximum deviation of the instantaneous frequency   max ( )k kf tZ Z'   and the rate of change of instantaneous frequency. Dragomiretskiy and Zosso   proposed a   
375 C. Aneesh et al. /  Procedia Computer Science  46 ( 2015 )  372 – 380 
function that can measure the bandwidth of a Intrinsic mode function ( )ku t . At first they computed Hilbert transform 
of the ( )ku t .  Let it be ( )Hku t . Then formed an analytic function  ( ) ( )Hk ku t ju t . The frequency spectrum of this 
function is one sided(exist only for positive frequency)  and assumed to be centered on kZ  . By multiplying this 
analytical signal with kj te Z ,  the signal is frequency translated to be centered at origin. The integral of the square of 
the time derivative of this frequency-translated-signal is a measure of bandwidth of the Intrinsic mode function ( )ku t
.   
Let  
  ( ) ( ) ( ) kj tM Hk k ku t u t ju t e Z                                                                                                                    (5) 
It is a function whose spectrum is around origin (baseband).  Magnitude of time derivative of this function when 
integrated over time is a measure of bandwidth.  So 
     ( ) ( )M Mk t k t ku t u t dtZ'  w w³                                                                                                          (6) 
Where,  
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The integral can also expressed as a norm.  
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The Sum of bandwidths of  k  modes  is given by 
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Where f  is the original signal. Using augmented Lagrangian Multiplier method the objective function can be 
casted  as an  unconstrained optimization problem as follows.  
 
                                             (9) 
 
k  ranges from 1 to K .In ADMM philosophy, we solve for one variable at a time assuming all others are known. 
So the formula for updating ku at the n+1 the iteration is as follows. The convergence of the algorithm is given in12. 
 
The final updated equations are given by, 
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4. Support Vector Machine                       
Support Vector Machines (SVM) are widely using supervised classification tool in machine learning. Based on 
the training data 1{ ... }nx x , where 
n
ix R , together with class labels 1{ ... }ny y  where { 1,1}iy   , SVM can be 
trained to create a model14. Using this model, it predicts the class of  a new testing sample. The idea in SVM is to 
create a hyperplane as shown in Fig. 1 with a maximum margin(separation for adjacent classes ). This helps to 
reduce the generalization error for classifying a new data point. Fig. 1 shows a two class problem where a linear 
separation is achieved using a straight line. But in N-dimensional space, a hyperplane can be used for separation of 
different classes. In cases where data points are clustered so that linear separation is not possible, the data points can 
be mapped into feature space (higher dimensional space) where a linear separation is possible. This hyperplane 
which is linear in feature space will be non linear in its corresponding input space 16.    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Linear separation of data points using SVM. 
Consider a two case scenario. Let 1x and 2x  be the two variables, the objective of SVM is to find a hyperplane of 
the form 1 1 2 2 0w x w x J    with the bounding planes 1 1 2 2 1w x w x J  t  and 1 1 2 2 1w x w x J  t  . Here J  is the 
bias term which is scalar. During the training stage, SVM finds the appropriate  'i sw  and J . Ones these parameters 
are found, decision boundary is obtained as 0Tw x J  , where w  is a vector. When new data point comes, the 
decision for the label is found using the function ( ) ( )Tf x sign w x J   
Maximal margin 
 
Bounding plane 
Bounding plane 
Hyperplane 
Support Vector 
377 C. Aneesh et al. /  Procedia Computer Science  46 ( 2015 )  372 – 380 
5. Proposed Methodology 
Five different classes of power quality disturbances with their corresponding classes considered are swell-K1, 
sag-K2, harmonics-K3, sag with harmonics-K4 and swell with harmonics-K5. Also a class K6 with pure sinusoidal 
signal (50Hz frequency) is included. All signal has 50 Hz normal frequency. Number of samples per cycle is 256 
and each signal is ten cycle duration, so every signal consists of 2560 number of total samples. Each class contains 
120 cases out of which 100 signals feature vector is used for training the SVM and remaining for testing purpose. 
Fig. 1 shows one such generated signal from all the six classes considered. Each signal is decomposed in to three 
IMF candidates. Choosing higher the number of candidates may results in good classification accuracy at the cost of 
increase in the dimension of feature vector computational cost. The total size of training matrix is 600 25u . Where 
600  includes 100 cases per class multiplied by 6 classes and 25 includes sines and cosines statistical parameters of 
three IMF candidates together with a label vector. Similarly 120 25u  is the dimension of testing data matrix. The 
statistical parameters considered are variance, kurtosis, median and range. 
 
 
Fig. 1. PQ disturbances Waveform. 
6. Results and discussion 
In the present work, VMD and EWT algorithm is applied for all cases of power signal disturbances which are 
shown in Fig. 1. The estimated three components of sag with harmonic signal is Fig. 2.  The D value is set to 2000. 
Very low value of D produces high amount of noises in the decomposed modes. It is noticed that the time 
complexity of VMD is much higher than EWT. VMD requires around 1918.37 seconds for feature extraction, at the 
same time EWT requires around 943.14 seconds. The experiments are performed on Windows system having 
2.50Ghz Core i5 with 4GB RAM. 
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Fig. 2. (a) Three modes extracted using VMD with 2000D  ; (b) Three modes extracted using EWT. 
The classification results using SVM for EWT based feature extraction is shown in Table 1. A 6 6u  confusion 
matrix is created in which diagonal elements shows the correctly classified PQ disturbances and off-diagonal 
elements represents the misclassified PQ disturbances. The classification accuracy is different for different types of 
kernels. An optimum selection of kernel function and parameters gives good classification accuracy16,17,18. From the 
confusion matrix obtained, it is noticed that classification results for VMD based feature extraction outperforms the 
EWT based feature extraction. Table 2 shows the classification results for VMD based feature extraction. Taking 
more number of statistical parameters with higher number of IMFs may improve the classification accuracy but it 
will results more time SVM to train. 
 
 
Table 1. Classification results for EWT using SVM. 
SVM 
 
 
Linear 
Kernel 
Function 
Class K1 K2 K3 K4 K5 K6 
K1 19 0 1 0 0 0 
K2 0 18 1 1 0 0 
K3 0 0 20 0 0 0 
K4 0 5 4 11 0 0 
K5 12 0 2 0 6 0 
K6 0 0 0 0 0 20 
Overall 
Accuracy 78.33% 
 
 
 
Polynomial 
Kernel  
Function 
Class K1 K2 K3 K4 K5 K6 
K1 18 0 0 0 2 0 
K2 0 20 0 0 0 0 
K3 0 0 14 1 5 0 
K4 0 1 0 19 0 0 
K5 3 0 0 0 17 0 
K6 0 0 0 0 0 20 
Overall 
Accuracy 90% 
379 C. Aneesh et al. /  Procedia Computer Science  46 ( 2015 )  372 – 380 
 
 
 
RBF 
Kernel 
Function 
Class K1 K2 K3 K4 K5 K6 
K1 13 0 6 0 1 0 
K2 1 14 1 0 4 0 
K3 0 0 12 6 2 0 
K4 0 1 0 19 0 0 
K5 1 0 1 0 18 0 
K6 0 0 0 0 0 20 
Overall 
Accuracy 80% 
 
 
 
Sigmoid 
Kernel 
Function 
Class K1 K2 K3 K4 K5 K6 
K1 10 0 4 5 0 1 
K2 1 6 3 10 0 0 
K3 0 0 5 0 15 0 
K4 5 2 1 6 5 1 
K5 0 0 11 0 5 4 
K6 0 0 0 0 0 20 
Overall 
Accuracy 43.33% 
 
Table 2.Classification results for  VMD  using SVM 
SVM 
 
 
Linear 
Kernel 
Function 
Class K1 K2 K3 K4 K5 K6 
K1 17 3 0 0 0 0 
K2 0 16 0 4 0 0 
K3 0 0 20 0 0 0 
K4 0 1 9 10 0 0 
K5 0 0 4 0 16 0 
K6 0 0 0 0 0 20 
Overall 
Accuracy 82.50% 
 
 
 
Polynomial 
Kernel  
Function 
Class K1 K2 K3 K4 K5 K6 
K1 20 0 0 0 0 0 
K2 0 20 0 0 0 0 
K3 0 0 20 0 0 0 
K4 0 0 0 20 0 0 
K5 0 0 0 0 20 0 
K6 0 0 0 0 0 20 
Overall 
Accuracy 100% 
 
 
 
RBF 
Kernel 
Function 
Class K1 K2 K3 K4 K5 K6 
K1 19 0 0 1 0 0 
K2 0 20 0 0 0 0 
K3 0 2 17 1 0 0 
K4 0 0 2 17 1 0 
K5 1 0 0 0 19 0 
K6 0 0 0 0 0 20 
Overall 
Accuracy 93.33% 
 
 
 
Sigmoid 
Kernel 
Function 
Class K1 K2 K3 K4 K5 K6 
K1 13 0 0 1 6 0 
K2 5 10 0 5 0 0 
K3 0 0 11 6 0 3 
K4 0 3 2 14 0 1 
K5 4 0 0 0 16 0 
K6 0 0 0 0 0 20 
Overall 
Accuracy 70% 
380   C. Aneesh et al. /  Procedia Computer Science  46 ( 2015 )  372 – 380 
7. Conclusion 
This paper considers the classification of power quality disturbances using SVM applied on feature extracted 
from the signals using EWT and VMD.  It is the purpose of this work to introduce recent adaptive signal processing 
method called VMD which can accurately separate the harmonic components of  non-stationary signals  regardless 
of  how close their frequency components are. Unlike EWT, without any wavelet filter bank, VMD model is able to 
generate IMF components concurrently using ADMM optimization method. It can be concluded that the 
effectiveness of VMD can replace ordinary method like EMD which doesn’t have a strong mathematical foundation 
and EWT which builds adaptive wavelets for signal decomposition. Instead of directly taking the statistical 
parameters of different modes as feature vector, it is found that the feature vector derived by taking sines and cosines 
of statistical parameters of modes gives better classification accuracy and less time SVM to converge during 
training. A good automated system for maintaining the power quality requires detection, identification and 
classification of  power quality disturbances.  
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