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Abstract 
We explored the proposal that overt repetition of verbal information improves the acquisition 
of a native accent in a second language. Mandarin-speaking Chinese learners of English were 
recorded while repeating and reading out English sentences before and after one of three 
treatments: (1) Repeating native English sentences subvocally, "covert repetition," (2) 
Repeating sentences out loud, "overt repetition," and (3) Unfilled time of comparable 
duration. The sentences were rated by English speakers for their nativeness, fluency, and 
intelligibility. Overt repetition improved accent rating for read-out sentences. Covert 
repetition did not. Neither condition improved accent rating for repeated sentences, 
suggesting that immediate repetition depends on temporary rather than long-term 
representations. Our results provide some support for the use of overt repetition in accent 
learning. From a theoretical perspective, an interpretation is proposed in terms of a separation 
between phonological and articulatory coding within the phonological loop component of 
working memory. 
 
Keywords: accent learning; covert repetition; overt repetition; shadowing; L2 pronunciation; 
working memory; phonological loop  
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Introduction 
In a recent review, Munro and Derwing (2015) suggested that the study of 
pronunciation was neglected both in second-language teaching and in applied research. In the 
case of teaching, the field has seen a surge of interest in recent years, resulting in surveys of 
current practice in Canada (Foote et al., 2011), in Europe (Henderson, Frost, et al., 2012), and 
in Brazil (Buss, 2016). However, there remains a comparative lack of studies that attempt to 
link theory and practice by evaluating the effectiveness of a given method within the context 
of a theoretical approach to the underlying mechanisms behind pronunciation and accent 
learning. We report an initial attempt to do so within a broad multi-component working 
memory framework. Here, we refer to accent as the manner of speaking typically associated 
with a group or region, but we do not attempt to separate aspects such as “nativeness” and 
comprehensibility (Levis, 2015). 
We are mainly concerned with the role of working memory in accent learning. 
Working memory is a system responsible for the temporary maintenance of information 
while performing complex tasks (Baddeley & Hitch, 1974; Baddeley & Hitch, 2018). There 
is considerable evidence for the involvement in language acquisition of one component of 
working memory, the phonological loop (Baddeley, Gathercole & Papagno, 1998). The 
phonological loop holds acoustically-based information that decays over a period of seconds 
unless reactivated by subvocal rehearsal. The precise nature of the code or codes involved 
remains unclear although there is general agreement that the principal mode of rehearsal is 
articulatory and can be separated from acoustic input code by articulatory suppression, a 
procedure whereby participants overtly repeat an irrelevant utterance such as the word “the” 
(Baddeley, Lewis, & Vallar, 1984; Murray, 1968). Our study stems from the hypothesis that 
the phonological loop may play an important role in accent learning, together with the 
suggestion that overt repetition might be an effective way of teaching accent. This is an 
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approach that is often advocated in second-language teaching but with little evidence of its 
effectiveness (Munro & Derwing, 2015). Establishing a method of teaching anything as 
complex as language and pronunciation is likely to require a series of studies culminating in 
one or more well designed trials with a large participant base extending over a substantial 
training period and followed by later retesting to establish durability. Such an enterprise 
demands extensive pilot testing beginning with studies such as our own in which we combine 
a limited theoretical question with a limited initial step towards potential application. 
 A challenge when studying accent learning is whether to focus on quantifiable but 
narrow problems, such as the difficulty with the /r/-/l/ distinction in Japanese speakers (e.g., 
Goto, 1971) or to opt for the pronunciation of larger segments such as words and sentences. 
Early efforts to train phonemic contrasts had some success, but transfer to un-trained items 
was poor (Logan, Lively, & Pisoni, 1991). However, later work showed that intensive 
training across speakers and tokens could lead to genuine and long-lasting perceptual 
improvement (Bradlow, Akahane-Yamada, Pisoni, & Tohkura, 1999). There is also some 
evidence that perceptual training may enhance pronunciation and accent. For example, 
Lambacher, Martens, Kakehi, Marasinghe, and Molholt (2005) reported that Japanese 
participants trained to recognize English vowels over six weeks improved in both their 
perception and production. A recent meta-analysis of 25 years of research on training the 
perception of second-language accent by Sakai and Moorman (2017) reported a medium-
sized improvement in the perception of accented speech accompanied by a small 
improvement in production. 
One limitation of much of this work from the language teaching viewpoint is that it 
has tended to focus on the segmental level (focusing on the /r/-/l/ distinction or on vowels, 
Iverson and Evans, 2007; Lambacher et al., 2005). Derwing and colleagues (Derwing, Munro, 
& Wiebe, 1998; Derwing & Rossiter, 2003) compared training on segments with training on 
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whole words, finding that improvement in pronunciation occurred but was limited to 
individual sounds rather than whole words. However, a later review of the literature by Lee, 
Jang, and Plonsky (2014) reports that evidence for training effectiveness tends to be clearer 
when using larger segments of language. Furthermore, real-life cases show that native accents 
can be learned in a holistic way and without explicit training, as suggested by the literature on 
second-language pronunciation by immigrants as a function of age of immigration and length 
of exposure (Piske, Flege, MacKay, & Meador, 2002; Piske, MacKay, & Flege, 2001).  
Assessing the gradual change in accent in students from the North of England who 
had joined a university in the South, Evans and Iverson (2007) found a change in production, 
but no significant difference in their capacity to perceive words or passages in noise. 
Relatedly, Huensch and Tremblay (2015), who studied the effect of training on Korean 
speakers, found improvement in both perception and production, but no one-to-one link 
between the perception and production of specific phonological features. They interpreted 
their results as supporting separate but linked speech perception and production systems. 
Such a distinction is consistent with classic language models in cognitive psychology. For 
instance, in Morton’s (1979) logogen model, lexical representations (logogens) are divided 
between a perceptual input logogen system and a production output logogen system. Levelt's 
(1989) model of speech production assumes a shared mental lexicon but separate sub-lexical 
representations for perception and production tasks, though, again, links between the two 
systems are evident. 
Our own approach to bridging the gap between theory and practice in the field of 
accent acquisition differs from the earlier work in two ways. First, it starts with a method of 
language teaching, overt repetition, that is widespread but relatively untested empirically. 
Second, it approaches the teaching of accent from a theoretical framework concerned with 
memory and learning rather than linguistics, an approach we regard as complementary to 
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earlier studies based on phonology. Overt repetition is the requirement to listen to and repeat 
a spoken stimulus out loud. The paradigm originated in experimental psychology under the 
term "shadowing" (e.g., Broadbent , 1958; Cherry, 1953), but it is now widely used as a 
teaching tool, including training programs for simultaneous interpreters (Bovee & Stewart, 
2009; Foote & McDonough, 2017; Mori, 2011). Generally, there is a growing market for on-
line or app-based methods to teach second languages using variants of the overt-repetition 
task, although with little sign of concrete empirical evidence for its efficacy—see Hopman 
and MacDonald (2018) for an exception. The situation appears to be changing, however. 
Foote and McDonough (2017) trained non-native speakers using a repetition task in an eight-
week program. Learners were then tested on tasks requiring repetition and spontaneous 
speech. Native speakers acting as judges reported improvement on a range of measures, but 
not on accentedness. However, this was a preliminary study with a number of limitations, as 
the authors point out. These include the absence of a control group and minimal control over 
the amount of time participants engaged with the repetition method.  
As introduced earlier, our theoretical framework to test the efficacy of overt-repetition 
is based on the phonological loop component of the working memory model proposed by 
Baddeley and Hitch (1974, see also Baddeley, 2000, 2012). Subvocal rehearsal within the 
phonological loop is critical for maintenance of the information in short-term memory, as 
digit span drops by around two digits when rehearsal is prevented by articulatory suppression 
(i.e., repeatedly uttering a spoken syllable such as "the"). The substantial residual 
performance indicates that other forms of storage are also used. One clue as to what these 
might be comes from studies in which participants are asked to make phonological judgments 
on visually presented items during articulatory suppression. While suppression does not 
impair simple homophone judgment (e.g. wait – weight; chaos – cayoss, Baddeley & Lewis, 
1981; Besner, 1987; Besner, Davies, & Daniels, 1981), it disrupts rhyme judgement (e.g., 
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weight – hate), which suggests that subvocal articulation is used when the material needs to 
be actively manipulated by removing the initial consonant. These results were interpreted by 
Baddeley and Lewis (1981) as suggesting separate systems for storing the sound 
characteristics of items based on auditory features (a system they refer to as the "inner ear") 
and on articulatory features (the "inner voice"). This distinction is analogous to the distinction 
between separate input and output stores discussed earlier (Huensch & Tremblay, 2015; 
Morton, 1979). 
The concept of a multi-component working memory has been applied extensively to 
native and non-native language learning (Baddeley, Gathercole, & Papagno, 1998), with an 
early study by Service (1992) showing a link between working memory performance and the 
acquisition of English as a second language by Finnish school children. The role of working 
memory capacity in second-language learning is now well established (see Wen, 2012, 2016; 
Wen, Mota, & McNeill, 2015). In a meta-analysis of studies involving 3707 learners, Linck, 
Osthus, Koeth, and Bunting (2014) showed clear effects on second-language learning of both 
the executive and the phonological components of working memory.  
In contrast, research on working memory and accent acquisition is sparse, although 
studies have demonstrated a positive association between phonological working memory and 
capacity to discriminate unfamiliar phonological distinctions (e.g., Aliaga-Garcia, Mora, & 
Cerviño-Povedano, 2011; Darcy, Park, & Yang, 2015; Flege & MacKay, 2004). In general, 
however, there seems to be relatively little theoretically-motivated research on optimal 
methods of training accent production on a broad level such as would be likely to be 
encountered in native-language acquisition.  
Our study investigates the efficacy of repetition as a means of enhancing the 
acquisition of a second-language accent, while at the same time addressing the question of 
whether repetition needs to be overt. From a theoretical viewpoint, this links to the question 
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of whether effective training depends on the system for overt articulation that underpins 
rehearsal within the phonological loop, or whether the input buffer concerned with perception 
is sufficient. We therefore adopted an experimental design that contrasted two types of verbal 
rehearsal, one that involved overt, out-loud repetition and one in which repetition was covert, 
subvocal. 
We measured improvements in the English accent of Chinese participants enrolled in 
a British university on a one-year Master's course for teachers of English as a foreign 
language. We compared performance across three training conditions. In a covert-repetition 
condition, participants repeated each sentence to themselves, subvocally. In an overt-
repetition condition, participants repeated each sentence out loud immediately following 
sentence presentation. The third condition, which contained no training, simply involved the 
initial and final assessments. It served as a baseline for any improvement attributable to 
exposure to ambient English over the period of training. In the covert- and overt-repetition 
conditions, training consisted of four sessions of approximately 15 minutes each. Each 
session involved presentation of a spoken sentence accompanied by the sentence in written 
form. The sessions differed only in whether the sentence had to be repeated overtly or 
covertly. In all three groups, productions were recorded before and after training, or the 
equivalent delay for the control condition. Production was elicited in two tasks. One task 
required immediate sentence repetition, a task assumed to allow contributions of both the 
temporary short-term representation of that sentence together with any long-term contribution 
from prior knowledge. The second task required participants to read out written sentences, 
hence presumably reflecting only prior knowledge. 
Pre- and post-training productions were recorded and rated by native English speakers 
on accent quality, fluency, and intelligibility. The accent rating was meant to capture the 
intuitive understanding of the concept, as defined by the Oxford English Dictionary (3rd 
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edition), "a distinctive way of pronouncing a language, especially one associated with a 
particular country, area or social class." We chose to measure accent and intelligibility 
separately because these have been shown to partly dissociate (e.g., Munro & Derwing, 1995), 
even though accent can have implications for intelligibility, especially in the early stage of 
second-language learning. While fluency is a multi-faceted construct (Kormos & Dénes, 
2004), we included it because slow speech rate and minor disfluencies, the hallmarks of low 
fluency, may possibly dissociate from accent perception or intelligibility. Taken as a whole, 
we refer to the three dimensions as a global measure of "Accent," capitalized to distinguish it 
from the narrower meaning of the rated dimension. We use this term in its broadest sense 
with the three rated measures selected because of their relevance to the practical needs of the 
learner rather than to their capacity to map precisely onto underlying theoretical constructs. 
If accent learning necessitates overt articulation during rehearsal, we expect 
improvement from pre- to post-training to be restricted to the overt-repetition condition. 
However, if accent learning can be achieved merely through subvocal rehearsal within the 
phonological store of the phonological loop, covert repetition should be effective as well. 
Moreover, whether the effectiveness of training depends on a combination of short-term and 
long-term memory or just long-term memory will be assessed by the distinction between the 
repeated and read-out sentences.  
 
Methods 
The study included an Accent-learning phase and an Accent-rating phase. Each phase 
is described in turn. 
Learning 
Participants. The sentences were spoken by a female native speaker of Standard Southern 
British English. The initial sample of learners included were 41 female native Mandarin 
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speakers between 20 and 28 years of age, enrolled in a one-year Master’s degree in the 
Department of Education at the University of York. The degree offered specialization in 
Teaching English to Speakers of Other Languages (TESOL). The programme aimed to 
familiarize students with English language teaching methodology, help them develop 
knowledge of various areas of applied linguistics, evaluate current issues in language learning 
and teaching in a global context, and consider their application in classroom instruction and 
course assessment. For reasons described in the Procedure section, three of the 41 learners 
had to be discarded from the analyses. All the statistics from here onward below are based on 
the remaining 38 learners.  
We chose a single gender as the model speaker for the learners to focus learning on 
Accent rather than voice differences. Among the 38 learners, the average age of acquisition 
of English as a second language was 10 years (range: 5-13 years). The average duration of 
exposure to English as a second language, regardless of the frequency of exposure, was 12 
years (range: 7-17 years). All learners had resided in the UK or a country where English is 
spoken as a native language for less than ten months. Their average International English 
Language Testing System (IELTS) score was 7.00 (range: 6.5-7.5). Learners also self-
assessed their proficiency in English speaking, reading, listening, and writing on a scale from 
1 to 10. Averages (and ranges) were, respectively, 5.95 (3-8), 6.89 (4-9), 6.97 (4-9), and 5.79 
(4-8). Learners were assigned to one of three training groups: Baseline, covert repetition, or 
overt repetition. To minimize disparities in English proficiency between the three groups, 
participants were matched as well as possible on their IELTS and self-assessment scores. Of 
the original sample of 41 leaners, 13 learners were assigned to the baseline condition, 13 to 
the covert-repetition condition, and 15 to the overt-repetition condition. The smaller number 
of learners for the baseline and covert-repetition conditions was the consequence of 
scheduling constraints and drop-out, as the study required two (baseline) to six (covert and 
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overt repetition) testing sessions. The initial goal was to have 15 participants in each 
condition. Learners were paid a small honorarium for their participation. 
Materials. These were 280 semantically neutral and phonemically balanced sentences drawn 
from the IEEE corpus (Rothauser et al., 1969), e.g., Glue the paper to the dark blue 
background. Several sentences were slightly modified to conform to contemporary British 
English. Once recorded by the native English speaker, sentence average duration was 2236 
ms (range: 1470-3341 ms).  
Design. The learners in all three conditions (baseline, covert repetition, overt repetition) were 
recorded in a pre-test session and a post-test session. In the pre-test session, learners repeated 
out loud 20 spoken sentences and then read out loud another set of 20 written sentences. In 
the post-test session, learners repeated out loud the same 20 spoken sentences and read out 
loud the same 20 written sentences as in the pre-test session. They also repeated out loud 20 
new spoken sentences and read out loud 20 new written sentences. Learners in the covert- 
and overt-repetition conditions underwent four training sessions between the pre- and post-
test sessions. Learners in the baseline condition did not undergo any training sessions. Each 
training session included 50 sentences, 40 to repeat and 10 to read out. Having learners repeat 
some sentences and read out others was meant to increase diversity in training. The larger 
number of repeated sentences ensured that enough of the training was based on a native 
model. The only difference between the covert- and overt-repetition conditions was that 
participants in the covert condition were asked to repeat (or read) the sentences subvocally 
(i.e., using their "inner voice"), whereas participants in the overt condition were asked to 
repeat (or read) the sentences out loud. None of the sentences in the training sessions were 
used in either the pre- or post-test sessions. The sentences that the learners produced in the 
pre- and post-test sessions (40 pre-test + 80 post-test) were audio-recorded. The sentences 
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produced during training were not audio-recorded. A summary of the design for the learning 
part of the experiment is shown in Figure 1.  
Procedure. Learners were tested one at a time in a sound-attenuated booth. On each trial of 
the pre- and post-test sessions, they first saw a written sentence on a computer monitor. What 
they had to do next depended on whether the sentences had to be repeated or read out. In the 
repeat condition, 3 s after the written sentence was displayed, that sentence was spoken by 
the female native English speaker, with the written sentence remaining onscreen. The 
sentence was played from loudspeakers on both sides of the monitor at approximately 68 dB 
SPL. The instructions were to listen and imitate the speaker as well as possible. Participants 
could start producing the sentence as soon as the spoken sentence was over. They then 
pressed a key to move on to the next sentence. If they did not press the key, the next sentence 
played automatically after 20 s. In the read-out condition, everything was the same, except 
that the spoken sentence was not played. The instructions were to read the sentence out loud. 
The 20 repeat sentences always preceded the 20 read-out sentences. In the post-test session, 
new and old sentences were randomly intermixed.  
The procedural details of the trials in the covert and overt training sessions were the 
same as those in the pre-/post-tests, except that in the covert training sessions, learners were 
asked to repeat (or read) each sentence to themselves, only once, rather than repeating 
(reading) them out loud. 
Pre-and post-tests were separated by a minimum of two weeks in all three learning 
groups. Training sessions in the overt- and covert-repetition groups were separated by at least 
two days. Each session (pre-test, training, post-test) lasted between 20 and 30 minutes. 
The sentences of three of the 41 learners had to be discarded (one in the covert-
repetition condition and two in the overt-repetition condition), because the recordings in both 
the pre- and post-test sessions contained too many extreme disfluencies, interruptions, 
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repetitions, and mistakes to be objectively rated. Thus, the analyses reported in the Results 
section were performed on the sentences produced by the remaining 38 learners. 
 
Rating 
Participants. Twenty-eight native British English speakers (21 female; average age 21, range: 
18-31) were recruited as raters from the undergraduate and postgraduate populations in the 
University of York psychology department. None of them were familiar with Mandarin 
Chinese. They were paid a small honorarium for their participation.  
Materials. The sentences generated by the learners during the pre- and post-test sessions 
constituted the materials to rate. Any background noise was removed using the Audacity 
software noise reduction function, with 3 dB noise reduction, signal-to-noise sensitivity set at 
5 (0-24), and 4 bands of frequency smoothing. The average intensity of the sentences was 
normalised to 68 dB SPL across sentences.  
Design. Each rater rated the sentences of three learners (or, for some raters, only two), one in 
each of the three conditions (baseline, covert repetition, overt repetition). Raters were paired 
so that they both rated the sentences of the same triplet (or pair) of learners. Thus, each 
sentence was rated by two raters. They rated each sentence on the quality of its accent, its 
fluency, and its intelligibility.  
Procedure. Each rating trial started with a written presentation of the sentence to be rated. 
This insured that the ratings of accent and fluency was not overly influenced by intelligibility. 
Once they had read it, the raters pressed a key, which made the written sentence disappear 
and the corresponding spoken sentence start. The sentence was only played once. Then, a 
screen appeared containing three 5-point scales, one for accent, one for fluency, and one for 
intelligibility. Accent was defined as how native-British-English-sounding the sentence was. 
Fluency was defined as perceived effortlessness based on rate and absence of disfluencies 
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(hesitations, restarts). Intelligibility was defined as how easy it was to match the spoken 
sentence with the written sentence. Note that this procedure meant that intelligibility was 
assessed subjectively rather than through objective transcription. This compromise ensured 
that participants could distinguish between the three measures while using the same scale for 
all of them. Rating of 1 was on the left for poor and 5 was on the right for good. Raters 
clicked on a value for each of the three scales, then pressed another key to move on to the 
next trial. Most raters rated 360 sentences (120 x 3 learners). A few raters only rated 240 
sentences (120 x 2 learners), due to the slight imbalance across the baseline, covert-repetition, 
and overt-repetition conditions. To encourage the raters to use the scale homogenously, the 
experiment started with a few examples of sentences exhibiting extreme quality (poor or 
good) on one scale but not on the others. Raters were told that values were expected to be 
around 1 (or 5) for those examples. 
 
Results 
Data analysis and inter-rater reliability 
Rating data, averaged across two raters for each sentence, were analysed following a 
mixed-effect model-comparison approach using R (version 3.3.1) with glmer (package lme4). 
Statistical considerations are described in the Appendix. Average ratings are shown in Table 
1. 
Inter-rater reliability was calculated for each of the 14 pairs of raters who rated the 
same set of sentences (see Rating, Design section). Intra-class correlation coefficients (ICC), 
based on two-way mixed models and a consistency definition, was low to moderate, as per 
Koo and Lee (2016), with ICC ranging from .285 to .695 across the 14 pairs. The range of the 
lower bound of the 95% CI was between .076 and .583, and that of the upper bound was 
between .447 and .778. Despite the relatively low reliability score, all 14 coefficients were 
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significant at p < .01. Furthermore, Spearman's ρ (which was chosen over Pearson's p to 
account for the ordinal nature of the rating scales) was highly significant for 11 pairs (p 
< .001); p < .01 for the other three pairs. 
Effect of training on ratings (pre-test vs. post-test) 
In a first set of analyses, we only considered ratings for the sentences heard both in 
the pre- and post-tests, leaving aside the new sentences of the post-test, as these will be used 
to assess transfer in a second set of analyses. The independent variables were Time (pre-test, 
post-test), Modality (repeat, read-out), Group (baseline, covert, overt), and Rating 
Dimensions (accent, fluency, intelligibility). Of the four possible main effects, only Rating 
Dimension was significant, β1 = .931, SE1 = .019, β2 = .055, SE2 = .016, χ2(2) = 2256.40, p 
< .001 (all other main effects, ps > .15). The accent measure (M = 3.05, SD = 1.06) was rated 
lower than both fluency (M = 3.72, SD = 1.04), β = .671, SE = .016, χ2(1) = 1569.30, p < .001, 
and intelligibility (M = 3.78, SD = 1.08), β = .726, SE = .016, χ2(1) = 1823.80, p < .001. 
Although close to each other numerically, fluency was rated lower than Intelligibility, β 
= .055, SE = .016, χ2(1) = 11.386, p < .001. While ratings are difficult to compare across 
measures, the relatively high scores for intelligibility probably stem from the advantage of 
presenting the written sentence before each spoken sentence. The comparatively low score 
for accent is likely to reflect the obvious non-nativeness of all speakers. 
Because the effect of training was the focus of this study, only interactions involving 
Time were investigated and the significant tests reported. Since none of the interactions 
involving Rating Dimension were significant, all analyses were performed on the data 
aggregated across the three rating dimensions, as plotted in Figure 2. This aggregated 
measure should be seen as an index of our global Accent construct. A significant interaction 
between Time and Group, β1 = -.025, SE1 = .178, β2 = .162, SE1 = .176, χ2(2) = 14.70, p 
< .001, revealed a trend toward increased ratings from pre- to post-test for the overt-repetition 
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condition, β = .045, SE = .026, χ2(1) = 3.05, p = .08, but not for either the baseline or the 
covert-repetition conditions (ps > .45). However, this pattern was affected by Modality, as 
indicated by a 3-way interaction between Time, Group, and Modality, β1 = -.172, SE1 = .083, 
β2 = .230, SE2 = .081, χ2(2) = 8.66, p = .01. As visible in Figure 2 (top quadrants), Time 
interacted with Group for the read-out sentences, β1 = -.136, SE1 = .058, β2 = .262, SE2 
= .058, χ2(1) = 20.43, p < .001, but not for the repeat sentences, χ2(2) = 1.14, p = .56. For the 
read-out sentences, there was a pre-to-post improvement in the overt-repetition condition, β 
= .080, SE = .026, χ2(1) = 8.13, p = .004, but not in the baseline or covert-repetition 
conditions (ps > .40). In summary, training improved perceived nativeness (accent, 
intelligibility, and fluency) only if training involved repeating sentences out loud and if 
production was measured on read-out sentences.  
However, it should be noted that, even though there was no main effect of Group, the 
overt-repetition group started from numerically higher aggregated ratings than the other two 
groups. Thus, despite matching learners on their English proficiency across the three groups, 
the group that showed improvement through training was also the group that started with 
comparatively higher ratings. To insure that this initial advantage was not somehow 
responsible for the learning effect, we re-ran the above analyses on a sub-group of learners 
matched on their pre-test aggregated ratings (Figure 2, bottom quadrants). Matching was 
easily achieved by removing the two learners showing the highest pre-test aggregated ratings 
in the overt-repetition group (averaged across modalities and rating dimensions). Average 
pre-test aggregated ratings before matching were: Baseline = 3.46 (N = 13), Covert repetition 
= 3.48 (N = 12), Overt repetition = 3.59 (N = 13). Average pre-test aggregated ratings after 
matching were: Baseline = 3.46 (N = 13), Covert repetition = 3.48 (N = 12), Overt repetition 
= 3.46 (N = 11).  
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The key statistical analyses showed virtually no change in significance: Time x Group, 
β1 = -.060, SE1 = .043, β2 = .163, SE2 = .044, χ2(2) = 13.87, p < .001; Time x Group x 
Modality, β1 = -.178, SE1 = .085, β2 = .240, SE2 = .086, χ2(2) = 8.28, p = .02. The Time x 
Group interaction was significant in the read-out modality, β1 = -.138, SE1 = .060, β2 = .269, 
SE2 = .061, χ2(2) = 19.05, p < .001, but not in the repeat modality, χ2(2) = 1.37, p = .50. In 
the read-out modality, pre- to post-test improvement was significant in the overt-repetition 
condition, β = .080, SE = .026, χ2(1) = 7.10, p = .008, but not in the baseline or covert-
repetition conditions (ps > .45). Overall, these analyses confirm the patterns described earlier.  
Taken together, these results show that two conditions had to be met for ratings to 
improve from pre-test to post-test. First, learners had to repeat sentences out loud during the 
training sessions. Repeating sentences subvocally was not sufficient. Second, the pre- to post-
test improvement was only measureable when the recordings were read-out sentences. 
Sentences repeated from a spoken model did not reveal an improvement. Finally, the learning 
pattern was broadly comparable across the three dimensions tested, and these were highly 
correlated (accent-fluency, Spearman's ρ = .458, p < .001; accent-intelligibility, ρ = .619, p 
< .001; fluency-intelligibility, ρ = .538, p < .001), suggesting that all facets of our Accent 
construct responded to the learning treatment similarly. 
Effect of training on transfer to new materials (post-test Old vs. post-test New) 
The second set of analyses aimed to evaluate whether learning in the overt-repetition 
condition transferred to new sentences. To do so, we compared ratings of the old and new 
sentences in the post-test session. Analyses included the factors Old-New (old; new), 
Modality (repeat, read-out), and Group (baseline, covert repetition, overt repetition). A 
significant Old-New main effect showed that new sentences were rated lower than old 
sentences, β = -.167, SE = .049, χ2(1) = 11.10, p < .001 (matched data set: β = .160, SE = .049, 
χ2(1) = 10.11, p = .001). The other main effects or interactions did not reach significance in 
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either the full data set or the matched data set analyses. The lack of interaction with the Old-
New factors suggests that the pattern of ratings transferred from the old to the new post-test 
sentences more or less unchanged. 
However, this conclusion should be tempered in view of analyses comparing ratings 
of the new sentences in the post-test session with ratings of the old sentences in the pre-test 
session. If it is true that learning transferred to the new sentences, the contrast between the 
new sentences and the pre-test sentences should be similar to the contrast between the (old) 
post-test sentences and the pre-test sentences. This was only partly the case, however. The 
new sentences were rated lower than the pre-test sentences, β = .074, SE = .026, χ2(1) = 8.03, 
p = .005, but the key Time x Group x Modality interaction did not reach significance, χ2(2) = 
4.27, p = .12. Analyses on the matched data showed the same patterns, respectively, β = .072, 
SE = .026, χ2(1) = 7.65, p = .006, and χ2(2) = 2.15, p = .34.  
These last analyses, as well as a visual inspection of the data, show mixed evidence 
that the benefit of learning through overt repetition transferred to new sentences: On the one 
hand, the cross-group pattern of ratings was comparable in the new sentences and the old 
sentences, which suggests generalization. On the other hand, the cross-group pattern of 
ratings of the new sentences was not statistically different from the pattern in the pre-test 
sentences, which fails to provide confirmation for generalization. This ambiguous pattern 
could be partly the result of unexpectedly low ratings for the new sentences relative to the 
pre-test sentences. There are two potential reasons for such low ratings. First, they could be 
the manifestation of a contrast effect, whereby the unfamiliarity of the new sentences amid 
familiar ones would have led to less precise pronunciation, perhaps through decreased 
engagement with the task on those sentences. Alternatively, the new sentences could have 
been phonologically more difficult to pronounce than the old ones. This hypothesis cannot be 
verified, because sentence identify was not counterbalanced between the old and new sets. 
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This possibility seems unlikely, however, because the IEEE sentences are phonologically 
balanced and were randomly assigned to the old or new sets. In sum, while the overt-
repetition technique led to improvement in pronunciation (in the visual read-out condition at 
least), evidence that the improvement transferred to new materials was mixed.  
 
Discussion 
The study of pronunciation in the second-language teaching literature is sparse 
(Munro & Derwing, 2015). Despite being widely used in the classroom, there is only limited 
empirical evidence that overt repetition, the requirement to "listen and repeat," sometimes 
referred to as "shadowing," is an effective teaching tool for native-accent learning (Foote & 
McDonough, 2017). Our study had two main aims: (1) To test empirically whether sentence 
repetition would enhance the acquisition of a second-language accent and (2) To provide a 
preliminary account of our findings within the multi-component working memory model. 
Specifically, we asked whether out-loud (overt) repetition or subvocal (covert) repetition 
would improve the English accent of native Chinese speakers over four brief training sessions. 
As described in the Introduction, we refer to the three rated dimensions (accent quality, 
fluency, and intelligibility), considered collectively, as "Accent," a general measure of 
effective native-sounding speech.  
Within the limitations of a relatively small-scale study, the results showed that overt 
repetition leads to moderate improvements in native-sounding speech production whereas 
covert repetition does not. The improvement was visible not only in the ratings of the 
narrowly-defined and intuitive notion of accent but also in the ratings of fluency and 
intelligibility. The effect size was modest, however. Cohen’s d, measured as the proportion 
between the average improvement from pre- to post-ratings for the read-out overt-repetition 
group (.159) divided by the pooled standard deviation of that same group (.629) was .252, 
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when the standard deviation was measured across raters. When the standard deviation was 
measured across speakers, it was .159/.446 = .356. The latter figure is probably a more 
realistic approximation of the gain that can be expected since it takes into account individual 
differences at pre-test. However, even the larger figure is smaller than the effect size of .54 
reported by Sakai and Moorman's (2017) meta-analysis of accent-learning studies and smaller 
than the threshold of .60 for pre/post-test studies recommended by Plonsky and Oswald 
(2014). From a practical viewpoint, this level of improvement does not warrant a radical 
change in how non-native accent is taught. Nevertheless, it confirms the intuition that the 
“listen and repeat” method is preferable over sub-vocal repetition even after a brief training 
regimen, a total of about one hour to modify a lifetime’s experience of Mandarin. This 
pattern suggests that our method might profitably be scaled up to provide a more robust test 
of our hypothesis using substantially more participants and a more realistic amount of 
training.  
 
 
Within the working memory framework sketched in the Introduction, our results 
suggest that overt articulation through the "inner voice" is necessary for improvement to 
occur. This is far from an obvious outcome. It is possible, for example, that the level of 
accuracy of overt repetition could be so poor that it merely reinforces errors. This was clearly 
not the case—although the likelihood that it could be a limiting factor with beginners might 
have to be explored in the future. A second possibility is that improvement may depend on 
the capacity of the speaker to detect discrepancies between the target and his/her own 
utterances, something that cannot always be assumed, as for example indicated by the 
problems Japanese speakers have in perceiving the distinction between /r/ and /l/ (e.g., Goto, 
1971). The fact that improvement occurred despite these two potential problems lends 
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support to the practice of encouraging learners to overtly repeat spoken utterances as 
suggested by some language teachers. 
We were surprised that the improvement was limited to the read-out sentences, in 
contrast to the repeated sentences. This was unexpected since repetition priming has been 
demonstrated across a wide range of modalities (Tulving & Schacter, 1990). However, it is 
possible that performance in this condition was dominated by the short-term acoustic 
representation of the sentences, bypassing the long-term articulatory system. This may have 
led the speakers in the repeated condition to produce the sentences through imitation (vocally 
or subvocally), rather than by constructing an output based on long-term phonological or 
articulatory representations, as would have been necessary in the read-out condition. This 
possibility is compatible with the evidence for a direct and automatic link between speech 
perception and production (e.g., Pulvermüller et al., 2006; Wilson & Knoblich, 2005), even 
though production might lag behind perception during development (e.g., Nagle, 2018). 
Reliance on such a direct link in the pre- and post-test recordings does not necessarily negate 
the benefit of training on long-term representations, but it might have masked any training-
induced improvement when the sentences were recorded using the repeat condition.  
Our results raise interesting questions for the current version of the multi-component 
working model in general and for the phonological loop in particular. While the need to 
separate the acoustic and articulatory components has been accepted for many years, that 
separation is less clear at the level of rehearsal., where articulatory suppression is used widely 
as a means of controlling rehearsal. Thus far, evidence has been limited to the separate roles 
of the two codes in reading (Baddeley & Lewis, 1981; Besner, 1987; Besner et al., 1981). 
However, interest has recently been revived by Norris, Butterfield, Hall, and Page (2018) in a 
study that combines articulatory suppression with an ongoing task requiring short-term 
retention of sequences of words about which judgements of homophony or rhyme are 
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required. As predicted by the reading results, the capacity to make correct homophony 
judgements persisted. 
 Within the current version of the phonological loop (Baddeley & Hitch, 2018), two 
types of rehearsal are distinguished. One involves articulatory maintenance, whereby familiar 
items such as digits and words can be maintained by sub-vocalisation. The other involves the 
more demanding process referred to as refreshing, whereby attention continues to be focused 
on a limited number of items within the episodic buffer, a component that maintains bound 
representations and makes them available to conscious awareness. New verbal material can 
be maintained using this process, a process that is also available to other modalities, but one 
that is more limited and attentionally demanding than sub-vocalisation. We assume that this 
latter system, unlike overt articulation, does not require the setting up and running of speech 
output programs, and hence, does not lead to the long-term articulatory learning needed to 
allow accent modification. 
A final concern from our data is with the somewhat equivocal evidence of transfer of 
improvement to completely new sentences. We run here into methodological considerations. 
On the one hand, our demonstration of improvement from overt repetition was found under 
carefully controlled test conditions whereby exactly the same sentences were read by the 
same learners and evaluated by the same judges, hence optimising sensitivity of the test. On 
the other hand, in the case of transfer to novel sentences, the sustained advantage of overt 
repetition suggests generalization to new materials, but this is essentially a weak test since it 
relies on the absence of an interaction. The advantage that would have been expected relative 
to the pre-test ratings did not reach significance. Incidentally, the data showed that the new 
sentences were significantly worse in pronunciation accuracy. This may be a chance effect 
since all sentences were selected on the same basis (or a contrast effect, as suggested in the 
Results section), but it is clearly a potential source of noise, possibly leading to the absence of 
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a clear-cut effect of generalization. From a practical viewpoint, this is an issue that needs to 
be resolved by means of a more powerful study with considerably larger groups and 
substantially more training than the four brief sessions we used.  
What, therefore, are the implications of our study for second language teaching? We 
should begin by acknowledging the limitations of the study, involving a small number of 
learners, a modest degree of practice, the somewhat artificial training method, limited 
evidence for generality across a wider language sample, and the absence of a measure of 
delayed post-test performance to establish the durability of learning. Even taken at face value, 
it is important to remember that training studies require extensive replication before 
becoming a firm part of the standard curriculum, and that an adequate trial would require a 
much larger sample of participants and considerably longer training than we ourselves were 
able to achieve. With the development of web-based methods of delivery, however, this 
should in future become both practicable and affordable. There is of course a major limitation 
at this point, which concerns the provision of feedback during training. Ideally, it should be 
possible to accumulate data and feedback information on a learner's performance over 
successive learning sessions. Given a reliance on ratings by a panel of native speakers, this is 
not currently practicable. However, our own enquiries suggest that a number of groups are 
working on the capacity to evaluate accent automatically from both forensic (e.g., Brown, 
2014; Chen et al., 2001, 2014) and educational viewpoints (e.g., Kim, 2006; van Dalen et al., 
2015). In the meantime, the field would certainly benefit from constrained studies such as our 
own with a more modest aim of replication comparing instructional techniques, preferably 
within a theoretical context that combines contributions from both cognitive psychology and 
linguistics.  
In conclusion, our study suggests that the perceived accent quality, fluency, and 
intelligibility of sentence production in a non-native language (our broad construct of 
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"Accent") can be improved over a relatively brief period of training and that this reflects the 
articulatory output stage of speech rather than its internal representation. It lends some 
encouragement to the practice of using overt repetition (shadowing) to improve native accent 
learning, although practical implications should await further research using longer training 
and larger samples of second language learners.  
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Appendix 
 
Statistical Analyses 
The two-level categorical factors were coded as follows: Time (pre-test: -.5; post-test 
= .5), Modality (repeat: -.5; read-out: .5). The three-level categorical factors (Group and 
Rating Dimension) were each coded as two dummy variables with contrasted level-coding 
structures. Group followed an effect coding structure since it included a baseline level: 
Group1 (baseline = -.5; covert = .5; overt = 0) and Group2 (baseline = -.5; covert = 0; overt = 
-.5). Rating Dimension followed a Helmert coding structure since it did not have an obvious 
baseline level or an ordered structure: Rating Dimension1 (accent = -.5; fluency = .25; 
intelligibility = .25) and Rating Dimension2 (accent = 0; fluency = -.5; intelligibility = .5). 
For each test, we provide the β and SE values originating from the more complex model of 
the comparison. For tests involving three-level categorical factors, the β and SE values of 
each of the two dummy variables are reported as β1 and SE1 and β2 and SE2, respectively. 
Following a model-comparison approach, factors were added incrementally to a base 
model, and improved fit was assessed using the likelihood ratio test. Interaction terms were 
assessed by comparing models containing all main effects and interaction terms with models 
in which the critical interaction term was removed. For all models, we included the most 
complete random structure that led to successful convergence. This structure consisted of by-
learner, by-rater, and by-sentence intercepts, as well as by-rater and by-item random slopes 
for Time. Interaction terms were not included because they prevented the models from 
converging. The effect of each fixed factor on rating was assessed against a model that only 
included the random structure. 
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Table 1: Average ratings (and standard deviations) as a function of Time (pre-test, post-test), 
Modality (repeat, read-out), Group (baseline, covert repetition, overt repetition), and Rating 
Dimensions (accent, fluency, intelligibility). Rating scales are from 1 (poor) to 5 (good). 
 
 
 
__________________________________________________________________________ 
            Repeat                     Read-out 
__________________________________________________________________________ 
      Pre             Post   Post (new)         Pre         Post         Post (new) 
_________________________________________  ________________________________ 
Baseline  
   Accent 3.09 (0.97)   3.04 (0.97)   2.85 (0.98)   2.96 (0.98)   2.92 (0.99)   2.85 (0.97) 
   Fluency 3.68 (0.90)   3.70 (0.93)   3.60 (0.92)   3.50 (1.06)   3.51 (1.02)   3.29 (1.09) 
   Intelligibility 3.80 (0.97)   3.79 (0.98)   3.55 (1.05)   3.72 (1.06)   3.68 (1.05)   3.43 (1.08) 
_________________________________________  ________________________________ 
_________________________________________  ________________________________ 
Covert Repetition  
   Accent 3.06 (1.05)   3.02 (1.17)   3.03 (1.31)   2.96 (1.06)   2.91 (1.10)   2.82 (1.08) 
   Fluency 3.75 (1.09)   3.79 (1.06)   3.69 (1.07)   3.66 (1.14)   3.69 (1.13)   3.48 (1.16) 
   Intelligibility 3.72 (1.17)   3.70 (1.11)   3.55 (1.18)   3.71 (1.21)   3.65 (1.19)   3.55 (1.17) 
_________________________________________  ________________________________ 
Overt Repetition 
   Accent 3.18 (1.13)   3.16 (1.09)   3.05 (1.04)   3.09 (1.07)   3.21 (1.05)   2.98 (1.11) 
   Fluency 3.85 (1.02)   3.91 (0.99)   3.76 (1.03)   3.70 (1.06)   3.92 (1.00)   3.68 (1.09) 
   Intelligibility 3.88 (1.08)   3.90 (1.01)   3.71 (1.06)   3.82 (1.05)   3.95 (1.00)   3.73 (1.10) 
__________________________________________________________________________ 
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Figure 1: Number of sentences per sessions (pre-test, training, post-test) as a function of 
modality (repeat, read-out) and learning groups (baseline, covert repetition, overt repetition). 
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Figure 2: Average ratings of sentences (aggregated across accent, fluency, and intelligibility) 
as a function of Time (pre-test, post-test), Modality (repeat, read-out), and Group (baseline, 
covert repetition, overt repetition). Since the Post (New) condition includes sentences unused 
in the pre-test and post-test, it is shown as disconnected from those conditions. Top figures 
include all data. Bottom figures show data matched on average ratings in the pre-test. Error 
bars are standard errors of the mean. 
 
 
 
 
