Abstract-Dynamical systems in nature exhibit self-similar fractal space-time fluctuations on all scales indicating long-range correlations and, therefore, the statistical normal distribution with implicit assumption of independence, fixed mean and standard deviation cannot be used for description and quantification of fractal data sets. The author has developed a general systems theory based on classical statistical physics for fractal fluctuations which predicts the following. (1) The fractal fluctuations signify an underlying eddy continuum, the larger eddies being the integrated mean of enclosed smaller-scale fluctuations. (2) The probability distribution of eddy amplitudes and the variance (square of eddy amplitude) spectrum of fractal fluctuations follow the universal Boltzmann inverse power law expressed as a function of the golden mean. (3) Fractal fluctuations are signatures of quantum-like chaos since the additive amplitudes of eddies when squared represent probability densities analogous to the sub-atomic dynamics of quantum systems such as the photon or electron. (4) The model predicted distribution is very close to statistical normal distribution for moderate events within two standard deviations from the mean but exhibits a fat long tail that are associated with hazardous extreme events. Continuous periodogram power spectral analyses of available GHCN annual total rainfall time series for the period 1900-2008 for Indian and USA stations show that the power spectra and the corresponding probability distributions follow model predicted universal inverse power law form signifying an eddy continuum structure underlying the observed inter-annual variability of rainfall. On a global scale, man-made greenhouse gas related atmospheric warming would result in intensification of natural climate variability, seen immediately in high frequency fluctuations such as QBO and ENSO and even shorter timescales. Model concepts and results of analyses are discussed with reference to possible prediction of climate change. Model concepts, if correct, rule out unambiguously, linear trends in climate. Climate change will only be manifested as increase or decrease in the natural variability. However, more stringent tests of model concepts and predictions are required before applications to such an important issue as climate change. Observations and simulations with climate models show that precipitation extremes intensify in response to a warming climate (O'Gorman in Curr Clim Change Rep 1: [49][50][51][52][53][54][55][56][57][58][59] 2015).
Introduction
Atmospheric flows exhibit self-similar fractal fluctuations on all space-time scales ranging from turbulence scale of a few millimeters-seconds to planetary scale of thousands of kilometers-years. Fractal space-time fluctuations are ubiquitous to dynamical systems in nature such as fluid flows, population growth, stock market indices, heart beat patterns, etc. (Mandelbrot 1975) . The power (variance) spectra of fractal fluctuations follow inverse power law, also called 1/f noise, in the form f -a where f is the frequency and a the exponent and imply long-range space-time correlations since the variance (intensity of fluctuations) is a function of frequency f alone for the frequency range for which a is a constant. The study of power laws spans many disciplines, including physics, biology, engineering, computer science, the earth sciences, economics, political science, sociology, and statistics (Clauset et al. 2009; Kaniadakis 2009 ). The observed scale invariance or long-range space-time correlations imply inherent 'persistence' or 'memory' in the space-time fluctuation patterns and are identified as signatures of self-organized criticality (Bak et al. 1988) intrinsic to dynamical systems in nature. Lovejoy and Schertzer (2010) have given an exhaustive account of the observed scale invariant characteristics of atmospheric flows and emphasize the urgent need to incorporate the observed inverse power law scaling concepts in atmospheric sciences as summarized in the following. In spite of the unprecedented quantity and quality of meteorological data and numerical models, there is still no consensus about the atmosphere's elementary statistical properties as functions of scale in either time or in space. At present, the null hypotheses are classical so that they assume there are no long range statistical dependencies and that the probabilities are thin-tailed (i.e., exponential). However, we have seen that cascades involve long range dependencies and (typically) have fat tailed (algebraic) distributions in which extreme events occur much more frequently and can persist for much longer than classical theory would allow.
The question of which statistical model best describes internal climate variability on interannual and longer time scales is essential to the ability to predict such variables and detect periodicities and trends in them. For over 30 years the dominant model for background climate variability has been the autoregressive model of the first order (AR1). However, recent research has shown that some aspects of climate variability are best described by a ''long memory'' or ''power-law'' model. Such a model fits a temporal spectrum to a single power-law function, which thereby accumulates more power at lower frequencies than an AR1 fit. Power-law behavior has been observed in globally and hemispherically averaged surface air temperature (Bloomfield 1992; GilAlana 2005) , station surface air temperature (Pelletier 1997) , geopotential height at 500 hPa (Tsonis et al. 1999) , temperature paleoclimate proxies (Pelletier 1997; Huybers and Curry 2006) and many other studies (Vyushin and Kushner 2009) .
A general systems theory originally developed for atmospheric flows by Selvam (1990 Selvam ( , 2005 Selvam ( , 2007 Selvam ( , 2009 Selvam ( , 2011 Selvam ( , 2015a and Selvam and Fadnavis (1998) predicts the observed self-organized criticality as a direct consequence of quantum-like chaos exhibited by fractal fluctuations generic to dynamical systems in nature. The model further predicts that the distribution of fractal fluctuations and the power spectrum (of fractal fluctuations) follow the same inverse power law which is a function of the golden mean s (&1.618). Model predictions are in agreement with continuous periodogram power spectral analyses of annual rainfall time series for Indian and USA region stations obtained from the Global Historical Climatology Network (GHCN-Monthly) of the National Oceanic and Atmospheric Administration's National Climate Data Center data base for the period 1900-2008. The paper is organized as follows. The general systems theory for self-similar fractal fluctuations is summarized in Sect. 2. Details of data sets used for the study are given in Sect. 3. Analysis techniques and results are described in Sect. 4. Discussions of results and conclusions from the study are presented in Sect. 5.
General Systems Theory for Fractal Fluctuations in Dynamical Systems
The model concepts are based on the observational characteristic that real world dynamical systems such as fluid flows, heart beat patterns, etc., exhibit selfsimilar fractal fluctuations. The power (variance) spectra of fractal fluctuations exhibit inverse power law form f -a where f is the frequency and a the exponent and signify a scale invariant eddy continuum for the range of frequencies for which a is a constant, i.e., the amplitudes of component eddies are related to each other by the scale factor a alone independent of other dynamical processes governing the growth processes of the eddies (waves). The cooperative existence of eddies in the scale invariant eddy continuum exhibit long-range space-time correlations or persistence between the fluctuation amplitudes of larger and smaller scale eddies.
The general systems theory model is based on Townsend's (1956) concept that large eddies form as envelopes enclosing smaller scale eddies in turbulent fluid flows. The model visualises the generation of scale invariant eddy continuum in turbulent fluid flows by spontaneous organised growth of large eddies from space-time integration of enclosed small-scale eddies in successive stages. The eddy continuum exists as a unified whole communicating network with ordered energy flow between the larger and smaller scale eddies. Space-time integration of enclosed small scale (turbulent) eddies of radius r and circulation speed w * gives rise to large eddy of radius R associated with circulation speed W and the 414 A. M. Selvam Pure Appl. Geophys. relationship between the radii and circulation speeds of the large and small eddies is given as (Selvam 1990 )
Model Predictions
(a) The observed fractal fluctuations result from the superimposition of the eddy continuum fluctuations which traces an overall logarithmic spiral trajectory with the quasiperiodic Penrose tiling pattern (Steinhardt 1997; Baake 2002) for the internal structure (Fig. 1) . The spiral flow structure OR 0 R 1 R 2 R 3 R 4 R 5 can be visualized as an eddy continuum generated by successive length step growths OR 0 , OR 1 , OR 2 , OR 3 , …, respectively, equal to R 1 , R 2 , R 3 , … which follow Fibonacci mathematical series such that R n?1 = R n ? R n-1 and R n?1 /R n = s where s is the golden mean equal to (1 ? H5)/2 (&1.618) (Selvam 1990 (Selvam et al. 1992 )
The model predicted eddy length (time) scale T 50 up to which the cumulative percentage contribution to total variance of eddy fluctuations is obtained from Eq. (2) as equal to 3.6 years [see list item (h)] for the annual rainfall time series used in the present study where the primary perturbation time period T S is equal to 1 year (the annual cycle of summer to winter cycle of solar heating).
(c) The overall logarithmic spiral pattern enclosing the internal small-scale closed networks OR 0 R 1 , OR 1 R 2 , … may be visualized as a continuous smooth rotation of the phase angle h (R 0 OR 1 , R O OR 2 , … etc.) with increase in period. The phase angle h for each stage of growth is equal to r/R and is proportional to the variance W 2 (Eq. 1), the variance representing the intensity of fluctuations. The phase angle gives a measure of coherence or correlation in space-time fluctuations of different length scales. The model predicted continuous smooth rotation of phase angle with increase in length scale associated with logarithmic spiral flow structure is analogous to Berry's phase (Berry 1988; Kepler et al. 1991) in the subatomic dynamics of quantum systems. Berry's phase has been identified in atmospheric flows (Selvam 1990 (Selvam , 2007 . (d) The relationship between the respective circulation speeds W and w of large and small eddies with corresponding radii R and r and scale ratio z = R/r is given by the logarithmic relationship (Selvam 1990 )
(e) In the above Eq. (3) k is the steady state fractional volume dilution of large eddy by turbulent eddy fluctuations and for dominant eddy growth is given as (from Eq. (1))
The turbulent eddies exist on the large eddy envelope and mix environmental air into the large eddy volume. von Kármán (1930) showed that turbulent fluid flow dynamics near a wall follow the 'law of the wall', namely the average velocity of a turbulent flow at a certain point is proportional to the logarithm of the distance from that point to the ''wall'', or the boundary of the fluid region. Recently, Li and Zhao (2013a, b) have shown that the power spectra for turbulent fluid flows derived by Kolmogorov (1941) and von Karman (1948) exhibit selfsimilar, i.e. fractal character of turbulent eddy fluctuations and can be expressed in terms of the golden ratio. Therefore, the trajectory of turbulent fluid flows near a boundary or wall follows a logarithmic spiral with the golden mean as the winding number similar to the spiralling arrangement of successive leaves in plant growth (Jean 1994) . Selvam (1990 Selvam ( , 2007 Selvam ( , 2015b has shown that the atmospheric flow structure follows a logarithmic spiral trajectory with crossing angle equal to the golden mean. Recently, Fang and Kuo (2015) further indicated that the golden ratio associated scaling feature suggested in this general systems theory is actually the well-known -3 power law; they also introduced a new generic method, designated as the noise-to-signal ratio (NSR) method, for assessing the short-range, small-scale forecast skills and the longrange, large-scale forecast skills in a consistent manner and for quantifying the successive scale predictability without the need of explicit scale decomposition.
(f) By concept the large eddy circulation speed W is the integrated mean of enclosed small-scale circulation speeds w. Therefore, at each level, W represents the mean value associated with standard deviation equal to w. The normalized deviation t equal to (departure from mean/standard deviation) is now given by W/w which is proportional to lnz from the above logarithmic relationship (Eq. 3). For two successive stages of eddy growth starting from primary perturbation w * , the ratio of the standard deviations W n?1 and W n is given from Eq. (3) as (n ? 1)/n. Denoting by r the standard deviation of eddy fluctuations at the reference level (n = 1) the standard deviations of eddy fluctuations for successive stages of eddy growth are given as integer multiples of r, i.e., r, 2r, 3r, etc. and correspond, respectively, to
The nth stage of eddy growth also represents the corresponding normalized standard deviation t.
(g) From Eq. (1) it is shown that the probability distribution P of fractal fluctuations represents the variance spectrum of the fractal eddy fluctuation domains as follows.
Equation (1) is given as
For the nth length step
The probability P of occurrence of fractal eddy fluctuation domain w * r in the total large scale domain W n R n is equal to 1/s 2n and 1/s 4n , respectively, for any one or both rotational (clockwise and anti-clockwise) directions for the stage n of eddy growth. Eddy fluctuation domain amplitude 1/s 2n has a probability of occurrence equal to 1/s 4n in both rotational directions, i.e., the square of eddy domain amplitude represents the probability of occurrence in the eddy continuum. Similar result, namely additive amplitudes of eddies when squared represent eddy 416 A. M. Selvam Pure Appl. Geophys.
probability distribution is observed in the subatomic dynamics of quantum systems (Maddox 1988 (Maddox , 1993 which are visualized to consist of the superimposition of eddy fluctuations in wave trains (eddy continuum). The above Eq. (6) for probability P also represents, for the nth eddy growth step, the following statistical and dynamical quantities of the growing large eddy with respect to the initial perturbation domain:
1. the statistical relative variance of fractal structures 2. probability of occurrence of fractal domain in either positive or negative direction, 3. inverse of P represents the organized fractal (fine scale) energy flux in the overall large scale eddy domain. Large scale energy flux, therefore, occurs not in bulk, but in organized internal fine scale circulation structures identified as fractals.
The model predicted universal inverse power-law distribution is very close to statistical normal distribution for normalized deviation t \ 2 and t [ -2 and exhibits a long fat tail for t C 2 and t B 2, i.e., extreme events have a higher probability of occurrence than that predicted by statistical normal distribution as found in practice (Selvam 2011 (Selvam , 2014 (h) The conventional power spectrum plotted as the variance versus the frequency in log-log scale will now represent the eddy probability density on logarithmic scale versus standard deviation t of the eddy fluctuations on linear scale since the logarithm of the eddy wavelength represents the standard deviation, i.e., the r.m.s. value of eddy fluctuations (Eq. 3). The r.m.s. value of eddy fluctuations can be represented in terms of statistical normal distribution as follows. A normalized standard deviation t = 0 corresponds to cumulative percentage probability density equal to 50 for the mean value of the distribution. Since the logarithm of the wavelength represents the r.m.s. value of eddy fluctuations the normalized standard deviation t is defined for the eddy energy as
In Eq. (7) L is the time period (or wavelength) and T 50 is the period up to which the cumulative percentage contribution to total variance is equal to 50 and t = 0. Log T 50 also represents the mean value for the r.m.s. eddy fluctuations and is consistent with the concept of the mean level represented by r.m.s. eddy fluctuations.
The model predicted probability distribution at Eq. (6), namely P = s -4n represents (1) power (variance) spectrum of fractal fluctuations plotted as the cumulative percentage contribution to total variance versus t values computed from Eq. (7) and (2) the cumulative percentage probability of occurrence of fractal fluctuations corresponding to normalized deviation t equal to (departure from mean/standard deviation). Power (variance) spectra of time series of meteorological parameters when plotted as cumulative percentage contribution to total variance versus normalized deviation t (Eq. 7) have been shown to follow closely the model predicted universal spectrum (Eq. 6) (Selvam et al. 1992 Selvam and Joshi 1995; Selvam et al. 1996; Selvam and Fadnavis 1998; Selvam 2011) which is identified as a signature of quantum-like chaos. Temperature and rainfall distribution for UK region follow the model predicted inverse power law (Eq. 6) distribution for a majority of the stations (Selvam 2014) .
Data Sets Used for the Study
Monthly total rainfalls for the period 1900-2008 for all available Indian and USA stations were obtained from Global Historical Climatology Network (GHCN) of the National Oceanic and Atmospheric Administration's National Climate Data Center, Version 2 Precipitation Version 2 data sets, raw data (v2.prcp) (http://www.ncdc.noaa.gov/oa/ climate/ghcn-monthly/index.php). The data are monthly total precipitation recorded at the station in tenths of mm. The annual total rainfall was computed for the years where all the 12 months rainfall data is available. A total of 504 Indian and 764 USA stations where continuous rainfall data for a minimum of 50-year was available were considered for the study. The mean, standard deviation and the number of years of available rainfall data for the Indian and USA stations are shown in Fig. 2 . Vol. 174, (2017) Universal Inverse Power-Law Distribution for Fractal Fluctuations in Dynamical Systems... 417
Analyses and Results

Frequency Distribution
For each station rainfall time series x(i), i = 1, n where x(i) is the annual total rainfall for the year i and n the total number of years, the mean (av) and the standard deviation (sd) were computed. The rainfall amounts for the n years were then arranged in ascending order of magnitude ranging from x min to x max , the respective minimum and maximum rainfall amounts. The ascending order rainfall amounts sequence is then expressed in terms of m values of the normalized deviation t(i) equal to (x(i) -av)/sd ranging from the smallest value t min to the largest value t max . The value of time series length n is equal to the t(i) sequence length m for most of the stations since the frequency f(i) of occurrence of each t(i) value is equal to one in most cases except for a few stations where rainfall amounts for two or more years are the same. The cumulative percentage frequencies of occurrence cmax(i) and cmin(i) corresponding to the normalized deviation t values were then computed starting, respectively, from the maximum (t max ) and minimum (t min ) t values.
Similarly, The average cumulative percentage frequencies of occurrence cmax(i) and cmin(i) with respect to the corresponding t values for the 504 Indian and 764 USA rainfall stations are shown in Fig. 3 .
The average cumulative percentage probability values cmax(i) and cmin(i) for Indian and USA region stations are plotted with respect to corresponding normalized deviation t values on logarithmic scale for the probability axis in the tail regions, i.e. t values greater than 2 in Fig. 4 . The positive extremes t = 2 to 4 and the negative extremes t = -2 to -4 are shown, respectively, on the left and right side of Fig. 4 . The standard deviation of each mean cmax(i) and cmin(i) value is shown as a vertical error bar on either side of the mean in Fig. 4 . The figure also contains the statistical normal distribution and the computed theoretical distribution (Eq. 6) for comparison. Figure 4 shows clearly the appreciable positive departure of observed probability densities from the statistical normal distribution for extreme values at normalized deviation t values more than 2. The observed extreme values corresponding to t values greater than 2 for cmax(i) and cmin(i) distributions were compared for 'goodness of fit' with computed theoretical distribution and statistical normal distribution as follows. For cmax(i) and cmin(i) values, where standard deviation is available (number of observed values more than one), if the observed distribution included the computed theoretical (statistical normal) distribution within twice the standard deviation on either side of the mean then it was assumed to be the same as the computed theoretical (statistical normal) distribution at 5 % level of significance within measurement errors. The number of observed distribution values which included the computed theoretical values and/or the statistical normal distribution values within twice the standard deviation on either side of the mean was determined. The total and percentage numbers of observed extreme values same as computed theoretical and statistical normal distributions are given in Fig. 5 for positive and negative tail regions (normalized deviation t greater than 2) for India and USA. The number of stations exhibiting positive extreme rainfall (15.3 and 20.0 %, respectively, for India and USA) is more than the number of stations exhibiting negative extreme rainfall (9.9 and 18.2 %, respectively, for India and USA). The percentage number of observed extreme values with same probability as model predicted (computed) is more than the percentage number of extreme values with same probability as statistical normal distribution for India and USA (first and second histograms in Fig. 5 ). More than 90 % of the observed cumulative probability distributions computed starting from either end (minimum or maximum) are the same as the model predicted theoretical and also the statistical normal distribution (third and fourth histogram in Fig. 5 ) and such a result is consistent since the model predicts significantly larger probability values only in the tail regions with normalized deviation t values greater than two.
Continuous Periodogram Power Spectral Analyses
The power spectra of frequency distribution of monthly mean data sets were computed accurately by an elementary, but very powerful method of analysis developed by Jenkinson (1977) which provides a quasi-continuous form of the classical periodogram allowing systematic allocation of the total variance and degrees of freedom of the data series to logarithmically spaced elements of the frequency range (0.5, 0). The cumulative percentage contribution to total variance was computed starting from the high frequency side of the spectrum. The corresponding phase spectrum was computed as equal to the percentage contribution to total rotation. The average power (variance) and phase spectra are plotted for Indian and USA regions as cumulative percentage contribution to total variance versus the normalized standard deviation t equal to ðlog L= log T 50 Þ À 1 where L is the period in years and T 50 is the period up to which the cumulative percentage contribution to total variance is equal to 50 (Eq. 7). The statistical Chi-square test (Spiegel 1961 ) was applied to determine the 'goodness of fit' of individual variance and phase spectrum with each other and also with statistical normal distribution and model predicted variance spectrum (Eq. 6). The variance and corresponding phase spectra covered the range of normalized deviation t values from 3 to -1 and the average spectra shown in Fig. 6 for Indian and USA regions are found to follow closely the statistical normal distribution. The percentage numbers of (1) variance (phase) spectra same as normal distribution, (2) variance (phase) spectra same as theoretical distribution and (3) variance spectra same as corresponding phase spectra are shown in Fig. 7 . Variance spectra show closer correspondence with normal distribution and theoretical distribution than phase spectra. Variance spectra same as normal and computed distributions, respectively, are nearly 100 % and greater than 90 % (first histogram in Fig. 7 ), phase spectra same as normal and computed distributions, respectively, are more than 80 and 70 % Figure 5 The first two histograms give the percentage number of extreme values with cumulative percentage probability of occurrence same as (1) statistical normal (N) and (2) same as theoretical distribution (C) for negative tail (t \ -2) and positive tail (t [ 2) regions. The last two histograms give the percentage number of the cumulative probability distributions computed (1) starting from minimum cmin(i) and (2) starting from maximum cmax(i) same as statistical normal (N) and same as theoretical distribution (C)
Vol. 174, (2017) Universal Inverse Power-Law Distribution for Fractal Fluctuations in Dynamical Systems...
(second histogram in Fig. 7 ), variance spectra same as corresponding phase spectra is more than 85 % (third histogram in Fig. 7) . The values of period T 50 up to which the cumulative percentage contribution to total variance is equal to 50 are plotted in Fig. 8 for India and USA for the 504 and 764 stations, respectively, along with the model predicted value T 50 = 3.6 years (Eq. 2). The individual stations show large variability, particularly for USA. The mean value of T 50 is almost the same being equal to 4.6 for both India and USA with respective standard deviations 1.4 and 2.0.
Discussion and Conclusions
Dynamical systems in nature exhibit selfsimilar fractal fluctuations for all space-time scales and the corresponding power spectra follow inverse power law form signifying long-range space-time correlations identified as self-organized criticality (Bak et al. 1988) . The physics of self-organized criticality is not yet identified. The Gaussian probability distribution used widely for analysis and description of large data sets is found to significantly underestimate the probabilities of occurrence of extreme events such as stock market crashes, earthquakes, heavy rainfall, etc. Further, the assumptions underlying the normal distribution such as fixed mean and standard deviation, independence of data, are not valid for real world fractal data sets exhibiting a scale-free power law distribution with fat tails. It is important to identify and quantify the fractal distribution characteristics of dynamical systems for predictability studies.
A recently developed general systems theory for fractal space-time fluctuations (Selvam 1990 (Selvam , 2005 (Selvam , 2007 (Selvam , 2009 (Selvam , 2011 (Selvam , 2015a Selvam and Fadnavis 1998) shows that the larger scale fluctuation can be visualized to emerge from the space-time averaging of enclosed small scale fluctuations, thereby generating a hierarchy of self-similar fluctuations manifested as the observed eddy continuum in power spectral analyses of fractal fluctuations. The concept that aggregate averaged eddy ensemble properties represent the eddy continuum belongs to 19th century classical statistical physics where the study of the properties of a system is reduced to a determination of average values of the physical quantities that characterize the state of the system as a whole (Yavorsky and Detlaf 1975) such as gases, e.g., the gaseous envelope of the earth, the atmosphere. The basic assumption that the space-time average of a uniform distribution of primary small scale eddies results in the formation of large eddies is analogous to Boltzmann's concept of equal probabilities for the microscopic components of the system. The physical concepts of the general systems theory (Sect. 2) enables to derive (Selvam 2002 (Selvam , 2011 (Selvam , 2015a ) the universal inverse power law for fractal fluctuations in the form of the Boltzmann distribution where the probability distribution function P for fractal fluctuations follow inverse power law form s -4t where s is the golden mean, and t, the normalized deviation is equal to ((x -av)/sd) where av and sd are, respectively, the average and standard deviation of the distribution. The apparently disordered (irregular) fractal fluctuations self-organize to maintain a dynamical equilibrium state, namely, the universal inverse power law distribution, thereby fulfilling the second law of thermodynamics. The predicted distribution is close to the Gaussian distribution for small-scale fluctuations (normalized deviation t less than 2), but exhibits fat long tail for large-scale fluctuations (normalized deviation t more than 2) with higher probability of occurrence than predicted by Gaussian distribution. There is always a non-zero probability of occurrence of very large amplitude, damage causing extreme events. The model predicts the same probability distribution P for the amplitude as well as the power (variance) spectrum of fractal fluctuations. Such a result that the additive amplitudes of eddies when squared represent probabilities is exhibited by the sub-atomic dynamics of quantum systems such as the electron or photon (Maddox 1988 (Maddox , 1993 Rae 1988 ).
Fractal fluctuations, therefore, exhibit quantum-like chaos. (Selvam 2011 (Selvam , 2015b .
Analysis of historic ) data sets of annual precipitation (GHCN V2. prcp) time series for all available stations in India and USA show that the data follow closely, but not exactly the statistical normal and the model predicted distributions in the region of normalized deviations t less than 2 (Fig. 4) . For normalized deviations t greater than 2, the data exhibit significantly larger probabilities as compared to the normal distribution and closer to the model predicted probability distribution (Fig. 5) . A simple t test for 'goodness of fit' of the extreme values (normalized deviation t [ 2) of the observed distribution with model predicted (theoretical) and also the statistical normal distribution shows that more number of data points exhibit significant (at 5 % level) 'goodness of fit' with the model predicted (theoretical) distribution than with the normal distribution (Fig. 5) . The mean power spectra follow closely the statistical normal distribution for India and USA (Fig. 6 ) region rainfall time series. The power spectra mostly cover the range for normalized deviation t less than 2 where the model predicted theoretical distribution is close to the statistical normal distribution. A majority (90 % and more) of the power spectra follow closely statistical normal and also to a lesser extent the theoretical distribution (Fig. 7) consistent with model prediction of quantum-like chaos, i.e., variance or square of eddy amplitude represents the probability distribution, a signature of quantum systems. Universal spectrum for inter-annual variability have been reported in the following meteorological parameters: (1) rainfall time series over the Indian Region (Selvam et al. 1992, (2) rainfall time series over India and the UK , (3) COADS global air and sea surface temperatures (Selvam and Joshi 1995) , (4) interannual variability Figure 8 The period T 50 up to which the cumulative percentage contribution to total variance is equal to 50 for the Indian and USA rainfall time series. The horizontal line is the model predicted t 50 equal to 3.6 years for interannual variability of rainfall corresponding to the annual (1 year) summer to winter cycle of solar heating of the atmosphere The individual stations show large variability, particularly for USA. The mean value of T 50 is almost the same being equal to 4.6 for both India and USA with respective standard deviations 1.4 and 2.0 424 A. M. Selvam Pure Appl. Geophys.
in COADS surface pressure time series (Selvam et al. 1996) , (5) interannual variability in some disparate climatic regimes (Selvam and Fadnavis 1998) , (6) global mean monthly temperature anomalies (Selvam 2011) . The concept of universal spectrum for fractal fluctuations rules out linear secular trends in meteorological parameters with regard to climate change. Global warming, either natural or man-made (industrialization related) will result in enhancement of fluctuations of all scales. The climatological data sets used by Selvam and her group (see references) show that in a majority of cases interannual variability in atmospheric flows can be represented by the model predicted universal spectrum. Model concepts, if correct, rule out unambiguously, linear trends in climate. Climate change will only be manifested as increase or decrease in the natural variability. However, more stringent tests of model concepts and predictions are required before applications to such an important issue as climate change.
O'Gorman (2015) quantifies the dependence of precipitation extremes at different latitudes on globalmean temperature using a comprehensive observational dataset. Records of precipitation that are sufficient to detect long-term trends in extremes are primarily from rain gauges over land. Over the available record, there are regions with both increasing and decreasing trends in precipitation extremes (Alexander et al. 2006; Groisman et al. 2005) , as might be expected given large internal variability (Fischer and Knutti 2014) , but the grid boxes or stations with significant increasing trends outnumber those with significant decreasing trends (Donat et al. 2013; Westra et al. 2013) . The number of stations exhibiting positive extreme rainfall (15.3 and 20.0 %, respectively, for India and USA) is more than the number of stations exhibiting negative extreme rainfall (9.9 and 18.2 %, respectively, for India and USA) (Fig. 5) .
