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Chapter 1 – Summary 
 
Mutations in the PRoline-Rich Transmembrane protein 2 gene (PRRT2) underlie a 
heterogeneous group of paroxysmal disorders encompassing infantile epilepsy, paroxysmal 
kinesigenic dyskinesia, a combination of these phenotypes and migraine. For the majority 
of the pathogenic PRRT2 variants, the mutant proteins are not expressed or not correctly 
targeted to the plasma membrane, resulting in a loss-of function mechanism for PRRT2-
related diseases. PRRT2 is a neuron-specific, type II transmembrane protein of 340 amino 
acids with an important functional role in synapse formation and maintenance, as well as in 
the regulation of fast neurotransmitter release at both glutamatergic and GABAergic 
terminals. The PRRT2 knock-out (PRRT2-KO) mouse, in which PRRT2 has been 
constitutively inactivated, displays alterations in brain structure and a sharp paroxysmal 
phenotype, reminiscent of the most common clinical manifestations of the human PRRT2-
linked diseases.   
To gain further insights on the pathogenic role of PRRT2 deficiency, I used Multi-
Electrode Arrays (MEAs) to characterize neuronal activity generated by primary 
hippocampal cultures obtained from the PRRT2-KO mouse embryos and to assess the 
epileptic propensity of cortico-hippocampal slices obtained from the same animal model. 
This experimental approach revealed a state of heightened spontaneous activity, hyper-
synchronization in population bursts of action potentials (APs) and enhanced 
responsiveness to external stimuli in mutant networks. A complex interplay between (i) a 
synaptic phenotype, with weakened spontaneous transmission and increased short-term 
facilitation, and (ii) a marked increase in intrinsic excitability of excitatory neurons as 
assessed by single-cell electrophysiology, upholds this network phenotype.  
Furthermore, our group has generated cortical neurons from induced pluripotent stem 
cells (iPSCs) derived from heterozygous and homozygous siblings carrying the most 
common C.649dupC mutation. Patch-clamp recordings in neurons from homozygous 
patients showed an increased Na+ current that was fully rescued by expression of 
exogenous wild-type PRRT2. A strikingly similar electrophysiological phenotype was 
observed in excitatory primary cortical neurons from the PRRT2-KO mouse, which was 
accompanied by an increased length of the axon initial segment (AIS). At the network level, 
mutant cortical neurons grown on MEAs also displayed a state of spontaneous 
hyperexcitability and elevated propensity to synchronize their activity in network bursting 
events.  
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Supported by the observation that selective inhibitors of the major voltage-gated 
sodium channels of the AIS of excitatory neurons can regularize PRRT2-KO networks 
hyperactivity, our data suggest that the disturbance in cellular intrinsic excitability is a key 

























Chapter 2 – Introduction 
 
2.1 Determinants of neuronal network excitability: the role of synaptic 
transmission and intrinsic excitability. 
Neuronal cells are the basic functional units of the brain. The human central nervous 
system (CNS) contains an extremely large number of these cells, on the order of 1011, each 
endowed with the ability to communicate with one another through several thousand of 
specialized contact sites, the synapses. Activity-dependent changes that modulate the 
impact of a presynaptic discharge on the postsynaptic firing probability form the basis for 
synaptic computation in the brain and are thought to exert a tight control on neuronal 
networks excitability. This impact is determined by two factors, the synaptic efficacy itself 
and the intrinsic excitability of the neuron, both of which can undergo activity-dependent 
plasticity, acting at different timescales and involving diverse molecular mechanisms. 
2.1.1 Synaptic transmission 
Two basic forms of synaptic transmission exist, electrical and chemical. At electrical 
synapses, the specialized region of contact between two neurons is called gap junction, 
which is composed of a pair of hemi-channels, one in the presynaptic and the other in the 
postsynaptic cell membrane. The large pore of the channel (1.5 nm of diameter) permits a 
bidirectional passage of inorganic ions and small organic molecules between the cells. The 
main features of electrical synaptic transmission are (i) a remarkably short synaptic delay, 
due to cytoplasmic continuity between pre- and postsynaptic neurons; (ii) the change in 
membrane potential for the postsynaptic neuron is directly related to the amplitude and 
shape of the change in potential of the presynaptic cell; (iii) most electrical synapses can 
transmit both depolarizing and hyperpolarizing currents. Openings and closings of the gap-
junctions essentially depend on cytoplasmic pH levels and Ca2+ concentration, but they can 
also be regulated by neurotransmitters released from nearby chemical synapses through 
intracellular signaling cascades. In the CNS, gap junctions can synchronize electrical activity 
and may promote metabolic coupling among groups of neurons. They are thought to play 
an important role in brain development and morphogenesis (Bennett and Zukin, 2004).  
Communication among neurons in the CNS mainly relies on chemical synaptic 
transmission, in which a chemical substance (a neurotransmitter, which can be a small 
molecule or a neuroactive peptide) functions as a messenger between the communicating 
cells. Chemical synapses are asymmetric and polarized structures composed of (i) a 
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presynaptic terminal, a specialized swelling of the axon that contains several hundreds of 
synaptic vesicles (SVs) filled with neurotransmitter molecules; (ii) a postsynaptic cell 
membrane where specific neurotransmitter receptors are located. SVs are clustered at 
regions of the presynaptic membrane, the active zones, where they will eventually be 
released thanks to a specialized secretory machinery. Pre- and postsynaptic compartments 
are separated by the synaptic cleft and kept at a distance of 20-40 nm by homophilic and 
heterophilic adhesion molecules that stabilize synapses and regulate synaptic transmission 
and plasticity (Yamagata et al., 2003; Jang et al., 2017). When an action potential invades 
the presynaptic membrane, voltage-gated Ca2+ channels at the active zone open and let 
Ca2+ ions enter the presynaptic terminal. The resulting rise in intracellular Ca2+ concentration 
triggers the fusion of SVs with the presynaptic membrane and the associated release of 
neurotransmitter in the synaptic cleft (exocytosis). Neurotransmitter molecules diffuse 
across the synaptic cleft, bind to their receptors located on the postsynaptic plasma 
membrane and trigger opening of ion channels either directly or indirectly. In fact, two 
classes of neurotransmitter receptors, ionotropic and metabotropic receptors, mediate, 
respectively, a fast change in membrane conductance (of few milliseconds) and slower 
modulatory actions (lasting seconds to minutes) via intracellular signaling cascades.  
These numerous steps justify a significant synaptic delay for chemical 
neurotransmission, ranging between 0.3 ms and 5 ms. Despite the low speed of chemical 
synapses, chemical transmission has the critical property of amplification. Exocytosis of only 
one SV releases a high number of transmitter molecules that, together, can activate 
hundreds of postsynaptic receptors. As a consequence, a single nerve terminal, generating 
only a weak current, is able to depolarize a large postsynaptic neuron.  
Chemical synapses can be classified as excitatory or inhibitory based upon the 
chemical messenger they employ, but most importantly upon the type of postsynaptic 
receptors activated. Excitatory neurotransmitters (primarily glutamate) bind to postsynaptic 
receptors triggering cation influx and therefore depolarization of the postsynaptic 
membrane. Conversely, inhibitory neurotransmitters (mainly Gamma AminoButirric Acid, 
GABA, and glycine) bind to postsynaptic receptors that mediate anion influx and thus cause 
hyperpolarization of the postsynaptic cell.  
 
Three modes of SV exocytosis mechanisms exist, (i) the synchronous-evoked 
(phasic), (ii) the asynchronous-evoked (tonic) and (iii) the spontaneous release. Despite 
subserving different functions, at the molecular level the three modes of release appear to 
 8 
share key mechanisms, the fusion mechanism that is mediated by the soluble N-
ethylmaleide-sensitive factor attachment protein receptor (SNARE) complex, itself 
composed of synaptobrevin 2/VAMP2, SNAP-25, and syntaxin-1. VAMP2 is anchored at the 
SV membrane (called v-SNARE), whereas SNAP-25, and syntaxin-1 are associated with 
the active zone plasma membrane (t-SNAREs, where “t” stands for “target membrane” for 
SV fusion) (Chanaday and Kavalali, 2018).   
Synchronous release occurs upon presynaptic action potential firing and is 
remarkably temporally precise, with most SVs fusing within hundreds of microseconds. The 
molecular mechanisms for this mode of release have been extensively characterized. Four 
aspects are critical for synchronous release. First, a nerve terminal needs to generate and 
maintain a pool of SVs that can be quickly exocytosed upon Ca2+ entry. A functional 
subdivision has been proposed for SVs: the readily-releasable pool (RRP), the recycling 
pool (RP) and the reserve pool (Denker and Rizzoli, 2010). The RRP is part of the recycling 
pool, comprising a small group of SVs that are docked to the active zone: these are the SVs 
immediately released upon stimulation. The RP consists of SVs that recycle upon moderate 
stimulation. The reserve pool is only recruited upon high-frequency stimulation, after 
depletion of the RP. Second, presynaptic voltage-gated Ca2+ channels have to open briefly, 
but with minimal delay upon arrival of the action potential to trigger synchronous release. In 
fact these channels tightly co-localize with SVs docked at the active zone and are able to 
bind t-SNAREs in a Ca2+-dependent manner (Catterall and Few, 2008; Schneggenburger et 
al., 2012). Third, the release machinery must contain mechanisms to (i) quickly respond to 
the sharp rise in intracellular Ca2+; (ii) quickly respond to the sharp decay of the Ca2+ signal. 
This is achieved thanks to the fast deactivation and closing of Ca2+ channels following action 
potential repolarization. Furthermore the fast Ca2+ sensors that mediate synchronous 
release, the synaptotagmins (mainly Syt1, −2, and −9), have low affinity for Ca2+, respond 
rapidly to rise and have a fast off-rate once the Ca2+ signal is terminated (Kaeser and 
Regehr, 2014). Fourth, the presynaptic Ca2+ channels are spatially coupled to the Ca2+-
sensing mechanism so that Ca2+ increases and decreases quickly at the sensor when Ca2+ 
channels open and close, respectively. Taken together, these features produce a release 
complex that allows synchronous release when an action potential invades the nerve 
terminal. 
For the large majority of synapses, while low-frequency stimulation evokes primarily 
synchronous release, repetitive stimulations at moderate- to high-frequencies also evoke 
asynchronous release. This process occurs with some delay with respect to incoming stimuli 
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and persists long after presynaptic firing has ceased. The magnitude of asynchronous 
release shows a high frequency dependence that may be tuned to the range of firing 
frequencies experienced by a synapse in vivo (Kaeser and Regehr, 2014). Studies of the 
Ca2+ dependence of SV exocytosis suggest that a specialized Ca2+ sensor mediates 
asynchronous release. In fact: (i) asynchronous release persists in the absence of the fast 
Ca2+ sensors mediating synchronous release (Sun et al., 2007; Burgalossi et al., 2010); (ii) 
introduction of the slow Ca2+ chelator EGTA into a presynaptic terminal has minimal effects 
on synchronous release, but eliminates asynchronous release, suggesting that the Ca2+ 
sensor for asynchronous release is farther from the source of Ca2+ compared with the fast 
Ca2+ sensors (Cummings et al., 1996). Diverse molecular mechanisms have been shown to 
modulate asynchronous release (Maximov et al., 2008; Yao et al., 2011), suggesting that 
mechanistically distinct forms of asynchronous release may operate at different types of 
synapses. 
Spontaneous neurotransmitter release occurs in the absence of presynaptic 
depolarization. At many synapses, a significant component of spontaneous release is Ca2+-
dependent, but the exact molecular machinery that mediates this phenomenon has not been 
fully elucidated yet. Several possible Ca2+ sensors for spontaneous release have been 
identified, including the same sensor that mediates fast synchronous release (Chen et al., 
2011b; Kavalali, 2015).  It has also been suggested that spontaneous and evoked fusion 
may be carried out by separate pools of SVs with intrinsic molecular differences (Kavalali, 
2015). A number of functional roles for spontaneous release have been proposed. This 
process can contribute to basal extracellular levels of neurotransmitter and can regulate 
tonic activation of high-affinity receptors, thereby regulating neuronal excitability (Farrant 
and Nusser, 2005; Kombian et al., 2000). Spontaneous glutamate release is also involved 
in homeostatic plasticity regulation: it acts as a trophic factor to prevent the loss of dendritic 
spines by activating AMPA (α-amino-3-hydroxy-5-methyl-4- isoxazolepropionic acid) 
receptors and regulates the number and type of glutamate receptors at active synapses by 
restricting the diffusion of GluR1 AMPA receptors (McKinney et al., 1999; Ehlers et al., 2007; 
Zhang et al., 2009).   
 
2.1.1.1 Short-term plasticity  
Short-term synaptic plasticity (STP) occurs over a range of milliseconds to minutes 
and involves a transient enhancement or depression of synaptic strength. STP can be 
divided into three major categories: (i) depression, (ii) facilitation, and (iii) augmentation/ 
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post-tetanic potentiation (PTP). In depressing synapses, the second of two successive 
stimuli evokes a response that is much smaller than that evoked by the first, and this 
reduction in synaptic strength lasts hundreds of milliseconds. Sustained stimulation 
produces longer-lasting depression that recovers slowly (tens of seconds to minutes). In 
synapses in which facilitation is observed, the second of two closely spaced stimuli evokes 
response that is larger than the first, provided the stimuli are delivered within hundreds of 
milliseconds to seconds of each other. Sustained presynaptic activation at high frequency 
leads to synaptic enhancement known as augmentation and PTP, which can last from tens 
of seconds to several minutes). Net plasticity at synapses reflects an interaction between 
multiple forms of STP, but the relative prominence of each of the mechanisms is controlled 
by the initial release probability (Pr) and the presynaptic activity pattern (Abbott and Regehr, 
2004; Fioravante and Regehr, 2011). 
These forms of plasticity are in large part driven by the residual Ca2+ (Ca2+res) that 
accumulates in presynaptic terminals following depolarization. Regarding STP, it has been 
proposed that high-affinity presynaptic calcium-binding proteins (such as calbindin D-28k) 
are partially saturated by Ca2+res . Then, more Ca2+ will reach the SV release site in response 
to a second stimulus and the probability of release will be elevated (Blatow et al., 2003). At 
hippocampal and neuromuscular synapses, it has been demonstrated that use-dependent 
regulation of voltage-gated Ca2+ channels by Ca2+ sensor proteins increases Ca2+ currents 
and induces synaptic facilitation (Nanou et al., 2016a, 2016b). Finally, an high-affinity Ca2+  
sensor, distinct from the Ca2+  channel or fusion machinery, has been proposed to underlie 
synaptic facilitation in response to residual Ca2+res following repetitive activity (Jackman et 
al., 2016; Jackman and Regehr, 2017). Several factors can account for reduced release, 
including SV depletion, inactivation of release sites and decreased presynaptic Ca2+ influx. 
Because the number of SVs released by an action potential depends on the size of the RRP, 
if an action potential releases a large fraction of the RRP, subsequent stimuli delivered 
before RRP replenishment will release fewer vesicles (Schneggenburger et al., 2002; 
Zucker and Regehr, 2002). A second model of STP postulates that fusion of SVs at a release 
site can inhibit subsequent fusion events at that site even if the RRP is not depleted. This 
proposed site inactivation lasts for seconds following exocytosis, which could reflect the time 
it takes to clear SV membrane proteins, which get incorporated into the plasma membrane 
upon fusion (Neher and Sakaba, 2008). Accordingly, it has been shown that blocking 
endocytosis presynaptically reduces the recruitment of readily releasable SVs and leads to 
more pronounced depression during trains (Hosoi et al., 2009).  
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Many important functions have been described for STP, including the encoding, fine-
tuning, and transfer of information (Abbott and Regehr, 2004; Regehr, 2012). For instance, 
STP modulates information-processing in the hippocampal circuit (Bartley and Dobrunz, 
2015), mediates sensory adaption, which allows strong responses to novel stimulation and 
diminished responses to repeated stimuli (Chung et al., 2002), regulates information coding 
that is mediated either by bursts of action potential (STF) or by regular sequences of action 
potentials (STD) (Abbott and Regehr, 2004). 
Given its critical function in neuronal circuits computation and excitability, it is not 
surprising that alterations of STP are associated with neurological diseases. For example, 
mutations in the voltage-gated Ca2+ channels Cav2.1 that in humans cause familial 
hemiplegic migraine, promote permanent facilitation of channel function and occlude further 
upregulation by repetitive firing of action potentials (Tottene et al., 2002; Vecchia et al., 
2015). 
 
2.1.1.2 Long-term presynaptic plasticity  
Brain circuits undergo experience-based long-term adaptations in synaptic strength. 
Thus, synaptic plasticity endows networks with both the robustness and the flexibility to 
independently adapt to changes in the environment. Hebbian synaptic plasticity is the most 
studied form of long-term plasticity and includes, at mammalian synapses, both long-term 
potentiation (LTP) and long-term depression (LTD). The induction of LTP and LTD is input-
specific and requires changes in gene expression for pre- and postsynaptic cells.  
LTP and LTD can be generated through several signal transduction pathways, triggered by 
both ionotropic and metabotropic receptor activation. The most commonly studied form of 
LTP depends on the activation of the N-methyl-D-aspartate (NMDA) glutamate ionotropic 
receptor. The opening of the NMDA receptor is dependent on the degree of depolarization 
of the postsynaptic cell at the precise time glutamate is binding to it. This makes the 
receptor/channel a “coincidence detector” that explains the LTP properties of input 
specificity and associativity (Abraham et al., 2019). 
Induction of LTP and LTD the presynaptic level typically involve transient increases 
of presynaptic Ca2+, activation of presynaptic receptors and metabolic cascades, and 
retrograde signaling from the postsynapse, which result in a long-term and activity-
dependent modulation of neurotransmitter release. These processes are highly regulated, 
allowing for metaplasticity, the plasticity of synaptic plasticity, and input specificity, which 
refers to information storage at particular subsets of synapses (Monday et al., 2018). 
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2.1.2 Intrinsic excitability 
Plasticity of chemical synaptic transmission is usually considered as the main 
mechanism accounting for information transfer and storage in the neuronal circuits and in 
controlling their excitability. However, activation of synaptic receptors also initiates long-
lasting changes in neuronal excitability at both pre- and postsynaptic sides, a phenomenon 
called plasticity of intrinsic excitability. Neuronal intrinsic excitability is determined by the 
density, distribution, and function of ion channels, and controls how synaptic inputs are 
converted into action potential outputs (input-output function) (Debanne et al., 2019). 
Intrinsic plasticity is expressed in virtually all neuron types, including principal cells and 
interneurons. Exactly like synaptic plasticity, intrinsic plasticity is bi-directional and 
expresses a certain level of input- and cell-specificity. 
Plasticity of intrinsic excitability can be expressed through at least three different 
types of functional modulation, which can be further subdivided into locally and globally 
acting mechanisms.  
A first mechanism by which plasticity of intrinsic excitability modulates the input-
output function is the change in excitatory post-synaptic potential (EPSP) amplification. Ion 
channels located in dendrites shape the EPSP waveform by either boosting or attenuating 
the synaptic response, thus they determine whether a given EPSP will lead to post-synaptic 
action potential firing. Induction of synaptic potentiation has been shown to downregulate 
two dendritic ion channels that attenuate the EPSP amplitude, the hyperpolarization-
activated cyclic nucleotide-gated (HCN) channel and the voltage-gated potassium channel 
(Kv4.2). As a result, the input–output function is enhanced (Campanac et al., 2008; Losonczy 
et al., 2008). Like for synaptic plasticity, the modulation of EPSP amplification is local 
because it does not affect all synaptic inputs. A second possibility is the modulation of action 
potential threshold. This threshold is determined by voltage-gated Na+ (Nav) and K+ (Kv) 
channels located at the axon initial segment. Upon induction of synaptic potentiation in CA1 
pyramidal neurons, a shift of Nav activation towards hyperpolarized values lowers the spike 
threshold and increases excitability (Xu et al., 2005). Similarly, downregulation of Kv1 
channels lowers the spike threshold and increases intrinsic excitability, as observed in 
auditory neurons following cochlea removal (Kuba et al., 2015). Lastly, the input–output 
function can be modulated by changing the resting membrane potential (RMP) of the 
neuron. Following high frequency presynaptic firing, hippocampal granule cells display 
sustained depolarization of the RMP by  8–10 mV (Mellor et al., 2002). The latter two types 
of modulation are global, since they may affect all incoming inputs.  
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2.1.2.1 The Axon Initial Segment 
The axon initial segment (AIS) is a neuronal compartment located at the proximal 
axon, usually along the first 20 – 60 m of the axon shaft. The AIS is the site of action 
potential initiation, as reflected by the remarkably high density of voltage-gated ion channels 
found at this site. Adaptive changes to the location and length of the AIS fine-tune the 
excitability of neurons and modulate intrinsic plasticity in response to activity. AIS also play 
a role in maintaining neuronal polarity, by regulating the trafficking and distribution of 
proteins that function in somatodendritic or axonal compartments of the neuron (Leterrier, 
2018). 
At the ultrastructural level, the AIS is defined by three unique morphological features: 
closely apposed bundles of 3 - 10 microtubules called fascicles, a 50-nm-thick undercoat 
lining the plasma membrane, and an almost complete absence of ribosomes (Peters et al., 
1968). At a molecular level, AIS proteins organize as a layered scaffold spanning from 
microtubules to the plasma membrane. The central component of this scaffold is ankyrin-G 
(ANK3), with long isoforms of 480 and 270 kDa that concentrate specifically at the AIS and 
nodes of Ranvier. Ankyrin G has a modular structure, with a membrane-binding domain 
(made of 24 ankyrin repeats), and spectrin-binding, serine-rich, tail and C-terminal domains. 
The N-terminal side of ankyrin G is inserted into the actin/spectrin submembrane scaffold. 
The actin/spectrin complex is present along the whole axolemma. In the AIS and nodes of 
Ranvier, spectrin tetramers contain the 4-spectrin subunit. Ankyrin G anchors AIS-specific 
membrane proteins, including Nav and Kv channels and two cell adhesion molecules 
(CAMs): the 186 kDa isoform of neurofascin 186 (NF-186) and NrCAM. The ankyrin G C-
terminal side connects this sub-membrane scaffold to microtubules via interactions with 
microtubule-associated proteins, such as EB1/3 and Ndel1 (Leterrier, 2018). 
Ankyrin G binds to an interaction motif within the II-III intracellular loop of Nav 
channels (Garrido et al., 2003). This results in an accumulation of Nav (with an estimated 
range of about 5 to 50 fold higher at the AIS than in the distal axons or dendrites) that lowers 
the threshold potential required for action potential initiation (Kole et al., 2008). By using an 
in vitro model of neurons with a perturbed AIS architecture that loses the ability to maintain 
this high Nav density, it has been demonstrated that Nav accumulation is not required for 
axonal action potential initiation. This AIS characteristic is, however, crucial for a precisely 
timed action potential generation (Lazarov et al., 2018). The major subtypes of Nav at the 
AIS are Nav1.1, Nav1.2 and Nav1.6. The differential expression and asymmetric subcellular 
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distribution of the Nav subtypes depend on neuron types and developmental stage, with 
Nav1.6 being predominant in mature neurons (Duménieu et al., 2017). Moreover, high-
threshold Nav1.2 channels are found at the proximal AIS of cortical neurons while low-
threshold Nav1.6 channels are preferentially located in the distal part of the AIS. This 
polarized distribution has been shown to reflect distinct functions of Nav subtypes for action 
potential generation and backpropagation (Hu et al., 2009). 
Kv channels at the AIS are also important to modulate the action potential. Kv 7.2 and 
Kv 7.3 channels (KCNQ2/3) accumulate at the AIS by interacting with ankyrin G. 
Physiologically, these channel produce the M-current that restricts intrinsic firing and 
excitability (Shah et al., 2008; Rasband, 2010). Kv1.1 and Kv1.2 are clustered at the distal 
part of the AIS through binding with PSD-93, Caspr2, Tag1, and ADAM22 (Ogawa et al., 
2008), where they modulate action potential firing and waveform (Kole et al., 2007). Since 
this complex is not bound to ankyrin G, how it localizes at the AIS remains unclear (Rasband, 
2010).  
 
2.1.2.2 Activity-dependent plasticity of the AIS 
The electrical properties of a neuron can be fine-tuned to match the dynamic 
demands of the information that it process. Two aspects of excitability are important: (i) the 
control of the shape of the action potential and (ii) the spike encoding, the process by which 
synaptic potentials are converted into a temporal pattern of action potentials. Being the 
gatekeeper for action potential initiation, the AIS is perfectly positioned to modulate neuron 
excitability. Anatomical and functional properties of the AIS (i.e. length, position along the 
axon) dynamically change in response to normal developmental activity or pathological 
activity. For instance, during the critical period of visual system development, the AIS of 
cortical neurons undergoes an increase in length. However, visual deprivation prevents 
these changes (Gutzmann et al., 2014). Several studies have shown that neurons can 
modify AIS length or location to control the excitability of a cell in response to changes in 
activity levels, to homeostatically maintain the output of the circuit (Grubb and Burrone, 
2010; Kuba et al., 2010). Chronic depolarization of cultured hippocampal neurons leads to 
a distal shift in the AIS localization along the axon, thereby reducing excitability (Grubb and 
Burrone, 2010). Conversely, loss of cochlear afferent innervation (and decreased synaptic 
input), increase the AIS length of neurons in the nucleus magnocellularis of birds, which is 
accompanied by an increase in the intrinsic excitability (Kuba et al., 2010). These 
phenomena are qualitatively similar to homeostatic synaptic plasticity (Turrigiano, 2012). 
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Evidence supports a role for Ca2+ signaling in the structural changes observed during 
homeostatic AIS plasticity (Bréchet et al., 2008), as well as in the voltage-gated channels 
targeting and clustering at the AIS (Vacher et al., 2008).  
Whether Na+ channel subtypes and/or their subcellular distribution change during 
plastic alteration of the AIS remains unclear and an area of active study. In this respect, 
studies in animal disease models with abnormal network activity should improve our 
understanding of the molecular mechanisms underlying AIS plasticity in adaptive 
compensation and in pathological conditions (Huang and Rasband, 2018).  
 
2.1.2.3 AIS channelopathies 
Genes encoding AIS channels and their auxiliary subunits are associated with 
epilepsy in humans, suggesting that the AIS may be a site of functional convergence in the 
pathogenesis these disorders (Buffington and Rasband, 2011). 
Mutations in both  and  Nav channel subunits enriched at the AIS cause 
hyperexcitability and seizures. Nav 1.1 channels are predominantly found at the AIS of 
GABAergic interneurons (Ogiwara et al., 2007). Loss-of-function mutations in the Nav1.1 
encoding gene (SCN1A) cause an early-onset form of epilepsy known as Dravet syndrome 
or severe myoclonic epilepsy in infancy. Experiments performed in Dravet syndrome model 
mice (Scn1a−/−) revealed a severely impaired Na+ current and action potential firing in 
GABAergic hippocampal interneurons, without detectable changes in excitatory pyramidal 
neurons (Yu et al., 2006). The loss of inhibitory control by interneurons on excitatory 
hippocampal neurons may underlie hyperactivity and seizure generation in severe 
myoclonic epilepsy in infancy. Interestingly, mutations in the gene encoding the Nav channel 
subunit β1, SCN1B, also cause Dravet syndrome and genetic epilepsy with febrile seizures 
plus (Patino et al., 2009). Mutations that cause only mild functional impairment of Nav1.1 are 
associated with less severe forms of epilepsy in the genetic epilepsy with febrile seizures 
plus spectrum (Mashimo et al., 2010).  
Missense mutations of the Nav1.2 encoding gene (SCN2A) cause benign familial 
neonatal-infantile seizures, a relatively mild form of childhood epilepsy that usually resolves 
within the first year of life (Berkovic et al. 2004). The timing of seizure onset mirrors the 
specific expression pattern of Nav1.2: Nav1.2 is the main Na+ channel in the AIS of excitatory 
neurons during embryonic and early postnatal development, while the increase in Nav1.6 
expression soon after birth may be able to compensate for these deficits later in life (Wimmer 
et al., 2010).  
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The Nav1.6 channels underlie action potential (AP) generation in several neuron 
types. Loss-of-function mutations in its gene, SCN8A, are associated with cerebellar ataxia 
and intellectual disability. Several Scn8a null and conditional null mice exhibit motor defects 
at 2 weeks of age, including ataxia and tremor, and reduced repetitive firing in cerebellar 
Purkinje cells (O’Brien and Meisler, 2013). Conversely, gain-of-function mutations underlie 
childhood-onset epileptic encephalopathy, with many of these mutations impairing the 
channel transition from the open to the inactivated state, resulting in channel hyperactivity 
(Wagnon et al., 2015). Recently, SCN8A gene mutations have been identified in families 
affected by benign familial infantile seizures and paroxysmal kinesigenic dyskinesia 
syndromes (Gardella et al., 2016). 
Aberrant Kv channel activity at the AIS could lead to alterations in the shape of the 
AP waveform and changes in intrinsic membrane properties. In fact, mutations in KCNQ2 
and KCNQ3 genes (encoding for Kv7.2 and Kv7.3 channels) lead to neonatal epilepsies, 
including benign neonatal familial convulsions (Singh et al., 2003).  
Although much of the work to identify the molecular basis of neuropsychiatric 
developmental disorders focuses exclusively on synaptopathies, several genome-wide 
association studies have identified AIS protein-encoding genes as risk factors for these 
diseases. Schizophrenia and bipolar disorder share ANK3, the gene encoding for ankirin G, 
as a common genetic risk factor (Ferreira et al., 2008; Schulze et al., 2009; Athanasiu et al., 
2010). Several hundred genes have been identified as autism spectrum disorder risk factors, 
most of which code for synaptic proteins and proteins involved in regulating synaptic 
plasticity. However, the gene encoding the AIS protein Caspr2 (CNTNAP2) has been 
identified as a genetic susceptibility factor in patients with autism (Rossi et al., 2008). Mouse 
models of neurodevelopmental disorders associated with autism may provide valuable 
systems to observe structural and functional AIS plasticity in response to altered synaptic 







2.2 The Proline-Rich Transmembrane Protein 2  (PRRT2) 
 
2.2.1 Clinical spectrum of the PRRT2-related neurological disorders 
At the time of its recognition as causative gene for familial Paroxysmal Kinesigenic 
Dyskinesia (PKD), knowledge about the physiological role of the Proline-Rich 
Transmembrane Protein 2 (PRRT2) gene was missing. In 2011, the association of exome 
sequencing and genetic linkage analysis allowed Chen and colleagues (Chen et al., 2011b) 
to identify three truncating mutations in PRRT2 in 8 Chinese families with histories of PKD. 
The mutations co-segregated with the PKD phenotype and were absent in unaffected 
subjects of matching geographical ancestry. Thereafter, pathogenic variants in PRRT2 were 
described in families from diverse ethnic backgrounds with PKD (Wang et al., 2011; 
Friedman et al., 2012; Specchio et al., 2013), Infantile Convulsions and Choreoathetosis 
(PKD/IC) (Heron et al., 2012) and Benign Familial Infantile Epilepsy (BFIE) (Ono et al., 2012; 
Schubert et al., 2012). This finding corroborated the hypothesis of a continuous disease 
spectrum and common genetic basis for the three disorders, which had previously been 
suspected by reason of their common linkage to the pericentromeric region of chromosome 
16, their co-existence in some families or within the same individual (Szepetowski et al., 
1997; Tomita et al., 1999).  
PKD (OMIM # 128200) is the most common type of movement disorder of familial 
inheritance, with a prevalence of approximately 1:150,000 (Chen et al., 2011b; Ebrahimi-
Fakhari et al., 2015) and an autosomal dominant pattern of inheritance. The first symptoms 
typically appear during childhood or puberty. PKD patients present episodes of abnormal 
unintentional movements, commonly lasting from few seconds to several minutes, which are 
precipitated by sudden voluntary movements from rest (such as starting to walk, rising from 
a seated position) or by an alteration of ongoing action (such as changes in the velocity of 
motion). The paroxysmal manifestations can be generalized, focal or multifocal, they can 
engage the limbs, trunk and/or the orofacial area and are typically a combination of dystonia, 
choreoathetosis and ballism. They occur during wakefulness without pain nor alteration of 
consciousness. The interictal neurologic examination, ictal and interictal EEG and MRI are 
normal (Bruno et al., 2004). Severity and expression of specific symptoms can vary 
considerably among families and among individuals within the same family (Wang et al., 
2011). A strong diagnostic evidence for the disorder is provided by the good responsiveness 
to treatment with low doses of antiepileptic drugs, notably carbamazepine and phenytoin 
(Goodenough et al., 1978; Heron and Dibbens, 2013). In the natural course of the disease, 
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symptoms typically alleviate with age and many patients demonstrate permanent remission 
in adulthood (Ebrahimi-Fakhari et al., 2015).  
BFIE (OMIM # 605751) is an autosomal dominant seizure disorder of infancy 
characterized by afebrile partial complex or generalized tonic-clonic seizures, usually 
emerging between 3 and 12 months of age. Epileptic attacks can involve immobility, eye or 
head deviation, cyanosis, hyper- or hypotonia, paleness and limb jerks (Watanabe et al., 
1987; Weber et al., 2004). Interictal EEG and MRI are normal, whereas ictal EEG shows 
unilateral epileptic activity in the parietal or occipital lobe, which may spread over the 
hemisphere and eventually over the entire brain (Callenbach et al., 2002; Weber et al., 2004; 
Striano et al., 2006). Seizures display a good response to anticonvulsants including 
carbamazepine, phenytoin, valproate and phenobarbital (Heron and Dibbens, 2013; 
Ebrahimi-Fakhari et al., 2015). Total remission occurs by 2 years of age in 98% of the 
patients, without any neurological sequelae (Weber et al., 2004; Schubert et al., 2012; 
Ebrahimi-Fakhari et al., 2015).  
In the PKD/IC syndrome (OMIM #602066), the clinical features of PKD and BFIE co-
exist in the same family or within the same patients. When individuals are affected by both 
phenotypes, their manifestation can segregate in different age ranges (Heron et al., 2012; 
Swoboda et al., 2000). Seizures respond well to antiepileptic medication and usually remit 
by age 1-3 years. In general, EEG studies don’t show overt abnormalities and psychomotor 
development is normal (Szepetowski et al., 1997; Swoboda et al., 2000).  
To a lesser extent, mutations in the PRRT2 gene have been reported in episodic 
neurological disorders other than the most frequent spectrum of BFIE, PKD and PKD/IC.   
Migraine (either with or without aura) occurs in a considerable number of PKD and 
PKD/IC families (Cloarec et al., 2012; Gardiner et al., 2012; Marini et al., 2012). Migraine 
attacks are commonly triggered by physical exercise, stress, sleep deprivation and anxiety.  
Hemiplegic Migraine (HM) is a rare form of migraine with aura typically emerging 
during childhood or puberty, whose neurological symptoms can encompass visual 
disturbances, sensory loss or dysphasia and must include a transient hemiparesis 
(Thomsen et al., 2002).  Mutations in genes encoding for voltage-gated ion channels and 
ion pump subunits (CACNA1A, SCNA1A, ATP1A2) are responsible for 75% of the familial 
HM cases (Huang et al., 2017). The association of PRRT2 with HM has been observed in 
families where the primary phenotype is PKD, BFIE or PKD/IC (Cloarec et al., 2012; 
Gardiner et al., 2012; Marini et al., 2012) and, to a smaller degree, in families were HM 
occurs without any paroxysmal disorder (Gardiner et al., 2012; Riant et al., 2012).  
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Lastly PRRT2 mutations have been described in a limited number of patients affected 
by other paroxysmal disorders, e.g. paroxysmal non-kinesigenic dyskinesia (in which 
dystonic or choreiform attacks are precipitated by stress, caffeine or alcohol intake), 
paroxysmal exercise-induced dystonia, paroxysmal torticollis, episodic ataxia (Wang et al., 
2011; Liu et al., 2012; Dale et al., 2012; Gardiner et al., 2012). 
All these pathologies form a clinical spectrum with a tremendous variability in terms 
of age at onset, severity and symptoms, but sharing key features such as the paroxysmal 
and stereotypical nature of the manifestations, the good response to anticonvulsants and 
the benign outcome.  
More than 70 missense, nonsense and frameshift heterozygous mutations in PRRT2 
have been documented so far, that cause the early truncation of the protein and its 
degradation or mistargeting (Chen et al., 2011b; Lee et al., 2012; Liu et al., 2016; Tsai et al., 
2019). Haploinsufficiency is then likely to be the key pathogenic mechanism for PRRT2-
linked disorders. While the vast majority of the mutations are carried in heterozygosity, the 
few homozygous or compound heterozygous mutations reported give rise to a severe 
encephalopathic phenotype with epilepsy, intellectual disability and episodic ataxia (Labate 
et al., 2012; Delcourt et al., 2015), testifying a gene-dosage effect. No clear genotype-
phenotype correlations have emerged in the PRRT2 clinical spectrum: family members 
carrying the same mutation can suffer from different diseases, and the same individuals may 
experience an evolution from infantile seizures to PKD in puberty.  
This remarkable pleiotropy indicates that genetic buffering, environmental or 
epigenetic factors determine the expression of a specific disease. A regional and age-
dependent expression, possibly with the existence of various roles for this protein could be 
responsible for the phenotypic heterogeneity.  
 
2.2.2. Neurobiology and functional role of the PRRT2 protein 
The PRRT2 gene is located on chromosome 16p11.2, it contains 4 exons the first of 
which is noncoding (Fig. 1A). The gene product is a 340-amino acid protein highly 
conserved across species, the proline-rich transmembrane protein 2 (PRRT2). The human 
PRRT2 shares over 90% sequence similarity with other primates, 80% with other mammals 
and 30% with zebrafish. In the C-terminal region, containing two transmembrane domains, 
the sequence similarity raises up to 90% and 60% in mammals and zebrafish, respectively 
(Lee et al., 2012). PRRT2 has a long N-terminal region (amino acids 1–274) containing a 
proline-rich domain (PRD, amino acids 133–222), two transmembrane hydrophobic helices 
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(M1, amino acids 275–295 and M2, 324 – 344) separated by an intracellular loop (CYT, 
amino acids 296–323) and a C-terminal dipeptide (amino acids 339-340) (Chen et al., 
2011b; Valtorta et al., 2016) (Fig.1B). The mouse PRRT2 orthologue is virtually identical to 
the human protein in the C-terminus, with very few differences in the N-terminal domain (Lee 
et al., 2012). 
 
Beyond the predominant encoded isoform (isoform 1), two additional human 
transcript variants originating from alternative splicing exist: isoform 2 has an extended C-
terminal domain (394 residues), whereas isoform 3 (299 residues) is a shorter version of 
isoform 1 with a distinct C-terminus (NCBI Gene - Gene ID: 112476; 
http://www.ncbi.nlm.nih.gov). To date, the physiological role of the different PRRT2 isoforms 
is unexplored and because the mutations documented so far are localized in portions of the 
protein covered by all splice variants, their clinical relevance is not clear.  
Topology predictions built upon primary structure analysis allocated PRRT2 to the 
transmembrane protein family of Dispanins. This family is represented in some bacteria 
phyla and in all the major eukaryotic groups; in humans it contains 14 members involved in 
various  cell-cell interaction processes (Sällman Almén et al., 2012). Members of this family 
share the same membrane topology entailing two transmembrane helices separated by an 
intracellular loop, a long N-terminal (>100 amino acids) and a short C-terminal domain (<10 
amino acids) both oriented towards the extracellular space.  
More recently, experimental investigation aimed at determining the exact location of 
the N and C termini with respect to the plasma membrane has demonstrated a novel 
topology for PRRT2 (Rossi et al., 2016). Complementary experimental approaches including 
Figure 1. Gene and Protein Structure and Membrane Topology of Proline-Rich 
Transmembrane Protein (PRRT2). (A) The PRRT2 gene contains four exons, with exons 2–4 
encoding a multidomain protein of 340 amino acids formed by a long N-terminal domain (1–268) 
containing a proline-rich domain (PRD); two putative transmembrane helices, M1 (269–289) and 
M2 (318–338), separated by an intracellular loop (CYT, 290–317), and a C-terminal dipeptide 
(339–340). Despite the similarity with proteins of the dispanin family, only M2 is a true 
transmembrane helix, while M1 is folded into two halves (M1a and M1b) by a hinge formed by 
two proline residues. Adapted from Valtorta et al. 2016. 
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live-cell labeling, surface biotinylation and immuno-gold electron microscopy of the PRRT2 
protein labeled with tags on each of the three domains (N and C termini, intracellular loop), 
unequivocally demonstrated that the C-terminus is exposed extracellularly as anticipated, 
while in contrast the N-terminus is cytosolic (Fig.2A, B). Furthermore computational models 
and molecular dynamics simulations of the C-terminal domain evidenced that only the 
Figure 2. Tagging PRRT2 N and C termini with fluorescent probes demonstrates their 
opposite location with respect to the plasma membrane. (A) COS7 cells were transfected with 
a plasmid encoding for PRRT2 with C-terminal tGFP. After permeabilization, both anti-PRRT2 
antibodies recognizing the N terminus and anti-tGFP antibodies detected the transfected protein. 
(B) Live labeling with the same antibodies was present only with anti-tGFP antibodies, suggesting 
that the N-terminal epitopes are not exposed on the external side of the plasma membrane. Scale 
bar = 20 μm. The different accessibility of PRRT2 epitopes to the antibodies used in each experiment 
is shown in the left panels. (C) Predicted model of the PRRT2 protein transmembrane domains 
obtained by molecular dynamics simulations of the protein. The protein backbone is shown as 
a schematic, whereas charged residues are shown as sticks and colored according to their type 
(blue, basic; red, acidic). Proline residues are also shown as sticks. Dashed lines indicate putative 
membrane limits. Adapted from Rossi et al. 2013. (D) Membrane topology of PRRT2. As a type II 
transmembrane protein, PRRT2 exposes the long N-terminal domain and the short M1–M2 loop to 




second C-terminal hydrophobic helix (M2) fully extends across the plasma membrane 
(Fig.2C). Two proline residues break M1 in two segments (M1a and M1b), both protruding 
in the cytoplasm where they are connected to the CYT and to the N-terminal domain (Fig. 
1B, 2D). The Ncyt/Cexo topology, which designates PRRT2 as a type II transmembrane 
protein (Rossi et al., 2016), has considerable significance in the search for protein 
interactors and more broadly in the investigation of its physiological role.   
 
Albeit low levels of PRRT2 mRNA can be detected in peripheral organs and tissues, 
the protein is almost exclusively expressed the central nervous system with the highest 
levels in the cerebellum, basal ganglia, neocortex and hippocampus (Chen et al., 2011b; 
Heron et al., 2012; Michetti et al., 2017; Tan et al., 2017), all brain regions potentially 
implicated in the pathogenesis of the PRRT2-linked clinical spectrum. Longitudinal analysis 
of PRRT2 expression pattern in the murine brain has revealed low levels of mRNA and 
protein at embryonic stages, a marked increase during early postnatal stages and a slow 
decline during adulthood (Chen et al., 2011b). Consistent results were found by post-
mortem microarray analysis of human developing (http://hbatlas.org, Human Brain 
Transcriptome Database) and adult brain tissues (Trabzuni et al., 2011). 
The first clue for a putative role of PRRT2 in presynaptic neuronal function came from 
a yeast two-hybrid screen that highlighted a potential interaction of the protein with the 
synaptosomal-associated protein of 25kDa (SNAP-25) (Stelzl et al., 2005), one of the three 
presynaptic SNARE proteins that govern SV exocytosis (Südhof, 2013). The interaction was 
confirmed to occur in vitro and in vivo (Lee et al., 2012; Li et al., 2015; Valente et al., 2016a; 
Tan et al., 2017). Accordingly, a neuronal-specific expression, the axonal localization and a 
predominant clustering at synaptic contacts have been demonstrated for PRRT2 (Heron et 
al., 2012; Li et al., 2015; Valente et al., 2016a; Tan et al., 2017).  
Nearly complete PRRT2 knockdown achieved by using short-hairpin RNAs (shRNAs) 
induces major defects in the synaptic structure and function. In utero electroporation of 
shRNAs decreases dendritic spine density 3-4 weeks after birth, in addition to delaying the 
migration of cortical neurons during embryonic development (Liu et al., 2016). Primary 
hippocampal cultures in which PRRT2 has been acutely silenced also reveal an extensive 
loss of synaptic contacts and slight changes in synaptic ultrastructure, namely a reduction 
in the volume of SVs and an accumulation of docked SVs at the release sites at rest. In both 
excitatory and inhibitory autaptic neurons, PRRT2 knockdown induces a strong depression 
of spontaneous and evoked synchronous release that is attributable to a drop in the 
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probability of release (Fig. 3). The persistence of a normal asynchronous release implies 
that the fusion machinery is not compromised and that defects in the Ca2+- secretion 
coupling are likely to occur in PRRT2-silenced synapses. As a matter of fact, the direct and 
high-affinity interaction of PRRT2 with the fast Ca2+ sensors Synaptotagmin 1 and 2 (Syt1/2) 
represents a possible molecular basis for this electrophysiological phenotype (Valente et al., 
2016a). Taken together, the results of acute silencing studies indicate that (i) PRRT2 plays 
a role in neuronal development, coherently with the increasing expression of the protein 
along the period of synaptogenesis; (ii) PRRT2 is a crucial presynaptic component of the 
machinery for fast synchronous exocytosis of SVs: via its interaction with the Ca2+ sensors 
Syt1/2 and with SNARE proteins, it presumably endows the SNARE complex with Ca2+  
sensitivity, thus increasing the probability of neurotransmitter release.  
Figure 3. Acute PRRT2 Knockdown Dramatically Decreases Spontaneous and Evoked 
Synaptic Transmission in Hippocampal Autaptic Neurons. (A) Phase-contrast micrographs 
of hippocampal autaptic neuron (left) and fluorescence imaging of the tGFP reporter of the short-
hairpin RNA directed against PRRT2 mRNA (Sh4). Scale bar, 100 μm.(B) Representative 
recording traces of miniature excitatory post-synaptic currents (mEPSCs) from PRRT2-KD (Sh4, 
red traces) and control synapses (Scr, black trace). (C) Analysis of mEPSCs parameters reveal 
an impairment in spontaneous transmission for PRRT2 KD neurons. (D) Representative evoked 
EPSCs (eEPSCs) recorded in excitatory autaptic neurons infected with Scr, PRRT2-Sh4 or 
PRRT2-Sh4 + Sh-resistant PRRT2. (E) Decrease of eEPSC amplitude and increase of paired-
pulse ratio (PPR) by PRRT2 KD and rescue of the PRRT2 KD phenotype by expression of Sh-
resistant PRRT2. Adapted from Valente et al. 2016. 
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Interestingly, PRRT2 has also been shown to interact with the GluA1 subunit (GRIA1) 
of the AMPA-type glutamate receptors (Schwenk et al., 2012; Li et al., 2015) and to be 
present, although at low levels, in subcellular fractions enriched in postsynaptic densities 
(Liu et al., 2016; Valente et al., 2016a). A pathogenic mutation in PRRT2 was associated 
with increased levels of extracellular glutamate and altered membrane distribution of GRIA1 
(Li et al., 2015). Therefore, a role for this protein in the postsynaptic compartment cannot be 
excluded. 
For the first time, our group has characterized a genetically modified mouse in which 
PRRT2 has been constitutively inactivated. This PRRT2 knock-out (KO) mouse display 
motor disturbances and paroxysmal backwalking behavior in infancy and adulthood, without 
being affected by spontaneous seizures. These animals also show an increased sensitivity 
to chemically-induced seizures and are highly prone to audiogenic paroxysms with wild 
running, jumping and backwalking (Michetti et al., 2017). The PRRT2-KO mouse well 
summarizes the paroxysmal nature of the PRRT2-related neurological diseases and can 
serve as a trustworthy model to reproduce the condition of PRRT2 deficiency seen in the 
human pathology. 
 
2.3 Investigating neuronal networks dynamics and excitability with 
Multi-Electrode Arrays. 
 
2.3.1 Multi-site extracellular recording of neuronal activity 
A major aim in present day investigations in the field of neuroscience is to unravel the 
links between the functional connectivity of neuronal circuits and their physiological or 
pathological states. A detailed characterization of the properties of neuronal networks and 
an accurate study of the spread of activity in large brain circuits would require 
electrophysiological technologies allowing the user to simultaneously record and stimulate 
hundreds of neurons, to hold a stable contact with the cells whilst maintaining adequate 
sampling capabilities and noise level. Currently available in vitro methods for directly 
measuring the electrical activity of neurons comprise (i) intracellular recording with patch-
clamp or sharp electrodes and (ii) extracellular recordings by means of metal 
microelectrodes integrated into large arrays, the multi-electrode arrays (MEAs). Intracellular 
recording of individual neurons is capable of providing a readout of the entire range of 
currents and transmembrane voltages with an excellent signal-to-noise ratio (SNR) and 
temporal resolution. However, the need for bulky micromanipulators in order to precisely 
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position the pipettes restrains the number of simultaneously recorded cells to few units, while 
the intrinsic invasiveness of the technique limits the cell viability time.  
Since they were first developed as a platform for studying cultured cardiomyocytes 
(Thomas et al., 1972), planar MEAs have raised growing interest as a tool for extracellular 
electrophysiology studies and have subsequently found application in several experimental 
models including dissociated neuronal cultures (Pine, 1980) and brain slices (Boppart et al., 
1992). This technique has been applied to neuronal in vitro models to investigate complex 
signaling behaviors at different developmental stages (Chiappalone et al., 2006; Pimashkin 
et al., 2011; Suresh et al., 2016), to study learning mechanisms (Shahaf and Marom, 2001), 
to evaluate the effects of neuroactive chemicals (Frega et al., 2012; Colombi et al., 2013; 
Mack et al., 2014) and to model diseases (Lignani et al., 2013; Zhu et al., 2017; Jewett et 
al., 2018). MEAs also allowed understanding activity patterns in neural networks and the 
interplay among different areas in acute brain slices under both physiological and 
pathological conditions (Egert et al., 2002; Panuccio et al., 2018) and even to investigate 
the emergence of neuronal activity in brain organoids generated from human induced 
pluripotent stem cells (iPSCs) (Monzel et al., 2017; Trujillo et al., 2019). MEA chips usually 
contain few dozens of substrate-integrated metal electrodes allowing simultaneous 
recording from multiple sites of a neuronal circuit. In addition, they form non-invasive 
neuroelectronic interfaces, well adapted for the stable and long-term recordings that are 
required for cultured neuronal networks and they allow active perturbation of neural activity 
through electrical stimulation.  
However, conventional MEAs are passive devices that need each electrode to be 
individually wired to off-chip amplifiers through metal wires. This places constraints to the 
density and the number of recording sites (typically 64 - 512, with an inter-electrode distance 
of 100 - 200 m) and therefore limits the recording capability of these systems to few 
hundreds of neurons.  
To overcome these limitations, approximately 20 years ago a number of research 
groups has started developing MEAs that employ the Complementary Metal-Oxyde 
Semiconductor (CMOS) technology, also employed in microelectronic (computer 
microprocessors) and light-imaging (camera sensors) devices. This technology was initially 
experimented for in vivo neural probes (Najafi, 1986), then applied to devices for in vitro 
studies (Eversmann et al., 2003; Berdondini et al., 2005; Frey et al., 2007). The CMOS 
system allows realizing active pixels each integrating, in an area of few micrometers square, 
a recording electrode and on-chip circuits for signal amplification and multiplexing. The key 
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advantage of these novel-generation MEAs is the possibility to increase the electrode 
number and density to record from large sensing areas while increasing the spatial 
resolution up to the single-cell level. Additionally, because most of the signal processing is 
performed directly on-chip, the SNR is high and there is a minimal risk for cross-talk among 
adjacent electrodes (Obien et al., 2015). The highest spatial sampling accuracies have been 
reached by MEAs featuring 11’016 microelectrodes at a density of 3,150 electrodes/mm2 
(Frey et al., 2007) and more recently by a device integrating 59,760 electrodes with an inter-
electrode distance of 13 m (Dragas et al., 2017). The former, for instance, were employed 
to track the pathways of axonal and dendritic signals triggered by somatic depolarization 
(Bakkum et al., 2013) and even to dissect the contribution of different neuronal 
compartments to the extracellular action potential landscape (Bakkum et al., 2019). A major 
drawback of these systems is the fact that only a selectable group of channels can be 
actively recorded (few hundreds in the former, 2,000 in the latter).  
A good trade-off between the need to record from a large number of electrodes and 
to achieve a full- frame readout at sub-millisecond time resolution is provided by CMOS-
MEAs based on the Active Pixel Sensor (APS) circuit architecture, commonly used for image 
sensors in CMOS cameras (Imfeld et al., 2008). The commercially available platform  
employed in our laboratory offers simultaneous recording from 4096 closely spaced 
electrodes on a squared active area of 2.67 x 2.67 mm2. Its use has been validated for 
several electrogenic tissues and cultures, such as primary neuronal networks (Gandolfo et 
al., 2010), acute retina preparations (Maccione et al., 2014), iPS-derived neurons (Amin et 
al., 2016) and successfully employed to monitor local field potentials and spiking activity in 
acute cortico-hippocampal slices (Ferrea et al., 2012; Medrihan et al., 2015). 
 
2.3.2 Investigating emergent firing dynamics in neuronal networks in vitro  
Primary neurons grown in culture create synaptically connected assemblies 
displaying spontaneous electrical activity that is already detectable in an early phase of 
network formation. Their general features have been extensively studied in dissociated 
cultures from rodent hippocampus or cortex; however, they are largely independent on the 
animal model and on the tissue from which they have been derived. 
Spontaneous neuronal activity appears within the first week of culture and is 
characterized by sparse and largely uncorrelated spiking (Charlesworth et al., 2015). As 
maturation progresses, the occurrence of brief periods of synchronized activity across the 
whole network becomes the most prominent phenomenon. During these events, called 
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“network bursts” (NB), individual neurons fire intensely as a result of the cooperative 
interactions existing in the network. After a NB, that typically lasts few hundreds of 
milliseconds, the network enters a recovery phase of several tens of seconds during which 
neurons are almost completely silent (van Pelt et al., 2005).  
The patterns of activity dynamically change during in vitro development, reflecting 
changes in morphological and functional connectivity (Verstraelen et al., 2014) and in 
synaptic efficacy (Cohen et al., 2008). In fact, the synchronization process parallels the 
period of most intense neurite outgrowth and increase in synaptic density (5-7 days in vitro, 
DIV), suggesting that a critical number of active synapses is needed to promote NB 
formation. Conversely, network activity is involved in the activity-dependent synaptogenesis 
and spinogenesis taking place until approximately 14DIV (Verstraelen et al., 2014). Around 
the third and fourth week in culture, synaptic functional connections are fully formed and 
stabilized, the spiking regime has reached a stationary level and the network is considered 
to be mature (van Pelt et al., 2004, 2005; Chiappalone et al., 2006; Charlesworth et al., 
2015).  
NBs generation and propagation strictly depends on inter-neuronal correlations and 
thus on synaptic transmission. By using pharmacological manipulations of neuronal cultures 
grown onto MEAs, several works have studied the involvement of the three major types of 
ionotropic synaptic receptors, namely AMPA, NMDA and GABAA in the formation of the 
network-wide bursting behavior. Emphasizing the importance of synaptic communication, 
blocking all these receptors drastically decreases neuronal activity and completely blocks 
NBs (Penn et al., 2016; Suresh et al., 2016).   
 In mature cultures, synaptic excitation provided by the activation of AMPA and 
NMDA receptors is required for the expression of coordinated spiking activity. The fast 
AMPA receptors is the main contributor to triggering and propagating network activity and 
its blockade is sufficient to abolish NBs (Suresh et al., 2016). Blocking NMDA receptors 
while leaving functional AMPA and GABAA shortens NB, spatially limits activity propagation 
and accelerates electrode recruitment time (Suresh et al., 2016; Teppola et al., 2019). This 
suggests a role for NMDA receptors in the maintenance of persistent spiking activity after 
the onset of a burst and in the slow-down of activity propagation (possibly cooperating with 
synaptic inhibition). Accordingly, purely AMPA-driven networks express short and intense 
bursts (Teppola et al., 2019). Lastly, GABAA receptors negatively modulate the spatio-
temporal propagation of NBs (Teppola et al., 2019) and network disinhibition by GABAA 
receptors blockade induces epileptic-like activity with an enhanced firing rate and prolonged 
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bursts, often followed by a long tail of shorter bursts (Colombi et al., 2013; Suresh et al., 
2016).  
The expression of spontaneous activity and the generation of patterns of 
synchronous activity during development is a universal behavior of any neuronal network. 
In fact, population bursts are ubiquitously expressed in different cellular preparations, 
including spinal cord (Rhoades and Gross, 1994), retinal (Harris et al., 2002), hippocampal 
(Bacci et al., 1999) and cortical neurons (Maeda et al., 1995), as well as in vivo in the 
developing mammalian neocortex (Chiu and Weliky, 2001), hippocampus (Leinekugel et al., 
2002) and thalamus (Weliky and Katz, 1999). Clear differences exist between in vitro 
neuronal systems and intact brain circuits, However, the elemental features governing 
network activity such as neuronal connectivity, synaptic and intrinsic homeostatic plasticity 
are preserved in the former situation (Marom and Shahaf, 2002).  
Therefore, sampling electrical activity of in vitro neuronal cultures represent an 
advantageous tool to investigate the universals that regulate the interplay among 
synaptogenesis, synaptic communication and activity features under various 




Chapter 3 – Open questions and aim of the study 
 
The pathophysiological mechanisms by which a chronic deficit in PRRT2 lead to 
paroxysmal manifestations remain unidentified. The clinical symptoms of PKD and their 
frequent link with migraine and epilepsy drop a hint on hyperexcitability at the level of the 
hippocampus, cortex, basal ganglia and the cerebellum, in which the protein is highly 
expressed. The transition between normal and paroxysmal states may be facilitated by 
network instability or the occurrence of activity-dependent, abnormal network disinhibition. 
These issues can be better clarified by studying PRRT2 in appropriate in vitro and in vivo 
experimental models. In this respect our PRRT2-KO mouse and in particular primary 
neuronal cultures derived from it, represent an excellent tool to investigate some aspects of 
the key pathogenetic mechanisms in controlled and reliable conditions.  
In the initial phase of the project we have (i) analyzed the impact of chronic deletion 
of PRRT2 on the maintenance and stability of synaptic transmission in hippocampal 
neuronal networks; (ii) verified whether an imbalance between excitatory and inhibitory 
transmission occurs in networks which chronically lack PRRT2; (ii) determine the 
responsiveness and excitability of in vivo and ex vivo mutant networks to external stimuli. 
Neurons differentiated from induced-pluripotent stem cells (iPSCs) represent an 
excellent tool to model human gene mutations and study the associated phenotypes in the 
presence of the individual genetic buffering. These additional genetic factors heavily affect 
the penetrance of the mutations (Tidball and Parent, 2016), as demonstrated for PRRT2 
where the very same mutations can underlie a broad spectrum of clinical manifestations.  
We decided to concurrently investigate the physiological properties of human PRRT2 KO 
cortical neurons differentiated from iPSCs of siblings carrying the common PRRT2 mutation 
c.649dupC in heterozygosity or in homozygosity (Labate et al., 2012), as well as those of 
cortical neurons derived from the constitutive PRRT2-KO mouse. We thus designed 
experiments to look for correlates between the morpho-functional properties observed in 
human and mouse PRRT2-KO neurons and potentially uncover cellular mechanisms 
underlying the pathophysiology of PRRT2. The main goals of this work were (i) to study the 
excitability of the human PRRT2-deficient cortical neurons and (ii) to fully characterize the 
emergent properties of the PRRT2-KO primary cortical networks both at the single cell and 
at the network levels. 
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Chapter 4 – Materials and Methods  
 
4.1 Experimental animals and genotyping  
PRRT2-KO mice were generated by EUCOMM/KOMP using a targeting strategy 
based on the knockout-first” allele (Michetti et al., 2017). Mutant animals in a C57BL/6N 
background were propagated as heterozygous colonies in the IIT SPF facility. Genotyping 
was performed by PCR with the following primers: 
Prrt2_F: AGGTAGACGGGCATTTGAGC,  
Prrt2_R: CGTGGGGAAGAGGAGACAAC,  
CAS_R1_Term: TCGTGGTATCGTTATGCGCC.  
These primers were used to detect the wild-type (WT) (Prrt2_F plus Prrt2_R product, 480 
bp) and mutant (Prrt2_F plus Cas_R1_Term product, 200 bp) PRRT2 alleles and to 
genotype wild type (WT), heterozygous, and homozygous mice. The primer Prrt2_F, 
common to WT and mutant PCR, was designed in the intronic sequence between Prrt2 Exon 
1 and Exon 2. The primers Prrt2_R and Cas_R1_Term were designed in the exon 2 of the 
PRRT2 gene and in the targeting cassette, respectively.  
All experiments were carried out in accordance with the guidelines established by the 
European Communities Council (Directive 2010/63/EU of 4 March 2014) and were approved 
by the Italian Ministry of Health (authorization nos. 73/2014-PR and 1276/2015-PR). 
 
4.2 Generation of iPSC clones and differentiation into neurons 
IPSCs were generated at Istituto G. Gaslini (Genova, Italy) from dermal fibroblasts of 
three siblings of a consanguineous family segregating the common PRRT2 mutation 
c.649dupC. Skin biopsies were performed upon informed consent at the Department of 
Medical Sciences, Institute of Neurology, University ‘Magna Graecia’, Catanzaro, Italy using 
the punch biopsy procedure and fibroblasts were cultured in RPMI (Gibco) supplemented 
with 20% (v/v) foetal bovine serum, 2 mM L-glutamine and 1% penicillin/streptomycin. For 
control iPSC lines (FF0201992 and FF0631984), fibroblasts of age-matched normal male 
donors were obtained from the ‘Cell Line and DNA Biobank from Patients affected by 
Genetic Diseases’ (Istituto G. Gaslini, Genova, Italy), which is a member of the Telethon 
Network of Genetic Biobanks (project no. GTB12001). The study was approved by the 
Ethical Committee of the G. Gaslini Institute. DNA genotyping and analysis of copy number 
variations were performed on genomic DNA extracted from cultured fibroblasts and iPSC 
lines. To obtain terminally differentiated cortical neurons, neural precursor cells (NPCs), 
 31 
transduced with green fluorescent protein (GFP)-expressing lentiviruses, were grown in co-
culture with embryonic Day 18 rat primary cortical neurons for 25–45 days following 
previously described protocols (Wen et al., 2014; Fruscione et al., 2018). At least three 
clones from each genotype were kept in culture for further analysis. 
 
4.2 Primary neuronal cultures procedure  
Low-density, high-density and autaptic neurons were prepared from WT and PRRT2-KO 
mice as previously described (Baldelli et al., 2007). Briefly, animals were sacrificed by CO2 
inhalation and 17/18-day embryos were immediately removed by cesarean section. 
Hippocampi and cerebral cortices were dissociated by enzymatic digestion in Trypsin-EDTA 
and 0.125% Trypsin respectively for 20 min at 37 °C, then triturated with a fire-polished 
Pasteur pipette. No antimitotic drugs were added to prevent glia proliferation. Autaptic 
neurons were prepared as described previously (Chiappalone et al., 2009) with minor 
modifications. Dissociated neurons were plated at very low density (20 cells/m2) on 
microdots obtained spraying a mixture of poly-D-lysine (0.1 mg/ml) and collagen (0.25 
mg/ml) on petri dishes pretreated with 0.15% agarose. 
 
4.3 Immunocytochemistry  
Low-density hippocampal neurons were fixed at DIV 17 in 4% paraformaldehyde, 4% 
sucrose in phosphate-buffered saline (PBS), pH 7.4 for 15 minutes at 4°C. After several 
washes in PBS, cells were permeabilized at 4°C for 15 minutes in 0.1% Triton X-100 in PBS, 
blocked at room temperature for 20 min in 2% bovine serum albumin, 4% normal goat serum 
in PBS and then incubated with primary antibodies up to two hours or overnight in a 
humidified chamber. The following primary antibodies were used guinea pig anti-VGLUT1 
(1:500; Synaptic Systems), mouse anti-Homer1 (1:200; Synaptic Systems), rabbit anti-
VGAT (1:200; Synaptic Systems), mouse anti-Gephyrin (1:200; Synaptic Systems). 
Samples were then washed twice in PBS and incubated in the same blocking buffer with 
Alexa-conjugated secondary antibodies (1:500; Invitrogen) for 1 h. After several washes in 
PBS, coverslips were mounted using Prolong Gold anti-fade reagent with DAPI staining (Life 
Technologies). 
Analysis of synaptic density. Images were acquired using a 63X objective in an IX-81 
motorized inverted epifluorescence microscope (Olympus). The colocalization analysis was 
performed by evaluating the labeling of pre- and post-synaptic protein couples: the vesicular 
glutamate transporter-1 (VGLUT1) and Homer1, or the vesicular GABA transporter (VGAT) 
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and Gephyrin to label excitatory and inhibitory synapses, respectively. Five dendrites per 
neuron were selected and we counted the puncta present within 30 µm dendrite tract starting 
from the cell body. The number of vGLUT1/Homer1 and VGAT/Gephyrin positive puncta per 
field was evaluated using a custom-made macro of Image ProPlus7 software (Media 
Cybernetics, Inc.). Colocalization puncta with areas of 0.1-5 m2 were considered bona fide 
synaptic boutons. Data refer to three independent experiments with at least 30 fields 
analyzed per sample.  
 
4.4 Analysis of neuronal network activity on multielectrode arrays  
4.4.1 MEA recording system 
The MultiElectrode Array (MEA) plates employed (768-GL1-30Au200 from Axion 
BioSystems, Atlanta, GA, USA) are composed of 12 wells, each containing a square grid of 
64 nanoporous gold electrodes (30 μm electrode diameter; 200 μm center-to-center 
spacing) that create a 1.43 x 1.43 mm recording area. Four grounds (2 stimulation and 2 
recording grounds) are also integrated in every well. Only for experiments examining the 
role of NaV1.2 and NaV1.6 in the increased recurrent activity for PRRT2-KO cultures, primary 
cortical neurons were grown onto 48-wells MEA chips (Axion BioSystems M768-tMEA-
48W). Each well contains 16 PEDOT electrodes  arranged in a 4 x 4 grid (50 μm electrode 
diameter; 350 μm center-to-center spacing) covering an area of 1.1 x 1.1 mm. 
Spiking activity from networks grown onto MEAs was recorded and monitored using 
Axion BioSystems hardware (Maestro1 amplifier and Middle-man data acquisition interface) 
and the software Axion’s Integrated Studio (AxIS, versions 2.1-2.4.2 ). After 1200x 
amplification, raw data were digitized at 12.5 KHz/channel and stored on a hard disk for 
subsequent offline analysis. 
 
4.4.2 MEA experimental protocols  
Neuronal cultures preparation. The day before culture preparation, MEAs were 
coated by depositing a 20 μl drop of poly-L-lysine (0.1 mg/ml, Sigma-Aldrich) over each 
recording area and subsequently incubated overnight. After thorough washing, dissociated 
hippocampal or cortical neurons were plated at high density (80,000 neurons per well in the 
12-well MEA; 50,000 neurons per well in the 48-well MEA). Cells were incubated in 
Neurobasal medium supplemented with 1% Glutamax, 2% B27, 1% penicillin/streptomycin. 
Half-volume replacement of the culture medium was performed every 3 days. 
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Spontaneous activity. Experiments were performed, in culture medium maintained at 
37 °C. MEA plates were set on the Maestro apparatus and their spontaneous activity 
recorded for 15 min, starting 10 min after the transfer to let the culture reach a stable level 
of activity. One developmental stage was analyzed in primary hippocampal cultures, namely 
the mature stage (third week in vitro), whereas the activity of cortical cultures was monitored 
over two developmental stages: one in which synaptogenesis is ongoing (14 DIV) and one 
when mature connections are established (21 DIV).   
Pharmacology. Pharmacological studies were performed on the last day of the 
recording. Spontaneous activity of hippocampal cultures was recorded for 15 minutes in 
standard culture medium (basal condition). Then the GABAA receptor blocker bicuculline 
(BIC) was added directly to the medium at a final concentration of 30 M (Chiappalone et 
al. 2009), then the recording was carried on for further 20 min (BIC condition). To remove 
possible effects of mechanical stimulation and to allow neuronal activity to reach a steady 
state under BIC, the first 5 min of the recording were discarded from the analysis.  
In the experiments examining the role of Nav1.2 and Nav1.6 in the increased recurrent 
activity for PRRT2-KO cortical cultures, mutant and WT primary cortical neurons were grown 
onto 48-wells MEA chips (Axion BioSystems M768-tMEA-48W). Cultures were tested at DIV 
21. After stable occurrence of reverberant network activity, we recorded spontaneous 
activity for 15 min, before the addition of 1 nM phrixotoxin-3 and 10 nM 4,9-
anhydrotetrodotoxin (both from Tocris Bioscience) to block Nav1.2 and Nav1.6, respectively. 
After 10 min re-equilibration, recordings continued for 15 min. The optimal toxins' 
concentrations in the IC50 range were tested in preliminary experiments with WT neurons. 
Drug dilutions were made immediately prior to the experiments, from stock water solutions. 
In preliminary experiments a potent and highly selective NaV1.6 inhibitor, currently under 
clinical trial, was tested on mutant and WT cultures aged 21 DIV. The compound was 
solubilized in 100% DMSO to obtain a 2 mM stock solution. The concentration range to be 
tested (between 200 nM and 1 M) was chosen on the basis of the IC50 reported by the 
manufacturer. Immediately prior to experiment, an intermediate solution was prepared 
diluting either the stock solution or an equal volume of 100% DMSO (vehicle) in a buffer 
solution containing 0.1% DMSO. Baseline activity was measured for 15 min. Then, the 
addition of the compound and its vehicle was performed by removing half-volume of the 
medium from each well, diluting the intermediate solutions into this medium, and then re-
adding the mixture to the appropriate wells (Bradley and Strock, 2019) . Afterwards the MEA 
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plates were returned in the incubator and recordings were collected 1 h and 12 h after the 
treatment. 
Electrical stimulation. Spontaneous activity of 21 DIV cultures was monitored for 15-
20 min before applying electrical stimulation. For pulse stimulation, one electrode was 
chosen among 64 possible stimulation sites based on visual inspection of the evoked 
responses to ensure maximal activation of the network. Only the electrodes recording 
spiking activity were chosen as stimulation sites. Test stimuli were sent to the selected 
electrode at 0.2 Hz frequency. Pulse stimulation was biphasic with 1.5-V peak-to-peak 
amplitude, 500 μs duration, and 50% duty cycle (Wagenaar et al., 2004). 
 
4.4.3 Signal processing for primary neurons cultured on MEAs  
Primary neuronal networks show both random spiking activity and bursting behavior 
(Opitz et al., 2002). Spike detection and spike train data analysis were both computed using 
the Axion BioSystems software.  
Single extracellular action potentials were detected running a voltage-threshold-
based algorithm over 200 Hz high-pass filtered traces; the voltage threshold was 7x the 
standard deviation of the rms-noise on each channel. No spike sorting procedure was 
carried out and spike trains were analyzed only by considering multi-unit activity.  
Bursts within single channels were identified by applying an interspike interval (ISI) 
threshold algorithm (Chiappalone et al., 2005), by defining bursts as collections of a 
minimum number of spikes (Nmin = 5) separated by a maximum interspike interval (ISImax = 
100 ms). Electrodes that recorded less than 5 spikes/min were deemed inactive and were 
not included in burst analysis. 
Network bursts represent the peculiar activity pattern of mature neuronal cultures, 
consisting of periods of array-wide coherent spiking typically lasting several hundreds of 
milliseconds and separated by windows of lesser activity (Maeda et al., 1995). Network 
activity within WT and PRRT2 KO cultures was detected by running an ISI algorithm similar 
to that applied for burst detection: it identifies a network burst only when a minimum number 
of spikes (Nmin = 10) occurs on at least 25% of the electrodes and it is set to automatically 
estimate the ISImax on a well-by-well basis to avoid biasing by tonic activity  (Bakkum et al., 
2014). Thereafter, from the identified bursts and network bursts, several parameters (e.g. 
timing, frequency, duration, mean inter-spike interval within burst, average number of spikes 
per burst) were extracted by means of the Axion Biosystems software NeuralMetric Tool 
2.0.4. Instantaneous firing rate and relative parameters (i.e. mean peak firing rate and 
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latency to the peak) were calculated with custom-made algorithms created in Python and 
MatLab (The Mathworks, Natick, MA, USA). To further assess the degree of synchronization 
across the networks, we calculated the Synchrony Index introduced by (Paiva et al., 2010), 
a unitless parameter ranging from 0 to 1 where values close to 1 indicate greater synchrony.  
When stimulating, currents/voltages are delivered through one electrode of the array 
at a constant frequency, the network responds by generating a rich repertoire of 
reverberating electrical activities, lasting 100-200 ms (Shahaf and Marom, 2001).  To 
investigate the neuronal activity evoked by the electrical stimulation, we used post-stimulus 
time histograms (PSTHs). The PSTHs for each electrode were calculated by averaging the 
spiking activity recorded over 50 consecutive stimulations on a 200-ms period after each 
stimulus, prior blanking of the first 2 ms of the response to circumvent stimulation artifacts. 
Then, the number of spikes occurring in each 5 ms bin was calculated to generate a 
cumulative histogram that was subsequently normalized by the total number of stimuli and 
the bin size. Evoked activity was analyzed using MatLab (The Mathworks, Natick, MA, USA) 
and Neuroexplorer (Nex Technologies, Littleton, MA, USA). Only active channels (i.e. 
having a PSTH > 1 in the whole stimulation session) were considered for statistical analysis.  
4.5 Patch-clamp recordings in primary neurons and iPSC-derived 
neurons 
Whole-cell patch-clamp recordings  were made on hippocampal neurons between 10 
and 15 DIV, on excitatory cortical neurons after 19-21 DIV (Pozzi et al., 2013) and on iPSC-
derived neurons between 30 and 45 days of differentiation. Patch pipettes, prepared from 
thin-borosilicate glass (Hilgenberg) were pulled and fire-polished to a final resistance of 2-4 
M when filled with standard internal solution. Data acquisition was performed using the 
EPC-10 amplifier and PatchMaster program from HEKA Elektronic. All experiments were 
performed at 22-24 °C. Recordings with leak currents >100 pA or series resistance >20 
M were discarded. For whole cell voltage-clamp recordings of postsynaptic currents 
(PSCs), inward/outward currents and current-clamp recordings of firing activity, cells were 
maintained in Tyrode external solution containing (in mM): 140 NaCl, 2 CaCl2, 1 MgCl2, 4 
KCl, 10 glucose, 10 HEPES (pH 7.3 with NaOH). The standard internal solution was (in 
mM): 126 KGluconate, 4 NaCl, 1 MgSO4, 0.02 CaCl2, 0.1 BAPTA, 15 glucose, 5 HEPES, 
3 ATP, 0.1 GTP (pH 7.2 with KOH). When recording inhibitory PSCs (IPSCs) the internal 
solution contained (in mM): 140 KCl, 4 NaCl, 1 MgSO4, 0.1 EGTA, 15 Glucose, 5 HEPES, 
3 ATP, 0.1 GTP (pH 7.2 with KOH). 
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Analysis of spontaneous release. Miniature excitatory PSCs (mEPSC) and IPSCs 
(mIPSC) were both collected from low-density plated neurons incubated in the presence of 
tetrodotoxin (TTX, 1 μM; Tocris) to block spontaneous APs. mEPSC were recorded in the 
presence of D-AP5 (50 µM, Tocris), CGP (10 µM, Tocris) and bicuculline (BIC, 30 µM; 
Tocris), to block NMDA, GABAB and GABAA receptors, respectively. mIPSC were recorded 
with D-AP5 (50 µM), CGP (10 µM) and CNQX (10 µM, Tocris) in the extracellular solution 
to block NMDA, GABAB and non-NMDA receptors, respectively. mPSC analysis was 
performed using the Minianalysis program (Synaptosoft). The amplitude and frequency of 
mPSCs were calculated using a peak detector function with appropriate threshold amplitude 
and threshold area. 
Analysis of evoked release and short-term plasticity. To record evoked excitatory 
PSCs (eEPSCs), D-AP5 (50 M;) and BIC (30 M) were added to the Tyrode solution; for 
evoked inhibitory PSCs (eIPSCs), CNQX (10 M) and CGP (10 M) were added to the 
external solution. PSCs were acquired at 10-20 kHz sample frequency and filtered at 1/5 of 
the acquisition rate with an 8-pole low-pass Bessel filter. Autaptic hippocampal neurons 
were voltage-clamped at -70 mV. Unclamped APs were evoked by a brief depolarization of 
the cell body to +40 mV for 0.5 ms at 0.1 Hz. ePSCs were inspected visually, and only those 
that were not contaminated by spontaneous activity were considered. To calculate the peak 
current during an isolated stimulus or a train of stimuli, we first subtracted an averaged trace 
containing the stimulus artifact and the AP current, but lacking any discernable synaptic 
current (i.e. synaptic failures). Such traces were easily identified toward the end of a train of 
stimuli, when synaptic depression was maximal. These traces were averaged and scaled to 
the peak Na+ current contaminating the PSCs. To analyze the paired-pulse ratio (PPR), two 
brief depolarizing pulses were applied to autaptic neurons with variable interpulse intervals 
ranging from 20 to 10,000 ms. For each couple of PSCs, PPR was calculated as the 
I2/I1 ratio, where I1 and I2 are the amplitudes of the PSCs evoked by the conditioning (1) and 
test (2) stimuli, respectively. To correctly estimate the amplitude of I2, the baseline of I2 was 
defined as the final value of the decay phase of I1 and the amplitude of I2 was calculated by 
subtracting the residual amplitude of I1 from the peak value of I2. In the analysis of synaptic 
responses during tetanic stimulation, the interpulse interval was shorter than the time 
needed for a PSC to return to baseline, so PSCs overlapped partially. Thus, to correctly 
estimate the PSC amplitude, the baseline of each event was defined as the final value of 
the decay phase of the preceding ePSC and the amplitude of PSC(n) was calculated by 
subtracting the residual amplitude of PSC(n-1) from its peak value. 
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Recordings of voltage-gated inward/ouward currents and firing activity. Patch-clamp 
experiments were performed on iPSC neurons and on cortical and hippocampal pyramidal 
neurons morphologically identified by their teardrop-shaped somata and apical dendrite 
(Pozzi et al., 2013). Series resistance was compensated 80% (2 µs response time) and the 
compensation was readjusted before each stimulus. The shown potentials were not 
corrected for the measured liquid junction potential of 9 mV. Voltage-clamp recordings of 
voltage-gated inward (mainly Na+) currents and current-clamp recordings of single cell firing 
were acquired at 20 kHz and low-pass filtered at 4 kHz, while the AP shape was studied 
with a sampling frequency of 50 kHz, low-pass filtered at 10 kHz. D-AP5 (50 µM), CNQX 
(10 µM), CGP (10 µM) and BIC (30 µM) were added to the standard external solution. In all 
voltage-clamp experiments, Vh was set at -70 mV. Unless otherwise indicated, -70 mV was 
the Vh used to perform the recordings in the current-clamp configuration. Inward currents 
were evoked by stepping Vh from -70 to 60 mV for 10 ms with 5 mV increments with 2 s 
interpulse intervals. The inward current density (J = nA/pF) was obtained by dividing the 
peak inward current by the cell capacitance. Outward (mainly K+) currents were studied 
using a stimulation consisting, from the holding potential of -70 mV, of a voltage step of 200 
ms to -120 mV, followed by 100 ms linear ramp up to 120 mV. The time interval between 
each pulse was 10 s. The current values recorded at the end of the linear ramp were used 
to calculate the outward current density.  
Voltage-clamp recordings of pure voltage-gated Na
+ 
currents were performed on 
mouse cortical neurons using Tyrode external solution supplemented with CdCl2 (200 M) 
to block voltage-gated Ca
2+ 
channels. Pipettes were filled with a solution containing (in mM): 
4 NaCl, 100 CH3CsO3S, 10 TEA-Cl, 5 4-Aminopyridine, 10 EGTA, 1 CaCl2, 10 HEPES, 4 
Mg-ATP, 8 Na2-phosphocreatine (pH 7.4 with CsOH). Neurons, held at -80 mV, were 
depolarized by a 10-ms voltage pulse at -35/-30 mV to inactivate the out-of- control axonal 
INa and isolate the somatic INa. The latter currents were evoked, after 1 ms at -80 mV, by a 
series of voltage steps between -80 and +70 mV in 5 mV increments (Valente et al., 2016b). 
Linear capacitance and leakage currents were eliminated by P/N leak subtraction 
procedure.  
Current-clamp recordings of AP firing activity were performed by injection of 5 pA 
current steps lasting 1 s. The instantaneous and mean firing frequencies were determined 
at the minimal value of injected current able to evoked two or more APs. The instantaneous 
firing frequency was estimated as the reciprocal value of the time difference between the 
first two evoked APs. The mean firing frequency was calculated as the ratio of the number 
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of APs evoked by minimal current injection and the time interval (in s) between the first and 
the last evoked AP (Valente et al., 2016b). The rheobase was calculated as the minimum 
depolarizing current needed to elicit at least one action potential. Input resistance was 
calculated using the Ohm law in the linear region of the voltage-current relationship 
determined after injection of hyperpolarizing and depolarizing current steps (-10, -10, 10, 20 
pA). For each recorded cell, the plot of the time derivative of voltage (dV/dt) versus voltage 
(phase-plane plot) was constructed from the first action potential elicited by the minimal 
current injection. This plot was used to extract threshold potential, maximum rising slope 
and peak potential (Vmax). Amplitude of APs was calculated as the difference between the 
Vmax and the threshold value. The instantaneous firing frequency and the mean firing 
frequency were determined at the minimal value of injected current able to evoked two or 
more APs. Firing activity was also studied using trains of 5 ms-steps applied at various 
frequencies (10-120 Hz). The current value used to evoke APs with this protocol was set at 
100 pA over the minimal current able to evoke an AP for each step of the train at 10 Hz (0% 
failures).  
 
4.6 Patch-clamp and high-density MEA recordings in acute hippocampal 
slices  
Male PRRT2-KO mice and WT littermates (3 weeks old) were decapitated after an 
overdose of isofluorane. The brain was removed and cut in 400 μm horizontal slices using 
a Microm HM 650V microtome equipped with a Microm CU65 cooling unit (Thermo Fisher 
Scientific) at 3-5 °C in a solution containing (in mM): 87 NaCl, 25 NaHCO3, 2.5 KCl, 0.5 
CaCl2, 7 MgCl2, 25 glucose, 75 sucrose and saturated with 95% O2 and 5% CO2. Slices 
were let to recover for 30 min at 35 °C before in recording solution before starting the 
experimental sessions. The extracellular solution used for patch-clamp and MEA recordings 
contained (in mM): 125 NaCl, 25 NaHCO3, 25 glucose, 2.5 KCl, 1.25 NaH2PO4, 2 CaCl2 and 
1 MgCl2 (bubbled with 95% O2 and 5% CO2).  
A Multiclamp 700B/Digidata1440A system (Molecular Devices) was used to perform 
whole-cell recordings on visually identified mature dentate granule cells using a BX51WI 
microscope (Olympus). High-chloride intracellular solution was used for all the experiments, 
(in mM): 126 KCl, 4 NaCl, 1 MgSO4, 0.02 CaCl2, 0.1 BAPTA, 15 glucose, 5 HEPES, 3 ATP 
and 0.1 GTP; pH 7.3 with KOH, 290 mOsmol/l. The patch pipette resistance was 3–7 M 
when filled with intracellular solution. All experiments were performed in the presence of 
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50 M D-APV, 10 M CNQX, 5 M CGP55845 and 30 M BIC (all from Tocris). Data were 
acquired with Clampex and analyzed off line with Clampfit10.2 (Molecular Devices). 
The high-density active-pixel-sensor MEA (BioCAMX, 3Brain Gmbh) system was 
extensively characterized in a previous paper by our laboratory (Ferrea et al., 2012). The 
chip integrates amplification and analog multiplexing circuits designed to provide 
simultaneous extracellular recordings from 4,096 electrodes at a sampling rate of 18 kHz 
per channel. Square pixels measure 21x21 µm2 each, they are arranged in a 64x64 array 
configuration with an inter-electrode pitch of 42 µm (center-to-center), yielding an active area 
of 7.2 mm2. The resulting electrode density is 567 pixels/mm2. Three on-chip amplification 
stages provide a global gain of 60 dB, with a 0.1-5 kHz band-pass filter. This bandwidth is 
adapted to record bith slow local field potential signals and fast APs. Acquisition was 
controlled using the BrainWave X software (3Brain Gmbh). Cortico-hippocampal slices were 
placed over the active area of the chip, activity was allowed to stabilize for 30 minutes and 
afterwards epileptiform activity was elicited by bath application of 100 M 4-aminopyridine 
(4-AP) and 30 M BIC. Epileptiform discharges were detected with the previously described 
Precision Timing Spike Detection (PTSD) algorithm (Maccione et al., 2009). The algorithm, 
originally tailored to detect fast spiking activity generated by few neuronal units, has been 
adapted to detect slower field potential events. To this purpose, the threshold was set to 5-
fold the standard deviation of the noise, while the refractory period and the peak lifetime 
period were set to 50 and 40ms, respectively. The number of epileptic-like events was then 
manually extracted by looking at the raster plot from the whole arrays and was helped by 
visual inspection of the 1-100 Hz band-pass filtered signals recorded from the active areas. 
Analysis were performed with algorithms developed as Matlab scripts (MathWorks). 
 
4.7 Computational network model  
The network model was adapted from (Bosi et al., 2015) and (Lonardoni et al., 2017). 
The WT network consisted of 255 cells with excitatory (72%) and inhibitory (28%) neurons. 
The fluctuations in the membrane potential of each neuron were described by the Adaptive 
Exponential Integrate and Fire model (Brette and Gerstner, 2005). Synaptic transmission 
was based on AMPA and GABA neurotransmitters implemented by a standard bi-
exponential conductance-based scheme. Additional time lags (ranging between 0.5 and 2 
ms) were accounted for the action potentials travelling along the axon length. To emulate 
changes in synaptic facilitation characterizing PRRT2-KO excitatory neurons, each synaptic 
contact was equipped with a short-term plasticity (STP) mechanism (Tsodyks and Markram, 
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1997). Spontaneous activity was driven by sub-threshold synaptic noise delivered to each 
neuron (independent Poisson Processes with mean 30 Hz). The network model consisted 
of 255 neurons randomly positioned on a unit square. The probability of connecting any pair 
of neurons depended on a Gaussian radial basis function (i.e. highest connection probability 
for the closest neurons). The spread of the Gaussian was adjusted to result in an average 
number of incoming/outgoing connections of 40 links. To dissect the contribution of synaptic 
facilitation in generating the hyperactivity of PRRT2-KO networks, WT and PRRT2-KO 
networks were compared by performing the following operations: (i) change the percent 
inhibitory neurons to 16% by randomly flipping some inhibitory to excitatory neurons; (ii) 
remove 20% of excitatory synaptic contacts; (iii) modify excitatory synaptic facilitation by 
adjusting the release probability. Note that these changes imply that the connectivity of 
PRRT2-KO networks is a subset of the one of WT networks. This constraint is required to 
directly relate any difference in the spiking activity of the mutant networks to the previous 
assumption. In addition to synaptic facilitation, PRRT2-KO networks were simulated under 
conditions of either normal (-IE) or enhanced Intrinsic Excitability (+IE). The enhanced 
excitability was implemented by lowering the spike-triggered adaptation of the neuronal 
model by setting b=20 (instead of b=40 in the WT or –IE condition).  
 
4.8 Statistical analysis 
All experiments were replicated at least three times. Data are expressed as means ± 
sem for number of cells, independently differentiated clones or mouse preparations as 
detailed in the figure legends. Normal distribution of data was assessed using the 
D’Agostino-Pearson’s normality test. The F-test was used to compare variance between two 
sample groups. To compare two normally distributed sample groups, the Student's unpaired 
or paired two-tailed t-test was used. To compare two sample groups that were not normally 
distributed, the non-parametric Mann-Whitney’s U-test was used. To compare more than 
two normally distributed sample groups, one-way ANOVA, followed by post-hoc multiple 
comparison tests was used. Alpha levels for all tests were 0.05% (95% confidence intervals). 













Chapter 5 – Results  
 
5.1 Constitutive inactivation of the PRRT2 gene alters short-term synaptic 
plasticity and promotes network hyperexcitability in hippocampal 
neurons. 
 
5.1.1 Constitutive PRRT2 deletion alters synaptic connectivity and short-term 
plasticity. 
PRRT2 is a transmembrane protein with an important functional role in synapse 
formation and maintenance, as well as in the regulation of synchronous release in 
glutamatergic and GABAergic terminals.           
To verify whether the constitutive deletion of the protein is associated with changes 
in the network connectivity, we measured the density of synaptic connections in primary 
hippocampal cultures obtained from mouse embryos in which the PRRT2 gene was 
constitutively inactivated. Synaptic puncta were identified based on the colocalization of a 
couple of specific pre- and post-synaptic markers, which is VGLUT1/Homer-1 for 
glutamatergic synapses (Fig. 1A) and VGAT/Gephyrin for GABAergic synapses (Fig. 1B). 
Similarly to the acute knockdown, the constitutive PRRT2 deletion decreased the density of 
excitatory synapses, while the density of inhibitory connections was not affected (Fig. 1A, 
B, right panels). 
In order to examine the functional repercussion of PRRT2 deletion on excitatory and 
inhibitory synaptic transmission, we performed electrophysiological recordings in low-
density and autaptic hippocampal neurons. Miniature excitatory (mEPSCs) and inhibitory 
(mIPSCs) postsynaptic currents were recorded at the soma of voltage-clamped neurons 
held at Vh = -70 mV in the presence of TTX to block spontaneous firing (Fig. 1C,D). 
Interestingly, an about 3-fold decrease in mEPSC frequency was observed in PRRT2-KO 
neurons (Fig. 1C bottom panels), an effect quantitatively larger than the observed decrease 
in excitatory synapse density. No significant effects of PRRT2 deletion were observed in 
mEPSC amplitude, kinetics and charge (Fig. 1C bottom panels). Notably, all the analyzed 
mIPSC parameters were unchanged in PRRT2-KO inhibitory synapses (Fig. 1D bottom 
panels) with respect to WT neurons. 
Next, we evaluated evoked synaptic transmission in WT and PRRT2-KO autaptic 
neurons, identified as excitatory or inhibitory based on the kinetics of postsynaptic currents 
and the sensitivity to specific of AMPA or GABAA receptor blockers (Fig. 2A-D). Neurons 
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were stimulated with paired stimuli at inter-stimulus intervals (ISIs) ranging from 20 ms to 
10 s and evoked EPSCs/IPSCs were recorded (Fig. 2B). While the amplitude of evoked 
eEPSCs was significantly decreased in PRRT2-KO neurons by approximately 30% (Fig. 
2C, left panel), inhibitory synapses displayed an opposite effect with an increase of the same 
Figure 1. PRRT2 deletion in primary hippocampal neurons decreases the density of 
excitatory synapses and affects spontaneous excitatory transmission. (A-B) Left panels: 
Representative images of dendrites of WT and PRRT2-KO hippocampal neurons at 17 DIV. 
Excitatory (A) and inhibitory (B) synaptic boutons were identified by double immunostaining for 
VGLUT1 (green)/Homer1 (red) and VGAT (green)/Gephyrin (red), respectively. The colocalization 
panels (Col. points) highlight the double-positive puncta corresponding to bona fide synaptic 
contacts. Scale bar, 10 m. Right panels: Excitatory (A) and inhibitory (B) synaptic boutons per field 
counted in WT (black bars) and PRRT2-KO (red bars) hippocampal cultures and expressed as mean 
(± sem) percentage of total immunoreactive boutons in the WT. Data refer to n=90 fields for both 
WT and PRRT2-KO from n=3 independent preparations. *p < 0.05, unpaired Student’s t-test. (C) 
Representative recordings traces of mEPSCs (top) and analysis (bottom) from WT (black) and 
PRRT2-KO (red) low-density hippocampal networks. (D) Representative traces of mIPSCs (top) and 
analysis (bottom) from WT (black) and PRRT2-KO (blue) hippocampal networks. For both types of 
events analyzed, the mean (± sem) values of amplitude, frequency, 10%-90% rise time, 80% decay 
and charge are shown. All parameters were obtained from at least 50-100 events recorded from WT 
(n=31) and PRRT2-KO cells (n=34) for mEPSCs and from WT (n=25) and PRRT2-KO (n=26) cells 




extent in eIPSC amplitude (Fig. 2D, left panel). When PPR, which is an indirect measure of 
release probability, was measured as a function of the ISI, PRRT2-KO excitatory synapses 
displayed a two-fold larger facilitation, while inhibitory synapses displayed a more profound 
depression with respect to WT synapses at 50 ms ISI (Fig. 2C,D, right panels). 
The effects of PRRT2 deletion on the PPR of excitatory and inhibitory synapses 
prompted us to investigate short-term plasticity (STP) phenomena in response to short (2 s) 
stimulation trains of increasing frequency (5 and 40 Hz) that promote Ca2+ build-up in the 
nerve terminal and a progressive depletion of the ready releasable pool (Fioravante and 
Regehr, 2011). In line with the changes in PPR, excitatory PRRT2-KO synapses were 
characterized by a larger facilitation than WT synapses at the high frequency and a milder 
depression at the low frequency stimulation (Fig. 2E,F). In contrast, inhibitory PRRT2-KO 
synapses displayed a faster depression in response to 40 Hz trains and no change in the 
response to 5 Hz trains (Fig. 2G,H). The effects on PPR suggest that PRRT2 deletion has 




Figure 2. PRRT2 deletion decreases excitatory and increases evoked inhibitory 
transmission. (A) Phase-contrast micrographs of typical glutamatergic (top) and GABAergic 





















Continued from the previous page. (B) Representative eEPSCs (top) and eIPSCs (bottom) evoked 
in excitatory and inhibitory autaptic cells from WT (black traces) or PRRT2-KO (red/blue traces for 
EPSCs and IPSCs, respectively) neurons. Currents were evoked by holding the potential of the cell 
under study at -70 mV and stimulating it with two 0.5 ms steps to 40 mV separated by the indicated 
ISIs and applied at a frequency of 0.1 Hz. (C) eEPSC amplitude (left) and PPR as a function of ISIs 
ranging from 20 to 10,000 ms (right) for WT (black) and PRRT2-KO (red) neurons. Data were 
obtained from N=53 WT and N=54 PRRT2-KO glutamatergic neurons. (D) eIPSC amplitude (left) 
and PPR as a function of ISIs ranging from 20 to 10,000 ms (right) for WT (black) and PRRT2-KO 
(blue) neurons. Data were obtained from n=32 WT and n=34 PRRT2-KO GABAergic neurons. In 
all traces, the stimulation artefacts were blanked for clarity. Data are shown as means ± sem. *p < 
0.05, **p < 0.01 unpaired Student’s t-test/Mann-Whitney's U-test. (E-G) Representative recordings 
of eEPSCs (E) and eIPSCs (G) evoked by 2-s tetanic stimulation at 5 Hz administered to WT (black) 
or PRRT2-KO (red/blue traces for EPSCs and IPSCs, respectively) autaptic hippocampal neurons. 
(F-H) Mean (± sem) normalized values of eEPSC (F) and eIPSC (H) amplitude showing the time 
course of synaptic facilitation and/or depression evoked in WT (black) or PRRT2-KO (red and blue 
traces for EPSCs and IPSCs, respectively) autaptic neurons in response to 2-s tetanic stimulations 
at 5 and 40 Hz. The shaded areas in the 5 Hz panels refer to the representative traces shown in 
F,H. The insets in the 40 Hz panels report the mean (± sem) extent of facilitation (F) or depression 
(H) corresponding to the second stimulus in the train. Data were obtained from: 5 Hz (WT, n=16; 
PRRT2-KO, n=18) and 40 Hz (WT, n=22; PRRT2-KO, n=21). *p < 0.05, unpaired Student’s t-
test/Mann-Whitney’s U-test 
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5.1.2 PRRT2 deletion induces network instability and hyperactivity. 
To evaluate the consequences of the changes in synaptic transmission and STP at 
the network level, we plated WT and PRRT2-KO hippocampal neurons at high density onto 
MEA chips and recorded their spontaneous activity during the third week of in vitro 
development (Fig. 3A). When cultured on MEAs, primary neuronal cultures intrinsically 
generate spontaneous activity patterns that can be monitored noninvasively over time. For 
both genotypes, basal activity was marked by the intermittent occurrence of synchronous 
array-wide bursts, lasting from few hundreds milliseconds up to 1 s, separated by long 
periods of lesser activity with isolated spikes and single-channel bursts and (Fig. 3B,D). The 
number of active channels (firing rate above 5 spikes/min) was 42.1 ± 2.2 for WT and 48.6 
± 1.9 (mean ± sem) for PRRT2-KO cultures. At this mature developmental stage, the 
network mean firing rate in PRRT2-KO cultures was higher than in age-matched WT cultures 
(Fig. 3C). The two genotypes displayed a very similar single-electrode bursting profile, 
except for an enhanced firing rate within the bursts for the mutant cultures (Fig. 3C). Despite 
the decrease in spontaneous and evoked excitatory transmission observed in PRRT2-KO 
cultures, the hyperactivity of mutant networks could result from the increased synaptic 
facilitation of excitatory transmission that is known to strongly affect activity dynamics in 
reverberant networks (Abbott and Regehr, 2004). This may become particularly evident  
when neurons are simultaneously brought into play at very high frequencies as in the case 
of network bursting events (Fig. 3D). These events, in primary cultures, are manifestations 
of global network synchronization that strongly depends on synaptic connectivity and 
intrinsic excitability (Maeda et al., 1995; Penn et al., 2016; Suresh et al., 2016). As a matter 
of fact, different dynamics were observed in the two groups when electrical activity was 
analyzed at the population level. Noteworthy, only 55.1 % of the WT cultures (27 out of 49) 
versus 86.9% of the KO (40 cultures out of 46) generated network bursts (Fig. 3E). The 
average network burst rate in PRRT2-KO cultures was approximately two-fold higher than 
that in WT cultures, with the former networks firing shorter network bursts with higher intra-
burst firing rate (Fig. 3F,G). While the spread of network bursting mainly resides in the 
increased recruitment of excitatory connections by high frequency activity, the shorter bursts 
observed in mutant cultures could be due the enhancement of the inhibitory strength 
observed in patch-clamp experiments or to a faster depletion of synaptic resources during 
high-frequency synchronized activity (Cohen and Segal, 2011). 
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Figure 3. Primary PRRT2-KO hippocampal networks display heightened excitability under 
basal conditions and under blockade of GABAA-mediated inhibitory transmission. (A) A light 
microscope view of a WT network cultured over a MEA chip at 14 DIV and spiking activity recorded 
from 4 of the 64 electrodes/well are given in the top and bottom left panels, respectively. (B) 
Representative raster plots of the activity recorded from WT and PRRT2-KO cultures over 60 s are 
shown in the right panels. (C) Firing rate, burst rate, burst duration, intra-burst firing rate measured 
for each experimental group during the third week in vitro. (D) Representative raster plot of the 
activity recorded from a mature WT culture. Collective bursts lasted few hundreds of milliseconds 
and were separated by longer periods of scarce firing activity as highlighted in the panel inset. High 
variability was observed in each culture in terms of network burst duration and inter-network burst 
intervals. Continued in the next page. 
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Continued from the previous page. (E) Bar plot showing the fraction of networks generating 
population bursts, expressed as a percentage of total cultures for each genotype. (F-H) Firing rate, 
network burst rate, network burst duration, intra-network burst (NB) firing rate, network burst 
percentage and synchrony index measured for each experimental group during the third week in 
vitro. (I-J) Distribution of burst duration and network IBIs for WT and PRRT2-KO cultures. Asterisks 
indicate that the two distributions were significantly different. (K) Mean network IBI and network IBI 
coefficient of variation. n=4 independent preparations for each genotype, 49 and 46 independent 
experiments for WT and PRRT2-KO, respectively. Unpaired Student’s t-test/Mann–Whitney’s U-test 
was used to compare the activity parameters across genotype. Data in (E) were analyzed using the 
Fisher’s exact test. Data in (I-J) were analyzed using two-sample Kolmogorov–Smirnov test 





























Consistent with the observation that bursts were the predominant pattern of activity 
in PRRT2-KO networks, the network burst percentage (i.e., the percent of total spikes 
occurring within network bursts) was significantly higher than in WT cultures. The degree of 
synchronization of bursting activity throughout each network was calculated also in terms of 
synchrony index (Paiva et al. 2010). Confirming that mature PRRT2-KO networks express 
a more pronounced synchronization in their bursting behavior, the mean synchrony index 
was significantly higher for mutant cultures than for WT ones, (Fig. 3H).  
Network burst durations ranged between few hundreds of milliseconds and several 
seconds. Network burst intervals (network IBIs) ranged between few hundreds of 
milliseconds and several tens of seconds. The shapes of the mean network burst length and 
IBI distributions were significantly different between the WT and PRRT2-KO networks (Fig. 
3I-J; two-sample Kolmogorov–Smirnov tests). The large variability likely reflects an 
interaction of synaptic depression and recovery mechanisms, as well as different cellular 
adaptation of excitatory and inhibitory networks. Mirroring the higher network burst rate, the 
mean network IBI for mutant cultures proved to be significantly lower than in control 
networks (Fig. 3K). Interestingly, the coefficient of variation for network IBIs was larger for 
mutant cultures than for the controls (Fig. 3L).  
As STP of excitatory synapses acts as high-pass filter that selectively propagates 
high-frequencies activity, the enhanced facilitation of excitatory transmission of PRRT2-KO 
networks during network bursting events may underlie network hyperactivity and 
hypersynchronization. To better appreciate the propagation of high-frequency firing/bursting 
activities in the network, we examined network responses to focal electrical stimulation. WT 
and PRRT2-KO cultures were challenged with low-frequency trains of localized extracellular 
stimulation (Chiappalone et al., 2009). To evaluate the changes in firing probability as a 
function of time after the pulse, the firing frequency resulting from the 50 stimuli in the train 
was cumulated over a 200 ms time window after the pulse, then used to calculate PSTHs 
for each channel of the dataset. While the response pattern was homogeneous within single 
networks, marked changes were observed between WT and PRRT2-KO cultures (Fig. 4A, 
left and right panels, respectively). Representative raster plots of the evoked spikes 
generated within a time window of 200 ms after the stimulus are shown in Figure 4B. 
Temporal analysis of the evoked responses in WT cultures revealed the presence of a short 
latency window of approximately 20 ms (Fig. 4C, blue shaded area) in which the maximum 
firing probability was reached, followed by a later firing window (100-150 ms) in which the 
firing probability progressively declined (Fig. 4C, light-blue shaded area). 
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The spiking activity profile of PRRT2-KO cultures displayed a significantly higher 
firing probability peak in the early phase with respect to WT networks, which sharply 
decreased in the later phase to become significantly lower than WT networks (Fig. 4C, D). 
Because mutant cultures can sustain evoked spiking at higher frequencies in response to 
electrical stimulation, the reduced delayed response could be explained as a consequence 
of a faster recruitment of the inhibitory mechanisms whose synaptic strength was adaptively 
Figure 4. Increased evoked short-latency spiking probability in PRRT2-KO hippocampal 
networks. (A) PRRT2-KO hippocampal networks were exposed to trains of low-frequency electrical 
stimulation (0.2 Hz; 50 stimuli). 8 x 8 PSTH maps from selected WT (left) and PRRT2-KO (right) 
cultures. Crossed boxes indicate the site of stimulus delivery. (B)  Raster plots of evoked spiking 
activity recorded from 2 representative WT or PRRT2-KO channels (boxed in panel A) over 200 ms 
after stimulus delivery. (C) Population mean PSTH of evoked activity averaged over 50 consecutive 
stimulations delivered at 0.2 Hz for all the active WT (black trace) and PRRT2-KO (red trace) 
channels. (D) Bar plot of mean (± sem) firing peaks and 20-100 ms PSTH areas (i.e., overall number 
of spikes evoked in the 20-100 ms interval in a single stimulation session) for all the active channels 
of the entire dataset. n=3 preparations for each genotype; 1665 and 1500 active electrodes for WT 




enhanced (see Fig. 1-2), resulting in a higher temporal focusing of the evoked responses. 
The network firing response elicited by the stimulation protocol was consistent with the 
hyperactivity of PRRT2-KO cultures under control conditions, marked by the occurrence of 
recurrent and brief collective events. 
To test whether the observed changes in inhibitory transmission have an impact in 
the spontaneous hyperactivity of PRRT2-KO networks, mature cultures were acutely treated 
with the GABAA receptor blocker bicuculline (BIC, 30 µM; Chiappalone et al., 2009; Lignani 
et al., 2013). In both WT and PRRT2-KO cultures, acute treatment with BIC sharply 
increased collective bursting activity, while spiking was almost completely abolished in the 
inter-burst epochs (raster plots in Fig. 5A). To compare the impact of BIC treatment across 
genotypes, the values of individual network activity parameters were normalized to the 
corresponding values before the addition of BIC (BIC/basal ratio; Fig. 5B,C). In WT 
networks, BIC induced a clear-cut increase in: firing rate, network burst rate, duration and 
percentage; while it decreased the firing rate within network bursts with respect to basal 
conditions. PRRT2-KO networks displayed qualitatively similar, but more pronounced, 
changes in firing rate, network burst rate and duration (Fig. 5B) and the BIC/basal ratios for 
these parameters turned out to be significantly higher for PRRT2-KO networks than for the 
WT. Conversely, the percentage of spikes falling within network bursts was not significantly 
altered by BIC treatment, possibly because mutant cultures already reached high levels of 
synchronization under basal conditions (Fig. 5C). Therefore, the enhancement of the 
differences between the two experimental groups under blockade of inhibitory transmission 
is consistent with the strengthened inhibitory tone observed in patch-clamp recordings for 
mutant cells.  
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Figure 5. PRRT2-KO networks hyperexcitability is maintained under blockade of GABAA-
mediated inhibitory transmission. (A) Representative raster plots of the activity recorded from WT 
(left) and PRRT2-KO (right) cultures over 60 s in the presence of BIC (30μM). (B-C) Effect of BIC 
treatment on firing rate, network burst rate, network burst duration, intra-burst firing rate, network 
burst percentage and synchrony index expressed as ratios between individual values of each 
network parameter under BIC and the corresponding values under basal conditions (BIC/basal ratio). 
n=3 independent preparations for each genotype, 32 and 31 independent experiments for WT and 
PRRT2-KO, respectively. Data are plotted as means ± sem for WT (black) and PRRT2-KO (red bars) 
cultures. Unpaired Student’s t-test/Mann–Whitney’s U-test was used to compare the BIC/Base ratios 
across genotype (*p<0.05; **p<0.01, ***p<0.001).The effects of BIC within genotype were analyzed 




5.1.3 Changes in short-term plasticity are necessary, but not sufficient, to explain 
the hyperexcitability of PRRT2-KO networks. 
To ask whether the changes in synaptic density and strength can account for network 
hyperactivity, we performed simulations in a NEURON-based model of neuronal networks 
that reproduced the experimental data (Fig. 6A,B; Lonardoni et al., 2017). Inspired by 
the sustained firing of PRRT2-KO networks in response to electrical stimulation, we 
computationally tested whether a change in spike-triggered adaptation (Fig. 6C,D) could be 
involved in determining the hyperactive network behavior. Despite the significantly 
decreased number of excitatory synaptic contacts, PRRT2-KO networks bearing the same 
intrinsic excitability (IE) of WT networks (KO-IE) still exhibited spontaneous network bursts 
supported by the enhanced excitatory synaptic facilitation. Although the observed changes 
in synaptic facilitation were sufficient to determine network synchronization, well reproducing 
the changes in burst duration, intra-burst firing rate, burst percentage and synchrony index, 
the increased firing and bursting rates were not captured by the simulations and were 
consistently weaker in KO-IE networks with respect to WT networks (Fig. 6E-J). To 
overcome this inconsistency, we computationally probed the hypothesis that the epileptic 
traits might derive from the synergistic effect of synaptic facilitation together with an 
increased intrinsic excitability (KO+IE networks). We modified the excitatory neuronal model 
to exhibit less adaptation in response to a current step, resulting in more action potentials 
for the same injected current (Fig. 6C,D). In this manner, the model could reproduce the 
increased firing and bursting rates observed in the real experiments (Fig. 6E,F), suggesting 
that an increased intrinsic excitability is likely to be required to balance the effect of the lower 
network connectivity and fully reproduce the features of the increased PRRT2-KO network 




Figure 6. Modeling of the PRRT2-KO synaptic phenotype at the network level. (A) 
Representative close-up of a simulated network. In order to maintain the proper inhibitory to 
excitatory ratio, randomly chosen inhibitory neurons (40% of the WT inhibitory population, blue) 
were turned into excitatory (red) neurons in the PRRT2-KO simulations. (B) Paired pulse ratio for 
excitatory synapses as a function of ISIs (see Fig. 4E). (C) Representative membrane potential 
traces of excitatory neurons for two conditions of Intrinsic Excitability (IE): -IE used in WT and KO 
(-IE) samples and the more excitable neurons +IE implemented in KO networks (+IE). (D) 
Quantitative analysis of APs generated by (–IE) and (+IE) neurons in response to 1-s step injection 
of 200 pA current. (E-J) Network statistics are reported for WT (gray), KO-IE (orange) and KO+IE 
(red) networks (n=10/experimental group). The increased facilitation of KO networks cannot fully 
explain the evidence observed in the experiments (KO-IE, orange). However, when a condition of 
enhanced Intrinsic Excitability (KO+IE, red) was applied, the simulations qualitatively reproduced 
the experimental data obtained with MEAs.  
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5.1.4 PRRT2-KO deletion is associated with an increased intrinsic excitability of 
hippocampal networks. 
The results of the network simulations led us to investigate whether an altered 
intrinsic excitability at the level of single excitatory neurons could underlie the mutant 
network hyperactivity detected with MEAs. Excitatory pyramidal neurons were visually 
identified in low-density hippocampal cultures and retrospectively confirmed based on their 
firing properties (Prestigio et al., 2019). Cell excitability was studied by measuring 
the macroscopic inward and outward currents evoked by constant current pulses of 
increasing amplitude and ramp stimulations, respectively, in the voltage clamp configuration 
(Fig. 7A,B). Analysis of the inward (mainly Na+) current density versus voltage revealed a 
significant increase in PRRT2-KO neurons that was not associated with shifts in the voltage-
dependence or changes in the outward (K+) current density (Fig. 7A,B, right panels). 
Spontaneous and evoked firing was studied with current-clamp recordings. The 
spontaneous AP firing of PRRT2-KO neurons whose membrane potential was kept at the 
threshold (Vh = -40 mV) by injection of a constant depolarizing current, was significantly 
higher than that observed in WT neurons under the same conditions (Fig. 7C). Next, we 
depolarized the membrane potential with subsequent current steps under current-clamp 
configuration to evoke firing. PRRT2-KO neurons showed a higher evoked firing activity than 
WT neurons, as evaluated by both instantaneous firing frequency and mean firing rate (Fig. 
7D), in the absence of major changes in the passive and active membrane properties (data 
not shown). To evaluate the ability to adapt to increasing firing frequencies, we stimulated 
excitatory neurons with short (5 ms) supra-threshold current pulses administered at 
frequencies ranging from 10 to 120 Hz (Fig. 7E, left panel). For each stimulation frequency, 
the percentage of elicited action potentials over the total number of stimuli was calculated. 
Both populations were able to fire the 100% of APs up to 40 Hz. Interestingly, at higher 
frequencies, WT neurons displayed a progressively increasing amount of failures, whereas 
PRRT2-KO neurons coped with higher stimulation frequencies (80-120 Hz) with a 
significantly higher fidelity and lower proportion of failures (Fig. 7E, right panel). The in 
vitro data thus indicate that the PRRT2-KO networks are instable and hyperexcitable due to 
the concomitant action of synaptic facilitation and increase of intrinsic excitability of principal 
neurons.  
To demonstrate the existence of a state of increased intrinsic excitability in intact 
brain circuits, hippocampal slices from WT and PRRT2-KO littermates were examined at 
the single-cell and network levels. The intrinsic excitability of dentate gyrus granule cells was 
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assessed by patch-clamp in voltage clamp configuration by measuring the macroscopic 
currents evoked by constant current pulses of increasing amplitude and ramp stimulations 
(Fig. 7F,G). Similar to primary neurons, PRRT2-KO granules displayed increased overall 
inward (mainly Na+) current density at voltages above -20 mV (Fig. 7F) that was not 
associated with significant changes in the outward (mainly K+) current density (Fig. 7G). AP 
firing studies in current-clamp mode revealed an increase in the spontaneous firing rate in 
PRRT2-KO neurons kept at Vh=−40 mV (Fig. 7H), as well as a higher evoked instantaneous 
and mean firing rate (Fig. 7I). Upon stimulation at increasing frequencies, both WT and 
PRRT2-KO granules could fire the 100% of APs with no significant failures up to 40 Hz. In 
contrast, at higher frequencies WT granules generated a progressively increasing amount 




Figure 7. PRRT2-KO excitatory neurons show an increased intrinsic excitability. (A) 
Representative macroscopic currents (left panels) evoked by a series of depolarizing voltage steps 
(inset) and the relative inward current density vs voltage (J/V) relationship (right panel), for WT (black) 
and PRRT2-KO (red symbols/traces) excitatory primary hippocampal neurons. (B) Left panels, 
representative currents evoked by a ramp protocol (inset) for WT (black) and PRRT2-KO (red) 
excitatory hippocampal neurons (WT, n=58; PRRT2-KO, n=54). Right panel, J at 120 mV for both 






Continued from the previous page. (C) Mean (± sem) firing frequency of spontaneous APs generated 
by WT and PRRT2-KO neurons during the injection of a constant current maintaining the membrane 
potential at the threshold (Vh ≅ −40 mV). (D) Representative current-clamp recordings of APs (left 
panels) induced by the injection of -50, 0 and +200 pA steps of 1-s duration (inset). Right panels, 
mean (± sem) and instantaneous firing frequencies observed in WT and PRRT2-KO excitatory primary 
hippocampal neurons. (E) Representative current-clamp recordings of APs activated by 20 5-ms 
current steps injected at 80 Hz (left) and mean (± sem) probability to evoke APs (right) at increasing 
frequencies of current injection. WT, n=21; PRRT2-KO, n=22.*p < 0.05, **p < 0.01, ***p < 0.001, 
unpaired Student’s t-test/Mann-Whitney's U-test. (F) Representative macroscopic inward and outward 
currents evoked in dentate gyrus granule cells (left panels) and relative inward current density vs 
voltage relationship (right panel), in WT (grey) and PRRT2-KO (orange symbols/traces) (N=9 neurons 
from 3 WT and N=11 neurons from 3 KO mice). (G) Outward current density measured at 120 mV for 
both genotypes using the ramp protocol depicted in the inset of panel (B) (n=12 neurons from 3 WT 
and n=11 from 3 KO mice). (H) Mean (± sem) of spontaneous firing frequency recorded during the 
injection of a constant depolarizing current to maintain the membrane potential clamped at Vh ≅−40 
mV (n=13 neurons from 3 WT and n=12 neurons from 3 KO mice). (I) Representative current-clamp 
recordings of APs induced by the injection of -50, 0 and +60 pA current-steps lasting 1 s (left) and 
mean (± sem) instantaneous and average firing frequencies (right panels) in WT and PRRT2-KO 
hippocampal granule cells (n=14 neurons from 3 WT and n=14 neurons from 3 KO mice). (L) Left 
panels: Representative traces of APs activated by 20 current steps lasting 5 ms and injected at 
frequency of 80 Hz in WT (black) and PRRT2-KO (red) neurons. Right panels: mean (± sem) 
probability to evoke APs at increasing frequencies. *p < 0.05, **p < 0.01, ***p < 0.001, unpaired 
Student’s t-test/Mann-Whitney's U-test. 
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In parallel, we assessed the propensity to express epileptiform discharges by 
challenging acute cortico-hippocampal slices with convulsants and recording extracellular 
activity with an APS-MEA. This MEA platform allows examining the network-wide behavior 
of the slice in real time and with high spatial resolution (Ferrea et al., 2012). Quantifiable 
epileptic-like activity, consisting of brief (< 200 ms) and synchronous field potential 
discharges (Fig. 8A), was reproducibly obtained by treating slices with the K+ channel 
blocker 4-AP (100 M) and the GABAA receptor blocker BIC (30 M) (Ferrea et al., 2012) in 
both genotypes. Interestingly, the frequency of epileptiform discharges was significantly 
higher in PRRT2-KO slices than in WT slices (Fig. 8B), confirming the hyperexcitable state 





Figure 8. Hippocampal PRRT2-KO slices display a network-wide hyperexcitability and 
propensity to epileptiform discharges (A, top) Representative epileptic-like events of acute 
cortico-hippocampal slices from WT and PRRT2-KO mice recorded 15 min after the perfusion 
of 4-AP (100 M) and BIC (30 M). The regional distribution of epileptiform events in the 
hippocampus is shown in color-code (see Materials and Methods) and expressed as voltage 
variation calculated over a 100ms bin. The anatomical reference is overlaid onto the voltage 
maps. (A, bottom) Representative traces of epileptiform activity in acute WT (black traces) and 
PRRT2-KO (red traces) slices. (B) Frequency of epileptic-like events in acute WT (black column) 
and PRRT2-KO (red columns) slices. n=10 slices from 3 WT and n=14 slices from 3 PRRT2-
KO mice. * p<0.05, Student's t-test. 
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5.2 PRRT2 controls neuronal excitability by negatively modulating 
Na+ channel 1.2/1.6 activity. 
5.2.1 Homozygous iPSC-derived cortical neurons display increased Na+ current 
densities and intrinsic hyperexcitability. 
Our group successfully developed a human model of PRRT2-linked diseases based 
on the generation of iPSC-derived cortical neurons obtained from two rare homozygous 
(Patients P2 and P3) and one heterozygous (Patient P1) siblings for the most 
frequent c.649dupC mutation in PRRT2 (Labate et al., 2012). Their phenotype was 
compared with that of sex- and age-matched normal donors (control Subjects C1 and C2). 
Human neurons from both controls and patients reached a mature state after 4-5 weeks of 
differentiation. At this stage, they displayed neuron-like morphology and expressed mature 
neuronal markers, with percentages of NeuN-positive cells that were comparable among 
genotypes (Fig. 9A–C). iPSC-derived neurons expressed either VGLUT1 or GABA (Fig. 
9B, center and right panels), indicating the formation of a mixed network of excitatory and 
inhibitory neurons. Moreover, human neurons of all genotypes expressed α-subunits of 
voltage-gated Na+ (Nav) channels at the axon initial segment (AIS) (Fig. 9C). The 
homozygous clones had very low levels of PRRT2 mRNA with respect to the healthy 
controls, whereas the heterozygous clone expressed intermediate amounts (Fig. 9D). 
Single-cell neuronal excitability was analyzed in all the groups by measuring the 
macroscopic outward and inward currents evoked by ramp stimulations and constant current 
pulses of increasing amplitude, respectively, in the patch-clamp voltage-clamp mode (Fig. 
9E, F). Interestingly, while the outward current density (J; nA/pF) measured at 120 mV was 
comparable across genotypes (Fig. 9E), both homozygous clones displayed greatly 
increased fast-inactivating inward current density in response to step stimulations. This was 
not associated with any shift in the J/V relationship (Fig. 9F-G).  
To verify whether the observed phenotypic changes were due to the lack of PRRT2 
protein, its expression was rescued in the homozygous human neurons by infection with 
lentiviruses encoding Cherry-tagged human WT PRRT2. P2.5-derived neurons were 
alternatively transduced with the PRRT2-Cherry or with the Cherry-alone virus as a control 
(mock), while control C1.28-derived neurons were only treated with the mock infection. 
Exogenous PRRT2 was correctly expressed in P2.5-derived neurons and the mRNA levels 
of PRRT2, determined by qRT-PCR, were greatly increased (Fig. 10A, B). 
Electrophysiological analysis confirmed the marked 2-fold increase of Na+ current in the 
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mock-transduced P2.5 neurons, whereas re-expression of WT PRRT2 decreased it with 
respect to the control, suggesting the presence of a dose-dependent modulation of 
Figure 9. iPSC-derived neurons homozygous for the c.649dupC mutation in PRRT2 show an 
increased inward current density. (A) Representative immunofluorescence image and 
quantification (right panel) of the mature neuronal marker NEUN in iPSC-derived neurons after 4 
weeks of differentiation. Scale bar = 10 µm. Means ± sem of n= 3 independent experiments, at least 
50 cells for each experiment. Kruskal-Wallis/Dunn’s test. (B) Representative immunofluorescence 
of MAP2, VGLUT1- and GABA-positive cells. Scale bar = 10 µm. (C) Representative 
immunofluorescence of iPSC-derived neurons expressing voltage-gated Na+ channels. 
The inset shows co-localization of GFP and PanNav at the AIS. Nuclei were stained with DAPI. 
Scale bar = 5 µm. (D) PRRT2 mRNA expression assessed by qRT-PCR in iPSC-derived neurons 
after 25 days of differentiation. Means ± sem of n = 3 independent experiments. *P < 0.05; Kruskal-
Wallis/Dunn’s tests. (E) Representative whole-cell current (left panel) elicited using a ramp protocol 
(inset) and mean ± sem current density at 120 mV (right panel). (F) Currents elicited using a family 
of depolarizing 10 ms-voltage steps (left panel) and related current density versus voltage 
relationship for C1.28 and P3.30 (left) and C2.6, P2.5 and P1.30 (right) iPSC-derived neurons. (G) 
Statistical analysis of the current density at −5 mV (left) for all iPSC-derived neurons reported. Data 
are shown as means ± sem (n = 20 for C1.28, n = 34 for C2.6, n = 29 for P1.30, n = 32 for P2.5 




Nav channel activity (Fig. 10C, D). Current-clamp recordings revealed that human neurons 
could fire APs in response to the injection of a depolarizing current (Fig. 10E). Despite a 
trend to an increase, both the instantaneous and the mean firing frequencies did not 
significantly differ from control neurons (Fig. 10F), confirming that the Na+ current is not the 
only determinant of firing rate in these neurons. In contrast, re-expression of PRRT2 in 
homozygous neurons significantly decreased the evoked firing (Fig. 10F). Consistent with 
the increase in Na+ current, homozygous neurons exhibited a decreased threshold for action 
potential generation and an increased amplitude, peak and maximal slope of the rising 
phase of the action potential (Fig. 10G). All the above-mentioned parameters were fully 




Figure 10. Homozygous iPSC-derived neurons display an increased intrinsic excitability that 
is rescued by reintroduction of wild-type PRRT2. (A) Representative image of Cherry 
fluorescence reporting the expression of human PRRT2 in homozygous P2.5 neurons. Scale bar = 
20 µm. (B) Expression of PRRT2 mRNA in mock-transduced C1.28 (black), mock-transduced P2.5 
(red) and PRRT2-rescued P2.5 (blue) iPSC-derived neurons at 25 days of differentiation. Means ± 
SEM of n = 3 independent experiments. (C) Current density versus voltage relationship for the 
mock-transduced C1.28 and P2.5 iPSC-neurons and P2.5 neurons in which PRRT2 expression 
was rescued (P2.5+PRRT2). (D) Statistical analysis of the J at −5 mV (right) and at 120 mV for all 
conditions shown in (C). Means ± sem (n = 35 for C1.28, n = 31 for P2.5, n = 26 for P2.5+PRRT2). 
(E) Representative current-clamp recordings of action potentials evoked by the injections of 5 pA 
step current (1-s duration; protocol shown in the inset) in the three groups. (F) Instantaneous and 
mean firing frequencies evoked by the protocol in (E). (G) The threshold voltage, amplitude, 
maximal voltage and maximal slope calculated for the first action potential evoked by minimal 
current injection in cells from all genotypes. Data are shown as means ± sem (n = 28 for C1.28, n 
= 33 for P2.5, n = 19 for P2.5+PRRT2). * p < 0.05, ** p < 0.01, *** p < 0.001 versus mock-
transfected C1.28; #p < 0.05, ## p < 0.01, ### p < 0.001 versus mock-transfected P2.5; Kruskal-
Wallis/Dunn’s tests. 
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5.2.2 Mouse PRRT2-KO cortical excitatory neurons also display increased Na+ current 
densities and an extension of the axon initial segment. 
The results obtained in human cortical neurons led us to investigate whether cortical 
excitatory neurons from the PRRT2-KO mouse also display an increase in intrinsic 
excitability. Using whole-cell voltage-clamp recordings, the Na+ currents evoked by constant 
current pulses were isolated by using intracellular and extracellular solutions to selectively 
block Ca2+ and K+ conductances (Fig. 11A). Space-clamp artifacts affecting the recordings 
of Na+ conductance were avoided using a pre-pulse protocol. Analysis of the JNa/V ratio 
revealed a significant increase in JNa in PRRT2-KO neurons that was not associated with 
voltage-dependent shifts (Fig. 11B). Similar results were obtained with the protocol used for 
iPSC-derived and hippocampal neurons (data not shown). The spontaneous firing rate of 
PRRT2-KO neurons kept at the threshold by injection of a constant depolarizing current, 
was significantly higher than that observed in WT neurons under the same conditions (Fig. 
11C). Moreover PRRT2-KO neurons showed a significantly higher firing activity evoked by 
depolarizing current steps (Fig. 11D). To evaluate the ability to adapt to increasing firing 
frequencies, we stimulated excitatory neurons with brief supra-threshold current pulses at 
frequencies between 10 and 120 Hz (Fig. 11E). Both WT and PRRT2-KO neurons were 
able to fire 100% of action potentials until 40 Hz. However, at higher frequencies (80–120 
Hz) PRRT2-KO neurons were characterized by a significantly higher probability of success 
(Fig. 11E).  
The increased evoked Na+ current density and the intrinsic hyperexcitability 
suggested that PRRT2 deletion could affect the Na+ channel localization in the AIS, the AP 
trigger zone where Na+ channels accumulate affecting the AP threshold (Kole and Stuart, 
2012; Leterrier, 2018). WT and PRRT2-KO cortical excitatory neurons were immunostained 
with AnkyrinG and PanNav antibodies and the intensity profiles of both markers were 
analyzed as a function of the distance from the cell body (Fig. 11F). No genotype-specific 
differences were detected in the AIS start and peak, while a significantly more distant AIS 
end was found in PRRT2-KO neurons, as evaluated from both AnkyrinG and 
PanNav immunoreactivities (Fig. 11G–I). This proves a significantly increased length of the 







Figure 11. Mouse PRRT2-KO excitatory cortical neurons display an increased intrinsic 
excitability associated with a distal shift of the axon initial segment. (A) Representative traces 
of somatic Na+ currents recorded from WT (black) and PRRT2-KO (red) excitatory cortical neurons. 
(B) Current density vs. voltage relationship for WT and PRRT2-KO neurons. Mean  sem (n=20 
per group). (C) Mean ( sem) spontaneous firing frequency of neurons kept at Vh -40 mV. (D) 
Representative current-clamp recording of action potentials evoked in a WT cell by the current 
injection of 1-s step at 200 pA (left panel) and mean ( sem) firing frequency (right panel) of WT (n 
= 56) and PRRT2-KO (n = 60) neurons. Continued in the next page. 
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Continued from the previous page. (E) Current-clamp recordings showing APs activated by 20 
current steps lasting 5ms delivered at 80Hz (left panel) and mean ( sem) probability to evoke action 
potentials at increasing stimulation frequencies (right panels) in WT (n = 59) and PRRT2-KO (n = 
63) neurons. (F) Merged images of WT cortical neurons (16 DIV) immunostained for -III tubulin 
(green), AnkyrinG (red) and PanNav (yellow). Scale bar = 25 mm. Middle: Magnification of the same 
neuron (white mark: axon hillock) and of the AnkyrinG fluorescence intensity profile used to measure 
the AIS start, end and maximum. The red line represents the threshold fluorescence used to define 
AIS limits. Right: Representative images of WT and PRRT2-KO cortical neurons immunostained for 
AnkyrinG (red) and PanNav (yellow). Cell bodies are circled. Scale bar = 20 mm. (G and H) 
Representative fluorescence intensity profiles of AnkyrinG (G) and PanNav (H) signals along the 
axon of WT (black) and PRRT2-KO (red) neurons. (I and J) Distance of AIS start, maximum and end 
from the cell body (I) and AIS length (J) in WT (black) and PRRT2-KO (red) neurons. Means  sem 
(n = 40 coverslips for both wild-type and PRRT2-KO from n = 3 independent experiments). *p < 0.05; 
**p < 0.01, ***p < 0.001; Mann-Whitney U-test. 
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In order to see whether a change in AIS was also present in human neurons, we 
quantified AIS length and position in control and homozygous iPSC-derived neurons. 
Homozygous neurons displayed a substantially preserved AIS length, whereas their AIS 
was closer to the cell body with respect control neurons, with a significant decrease in the 






Figure 12. Homozygous iPSC-derived neurons display a proximal shift of the AIS (A) 
Representative images of GFP-positive C1.28 and P2.5 iPSC-derived neurons immunostained for 
AnkyrinG and PanNaV. White lines show the axon hillock; arrowheads show the start, maximum 
and end of the AIS, respectively. Scale bar, 10 μm. (B,C) Distance of AIS start, maximum and end 
from the cell body (B) and AIS length (C) in C1.28 (black) and P2.5 (red) iPSC-derived neurons. 
Data are shown as means ± sem; n=38 (AnkyrinG) and n=21 (PanNaV) for both C1.28 and P2.5 
from n=3 independent experiments. *p<0.05, ***p<0.001; Student’s t-test/Mann-Whitney U-test. 
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5.2.3 Mouse PRRT2-KO cortical networks display hyperexcitability and intense 
synchronization in collective bursting events 
The outcome of patch-clamp experiments prompted us to investigate potential 
repercussions of the single-cell intrinsic hyperexcitability on the electrical activity of mutant 
networks. Primary cortical neurons obtained from E17 PRRT2-KO and WT mouse embryos 
were plated at high density onto MEA chips (Fig. 13A) and monitored over two sequential 
developmental windows: one in which synaptogenesis is still ongoing (14 DIV) and a second 
period in which mature connections are established (21 DIV). Figure 13B shows the raster 
plots of the spiking activity recorded over 60 s from representative WT (black) and PRRT2-
KO (red symbols) networks, during their third week in vitro. For both genotypes, basal 
activity was marked by the occurrence of random spikes, single-channel bursts and periodic 
collective events of intense spiking in which single-channel activity was highly synchronized 
over a period commonly lasting few hundreds of milliseconds (van Pelt et al., 2004). As 
previously reported (van Pelt et al., 2004; Chiappalone et al., 2006) for control cultures, the 
main activity parameters varied along development. While firing rate, intra-burst firing rate, 
burst percentage (i.e. the fraction of total spikes within bursts) and global synchrony 
(assessed by means of the synchrony index described by Paiva et al. 2010) increased with 
age, burst duration decreased and bursting rate reached a stable plateau already at 2 
weeks in vitro (Fig. 13C,D, black bars). PRRT2-KO networks displayed a similar maturation 
of the activity parameters, although some genotype-specific differences were present. The 
firing rate was significantly higher for PRRT2-KO cultures at all stages of development. 
Moreover, a higher proportion of spikes were contained in bursts in PRRT2-KO cultures at 
14 DIV, with an increased bursting rate that became significant at the later time point (Fig. 
13C,D, red bars).  
The main features of network-wide bursting behavior were also measured at the 
mature stage (Fig.14). The average network burst rate was markedly higher in PRRT2-KO 
than in WT networks. While the number of spikes per network burst was similar across 
genotypes, the duration of such events was consistently lower in the mutants, resulting in a 
higher intra-burst firing rate. Moreover, PRRT2-KO networks reached a significantly higher 
instantaneous frequency in network bursts compared to WT ones, while the latency to the 
peak was similar between the two genotypes (Fig. 14C, D). These data are consistent with 
the observation of an enhanced intrinsic excitability of PRRT2-KO cortical networks and their 
increased ability of sustaining high frequency firing, as pointed out in patch-clamp 
experiments (see Fig. 11). 
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Figure 13. PRRT2-KO cortical networks on MEAs show spontaneous hyperactivity. (A) Right: 
Phase contrast micrograph of WT cortical neurons on MEA. Left: Electrophysiological activity from 
four adjacent microelectrodes and spike waveforms extracted from one of the channels (right inset). 
(B) Raster plots of spiking activity recorded over 60 s from WT (top) and PRRT2-KO (bottom) cultures 
at 14 DIV. Each bar denotes a spike, each line an electrode. (C-D) Main firing and bursting parameters 
measured for wild-type (black) and PRRT2-KO (red bars) cultures at 14 and 21 DIV. Data are plotted 
as means ( sem). n = 4 preparations for each genotype and developmental stage; 44 independent 
cultures for WT, 46 for PRRT2-KO. *p < 0.05; **p < 0.01, ***p < 0.001 for WT versus age-matched 
PRRT2-KO cultures °° p < 0.01; °°° p < 0.001 for 14 versus 21 DIV within each genotype; two-way 
ANOVA/Bonferroni’s or Kruskal-Wallis/Dunn’s tests. 
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Figure 14. Enhanced network synchronization in mouse PRRT2-KO neuronal networks. (A) 
Raster plot showing 10 s of spontaneous activity in a WT cortical culture during the third week in 
vitro. Both random firing and synchronized activity over a large proportion of active channels is 
observed. A population burst of APs, typically lasting few hundreds of ms and separated by rare 
firing, is shown in an enlarged time scale. (B) Mean ( sem) network bursting rate, number of 
spikes per network burst, network burst duration and mean intra-network burst firing rate. (C) 
Superimposed instantaneous frequency traces (bin size: 5 ms) of 50 consecutive network bursts 
measured over a 200 ms-period in representative WT (top) and PRRT2- KO (bottom) cultures. (D) 
Temporal analysis of the spiking activity during collective bursting events. The mean peak firing 
rate for PRRT2-KO was significantly higher than for WT, while the latency to the firing peak was 
comparable. Data are plotted as means ± sem for WT (black) and KO (red) cultures. n = 4 
preparations for each genotype; 44 and 46 independent experiments for WT and PRRT2-KO 
respectively. Mann-Whitney U-test for independent samples. *p < 0.05; **p < 0.01, ***p < 0.001. 
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5.2.4 Na+ channels selective blockers are able to rescue the hyper-excitable 
phenotype of PRRT2-KO networks 
Epileptic and dyskinetic attacks seen in PRRT2 patients can be fully controlled with 
low dosages of the carbamazepine, a non-selective voltage-gated Na+ channel blockers 
(Ebrahimi-Fakhari et al., 2015). To investigate whether the increase in excitability observed 
in PRRT2-deficient networks can be regularized by negatively modulating the activity of the  
principal Na+ channels found in the AIS of excitatory cortical neurons Nav 1.2/Nav 1.6 (Katz 
et al., 2018), we evaluated the effect of specific blockers of these channels on WT and 
PRRT2-KO networks. After recording baseline activity, we acutely treated 21-DIV old mouse 
cortical cultures with a combination of the Nav1.2 and Nav1.6 selective channel blockers 
phrixotoxin-3 and 4,9-anhydrotetrodotoxin, respectively (Fig. 15A). Low concentrations of 
the compounds were able to virtually abolish the differences in network bursting between 
WT and PRRT2-KO neurons (Fig. 15B). 
 
Low-threshold Nav1.6 channels are preferentially located in the distal part of the AIS 
and have been shown to hold a fundamental role in action potential generation. We are 
Figure 15. Partial blockade of Nav1.2 and Nav1.6 channels abolishes the genotype-
dependent differences in network bursting rate. (A) Raster-plots indicating firing events 
recorded on each of the 16 channels for representative WT and PRRT2-KO cortical cultures, 
before and after treatment with 1 nM phrixotoxin-3 and 10 nM 4,9 - anhydrotetrodotoxin. (B) 
Average network burst (NB) frequencies measured for the two groups under basal conditions and 
after drug treatment. Data are means ± sem (3 independents preparations, n = 9 and 10 WT and 
PRRT2-KO cultures, respectively). *p < 0.05; **p < 0.01; one-way ANOVA/Bonferroni's tests. 
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currently testing a potent and highly selective Nav1.6 channel inhibitor, currently on phase 1 
Clinical Trial for the treatment of SCN8A epileptic encephalopathy, on PRRT2-KO and 
control cultures (Fig. 16). The aim is two-fold: (i) to determine whether specifically reducing 
Nav1.6 channel activity suffices to normalize PRRT2-KO networks hyperactivity; (ii) give a 
hint on a possible novel therapeutic strategy for PRRT2-related diseases. Preliminary data 
indicate that sub-maximal blockade of the channel (200 and 500 nM concentration of the 
inhibitor) is effective in reducing both firing and burst rate for PRRT2-KO cultures at both the 
analyzed time points (1 and 12 hours) after treatment. For the control group, the lowest 
concentration seems globally ineffective, whereas a significant reduction in the activity 
parameters is observed after 12 h of incubation with the blocker at 500 nM. In accordance 
with these observations, 12 h after treatment the effect of the lower doses of the Nav blocker 
is significantly different between WT and PRRT2-KO (Fig.16B, C, graphs shaded in yellow 
for 200 nM and in blue for 500 nM). The efficacy of a high concentration of the molecule (1 
µM) appears to be comparable across genotypes, for both time points analyzed (Fig.16B, 
C, graphs shaded in green). Further experiments will be needed in order to consolidate and 
expand this observation.   
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Figure 16. Partial blockade of Nav1.6 channels more effectively reduces burst and 
firing rate in PRRT2-KO than in WT cortical cultures. (A) Raster-plots of the firing activity 
recorded on each of the 16 channels for representative WT and PRRT2-KO 21 DIV-cortical 
cultures, before and 12 hours after treatment with 0.2 µM of the NaV1.6 blocker. (B-C) For 
the two groups, firing and burst rates are shown as treatment/basal ratios normalized to 
vehicle control wells (0.025% DMSO) for all concentrations and time points (1h, B) and (12h, 
C) tested. Data are means ± sem; 2 experimental preparations; n between 16 and 21 per 
group, per treatment. Intra-group and inter-group differences in the blocker effects were 
evaluated with a one-sample (°p< 0.05, °°p< 0.01, °°°p< 0.001) and a two-sample unpaired 
t-test (*p< 0.05) respectively.  
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Chapter 6 - Discussion 
 
The Proline-Rich Transmembrane protein 2 (PRRT2) is a neuron-specific protein of 
340 amino acids, highly conserved across species, belonging to the family of type II 
transmembrane proteins (Chen et al., 2011b; Rossi et al., 2016).  
PRRT2 has been recently shown to be the single causative gene for a heterogenous 
group of paroxysmal disorders including benign familial infantile seizures, paroxysmal 
kinesigenic dyskinesia, infantile convulsions with choreoathetosis, hemiplegic migraine, 
episodic ataxia. The specific molecular and cellular mechanisms underlying the generation 
of these paroxysmal disturbances are still unclear. The numerous PRRT2 nonsense, 
frameshift and missense mutations described so far associate with diseases having a 
tremendous variability in phenotypic spectrum, age at onset and severity of the symptoms 
(Heron and Dibbens, 2013; Ebrahimi-Fakhari et al., 2015). These remarkable pleiotropic 
effects indicate that genetic buffering and/or environmental factors influence the clinical 
expression of PRRT2-related diseases. Yet their paroxysmal nature points to the existence 
of overlapping pathogenic mechanisms that can be elucidated by studying the protein in 
vitro and in vivo in appropriate experimental models.  
Proteomic and co-immunoprecipitation studies identified PRRT2 as being part of the 
AMPA-type glutamate receptor complex (Schwenk et al., 2012; Li et al., 2015). Interestingly, 
PRRT2 was found to limit the membrane distribution of the GluA1 subunit of AMPA 
receptors and its mutations were associated with alterations in glutamate homeostasis (Li 
et al., 2015). Ours and several other groups detected PRRT2 mostly in association with the 
presynaptic compartment (Heron and Dibbens, 2013; Luo et al., 2013; Valente et al., 2016a; 
Tan et al., 2018). Upon subcellular fractionation of the mouse brain, PRRT2 was found to 
codistribute with the SNARE protein SNAP25 and with other presynaptic proteins and, 
interestingly, detectable levels of PRRT2 were found in the fraction of highly purified SVs 
(Valente et al., 2016a; Tan et al., 2018). These findings suggest that PRRT2 may cycle 
between the plasma and SV membranes during the exo-endocytotic cycle, as previously 
shown for SNAP25.  
To clarify the physiological role of PRRT2, previous studies have investigated the 
effects of acute silencing of PRRT2 expression in vitro and in vivo. PRRT2-silenced primary 
hippocampal neurons exhibit a severe impairment of synchronous release, attributable to a 
sharp decrease in release probability and Ca2+ sensitivity. This effect is most likely 
attributable to the observed direct interaction between PRRT2 and the fast Ca2+ sensors 
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synaptotagmins 1/2. These data demonstrate that PRRT2 plays an important role in the 
Ca2+-sensing machinery for fast neurotransmitter release (Valente et al., 2016a).  
 
6.1 Chronic PRRT2 deletion induces network instability and hyperactivity 
PRRT2 mutations cause an early truncation of the protein its degradation or 
mistargeting. In an attempt to provide a mechanistic basis for the paroxysmal disturbances 
arising from its loss of function, we decided to analyze at the cellular and network levels the 
structural and functional connectivity of primary hippocampal neurons obtained from 
PRRT2-KO mice. The constitutive PRRT2-KO mouse model characterized by our group 
(Michetti et al., 2017) well recapitulates the clinical manifestations of the human PRRT2-
related diseases. Mutant mice present motor disturbances with gait problems and 
paroxysmal backwalking, they are highly prone to audiogenic paroxysms and display a 
higher seizure propensity.  
PRRT2-KO neurons exhibit a marked decrease in the density of excitatory synaptic 
contacts, where PRRT2 is maximally expressed (Valente, Romei et al., 2019), whereas the 
number of inhibitory synapses is preserved. This defect might be attributable to a possible 
role of PRRT2 in the processes of synaptic development and rearrangement, previously 
suggested by studies of acute PRRT2 silencing. Downregulation of PRRT2 obtained in vivo 
by in-utero electroporation of shRNAs causes a decrease in the density of synaptic spines 
that is observed 3-4 weeks after birth, a key temporal window for synaptogenesis (Liu et al., 
2016). Interestingly, synaptic defects are observed in vitro upon PRRT2 silencing in low 
density and autaptic hippocampal neurons at an equivalent developmental stage (Valente 
et al., 2016a). From a functional perspective, spontaneous excitatory transmission in 
PRRT2-KO neurons displays a phenotype similar to that observed upon acute PRRT2 
knockdown. The observed reduction in the frequency of mEPSCs by PRRT2 deletion is 
proportionally larger than the decrease in the density of excitatory synapses, which suggests 
an additional impairment at the level of the molecular mechanisms that regulate 
spontaneous release at single synaptic sites. Furthermore, the lack of PRRT2 in excitatory 
synapses is associated with a drop in the probability of synchronous neurotransmitter 
release and in a decreased amplitude and charge of glutamate release in response to single 
stimuli. These changes are accompanied by a strengthened facilitation and decreased 
depression during high-frequency activity, in agreement with the previously hypothesized 
decreased Ca2+ sensitivity of release in the absence of PRRT2 (Valente et al., 2016a). At 
PRRT2-KO inhibitory synapses, spontaneous transmission is normal, whereas the inhibitory 
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strength in response to single stimuli is increased due to a concomitant increase in release 
probability. Interestingly, a more profound depression of inhibitory transmission is observed 
in response to paired stimuli or high-frequency trains. The opposite effects of PRRT2 
deletion on excitatory and inhibitory short-term plasticity (STP) mechanisms, i.e. the 
increased facilitation of excitatory transmission and increased depression of inhibitory 
transmission, support the idea that an excitation/inhibition (E/I) imbalance in the STP 
frequency domain might underlie a state of instability in neuronal networks expressing the 
mutant protein.  
Primary neuronal networks organize in circuits characterized by recurrent connections 
that boost spontaneous firing to a level that depends on network maturation and density of 
synaptic connections (Wagenaar et al., 2006; Cohen et al., 2008; Ivenshitz and Segal, 2010; 
Biffi et al., 2013). Under these conditions, the extent of network firing activity results from 
the excitatory/inhibitory balance and, above all, from the STP behavior of excitatory and 
inhibitory synapses, rather than on their basal transmission properties (Abbott and Regehr, 
2004; Fioravante and Regehr, 2011). We have found that mature PRRT2-KO primary 
hippocampal networks grown on MEAs display significant signs of hyperexcitability under 
basal conditions, with an enhanced network synchronization and short-term responsiveness 
to external stimuli. In fact PRRT2 deletion increases global firing rate, network bursts rate, 
the spiking frequency within these population events while reducing their duration. 
Interestingly, the PRRT2-KO cultures also fire more intense single-electrode bursts (i.e. 
those bursts detected at a single electrode level and uncorrelated with respect to 
coordinated network spiking), the frequency and duration of these events being comparable 
between the two groups. Although being an indirect measurement of functional and not 
anatomical connectivity, the analysis of the firing synchronicity indicates an overall 
strengthening of synaptic connections. As the short-term plasticity of excitatory synapses 
acts as a high band-pass filter that propagates high frequency activities and prevents 
random low frequency firing from propagation, the enhanced short-term facilitation in 
PRRT2-KO networks during high-frequency events may be responsible for this network 
hypersynchronization and hyperactivity.  
The hyperexcitability of mutant hippocampal networks is likely to be dampened by the 
increased inhibitory synaptic strength. GABAergic signaling has been implicated in the 
morphological and functional maturation of developing neuronal networks (Ben-Ari et al., 
2007) and in shaping spatially and temporally network activity. It has recently been shown 
that fast ionotropic GABAA receptors reduce global firing and potently modulate the spatio-
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temporal properties of network bursts by slowing down network recruitment and inhibiting 
their termination phase (Suresh et al., 2016; Teppola et al., 2019). As expected, in control 
cultures pharmacological blockade of GABAA receptors lead to a reorganization of the 
activity pattern towards an increased firing frequency, network burst rate and prolonged 
network burst duration. These parameters were enhanced to a much larger extent in 
PRRT2-KO than in WT networks, indicating that the increased inhibitory strength observed 
after constitutive inactivation of PRRT2 might have emerged as a compensatory mechanism 
to control and reduce the impact of network hyperexcitability. 
The symptoms of PRRT2-linked diseases, particularly the kinesigenic dyskinesia, are 
compatible with a condition of network instability in which the activity of specific 
cortical/subcortical areas are normal at rest, but may be acutely imbalanced by external 
stimuli (Zhou et al., 2010). Upon focal electrical stimulation, hippocampal cultures 
chronically lacking PRRT2 are able to sustain firing at higher frequencies compared to the 
controls. Early responses are likely to be generated by direct activation of neurons close to 
the stimulation site or bypassing axons that can eventually trigger postsynaptic spikes with 
very low time delays (Jimbo et al., 2000; Wagenaar et al., 2004). The enhanced short-term 
responsiveness to external stimuli of PRRT2-KO hippocampal cultures points towards a role 
for this protein in the stability of neuronal networks. Late responses have a polysynaptic 
origin instead, and their properties are controlled by the balance between excitatory and 
inhibitory pathways that provide, respectively, a positive and a negative feedback on its 
duration and strength (Jimbo et al., 2000; Weihberger et al., 2013). In analogy with the 
observed brief and intense population burst events, the larger evoked response of the 
mutant cultures is focused in a brief post-stimulus time window most likely by a subsequent 
wave of strong synaptic inhibition.  
 
6.2 From PRRT2 KO synapses to hyperexcitability of PRRT2 KO networks 
It is known that network dynamics depend considerably on the extent of synaptic 
connections and short-term plasticity properties of excitatory and inhibitory synapses. These 
time-dependent changes in transmission probability shape network activity because they 
endow synapses with filtering properties. Depressing synapses, that have a high initial 
release probability, function as low-pass filters transmitting information in regular sequences 
that are poorly correlated with presynaptic spikes. Conversely, facilitating synapses 
(typically having a low release probability) act as high-pass filters that produce irregular 
sequences, but with a high positive correlation with respect to presynaptic activity (Abbott 
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and Regehr, 2004). For this reason, facilitation has been proposed as a mechanism that 
favors spontaneous synchronization in neuronal networks (Masquelier and Deco, 2013) 
and, more broadly, transmission based on AP bursts (Lisman, 1997; Abbott and Regehr, 
2004). As primary neuronal cultures form reverberant circuits that sustain high frequency 
firing, changes in short-term plasticity are expected to have a larger impact on network 
activity than basal synaptic strength. Indeed, in a previous study investigating the 
epileptogenic activity of the human synapsin I Q555X mutant, we found that, in the absence 
of any E/I imbalance in basal transmission, facilitation of excitatory transmission was 
increased and depression of inhibitory transmission was decreased, resulting in a greatly 
increased firing/bursting activity at the network level (Lignani et al., 2013). Thus, it was 
tempting to speculate that the state of heightened excitability observed in PRRT2 KO 
networks stems from the E/I imbalance in facilitation/depression, in spite of the opposite 
changes in basal synaptic strength.  
 To demonstrate the correctness of this assumption, we entered the synaptic changes 
into a virtual cell culture network model. However, the simulations predicted that the 
imbalance in short-term plasticity was not sufficient to generate the observed increase in 
network firing and bursting and that an increase in the intrinsic excitability of principal 
neurons was required to achieve stable levels of heightened activity. Indeed, subsequent 
analysis of the intrinsic cell properties in excitatory hippocampal neurons revealed an 
increased voltage-gated Na+ current, together with increased and more reliable firing 
response to injected current. We expanded our investigation to an ex-vivo preparation in 
order to determine whether a state of intrinsic and network hyperexcitability exists in intact 
brain circuits. Noteworthy, dentate gyrus granule cells displayed similar signs of 
hyperexcitability as primary neurons, at the same time mutant cortico-hippocampal slices 
challenged with pro-convulsants were more susceptible to generate epileptic-like 
discharges, reminiscent of the seizure propensity of the PRRT2-KO mouse (Michetti et al., 
2017). The observed increased excitability of excitatory neurons at the single cell level can 
be an indirect, adaptive effect of the chronic depletion of PRRT2 which in turn determines a 
decrease of excitatory contacts or, alternatively, may underlie an additional mechanism by 
which PRRT2 deletion promotes paroxysmal neuronal hyperactivity. In any case, it may 
enhance and focus the facilitation on a shorter time interval providing larger currents to post-
synaptic target neurons and might explain the sustained firing frequency in single-electrode 
and population bursts for the mutants, as well as the increased short-latency firing probability 
in response to electrical stimulation. 
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In a parallel attempt to dissect the pathophysiological role of PRRT2, our group also 
developed and characterized a human model of PRRT2-linked diseases based on the 
generation of iPSC-derived cortical neurons obtained from two rare homozygous and one 
heterozygous siblings for the most frequent PRRT2 mutation (Fruscione et al., 2018; Labate 
et al., 2012). Single-cell patch-clamp recordings on iPSC-neurons from the homozygous 
patients showed a 2-fold increase in Na+ current density and excitability compared to the 
control neurons, which was fully rescued by expression of human WT PRRT2. In addition, 
the latter treatment consistently decreased evoked AP firing and some AP properties (i.e. 
AP amplitude, threshold and maximal slope) to values undistinguishable from those of 
control neurons. A slight trend to the same phenotype was observed in neurons from 
heterozygous siblings, in agreement with their milder clinical symptoms. In a previous work 
by Zhang et al., 2015, examination of iPSC-derived neurons obtained from a PKD patient 
carrying the same mutation of our study (c.649dupC) in heterozygosity showed no significant 
changes in intrinsic electrophysiological properties, in analogy with our findings.  
Noteworthy, the human KO cellular phenotype was largely shared by PRRT2-deficient 
mouse primary cortical neurons, where the increased Na+ current density, spontaneous and 
evoked firing were associated with lengthening of the AIS. Alterations in the anatomical 
features of the AIS (position with respect to the cell body, length) are known to occur in 
response to normal developmental changes in activity or to pathological phenomena (Kuba 
et al., 2010; Gutzmann et al., 2014) as forms of structural/functional homeostatic plasticity 
(Grubb et al., 2011). In excitatory hippocampal neurons for instance, increased excitability 
in response to chronic activity deprivation was shown to be associated with an increased 
length of the AIS (Grubb and Burrone, 2010).  
Culturing mouse cortical neurons on MEAs also revealed heightened levels of 
spontaneous firing, single-electrode and population bursting for the mutants. Except for a 
trend towards a hyper-synchronization of PRRT2-KO network at an early developmental 
stage, global synchrony was comparable between the two groups. The network bursts 
properties strongly resembled those of hippocampal neurons. Interestingly, PRRT2-KO 
cultures reached a significantly higher frequency in the instantaneous firing rate of the 
networks, while the latency to the firing peak was undistinguishable from that of WT cultures. 
Taken together, these features of network activity indirectly suggest that (i) at least for the 
strong synaptic activations that trigger population bursts, excitatory synaptic 
efficacy/connectivity is comparable between the two genotypes, as the rising phase of 
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network bursts (strongly dependent on the fast AMPA receptor-mediated synaptic 
transmission) and global synchrony are similar; (ii) the elevated firing frequency in network 
bursts is compatible with a state of heightened intrinsic hyperexcitability for the mutants. 
Whether inhibitory synaptic activity, synaptic depression or cellular adaptation processes 
might underlie the short duration of network bursts in PRRT2-KO cultures has not been 
investigated in this study.  
The enhanced generation of spontaneous bursts in the PRRT2-KO networks could be 
better appreciated in response localized, low-frequency electrical stimulation that, in mutant 
networks, induced a long-lasting status of high firing probability indicative of network 
instability (Fruscione et al. 2018). A strong interaction exists between ongoing and evoked 
neuronal activity, as it has been shown that the magnitude of the evoked responses 
correlates with inactivity before the stimulus, which in turn is determined by GABAergic 
inhibition, synaptic depletion and presumably on single-neuron spike-frequency adaptation 
dynamics (Giugliano et al., 2004; Weihberger et al., 2013; Haroush and Marom, 2015). In 
any case, the instability of networks in which the expression of PRRT2 has been 
constitutively inactivated could be significant in the pathophysiology of PRRT2-releated 
paroxysmal diseases. Indeed, it may render the brain areas involved in sensory information 
processing and subsequent selection and execution of the motor program (i.e. cortico-basal 
ganglia-thalamic loop and cortico-cerebellar system) more prone to generate aberrant and 
undesired movements when suddenly stimulated by sensory inputs.  
In neocortical excitatory neurons, the distal part of AIS abundantly expresses the Na+ 
channel  subunit Nav1.6, while the proximal part is enriched in Nav1.2 (Hu et al., 2009; Katz 
et al., 2018). Treating cultures with selective blockers of these channels suppressed 
differences in firing and bursting behavior between the PRRT2-KO and the WT, further 
suggesting that an increased intrinsic excitability of principal neurons could be the basis of 
mutant networks hyperactivity.  
 
6.3 PRRT2-linked neurological disorders: synaptopathies or 
channelopathies? 
In conclusion, our results suggest that PRRT2 plays a fundamental role in maintaining 
neuronal networks homeostasis by acting at several levels. Chronic deletion of PRRT2 in 
primary hippocampal cultures strongly affects synchronous neurotransmitter release and 
short-term plasticity mechanisms at excitatory and inhibitory synapses. At the network level, 
primary PRRT2-KO cultures display prominent hyperactivity and synchronization in 
 82 
collective burst events. Moreover PRRT2 was reported to interact with components of the 
SNARE complex responsible for synaptic vesicle fusion and the fast Ca2+ sensor 
synaptotagmin (Valente et al., 2016a; Tan et al., 2018). In support of the idea that synaptic 
deregulation might cause paroxysmal dyskinesias, mutations in the PNKD gene were 
identified in paroxysmal non-kinesigenic dyskinesia, a movement disorder similar to PKD. 
PNKD protein interacts with synaptic active zone proteins Rab3-interacting molecule (RIM) 
1 and 2 and modulates synaptic vesicle exocytosis (Shen et al., 2015). 
The membrane-wide localization of PRRT2 and its high expression levels in axonal 
compartments (Lee et al., 2012; Valente et al., 2016a) suggests that this protein can interact 
with other membrane proteins governing neuronal excitability, such as ion channels. Indeed, 
supplementary work from our group proved that PRRT2 directly interacts with Na+ channels 
and reduces membrane expression of Nav1.6/ Nav1.2, but not of Nav1.1 channels (Fruscione 
et al., 2018) that are predominantly found in the AIS of GABAergic neurons (Ogiwara et al., 
2007). We thus unveiled a novel role for PRRT2 as a negative modulator intrinsic neuronal 
excitability, demonstrated by the increased voltage-activated Na+ current, AIS changes and 
increased excitability observed in human and mouse neurons in the absence of PRRT2. 
Studies have proved that slow intrinsic currents from depolarizing persistent sodium currents 
(NaP) play a decisive role in the mechanisms that lead to burst and network burst events, as 
demonstrated by the fact that in both cortical and hippocampal neurons bursting behavior is 
abolished after application of the NaP specific blocker riluzole (van Drongelen et al., 2006; 
Suresh et al., 2016). Conversely, it has been demonstrated that up-regulation of NaP drives 
hippocampal neurons bursting after status epilepticus, thus contributing in the development 
of chronic and pathological network hyperexcitability (Chen et al., 2011a). NaP has been 
associated with Nav1.6 channels that underlie a significant proportion of NaP in many 
neuronal cell types (Maurice et al., 2001; Do and Bean, 2004; Royeck et al., 2008; Osorio 
et al., 2010). It is possible that an up-regulation of NaP through the increased 
expression/activity of Nav1.6 contributes in the bursting behavior and in the increased spike 
gain of PRRT2-KO neuronal networks.   
 
PRRT2 can be considered a multifunctional protein, similarly to other presynaptic 
proteins that were recently demonstrated to play physiological roles distinct from 
neurotransmitter release (Jurado et al., 2013; Wu et al., 2017; Madrigal et al., 2018). 
Individuals carrying identical PRRT2 mutation often suffer from a different disorders or 
present clinical manifestations that vary with age (Ebrahimi-Fakhari et al., 2015; Heron and 
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Dibbens, 2013). It is plausible that age-dependent changes in expression of Na+ channel 
subtypes, as well as the impact of PRRT2 at the synaptic level in relevant brain regions, 
strongly influence the clinical manifestation of PRRT2 mutations. A similar pleiotropy is seen 
in genetic channelopathies such as benign familial neonatal-infantile seizures caused by 
mutations in the gene encoding for Nav1.2 (Liao et al., 2010). 
In conclusion, the remarkably similar phenotype of human homozygous iPSC-derived 
neurons, mouse PRRT2-KO cortical and hippocampal neurons points to a direct effect of 
PRRT2 absence, which is not strongly affected by the genetic background. The relevance 
of our findings in the pathophysiology of PRRT2-linked disorders is reinforced by the 
observation that gain-of-function mutations in the α-subunit of Nav1.6 channel are 
associated with a spectrum of epileptic and dyskinetic syndromes negative for PRRT2 
mutations (Gardella et al., 2016). Moreover, gain-of-function mutations in the Nav1.2 α-
subunit cause neonatal-infantile seizures similar to PRRT2-related epilepsy (Heron et al., 
2002; Liao et al., 2010). Lastly, the efficacy of low doses of Na+ channel blockers in 
ameliorating the paroxysmal manifestations associated with PRRT2 mutations (Chen et al., 
2011b; Ebrahimi-Fakhari et al., 2015) may rely on the blockade of the molecular mechanism 
that we uncovered. A scheme summarizing the most relevant findings of these works and 
working hypothesis is shown in Fig. 17. 
Figure 17. Schematic representation of the effects of the chronic deletion of PRRT2 in 
cortical and hippocampal networks. At a synaptic level, primary hippocampal networks from 
PRRT2-KO mice display altered STP of excitatory and inhibitory transmission. At the level of the 
single-cell excitability, PRRT2 appears as a novel negative modulator of Nav1.2 and Nav1.6, but 
not of Nav1.1 channels. The lack of PRRT2 might then selectively increase the excitability of 
principal neurons, while leaving GABAergic neurons unaffected. These changes might underlie 
the hyperactivity, hypersynchronization and instability observed in PRRT2-KO cortical and 
hippocampal networks. Adapted, with permission, from Prof. Fabio Benfenati’s work.  
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