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EWAIN GWYNNE AND XIN SUN
Abstract. We continue our study of the inventory accumulation introduced by Sheffield (2011), which
encodes a random planar map decorated by a collection of loops sampled from the critical Fortuin-
Kasteleyn (FK) model. We prove various local estimates for the inventory accumulation model, i.e.,
estimates for the precise number of symbols of a given type in a reduced word sampled from the
model. Using our estimates, we obtain the scaling limit of the associated two-dimensional random
walk conditioned on the event that it stays in the first quadrant for one unit of time and ends up at a
particular position in the interior of the first quadrant. We also obtain the exponent for the probability
that a word of length 2n sampled from the inventory accumulation model corresponds to an empty
reduced word, which is equivalent to an asymptotic formula for the partition function of the critical
FK planar map model. The estimates of this paper will be used in a subsequent paper to obtain the
scaling limit of the lattice walk associated with a finite-volume FK planar map.
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1. Introduction
1.1. Overview. For q > 0, a (critical) Fortuin-Kasteleyn (FK) planar map of size n ∈ N is a pair
(M,S) consisting of a planar map M and a subset S of the edge set of M , sampled from the uniform
distribution on such pairs weighted by the partition function of the critical Fortuin-Kasteleyn model
on M . The set S can equivalently be described by means of the collection L of loops which separate
connected components of S from connected components of the set S∗ of edges in the dual map M∗
which do not cross edges of S. In [She16b], Sheffield introduces a method to encode an FK planar map
in terms of a certain random word in an alphabet of five symbols. This word, in turn, gives rise to a
two-dimensional lattice walk. This encoding is called the hamburger-cheeseburger bijection because it
has a natural interpretation as the inventory accumulation process of a certain burger restaurant. The
hamburger-cheeseburger bijection generalizes a bijection due to Mullin [Mul67] (see also [Ber07]) and
is equivalent for a fixed choice of map M to the bijection described in [Ber08, Section 4].
In addition to its interest as a tool for studying FK planar maps, the hamburger-cheeseburger
bijection serves as the main source of discrete intuition behind the recent works [DMS14, MS15c]
which introduce the “peanosphere construction” to encode a conformal loop ensemble (CLEκ) [She09,
SW12, MS16d, MS16e, MS16a, MS13] on a Liouville quantum gravity (LQG) surface with parameter
γ = 4/
√
κ [DS11,She16a,DMS14]. The main result in [She16b] is that the lattice walk constructed from
the word associated with an infinite-volume FK-weighted random planar map converges in the scaling
limit to a positively correlated two-sided Brownian motion (see [She16b, Theorem 2.5]). This Brownian
motion has the same correlation as the Brownian motion appearing in the peanosphere construction
in [DMS14, Theorem 1.13] when the FK paramter satisfies q = 2 + 2 cos(8pi/κ). Hence [She16b] can
be seen as a scaling limit result from FK planar maps to CLE-decorated LQG in a certain topology,
namely the one in which two loop-decorated surfaces are said to be close if the two-dimensional paths
which encode them are close.
There have been several recent works regarding the hamburger-cheeseburger approach to critical
FK planar maps. In the article [GMS15] the present authors and C. Mao improve the topology in
the scaling limit result of [She16b] by proving a statement which implies, among other things, the
convergence of the quantum areas and quantum lengths associated with macroscopic FK loops. The
authors of [BLR15] identify the tail exponents for the laws of several quantities associated with FK loops
( [GMS15] independently proves that the tail is actually regularly varying with the same exponent for
several of these quantities). The work [Che15] studies the infinite-volume version of the hamburger-
cheeseburger bijection. The paper [SW16] studies the sandpile model and unicycles on a random planar
map using the hamburger-cheeseburger bijection.
We note that in the special case of a uniform planar map (without loop decoration), there is also
another approach based on the bijection of Schaeffer [Sch97], which has met with substantial success in
showing that the scaling limit of uniform random planar maps is a continuum metric space called the
Brownian map [Le 13,Mie13,BJM14]. The recent works [MS15c,MS15a,MS15b,MS16b,MS16c] (some
of which are still in preparation) construct a metric on LQG for γ =
√
8/3 under which it is isometric
to the Brownian map.
In this paper, we continue the theme of [GMS15] by studying the fine asymptotic properties of the
word associated with a critical FK planar map. In particular, we will prove a variety of local estimates
which give us up-to-constants asymptotics for the probability that the reduced word corresponding to a
word sampled from the inventory accumulation model contains a particular number of symbols of each
type. Such estimates play a crucial role in the study of small-scale events associated with the inventory
accumulation model, e.g. the event that the associated lattice walk ends up at a particular point after
a given amount of time. Local estimates are not proven in the works [She16b, GMS15, BLR15], which
focus mainly on the behavior of the word at large scales. The starting point of the proofs of our local
estimates is the bivariate local limit theorem of Doney [Don91].
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As an application of our estimates, in Theorem 1.7 we will prove that if we condition on the lattice
walk in the hamburger-cheeseburger model to stay in the first quadrant for a certain amount of time
and end up at a fix interior point, then the walk converges in the scaling limit to a correlated Brownian
bridge conditioned on staying in the first quadrant. As another application, in Theorem 1.9 we obtain
the exact exponent of the probability that a word of length 2n reduces to the empty word. This latter
estimate is equivalent to a certain estimate for the partition function of the critical FK planar map
model, up to an error of non(1); see Section 1.4.
The estimates established in this paper will also be used in the forthcoming work [GS15b], in which
we will prove analogues of the scaling limit results of [She16b,GMS15] for the finite-volume version of
the model in [She16b] (which is encoded by a word of length 2n conditioned to reduce to the empty
word); and in [GM17], in which the first author and J. Miller prove convergence of the full topological
structure of FK planar maps to that of a conformal loop ensemble on an independent Liouville quantum
gravity surface.
Acknowledgments We thank Gae¨tan Borot, Nina Holden, Cheng Mao, Jason Miller, and Scott
Sheffield for helpful discussions. We thank an anonymous referee for many helpful comments on an
earlier version of this article. We thank the Isaac Newton Institute for its hospitality during part of
our work on this project. The first author was supported by the U.S. Department of Defense via an
NDSEG fellowship. The second author was partially supported by NSF grant DMS-1209044.
1.2. Notation. In this section we will introduce some notation which will remain fixed throughout the
paper. This notation is in agreement with that used in [GMS15].
1.2.1. Basic notation.
Notation 1.1. For a < b ∈ R, we define the discrete intervals [a, b]Z := [a, b]∩Z and (a, b)Z := (a, b)∩Z.
Notation 1.2. If a and b are two quantities, we write a  b (resp. a  b) if there is a constant C
(independent of the parameters of interest) such that a ≤ Cb (resp. a ≥ Cb). We write a  b if a  b
and a  b.
Notation 1.3. If a and b are two quantities which depend on a parameter x, we write a = ox(b) (resp.
a = Ox(b)) if a/b → 0 (resp. a/b remains bounded) as x → 0 (or as x → ∞, depending on context).
We write a = o∞x (b) if a = ox(b
s) for each s ∈ R.
Unless otherwise stated, all implicit constants in ,, and  and Ox(·) and ox(·) errors involved in
the proof of a result are required to satisfy the same dependencies as described in the statement of said
result.
1.2.2. Inventory accumulation model. Let p ∈ (0, 1/2). We will always treat p as fixed and do not make
dependence on p explicit. As explained in [She16b, Section 4.2], the parameter p corresponds to an
FK-weighted map of parameter q = 4p2/(1− p)2, which is conjectured to converge in the scaling limit
to a γ-LQG surface decorated by a CLEκ with κ ∈ (4, 8) and γ ∈ (0, 2) satisfying
(1.1) p =
√
2 + 2 cos(8pi/κ)
2 +
√
2 + 2 cos(8pi/κ)
and γ =
16
κ
.
Let Θ := { H , C , H , C , F }. We view elements of Θ as representing a hamburger, a cheeseburger,
a hamburger order, a cheeseburger order, and a flexible order, respectively. The set Θ generates a
semigroup, which consists of the set of all finite words in elements of Θ, modulo the relations
(1.2) C C = H H = C F = H F = ∅ (order fulfilment)
and
(1.3) C H = H C , H C = C H (commutativity).
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Given a word x consisting of elements of Θ, we denote by R(x) the word reduced modulo the above
relations, with all burgers to the right of all orders. We also write |x| for the number of symbols in x.
We definite a probability measure on Θ by
(1.4) P
(
H
)
= P
(
C
)
=
1
4
, P
(
H
)
= P
(
C
)
=
1− p
4
, P
(
F
)
=
p
2
.
Let X = . . . X−1X0X1 . . . be an infinite word with each symbol sampled independently according to
the probabilities (1.4). For a ≤ b ∈ R, let
(1.5) X(a, b) := R(Xbac . . . Xbbc).
We adopt the convention that X(a, b) = ∅ if b < a.
By [She16b, Proposition 2.2], it is a.s. the case that the “infinite reduced word” X(−∞,∞) is empty,
i.e. each symbol Xi in the word X has a unique match which cancels it out in the reduced word.
Notation 1.4. For i ∈ Z we write φ(i) for the index of the match of Xi.
Notation 1.5. For θ ∈ Θ and a word x consisting of elements of Θ, we write Nθ(x) for the number of
θ-symbols in x. We also let
d(x) := N
H
(x)−N
H
(x), d∗(x) := N
C
(x)−N
C
(x), D(x) := (d(x), d∗(x)).
The reason for the notation d and d∗ is that these functions (applied to segments of the word Y ,
defined just below) give the distances from the root edge in the tree and dual tree which encode the
collection of loops in the bijection of [She16b, Section 4.1].
For i ∈ Z, we define Yi = Xi if Xi ∈ { H , C , H , C }; Yi = H if Xi = F and Xφ(i) = H ; and
Yi = C if Xi = F and Xφ(i) = C . For a ≤ b ∈ R, define Y (a, b) as in (1.5) with Y in place of X.
For n ≥ 0, define d(n) = d(Y (1, n)) and for n < 0, define d(n) = −d(Y (n + 1, 0)). Define d∗(n)
similarly. Extend each of these functions from Z to R by linear interpolation. Let
(1.6) D(t) := (d(t), d∗(t)).
For n ∈ N and t ∈ R, let
(1.7) Un(t) := n−1/2d(nt), V n(t) := n−1/2d∗(nt), Zn(t) := (Un(t), V n(t)).
We note that the condition that X(1, 2n) = ∅ is equivalent to the condition that Zn([0, 2]) ⊂ [0,∞)2
and Zn(2) = 0.
Let Z = (U, V ) be a two-sided two-dimensional Brownian motion with Z(0) = 0 and variances and
covariances at each time t ∈ R given by
(1.8) Var(U(t)) =
1− p
2
|t| Var(V (t)) = 1− p
2
|t| Cov(U(t), V (t)) = p
2
|t|.
It is shown in [She16b, Theorem 2.5] that as n→∞, the random paths Zn defined in (1.7) converge in
law in the topology of uniform convergence on compacts to the random path Z of (1.8).
There are several stopping times for the word X which we will use throughout this paper. Namely,
let
(1.9) I := inf{i ∈ N : X(1, i) contains an order},
so that I is a stopping time for X, read forward, and {I > n} is the event that X(1, n) contains no
orders. For m ∈ N, let
(1.10) JHm := inf
{
j ∈ N : N
H
(X(−j,−1)) = m
}
, LHm := d
∗(X(−JHm ,−1))
be, respectively, the mth time a hamburger is added to the stack when we read X backward and
the number of cheeseburgers minus the number of cheeseburger orders in X(−JHm ,−1). Define JCm
and LCm similarly with the roles of hamburgers and cheeseburgers interchanged. Then J
H
m and J
C
m
are stopping times for X, read backward. Furthermore, by the strong Markov property that words
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X−JHm . . . X−JHm−1−1 for m ∈ N are iid, and each of the reduced words X(−JHm ,−JHm−1 − 1) contains
exactly one hamburger and no hamburger orders or flexible orders.
Let
(1.11)
µ :=
pi
2
(
pi − arctan
√
1−2p
p
) = κ
8
∈ (1/2, 1), µ′ := pi
2
(
pi + arctan
√
1−2p
p
) = κ
4(κ− 2) ∈ (1/3, 1/2),
where here p and κ are related as in (1.1). The parameters µ and µ′ appear as exponents for several
probabilities related to the inventory accumulation model studied in this paper. See [GMS15, BLR15]
as well as the later results of this paper.
1.3. Statements of main results. Here we will state the main results of this article. The following
event will play a key role throughout the paper.
Definition 1.6. For n, h, c ∈ N, we denote by Eh,cn the event that X(1, n) contains no orders (i.e.
I > n), h hamburgers, and c cheeseburgers.
In terms of the path Zn of (1.7), Eh,cn is the event that Zn stays in the first quadrant for one unit of
time and satisfies Zn(1) = (n−1/2h, n−1/2c). Our first main result is the following scaling limit result
for the path Zn of (1.7) conditioned on the event Eh,cn .
Theorem 1.7. Fix C > 1. For each  > 0, there exists n∗ ∈ N such that the following is true.
For each n ≥ n∗ and each (h, c) ∈
[
C−1n1/2, Cn1/2
]2
Z
, the Prokhorov distance (with respect to the
uniform metric) between the conditional law of Zn given the event Eh,cn of Definition 1.6 and the law
of a correlated Brownian motion Z as in (1.8) conditioned to stay in the first quadrant for one unit of
time and satisfy Z(1) = (n−1/2h, n−1/2c) is at most .
See Section 1.5.1 for a precise definition of a Brownian motion under the conditioning of Theorem 1.7.
Theorem 1.7 implies in particular that for any sequence of pairs (hn, cn) ∈ N2 such that n−1/2hn →
u > 0 and n−1/2cn → v > 0, the conditional law of Zn given Ehn,cnn converges as n→∞ to a correlated
Brownian motion Z as in (1.8) conditioned to stay in the first quadrant for one unit of time and
satisfy Z(1) = (u, v). Theorem 1.7 extends the scaling limit results [She16b, Theorem 2.5] (for the
unconditioned law of Zn) and [GMS15, Theorem A.1] (for the path Zn conditioned to stay in the first
quadrant, but without its location at time 1 specified).
If we could allow (h, c) = (0, 0) in Theorem 1.7, we would obtain convergence of the path Zn in the
finite-volume version of Sheffield’s bijection, which corresponds to a random planar map on the sphere.
However, treating this case will take quite a bit of additional work, both because of the additional
conditioning near the tip of the path (it has to stay in the first quadrant despite being very close to
the origin) and because difficulties resulting from the presence of flexible orders. The (h, c) = (0, 0)
case will be treated in the sequel [GS15b] to this paper. Theorem 1.7 is in some sense an intermediate
step toward a proof of convergence of the path Zn conditioned on empty reduced word, but we will
actually use only the estimates involved in the proof of Theorem 1.7 in [GS15b], not the statement of
Theorem 1.7 itself.
Theorem 1.7 is also noteworthy in that it gives a scaling limit statement for a non-Markovian random
walk conditioned to stay in a cone and end up at a particular point. We remark that there is a body
of existing literature concerning scaling limits of random walks in dimension ≥ 2 with independent
increments conditioned to stay in a cone. See [Shi91,Gar11,DW15a,DW15b] and the references therein.
Remark 1.8. As a consequence of [GMS15, Theorem 1.8] and Theorem 1.7, one can also obtain an
analogue of the cone time convergence statement [GMS15, Theorem 1.8] in the setting of Theorem 1.7.
A very similar argument will be given in [GS15b] to prove the analogous statement when we condition
on {X(1, 2n) = ∅}, so we do not give the details here.
Our second main result gives the exponent for the probability of the event that a word of length 2n
sampled according to the probabilities (1.4) reduces to the empty word.
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Theorem 1.9. For n ∈ N, we have
P(X(1, 2n) = ∅) = n−1−2µ+on(1),
with µ as in (1.11).
Theorem 1.9 confirms a prediction of Sheffield [She16b, Section 4.2] that P(X(1, 2n) = ∅) has poly-
nomial decay, and in fact yields the exact tail exponent. We note that a trivial, but far from optimal,
polynomial upper bound of n−3/2+on(1) follows from the fact that the total number of burgers in X(1, i)
minus the total number of orders in X(1, i) evolves as a simple random walk. As we will explain in
Section 1.4, Theorem 1.9 is equivalent to a certain estimate for the partition function of critical FK
planar maps. This gives an alternative interpretation of the theorem and suggests an alternative proof
based on results in the theoretical physics literature.
In the course of proving Theorems 1.7 and 1.9, we will also prove several local estimates for quantities
associated with the inventory accumulation model, i.e. estimates for the probability that a certain
random reduced word contains a specified number of symbols of a given type. Local estimates like the
ones in this paper are necessary for studying finer properties of the model, like questions about the
event of Definition 1.6 or the event {X(1, 2n) = ∅}. This paper provides a toolbox of local estimates
which are applicable whenever one is interested in small scale properties of the word X, and illustrates
how to use such estimates. The local estimates of this paper will also be used in the sequel [GS15b] to
this work to obtain scaling limit results for the path Zn of (1.7) when we condition on {X(1, 2n) = ∅}.
Here we summarize the local estimates which are proven in this paper and highlight some particular
estimates.
• In Section 2, we prove local estimates for the pairs (JHm , LHm) of (1.10). See in particular Propo-
sition 2.2 for a general estimate for P
(
(JHm , L
H
m) = (k, l)
)
for given m, k, l ∈ N and Section 2.2
for extensions of this estimate which either include regularity conditions or concern unusually
large or unusually small values of k and l.
• In Section 3 we prove local estimates when we condition on the event that I > n (recall (1.9)),
i.e., the reduced word X(1, n) contains no orders. In particular, lower and upper bounds for
the probability of the event Eh,cn of Definition 1.6 are obtained in Propositions 3.5 and 3.6,
respectively.
• In Section 4, we will prove Proposition 4.4, which gives an estimate for the probability that
there exists a time j ∈ N which is close to n for which the reduced word X(−j,−1) contains
few orders and approximately h hamburgers and c cheeseburgers (i.e., the probability of an
approximate version of Eh,cn ).
1.4. Partition function. In this subsection we will explain the relationship between Theorem 1.9 and
the partition function for critical FK planar maps. For n ∈ N, let Mn be the set of pairs (M,S)
consisting of a planar map M with n edges and a distinguished subset S of the set of edges of M . Also
let K(S) be equal to the number of connected components of S plus the number of complementary
connected components of S. For q ∈ (0, 4), let
(1.12) Zn :=
∑
(M,S)∈Mn
qK(S)/2
be the critical FK planar map partition function.
Lemma 1.10. Let q ∈ (0, 4) and let p := √q/(2 + √q) ∈ (0, 1/2), so that 2p/(1 − p) = √q. If we
sample X as in Section 1.2.2 for this choice of p, then
(1.13) Zn = 1
2
8n(2 +
√
q)nn−1P(X(1, 2n) = ∅).
Proof. Let M′n be the set of triples (M, e0, S) with (M,S) ∈ Mn and e0 an oriented root edge for M .
By [She16b], there is a bijection between M′n and the set of words of length 2n consisting of elements
of Θ which reduce to the empty word. Given (M,S) ∈ Mn, let x = x(M, e0, S) be the corresponding
word. The quantity K(S) is equal to the number of loops L separating clusters and dual clusters on M ,
SCALING LIMITS FOR THE FK MODEL II 7
which in turn is equal to the number of F -symbols in x. If X is the bi-infinite word from Section 1.2.2,
then
P(X(1, 2n) = ∅) =
(
1− p
16
)n ∑
x:R(x)=∅
(
2p
1− p
)N
F
(x)
where the sum is over all words x of length 2n which reduce to the empty word. Note that here we used
the probabilities (1.4) and the fact that x has n burgers and n orders. Applying Sheffield’s bijection,
recalling the relationship between p and q, and re-arranging gives∑
(M,e0,S)∈M′n
qK(S)/2 = 8n(2 +
√
q)nP(X(1, 2n) = ∅),
with µ as in (1.12). The map from M′n to Mn given by forgetting the root is 2n-to-1, so dividing by
2n gives (1.12). 
In light of Lemma 1.10, the statement of Theorem 1.9 is equivalent to the statement that
(1.14) Zn = 8n(2 +√q)nn−2−2µ+on(1), where µ = pi
2(pi − arctan√4/q − 1) .
It was pointed out to us by G. Borot in private communication [Bor16] that it should be possible to
obtain a stronger version of (1.14) (with (c + on(1))n
−2−2µ in place of n−2−2µ+on(1)) using various
results in the theoretical physics literature. As explained in [BBG12a, Sections 2 and 3], the critical
FK model essentially reduces to the O(
√
q) model, so its partition function has the same functional
equations and critical exponents. The asymptotics of the partition function of the O(
√
q) model on
a planar map were first computed in the physics literature [GK89, EZ92] by using random matrix
models to non-rigorously derive a certain functional equation which was then solved rigorously. The
FK model on a planar map is studied in [BBG12a] from the point of view of analytic combinatorics.
There, it is proven rigorously that Zn satisfies the functional equation of [GK89,EZ92] using the results
of [BBG12b, Section 6] (this can also be done using [BE11, Appendix A]); see [BBG12a, Equations
3.22-3.23]. This leads to a rigorous derivation of the aforementioned stronger form of (1.14). However,
our proof of Theorem 1.9 is more self-contained than this potential approach (we use only the results
of [She16b, GMS15], and elementary facts from probability theory) and involves several intermediate
estimates which are of independent interest and will also be used in [GS15a,GM17].
1.5. Preliminaries.
1.5.1. Brownian motion conditioned to stay in the first quadrant. The statement of Theorem 1.7 refers
to a correlated Brownian motion as in (1.8) conditioned to stay in the first quadrant for one unit of
time and satisfy Z(1) = (u, v) for some fixed (u, v) ∈ (0,∞)2. In this subsection we will describe how
to make sense of this object.
We first recall how to make sense of a correlated Brownian motion Z conditioned to stay in the
first quadrant (see [GMS15, Section 3.1] and [Shi85] for more detail). In [Shi85], Shimura constructs an
uncorrelated two-dimensional Brownian motion conditioned to stay in the cone {z ∈ C : 0 ≤ arg z ≤ θ}
for one unit of time. By choosing θ = θ(p) appropriately and applying a linear transformation which
takes this cone to the first quadrant, we obtain a path Ẑ which we interpret as the correlated two-
dimensional Brownian motion Z in (1.8) conditioned to stay in the first quadrant for one unit of time.
We note that the law of Ẑ is uniquely characterized by the conditions that Ẑ(t) a.s. lies in the interior
of the first quadrant at each fixed time t ∈ (0, 1); and for each t ∈ (0, 1), the conditional law of Ẑ|[t,1]
given Ẑ|[0,t] is that of a Brownian motion with variances and covariances as in (1.8) started from Ẑ(t)
and conditioned on the positive probability event that it stays in the first quadrant for 1 − t units of
time (see [GMS15, Lemma 3.1]).
Given (u, v) ∈ (0,∞)2, the law of a Brownian motion Z conditioned to stay in the first quadrant for
one unit of time and satisfy Z(1) = (u, v) is the regular conditional law of the path Ẑ described above
given {Ẑ(1) = (u, v)}. This law can be sampled from as follows. First fix t ∈ (0, 1) and sample Z|[0,t]
from the law of a Brownian motion with variances and covariances as in (1.8) conditioned to stay in
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the first quadrant for t units of time weighted by f
Z(t)
1−t (u, v), where for z ∈ (0,∞)2, fz1−t denotes the
density with respect to Lebesgue measure of the law of a Brownian motion as in (1.8) started from z
conditioned to stay in the first quadrant for 1 − t units of time (see [Shi85, Section 3] for a formula
for the density of an uncorrelated two-dimensional Brownian motion conditioned to stay in a cone of
given opening angle; a formula for fz1−t can be obtained by applying a linear transformation). Then,
conditioned on Z|[0,t], sample a Brownian bridge from Z(t) to (u, v) in time 1 − t conditioned to stay
in the first quadrant, and concatenate this Brownian bridge with our given realization of Z|[0,t].
By Brownian scaling, one obtains the conditional law of a Brownian motion as in (1.8) conditioned
to stay in the first quadrant for a general t > 0 units of time and satisfy Z(t) = (u, v) ∈ (0,∞)2. We
note that since the density fz1−t is continuous and the law of a Brownian bridge depends continuously
on its parameters, this law depends continuously on t, u, and v.
The following is the analogue of [GMS15, Lemma 3.1] when we further condition on the terminal
point of the path, and follows from [MS15c, Lemma 3.4].
Lemma 1.11. Fix (u, v) ∈ (0,∞)2. Let Ẑ have the law of a correlated Brownian motion as in (1.8)
conditioned to stay in the first quadrant for one unit of time and end up at (u, v). Then Ẑ satisfies the
following two conditions.
(1) For each fixed t ∈ [0, 1], a.s. Ẑ(t) ∈ (0,∞)2.
(2) For each t ∈ (0, 1), the regular conditional law of Ẑ|[t,1] given Ẑ|[0,t] is that of a Brownian bridge
from Ẑ(t) to (u, v) in time 1− t with variances and covariances as in (1.8) conditioned on the
(a.s. positive probability) event that it stays in the first quadrant.
If Z˜ : [0, 1] → [0,∞)2 is another random continuous path satisfying the above two conditions, then
Z˜
d
= Ẑ.
1.5.2. Regular variation. A function f : [1,∞) → (0,∞) is called regularly varying of exponent α ∈ R
if for each λ > 0,
lim
t→∞
f(λt)
f(t)
= λ−α.
The function f is called slowly varying if f is regularly varying of exponent 0. For example, t 7→
log(1 + t)β is slowly varying for any β ∈ R and t 7→ t−α log(1 + t)β is regularly varying of exponent α
for any α, β ∈ R.
Every function f which is regularly varying of exponent α can be represented in the form f(t) =
ψ(t)t−α, where ψ is slowly varying. For each slowly varying function ψ, there exists t0 > 0 and bounded
functions a, b : [0,∞)→ R with limt→∞ b(t) = 0 such that for t ≥ t0,
ψ(t) = exp
(
a(t) +
∫ t
t0
b(s)
s
ds
)
.
We refer the reader to [BGT87] for more on regularly varying functions.
The following lemmas are proven in [GMS15, Section A.2]. We recall the definition of the exponent
µ from (1.11) and the definition of I from (1.9).
Lemma 1.12. The law of I is regularly varying with exponent µ, i.e. there exists a slowly varying
function ψ0 : [0,∞)→ (0,∞) such that
P(I > n) = ψ0(n)n
−µ, ∀n ∈ N.
Lemma 1.13. Let P be the smallest j ∈ N for which X(−j,−1) contains no orders. Then the law of P
is regularly varying with exponent 1−µ, i.e. there exists a slowly varying function ψ1 : [0,∞)→ (0,∞)
such that
P(P > n) = ψ1(n)n
−(1−µ), ∀n ∈ N.
We will treat the functions ψ0 and ψ1 as fixed throughout this paper. In Lemma 2.1 below, we will
prove that the laws of JH and LH defined as in (1.10) are regularly varying with exponetns 1/2 and 1,
respectively, with no slow-varying correction.
SCALING LIMITS FOR THE FK MODEL II 9
1.6. Outline. The remainder of this article is structured as follows. In Section 2, we will use the
bivariate local limit theorem of [Don91] to prove various local estimates for the pairs (JHm , L
H
m) of (1.10).
The times JHm are especially useful because each X(−JHm ,−1) contains no flexible orders; and because
the law of the pair (JH1 , L
H
1 ) is in the normal domain of attraction for a bivariate stable law (see
Lemma 2.1 below).
In Section 3, we will use the results of Sections 2 to obtain local estimates for the probability that
the reduced word X(1, n) contains no orders and a particular number of burgers of each type. From
these estimates we will deduce Theorem 1.7.
In Section 4, we will use the estimates of Sections 2 and 3 to obtain estimates for the probability
that a word has few orders and approximately a given number of burgers of each type. These estimates
will be used in the proof of the upper bound in Theorem 1.9 as well as in [GS15b].
In Section 5, we will complete the proof of Theorem 1.9. The proof of the lower bound follows from
a relatively straightforward argument which is similar to those given in [GMS15, Section 3] (in fact, a
version of this argument appeared in a previous version of [GMS15]). The proof of the upper bound is
more complicated, and requires the estimates of Section 4 as well as some additional estimates, including
a modification of the estimate [GMS15, Lemma 3.7] for the number of flexible orders in a reduced word.
For the convenience of the reader we include in Appendix A an index of commonly used symbols
along with reminders of their definitions and the locations where they are defined.
2. Local estimates for times when hamburgers are added
In this section, we will consider a “local limit” type result (i.e. a uniform convergence statement for
densities) for the pairs (JHm , L
H
m) introduced in (1.10). This result will turn out to be a straightforward
consequence of the bivariate local limit theorem for stable laws proven in [Don91]. We will then prove
some refinements on this result in Section 2.2. The estimates of this section are a key input in the proofs
of Theorems 1.9 and 1.7. However, this section also has the following broader purpose. As we will see
in Sections 3 and 4 below, local estimates for the pairs (JHm , L
H
m) are the basic tools for the proofs of
many other local estimates and scaling limit results for the inventory accumulation model considered in
this paper; see also [GS15b, GM17] for more applications of these estimates. This section can be read
as a general collection of estimates for the pairs (JHm , L
H
m).
We note that (by symmetry) all of the results of this section are still valid if we instead consider the
pairs (JCm, L
C
m) defined just below (1.10). However, for the sake of brevity we state our results only for
the pairs (JHm , L
H
m).
2.1. Local limit theorem. The starting point of all of the estimates in this section is the following
straightforward consequence of the unconditioned Brownian motion scaling limit result [She16b, Theo-
rem 2.5].
Lemma 2.1. Define JHm and L
H
m for m ∈ N as in (1.10). Also let τ be the smallest t > 0 for which
U(−t) = −1. Then we have the following convergence in law:
(2.1)
(
m−2JHm ,m
−1LHm
)→ (τ, V (−τ)).
Furthermore, there is a constant a0 > 0 such that
(2.2) P
(
JH1 > n
)
= (a0 + on(1))n
−1/2
and there are constants a1, a2 > 0 such that
P
(
LH1 > n
)
= (a1 + on(1))n
−1 and P
(
LH1 ≤ −n
)
= (a2 + on(1))n
−1.(2.3)
Proof. Suppose we have (using [She16b, Theorem 2.5] and the Skorokhod theorem) coupled (Zn) with Z
in such a way that Zn → Z uniformly on compacts a.s. Let τm := m−2JHm . The time τm is the smallest
t > 0 for which Um
2
(−t) = 1. Since Z a.s. crosses the line {(x, y) ∈ R2 : x = 1} immediately after
hitting this line when run in the reverse direction, it follows that a.s. τm → τ . By uniform convergence,
a.s. V (−τm)→ V (−τ). Thus (2.1) holds.
The time τ has the law of a stable random variable with index 1/2 and skewness parameter 1,
and (2.1) implies that JHm is in the normal domain of attraction for this law. By the elementary theory
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of stable processes, we infer that (2.2) holds (see, e.g., [GK54] or the remark just below [Dur10, Theorem
3.7.2]).
By the Markov property of Z and Brownian scaling, we find that V (−τ) has a 1-stable distribution.
Since each of the words X(−JHk ,−JHk−1 − 1) contains no F ’s, we infer that
m−1LHm = −
1
m
m∑
k=1
d(X(−JHk ,−JHk−1 − 1)).
Since m−1LHm → V (−τ), we conclude as above that (2.3) holds. 
From Lemma 2.1, we obtain the following statement, which will play a key role in the remainder of
this paper.
Proposition 2.2. Let g be the joint probability density function of the pair (τ, V (−τ)) from Lemma 2.1.
Then we have
(2.4) lim
m→∞ sup(k,l)∈N×Z
∣∣∣∣m3P((JHm , LHm) = (k, l))− g( km2 , lm
)∣∣∣∣ = 0.
Proof. The words X−JHm . . . X−JHm−1−1 for m ∈ N are iid (where here we set JH0 = 0). Furthermore,
since each X(−JHm ,−JHm−1 − 1) contains no F -symbols, we have
LHm =
m∑
k=1
d∗
(
X(−JHm ,−JHm−1 − 1)
)
.
The local limit result (2.4) now follows from Lemma 2.1 and the local limit theorem for bivariate stable
laws [Don91, Theorem 1]. 
When we apply the estimate of Proposition 2.2, it will be convenient to have a formula for the
limiting density g.
Lemma 2.3. Let g be as in Proposition 2.2. Then
(2.5) g(t, v) = a0t
−2 exp
(
−a1 + a2(v + a3)
2
t
)
, ∀(t, v) ∈ (0,∞)×R
for constants a0, a1, a2, a3 > 0 depending only on p. In particular, g is bounded.
Proof. The function g is the joint density of (τ, V (τ)), where τ is the first time the Brownian motion
U in (1.8) hits −1 and V is the other Brownian motion in (1.8). Thus marginal density of τ is given by
P(t < τ < t+ dt) = C1t
−3/2 exp
(
−a1
t
)
for constants C1 > 0 and a1 > 0 depending only on p. Recalling that U and V are positively correlated,
we can write V = V˜ + a3U , where a3 > 0 is a constant depending on p and V˜ is a constant times a
standard linear Brownian motion independent from U . We have V (−τ) = V˜ (−τ)−a3 so the conditional
density of V (τ) given τ is given by
P(v < V (τ) < v + dv | t < τ < t+ dt) = C2t−1/2 exp
(
−a2(v + a3)
2
t
)
,
for constants C2 > 0 and a2 > 0 depending only on p. Combining these formulas yields (2.5). 
We next prove an analogue of Lemma 2.1 for (roughly speaking) times at which hamburger orders
are added when we run forward. For this we need the following basic fact.
Lemma 2.4. Let (ξj) be a sequence of iid non-negative random variables. For m ∈ N, let Sm :=∑m
j=1 ξj. Let (Nn) be an increasing sequence of positive integer-valued random variables such that
Nn/n a.s. converges to a constant q > 0. For n ∈ N, let Ŝn := SNn . Suppose there is a random variable
X and an α > 0 such that n−αŜn → X in law. Then m−αSm → q−αX in law.
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Proof. Fix  > 0 and for m ∈ N, set nm := bq−1(1 + )mc. Since Nn/n → q, with probability tending
to 1 as m→∞ we have Nnm ≥ m. If Nnm ≥ m then Ŝnm ≥ Sm. Therefore, for each a > 0,
P
(
m−αSm > a
) ≤ P(m−αŜnm > a)+P(Nnm < m)
≤ P
(
n−αm Ŝnm > n
−α
m m
αa
)
+ om(1)
= P
(
q−αX > (1 + )−αa
)
+ om(1).
Similarly, P(m−αSm > a) ≥ P(q−αX > (1− )−αa) + om(1). Since  > 0 is arbitrary, we find that
whenever P(q−αX = a) = 0,
lim
m→∞P
(
m−αSm > a
)
= P
(
q−αX > a
)
,
which implies the desired convergence in law. 
Lemma 2.5. For m ∈ N, let I˜Hm be the mth smallest i ∈ N for which X(1, i) contains no hamburgers.
Also let τ be the smallest t > 0 for which U(t) = −1. Then
(2.6) m−2I˜Hm →
(
4
1− p
)2
τ in law.
Furthermore, there is a constant b0 > 0 such that
(2.7) P
(
I˜H1 > n
)
= (b0 + on(1))n
−1/2.
Proof. For m ∈ N, let IHm be the smallest i ∈ N for which X(1, i) contains at least m hamburger orders.
For m ∈ N, let Em be the event that I˜Hm = I˜Hm−1 + 1 and XI˜Hm = H . Also let Nm :=
∑
k≤m 1Ek .
Observe that Em occurs if and only if I˜
H
m = I
H
k for some k ∈ N. Therefore I˜HNm = IHm . Furthermore,
the events Em are independent, and each has probability (1 − p)/4. By the law of large numbers, we
have Nm/m→ (1− p)/4 a.s.
Let τm := m
−2IHm . We claim that τm → τ in law. Suppose we have (using [She16b, Theorem 2.5]
and the Skorokhod theorem) coupled (Zm
2
) with a correlated Brownian motion Z as in (1.8) in such a
way that Zm
2 → Z uniformly on compacts a.s. Observe that
(2.8) − 1−m−1N
F
(
X(1, IHm )
) ≤ Um2(τm) ≤ −1.
For δ > 0, let τδ be the first time t > 0 such that U(t) = −1 + δ. For each  > 0, we can find
δ > 0 such that with probability at least 1 − , we have τ − τδ ≤ . By [GMS15, Lemma 3.7],
we can find m∗ = m∗() ∈ N such that for m ≥ m∗, it holds with probability at least 1 −  that
m−1N
F
(
X(1, IHm )
) ≤ δ. By (2.8), for m ≥ m∗, it holds with probability at least 1−2 that |τm−τ | ≤ .
Since  is arbitrary, this implies τm → τ in probability, hence also in law.
By Lemma 2.4, we have (2.6). We now obtain (2.7) in exactly the same manner as in Lemma 2.1. 
From Lemma 2.5 we deduce the following, which will be used several times below.
Lemma 2.6. There is a constant b1 > 0 such that for n ∈ N,
P
(
n = JHm for some m ∈ N
)
= (b1 + on(1))n
−1/2.
Proof. The event that n = JHm for some m ∈ N is the same as the event that X(−n + 1,−1) contains
no hamburger orders or flexible orders and X−n = H . By translation invariance this probability is the
same as the probability that X(1, i) contains a hamburger for each i ∈ [1, n]Z, i.e. the probability that
I˜H1 > n, with I˜
H
1 as in Lemma 2.5. The statement of the lemma now follows Lemma 2.5. 
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2.2. Regularity and large deviation estimates. In this section we will prove two (closely related)
types of results, which sharpen the estimates which come from Proposition 2.2: estimates for the
probability that (JHm , L
H
m) = (k, l) when k and l are far from m
2 and m, respectively; and regularity
estimates for the conditional law of X1 . . . XJHm given {(JHm , LHm) = (k, l)}. The starting point of our
estimates is Proposition 2.2 plus the following tail bound for the pairs (JHm , L
H
m).
Lemma 2.7. For m ∈ N and R > 0, we have
P
(
JHm ≥ R
)  R−1/2m,(2.9)
P
(
JHm ≤ R−1
)  e−aRm2 , and(2.10)
P
(|LHm| ≥ R)  R−1m(2.11)
with a > 0 a universal constant and the implicit constants depending only on p.
Proof. Let (Ym)m∈N be an iid sequence of positive stable random variables of index 1/2, with zero
centering parameter. Equivalently, each Ym has the law of the first time that a standard linear Brownian
motion hits 1. By Lemma 2.1 and since the increments JHm −JHm−1 are iid, we can find a constant A > 0,
depending only on p, and a coupling of two copies (Y 1m) and (Y
2
m) of the sequence (Ym) with the sequence
(JHm ) such that A
−1Y 1m ≤ JHm − JHm−1 ≤ AY 2m + 1 a.s. for each m ∈ N. Then with Sim :=
∑m
j=1 Y
i
j for
i ∈ {1, 2}, we have
P
(
JHm ≥ R
) ≤ P(S2m ≥ R−mA
)
= P
(
m−2S2m ≥ m−2
R−m
A
)
and
P
(
JHm ≤ R−1
) ≤ P(S1m ≤ AR−1) = P(m−2S1m ≤ AR−1m−2).
By stability, m−2Sim
d
= Y1 for i ∈ {1, 2}. Hence we obtain
P
(
JHm ≥ R
) ≤ P(Y1 ≥ m−2R−m
A
)
 min{1, 0 ∨ (R−m)−1/2m}  R−1/2m
and (recalling the representation of Y1 in terms of Brownian motion)
P
(
JHm ≤ R
) ≤ P(Y1 ≤ AR−1m−2)  e−aRm2
for an appropriate constant a > 0 as in the statement of the lemma. This yields (2.9) and (2.10).
To prove (2.11), we observe that Lemma 2.1 implies that we can find constants A,B > 0 and β ∈ (0, 1)
(depending only on p) such that the law of LH1 is stochastically dominated by the law of AY˜ +B, where
Y˜ is a 1-stable random variable with skewness parameter β and zero centering parameter. Let (Y˜m)m∈N
be an iid sequence of such 1-stable random variables. Then we can find a coupling of (LHm) with (Y˜m)
such that a.s.
LHm − LHm−1 ≤ AY˜m +B ∀m ∈ N.
With S˜m =
∑m
j=1 Y˜j , we have m
−1S˜m
d
= Y˜1. Therefore,
P
(
LHm ≥ R
) ≤ P(S˜m ≥ R− B˜m
A˜
)
= P
(
Y˜1 ≥ m−1R− B˜m
A˜
)
 min
{
1, 0 ∨ (R− B˜m)−1m
}
 R−1m.
We similarly obtain P
(
LHm ≤ −R
)  R−1m. 
Now we will prove a sharper version of the upper bound implicit in Proposition 2.2 which gives
stronger estimates when the pair (k, l) is in some sense unusual or if the reduced word |X(−j,−1)| is
unusually long for some j ∈ [1, JHm ]Z.
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Lemma 2.8. Suppose m ∈ N and (k, l) ∈ N× Z. Then
(2.12) P
(
(JHm , L
H
m) = (k, l)
)  m−3 ∧ (k−1/2m−2) ∧ (|l|−1m−2) ∧ (e−a0m2/km−3),
with a0 > 0 a universal constant and the implicit constant depending only on p. Furthermore, there is
a universal constant a1 > 0 such that for R > 0 we have
(2.13) P
(
(JHm , L
H
m) = (k, l), sup
j∈[1,JHm ]Z
|X(−j,−1)| ≥ R
)
 exp
(
−a1m
2
k
− a1R
k1/2
)
m−3,
with the implicit constant depending only on p.
Proof. It is clear from Proposition 2.2 and Lemma 2.3 that for any m ∈ N and any (k, l) ∈ N× Z, we
have
(2.14) P
(
(JHm , L
H
m) = (k, l)
)  m−3,
with the implicit constant depending only on p.
To prove the other estimates in the statement of the lemma, we will split the word X−JHm . . . X−1 into
two independent segments, apply the estimate of Proposition 2.2 in one segment, apply the estimate
of Lemma 2.7 in the other segment, then multiply the probabilities for the two segments and sum over
the two possibilities corresponding to which estimate is applied in which segment. To this end, define
m′ := bm/2c, JH,1m := JHm′ , JH,2m := JHm − JHm′ ,
LH,1m := L
H
m′ , and L
H,2
m := d
∗(X(−JHm ,−JHm′ − 1)).(2.15)
Observe that the words X−JHm . . . X−JHm′−1 and X−JHm′ . . . X−1, hence also the pairs (J
H,1
m , L
H,1
m ) and
(JH,2m , L
H,2
m ), are independent. Also note that J
H
m = J
H,1
m + J
H,2
m and L
H
m = L
H,1
m + L
H,2
m .
For i ∈ {1, 2}, R > 0, and k ∈ N, define events
Eim(R) :=
{
JH,im ≥
R
2
}
, F im(R) :=
{
|LH,im | ≥
R
2
}
, Gim(R) :=
{
JH,im ≤ R
}
H1m(R, k) :=
{
sup
j∈[1,JH,1m ]Z
|X(−j,−1)| ≥ R
2
, JH,1m ≤ k
}
H2m(R, k) :=
{
sup
j∈[1,JH,2m ]Z
|X(−j − JH,1m ,−JH,1m − 1)| ≥
R
2
, JH,2m ≤ k
}
.
Then we have{
JHm ≥ R
} ⊂ E1m(R) ∪ E2m(R), {|LHm| ≥ R} ⊂ F 1m(R) ∪ F 2m(R), {JHm ≤ R} ⊂ G1m(R) ∩G2m(R){
sup
j∈[1,JHm ]Z
|X(−j,−1)| ≥ R, JHm ≤ k
}
⊂ H1m(R, k) ∪H2m(R, k).
By Lemma 2.7, for i ∈ {1, 2} we have
P
(
Eim(R)
)  R−1/2m, P(F im(R))  R−1m, P(Gim(R))  e−a0m2/R,
with a0 > 0 a universal positive constant. By [She16b, Lemma 3.13], there is a universal constant
a′1 > 0 such that
(2.16) P
(
Him(R, k)
)  e−a′1R/k1/2 .
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By (2.14) and independence, for each i ∈ {1, 2}, the conditional probability that (JHm , LHm) = (k, l)
given any realization of (JH,im , L
H,i
m ) is at most a constant (depending only on p) times m
−3. Hence
P
(
(JHm , L
H
m) = (k, l)
) ≤ 2∑
i=1
P
(
(JHm , L
H
m) = (k, l) |Eim(k)
)
P
(
Eim(k)
)  k−1/2m−2
P
(
(JHm , L
H
m) = (k, l)
) ≤ 2∑
i=1
P
(
(JHm , L
H
m) = (k, l) |F im(|l|)
)
P
(
F im(|l|)
)  |l|−1m−2
P
(
(JHm , L
H
m) = (k, l)
) ≤ P((JHm , LHm) = (k, l) |G1m(k))P(G1m(k))  e−a0m2/km−3.
This yields (2.12). For (2.13), we first use (2.16) to get
P
(
(JHm , L
H
m) = (k, l), sup
j∈[1,JHm ]Z
|X(−j,−1)| ≥ R
)
≤
2∑
i=1
P
(
(JHm , L
H
m) = (k, l) |H3−im (R, k)
)
P
(
H3−im (R, k)
)

2∑
i=1
P
(
(JHm , L
H
m) = (k, l) |H3−im (R, k)
)
e−a
′
1R/k
1/2
.
On the other hand, by the fourth inequality in (2.12) applied with either m′ or m −m′ in place of m
and since (JH,im , L
H,i
m ) is independent from H
3−i
m (R, k), we have
P
(
(JHm , L
H
m) = (k, l) |H3−im (R, k)
)  e−a0m2/4km−3.
Combining these estimates yields (2.13) with a1 = a
′
1 ∧ (a0/4). 
From Lemma 2.8, we obtain a regularity estimate when we condition on a particular realization of
(JHm , L
H
m).
Lemma 2.9. For each C > 1 and each q ∈ (0, 1), there exists A > 0 and m∗ = m∗ ∈ N, both depending
only on C and q, such that for m ≥ m∗ and (k, l) ∈ [C−1m2, Cm2]Z × [−Cm,Cm]Z, we have
P
(
sup
j∈[1,JHm ]
|X(−j,−1)| ≤ Am ∣∣ (JHm , LHm) = (k, l)
)
≥ 1− q.
Proof. By (2.13) of Lemma 2.8, we can find a > 0, depending only on C, such that for each A > 0,
each m ∈ N, and each (k, l) ∈ [C−1m2, Cm2]Z × [−Cm,Cm]Z,
P
(
sup
j∈[1,JHm ]
|X(−j,−1)| ≥ Am, (JHm , LHm) = (k, l)
)
 e−aAm−3
with the implicit constant depending only on C. By Proposition 2.2, we can find m∗ ∈ N, depending
only on C, such that for m ≥ m∗ and (k, l) ∈ [C−1m2, Cm2]Z × [−Cm,Cm]Z, we have
P
(
(JHm , L
H
m) = (k, l)
)  m−3,
with the implicit constant depending only on C. Combining these observations yields the statement of
the lemma. 
To complement Lemma 2.8, we also have a lower bound for the probability that (JHm , L
H
m) = (k, l)
and the word X(−JHm ,−1) has certain unusual behavior.
Lemma 2.10. Fix C > 1 and  > 0. For sufficiently large m ∈ N (how large depends only on C and
) and (k, l) ∈ [C−1m2, Cm2]
Z
× [−Cm, 12m]Z,
P
(
(JHm , L
H
m) = (k, l), N C
(
X(−JHm ,−1)
) ≤ m)  m−3
with the implicit constant depending only on  and C.
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Proof. Fix δ ∈ (0, /8) to be chosen later, depending only on  and C, and let mδ := b(1 − δ)mc. Let
Ek,lm (δ) be the event that
(JHmδ , L
H
mδ
) ∈ [k − 2δm, k − δm]
Z
× [l − δm, l + δm]
Z
, N
C
(
X(−JHmδ ,−1)
) ≥ 1
8
m,
and N
C
(
X(−JHmδ ,−1)
) ≤ m.
By [She16b, Theorem 2.5] (c.f. the proof Lemma 2.1) we and find m∗ ∈ N, depending only on C, , and
δ such that for m ≥ m∗ and (k, l) ∈
[
C−1m2, Cm2
]
Z
× [−Cm, 12m]Z,
(2.17) P
(
Ek,lm (δ)
)  1
with the implicit constant depending only on C, , and δ. Here we use that l ≤ 12m so that m− 18m ≥
l− δm+ 38m. By Lemma 2.9 (applied with the word X−JHm . . . X−JHmδ−1 in place of X−JHm . . . X−1) and
independence, if δ is chosen sufficiently small, depending only on C and , then
(2.18) P
(
(JHm , L
H
m) = (k, l), sup
j∈[JHmδ+1,JHm ]Z
|X(−j,−1)| ≤ 1
8
m |Ek,lm (δ)
)
 m−3
with the implicit constant depending only on C, , and δ. If Ek,lm (δ) occur and supj∈[JHmδ+1,JHm ]Z
|X(−j,−1)| ≤
1
8m, then each of the cheeseburgers in X(−JHm ,−JHmδ − 1) has a match in X(−JHmδ ,−1). Hence
we obtain the statement of the lemma for m ≥ m∗ by combining (2.17) and (2.18) and using that
X−JHm . . . X−JHmδ−1 and X−JHmδ . . . X−1 are independent. The statement for the finite number of values
of m ≤ m∗, with implicit constant depending on m∗, is clear. 
Next we have a regularity estimate for X−n . . . X−1 given only that n = JHm for some (unspecified)
m ∈ N.
Lemma 2.11. For n ∈ N, let En be the event that n = JHm for some m ∈ N. For each q ∈ (0, 1), is a
constant A > 0 depending only on q such that for each n ∈ N,
(2.19) P
(
sup
j∈[1,n]Z
|X(−j,−1)| ≤ An1/2 ∣∣En) ≥ 1− q.
Proof. By the same argument used to prove (2.13) of Lemma 2.8, but with only the value of JHm (not
the value of LHm) specified, for each m ∈ N and A > 0 we have
P
(
sup
j∈[1,n]Z
|X(−j,−1)| > An1/2, JHm = n
)
 e−a0An1/2/mm−2
with a0 > 0 a universal constants and the implicit constant depending only on p. Hence for each C > 0,
P
(
sup
j∈[1,n]Z
|X(−j,−1)| > An1/2, En
)

bCn1/2c∑
m=1
e−a0An
1/2/mm−2 +
n∑
m=bCn1/2c
m−2

∫ Cn1/2
0
e−a0An
1/2/tt−2 dt+ C−1n−1/2
= n−1/2
∫ C
0
e−a0Ass−2 dt+ C−1n−1/2.
For any given α > 0, we can choose C sufficiently large and then A sufficiently large relative to C such
that this integral is at most αn−1/2. By Lemma 2.6,
P(En)  n−1/2,
with the implicit constant depending only on p. We conclude by choosing α sufficiently small relative
to q and dividing. 
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Finally, we prove an analogue of Lemma 2.10 in the case when we only condition on the event that
n = JHm for some unspecified m ∈ N.
Lemma 2.12. For n ∈ N, let En be as in Lemma 2.11. For each  > 0 and each n ∈ N,
(2.20) P
(
N
C
(X(−n,−1)) ≤ n1/2, En
)
 n−1/2
with the implicit constant depending only on .
Proof. Fix C > 1. By Lemma 2.10, there exists n∗ = n∗(C, ) ∈ N such that for n ≥ n∗ and
(m, l) ∈ [C−1n1/2, Cn1/2]
Z
× [−Cn1/2, 0]
Z
,
P
(
(JHm , L
H
m) = (n, l), N C
(
X(−JHm ,−1)
) ≤ n1/2)  n−3/2
with the implicit constant depending only on C and . Summing over all such pairs (k, l) yields (2.20)
for n ≥ n∗. Since there are only finitely many possible realizations of X−n . . . X−1, it is clear that (2.20)
holds for n ≤ n∗ (with the implicit constant depending on n∗). 
3. Local estimates with no orders
In this subsection, we will use the results of Sections 2 to establish sharp estimates for the probability
that the word X(1, n) contains no orders and a specified number of burgers of each type, and for the
conditional law of the word X1 . . . Xn given that this is the case. These estimates will eventually lead
to a proof of Theorem 1.7.
The basic idea of the estimates of this subsection and the proof of Theorem 1.7 is as follows. Suppose
given h, c, n ∈ N, and recall that we want to analyze the conditional law of X1 . . . Xn given the event
Eh,cn of Definition 1.6. In Section 3.1 just below, we will define a time KHn,m with the following properties.
(1) The word X(KHn,m + 1, n) contains no flexible orders.
(2) Although KHn,m is not a stopping time for X, the conditional law of XKHn,m+1 . . . Xn given
X1 . . . XKHn,m admits a simple description (which is closely related to the times {JHr }r∈N studied
in Section 2).
(3) If m = b(1− δ)hc for δ > 0 small but independent from m, then with high probability KHn,m is
close to n.
For technical reasons we will also need to consider analogous times KCn,m defined with the roles of
hamburgers and cheeseburgers interchanged.
Conditions 1 and 2 combined with the estimates of Section 2 will enable us to estimate the conditional
probability of Eh,cn given a realization of X1 . . . XKHn,m , which will lead to estimates for the probability
of Eh,cn (see Section 3.2). In Section 3.3 (and Section 3.6), we will estimate the lengths of the reduced
words X(KHn,m, i) for i ∈ [KHn,m + 1, n]Z, which, in light of condition 3, will show that the restriction
of the path Zn of Theorem 1.7 to [0, 1] is in some sense well-approximated by the restriction of Zn to
[0, n−1KHn,m] for m sufficiently close to h. By applying Bayes’ rule to reverse the conditioning, we will
obtain estimates for the conditional law of X1 . . . XKHn,m given Eh,cn (see Section 3.4) which will lead to
a proof of Theorem 1.7 in Section 3.5.
We emphasize that condition 1 is essential for our argument. Indeed, local estimates of the sort we
prove in this paper concern only the number of symbols of particular type in a certain reduced word.
But, if we have two words x1 and x2 such that the reduced word R(x2) include F ’s, then the number
of symbols of each type in the reduced word R(x1x2) depends not just on the number of symbols of
each type in R(x1) and R(x2), but also on the ordering of these symbols. This is why we need to choose
a random time KHn,m above instead of just considering the word X1 . . . Xb(1−δ)nc, say.
3.1. Setup. In this subsection, we describe the notation we will use throughout this section and make
some elementary observations about the objects involved. Recall the definition of the event Eh,cn from
Definition 1.6, the time I from (1.9), the exponent µ from (1.11), and the slowly varying function ψ0
from Lemma 1.12. We also introduce the following additional notation to simplify some of our formulas.
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Definition 3.1. For a word x, we write
h(x) := N
H
(R(x)) and c(x) := N
C
(R(x)),
with N
H
, N
C
, and R as in Section 1.2.
For n,m ∈ N, let KHn,m (resp. KCn,m) be the largest i ∈ [1, n − 1]Z for which N H (X(1, i)) = m
(resp. N
C
(X(1, i)) = m) and Xi+1 is a hamburger (resp. cheeseburger) which is not consumed before
time n; or KHn,m = 0 (resp. K
C
n,m = 0) if no such i exists. On the event {I > n}, KHn,m can equivalently
be described as the first time i ∈ [1, n]Z for which d(j) ≥ m+ 1 for each j ≥ i+ 1 (or KHn,m = 0 of no
such i exists). The time KCn,m admits a similar description. We write
QHn,m := N C
(
X(1,KHn,m)
)
QCn,m := N H
(
X(1,KCn,m)
)
.
See Figure 1 for an illustration.
m+ 1
D(n)
D(KHn,m)
QHn,m
Figure 1. An illustration of the time KHn,m, which is −1 plus the last time at which
the discrete path D of (1.6) crosses the vertical line at distance m+ 1 from the origin
and subsequently stays to the right of this line. Here d(n), the horizontal coordinate of
D(n), is ≥ m. If D(n) were to the left of the dotted line, then we would have KHn,m = 0.
The quantity QHn,m is the vertical coordinate of D(K
H
n,m). Note also that I > n in this
illustration, i.e. the path D stays in the first quadrant.
For r ∈ N, let JHn,r be the smallest j ∈ N for which X(n − j, n) contains r hamburgers and set
LHn,r := d
∗(X(n− JHn,r, n)). That is, (JHn,r, LHn,r) are defined in the same manner as the pairs (1.10) but
with the word read backward from n rather than from −1.
The main idea of the proofs in this section is to condition on a realization of the word X up to time
KHn,m for some m ∈ N; then read the word backward from time n and apply the results of Section 2 to
estimate the pairs (JHn,r, L
H
n,r). The next three lemmas are the basic tools needed to accomplish this.
Lemma 3.2. Let D be defined as in (1.6). For (h, c) ∈ N2 and m ∈ [1, h − 1]Z, the event Eh,cn is the
same as the event that
0 < KHn,m < I, J
H
n,h−m = n− 1−KHn,m, LHn,h−m = c−QHn,m,
and N
C
(
X(n− JHn,h−m, n)
) ≤ QHn,m.
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Proof. It is clear that KHn,m > 0 on Eh,cn . On the event {KHn,m > 0}, there is some j ∈ N for which
n − JHn,j = KHn,m + 1. Since X(n − JHn,j , n) contains no hamburger orders or flexible orders, it follows
that for this choice of j we have
N
H
(X(1, n)) = m+ j, d∗(X(1, n)) = QHn,m + L
H
n,j ,
N
C
(X(1, n)) = 0 ∨
(
N
C
(
X(n− JHn,j , n)
)−QHn,m).
The statement of the lemma follows. 
Next we have a description of the law of the objects discussed above.
Lemma 3.3. The marginal law of the pairs (JHn,r, L
H
n,r)r∈N is the same as the law of the pairs (J
H
r , L
H
r )r∈N
of Section 2. Furthermore, for each m ∈ N the conditional law of XKHn,m+1 . . . Xn given any realization
x of X1 . . . XKHn,m for which 0 < K
H
n,m < I is the same as its conditional law given the event
(3.1) Rn(x) := {n− 1− |x| = JHn,r for some r ∈ N}.
Proof. The first statement is immediate from translation invariance. To verify this second statement,
we observe that for each k ≤ n, the event {KHn,m = k} ∩ {KHn,m < I} is the same as the event that
X(1, k) contains no orders and exactly m hamburgers; and that Xk+1 is a hamburger which does not
have a match in [k + 2, n]Z, i.e. k + 1 = n− JHn,r for some r ∈ N. Since X1 . . . Xk is independent from
Xk+1 . . . Xn, it follows that the conditional law of Xk+1 . . . Xn given {X1 . . . XKHn,m = x} is the same
as its conditional law given that n− |x| − 1 = JHn,r for some r ∈ N. 
Lemmas 3.2 and 3.3 law together yield the following formulae, which we will use frequently in the
remainder of this subsection.
Lemma 3.4. Let (h, c) ∈ N2, n ∈ N, and m ∈ N with m < h. Let x be any realization of X1 . . . XKHn,m
for which 0 < KHn,m < I, so that c(x) (Definition 3.1) is the corresponding realization of Q
H
n,m. Then
we have
P
(
Eh,cn |X1 . . . XKHn,m = x
)
=
P
(
(JHn,h−m, L
H
n,h−m) = (n− |x| − 1, c− c(x)), N C
(
X(n− JHn,h−m, n)
)
≤ c(x)
)
P(Rn(x))
,(3.2)
with Rn(x) as in (3.1); and
P
(
Eh,cn |X1 . . . XKHn,m = x, I > n
)
=
P
(
(JHn,h−m, L
H
n,h−m) = (n− |x| − 1, c− c(x)), N C
(
X(n− JHn,h−m, n)
)
≤ c(x)
)
P
(
Rn(x), N C (X(|x|+ 1, n)) ≤ c(x)
) .(3.3)
Proof. The first formula is immediate from Lemmas 3.2 and 3.3. The second formula follows from
these same two lemmas after noting that, since X(KHn,m + 1, n) always contains no hamburger orders
or flexible orders, on the event {X1 . . . XKHn,m = x} we have I > n (i.e. X(1, n) contains no orders) if
and only if N
C
(X(|x|+ 1, n)) ≤ c(x). 
3.2. Bounds for P(Eh,cn ). In this subsection we will prove estimates for the probability of the event
Eh,cn of Definition 1.6. We start with the lower bound, which is easier.
Proposition 3.5 (Lower bound). For each C > 1, n ≥ C2, and (h, c) ∈ [C−1n1/2, Cn1/2]2
Z
, we have
(3.4) P
(Eh,cn | I > n)  n−1
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with the implicit constant depending only on C. In particular, with ψ0 as in Lemma 1.12,
(3.5) P
(Eh,cn )  ψ0(n)n−1−µ
with implicit constant depending only on C.
Proof. Fix C > 1. For h ∈ N and δ > 0, let mδh := b(1− δ)hc and rδh := bδhc. By Lemma 2.9, we can
find A > 0, depending only on p, such that for each h ∈ N and each (k, l) ∈ [ 12δ2h2, δ2h2]Z× [−δh, δh]2Z,
(3.6) P
 sup
j∈[1,JH
rδ
h
]Z
|X(n− j, n)| ≤ Arδh, (JHrδh , L
H
rδh
) = (k, l)
  δ−3h−3
with the implicit constant depending only on p.
Henceforth fix δ ∈ (0, 1/2) such that Aδ ≤ (2C)−1, and note that δ depends only on C. By [GMS15,
Theorem A.1], for each n ≥ C2 and each (h, c) ∈ [C−1n1/2, Cn1/2]2
Z
, we have
(3.7) P
(
(KHn,mδh
, QHn,mδh
) ∈
[
n− δ2h2, n− 1
2
δ2h2
]
Z
× [c− δh, c+ δh]2
Z
| I > n
)
 1.
By (3.3), for any realization x of X1 . . . XKH
n,mδ
h
for which (KH
n,mδh
, QH
n,mδh
) ∈ [n− δ2h2, n− 12δ2h2]Z ×
[c− δh, c+ δh]2
Z
and 0 < KH
n,mδh
< I, we have
P
(
Eh,cn |X1 . . . XKH
n,mδ
h
= x, I > n
)
≥
P
(
(JH
n,rδh
, LH
n,rδh
) = (n− |x| − 1, c− c(x)), N
C
(
X(n− JH
n,rδh
, n)
)
≤ c(x)
)
P(Rn(x))
,(3.8)
where c(x) := N
C
(R(x)). By (3.6), or choice of δ, and Lemma 2.6, this quantity is  (n −
|x|)1/2δ−3h−3  n−1 with the implicit constant depending only on C. By combining this with (3.7),
we obtain (3.4). The estimate (3.5) follows from (3.4) together with Lemma 1.12. 
Next we prove an upper bound for P(Eh,cn ).
Proposition 3.6 (Upper bound). Let ψ0 be the slowly varying function from Lemma 1.12. For each
n ∈ N and (h, c) ∈ N2,
P
(Eh,cn )  ψ0((h ∧ c)2)(h ∧ c)−2−2µ
with the implicit constant depending only on p.
To prove our upper bound for the probability of Eh,cn , we first need the following lemma which is the
source of a factor of ψ0((h ∧ c)2)(h ∧ c)−2µ in Proposition 3.6 (the other factor of (h ∧ c)−2 will come
from Lemma 3.4).
Lemma 3.7. Let ψ0 be the slowly varying function from Lemma 1.12 and let I be as in (1.9). For each
m ∈ N, we have
P
(
sup
i∈[1,I]Z
(
N
H
(X(1, i)) ∧N
C
(X(1, i))
)
≥ m
)
 ψ0(m2)m−2µ
with the implicit constant depending only on p.
Proof. For m ∈ N, let Tm be the smallest i ∈ N for which N
H
(X(1, i)) ∧ N
C
(X(1, i)) ≥ m/2. Also
let km be the largest k ∈ N for which 2k−1 ≤ m2. Observe that if
sup
i∈[1,I]Z
(
N
H
(X(1, i)) ∧N
C
(X(1, i))
)
≥ m
20 EWAIN GWYNNE AND XIN SUN
then Tm < I and supi∈[Tm+1,I]Z |X(Tm + 1, i)| ≥ m/2. Therefore,
P
(
sup
i∈[1,I]Z
(
N
H
(X(1, i)) ∧N
C
(X(1, i))
)
≥ m
)
≤
km∑
k=1
P
(
sup
i∈[Tm+1,Tm+2k]Z
|X(Tm + 1, i)| ≥ m/2, I − Tm ∈ [2k−1, 2k]Z
)
+P
(
I > m2
)
≤
km∑
k=1
P
(
sup
i∈[Tm+1,Tm+2k]Z
|X(Tm + 1, i)| ≥ m/2 | I > Tm + 2k−1
)
P
(
I > 2k−1
)
+P
(
I > m2
)
.
(3.9)
Let x be any realization of X1 . . . XTm for which Tm < I. Then for k ∈ [1,km]Z,
P
(
sup
i∈[Tm+1,Tm+2k]Z
|X(Tm + 1, i)| ≥ m/2
∣∣ I > Tm + 2k−1, X1 . . . XTm = x
)
≤
P
(
supi∈[Tm+1,2k]Z |X(Tm + 1, i)| ≥ m/2 |X1 . . . XTm = x
)
P(I > Tm + 2k−1 |X1 . . . XTm = x)
.
Since R(x) contains no orders and at least m/2 burgers of each type, and since 2k−1 ≤ m2, it follows
from [She16b, Theorem 2.5] that P
(
I > Tm + 2
k−1 |X1 . . . XTm = x
)
is bounded below by a universal
constant. By [She16b, Lemma 3.13],
P
(
sup
i∈[Tm+1,2k]Z
|X(Tm + 1, i)| ≥ m/2 |X1 . . . XTm = x
)
≤ a0e−a12−k/2m
for universal constants a0, a1 > 0. By averaging over all realizations of X1 . . . XTm for which Tm < I,
we obtain
(3.10) P
(
sup
i∈[Tm+1,2k]Z
|X(Tm + 1, i)| ≥ m/2
∣∣ I > Tm + 2k−1) ≤ a0e−a12−k/2m.
By Lemma 1.12,
P
(
I > 2k−1
)  ψ0(2k)2−kµ.
Therefore, (3.9) is at most a constant (depending only on p) times
km∑
k=1
ψ0(2
k)2−kµe−a12
−k/2m + ψ0(m
2)m−2µ
 ψ0(m2)m−2µ
km∑
k=1
ψ0(2
k)
ψ0(m2)
2(km−k)µe−a12
(km−k)/2
+ ψ0(m
2)m−2µ
 ψ0(m2)m−2µ. 
Proof of Proposition 3.6. Given (h, c) ∈ N2, let mh = bh/2c, rh = h−mh, mc = bc/2c, and rc = c−mc.
Also define KHn,mh and K
C
n,mc as in Section 3.1. On the event Eh,cn , both KHn,mh and KCn,mc are < n
and non-zero. Furthermore, if KCn,mc < K
H
n,mh
, then N
C
(
X(1,KHn,mh)
) ≥ mc, and the analogous
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statement holds when KHn,mh ≤ KCn,mc . Hence
P
(Eh,cn ) = P(Eh,cn , KCn,mc ≤ KHn,mh < n < I)+P(Eh,cn , KHn,mh < KCn,mc < n < I)
≤ P
(
Eh,cn , KHn,mh < n < I, N C
(
X(1,KHn,mh)
) ≥ mc)
+P
(
Eh,cn , KCn,mc < n < I, N H
(
X(1,KCn,mc)
) ≥ mh)
≤ P
(
Eh,cn
∣∣ 0 < KHn,mh < I, N C (X(1,KHn,mh)) ≥ mc
)
P
(
0 < KHn,mh < I, N C
(
X(1,KHn,mh)
) ≥ mc)
+P
(
Eh,cn
∣∣ 0 < KCn,mc < I, N H (X(1,KCn,mc)) ≥ mh
)
P
(
0 < KCn,mc < I, N H
(
X(1,KCn,mc)
) ≥ mh).
By symmetry, it suffices to show that
(3.11) P
(
Eh,cn | 0 < KHn,mh < I, N C
(
X(1,KHn,mh)
) ≥ mc)  (h ∧ c)−2.
and
(3.12) P
(
0 < KHn,mh < I, N C
(
X(1,KHn,mh)
) ≥ mc)  ψ0((h ∧ c)2)(h ∧ c)−2µ.
To this end, fix a realization x of X1 . . . XKHn,mh
for which 0 < KHn,mh < I and c(x) ≥ mc. By (3.2),
we obtain
P
(
Eh,cn |X1 . . . XKHn,mh = x
)
≤ P
(
(JHn,rh , L
H
n,rh
) = (n− 1− |x|, c− c(x)))
P(Rn(x))
,(3.13)
with JHn,rh and L
H
n,rh
are as in Section 3.1 and Rn(x) as in (3.1). By Lemma 2.6,
(3.14) P(Rn(x))  (n− |x|)−1/2
with the implicit constant depending only on p. By Lemma 2.8,
P
(
(JHn,rh , L
H
n,rh
) = (n− 1− |x|, c− c(x)))  (n− |x|)−1/2h−2
with the implicit constant depending only on p. Hence (3.13) yields
P
(
Eh,cn |X1 . . . XKHn,mh = x
)
 h−2.
By averaging over all choices of the realization x for which 0 < KHn,h < I and c(x) ≥ mc, we obtain (3.11).
For (3.12), we observe that if 0 < KHn,h < I and N C
(
X(1,KHn,h)
)
≥ mc, then
sup
i∈[1,I]Z
(
N
H
(X(1, i)) ∧N
C
(X(1, i))
)
≥ mc ∧mh.
Hence (3.12) follows from Lemma 3.7. 
3.3. Regularity estimates. In this subsection we will consider some regularity results for the con-
ditional law of X1 . . . Xn given Eh,cn . Our first proposition tells us, roughly speaking, that the pair
(KHn,m, Q
H
n,m) is unlikely to be too far from (n, c) if m is close to h and we condition on Eh,cn .
Proposition 3.8. For n ∈ N, (h, c) ∈ N2, δ ∈ (0, 1/2), and A > 1, let
(3.15) Uδn(A, h, c) :=
[
n−A2δ2h2, n−A−2δ2h2]
Z
× [c−Aδh, c+Aδh]
Z
.
Also write mδh := b(1− δ)hc. For each C > 1 and q ∈ (0, 1), there exists A > 1 and δ∗ > 0 (depending
only on C and q) such that the following is true. For each δ ∈ (0, δ∗], there is an n∗ = n∗(δ, C, q) ∈ N
such that for n ≥ n∗ and (h, c) ∈
[
C−1n1/2, Cn1/2
]2
Z
, we have
P
(
(KHn,mδh
, QHn,mδh
) ∈ Uδn(A, h, c) | Eh,cn
)
≥ 1− q.
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Note that in the statement of Proposition 3.8 (and in several other lemmas in this paper) one should
think of the parameter q as small close to 0. The proof of Proposition 3.8 is technical, so is postponed
to Section 3.6 so that the reader can see the main ideas of the proof of Theorem 1.7 sooner.
Our next lemma tells us that if we condition on Eh,cn and a sufficiently nice realization of X1 . . . XKHn,m
for m slightly smaller than h, then it is unlikely that |X(KHn,m + 1, i)| is very large for any i ∈ [KHn,m +
1, n]Z. This result together with Proposition 3.8 will eventually allow us to deduce a scaling limit result
for the conditional law of Zn given Eh,cn from statements about the conditional law of X1 . . . XKHn,m
given Eh,cn for m slightly smaller than h, since it implies that Zn does not move very much in the last
n−1(n−KHn,m) units of time.
Lemma 3.9. Fix C > 1, A > 0, and q ∈ (0, 1). Define Uδn(A, h, c) as in (3.15) and let mδh := b(1−δ)hc
as in Proposition 3.8. There is a δ∗ > 0 and a B > 0, depending only on C, A, and q, such that the
following is true. For each n ∈ N, each δ ∈ (0, δ∗], each (h, c) ∈
[
C−1n1/2, Cn1/2
]2
Z
, and each realization
x of X1 . . . XKH
n,mδ
h
for which (KH
n,mδh
, QH
n,mδh
) ∈ Uδn(A, h, c), we have
(3.16) P
 sup
i∈[KH
n,mδ
h
+1,n]Z
|X(KHn,mδh + 1, i)| ≤ Bδn
1/2 | Eh,cn , X1 . . . XKH
n,mδ
h
= x
 ≥ 1− q.
Proof. Let δ > 0, n ∈ N, (h, c) ∈ [C−1n1/2, Cn1/2]2
Z
, and let x be a realization of XK
n,mδ
h
+1 . . . Xn for
which (KH
n,mδh
, QH
n,mδh
) ∈ Uδn(A, h, c). Also let rδh := h−mδh. By Lemmas 3.2 and 3.3, the conditional law
of XKH
n,mδ
h
+1 . . . Xn given Eh,cn ∩{X1 . . . XKH
n,mδ
h
= x} is the same as the conditional law of X−JH
rδ
h
. . . X−1
given that JH
rδh
= n− |x| − 1, LH
rδh
= c− c(x), and N
C
(
X(−JH
rδh
,−1)
)
≤ c(x), where here (Jrδh , LHrδh) are
as in (1.10). The statement of the lemma now follows from Lemma 2.9. 
3.4. Continuity estimates. In this subsection we will prove some lemmas to the effect that the
conditional probability of Eh,cn given a realization of X1 . . . XKHn,m for m slightly smaller than h does not
depend too strongly on the realization. These lemmas together with Bayes’ rule will allow us to compare
the conditional law of Zn given Eh,cn to its conditional law given {I > n} = {X(1, n) contains no orders}
and the approximate (rather than exact) number of burgers of each type in the reduced word X(1, n).
We know the scaling limit of the law of Zn under the latter conditioning due to [GMS15, Theorem A.1].
Throughout this subsection we define the sets Uδn(A, h, c) as in (3.15) and let mδh := b(1− δ)hc be as in
Proposition 3.8.
We first prove a lemma to the effect that the conditional probability of Eh,cn given X1 . . . XKH
n,mδ
h
does
not change by too much if we slightly vary h, c, the realization of Kn,mδh , and/or the realizations of the
numbers of burgers of each type in X(1,Kn,mδh).
Lemma 3.10. For each q ∈ (0, 1), C > 1, and A > 0, there exists δ∗ > 0 such that for each δ ∈ (0, δ∗],
the following holds. There exists ζ∗ > 0 such that for each ζ ∈ (0, ζ∗], there exists n∗ = n∗(δ, ζ, q, C) ∈ N
such that the following is true. Suppose n ≥ n∗ and (h, c), (h′, c′) ∈ [C−1n1/2, Cn1/2]2Z with |(h, c) −
(h′, c′)| ≤ ζn1/2. Suppose also that x and x′ are realizations of X1 . . . XKH
n,mδ
h
and X1 . . . XKH
n,mδ
h′
,
respectively, such that
(|x|, c(x)) ∈ Uδn(2A, h, c), (|x′|, c(x′)) ∈ Uδn(2A, h′, c′),
||x| − |x′|| ≤ ζn, and |c(x)− c(x′)| ≤ ζn1/2.(3.17)
Then we have
(3.18) 1− q ≤
P
(
Eh,cn |X1 . . . XKH
n,mδ
h
= x, I > n
)
P
(
Eh′,c′n |X1 . . . XKH
n,mδ
h
= x′, I > n
) ≤ 1
1− q .
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Proof. Fix α > 0 to be chosen later, depending only on q. Let rδh := h−mδh. Suppose given a realization
x of X1 . . . XKH
n,mδ
h
such that (KH
n,mδh
, QH
n,mδh
) ∈ Uδn(2A, h, c) and 0 < KHn,mδh < I. By (3.3),
P
(
Eh,cn |X1 . . . XKHn,mh = x, I > n
)
=
P
(
(JH
n,rδh
, LH
n,rδh
) = (n− |x| − 1, c− c(x)), N
C
(
X(n− JH
n,rδh
)
)
≤ c(x)
)
P
(
Rn(x), N C
(
X(n− JH
n,rδh
, n)
)
≤ c(x)
) .
By Lemmas 2.9 and 2.11, we can find δ∗ > 0, depending only on α, A, and C, such that for each
δ ∈ (0, δ∗] there exists n0∗ = n0∗(δ, C,A, α) ∈ N such that for n ≥ n0∗ and (h, c) ∈ [C−1n1/2, Cn1/2]2Z, we
have
P
(
N
C
(
X(n− JHn,rδh , n)
)
≤ c(x) | (JHn,rδh , L
H
n,rδh
) = (n− |x| − 1, c− c(x))
)
≥ 1− α and
P
(
N
C
(
X(n− JHn,rδh , n)
)
≤ c(x) |Rn(x)
)
≥ 1− α.
By Lemma 2.6, there is a constant a0 > 0, depending only on p, such that for each δ ∈ (0, δ∗] there
exists n1∗ = n
1
∗(δ, C,A, α) ∈ N such that for n ≥ n1∗ and each realization x as above,
b1(1− α)(n− |x|)−1/2 ≤ P(Rn(x)) ≤ b1
1− α (n− |x|)
−1/2
where here b1 > 0 is a constant depending only on p. Hence if δ ∈ (0, δ∗], n ≥ n1∗, and (h, c) ∈
[C−1n1/2, Cn1/2]2
Z
then
(3.19) b−11 (1− α)3 ≤
P
(
Eh,cn |X1 . . . XKHn,mh = x, I > n
)
(n− |x|)1/2P
(
(JH
n,rδh
, LH
n,rδh
) = (n− |x| − 1, c− c(x))
) ≤ b−11
(1− α)3 .
By Proposition 2.2 (in particular, by continuity of the function g of that proposition), we can find ζ > 0,
depending only on δ, C, and q, and n2∗ = n
2
∗(δ, C, α) ≥ n1∗ such that for any n ≥ n2∗, any two pairs
(h, c), (h′, c′) ∈ [C−1n1/2, Cn1/2]2
Z
with |(h, c)−(h′, c′)| ≤ ζn1/2, and any realizations x of X1 . . . XKH
n,mδ
h
and x′ of X1 . . . XKH
n,mδ
h′
for which (3.17) holds, we have
1− α ≤
P
(
(JH
n,rδh
, LH
n,rδh
) = (n− |x| − 1, c− c(x))
)
P
(
(JH
n,rδ
h′
, LH
n,rδ
h′
) = (n− |x′| − 1, c′ − c(x′))
) ≤ 1
1− α.
By combining this with (3.19) and choosing α sufficiently small, depending only on q, we obtain the
statement of the lemma. 
For n,m, k, l ∈ N and ζ > 0, define
(3.20) Pk,ln,m(ζ) :=
{
0 < KHn,m < I, |KHn,m − k| ≤ ζn, |QHn,m − l| ≤ ζn1/2
}
.
If ζ is close to 0 (but independent of the other parameters), m is slightly smaller than h, k is slightly
smaller than n, and l ≈ c, then Pk,ln,m is an approximate version of Eh,cn which depends only on
X1 . . . XKHn,m . The following lemma allows us to compare the conditional law of X1 . . . XKHn,m given
Eh,cn and its conditional law given Pk,ln,m(ζ).
Lemma 3.11. For each q ∈ (0, 1), C > 1, and A > 0, there exists δ∗ > 0 such that for each δ ∈ (0, δ∗],
there exists ζ∗ > 0 such that for each ζ ∈ (0, ζ∗], there exists n∗ = n∗(δ, ζ, q, C) ∈ N such that
the following is true. Suppose n ≥ n∗, (h, c) ∈ [C−1n1/2, Cn1/2]2Z, and (k, l) ∈ Uδn(A, h, c). The
conditional law of X1 . . . XKH
n,mδ
h
given Pk,l
n,mδh
(ζ) ∩ Eh,cn is mutually absolutely continuous with respect
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to its conditional law given only Pk,l
n,mδh
(ζ)∩ {I > n}, with Radon-Nikodym derivative bounded above by
(1− q)−1 and below by 1− q.
Proof. Let δ∗ be chosen so that the conclusion of Lemma 3.10 holds. Given δ ∈ (0, δ∗], let ζ∗ > 0
be chosen as in Lemma 3.10. By possibly shrinking ζ∗ we can arrange that for ζ ≤ ζ∗, we have
(k′, l′) ∈ Uδn(A, h, c) whenever (k, l) ∈ Uδn(A, h, c), |k − k′| ≤ ζn, and |l − l′| ≤ ζn1/2. For ζ ∈ (0, ζ∗], let
n∗ = n∗(δ, ζ, q, C) be as in Lemma 3.10.
Let n ≥ n∗, (h, c) ∈ [C−1n1/2, Cn1/2]
Z
, and let x be a realization of X1 . . . XK
n,mδ
h
for which
Pk,l
n,mδh
(ζ) occurs. By applying (3.18) with (h, c) = (h′, c′) and averaging over all choices of realization
x′ for which Pk,l
n,mδh
(ζ) occurs, we obtain
(3.21) 1− q ≤
P
(
Eh,cn |X1 . . . XKn,mδ
h
= x, I > n
)
P
(
Eh,cn | Pk,ln,mδh(ζ), I > n
) ≤ 1
1− q .
By Bayes’ rule (applied to the conditional probability measure P
(
· | Pk,l
n,mδh
(ζ), I > n
)
and the events
{X1 . . . XK
n,mδ
h
= x} ⊂ Pk,l
n,mδh
(ζ) and Eh,cn ⊂ {I > n}), we have
P
(
X1 . . . XK
n,mδ
h
= x | Pk,l
n,mδh
(ζ) ∩ Eh,cn
)
=
P
(
Eh,cn |X1 . . . XKn,mδ
h
= x, I > n
)
P
(
X1 . . . XK
n,mδ
h
= x | Pk,l
n,mδh
(ζ), I > n
)
P
(
Eh,cn | Pk,ln,mδh(ζ), I > n
) .
By combining this with (3.21) we conclude. 
3.5. Proof of Theorem 1.7. In this subsection we will prove Theorem 1.7. In what follows, let
Ẑ = (Û , V̂ ) be a correlated two-dimensional Brownian motion as in (1.8) conditioned to stay in the
first quadrant for one unit of time. For u > 0, let τ̂u be the last time t ∈ [0, 1] such that Û(t) ≥ u for
each s ∈ [t, 1]; or τ̂u = 0 if no such t exists. The pair (τ̂u, V̂ (τ̂u)) is the continuum analogue of the pairs
(KHn,m, Q
H
n,m) of Section 3.1, which leads to the following lemma.
Lemma 3.12. Define the times KHn,m and the quantities Q
H
n,m as in Section 3.1. For each  > 0 and
C > 1, there exists n∗ = n∗(, C) ∈ N such that for each n ≥ n∗ and each m ∈ [C−1n1/2, Cn1/2]Z, the
Prokhorov distance between the conditional law of (Zn, n−1KHn,m, n
−1/2QHn,m) given {I > n} and the
law of (Ẑ, τ̂m/n1/2 , V̂ (τ̂m/n1/2)) is at most .
Lemma 3.12 will be used in the proof of Theorem 1.7 as well as in the proof of Proposition 3.8 in
Section 3.6 below. The proof of the lemma does not use any of the other results in this paper, however,
so there is no circularity. We emphasize that the bound on the Prokhorov distance in Lemma 3.12 is
uniform over all m ∈ [C−1n1/2, Cn1/2]Z. This will be important in the proof of Theorem 1.7 (since the
theorem asserts a uniform bound on the Prokhorov distance between the conditional law of Zn given
Eh,cn and the law of the limiting Brownian motion) as well as in the argument of Section 3.6.
Proof of Lemma 3.12. By [GMS15, Theorem A.1] and the Skorokhod theorem, we can find a coupling
of a sequence of words (X̂n) distributed according to the conditional law of the word X given {I > n};
and the path Ẑ such that in this coupling Ẑn → Ẑ uniformly a.s. on [0, 1], where Ẑn = (Ûn, V̂ n) is the
path constructed from the word X̂n as in (1.7). For u > 0, let τ̂nu be the last time t ∈ [0, 1] for which
Un(s) > u for each s ∈ (t, 1]; and otherwise let τ̂nu = 0. If we construct the pair (n−1KHn,m, n−1/2QHn,m)
as in Section 3.1 from the word X̂n, then for m ∈ [C−1n1/2, Cn1/2]Z it holds with probability at least
1− on(1) that
(n−1KHn,m, n
−1/2QHn,m) = (τ̂
n
m/n1/2 + on(1), V̂
n(τ̂nm/n1/2) + on(1)),
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where the on(1) is uniform in m (it comes from rounding error). Hence it suffices to show that in our
coupling, (τ̂nu , V̂
n(τ̂nu ))→ (τ̂u, V̂ (τ̂u)) in probability, uniformly for u ∈ [C−1, C].
Fix  > 0 and C > 1. We observe the following.
(1) By equicontinuity, we can find δ1 ∈ (0, ] such that with probability at least 1 − , we have
|Ẑ(t)− Ẑ(s)| ≤  and |Ẑn(t)− Ẑn(s)| ≤  whenever n ∈ N and s, t ∈ [0, 1] with |s− t| ≤ δ1.
(2) The conditional law of Û(·+ τ̂u)−u given τ̂u on the event {τ̂u > 0} is that of a one-dimensional
Brownian motion conditioned to stay positive until time 1. Hence we can find δ2 ∈ (0, δ1/2],
independent from u, such that with probability at least (1− )P(τ̂u > 0), we have τ̂u > 0 and
Û(t) ≥ u+ δ2 for each t ∈ [τ̂u + δ1, 1].
(3) We can find δ3 > 0, independent from u ∈ [C−1, C], such that for u ∈ [C−1, C] it holds with
probability at least (1− )P(τ̂u > 0) that τ̂u > 0 and inft∈[τ̂u−δ1,τ̂u] Û(t) ≤ u− δ3.
(4) By uniform convergence, we can find N1 ∈ N such that with probability at least 1−  it holds
for n ≥ N1 that |Ẑ(t)− Ẑn(t)| ≤ (δ2 ∧ δ3)/2 for each t ∈ [0, 1].
Let Eu be the event that τ̂u > 0 and the above four conditions hold, so that for u ∈ [C−1, C] we have
P(Eu) ≥ (1− 2)P(τ̂u > 0)− 2.
By conditions 2, 3, and 4, if Eu occurs adn τ̂u > 0 then for n ≥ N1 there exists t∗ ∈ [τ̂u− δ1, τ̂u] with
Ẑn(t∗) < u− δ3/2 and Ẑn(t) ≥ u+ δ2/2 for each t ∈ [τ̂u + δ1, 1]. Therefore τ̂nu ∈ [τ̂u − δ1, τ̂u + δ1]. By
conditions 1 and 4, on Eu ∩ {τ̂u > 0} we have |V̂ n(τ̂nu )− V̂ (τ̂u)| ≤ 2. Hence for n ≥ N1,
(3.22) P
(
|(τ̂nu , V̂ n(τ̂nu ))− (τ̂u, V̂ n(τ̂u))| ≤ 3, τ̂u > 0
)
≥ (1− 2)P(τ̂u > 0)− 2.
We have
{τ̂u = 0} =
{
sup
t∈[0,1]
Û(t) < u
}
.
Since P
(
supt∈[0,1] Û(t) ∈ [u− ζ, u+ ζ]
)
→ 0 as ζ → 0, uniformly over u ∈ [C−1, C], we can find a
deterministic N2 ∈ N such that for n ≥ N2 and u ∈ [C−1, C],
P({τ̂nu = 0, τ̂u > 0} ∪ {τ̂nu > 0, τ̂u = 0}) ≤ .
It now follows from (3.22) that for n ≥ N1 ∨N2 and u ∈ [C−1, C],
P
(
|(τ̂nu , V̂ n(τ̂nu ))− (τ̂u, V̂ n(τ̂u))| ≤ 3
)
≥ 1− 5.
Since  is arbitrary, we conclude. 
In the remainder of this subsection, for (u, v) ∈ (0,∞)2 and t ∈ [0, 1], let Pu,vt be the regular
conditional law of Ẑ given {Ẑ(t) = (u, v)}, as described in Section 1.5.1. Let Ẑu,v = (Ûu,v, V̂ u,v) be a
path distributed according to the law Pu,v1 . We record the following basic continuity property of the
laws Pu,v1 .
Lemma 3.13. Fix C > 1. For each  > 0, there exists δ > 0 such that the following is true. Let
(u, v) ∈ [C−1, C]2 and (t, v′) ∈ [1 − δ2, 1] × [v − δ, v + δ]. Also set uδ := (1 − δ)u. The Prokhorov
distance between any two of the following three laws is at most .
(1) The regular conditional law of Ẑ|[0,t] given {(τ̂uδ , V̂ (τ̂uδ)) = (t, v′)}.
(2) The regular conditional law of Ẑu,v|[0,t] given {(τ̂uδ , V̂ u,v(τ̂uδ)) = (t, v′)}.
(3) The law of Ẑu,v|[0,t].
Proof. Since τ̂u is the last t ∈ [0, 1] for which Û crosses u, we infer from the Markov property of Ẑ
that for each s ∈ (0, t), the regular conditional law of Ẑ|[0,s] given Ẑ|[0,s] and {(τ̂uδ , V̂ (τ̂uδ)) = (t, v′)} is
that of a correlated Brownian bridge from Ẑ(s) to (uδ, v
′) in time t− s conditioned to stay in the first
quadrant. By Lemma 1.11, the regular conditional law of Ẑ|[0,t] given {(τ̂uδ , V̂ (τ̂uδ)) = (t, v′)} is Puδ,v
′
t .
By a similar argument, the regular conditional law of Ẑu,v|[0,τ̂uδ ] given {(τ̂uδ , V̂ u,v(τ̂uδ)) = (t, v′)} is
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also given by Puδ,v
′
t . From the description of the law P
u,v
t in Section 1.5.1, we see that this law depends
continuously on its parameters. It follows that when δ is small and (t, v′) ∈ [1 − δ2, 1] × [v − δ, v + δ],
the Prokhorov distance between the law of Ẑu,v|[0,t] and the law Puδ,v
′
t is at most . 
Proof of Theorem 1.7. Fix  > 0 and C > 1. By Proposition 3.8 and Lemma 3.9, we can find A > 1,
B > 0, and δ0∗ > 0 (depending only on  and C) such that the following is true. For each δ ∈ (0, δ0∗],
there exists n0∗ = n
0
∗(δ, , C) ∈ N such that for n ≥ n0∗ and (h, c) ∈
[
C−1n1/2, Cn1/2
]2
Z
, we have
(3.23) P
(KHn,mδh , QHn,mδh) ∈ Uδn(A, h, c), sup
i∈[KH
n,mδ
h
+1,n]Z
|X(KHn,mδh + 1, i)| ≤ Bδn
1/2 | Eh,cn
 ≥ 1− ,
with Uδn(A, h, c) as in Proposition 3.8. Choose δ1∗ ∈ (0, δ0∗] in such a way that Bδ1∗ ≤ .
By Lemma 3.11, there exists δ2∗ = δ
2
∗(, C) ∈ (0, δ0∗] such that for each δ ∈ (0, δ2∗], there exists ζ∗ > 0
such that for each ζ ∈ (0, ζ∗], there exists n1∗ = n1∗(δ, ζ, , C) ∈ N such that the following is true.
Suppose n ≥ n1∗, (h, c) ∈ [C−1n1/2, Cn1/2]2Z, and (k, l) ∈ Uδn(A, h, c). Then the Prokhorov distance
between the conditional law of X1 . . . XKH
n,mδ
h
given Pk,l
n,mδh
(ζ) ∩ Eh,cn and its conditional law given only
Pk,l
n,mδh
(ζ) ∩ {I > n} is at most , where here Pk,l
n,mδh
(ζ) is as in (3.20) with m = mδh = b(1− δ)hc.
Define the times τu, the laws P
u,v
t , and the paths Ẑ and Ẑ
u,v as in the discussion just above
Lemma 3.13. For ζ > 0, t ∈ (0, 1), and u, v > 0, let
(3.24) Pt,vu (ζ) :=
{
|τu − t| ≤ ζ, |V̂ (τu)− v| ≤ ζ
}
.
For δ > 0, let uδ := (1 − δ)u. By averaging the estimate of Lemma 3.13 over pairs (t˜, v˜′) in a small
neighborhood of a given pair (t, v′), we can find δ = δ(, C) ∈ (0, δ2∗] such that the following is true. For
each (u, v) ∈ [C−1, C]2, each (t, v′) ∈ [1−A2δ2, 1]×[v−2Aδ, v+2Aδ], and each ζ ∈ (0, δ], the Prokhorov
distance between the conditional law of Ẑ|[0,1−A2δ2] given Pt,v′uδ (ζ) and the law of Ẑu,v|[0,1−A2δ2] is at
most . By possibly decreasing δ and using continuity of the law Pu,v1 in u and v, we can arrange that
for each (u, v) ∈ [C−1, C]2, we have
(3.25) P
(
sup
s∈[1−A2δ2,1]
|Ẑu,v(s)− (u, v)| ≤ 
)
≥ 1− .
By Lemma 3.12, for each ζ ∈ (0, ζ∗∧δ] we can find n2∗ = n2∗(ζ, δ, , C) ≥ n1∗ such that for each n ≥ n2∗,
each (h, c) ∈ [C−1n1/2, Cn1/2]
Z
, and each (k, l) ∈ Uδn(A, h, c) the Prokhorov distance between the con-
ditional law of Zn|[0,1] given Pk,ln,mδh(ζ)∩{I > n} and the conditional law of Ẑ|[0,1] given P
k/n,l/n1/2
(1−δ)h/n1/2(ζ)
is at most . By our choices of parameters above, we also have that the Prokhorov distance between
the conditional law of Zn|[0,1−A2δ2] given Pk,ln,mδh(ζ) ∩ E
h,c
n and the law of Ẑ
h/n1/2,c/n1/2 |[0,1−A2δ2] is at
most 3.
Since this holds for each choice of (k, l) ∈ Uδn(A, h, c) and by our choice of A, it follows that
the Prokohorov distance between the conditional law of Zn|[0,1−A2δ2] given Eh,cn and the conditional
law of Ẑh/n
1/2,c/n1/2 |[0,t−A2δ2] is at most 4. By (3.23), our choice of δ1∗, and (3.25), it follows that
the Prokhorov distance between the conditional law of Zn|[0,1] given Eh,cn and the conditional law of
Ẑh/n
1/2,c/n1/2 |[0,1] is at most 8. Since  is arbitrary we conclude. 
The reader should note that the proof of Theorem 1.7 fails in the case when either u = 0 or v = 0 (i.e.,
when we conditions on the reduced word X(1, n) to contain no orders and h = on(n
1/2) hamburgers
and/or h = on(n
1/2) cheeseburgers). Indeed, if the reduced word X(1, n) contains on(n
1/2) hamburgers
or on(n
1/2) cheeseburgers, then either KHn,m or K
C
n,m (or both) will be zero when n is close to m.
Furthermore, the conditional law of XKHn,m+1 . . . Xn does not admit as simple a description as in our
setting since this word must contain an unusually small number of hamburgers and/or cheeseburgers,
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so we cannot apply the estimates of Section 2. We prove an analogue of Theorem 1.7 for u = v = 0
in the subsequent work [GS15b] using a more sophisticated argument which builds on the estimates of
the present paper.
3.6. Proof of Proposition 3.8. In this subsection, we will prove Proposition 3.8, which is the key
input in the proofs of Lemmas 3.9 and 3.10. Throughout this subsection we continue to use the notation
of Section 3.1.
The proof of Proposition 3.8 is by brute force. We start in Section 3.6.1 by proving estimates for a
correlated two-dimensional Brownian motion Ẑ = (Û , V̂ ) as in (1.8) started from 0 and conditioned to
stay in the first quadrant. In particular, we will consider the times τ̂u for u > 0 which are the continuum
analogues of the times KHn,m of Section 3.1 and prove bounds for the probability that (τ̂u, V̂ (τ̂u)) belongs
to a given subset of [0, 1]×[0,∞) (see in particular Lemma 3.17). In Section 3.6.2, we will use the scaling
limit result Lemma 3.12 to transfer these estimates for Ẑ to estimates for the word X conditioned on
the event {I > n}. We will then use these estimates together with a decomposition of [0, n]Z × [0,∞)Z
into exponential scales to prove Proposition 3.8.
3.6.1. Brownian motion estimates. In this section we will prove some estimates for Brownian motion
which are related to the scaling limits of the quantities considered in Section 3.1. We start with some
basic calculations for an unconditioned Brownian motion.
Lemma 3.14. Let B be a standard linear Brownian motion. For u ∈ R, let τu be the first time t ∈ [0, 1]
such that Bs > u for each s ∈ (t, 1]; or τu = 0 if no such time exists. The density of τu restricted to
the event {τu > 0} is given by
P(t < τu < t+ dt) =
e−u
2/2t
pi
√
t(1− t) dt, ∀t ∈ (0, 1).
Proof. Let σu be the first time B hits u and for s ≥ 0 set B˜s := Bs+σu−Bσu . Then B˜ is a standard linear
Brownian motion independent from σu. On the event {σu ≤ 1}, let τ˜u := sup{s ∈ [0, 1−σu] : B˜s = 0}.
Then τ˜u is equal to τu−σu on the event {B˜s > 0, ∀s ∈ (τ˜u, 1−σu]}∩{σu ≤ 1}, which by symmetry has
conditional probability 1/2 given Z|[0,τ˜u+σu] on the event {σu ≤ 1}. The conditional law of τ˜u given σu
on the event {σu < 1} is given by the arcsine distribution,
P(τ˜u ≤ t |σu) = 2
pi
arcsin
(√
t
1− σu
)
.
The law of σu is given by
|u|√
2pi
s−3/2e−u
2/2s ds.
Hence for t ∈ (0, 1),
P(0 < τu ≤ t) = 1
2
E(P(0 < τ˜u ≤ t− σu |σu)1σu≤t)
=
|u|√
2pi3/2
∫ t
0
arcsin
(√
t− s
1− s
)
s−3/2e−u
2/2s ds.
By differentiating (using the Liebniz rule), we get that the density of τu is given by
|u|
2
√
2pi3/2
∫ t
0
s−3/2e−u
2/2s√
(1− t)(t− s) ds =
e−u
2/2t
pi
√
t(1− t) .

Lemma 3.15. Let Z = (U, V ) be a correlated two-dimensional Brownian motion as in (1.8). For T > 0
and u ∈ R, let τu(T ) be the first time t ∈ [0, T ] such that U(s) > u for each s ∈ (t, T ]; or τu(T ) = 0 if
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no such time exists. The joint density of τu(T ) and V (τu(T )) on the event {τu(T ) > 0} is given by
(3.26) P(t < τu(T ) < t+ dt, v < V (τu(T )) < v + dv) =
a0
t
√
T − t exp
(
−a2u
2 + a3(v − a1u)2
t
)
dt dv
for (t, v) ∈ (0, 1)×R, where a0, a1, a2, a3 > 0 are constants depending only on p.
Proof. First consider the case where T = 1. The density of τu(T ) with respect to Lebesgue measure on
the event {τu(T ) > 0} is computed in Lemma 3.14. The Brownian motion V can be written as the sum
of a constant a1 (depending only on p) times U ; and a Brownian motion V˜ which is independent from
U . On the event {τu(T ) > 0}, we therefore have V (τu(T )) = V˜ (τu(T )) + a1u. Hence the conditional
law of V (τu(T )) given τu(T ) on the event {τu(T ) > 0} is that of a Gaussian random variable with mean
a1u and variance a constant depending only on p times τu(T ). This yields the formula (3.26) in the
case T = 1. For general T > 0, we have by Brownian scaling that
(τu(T ), V (τu(T )))
d
=
(
TτT−1/2u(1), T
1/2V (τT−1/2u(1))
)
.
This yields the formula (3.26) in general. 
We want to use Lemma 3.15 and the Markov property of Brownian motion to prove an estimate for
a Brownian motion conditioned to stay in the first quadrant. For this purpose we will first need the
following lemma.
Lemma 3.16. Suppose we are in the setting of Lemma 3.15. For u, v, 1, 2 > 0 and T > 0, let
E1,2u,v (T ) :=
{
(τu(T ), V (τu(T ))) ∈ [T − 21, T ]× [v − 2, v + 2]
}
.
For b > 0 and ζ ∈ (0, 1), also let
Hζu(T ) :=
{
inf
t∈[0,τu]
U(t) ≥ −ζ or inf
t∈[0,τu]
V (t) ≥ −ζ
}
.
Then for T > 0, (u, v) ∈ [2b,∞)× (0,∞) and 1, 2, ζ ∈ (0, 1),
(3.27) P
(
E1,2u,v ∩Hζb (T )
)
 12ζ
with the implicit constant depending only on b.
Proof. It follows from Lemma 3.15 that for T > 0, (u, v) ∈ [b,∞)× (0,∞) and 1, 2, ζ ∈ (0, 1),
(3.28) P
(
E1,2u,v (T )
)  12
with the implicit constant depending only on b. We will deduce (3.27) from this estimate using the
strong Markov property. Let σb be the minimum of T and the smallest t > 0 for which U(t) = b. For
u ≥ b we have σb ≤ τu on the event {τu > 0}, so if τu > 0 and Hζu(T ) occurs then the event
H˜ζb (T ) :=
{
inf
t∈[0,σb]
U(t) ≥ −ζ or inf
t∈[0,σb]
V (t) ≥ −ζ
}
occurs. The probability of this event is at most a b-dependent constant times ζ. By the strong Markov
property, if T, u, v, 1, 2, ζ are as in (3.27) then
P
(
E1,2u,v (T ) |Z|[0,σb]
)
1H˜ζb (T )
= P
(
E1,2u−U(σb),v−V (σb)(T − σb)
)
1H˜ζb (T )
 121H˜ζb (T ),
where here we have used that u ≥ 2b so u − U(σb) ≥ b. We conclude by taking expectations of both
sides and recalling (3.28) and our estimate for P(H˜ζb (T )). 
Now we can prove our desired estimate for Brownian motion conditioned to stay in the first quadrant.
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Lemma 3.17. Let Ẑ = (Û , V̂ ) have the law of a correlated Brownian motion as in (1.8) conditioned to
stay in the first quadrant until time 1. For u > 0, let τ̂u be the first time t ∈ [0, 1] such that Û(s) > u
for each s ∈ (t, 1]; or τ̂u = 0 if no such time exists.
Fix C > 1. For each (u, v) ∈ [C−1,∞)× (0,∞) and each 1, 2 ∈ (0, 1),
(3.29) P
(
(τ̂u, V̂ (τ̂u)) ∈ [1− 21, 1]× [v − 2, v + 2]
)
 12
with the implicit constant depending only on C.
Furthermore, for b ∈ (0, C−1) and ζ ∈ (0, (2C)−1), let Fu,b(ζ) be the event that there is a t ∈ [0, τ̂u]
such that Û(t) ≤ ζ and V̂ (t) ≥ b. For each (u, v) ∈ [C−1,∞)× (0,∞) and 1, 2 ∈ (0, 1), we have
(3.30) P
(
(τ̂u, V̂ (τ̂u)) ∈ [1− 21, 1]× [v − 2, v + 2], Fu,b(ζ)
)
≤ 12oζ(1)
where here the oζ(1) depends only on ζ, b, and C.
Proof. For (u, v) ∈ [C−1,∞)× (0,∞) and 1, 2 ∈ (0, 1), let
Ê1,2u,v :=
{
(τ̂u, V̂ (τ̂u)) ∈ [1− 21, 1]× [v − 2, v + 2]
}
be the event appearing in the lemma. The idea of the proof is to condition on Ẑ run up to an appropriate
time and use the Markov property and Lemma 3.16 to estimate the conditional probability of Ê1,2u,v .
Let Z = (U, V ) be an unconditioned Brownian motion started from 0 with variances and covariances
as in (1.8) and let P0 denote its law. Define the events E1,2u,v (T ) and H
ζ
u(T ) as in Lemma 3.16 and for
T > 0 and z = (z1, z2) ∈ (0,∞)2, let
Gz(T ) := {U(t) ≥ −z1, V (t) ≥ −z2, ∀t ∈ [0, T ]}.
Let σ be a stopping time for Ẑ with σ ≤ 1 a.s. (we will use a different choice of σ for (3.29) and for (3.30)).
By the Markov property of Ẑ (see [GMS15, Lemma 3.1] or [Shi85, Section 3]), the conditional law of
(Ẑ(·+σ)− Ẑ(σ))|[0,1−σ] given Ẑ|[0,σ] is the same as the conditional law of Z|[0,1−σ] given GẐ(σ)(1−σ).
Furthermore, on the event {Û(σ) ≤ u},
{τu−Û(σ)(1− σ) > 0} ∩GẐ(σ)(1− σ) ⊂ HÛ(σ)∧V̂ (σ)u−Û(σ) (1− σ)
with the latter events defined in terms of the process (Ẑ(·+σ)−Ẑ(σ))|[0,1−σ]. Therefore, on {Û(σ) ≤ u},
P
(
Ê1,2u,v , τ̂u > σ | Ẑ|[0,σ]
)
= P0
(
E1,2
u−Û(σ),v−V̂ (σ)(1− σ) |G
Ẑ(σ)(1− σ)
)
≤
P0
(
E1,2
u−Û(σ),v−V̂ (σ)(1− σ) ∩H
Û(σ)∧V̂ (σ)
u−Û(σ) (1− σ)
)
P0
(
GẐ(σ)(1− σ)
) .(3.31)
If Û(σ) ∨ V̂ (σ) ≥ a for some a > 0, then
(3.32) P0
(
GẐ(σ)(1− σ)
)
 1 ∧ (Û(σ) ∧ V̂ (σ))
with the implicit constant depending only on a. If this is the case and also u − Û(σ) ≥ a, then
Lemma 3.16 and (3.31) yields
(3.33) P
(
Ê1,2u,v , τ̂u > σ | Ẑ|[0,σ]
)
 12.
To prove (3.29), suppose u ≥ C−1 and let σ be the smallest t ∈ [0, 1] for which Û(t) ≥ 12C−1 (or
σ = 1 if no such t exists). Then {τ̂u > σ} ⊂ Ê1,2u,v and on this event (u − Û(σ)) ∧ Û(σ) ≥ 12C−1
so (3.33) yields (3.29).
Next we consider (3.30). If we let σ be the smallest t ∈ [0, 1] for which Û(t) ≤ ζ and V̂ (t) ≥ b (or
σ = 1 if no such u exists) then with Fu,b(ζ) as in (3.30),
Fu,b(ζ) ⊂ {σ < 1}.
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Since Ẑ a.s. does not hit the boundary of the first quadrant after time 0, it follows that P(σ < 1) = oζ(1),
at a rate depending only on b. By choosing this σ in (3.33), we obtain that the left side of (3.30) is at
most
E
(
P
(
Ê1,2u,v , τ̂u > σ | Ẑ|[0,σ]
)
1σ<1
)
 12oζ(1). 
3.6.2. Proof of the proposition. In this subsection, we will establish Proposition 3.8. We continue to
use the notation introduced in Section 3.1 plus the notation in the statement of Proposition 3.8 (recall
in particular the notation mδh := b(1− δ)hc). We also introduce the following additional notation. For
δ ∈ (0, 1/2) and C > 1, let kδ = kδ(C) be the smallest k ∈ N for which 2kδ ≥ 2C. For n ∈ N,
(k1, k2) ∈ (−∞,kδ]Z × [1,kδ)Z, and (h, c) ∈ N2, let Uk1,k2n (δ, h, c) be the set of those pairs (r, l) ∈ N2
such that
n− r ∈
[
22(k1−1)δ2h2, 22k1δ2h2
]
Z
and |l − c| ∈ [2k2−1δh, 2k2δh]
Z
.
Also let Uk1,kδn (δ, h, c) be the set of those pairs (r, l) ∈ N2 such that
n− r ∈
[
22(k1−1)δ2h2, 22k1δ2h2
]
Z
and |l − c| ∈ [2kδδh,∞)
Z
;
and let Uk1,0n (δ, h, c) be the set of those pairs (r, l) ∈ N2 such that
n− r ∈
[
22(k1−1)δ2h2, 22k1δ2h2
]
Z
and |l − c| ∈ [0, δh]
Z
.
Note that if (h, c) ∈ [C−1n2, Cn2]Z (which is the setting of Proposition 3.8), then the union of the sets
Uk1,k2n (δ, h, c) over all (k1, k2) ∈ (−∞,kδ]Z × [0,kδ]Z covers all of [0, n − 1]Z × [0,∞)Z, which is the
possible range for the pair (Kδn,mh , |Qn,mδh − l|).
The idea of the proof of Proposition 3.8 is to show that for a large enough choice of A, the conditional
probability given Eh,cn that the pair (KHn,mδh , Q
H
n,mδh
) in the proposition statement belongs to one of the
sets Uk1,k2n (δ, h, c) which is not contained in the “good” region Uδn(A, h, c) in the proposition statement
is small. For this purpose, we will need to show that if Uk1,k2n (δ, h, c) 6⊂ Uδn(A, h, c) then
• If we condition on {I > n}, then it is unlikely that (KH
n,mδh
, QH
n,mδh
) ∈ Uk1,k2n (δ, h, c).
• If we condition on {I > n} ∩ {(KH
n,mδh
, QH
n,mδh
) ∈ Uk1,k2n (δ, h, c)}, then it is unlikely that Eh,cn
occurs.
We start with the following basic estimate for the probability that the pair (KH
n,mδh
, QH
n,mδh
) belongs
to one of the above defined sets, which will be deduced from the estimates of the previous subsection
together with Lemma 3.12.
Lemma 3.18. Fix C > 1. For δ ∈ (0, 1/2), n ∈ N, (h, c) ∈ [C−1n1/2, Cn1/2]2
Z
, and (k1, k2) ∈
(−∞,kδ]× [0,kδ]Z, we have
(3.34) P
(
(KHn,mδh
, QHn,mδh
) ∈ Uk1,k2n (δ, h, c) | I > n
)
 2k1+k2δ2 + on(1)
with the implicit constant depending only on C and the rate of the on(1) depending only on δ and C.
Furthermore, for ζ > 0 and b ∈ (0, C−1), let FHn,b(ζ) be the event that there is an i ∈ [1,KHn,mδh ]Z such
that N
C
(X(1, i)) ≥ bn1/2 and N
H
(X(1, i)) ≤ ζn1/2. Then we have
(3.35) P
(
(KHn,mδh
, QHn,mδh
) ∈ Uk1,k2n (δ, h, c), FHn,mδc (ζ) | I > n
)
≤ 2k1+k2δ2oζ(1) + on(1),
with the oζ(1) depending only on ζ, b, and C and the rate of the on(1) depending only on ζ, b, δ, and
C.
We emphasize that the on(1) error in (3.34) tends to 0 as n → ∞ for fixed values of δ and C. In
particular, for each fixed  ∈ (0, 1) and δ ∈ (0, 1/2) we can choose n large enough that this error is
smaller than δ2, uniformly over all possible values of (k1, k2). Similarly for the error in (3.35).
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Proof of Lemma 3.18. First we prove (3.34). Fix  ∈ (0, 1/100). Define Ẑ = (Û , V̂ ) and τ̂u for
u > 0 as in Lemma 3.17. For δ > 0, let kδ be the smallest k ∈ Z for which 22kδ2 ≥ 100. By
Lemma 3.17, for (k1, k2) ∈ [kδ,kδ]Z× [kδ ∨1,kδ]Z and (h, c) ∈
[
C−1n1/2, Cn1/2
]2
Z
, the probability that
(τ̂mδh/n1/2 , V̂ (τ̂mδh/n1/2)) belongs to
[1− 22k1Cδ2 − , 1]× [n−1/2c− 2k2Cδ − , n−1/2c+ 2k2Cδ + ](3.36)
is at most a constant (depending only on C) times 2k1+k2δ2. Furthermore, if (τ̂mδh/n1/2 , V̂ (τ̂mδh/n1/2))
does not belong to any of the sets (3.36) then either 1− τ̂mδh/n1/2 ≤ 200C or |V̂ (τ̂mδh/n1/2)− n−1/2c| ≤
200C. The same argument used to prove Lemma 3.17 (but with only bounds for either τ̂u or V̂ (τ̂u),
not both, specified) shows that the probability that this is the case is at most a constant (depending
only on C) times 1/2.
By Lemma 3.12, we can find n∗ = n∗(, α, δ, C) ∈ N such that for each n ≥ n∗ and each m ∈
[C−1n1/2, Cn1/2]Z, the Prokhorov distance between the conditional law of (Zn, n−1KHn,m, n
−1/2QHn,m)
given {I > n} and the law of (Ẑ, τ̂m/n1/2 , V̂ (τ̂m/n1/2)) is at most . The above estimates then imply
that for n ≥ n∗ and h, c, k1, k2 as in the statement of the lemma,
P
(
(KHn,mδh
, QHn,mδh
) ∈ Uk1,k2n (δ, h, c) | I > n
)
 2k1+k2δ2 +O(1/2),
with implicit constants depending only on C. This proves (3.34). We similarly obtain (3.35) using (3.30)
of Lemma 3.17. 
Our next estimate is an upper bound for the conditional probability of Eh,cn given {I > n} ∩
{(KH
n,mδh
, QH
n,mδh
) ∈ Uk1,k2n (δ, h, c)}, but with the additional regularity condition that QHn,mδh is not
unusually small. This regularity condition will be shown to hold with high conditional probability given
Eh,cn in Lemma 3.20 below.
Lemma 3.19. Fix C > 1. For (h, c) ∈ N2, k1, k2 ∈ N, and δ > 0, define kδ and Uk1,k2n (δ, h, c) as in
the discussion just above Lemma 3.18. Fix C > 1 and ζ > 0. For δ ∈ (0, 1), let mδh := b(1 − δ)hc be
as in Lemma 3.8. There exists δ∗ ∈ (0, 1) (depending only on C and ζ) such that for each δ ∈ (0, δ∗],
there exists n∗ = n∗(δ, C, ζ) ∈ N such that the following is true.
Suppose n ≥ n∗, (h, c) ∈
[
C−1n1/2, Cn1/2
]
Z
, and (k1, k2) ∈ (−∞,kδ]Z × [0,kδ]Z. Let x be a
realization of X1 . . . XKH
n,mδ
h
for which (KH
n,mδh
, QH
n,mδh
) ∈ Uk1,k2n (δ, h, c) and QHn,mδh ≥ ζn
1/2. There is a
constant a0 > 0, depending only on C and ζ, such that
P
(
Eh,cn |X1 . . . XKH
n,mδ
h
= x, I > n
)

{
2−3k1 exp
(−a02−2k1+2k2)δ−2n−1, k1 ≥ 0
2k1 exp
(−a02−2k1 − a02−k1+k2)δ−2n−1, k1 < 0,(3.37)
with the implicit constant depending only on C and ζ.
Proof. We will prove the lemma using Lemma 3.4 and the estimates of Section 2. Let (h, c) ∈[
C−1n1/2, Cn1/2
]2
Z
and let rδh := h − mδh  δn1/2. Let x be a realization of X1 . . . XKH
n,mδ
h
as in the
statement of the lemma, so that R(x) contains no orders, (|x|, c(x)) ∈ Uk1,k2n (δ, h, c), and c(x) ≥ ζn1/2.
Also define (JH
n,rδh
, LH
n,rδh
) as in Section 3.1 and let Rn(x) be as in (3.1).
Since c(x) ≥ ζn1/2, Lemma 2.12 implies that (if k1 is such that n− |x| ≥ 1, so that Eh,cn 6= ∅),
(3.38) P
(
N
C
(X(|x|+ 1, n)) ≤ c(x), Rn(x)
)
 (n− |x|)−1/2  2−k1δ−1n−1/2
with the implicit constant depending only on ζ.
In the case k1 ≥ 0, Proposition 2.2 and Lemma 2.3 imply
P
(
(JHn,rδh
, LHn,rδh
) = (n− |x| − 1, c− c(x))
)
 (2−4k1 exp(−a02−2k1+2k2)+ oδh(1))δ−3h−3
 (2−4k1 exp(−a02−2k1+2k2)+ oδ2n(1))δ−3n−3/2
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with a0 > 0 and the implicit constants and the rate of the oδ2n depending only on C and ζ (and
in particular not on x, k1, or k2). It follows that we can find n∗ = n∗(δ, ζ, C) such that for each
(k1, k2) ∈ [0,kδ]Z × [0,kδ]Z, and each realization x as above, we have
(3.39) P
(
(JHn,rδh
, LHn,rδh
) = (n− |x| − 1, c− c(x))
)
 2−4k1 exp(−a02−2k1+2k2)δ−3n−3/2
By combining this with (3.3) and (3.38), we obtain (3.37) in the case k1 ≥ 0.
In the case k1 < 0, (2.13) of Lemma 2.8 (applied with m = r
δ
h, k = n − |x| − 1  22k1δ2n and
R = |c− c(x)|  2k2δn1/2) implies
P
(
(JHn,rδh
, LHn,rδh
) = (n− |x| − 1, c− c(x))
)
 exp(−a02−2k1 − a02−k1+k2)δ−3n−3/2
for a constant a0 > 0 depending only on C. By combining this with (3.3) and (3.38) we obtain (3.37)
in the case k1 < 0. 
To complement Lemma 3.19, we will now prove that QH
n,mδh
is unlikely to be smaller than ζn1/2.
Lemma 3.20. Let C > 1 and q ∈ (0, 1). For (h, c) ∈ N2 and δ > 0, write mδh = b(1− δ)hc (as above)
and mδc = b(1− δ)cc. There exists δ∗ ∈ (0, 1) and ζ > 0 (depending only on C and q) such that for each
δ ∈ (0, δ∗], we can find n∗ = n∗(δ, ζ, C, q) ∈ N such that for n ≥ n∗ and (h, c) ∈
[
C−1n1/2, Cn1/2
]
Z
, we
have
P
(
QHn,mδh
∧QCn,mδc ≥ ζn
1/2 | Eh,cn
)
≥ 1− q.
Proof. Let (h, c) ∈ [C−1n1/2, Cn1/2]
Z
. By definition,
inf
i∈[KH
n,mδ
h
+1,n]Z
N
H
(X(1, i)) ≥ mδh ≥ (2C)−1n1/2
so if δ ∈ (0, 1/2), QCn,mδc < (2C)
−1n1/2, I > n, and Eh,cn occurs, then KHn,mδh ≥ K
C
n,mδc
and hence
QHn,mδh
≥ inf
i∈[KC
n,mδc
+1,n]Z
N
C
(X(1, i)) ≥ mδc ≥ (2C)−1n1/2.
Therefore, for ζ ≤ (2C)−1,
P
(
Eh,cn , QCn,mδc < ζn
1/2 | I > n
)
≤ P
(
Eh,cn , QHn,mδh ≥ (2C)
−1n1/2, FHn,b(ζ) | I > n
)
,(3.40)
where FHn,b(ζ) is the event of Lemma 3.18 with b = (2C)
−1. We will now estimate the right side of (3.40)
using (3.35) and a union bound argument.
By Lemma 3.19 (applied with (2C)−1 in place of ζ), we can find δ∗ ∈ (0, 1), depending only on
C, such that for each δ ∈ (0, δ∗], there exists n˜∗ = n˜∗(δ, C) ∈ N such that for each n ≥ n∗, each
(h, c) ∈ [C−1n1/2, Cn1/2]
Z
, and each (k1, k2) ∈ (−∞,kδ]Z × [0,kδ]Z,
P
(Eh,cn |Ek1,k2n (δ, h, c), I > n) 
{
2−3k1 exp
(−a02−2k1+2k2)δ−2n−1, k1 ≥ 0
2k1 exp
(−a02−2k1 − a02−k1+k2)δ−2n−1, k1 < 0,(3.41)
with a0 > 0 the implicit constants depending only on C, where here
Ek1,k2n (δ, h, c) :=
{
(KHn,mδh
, QHn,mδh
) ∈ Uk1,k2n (δ, h, c), QHn,mδh ≥ (2C)
−1n1/2, FHn,b(ζ)
}
.
By the second assertion of Lemma 3.18, for any given α ∈ (0, 1), we can find ζ > 0 (depending on
C and α) such that for each δ ∈ (0, δ∗], there exists n∗ = n∗(δ, ζ, C) ≥ n˜∗ such that for each n ≥ n∗,
(k1, k2) ∈ (−∞,kδ]Z × [0,kδ]Z, and (h, c) ∈
[
C−1n1/2, Cn1/2
]
Z
,
P
(
Ek1,k2n (δ, h, c) | I > n
)  2k1∨0+k2δ2α
By (3.41), for n ≥ n∗ and (k1, k2) ∈ (−∞,kδ]Z × [0,kδ]Z we have
P
(Eh,cn ∩ Ek1,k2n (δ, h, c) | I > n) 
{
2−2k1+k2 exp
(−a02−2k1+2k2)αn−1, k1 ≥ 0
2k1+k2 exp
(−a02−2k1 − a02−k1+k2)αn−1, k1 < 0,
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with the implicit constants depending only on C. By summing over all such k1 and k2, we infer
P
(
Eh,cn , QHn,mδh ≥ (2C)
−1n1/2, FHn,b(ζ) | I > n
)
 αn−1.
By combining this with (3.40) and Proposition 3.5, we get
P
(
QCn,mδc < ζn
1/2 | Eh,cn
)
=
P
(
Eh,cn , QCn,mδc < ζn
1/2 | I > n
)
P
(
Eh,cn | I > n
)  α,
with the implicit constant depending only on C. By symmetry and the union bound, also
P
(
QCn,mδc ∧Q
H
n,mδh
< ζn1/2 | Eh,cn
)
 α.
By choosing α sufficiently small (and hence ζ sufficiently small and n∗ sufficiently large), depending
only on q and C, we conclude. 
Proof of Proposition 3.8. Fix α > 0 to be chosen later, depending only on q and C. Choose ζ > 0 and
δ1 ∈ (0, 1) such that the conclusion of Lemma 3.20 holds with δ1 in place of δ∗ and α in place of q.
Then choose δ∗ ∈ (0, δ1] such that the conclusion of Lemma 3.19 holds with this choice of ζ. Then for
δ ∈ (0, δ∗], there exists n˜∗ = n˜∗(δ, C, α) which simultaneously satisfies the conclusions of Lemmas 3.19
and 3.20. Note that for δ ∈ (0, δ∗] and n ≥ n˜∗,
(3.42) P
(
QHn,mδh
≤ ζn1/2 | Eh,cn
)
≤ α.
By the first assertion of Lemma 3.18 for δ ∈ (0, δ∗], we can find n∗ = n1∗(δ, C, α) ≥ n˜∗ such that for
n ≥ n∗ and (k1, k2) ∈ (−∞,kδ]Z × [0,kδ]Z, we have
P
(
(KHn,mδh
, QHn,mδh
) ∈ Uk1,k2n (δ, h, c) | I > n
)
 2k1∧0+k2δ2,
with the implicit constants depending only on C. By combining this with Lemma 3.19, we infer
P
(
Eh,cn , (KHn,mδh , Q
H
n,mδh
) ∈ Uk1,k2n (δ, h, c), QHn,mδh ≥ ζn
1/2 | I > n
)

{
2−2k1+k2 exp
(−a02−2k1+2k2)n−1, k1 ≥ 0
2k1+k2 exp
(−a02−2k1 − a02−k1+k2)n−1, k1 < 0,
with a0 > 0 and the implicit constants depending only on C and ζ. By summing this estimate over
those (k1, k2) ∈ (−∞,kδ]Z × [0,kδ]Z for which Uk1,k2n (δ, h, c) 6⊂ Uδn(A, h, c), we infer that there exists
A > 2, depending only on C, α, and ζ, such that with Uδn(A, h, c) as in the statement of the proposition,
P
(
Eh,cn , (KHn,mδh , Q
H
n,mδh
) /∈ Uδn(A, h, c), QHn,mδh ≥ ζn
1/2 | I > n
)
≤ αn−1.
By dividing this by the estimate of Proposition 3.5, we get
P
(
(KHn,mδh
, QHn,mδh
) /∈ Uδn(A, h, c), QHn,mδh ≥ ζn
1/2 | Eh,cn
)
 α,
with the implicit constant depending only on C. By combining this with (3.42), we find that
P
(
(KHn,mδh
, QHn,mδh
) /∈ Uδn(A, h, c) | Eh,cn
)
 α,
with the implicit constant depending only on C. We now conclude by choosing α sufficiently small that
α times this implicit constant is at most q. 
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4. Local estimates with few orders
In the previous section, we proved various estimates associated with the event that the reduced word
X(1, n) contains no orders and a particular number of burgers of each type. In this subsection we will
use the results of the previous sections to prove analogous estimates for the event that a reduced word
contains a small number of orders and approximately a particular number of burgers of each type. The
main result of this subsection is Proposition 4.4 below, which is needed for the proof of the upper bound
in Theorem 1.9, and will also be used in [GS15b]. Unlike in Section 3, in this section we will read the
word backward, rather than forward so as to make use of the backward stopping times JH of Section 2.
Before stating and proving our main estimate, in Section 4.1 we will prove a regular variation type
estimate for the probability that there is a time j in a given discrete interval with the property that
X(−j,−1) contains no orders.
4.1. Probability of a time with no orders in a small interval. In this section we will prove a
sharp estimate for the probability that there is a time slightly smaller than n for which X(−j,−1)
contains no orders. We recall the definitions of regular varying and slowly varying from Section 1.5.2.
Lemma 4.1. Let ψ0 be the slowly varying function from Lemma 1.12. There is a slowly varying
function ψ2 such that for n ∈ N and k ∈ [1, n]Z, we have
P(∃ j ∈ [n− k, n]Z such that X(−j,−1) contains no orders) = (1 + ok/n(1))ψ0(n)ψ2(k)(k/n)µ,
with µ as in (1.11).
To prove Lemma 4.3 we need some basic facts about regularly varying functions. We leave the proof
of the first fact to the reader.
Lemma 4.2. Let g : (0,∞) → (0,∞) be bounded and regularly varying with exponent α ∈ (0, 1). For
t > 0, let g˜(t) :=
∫ btc
0
g(s) ds. Then g˜ is regularly varying with exponent −(1− α).
Lemma 4.3. Let α ∈ (0, 1). Let (Yj) be an iid sequence of non-negative random variables. For m ∈ N,
let Sm :=
∑m
j=1 Yj. For n ∈ N and k ∈ [1, n]Z, let Gkn be the event that there is an m ∈ N with Sm ∈ [n−
k, n]Z. Assume that the functions t 7→ P(Y1 ≥ t) and t 7→ P(btc = Sm for some m ∈ N) are regularly
varying with exponents α and 1 − α, respectively, so that in particular P(n = Sm for some m ∈ N) =
ψ(n)n−(1−α) for some slowly varying function ψ. There is a slowly varying function ψ˜, depending only
on the law of Y1, such that
P
(
Gkn
)
= (1 + ok/n(1))ψ(n)ψ˜(k)(k/n)
1−α.
Proof. For n ∈ N and k ∈ [1, n]Z, let Mkn be the largest m ∈ N for which Sm ∈ [n − k, n]Z if such a
time exists and Mkn := n+ 1 otherwise. Then we have
P
(
Gkn
)
=
n∑
i=n−k
P
(
SMkn = i
)
.
For i ∈ [n − k, n]Z, the event {SMkn = i} is the intersection of the event that i = Sm for some m ∈ N
and the event that for this m, we have Ym+1 ≥ n − i + 1. By the Markov property, the conditional
probability of the latter event given the former is the same as the probability that Y1 ≥ n− j+ 1. Thus
P
(
SMkn = i
)
= f(i)g(n− i+ 1)
where f(i) := P(i = Sm for some m ∈ N) and g(i) := P(Y1 ≥ i). Since f(n) = ψ(n)n−(1−α), we have
P(Gn) =
n∑
i=n−k
f(i)g(n− i+ 1) = (1 + ok/n(1))f(n)
n∑
i=n−k
g(n− i+ 1)
= (1 + ok/n(1))ψ(n)n
−(1−α)
k∑
j=1
g(j).
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By Lemma 4.2, t 7→ ∑btcj=1 g(j) is regularly varying of exponent −(1 − α), so there is a slowly varying
function ψ˜ such that
k∑
j=1
g(j) = ψ˜(k)k1−α.
The statement of the lemma follows. 
Proof of Lemma 4.1. Let P0 = 0 and for m ∈ N, let Pm be the mth smallest j ∈ N for which X(−j,−1)
contains no orders. Then the increments Pm−Pm−1 are iid, and by [GMS15, Lemma A.8], P1 is regularly
varying with exponent 1− µ. By translation invariance,
P(∃m ∈ N such that Pm = n) = P(I > n).
By Lemma 1.12, this quantity is regularly varying in n with exponent µ and slowly varying correction
ψ0. The statement of the lemma now follows from Lemma 4.3. 
4.2. Statement and proof of local estimates with few orders. In this subsection we will use the
following notation. For n, k ∈ N and (h, c) ∈ N2, let Eh,cn,k,r be the event that there exists j ∈ N such
that the following is true:
j ∈ [n− k, n]Z, N
H
(X(−j,−1)) ∈ [h− r, h]
Z
, N
C
(X(−j,−1)) ∈ [c− r, c]
Z
,
N
H
(X(−j,−1)) +N
F
(X(−j,−1)) ≤ r, and N
C
(X(−j,−1)) +N
F
(X(−j,−1)) ≤ r.(4.1)
Let Jh,cn,k,r be the minimum of n+ 1 and the smallest j ∈ [n− k, n]Z for which (4.1) holds. Heuristically
speaking, if k and r are small then Eh,cn,k,r is an approximate version of the event Eh,cn of Definition 1.6
but with the word read backward rather than forward (we read the word backward to enable us to
apply the estimates of Section 2). The goal of this subsection is to estimate the probability of this event
in terms of n, k, r, h, and c.
Instead of proving a lower bound for the probability of Eh,cn,k,r, we will instead prove a lower bound
for a smaller event which we now define. For m ∈ N, let JHm and LHm be as in (1.10). Let E˜h,cn,k,r be the
event that the following is true:
(4.2) JHh ∈ [n− k, n]Z, LHh ∈ [c− r, c]Z, and N C
(
X(−JHh ,−1)
) ≤ c.
We note that LHh = N C
(
X(−JHh ,−1)
)−N
C
(
X(−JHh ,−1)
)
, so if E˜h,cn,k,r occurs then
(4.3) N
C
(
X(−JHh ,−1)
) ≤ r.
Since X(−JHh ,−1) contains no hamburger orders or flexible orders, it follows that
E˜h,cn,k,r ⊂ Eh,cn,k,r.
The main result of this section is the following proposition, which is an analogue of Propositions 3.5
and 3.6 of Section 3 with the event Eh,cn,k,r or E˜
h,c
n,k,r in place of the event Eh,cn . We also include a
regularity estimate.
Proposition 4.4. Suppose we are in the setting described just above. Let ψ0 be the slowly varying
function of Lemma 1.12 and let ψ2 be the slowly varying function of Lemma 4.1. Fix C > 1. Suppose
n, k, r, h, c ∈ N with
(4.4) k ≤ n, C−1k ≤ r2 ≤ Ck, and r ≤ C(h ∧ c).
(1) For each n, h, c, r, k ∈ N satisfying (4.4), we have
P
(
Eh,cn,k,r
)
 ψ0((h ∧ c)2)ψ2(r2)(h ∧ c)−2−2µk1+µ
with the implicit constants depending only on C.
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(2) There exists m∗ ∈ N, depending only on C, such that for each n, h, c, r, k ∈ N satisfying (4.4)
with n, h, c, r, k ≥ m∗ and (h, c) ∈
[
C−1n1/2, Cn1/2
]2
Z
, we have
P
(
E˜h,cn,k,r
)
 ψ0(n)ψ2(k)n−1−µk1+µ
with the implicit constants depending only on C.
(3) For each q ∈ (0, 1), there exists A > 0 and m∗ ∈ N (depending only on C and q) such that for
each n, h, c, r, k ∈ N satisfying (4.4) with n, h, c, r, k ≥ m∗ and (h, c) ∈
[
C−1n1/2, Cn1/2
]2
Z
, we
have
P
 sup
j∈[1,Jh,cn,k,r]Z
|X(−j,−1)| ≤ An1/2 |Eh,cn,k,r
 ≥ 1− q.
Remark 4.5. Only assertion 1 of Proposition 4.4 is needed for the proof of Theorem 1.9. However,
the other assertions do not take much additional effort to prove and will be used in [GS15b].
We will extract Proposition 4.4 from the following lemma, which in turn is a consequence of the
results of Section 3 together with Lemma 4.1.
Lemma 4.6. For n, k ∈ N, let Pn,k be the largest j ∈ [n− k, n]Z for which X(−j,−1) contains no
orders (or Pn,k = 0 if no such j exists). For n, k, r ∈ N and (h, c) ∈ N2, let Eh,cn,k,r be the event that
Pn,k > 0 and ∣∣∣∣N H (X(−Pn,k,−1))− h
∣∣∣∣ ≤ r and ∣∣∣∣N C (X(−Pn,k,−1))− c
∣∣∣∣ ≤ r.
Let ψ0 be the slowly varying function of Lemma 1.12 and let ψ2 be the slowly varying function of
Lemma 4.1. Fix C > 1. Suppose n ∈ N, (h, c) ∈ N2 with h, c ≥ nξ/2, k ∈ [1, n/2]Z, and r ∈
[1, C(h ∧ c)]Z.
(1) For each n, h, c, r, k as above, we have
P
(
E
h,c
n,k,r
)
 ψ0((h ∧ c)2)ψ2(k)(h ∧ c)−2−2µr2kµ
with the implicit constants depending only on C.
(2) There exists n∗ ∈ N (depending only on C) such that for each n ≥ n∗ and each n, h, c, r, k as
above with (h, c) ∈ [C−1n1/2, Cn1/2]2
Z
, we have
P
(
E
h,c
n,k,r
)
 ψ0(n)ψ2(k)n−1−µr2kµ
with the implicit constants depending only on C.
(3) For each q ∈ (0, 1), there exists A > 0 and n∗ ∈ N (depending only on C and q) such that for
each n, h, c, r, k as above with n ≥ n∗ and (h, c) ∈
[
C−1n1/2, Cn1/2
]2
Z
, we have
P
(
sup
j∈[1,Pn,k]Z
|X(−j,−1)| ≤ An1/2 |Eh,cn,k,r
)
≥ 1− q.
The reader should think of the event of Lemma 4.6 as an approximation to the events of Proposi-
tion 4.4, which concerns a particular time (namely Pn,k) which is easier to analyze. We will eventually
deduce Proposition 4.4 from Lemma 4.6 by comparing the events considered in the two results.
Proof of Lemma 4.6. Observe that
{Pn,k 6= 0} = {∃ j ∈ [n− k, n]Z such that X(−j,−1) contains no orders}.
By Lemma 4.1,
(4.5) P
(
Pn,k > 0
)  ψ0(n)ψ2(k)(k/n)µ
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with ψ0 as in Lemma 1.12, ψ2 as in Lemma 4.1, and the implicit constants depending only on p.
For m ∈ [n − k, n]Z, the event {Pn,k = m} is the same as the event that X(−m,−1) contains no
orders and there is no j ∈ [m+1, n] for which X(−j,−m−1) contains no orders. Hence the conditional
law of X−m . . . X−1 given {Pn,k = m} is the same as its conditional law given that X(−m,−1) contains
no orders. By Lemma 1.12 and Proposition 3.6, it follows that for each m ∈ [n− k, n]Z,
(4.6) P
(Eh,cm |Pn,k = m)  ψ0((h ∧ c)2)(h ∧ c)−2−2µψ0(n)n−µ
with the implicit constant depending only on p. By Proposition 3.5, for each C > 1 there exists n∗ ∈ N
such that for each n ≥ n∗ and each (h, c) ∈
[
(2C)−1n1/2, 2Cn1/2
]2
Z
,
(4.7) P
(Eh,cm |Pn,k = m)  n−1
with the implicit constant depending only on C. By Theorem 1.7, for each C > 1 and q ∈ (0, 1), there
exists A > 0 and n∗ ∈ N (depending only on C and q) such that for each n ∈ N, each m ∈ [n− k, n]Z,
and each (h, c) ∈ [(2C)−1n1/2, 2Cn1/2]2
Z
, we have
(4.8) P
(
sup
j∈[1,m]Z
|X(−j,−1)| ≤ An1/2 | Eh,cm , Pn,k = m
)
≥ 1− q.
We obtain assertion 1 by combining (4.5) and (4.6) then summing over all (h′, c′) ∈ [0 ∨ (h− r), h+
r]Z× [0∨ (c− r), c+ r]Z. We similarly obtain assertion 2 from (4.5) and (4.7). Assertion 3 is immediate
from (4.8). 
The following lemma will be used to deduce Proposition 4.4 from Lemma 4.6.
Lemma 4.7. For n, k, r, h, c ∈ N, let Pn,k and Eh,cn,k,r be defined as in Lemma 4.6. Let Eh,cn,k,r be defined
as in (4.1) and let Jh,cn,k,r be as in the discussion just after. For each C > 1 and each q ∈ (0, 1), there is
an m∗ ∈ N and a B ≥ C, depending only on C and q, such that for each n, h, c, r, k ∈ N with k ≤ n,
C−1k ≤ r2 ≤ Ck, and r ≤ C(h ∧ c) and each realization x of X−Jh,cn,k,r . . . X−1 for which E
h,c
n,k,r occurs,
we have
P
(
E
h,c
n+Br2,Br2,Br |X−Jh,cn,k,r . . . X−1 = x
)
≥ 1− q.
Proof. Given n, h, c, r, k, a realization x as in the statement of the lemma, and B ≥ C, let F (x;B) =
Fh,cn,k,r(x;B) be the event that there is a j ∈ [|x|+ k, |x|+Br2]Z such that X(−j,−|x| − 1) contains no
orders and at least r burgers of each type; and supj∈[|x|+1,|x|+B1r2]Z |X(−j,−|x| − 1)| ≤ B2r. Then we
have
{X−Jh,cn,k,r . . . X−1 = x} ∩ F (x;B) ⊂ E
h,c
n+Br2,Br2,Br
so we just need to show that for large enough B,
(4.9) P
(
F (x;B) |X−Jh,cn,k,r . . . X−1 = x
)
≥ 1− q.
By [She16b, Theorem 2.5], we can find B0 > C
2 (≥ k/r2) such that for each r > 0, it holds with
probability at least 1 − q/3 that the word X(−|x| − B0r2,−|x| − 1) contains at least r burgers of
each type. By Lemma 1.13 and the Dynkin-Lamperti theorem [Dyn55, Lam62], we can find B1 > B0,
depending only on q, such that with probability at least 1−q/3, there is a j ∈ [|x|+B0r2, |x|+B1r2]Z such
that X(−j,−|x|− 1) contains no orders. By a second application of [She16b, Theorem 2.5], we can find
B2 > 0 such that with probability at least 1−q/3, we have supj∈[|x|+1,|x|+B1r2]Z |X(−j,−|x|−1)| ≤ B2r.
Since Jh,cn,k,r is a stopping time for X, read backward, the word . . . X−|x|−2X−|x|−1 is independent
from the event {X−Jh,cn,k,r . . . X−1 = x}. By combining these observations, we obtain (4.9) with B =
C ∨B0 ∨B1 ∨B2. 
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Proof of Proposition 4.4. Suppose given n, k, r, h, c as in the statement of the proposition and define
the event E
h,c
n,k,r as in Lemma 4.6. By Lemma 4.7, we can find B > 0, depending only on C, such that
P
(
E
h,c
n+Br2,Br2,Br |Eh,cn,k,r
)
≥ 1
2
.
By combining this with assertion 1 of Lemma 4.6, we obtain assertion 1 of the present proposition.
From now on we assume further that that (h, c) ∈ [C−1n1/2, Cn1/2]
Z
. To obtain assertion 2, let
Ph,cn,k,r be the smallest j ∈ [n− k, n]Z for which∣∣∣∣N H (X(−j,−1))− h
∣∣∣∣ ≤ r and ∣∣∣∣N C (X(−j,−1))− c
∣∣∣∣ ≤ r,
or Ph,cn,k,r = n+ 1 if no such j exists. Observe that P
h,c
n,k,r is a stopping time for the filtration generated
by X, read backward; and Ph,cn,k,r ≤ n on E
h,c
n,k,r. By assertion 2 of Lemma 4.6, if n is chosen sufficiently
large (depending only on C) then
(4.10) P
(
Ph,cn,k,r ≤ n
)
 ψ0(n)ψ2(k)r2kµn−1−2µ
with the implicit constant depending only on C. Set P ∗ := Ph−r/8,c−r/8n−r2,r2,r/8 . We observe that P
∗ is a
stopping time for the word X, read forward. By the strong Markov property and [She16b, Theorem
2.5] (and since C−1r2 ≤ k ≤ Cr2) we can find m∗ ∈ N, depending only on C, such that for n, h, c, k, r
as above with n, h, c, k, r ≥ m∗,
P
(
E˜h,cn,k,r |P ∗ ≤ n− r2
)
 1,
implicit constant depending only on C. Here we recall that E˜h,cn,k,r is defined as in (4.2). By (4.10)
(applied to P ∗) we obtain assertion 2.
It remains to prove assertion 3. For A > 0, let
G(A) = Gh,cn,k,r(A) := E
h,c
n,k,r ∩
 sup
j∈[1,Jh,cn,k,r]Z
|X(−j,−1)| ≤ An1/2
.
By Lemma 4.7, we can find a B > 1, depending only on C, such that for each n, h, c, k, r as above, we
have
(4.11) P
(
E |G(A)c ∩ Eh,cn,k,r
)
≥ 1
2
,
where E := E
h,c
n+Br2,Br2,Br. By assertions 1 and 2 of Lemma 4.6 together with assertions 1 and 2 of
the present lemma, there is an m˜∗ ∈ N, depending only on C, such that for n, h, c, r, k as above with
n, h, c, r, k ≥ m˜∗, we have
P
(
E
)  P(Eh,cn,k,r)
with the implicit constant depending only on C.
By assertion 3 of Lemma 4.6, for each α > 0 we can find A > 0 and m∗ ≥ m˜∗, depending only on C
and α, such that for m ≥ m∗, we have
P
(
sup
j∈[1,n]Z
|X(−j,−1)| > An1/2 |E
)
≤ α,
which implies
(4.12) P
(
G(A)c ∩ Eh,cn,k,r |E
)
≤ α.
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By (4.11) and (4.12),
P
(
G(A)c |Eh,cn,k,r
)
=
P
(
G(A)c ∩ Eh,cn,k,r |E
)
P
(
E
)
P
(
E |G(A)c ∩ Eh,cn,k,r
)
P
(
Eh,cn,k,r
)  α
with the implicit constant depending only on C. We now conclude by choosing α smaller than q divided
by this implicit constant. 
5. Empty reduced word exponent
In this section we will prove Theorem 1.9. The proof of the lower bound for P(X(1, 2n) = ∅) is easier,
and is given in Section 5.1. The argument is similar to some of the proofs given in [GMS15, Section 3]
(and in fact appeared in an earlier version of that paper). In Section 5.2, we will prove some estimates
which are needed for the proof of the upper bound, namely a variant of [GMS15, Lemma 3.7] which
tells us that a word with few hamburger orders is very unlikely to contain too many flexible orders; and
an estimate to the effect that the path Zn is unlikely to stay close to the boundary of the first quadrant
for a long time. In Section 5.3, we use the estimates of Section 4 and Section 5.2 to prove the upper
bound in Theorem 1.9.
5.1. Lower bound. In this subsection we will prove the lower bound in Theorem 1.9. The content
of this subsection appeared in an earlier version of [GMS15], but was moved to its present location
to present a more logical progression of ideas. We thank Cheng Mao for his contributions to this
subsection.
The argument of this subsection is similar to the proofs in [GMS15, Section 3.2], and proceeds as
follows. We prove the lower bound with X(−2n,−1) in place of X(1, 2n) (which we can do by translation
invariance). Let δ > 0 be a small parameter which is independent from n. We divide the interval
[−2n,−1]Z into the interval [−2n,−n − 1]Z plus kn =
⌈
logn
log δ
⌉
intervals of the form [−δk−1n,−δkn]Z.
We will define events Gn,k corresponding to these intervals such that the intersection of the Gn,k’s over
all of the intervals is contained in {X(1, 2n) = ∅}. By [She16b, Theorem 2.5], one can approximate the
path D = (d, d∗) of Notation 1.5 on all but finitely many of the intervals [−δk−1n,−δkn]Z (i.e., those
for which δkn is at least some δ-dependent constant) by a correlated two-dimensional Brownian motion
as in (1.8). This will lead to a lower bound for the probability of the intersection of the events Gn,k for
all but finitely many values of k. The finitely many small intervals remaining do not pose a problem
since there are only finitely many possibilities for the symbols in the word restricted to these intervals.
To carry out the above argument we first need to estimate an appropriate probability for Brownian
motion.
Lemma 5.1. Fix a constant C > 1. Let z ∈ [C−1, C]2. Let Z be a Brownian motion as in (1.8)
(started from 0). For δ > 0, let F zδ be the event that U(t) ≥ −δ1/2 and V (t) ≥ −δ1/2 for each t ∈ [0, 1];
and |Z(1)− z| ≤ δ1/2. Then P(F zδ )  δµ+1, where µ is as in (1.11) and the implicit constant depends
on C, but not z or δ.
Proof. Let E˜δ be the event that U(t) ≥ −δ1/2 and V (t) ≥ −δ1/2 for each t ∈ [0, 1/2]; and Z(1/2) ∈
[C−1, C]2. By [GMS15, Lemma 3.2] and scale invariance (see also [Shi85, Section 4]), we have P
(
E˜δ
)

δµ. The conditional law of Z|[1/2,1] given Z|[0,1/2] is that of a Brownian motion with covariances as
in (1.8) started from Z(1/2). On the event E˜δ, the probability that such a Brownian motion stays in the
first quadrant until time 1 and satisfies |Z(1)− z| ≤ δ1/2 is proportional to δ. Hence P
(
F zδ | E˜δ
)
 δ.
The statement of the lemma follows. 
Proof of Theorem 1.9, lower bound. Fix δ > 0 and C > 100, to be chosen later. Let kn =
⌈
logn
log δ−1
⌉
be
the smallest k ∈ N such that δkn ≤ 1. Also fix ν ∈ (1− µ, 1/2).
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Let bH0 (resp. b
C
0 ) be the number of hamburgers (resp. cheeseburgers) in X(−2n,−n − 1). For
k ∈ [0,kn]Z let
bHk := N H
(
X(−2n,−bδknc − 1)) and bCk := N C (X(−2n,−bδknc − 1)).
Let Gn,0 be the event that X(−2n,−n− 1) contains no orders, at least 7C−1n1/2 hamburgers, at least
7C−1n1/2 cheeseburgers, and at most Cn1/2 total burgers. For k ∈ [1,kn]Z, let Gn,k be the event that
the following is true.
(1) Nθ
(
X(−bδk−1nc,−bδknc − 1)) ≤ 0 ∨ (C−1(δkn)1/2 − (δn)ν(k−1) − 1) for θ ∈ { H , C }.
(2) bHk−1 − 4C−1(δkn)1/2 − (δn)ν(k−1) ≤ Nθ
(
X(−bδk−1nc,−bδknc − 1)) ≤ bHk−1 − 3C−1(δkn)1/2 −
(δn)ν(k−1) for θ ∈ { H , C }.
(3) N
F
(
X(−bδk−1nc,−bδknc − 1)) ≤ (δn)ν(k−1).
Roughly speaking, Gn,k is the event that X(−bδk−1nc, bδknc − 1) has at most ≈ C−1(δkn)1/2 burgers
of each type; the orders in this word fulfill all but  (δkn)1/2 of the burgers in X(−2n,−bδk−1nc − 1);
and X(−bδk−1nc, bδknc − 1) does not have too many leftover F ’s.
By conditions 2 and 3, if k ∈ [1,kn]Z and Gn,k occurs then every order in X(−bδk−1nc, bδknc − 1)
has a match in X(−2n,−bδk−1nc). By induction, on ⋂kj=0Gn,j the word X(−2n,−bδknc− 1) contains
no orders. Furthermore, using condition 2 in the definition of Gn,k, we find that if bδknc is at least
some (δ, C)-dependant constant, then
(5.1) C−1(δkn)1/2 ≤ bHk ≤ 6C−1(δkn)1/2 and C−1(δkn)1/2 ≤ bCk ≤ 6C−1(δkn)1/2.
We will now estimate the conditional probability of Gn,k given X−2n . . . X−bδk−1nc−1 using the scaling
limit result [She16b, Theorem 2.5] and Lemma 5.1. By [GMS15, Lemma 3.3], if C is chosen sufficiently
large then we have P(Gn,0) ≥ n−µ+on(1). With D = (d, d∗) the walk as in (1.6), we have
N
H
(
X(−bδk−1nc,−bδknc − 1)) = − inf
j∈[bδk−1nc,−bδknc−1]Z
(d(−j)− d(−bδknc − 1)) and
N
H
(
X(−bδk−1nc,−bδknc − 1)) = d(−bδk−1nc)− inf
j∈[bδk−1nc,−bδknc−1]Z
d(−j) + ξn,
where ξn denotes an error term which is bounded above in absolute value by one plus the number of
F ’s in X(−bδk−1nc,−bδknc−1). Similar formulas hold for cheeseburgers and cheeseburger orders with
d∗ in place of d. By [She16b, Theorem 2.5] and translation invariance, the restriction to [0, 1] of
t 7→
(
δ(k−1)/2 − δk/2
)−1/2
n−1/2
(
D(−bt(bδk−1nc − bδknc) + bδkncc)−D(−bδknc − 1))
converges in law to the restriction to [0, 1] of a correlated Brownian motion Z as in (1.8). By the
strong Markov property, the same holds if we condition on X−2n . . . X−bδk−1nc−1. By combining these
observations with [GMS15, Corollary 6.2] (to deal with condition 3) and Lemma 5.1, we see that there
exists m∗ ∈ N, independent of n, and a constant q ∈ (0, 1), independent of n and δ, such that whenever
k ∈ [1,kn]Z with bδknc ≥ m∗, (5.1) holds on the event Gn,k and
P
(
Gn,k |X−2n . . . X−bδk−1nc−1
)
1Gn,k−1 ≥ qδµ+11Gn,k−1 .
Let k∗ be the largest k ∈ [1,kn]Z for which bδknc ≥ m∗. Then
(5.2) P
(
k∗⋂
k=0
Gn,k
)
≥ qknδkn(µ+1)n−µ+on(1) ≥ n−2µ−1+on(1)+oδ(1)
with the oδ(1) independent of n. Here we used that
log
(
q−kn
) ≤ log q−1 log n
log δ−1
≤ oδ(1) log n.
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It follows from (5.1) that on
⋂k∗
k=0Gn,k, the word X(−2n,−bδk∗nc − 1) contains no orders and fewer
than bδk∗nc burgers. Since m∗ does not depend on n and bδk∗nc ≤ δ−1m∗, we have
(5.3) P
(
X(1, 2n) = ∅ |
k∗⋂
k=0
Gn,k
)
 1,
with the implicit constant independent of n. By combining (5.2) and (5.3) and sending δ → 0, we
obtain the lower bound in Theorem 1.9. 
5.2. Some preliminary estimates. In this subsection we will prove some estimates which are needed
to rule out pathological behavior in the proof of the upper bound in Theorem 1.9. The reader may wish
to skim this section and refer back to it while reading Section 5.3.
First we prove a variant of [GMS15, Lemma 3.7] where we consider the number of hamburger orders
in a word, rather than the length of the word.
Lemma 5.2. Let µ′ be as in (1.11). For m ∈ N and ν > µ′, we have
(5.4) P
(
∃n ∈ N such that N
H
(X(1, n)) ≥ m and N
F
(X(1, n)) ≥ N
H
(X(1, n))
2ν
)
= o∞m (m).
Furthermore, for each fixed η > 0 and each n ∈ N, we have
(5.5) P
(
∃ j ∈ [1, n]Z such that N F (X(−j,−1)) ≥ N H (X(−j,−1))
2ν ∨ nη
)
= o∞n (n).
To prove Lemma 5.2, we first require the following further lemma.
Lemma 5.3. Let µ′ be as in (1.11). For m ∈ N, let I˜Hm be the mth smallest i ∈ N for which the word
X(1, i) contains no hamburgers. Then for each ν > µ′, we have
P
(
∃ k ≥ m such that N
F
(
X(1, I˜Hk )
)
≥ k2ν
)
= o∞m (m).
Proof. Let N0 = 0 and for l ∈ N, let Nl be the lth smallest m ∈ N such that X(1, I˜Hm ) contains
no cheeseburgers (equivalently no burgers). Note that the increments {Nl − Nl−1}l∈N are iid. Let
Mm := sup{l ∈ N : Nl ≤ m}. By [GMS15, Lemma 3.7], for each sufficiently large C > 1 we have
(5.6) P
(
I˜HN1 ≥ C2m2, N H
(
X(1, C2m2)
)
> m
)
≥ m−2µ′+om(1).
A hamburger order can only be added to the reduced word at one of the times I˜Hk for k ∈ N. Hence on
the event in (5.6), we have N1 ≥ m, so
P(N1 ≥ m) ≥ m−2µ′+om(1).
The quantity N
F
(
X(1, I˜Hm )
)
can increase by at most 1 when m increases by 1, and can increase only if
m = Nl for some l ∈ N. The statement of the lemma therefore follows from [GMS15, Lemma 3.10]. 
Proof of Lemma 5.2. Define the times I˜Hm as in Lemma 5.3. For m ∈ N, let EHm be the event that
I˜Hm = I˜
H
m−1 + 1 and XI˜Hm = H . The events E
H
m are independent and by (1.4), we have P
(
EHm
)
=
P
(
XI˜Hm−1+1
= H
)
= (1− p)/4 for each m ∈ N. By Hoeffding’s inequality,
(5.7) P
(
N
H
(
X(1, I˜Hm )
)
≤ 1− p
8
m
)
= o∞m (m).
By summing this estimate over [m,∞)Z, we find that the probability that there exists even a single
k ≥ m for which N
H
(
X(1, I˜Hk )
)
≤ 1−p8 k is of order o∞m (m).
Suppose there exists n ∈ N such that hn := N H (X(1, n)) ≥ m and N F (X(1, n)) ≥ h
2ν
n . For each
such n, let mn be the largest k ∈ N such that I˜Hk ≤ n. We clearly have mn ≥ hn, so by the above
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estimate it holds except on an event of probability o∞m (m) that mn ∈ [hn, 81−phn]Z for each such n.
Therefore, for each such n we have mn ≥ m and N F
(
X(1, I˜Hmn)
)
≥ ( 1−p8 mn)2ν . We now obtain (5.4)
by means of Lemma 5.3.
To obtain (5.5), we use translation invariance and (5.4) with m =
⌊
1−p
8 n
η
⌋
to find that for each j ∈
[1, n]Z, the probability that N H (X(−j,−1)) ≥
⌊
1−p
8 n
η
⌋
and N
F
(X(−j,−1)) ≥ N
H
(X(−j,−1))2ν
is o∞n (n). By (5.7), the probability that N F (X(−j,−1)) ≥ n
η and N
H
(X(−j,−1)) < ⌊ 1−p8 nη⌋ is
also of order o∞n (n). We then sum over all j ∈ [1, n]Z. 
Next we will prove a result to the effect that it is very unlikely that the path n 7→ D(n) of Section 1.2
stays close to the coordinate axes for a long time.
Lemma 5.4. Define D = (d, d∗) as in Notation 1.5. There is a constant a0 > 0, depending only on p,
such that for each n ∈ N and r > 0, we have
(5.8) P
(
sup
j∈[1,n]Z
|d(X(−j,−1))| ∧ |d∗(X(−j,−1))| ≤ r
)
≤ e−a0r−2n + o∞n (n)
with the rate of the o∞n (n) depending only on p.
Note that the right side of (5.8) is of order o∞n (n) provided r ≤ n1/2− for any  > 0; and is of
constant order provided r ≥ n1/2.
Proof of Lemma 5.4. The idea of the proof is to use the scaling limit result [She16b, Theorem 2.5] for
D to argue that in each r2-length interval of times, D has positive conditional probability to exit the
r-neighborhood of the coordinate axes, regardless of what has happened in the past; then multiply over
 r−2n such intervals. There is a small amount of additional complication arising from the fact that
D is not exactly Markovian, due to the presence of F ’s.
Let
Gn(r) :=
{
sup
j∈[1,n]Z
|d(X(−j,−1))| ∧ |d∗(X(−j,−1))| ≤ r
}
be the event in the statement of the lemma. Let µ be as in (1.11) and fix ν1, ν2 ∈ (1 − µ, 1/2) with
ν1 < ν2. For n ∈ N, let
Fn :=
{
sup
j∈[n1−2ν2 ,∞)
j−ν1N
F
(X(−j,−1)) ≤ 1
}
.
By [GMS15, Corollary 6.2], P(Fn) = 1− o∞n (n). Hence is suffices to bound P(Gn(r) ∩ Fn).
For n ∈ N, r > 0, and k ∈ [1, r−2n]
Z
, let
Ekn(r) :=
{
sup
j∈[(k−1)r2+1,kr2]Z
(|d(X(−j,−(k − 1)r2 − 1))| ∧ |d∗(X(−j,−(k − 1)r2 − 1))|) ≤ 3r + 1}
be the event that (roughly speaking) the walk D = (d, d∗) stays close to the coordinate axes during the
time interval [(k − 1)r2 + 1, kr2]Z.
We claim that if r ≥ nν1 , then
(5.9) Gn(r) ∩ Fn ⊂
br−2nc⋂
k=bn1−2ν2c+1
Ekn(r).
Indeed, suppose by way of contradiction that Gn(r)∩Fn occurs but there exists k∗ ∈ [n1−2ν2 +1, r−2n]Z
such that Ek∗n (r) fails to occur. Then there exists j ∈ [(k∗−1)r2, k∗r2]Z for which |d
(
X(−j,−(k∗ − 1)r2 − 1)
)| ≥
3r+2 and |d∗(X(−j,−(k∗ − 1)r2 − 1))| ≥ 3r+2. By definition ofGn(r), either ∣∣d(X(−(k∗ − 1)r2,−1))∣∣ ≤
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r or
∣∣d∗(X(−(k∗ − 1)r2,−1))∣∣ ≤ r. By symmetry we can assume without loss of generality that we are
in the former case. Then
|d(X(−j,−1))|
≥ ∣∣d(X(−j,−(k∗ − 1)r2 − 1))∣∣− ∣∣d(X(−(k∗ − 1)r2,−1))∣∣−N F (X(−(k∗ − 1)r2,−1))
≥ 2r + 1−N
F
(
X(−(k − 1)r2,−1)).
On Fn, we have
N
F
(
X(−(k − 1)r2,−1)) ≤ (k − 1)ν1r2ν1 ≤ nν1 ≤ r.
Hence |d(X(−j,−1))| ≥ r + 1, which contradicts occurrence of Gn(r). Thus (5.9) holds.
The events Ekn(r) for different values of k are independent. By [She16b, Theorem 2.5], there is a
q > 0, independent of n and r, such that P
(
Ekn(r)
c
) ≥ q for each n ∈ N, each r ≥ nν1 , and each
k ∈ [n1−2ν2 , r−2n]Z. Hence it follows from (5.9) that for r ≥ nν1 , we have
P(Gn(r) ∩ Fn) ≤ (1− q)r−2n−n1−2ν2−1 ≤ e−a0r−2n
for an appropriate choice of a as in the statement of the lemma. It is clear that P(Gn(r) ∩ Fn) is
increasing in r, so for a general choice of n ∈ N and r > 0, we have
P(Gn(r) ∩ Fn) ≤ e−a0r−2n ∨ e−a0n1−2ν1 ≤ e−a0r−2n + o∞n (n).
This yields (5.8). 
5.3. Upper bound. We are now ready to prove the upper bound of Theorem 1.9, and thereby complete
the proof of the theorem. We will read the word backward and prove an estimate for P(X(−2n,−1) = ∅)
(which is sufficient by translation invariance) so as to make use of Proposition 4.4.
For the proof, we will define successive stopping times Nkn and K
k
n and associated events E
k
n for
k ∈ [1,k]Z, where k ∈ N is large but independent of n. These stopping times are defined so that if
Ekn occurs and {X(−2n,−1) = ∅}, then a certain reduced word will have an unusually small number of
orders, so Proposition 4.4 gives a polynomial upper bound for the probability that this is the case. On
the other hand, we will deduce from the exponential tail for the length of a reduced word [She16b, Lemma
3.13] and the estimates of Section 5.2 that P
(
(Ekn)
c, X(1, 2n) = ∅) = o∞n (n), so that we obtain an upper
bound for P(X(−2n,−1) = ∅). See Figure 2 for an illustration of the proof. We now proceed with the
details.
Let µ′ be as in (1.11). Fix ν ∈ (µ′, 1/2), ξ ∈ (2ν, 1), k ∈ N, and ζ ∈
(
0, ν−µ
′
100 ν
k
)
. We will eventually
send ζ → 0 then k→∞. For n ∈ N, let N0n := bn/2c and let K0n be minimum of n+ 1 and the smallest
j ≥ N0n such X(−j,−1) contains at least n1/2−ζ hamburger orders and at least n1/2−ζ cheeseburger
orders. For k ∈ [1,k]Z,
• Let Nkn be the smallest j ≥ 2n− 2n2(ξ
k+ζ) such that X(−j,−1) contains at most nξk+ζ orders.
• Let Kkn be the minimum of b2n− n2ξ
kc and the smallest j ≥ Nkn such that X(−j,−1) contains
at least nξ
k−ζ hamburger orders and at least nξ
k−ζ cheeseburger orders.
Observe that the times Nkn and K
k
n are stopping times for the word X, read backward, and
N0n ≤ K0n ≤ · · · ≤ Nkn ≤ Kkn .
The reason why we work with words of length approximately n2ξ
k
is that (in light of Lemma 5.2)
the number of F ’s in the word X(−Kk−1n ,−1), which is of order at most n2νξ
k−1+oζ(1), is typically
smaller order than the number of orders in the word X(−Kkn,−Kk−1n − 1), which is of order nξ
k+oζ(1).
This is important because we only have local estimates for the numbers of hamburgers, cheeseburgers,
hamburger orders, and cheeseburger orders in our words so we need to ensure that the contribution of
the F ’s will be insignificant.
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N0n
K0n
N1n
K1n
N2n = K
2
n
N3n
Figure 2. An illustration of the setup for the proof of the upper bound in Theo-
rem 1.9. Fix ν ∈ (µ′, 1/2), ξ ∈ (2ν, 1), and a small ζ > 0. We first grow the word
X backward up to a stopping time K0n between N
0
n = bn/2c and n such that it holds
on event of probability 1− o∞n (n) that the word X(−K0n,−1) contains at least n1/2−ζ
hamburger orders and at least n1/2−ζ cheeseburger orders. Then we iterate the follow-
ing procedure for k ∈ N: grow until the first time Nkn after Kk−1n at which we have
at most nξ
k+ζ orders; then, if we do not have at least nξ
k−ζ hamburger orders and at
least nξ
k−ζ cheeseburger orders, grow until the first time Kkn at which we have n
ξk−ζ
hamburger orders and at least nξ
k−ζ cheeseburger orders. It holds except on an event
of probability o∞n (n) that this latter time is finite by Lemma 5.4. Furthermore, using
Lemma 5.2, we obtain that it holds except on an event of probability o∞n (n) that each
of the words X(−Kkn,−1) contains at most n2νξ
k
flexible orders. The figure shows
three iterations of this procedure. Segments of the path corresponding to words of the
form XNkn . . . X−Kk−1n are shown in blue and those corresponding to words of the form
X−Kkn . . . X−Nkn−1 are shown in red. Note that it is possible that K
k
n = N
k
n (which is
the case for k = 2 here).
We now define an event associated with each time k. Let E0n be the event that K
0
n ≤ n, X(−K0n,−1)
contains no burgers, and N
F
(
X(−K0n,−1)
) ≤ nν . For k ∈ [1,k]Z, let Ekn be the event that the
following is true.
(1) Nkn ≤ 2n− 2n2ξ
k
and Kkn < b2n− n2ξ
kc.
(2) X(−Kkn,−1) contains at most nξ
k+2ζ orders.
(3) X(−Kkn,−1) contains no burgers.
(4) N
F
(
X(−Kkn,−1)
) ≤ n2νξk .
Heuristically speaking, if X(−2n,−1) = ∅, then Ekn should typically occur, since the reduced word
X(−2n,−2n + 2n2ξk) should typically contain approximately nξk hamburger orders and cheeseburger
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orders (by Brownian scaling) and a word with nξ
k
hamburger orders is very unlikely to contain more
than n2νξ
k
flexible orders (Lemma 5.2). In fact, we have the following lemma.
Lemma 5.5. For each k ∈ [0,k]Z, we have
(5.10) P
(
(Ekn)
c, X(−2n,−1) = ∅) = o∞n (n).
Proof. The estimate (5.10) in the case where k = 0 follows from Lemma 5.4 together with [GMS15,
Corollary 6.2]. Next suppose k ∈ [1,k]Z. If Nkn > 2n− 2n2ξ
k
then X(−Nkn ,−1) contains at least nξ
k+ζ
orders. If also X(−2n,−1) = ∅, then X(−2n,−Nkn − 1) contains at least nξ
k+ζ burgers. Hence
sup
j∈[2n−2n2ξk ,2n]Z
|X(−j,−2n+ 2n2ξk)| ≥ nξk+ζ .
By [She16b, Lemma 3.13], the probability that this is the case is of order o∞n (n).
Let νζ ∈ (µ′, ν) be chosen so that νζ(ξk + ζ) ≤ νξk, which implies that νζ(ξk + ζ) ≤ νξk for k ≤ k.
By Lemma 5.2, the probability that N
H
(
X(−Nkn ,−1)
) ≤ nξk+ζ and N
F
(
X(−Nkn ,−1)
) ≥ n2νζ(ξk+ζ)
is of order o∞n (n). Hence except on an event of probability o
∞
n (n), whenever X(−2n,−1) = ∅ we have
(5.11) Nkn ≤ 2n− 2n2ξ
k
and N
F
(
X(−Nkn ,−1)
) ≤ n2νξk .
Next we will show that it is very unlikely that X(−2n,−1) = ∅ and Kkn ≥ 2n − n2ξ
k
. To this end,
suppose X(−2n,−1) = ∅, (5.11) holds, and Kkn > Nkn . Then X(−Nkn ,−1) either has fewer than nξ
k−ζ
hamburger orders or fewer than nξ
k−ζ cheeseburger orders. Assume without loss of generality that we
are in the former setting. Let K˜kn be the smallest j ≥ Nkn + 1 for which X(−j,−Nkn − 1) contains at
least nξ
k−ζ hamburger orders. By (5.11) and Lemma 5.4, if X(−2n,−1) = ∅ then except on an event
of probability o∞n (n) we have K˜
k
n ≤ 2n − (3/2)n2ξ
k
. If Kkn > K˜
k
n, then X(−K˜kn,−1) contains at most
nξ
k−ζ + 1 hamburger orders and at most nξ
k−ζ cheeseburger orders. By Lemma 5.2 (c.f. the argument
above), if this is the case then except on an event of probability o∞n (n), the word X(−K˜kn,−1) contains
at most n2νξ
k
flexible orders. Hence if Kkn ≥ 2n− n2ξ
k
and X(−2n,−1) = ∅, then except on an event
of probability o∞n (n) we have
sup
j∈[K˜kn+1,2n−n2ξk ]Z
∣∣∣d(X(−j,−K˜kn − 1))∣∣∣ ∧ ∣∣∣d∗(X(−j,−K˜kn − 1))∣∣∣ ≤ nξk−ζ + n2νξk + 1.
By Lemma 5.4, the probability that this is the case is of order o∞n (n). It follows that the probability
that X(−2n,−1) = ∅ and condition 1 in the definition of Ekn fails to occur is o∞n (n).
We have Kkn ≥ Nkn ≥ 2n−n2(ξ
k+ζ) by definition, so [She16b, Lemma 3.13] implies that except on an
event of probability at most o∞n (n),
(5.12) sup
j∈[Kkn+1,2n]Z
|X(−j,−Kkn − 1)| ≤ nξ
k+2ζ .
If X(−2n,−1) = ∅, then X(−2n,−Kkn − 1) contains at least |X(−Kkn,−1)| burgers. From this
and (5.12), we infer that condition 2 in the definition of Ekn holds with probability at least 1− o∞n (n).
It is clear that condition 3 in the definition of Ekn occurs whenever X(−2n,−1) = ∅. By Lemma 5.2,
applied as in the argument leading to (5.11) (but with 2ζ in place of ζ) the probability that condition 2
in the definition of Ekn occurs but condition 4 in the definition of E
k
n fails to occur is of order o
∞
n (n).
This completes the proof of (5.10). 
Proof of Theorem 1.9, upper bound. Define the times Nkn and K
k
n and the events E
k
n as above. We will
show that
(5.13) P
(
k⋂
k=0
Ekn
)
≤ n−1−2µ+2(1+µ)ξk+oζ(1)+on(1).
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The desired upper bound for P(X(−2n,−1) = ∅) will follow by combining this estimate with Lemma 5.5
and sending ζ → 0 and then k→∞.
By [GMS15, Lemma 6.1],
(5.14) P
(
E0n
) ≤ n−µ+on(1).
Now let k ∈ [1,k]Z. We will estimate the conditional probability of Ekn given
⋂k−1
j=0 E
j
n by applying
assertion 1 of Proposition 4.4 to the word X−2n . . . X−Kk−1n −1. To do this, we need to check that if⋂k−1
j=0 E
j
n occurs, then E
k
n is contained in the event (4.1) of Proposition 4.4 for an appropriate choice of
parameter values depending only on X−Kk−1n . . . X−1.
To this end, suppose that
⋂k
j=0E
j
n occurs. By condition 2 in the definition of E
k
n and the definition
of Kkn, the word X(−Kkn,−1) contains at most nξ
k+2ζ orders. Hence the word X(−Kkn,−Kk−1n − 1)
contains at least
(5.15) N
H
(
X(−Kk−1n ,−1)
)− nξk+2ζ
hamburgers, and similarly for cheeseburgers. Furthermore,
(5.16) the total number of orders in X(−Kkn,−Kk−1n − 1) is at most nξ
k+2ζ
since orders cannot be removed when we add additional symbols to the right of a word.
By condition 4 in the definition of Ek−1n (or the definition of E
0
n if k = 1) and condition 3 in the
definition of Ekn, the word X(−Kkn,−Kk−1n − 1) contains at most
(5.17) N
H
(
X(−Kk−1n ,−1)
)
+
{
nν , k = 1
n2νξ
k−1
, k ∈ [2,k]Z.
hamburgers, and similarly for cheeseburgers. By definition of Kkn, for each k ∈ [1,k]Z,
(5.18) Kkn ∈
[
2n− 2n2(ξk+2ζ), 2n
]
Z
.
By condition 1 in the definition of Ek−1n (or the definition of E
0
n if k = 1),
2n−Kk−1n ≥
{
n, k = 1
n2ξ
k−1
, k ∈ [2,k]Z.
and by this same condition together with the definition of Kk−1n ,
(5.19) N
H
(
X(−Kk−1n ,−1)
) ≥ {n1/2−ζ , k = 1
nξ
k−1−ζ , k ∈ [2,k]Z;
and similarly with C in place of H .
For k ∈ [2,k]Z, we infer from (5.15), (5.16), (5.17), and (5.18) that
⋂k
j=0E
j
n is contained in the event
Eh,c
n˜,k˜,r
of (4.1) defined with X−2n . . . X−Kk−1n −1 in place of X−n . . . X−1,
n˜ = 2n−Kk−1n ≥ n2ξ
k−1
in place of n
h = N
H
(
X(−Kk−1n ,−1)
)
+ n2νξ
k−1
c = N
C
(
X(−Kk−1n ,−1)
)
+ n2νξ
k−1
k˜ = 2n2(ξ
k+ζ) ≤ n˜ in place of k and
r = nξ
k+2ζ + n2νξ
k−1 ∈
[
1
2
k˜1/2, 2nξ
k+2ζ
]
Z
.
Note that the conditions in the definition of Eh,c
n˜,k˜,r
are satisfied with X−2n . . . X−Kk−1n −1 in place of
X−n . . . X−1 and j = Kkn −Kk−1n .
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We have Eh,c
n˜,k˜,r
⊂ Eh,cn˜,2r2,r and by (5.19), the above choices of parameters satisfy r ≤ nξ
k−1−ζ ≤ h∧ c
on Ek−1n . By assertion 1 of Proposition 4.4 together with (5.19), on the event
⋂k−1
j=1 E
j
n it holds that
P
(
Ekn |X−Kk−1n . . . X−1
)
≤ non(1)
(
N
H
(
X(−Kk−1n ,−1)
) ∧N
C
(
X(−Kk−1n ,−1)
)
+ nξ
k
)−2−2µ
n(1+µ)(2ξ
k+4ζ)
≤ n−2(1+µ)(ξk−1−ξk)+oζ(1)+on(1).
with the oζ(1) depending on k but not n. Similarly,
P
(
E1n |X−K0n . . . X−1
) ≤ n−2(1+µ)(1/2−ξ)+oζ(1)+on(1).
Recalling (5.14) and multiplying our estimates over all k ∈ [0,k]Z, we infer that (5.13) holds. By
combining this with Lemma 5.5, we get
P(X(−2n,−1) = ∅) ≤ n−1−2µ+2(1+µ)ξk+oζ(1)+on(1).
By sending ζ → 0 and then k→∞, we conclude. 
Appendix A. Index of symbols
Here we record some commonly used symbols in the paper, along with reminders of their definitions
and the locations where they are precisely defined. Notations which are only used locally (i.e., just in
one subsection) are not included.
• p; parameter of the model. Section 1.2.
• R(·); reduced word. Section 1.2.
• |x|; number of symbols in the word x. Sec-
tion 1.2.
• X; bi-infinite word with iid symbols. Sec-
tion 1.2.
• X(a, b); reduction of Xbxc . . . Xbbc. (1.5).
• φ; match operator. Notation 1.4.
• N
F
(x), etc.; number of symbols of a given
type in x. Definition 1.5.
• D = (d, d∗); d = N
H
− N
H
and d∗ =
N
C
−N
C
. Definition 1.5.
• Zn = (Un, V n); re-scaled discrete
walk. (1.7).
• Z = (U, V ); correlated two-dimensional
Brownian motion. (1.8).
• I; first time X(1, i) contains an or-
der. (1.9).
• JH ; first time X(−j,−1) contains a
H . (1.10).
• LH = d∗(X(−JH ,−1)). (1.10).
• µ = pi
2
(
pi−arctan
√
1−2p
p
) ∈ (1/2, 1). (1.11).
• µ′ = pi
2
(
pi+arctan
√
1−2p
p
) ∈ (1/3, 1/2). (1.11).
• ν; typically an exponent in (µ′, 1/2).
• Eh,cn ; event that X(1, n) contains no orders,
h H ’s, and c C ’s. Definition 1.6.
• ψ0; slowly varying correction for the tail of
I. Lemma 1.12.
• ψ1; slowly varying correction for the
first time X(−j,−1) contains no orders.
Lemma 1.13.
• h(x) = N
H
(R(x)). Definition 3.1.
• c(x) = N
C
(R(x)). Definition 3.1.
• KHn,m; last time i before n such that
N
H
(X(1,KHn,m)) = m and Xi+1 is a
burger not consumed before time n. Sec-
tion 3.1.
• QHn,m = N C (X(1,K
H
n,m)). Section 3.1.
• JHn,r. Smallest j ∈ N such that X(n− j, n)
contains r hamburgers. Section 3.1.
• LHn,r = d∗
(
X(n− JHn,r, n)
)
. Section 3.1.
• Rn(x) = {n− 1− |x| = JHn,r for some r ∈ N}. (3.1).
• mδh = b(1− δ)hc. Proposition 3.8.
• Uδn(A, h, c) =
[
n−A2δ2h2, n−A−2δ2h2]
Z
×
[c−Aδh, c+Aδh]
Z
. Proposition 3.8.
• Eh,cn,k,r; event that there exists j ∈ [n −
k, n]Z such that X(−j,−1) contains ap-
proximately h H ’s, approximately c C ’s,
and few orders. (4.1).
• Jh,cn,k,r; the smallest j satisfying the defini-
tion of Eh,cn,k,r.
• E˜h,cn,k,r; variant of Eh,cn,k,r which is contained
in E˜h,cn,k,r. (4.2).
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