




















PRIMITIVE DU COCYCLE DE MASLOV GE´NE´RALISE´
JEAN-LOUIS CLERC & KHALID KOUFANY
Re´sume´. Soit D un espace hermitien syme´trique de type tube, de frontie`re
de Shilov S. Nous de´crivons une re´alisation du reveˆtement universel S˜ de S.
Nous construisons ensuite sur S˜ une primitive du cocycle de Maslov ge´ne´ralise´
tel que de´fini dans [Transform. Groups 6 (2001), 303-320] et [J. Math. Pures
Appl. 83 (2004), 99-114]. C’est l’analogue de l’indice de Souriau pour la varie´te´
lagrangienne. Une variante de cette construction ge´ne´ralise l’indice d’Arnold-
Leray-Maslov. Enfin, nous utilisons cette primitive pour ge´ne´raliser la notion
de nombre de rotation symplectique.
1. Introduction
Soit (E,ω) un espace symplectique re´el, de dimension 2r. Un lagrangien est un
sous-espace totalement isotrope (pour la forme ω) de dimension maximale (e´gale a`
r). L’ensemble des lagrangiens de E, note´ S, est naturellement muni d’une structure
de varie´te´ compacte et est appele´ la varie´te´ lagrangienne. Le groupe symplectique
G = Sp(E) ope`re transitivement sur S.
A un triplet de lagrangiens (l1, l2, l3), on associe son indice de Maslov ι(l1, l2, l3),
dont une de´finition alge´brique a e´te´ propose´e par Kashiwara (voir [L–V]). Les prin-
cipales proprie´te´s de l’indice de Maslov sont les suivantes :
(i) l’indice de Maslov est invariant par G, c’est-a`-dire :
ι(gl1, gl2, gl3) = ι(l1, l2, l3)
pour tout g ∈ G et l1, l2, l3 ∈ S.
(ii) l’indice de Maslov est antisyme´trique pour les permutations des trois argu-
ments, c’est-a`-dire :
ι(lτ(1), lτ(2), lτ(3)) = ǫ(τ)ι(l1, l2, l3)
ou` ǫ(τ) de´signe la signature de la permutation τ .
(iii) l’indice de Maslov satisfait une relation de cocycle
ι(l1, l2, l3) = ι(l1, l2, l4) + ι(l2, l3, l4) + ι(l3, l1, l4)
pour tous l1, l2, l3, l4 ∈ S.
La varie´te´ lagrangienne est un cas particulier d’une famille d’espaces, lie´e aux
alge`bres de Jordan euclidiennes . On renvoie a` [F–K] pour les de´finitions, notations
et re´sultats concernant ces alge`bres.
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Selon un premier point de vue, on voit S comme la frontie`re de Shilov d’un
domaine de type tube. Plus pre´cise´ment, soit J une alge`bre de Jordan euclidienne,
Ω son coˆne (ouvert, propre, convexe, homoge`ne, auto-adjoint) des carre´s inversibles.
Notons J l’alge`bre de Jordan complexifie´e de J . Elle est naturellement munie d’une
norme spectrale. La boule unite´ ouverte correspondante
D = {z ∈ J , |z| < 1}
munie de la me´trique de Bergmann, est un domaine hermitien syme´trique sous
l’action du groupe G des diffe´omorphismes holomorphes de D. Par une transforme´e
de Cayley, le domaine D est holomorphiquement e´quivalent au tube
TΩ = J + iΩ
d’ou` le nom de domaine de type tube. On de´signe par S la frontie`re de Shilov de
D. Lorsque J est l’alge`bre Sym(r,R) des matrices r × r re´elles syme´triques pour
le produit x · y = 12 (xy + yx), le domaine D correspondant est le disque de Siegel,
le groupe G est essentiellement le groupe symplectique et la frontie`re de Shilov
s’identifie a` la varie´te´ lagrangienne e´voque´e ci-dessus.
Il existe un deuxie`me point de vue, qui ne fait pas appel a` la the´orie des do-
maines hermitiens syme´triques. La varie´te´ S peut eˆtre obtenue comme comple´te´e
conforme de l’alge`bre de Jordan J , le groupe G apparaissant comme le groupe des
transformations conformes de J suivant la terminologie de [B]. Une variante de ce
point de vue consiste a` munir la varie´te´ S d’une structure causale, et G est alors le
groupe des transformations causales de S.
Dans [C2], achevant le programme commence´ dans [C–Ø1] et [C–Ø2], l’un des
deux pre´sents auteurs a propose´ une ge´ne´ralisation de l’indice de Maslov pour l’ac-
tion de G sur S × S × S. L’approche, nouvelle meˆme pour le cas de la varie´te´
lagrangienne, utilise principalement la re´alisation de S comme frontie`re de Shilov
du domaine D. L’objectif du pre´sent article est de faire le lien avec les construc-
tions classiques dues a` Maslov, Arnold, Souriau et Leray (voir [M], [A1], [A2], [S],
[Le], [G2]). Plus pre´cise´ment, l’indice de Maslov satisfait une relation de cocycle.
Lorsqu’on passe au reveˆtement universel S˜ de S, on cherche une primitive de ce
cocycle, c’est-a`-dire une fonction m : S˜ × S˜ −→ Z, antisyme´trique et telle que
ι(σ1, σ2, σ3) = m(σ˜1, σ˜2) +m(σ˜2, σ˜3) +m(σ˜3, σ˜1)
pour tout triplet (σ˜1, σ˜2, σ˜3) de points de S˜, de projections respectives σ1, σ2, σ3
sur S. Dans une variante, on introduit l’indice d’inertie d’un triplet de points de S.
Celui-ci posse`de encore la proprie´te´ d’invariance par le groupe G et une proprie´te´
de cocycle (mais n’a pas la proprie´te´ d’antisyme´trie), et on se propose e´galement
d’en chercher une primitive.
Les deux constructions, quoique essentiellement inspire´es par les travaux ante´rieurs,
en diffe`rent sur quelques points. L’utilisation de la structure causale sur S et la de-
scription d’un reveˆtement Γ du groupe G qui ope`re sur S˜ sont nouvelles, meˆme
dans le cas classique, et permettent notamment de donner des de´finitions dont l’in-
variance par Γ est manifeste.
Le plan de l’article est le suivant.
Le paragraphe 2 pre´sente les domaines de type tube et leurs frontie`res de Shilov,
du point de vue des alge`bres de Jordan euclidiennes. La structure causale sur S y
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est e´galement introduite. Au paragraphe 3, on donne une re´alisation du reveˆtement
universel S˜ de S, puis on construit un reveˆtement Γ du groupe G qui ope`re sur
S˜. Au paragraphe 4, on e´tudie l’action de G sur S × S, et on pre´cise un invariant
caracte´ristique pour les couples de points de S, appele´ indice de transversalite´.
Apre`s ce travail pre´paratoire, on commence au paragraphe 5 la construction
de l’indice de Souriau dans le cas transverse, e´tendu au cas non transverse au
paragraphe 6, en suivant une ide´e de de Gosson (voir [G1]).
Au paragraphe 7, on introduit le cycle de Maslov et on e´tablit ses proprie´te´s
ge´ome´triques. Elles permettent au paragraphe 8 de de´finir le nombre d’Arnold (di-
rectement sans hypothe`se de transversalite´). On construit ensuite l’indice d’Arnold-
Leray-Maslov , qui fournit une primitive de l’indice d’inertie (de´fini par modification
de l’indice de Maslov).
Au paragraphe 9, on montre, sans s’appesantir sur les de´tails, que le concept
de l’indice de Maslov de deux chemins tel que de´veloppe´ dans [C–L–M] peut aussi
se ge´ne´raliser dans notre contexte. Enfin, au paragraphe 10, on construit pour le
groupe G l’analogue du nombre de rotation symplectique introduit dans [B–G].
2. La frontie`re de Shilov d’un espace hermitien syme´trique de type
tube
Soit J une alge`bre de Jordan euclidienne simple d’e´le´ment unite´ e, de dimension
n et de rang r. Son invariant de Peirce d est tel que




Soit det le de´terminant de J . C’est une fonction polynomiale homoge`ne de degre´
r. La trace de J , note´e tr est une forme line´aire sur J . On peut supposer que le
produit salaire de J est de´fini par
(1) 〈x|y〉 = tr(xy).
Par complexification on obtient une alge`bre de Jordan complexe J. La conjugaison
par rapport a` la forme re´elle J est note´e η, mais on utilisera aussi la notation
(2) η(z) = z.
Les extensions holomorphes de det et tr a` J seront encore note´es det et tr respec-
tivement.
Le produit scalaire (1) s’e´tend en un produit hermitien sur J donne´ par
〈z|w〉 = tr(zw).(3)
Soit
S = {σ ∈ J | σ = σ−1}.
C’est une sous-varie´te´ compacte connexe de J. Nous allons re´sumer certaines de ses
caracte´risations dans la proposition suivante (voir [F–K, Proposition X.2.3]) :
Proposition 2.1. Pour σ ∈ J, les assertions suivantes sont e´quivalentes :
(i) σ ∈ S,
(ii) σ = exp(iu) ou` u ∈ J ,
(iii) il existe un repe`re de Jordan (cj)1≤j≤r de J et des nombres complexes
ζ1, . . . , ζr de module 1, tels que σ =
∑r
j=1 ζjcj.
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On note L = Str(J) le groupe de structure de l’alge`bre de Jordan complexe J.
Conside´rons
L(S) = {g ∈ GL(J) | g(S) = S}.
Alors L(S) = L ∩ U(J), ou` U(J) de´signe le groupe unitaire de J muni de la forme
hermitienne (3). Ce groupe ope`re transitivement sur S. Le stabilisateur de e dans
L(S) co¨ıncide avec le groupe Aut(J) des automorphismes de l’alge`bre de Jordan J
(on e´tend l’action des e´le´ments de Aut(J) de manie`re C−line´aire a` J). L’involution
η introduite en (2) conserve S, et admet e comme point fixe isole´. L’involution
correspondante de L(S) donne´e par g 7→ η ◦ g ◦ η a pour points fixes exactement
L(S)e = Aut(J). En d’autres termes, muni de la me´trique induite par le pro-
duit hermitien (3), S est un espace riemannien syme´trique compact, isomorphe a`
L(S)/Aut(J).
Comme L(S) n’est pas ne´cessairement connexe, on pre´fe`re introduire sa composante
connexe neutre U , qui est encore transitive sur S, et on de´signe par Ue le stabilisa-
teur dans U de l’e´le´ment e. On a Aut(J)◦ ⊂ Ue ⊂ Aut(J) et
S ≃ U/Ue.
Soit (cj)1≤j≤r un repe`re de Jordan. Pour tout e´le´ment z ∈ J, il existe u ∈ U et







La norme spectrale de z est de´finie par
|z| = supλj
et la fonction z 7→ |z| est une norme sur J invariante par U . Soit D la boule unite´
ouverte de J pour la norme spectrale
D = {z ∈ J , |z| < 1}.
The´ore`me 2.2 (voir [F–K, Theorem X.4.6]). D est un domaine borne´ hermitien
de type tube dont la frontie`re de Shilov est S.
Le domaine D peut eˆtre re´alise´ comme un domaine tube au dessus d’un coˆne
ouvert de J . Plus pre´cise´ment, l’ensemble des carre´s de J est un coˆne convexe ferme´
et son inte´rieur Ω est un coˆne ouvert, convexe, propre, et auto-dual. C’est le coˆne
syme´trique associe´ a` J .
Le groupe L(Ω) des transformations line´aires de J qui pre´servent Ω est un groupe
de Lie re´ductif qui agit transitivement sur Ω. Soit L sa composante connexe neutre.
Le stabilisateur K de l’identite´ e dans L est un sous-groupe compact maximal de
L. C’est la composante connexe neutre du groupe Aut(J) et on a K = L ∩ O(J),
ou` O(J) est le groupe orthogonal de J .
Soit TΩ le domaine tube dans J de base Ω
TΩ = J + iΩ = {z = x+ iy | x ∈ J, y ∈ Ω}.
La transformation de Cayley c et son inverse p sont donne´es par
p(z) = (z − ie)(z + ie)−1 = e− 2i(z + ie)−1,
c(w) = i(e+ w)(e − w)−1 = −ie+ 2i(e− w)−1,
et on a (voir [F–K, Proposition X.2.3, Theorem X.4.3]) :
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The´ore`me 2.3. L’application p induit un isomorphisme biholomorphe de TΩ sur
D, et
p(J) = {σ ∈ S | det(e − σ) 6= 0}.
Les deux domaines D et TΩ sont holomorphiquement e´quivalents. TΩ est la
re´alisation non borne´e de D et on peut voir J comme sa frontie`re de Shilov ; son
image par p est un ouvert dense dans S.
Soit G la composante connexe neutre du groupe des automorphismes holomor-
phes de D. C’est un groupe de Lie semi-simple et le stabilisateur de 0 dans G est
un sous-groupe compact maximal de G et co¨ıncide avec le groupe U .
Soit G(TΩ) la composante connexe neutre du groupe des automorphismes holo-
morphes de TΩ. Les e´le´ments du groupe L ope`rent sur TΩ par extension C−line´aire
et on peut conside´rer L comme un sous-groupe de G(TΩ). En fait G(TΩ) est en-
gendre´ par L, le sous-groupe abe´lien N+ des translations
(4) tu : z 7→ z + u, u ∈ J
et par l’inversion
s : z 7→ −z−1.
Le sous-groupe abe´lien N− = s ◦N+ ◦ s est l’ensemble des transformations
(5) t˜u = s ◦ tu ◦ s : z 7→ (z
−1 + u)−1, u ∈ J.
On a
G(TΩ) = c ◦G ◦ c
−1.
Le produit semi-direct P = L⋉N− est un sous-groupe parabolique maximal de
G(TΩ). L’espace homoge`ne G(TΩ)/P est donc une varie´te´ (re´elle) compacte con-
tenant J comme un sous-ensemble ouvert dense, le plongement de J dans G(TΩ)/P
e´tant donne´ par
(6) J → G(TΩ)/P : u 7→ tuP.
G(TΩ)/P est la compactification conforme de J (voir [B]), elle est isomorphe de la
frontie`re de Shilov S de D.
Donnons enfin un troisie`me point de vue sur la ge´ome´trie de S, a` savoir l’existence
d’une structure causale G−invariante sur S.
Un coˆne causal d’un espace vectoriel de dimension finie est un coˆne non vide C,
convexe, ouvert et d’adhe´rence pointue (c’est-a`-dire C ∩−C = {0}). Une structure
causale sur une varie´te´ M est la donne´e d’un champs de coˆnes (Cp)p∈M sur M
tel que, pour tout p ∈ M, Cp est un coˆne causal dans l’espace tangent Tp(M),
qui de´pend diffe´rentiablement de p. Une courbe γ : [a, b]→M de classe C1 est une
courbe causale (resp. anti-causale) si, pour tout t, γ˙(t) ∈ Cγ(t) (resp. γ˙(t) ∈ −Cγ(t)).
LorsqueM est un espace homoge`ne sous l’action d’un groupe de Lie G, la structure
causale est dite G−invariante si Cg(x) = Dg(x)(Cx), pour tout g ∈ G et tout
x ∈ M. Soit x◦ un point base de M. Une structure causale G−invariante sur
M est comple`tement de´termine´e par la donne´e d’un coˆne causal C, dans Tx◦(M),
invariant par l’action du stabilisateur de x◦ dans G.
L’alge`bre de Jordan J admet une structure causale naturelle, modele´e par le coˆne
syme´trique Ω. Il s’agit de la donne´e en chaque point de J du coˆne Ω, vu comme un
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coˆne dans l’espace tangent a` J en ce point. Cette structure causale est invariante
par G(TΩ).
La transformation de Cayley permet de transporter a` S cette structure causale.
Conside´rons −e ∈ S comme point base de S, alors l’espace tangent a` S en −e
s’identifie a` iJ . Par ailleurs, p(0) = −e, et la transformation de Cayley p = c−1 est
bien de´finie dans un voisinage de 0. Sa diffe´rentielle en 0 est
Dp(0) = −2iIdJ.
On de´finit alors un coˆne causal en −e en posant
C−e = Dp(0)(Ω) = −iΩ.
Comme ce coˆne est invariant par le stabilisateur du point −e dans G, on peut de´finir
une structure causale sur S invariante par G de la manie`re suivante : si σ est un
point quelconque de S, alors il existe g ∈ G tel que g(−e) = σ. Le coˆne
Cσ = Dg(−e)(C−e),
est un coˆne causal contenu dans l’espace tangent a` S en σ, ne de´pendant pas du
choix de g. Nous obtenons ainsi un champs de coˆnes causaux (Cσ)σ∈S invariants
par G. Enfin, il est clair que le coˆne causal Cσ de´pend diffe´rentiablement de σ.
Pour finir ce paragraphe, nous donnons la liste des alge`bres de Jordan euclidi-
ennes, les domaines hermitiens borne´s correspondants et leurs frontie`res de Shilov.
J J D S
Sym(m,R) Sym(m,C) Sp(2m,R)/U(m) U(m)/O(m)
Herm(m,C) Mat(m,C) SU(m,m)/S(U(m)× U(m)) U(m)
Herm(m,H) Skew(2m,C) SO∗(4m)/U(2m) U(2m)/SU(m,H)
R× Rq−1 C× Cq−1 SO0(2, q)/SO(2)× SO(q) (U(1)× S
q−1)/Z2
Herm(3,O) Mat(3,O) E7(−25)/U(1)E6 U(1)E6/F4
Tab. 1 – Domaines hermitiens borne´s et leurs frontie`res de Shilov
J n r d
Sym(m,R) 12m(m+ 1) m 1
Herm(m,C) m2 m 2
Herm(m,H) m(2m− 1) m 4
R× Rq−1 q 2 q − 2
Herm(3,O) 27 3 8
Tab. 2 – La dimension, le rang et l’invariant de Peirce de J
3. Le reveˆtement universel de la frontie`re de Shilov
La varie´te´ S vue comme espace riemannien syme´trique ≃ U/Ue n’est pas semi-
simple mais seulement re´ductif. En effet, S est stable par la multiplication par un
nombre complexe eiθ de module 1, et ceci montre qu’il y a un sous-groupe isomorphe
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au groupe des nombres complexes de module 1 dans le centre de U .
Conside´rons maintenant
S1 = {σ ∈ S | det(σ) = 1}.
Proposition 3.1. S1 est une sous-varie´te´ connexe de S. C’est un espace rieman-
nien syme´trique semi-simple de type compact.
De´monstration. Pre`s du point e ∈ S, on peut utiliser la carte locale de S donne´e
par
J ∋ x 7−→ exp ix ∈ S.
La condition σ ∈ S1 se traduit par tr(x) = 0, ce qui montre bien que S1 est une
sous-varie´te´ pre`s de e. On utilise alors l’action du groupe U pour en de´duire que
S1 est (globalement) une sous-varie´te´ de S. Pour la connexite´, on va montrer que
S1 = exp iJ0, ou`
J0 = {v ∈ J | tr(v) = 0}.
Comme det(exp iv) = ei tr(v) = 1 pour tout v ∈ J0, seule l’inclusion S1 ⊂ exp iJ0
est a` de´montrer. Soit donc σ ∈ S1. D’apre`s la proposition 2.1 on a S = exp iJ , il
existe donc v ∈ J tel que exp iv = σ. Comme
1 = det(σ) = det(exp iv) = ei tr(v),
on a tr(v) = 2kπ avec k ∈ Z. Soit (cj)1≤j≤r un repe`re de Jordan adapte´ a` v,
c’est-a`-dire tel que v =
∑r
j=1 ajcj , ou` aj ∈ R pour tout j. Soit





tr(w) = tr(v)− 2kπ tr(c1) = 0,
car tr(c) = 1 pour tout idempotent primitif c, et






eiaj cj = exp v = σ .
Donc σ ∈ exp iJ0 et par suite S1 = exp iJ0, ce qui montre que S1 est connexe.
Le polynoˆme det est relativement invariant par l’action du groupe de structure L
de J, et il y a donc un caracte`re χ de L a` valeurs dans C∗ tel que
det(gz) = χ(g)det(z)
pour tout g ∈ L et tout z ∈ J. Soit
U1 = {u ∈ U | χ(u) = 1}.
Le sous-groupe U1 ope`re sur S1, et cette action est transitive. En effet, si σ ∈ S1, il
existe u ∈ U tel que σ = u(e). Alors
1 = det(σ) = χ(u)det(e) = χ(u),
et donc u ∈ U1.
La composante connexe neutre U◦1 de U1 ope`re donc aussi transitivement sur S1.
De plus, si u ∈ U est un e´le´ment qui fixe e, alors χ(u) = 1 et donc Ue ⊂ U1. En
particulier, (U1)e est le sous-groupe des points fixes de l’involution g 7→ η ◦ g ◦ η (ou`
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Reste a` voir que U◦1 est semi-simple. L’alge`bre de Lie de U est u = k ⊕ ip, ou`
k = Der(J) est l’alge`bre des de´rivations de l’alge`bre de Jordan J , et
p = {L(v) | v ∈ J},
ou` L(v) de´signe l’ope´rateur de multiplication par v dans J . Donc clairement
u1 = Lie(U1) = k⊕ ip0
ou`
p0 = {L(v) | v ∈ J, tr(v) = 0} = {L(v) | v ∈ J0}.
Le centre de u est RL(e) = RId, de sorte que le centre de u1 est re´duit a` {0}, et
donc u1 est bien semi-simple. 
Pour de´cider si un espace syme´trique semi-simple de type compact U/K est
simplement connexe (ou plus ge´ne´ralement pour calculer son groupe fondamental),
rappelons qu’il faut comparer deux re´seaux dans un sous-espace de Cartan : l’un
, note´ Λ0 est obtenu alge´briquement a` partir de donne´es radicielles, l’autre Λ est
obtenue a` partir de la de´termination des e´le´ments H d’un sous-espace de Cartan
tels que expH ∈ K.
Fixons un repe`re de Jordan (cj)1≤j≤r , et soit
a = {L(a) | a =
r∑
j=1
ajcj , aj ∈ R}.
C’est un sous-espace de Cartan de p, et par suite
a0 = {L(a) | a =
r∑
j=1
ajcj, aj ∈ R, tr(a) = 0}.
est un sous-espace de Cartan de p0. On munit p (et donc a) du produit scalaire
de´fini par
(L(x)|L(y)) = 〈x|y〉,
pour x, y ∈ J . Il est proportionnel au produit scalaire induit par la forme de Killing
de u.
Le syste`me des racines restreintes de (u, a) est
Σ(u, a) = {
1
2
(aj − ak), 1 ≤ j 6= k ≤ r},
(voir [F–K, page 212]) et c’est aussi le syste`me des racines restreintes de (u0, a0).
Conside´rons les deux re´seaux de a0 :
Λ0 = re´seau engendre´ par {2π
Aj,k
(Aj,k|Aj,k)
| 1 ≤ j 6= k ≤ r},
ou` Aj,k est le covecteur de
1
2 (aj − ak), et
Λ = {H ∈ a0 | exp(iH)e = e}.
Lemme 3.2. Le re´seau Λ0 est engendre´ par les e´le´ments
2πL(cj − ck), 1 ≤ j 6= k ≤ r.
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De´monstration. En effet, l’e´le´ment Aj,k =
1
2L(cj − ck) ∈ a0 est le covecteur
1 de la

























= 2πL(cj − ck).

Lemme 3.3. On a
Λ = {L(a) | a =
r∑
j=1




De´monstration. Soit a =
∑r
j=1 ajcj . On a














iaj cj , cette condition e´quivaut encore a` aj ∈ 2πZ pour
tout entier j tel que 1 ≤ j ≤ r. D’ou` le lemme. 
The´ore`me 3.4. L’espace syme´trique S1 est simplement connexe.
De´monstration. Les lemmes 3.2 et 3.3 montrent que les re´seaux Λ0 et Λ co¨ıncident.
Donc d’apre`s [Lo, Theorem 3.6] (voir aussi [He2, Ch. VII. Theorem 8.4 et Theorem
9.1]), l’espace S1 est bien simplement connexe. 
Suivant une me´thode classique, nous re´alisons maintenant le reveˆtement universel
de S. Soit
S˜ = {(σ, θ) ∈ S × R | det(σ) = eirθ},
muni de la topologie induite par la topologie produit sur S × R. La projection sur
le premier facteur re´alise S˜ comme un reveˆtement de S avec fibre isomorphe a` Z.
The´ore`me 3.5. S˜ est le reveˆtement universel de S.
De´monstration. Montrons en effet que l’application
S1 × R −→ S˜ (σ, θ) 7−→ (e
iθσ, θ)
est un home´omorphisme. D’abord l’application est bien a` valeurs dans S˜, car
det(eiθσ) = eirθ det(σ) = eirθ. Ensuite, l’application est clairement bijective, l’ap-
plication re´ciproque e´tant (σ, θ) 7−→ (e−iθσ, θ). De plus la continuite´ de l’application
1On devrait utiliser le produit scalaire induit par la forme de Killing, mais tout produit scalaire
sur a0 qui lui est proportionnel convient dans la de´termination du re´seau Λ0.
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et de sa re´ciproque est imme´diate. Comme S1 est simplement connexe d’apre`s le
the´ore`me 3.4, l’espace S˜ l’est aussi. 
Nous allons maintenant construire un reveˆtement Γ de G, puis une ope´ration de
Γ sur S˜ relevant l’action de G sur S.
Soit g ∈ G et z ∈ D. On note J(g, z) = Dg(z) la diffe´rentielle de la transforma-
tion z 7−→ g(z). On sait que c’est un e´le´ment de L, et on pose
j(g, z) = χ(J(g, z)) ∈ C∗.
Pour g ∈ G fixe´, on conside`re les de´terminations de l’argument de j(g, ·). Plus
pre´cise´ment une fonction ϕ(g, ·) : D −→ R est appele´e une de´termination de l’ar-
gument j(g, ·) de si elle est continue et si




L’existence de telles de´terminations est conse´quence du fait que D est simplement






| g ∈ G
}
ou` g ∈ G, et ϕg = ϕ(g, ·) est une de´termination de l’argument de j(g, ·). La loi de
groupe est donne´e par
(g, ϕ(g, ·))(h, ψ(h, ·)) =
(
gh, ϕ(g, h(·)) + ψ(h, ·)
)
.
Remarquons en effet que la formule
J(gh, z) = J(g, h(z))J(h, z)
implique que









Par suite, ϕ(g, h(·)) + ψ(h, ·) est bien une de´termination de l’argument de j(gh, ·).
Pour la topologie, on remarque qu’une de´termination ϕ(g, ·) de l’argument de
j(g, ·) est de´termine´e par sa valeur ϕ(g, 0) a` l’origine. Donc Γ s’identifie ensemblis-
tement au sous-ensemble ferme´ de G× R donne´ par{
(g, θ) ∈ G× R | eiθ = j(g, 0)
}
,
et on munit Γ de la topologie induite, faisant ainsi de Γ un groupe topologique (la
re´fe´rence [God] contient les de´tails ne´cessaires dans le cas ou` G = PSL(2,R)). La
projection π : Γ −→ G est continue, et fait de Γ un reveˆtement de G 2.
L’application ι : Z −→ Γ donne´e par ι : n 7−→ (id, 2nπ) est un homomorphisme





−−−−→ G −−−−→ 1
est une extension centrale de G.
2On observera que le groupe Γ n’est pas ne´cessairement connexe, comme on peut le voir dans
le cas ou` G = Sp(E).
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De´monstration. Soit Gσ le stabilisateur de σ dans G. Comme U est transitif sur S,
on a G = UGσ. L’e´le´ment g peut donc s’e´crire g = up, avec u ∈ U et p ∈ Gσ. Le
membre de gauche de la formule (7) vaut
det(g(σ)) = det(u(σ)) = χ(u) det(σ).
D’autre part, j(g, σ) = j(u, σ)j(p, σ). Maintenant J(p, σ) conserve globalement le
plan tangent a` S en σ, qui est une forme re´elle de J, et conserve globalement le coˆne
Cσ, et donc j(p, σ) est un nombre re´el strictement positif. D’autre par, l’action de










On peut maintenant de´finir une action de Γ sur S˜.












On de´finit ainsi une action continue de Γ sur S˜.
De´monstration. On ve´rifie en effet que




d’apre`s le lemme pre´ce´dent, et donc (g(σ), θ + 1
r
ϕ(g, σ)) est bien e´le´ment de S˜.
Ensuite pour (g, ϕ(g, ·)) et (h, ψ(h, ·) e´le´ments de Γ, on a
(g, ϕ(g, ·)
(
(h, ψ(h, ·))(σ, θ)
)
= (g, ϕ(g, ·))
(






g(h(σ)), θ + 1
r











(g, ϕ(g, ·)(h, ψ(h, ·)
)
(σ, θ)
ce qui montre que l’on a bien a` faire a` une action (clairement continue) de Γ sur S˜.

Notons que l’e´le´ment T = ι(1) ope`re sur S˜ par
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4. L’indice de transversalite´
Nous allons introduire dans ce paragraphe un invariant qui caracte´rise les orbites
de l’action de G sur S×S. Transporte´ par la transformation de Cayley, cet invariant
est lie´ au rang des e´le´ments de l’alge`bre de Jordan J . Cette notion ge´ne´ralise la
distance arithme´tique e´tudie´e par Hua [Hu] dans le cadre des alge`bres de Jordan
Sym(m,R) et Herm(m,C).
Rappelons d’abord la caracte´risation des orbites de L sur J . Soit e =
∑r
j=1 cj
une de´composition de Peirce de l’identite´. Pour tout couple d’entiers 0 ≤ p, q ≤ r,








Notons Op,q = Lep,q l’orbite du point ep,q sous l’action du groupe L.
The´ore`me 4.1. L’espace J est re´union disjointe des orbites Op,q, pour 0 ≤ p, q ≤
r, p+ q ≤ r.
De´monstration. (esquisse ; pour une autre de´monstration, voir [Ka]) Soit x ∈ J .
Soient λj , 1 ≤ j ≤ r ses valeurs propres, figurant autant de fois que leur multiplicite´.
Soit p (resp. q) le nombre de valeurs propres strictement positives (resp. stricte-
ment ne´gatives). D’apre`s le the´ore`me spectral, x est conjugue´ par K a` l’e´le´ment∑p+q
j=1 λjcj , ou` on peut supposer de plus que λj > 0 pour 1 ≤ j ≤ p et λj < 0
pour p+ 1 ≤ j ≤ p+ q. Graˆce a` l’action du sous-groupe A = expL(a), on voit que
l’orbite de x contient l’e´le´ment ep,q. Donc J est bien re´union des orbites Op,q.
Pour voir qu’elles sont disjointes, on observe que la signature de la forme quadra-
tique Qx : y 7−→ 〈P (x)y, y〉 ne de´pend que de l’orbite de x. Cela re´sulte de ce que
P (gx) = gP (x)gt pour tout g ∈ L. Il suffit alors de ve´rifier que les signatures des
formes quadratiquesQp,q donne´es parQp,q(y) = 〈P (ep,q)y, y〉 sont toutes distinctes.
En particulier, il y a r + 1 orbites ouvertes, correspondant aux cas p + q = r,
dont la re´union est l’ouvert J× des e´le´ments inversibles de J . 
Le rang d’un e´le´ment x de J , note´ rang(x), est par de´finition le nombre de ses
valeurs propres non nulles compte´es avec leur multiplicite´ (voir [F–K, Theorem
III.1.1]). C’est un invariant sous l’action du groupe L(Ω). On observe que x et y
ont meˆme rang si et seulement si P (x) et P (y) ont meˆme rang.
Soit c un idempotent de J . La de´composition de Peirce de J relativement a` c est
(voir [F–K, chapter IV])




Si c est de rang k, alors




dim J(c, 0) = (r − k) +






) = k(r − k)d.
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Tout e´le´ment x ∈ J se de´compose relativement a` (9) sous la forme
x = x1 + x 1
2






Les sous-espaces J(c, 1) et J(c, 0) sont des sous-alge`bres de Jordan de J . On de´signe
par Ω1 (resp. Ω0) le coˆne syme´trique associe´ a` J(c, 1) (resp. J(c, 0)) et on note detc
(resp. dete−c) le de´terminant de J(c, 1) (resp. J(c, 0) = J(e − c, 1)).
Voici quelques lemmes qui nous seront utiles dans la suite.
Lemme 4.2. Soit x ∈ J un e´le´ment de rang k. Il existe un unique idempotent c
de rang k tel que cx = x. De plus c ∈ R[x].
De´monstration. D’apre`s le the´ore`me spectral, (voir [F–K, Theorem III.1.1]), il ex-
iste un syste`me complet d’idempotents orthogonaux 3, (cj)1≤j≤m, un m−uplet
de nombres re´els (λj)1≤j≤m deux a` deux distincts tels que x =
∑m
j=1 λjcj . Les
(cj)1≤j≤m appartiennent a` R[x], et les (cj , λj)1≤j≤m sont uniques a` l’ordre pre`s.






est un idempotent de meˆme rang que x, et satisfait cx = x.
Re´ciproquement, soit d un idempotent de rang k = rang(x), tel que dx = x. Ap-
pliquant le the´ore`me spectral dans l’alge`bre J(d, 1), on voit qu’il existe une famille
unique d’idempotents (dj)1≤j≤p deux a` deux orthogonaux, de somme
∑p
j=1 dj = d
et des scalaires uniques (µj)1≤j≤p deux a` deux distincts tels que x =
∑d
j=1 µjdj .
De plus aucun des µj n’est nul, puisque rang(x) = rang(d) par hypothe`se. Soit
dp+1 = e− d. Alors
∑p+1





D’apre`s l’assertion d’unicite´ dans le the´ore`me spectral, on voit que m = p + 1, et
qu’a` l’ordre pre`s, les dj (resp. µj) co¨ıncident avec les cj (resp. λj). D’ou` facilement
c = d. 
Lemme 4.3. Soit x = x1+x 1
2
+x0 la de´composition de Peirce d’un e´le´ment x ∈ J
relativement a` un idempotent c ∈ J . Si x ∈ Ω, alors x1 ∈ Ω1 et x0 ∈ Ω0.
De´monstration. Rappelons d’abord une caracte´risation du coˆne Ω (voir [F–K, page
4]). Pour tout x ∈ J , on a l’e´quivalence suivante
x ∈ Ω ⇐⇒ ∀y ∈ Ω \ {0}, 〈x|y〉 > 0.
On a une caracte´risation analogue pour Ω1 ⊂ J(c, 1), que nous allons utiliser pour
de´montrer le lemme. Soit donc y1 ∈ Ω1 \ {0}. D’apre`s le the´ore`me spectral relative-
ment a` J(c, 1) (voir [F–K, Theorem III.1.2]), il existe une de´composition de Peirce
de l’unite´ c =
∑k
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les λj , 1 ≤ j ≤ k e´tant positifs ou nuls et non tous nuls. Il en re´sulte en particulier
que y1 ∈ Ω \ {0}. En utilisant l’orthogonalite´ de la de´composition (9) on voit que
〈x1|y1〉 = 〈x1 + x 1
2
+ x0|y1〉 = 〈x|y1〉 > 0.
Ceci e´tant vrai pour tout y1 ∈ Ω1\{0}, on a bien x ∈ Ω1. Pour montrer que x0 ∈ Ω0,
il suffit de conside´rer la de´composition de Peirce par rapport a` l’idempotent e− c.

Lemme 4.4. Soit c un idempotent de J . Pour tout x1 ∈ J(c, 1) et tout x0 ∈ J(c, 0)
on a
det(x1 + x0) = detc(x1)dete−c(x0).
De´monstration. Soit k le rang de c. Alors J(c, 1) et J(c, 0) = J(e− c, 1) sont deux
alge`bres de Jordan de rang k et r − k respectivement. Il existe alors {c1, . . . , ck}
et {ck+1, . . . , cr} deux repe`res de Jordan de J(c, 1) et J(c, 0) respectivement tels
que x1 =
∑k
j=1 λjcj et x0 =
∑r
j=k+1 λjcj soient les de´compositions spectrales de
x1 ∈ J(c, 1) et x0 ∈ J(c, 0). Or {c1 . . . , ck, ck+1, . . . , cr} est un repe`re de Jordan de
J , donc
∑r
j=1 λjcj est la de´composition spectrale de x1 + x0 dans J . On en de´duit
que








Pour tout z, w ∈ J , on introduit l’ope´rateur
zw = L(zw) + [L(z), L(w)].
A` chaque z de J(c, 12 ) est associe´ la transformation de Frobenius
τc(z) = exp(2zc)
qui est un e´le´ment du groupe L.
Si x = x1 + x 1
2
+ x0 est la de´composition de Peirce de x ∈ J par rapport a` c, alors






= 2L(z)x1 + x 1
2
(11)
y0 = 2L(e− c)
[




On en de´duit que Det(τc(z)) = 1. Soit τc(z)
∗ l’adjoint de la transformation de
Frobenius τc(z) par rapport au produit scalaire (1). On a
τc(z)
∗ = exp(2cz) = exp(2z(e− c)) = τe−c(z).
Si u = u1+ u 1
2
+ u0 est la de´composition de Peirce d’un e´le´ment u ∈ J par rapport
a` c, alors la de´composition τc(z)
∗u = v1 + v 1
2
+ v0 est donne´e par
v1 = 2L(c)
[
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En particulier, la restriction de τc(z)
∗ a` J(c, 1) co¨ıncide avec l’identite´.
Montrons maintenant le lemme suivant qui ge´ne´ralise la proposition VI.3.2 dans
[F–K, page 107] a` un idempotent c quelconque.
Lemme 4.5. Soit c un idempotent quelconque de J , et soit J = J(c, 1)⊕J(c, 12 )⊕
J(c, 0) la de´composition de J associe´e. Soit ω ∈ Ω et soit ω = ω1 + ω 1
2
+ ω0 sa
de´composition correspondante. Alors il existe un unique z ∈ J(c, 12 ) tel que
ω = τc(z)(ω1 + ξ0)
ou` ξ0 est un e´le´ment du coˆne syme´trique Ω0 associe´ a` l’alge`bre de Jordan J(c, 0).
De´monstration. L’alge`bre de Jordan J(c, 1) agit par multiplication sur J(c, 12 ), et
l’application Φ de J(c, 1) dans End(J(c, 12 )) de´finie par
(13) ∀x ∈ J(c, 1), ∀ξ ∈ J(c,
1
2
), Φ(x)ξ = 2xξ
est une repre´sentation de l’alge`bre de Jordan J(c, 1) sur J(c, 12 ).
Si z ∈ J(c, 12 ) alors d’apre`s les relations (11)
τc(−z)ω = ω1 − 2L(z)ω1 + ω 1
2
+ ξ0
= ω1 − Φ(ω1)z + ω 1
2
+ ξ0,
ou` ξ0 ∈ J(c, 0). Du fait que ω ∈ Ω, d’apre`s le lemme 4.3, la composante ω1
est inversible dans J(c, 1) et par suite l’endomorphisme Φ(ω1) est inversible dans





Lemme 4.6. Soit x ∈ J un e´le´ment de rang k, c l’unique idempotent de rang
k tel que cx = x, et soit J = J(c, 1) ⊕ J(c, 12 ) ⊕ J(c, 0) la de´composition de J
associe´e a` l’idempotent c. Soit ω ∈ Ω et soit ω = ω1 + ω 1
2
+ ω0 sa de´composition
correspondante. Alors
det(x+ tω) = tr−k detc(x)dete−c(ω0) +O(t
r−k+1).
De´monstration. D’apre`s le lemme 4.5 il existe z ∈ J(c, 12 ) tel que ω = τc(z)
∗(ω0 +
ξ1), avec ξ1 ∈ Ω1. Comme on a de plus τc(z)
∗x = x, il vient
x+ tω = τc(z)
∗
(
(x+ tξ1) + tω0
)
et donc d’apre`s le lemme 4.4
det(x+ tω) = detc(x+ tξ1)t
r−k dete−c(ω0)
d’ou` le re´sultat. 
Corollaire 4.7. Soit x ∈ J un e´le´ment de rang k et soit Φx la fonction de´finie sur
J par Φx(z) = det(x+ z). Alors,
(i) pour tout j, 1 ≤ j ≤ r − k − 1, D(j)Φx(0) = 0.
(ii) la fonction 1(r−k)!D
(r−k)Φx(0)z = Ψ0(z) est un polynoˆme homoge`ne de degre´
r − k qui ne s’annule pas sur Ω.

16 JEAN-LOUIS CLERC & KHALID KOUFANY
Lemme 4.8. Soit x ∈ J , et soit K un compact contenu dans Ω. Il existe une
constante ǫ > 0 (de´pendant de x et de K) telle que pour tout t, 0 < t ≤ ǫ et tout
ω ∈ K on ait
det(x+ tω) 6= 0.
De´monstration. D’apre`s le lemme 4.6, on peut e´crire




ou` les Ψj sont des polynoˆmes homoge`nes de degre´ r − k + j. La fonction Ψ0 garde
un signe constant sur Ω (en fait le signe de detc(x) ou` c est l’idempotent donne´
par le lemme 4.2). On va supposer qu’on est dans le cas ou` ce signe est +, l’autre
cas se traitant de la meˆme manie`re. Soit c0 > 0 le minimum de Ψ0 sur le compact
K, et soit C une constante positive telle que pour tout j, 1 ≤ j ≤ k on ait
∀ω ∈ K, |Ψj(ω)| ≤ C .
On a alors pour ω ∈ K et t > 0

















D’ou` pour ω ∈ K et 0 < t ≤ ǫ, det(x+ tω) > 0. 
Proposition 4.9. Soit γ(t), 0 ≤ t ≤ 1 une courbe causale d’origine x ∈ J .
(i) Il existe ǫ > 0 tel que ∀t, 0 < t ≤ ǫ, det(γ(t)) 6= 0.
(ii) Si x est de rang k, il existe une constante ak 6= 0 telle que
det(γ(t)) = akt
r−k +O(tr−k+1).
De´monstration. Soit C = {γ˙(t), 0 ≤ t ≤ 1}. Alors C est un compact de Ω, et son





on voit que γ(t) = tω(t), ou` ω(t) ∈ Γ(C). La partie (i) est donc conse´quence du
lemme 4.8.
La partie (ii) est conse´quence du corollaire 4.7, (ii). 
Definition 4.10. Soient x et y deux e´le´ments quelconques de J . La quantite´
µ(x, y) = r − rang(x− y)
est appele´ l’indice de transversalite´ de la paire (x, y).
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Les deux cas extreˆmes sont le cas ou` x − y est inversible, auquel cas l’indice de
transversalite´ vaut 0, et le cas ou` x = y, auquel cas l’indice de transversalite´ vaut
r.
On va maintenant montrer que l’indice de transversalite´ caracte´rise les orbites
de G(TΩ) dans J × J .
Remarque 4.11. D’apre`s (6), le groupe conforme G(TΩ) agit de manie`re ra-
tionnelle sur l’alge`bre de Jordan J si on la re´alise dans sa compactification conforme
G(TΩ)/LN
−. On peut alors montrer que {g ∈ G(TΩ) | g(0) ∈ J} = N
+LN− et
que le stabilisateur de 0 dans G(TΩ) est LN
−. Pour toutes ses conside´rations voir
[Ko].
The´ore`me 4.12. L’indice de transversalite´ sur J est invariant sous l’action du
groupe conforme G(TΩ). Plus pre´cise´ment, si g est une transformation conforme
de J qui est de´finie en x et y, alors
(14) µ(g(x), g(y)) = µ(x, y).
De´monstration. Il est imme´diat que l’indice de transversalite´ est invariant par
translation. Comme le groupe L conserve le rang d’un e´le´ment (conse´quence du
the´ore`me 4.1), il conserve l’indice de transversalite´. Reste donc a` voir l’invariance
sous l’action de l’inversion. Soit donc x, y deux e´le´ments inversibles de J . On utilise
alors l’identite´ de Hua sous la forme
P (x−1 − y−1) = P (x)−1P (x− y)P (y)−1.
On en de´duit que P (x−1−y−1) et P (x−y) ont meˆme rang, mais cela est e´quivalent
a` dire (voir [F–K, Proposition IV.3.1]) que x−1− y−1 et x− y ont meˆme rang. D’ou`
le re´sultat. 
Abordons maintenant la re´ciproque.
Lemme 4.13. Soient x, x′ ∈ J tels que µ(x, 0) = µ(x′, 0). Alors il existe h ∈ LN−
tel que h(x) = x′.
De´monstration. Posons µ(x, 0) = µ(x′, 0) = k. L’e´le´ment x est donc de rang ℓ =
r−k. Il existe un repe`re de Jordan (cj)1≤j≤r et des nombres re´els non nuls (λj)1≤j≤ℓ
tels que x =
∑ℓ













cj est donne´e par
t˜v(xǫ) = (s ◦ tv ◦ s)(xǫ)







(voir (4) et (5) pour ces diffe´rentes notations). Comme t˜v est continue au voisinage
de tout e´le´ment inversible, t˜v(xε) tends vers
∑ℓ
j=1 cj lorsque ε tend vers 0. Par
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L’e´le´ment x′ est aussi de rang ℓ, et il existe un syste`me de Jordan (c′j)1≤r et des







j . On montre de meˆme






D’apre`s [F–K, Theorem IV.2.5], il existe un automorphisme k ∈ Aut(J) tel que
k(cj) = c
′
j pour tout j, 1 ≤ j ≤ r. L’e´le´ment h = t˜
−1
v′ ◦ k ◦ t˜v ∈ LN
− ve´rifie alors
h(x) = x′. 
The´ore`me 4.14. Soient x, x0, y, y0 ∈ J . Si µ(x, x0) = µ(y, y0), alors il existe un
e´le´ment g ∈ N+LN− tel que y = g(x) et y0 = g(x0).
De´monstration. La condition µ(x, x0) = µ(y, y0) e´tant e´quivalente a` µ(x−x0, 0) =
µ(y− y0, 0), les deux e´le´ments x− x0 et y− y0 ont le meˆme rang. D’apre`s le lemme
4.13, il existe h ∈ LN− tel que y − y0 = h(x − x0). L’e´le´ment g = ty0 ◦ h ◦ t−x0 ∈
N+LN− ve´rifie g(x) = y et g(x0) = y0 puisque h fixe 0 d’apre`s la remarque 4.11.

Rappelons la de´finition de la transversalite´ introduite dans [C–Ø1]. On dira que
deux e´le´ments σ et τ de S sont transverses si,
σ⊤τ
def
⇐⇒ det(σ − τ) 6= 0.
Pour e´tendre la de´finition de l’indice de transversalite´ a` S×S nous avons besoin
de la proposition suivante.
Proposition 4.15. Soient σ, τ ∈ S, alors il existe un e´le´ment u de U tel que u(σ)





ne de´pend pas de l’e´le´ment u ∈ U choisi.
De´monstration. Soient σ, τ ∈ S et soit ς ∈ S tel que ς⊤σ et ς⊤τ . On peut trouver
u ∈ U , ve´rifiant u(ς) = e. Les deux e´le´ments u(σ) et u(τ) sont alors transverses a`
e et par conse´quent appartiennent a` p(J).
Supposons maintenant qu’il existe deux e´le´ments u1, u2 ∈ U tels que ui(σ) et ui(τ)
soient transverses a` e pour i = 1, 2. Posons c(ui(σ)) = xi et c(ui(τ)) = yi, pour
i = 1, 2. Alors x2 = (cu2u
−1
1 c







G(TΩ), on a d’apre`s (14),













Ceci justifie la de´finition suivante
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Definition 4.16. Soit (σ, τ) ∈ S × S. On appelle indice de transversalite´ de la
paire (σ, τ) l’indice de transversalite´ de la paire (c(u(σ)), c(u(τ))) ∈ J×J ou` u ∈ U
est choisi tel que u(σ)⊤e et u(τ)⊤e. On note





En particulier, σ et τ sont transverses si et seulement si µ(σ, τ) = 0.
Remarque 4.17. On peut montrer que




Proposition 4.18. L’indice de transversalite´ sur S est invariant par le groupe G,
µ(g(σ), g(τ)) = µ(σ, τ), ∀g ∈ G.
De´monstration. Cela re´sulte du the´ore`me 4.12 et du fait que G(TΩ) = c ◦G ◦ c
−1.

The´ore`me 4.19. L’indice de transversalite´ caracte´rise les orbites de l’action de G
sur S × S. Plus pre´cise´ment, si (σ, σ0), (τ, τ0) sont deux e´le´ments de S × S et si
µ(σ, σ0) = µ(τ, τ0) alors il existe g ∈ G tel que g(σ) = τ et g(σ0) = τ0.
De´monstration. Remarquons d’abord que d’apre`s l’invariance de µ on peut sup-
poser σ0 = τ0 = e. Il suffit alors de montrer que si µ(σ, e) = µ(τ, e) alors il existe
g ∈ G tel que g(σ) = τ et g(e) = e. Soit ς ∈ S tel que ς⊤σ, ς⊤τ et ς⊤e. Soit u ∈ U
tel que u(σ) ∈ p(J), u(τ) ∈ p(J) et u−1(e) = ς . Posons x = c(u(σ)), y = c(u(τ))
et z = c(u(e)). La condition µ(σ, e) = µ(τ, e) se traduit par µ(x, z) = µ(y, z). La
proposition 4.14 montre qu’il existe h ∈ N+LN− tel que y = h(x) et z = h(z).
Donc l’e´le´ment g = u−1c−1hcu ∈ G ve´rifie g(σ) = τ et g(e) = e. D’ou` le the´ore`me.

Proposition 4.20. Soit σ, τ ∈ S et [0, 1] ∋ t 7→ τ(t) ∈ S une courbe causale
d’origine τ . Il existe ǫ > 0 tel que ∀t, 0 < t ≤ ǫ, τ(t) est transverse a` σ.
De´monstration. Le re´sultat se de´duit par transformation de Cayley de la proposi-
tion 4.9. 
5. L’indice de Souriau : cas transverse
Des re´sultats pre´ce´dents, on de´duit que le groupe G pre´serve la transversalite´,
et agit transitivement sur
S2⊤ = {(σ, τ) ∈ S
2 | σ⊤τ}.
Soit S⊤(−e) l’ouvert de´fini par
S⊤(−e) = {σ ∈ S | σ⊤(−e)}.
Si σ ∈ S⊤(−e), alors (σ − se) est inversible pour s = −1, et donc pour tout





(se− σ)−1 − (s− 1)−1e
)
ds
est normalement convergente, et de´finit une fonction re´gulie`re sur l’ouvert S⊤(−e).
Proposition 5.1. Pour tout σ ∈ S⊤(−e), on a
(i) exp(log σ) = σ.
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(ii) etr(log σ) = det(σ).
(iii) log σ−1 = − logσ.
(iv) log(kσ) = k log σ, pour tout k ∈ Aut(J).
De´monstration. Soit σ ∈ S⊤(−e). Il existe une de´composition de Peirce e =
∑r
j=1 cj




σjcj , |σj | = 1, 1 ≤ j ≤ r .



















On est donc ramene´ au calcul, pour z ∈ C \ (−∞, 0] de l’inte´grale∫ 0
−∞
(
(s− z)−1 − (s− 1)−1
)
ds.
Pour z re´el strictement positif, un calcul e´le´mentaire montre que cette inte´grale
vaut log z. Par prolongement analytique, on obtient que l’inte´grale co¨ıncide avec la
de´termination principale de log z, pour tout z ∈ C \ (−∞, 0]. Donc, avec la meˆme
convention




d’ou` (i) en calculant l’exponentielle des deux membres. Les autres points de la
proposition se de´duisent de (15). 
Soit maintenant σ et τ deux e´le´ments transverses de S. Il existe un e´le´ment
u ∈ U tel que τ = u(−e). L’e´le´ment u n’est pas unique, mais tout autre e´le´ment
u′ satisfaisant τ = u′(−e) peut s’e´crire u′ = uk ou` k ∈ U−e = Ue = U ∩ Aut(J).
L’e´le´ment u−1(σ) est transverse a` −e, et donc on peut de´finir log u−1(σ). Pour u′ =
uk, on obtient log u′−1(σ) = k−1 log u−1(σ) et donc tr(log u−1(σ)) est inde´pendant





On de´finit ainsi une fonction sur S2⊤ une fonction a` valeurs re´elles. De plus,
etr(log u
−1(σ)) = det(u−1(σ)) = χ(u)−1 det(σ) = (−1)r(detσ)(det τ)−1
de sorte que
(16) e2iΨ(σ,τ) = (detσ)2(det τ)−2.
Proposition 5.2. La fonction Ψ : S2⊤ → R est re´gulie`re. Soient σ, τ ∈ S
2
⊤. Alors
(i) Ψ(v(σ), v(τ)) = Ψ(σ, τ), pour tout v ∈ U .
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(ii) Ψ(σ, τ) = −Ψ(τ, σ).
De´monstration. Montrons la continuite´ de Ψ en un point (σ0, τ0) ∈ S
2
⊤. Il est clair
que l’e´le´ment u ∈ U tel que τ = u(−e) peut eˆtre choisi continuˆment pour τ proche
de τ0. Il suffit en effet d’utiliser le fait que S est un espace syme´trique sous l’action
de U , et donc il y a une section locale re´gulie`re de l’application U → S, v 7→ v−1(τ0)
qui vaut u en −e. D’apre`s le the´ore`me de continuite´ de l’inte´grale d’une fonction
de´pendant de parame`tres, il s’en suit que Ψ(σ, τ) est bien une fonction continue de
(σ, τ) au voisinage de (σ0, τ0). La diffe´rentiabilite´ de Ψ se de´montre de meˆme.


















Pour de´montrer (ii), on peut compte-tenu de (i) supposer que τ = −e. Choisissons
une racine carre´e σ
1
2 de σ. Comme iσ
1
2 ∈ S, l’e´le´ment P (iσ
1
2 ) appartient a` U , et
satisfait P (iσ
1






















tr(log σ) = −Ψ(σ,−e)
ou` on a utilise´ le fait que σ−1 = σ pour tout e´le´ment de S. D’ou` (ii). 
Pour θ ∈ R, θ 6∈ π + 2πZ, on note {θ} le re´el caracte´rise´ par
{θ} ≡ θ [2π], −π < {θ} < π
(une version de la de´termination principale de θ).








deux e´le´ments transverses de S (c’est-a`-dire tels que θj 6≡ φj [2π] pour tout j,
1 ≤ j ≤ r). Alors
(17) Ψ(σ, τ) =
r∑
j=1
{θj − φj + π}.










i(θj−φj+π)cj . D’ou` le re´sultat, d’apre`s (15). 
On e´tend la relation de transversalite´ a` S˜, en posant, pour deux e´le´ments (σ, θ), (τ, φ)
de S˜
(σ, θ)⊤(τ, φ)⇐⇒ σ⊤τ
et on note S˜2⊤ = {(σ˜, τ˜ ) ∈ S˜
2 | σ˜⊤τ˜}. Pour un couple d’e´le´ments transverses
σ˜ = (σ, θ), τ˜ = (τ, φ), on de´finit l’indice de Souriau m(σ˜, τ˜) par la formule




Ψ(σ, τ) − r(θ − φ)
]
.
On remarque tout de suite que m est antisyme´trique,
m(σ˜, τ˜) +m(τ˜ , σ˜) = 0.
De plus. d’apre`s (16)
e2iπm(σ˜,τ˜) = e−2irθe2irφ(det σ)2(det τ)−2 = 1,
22 JEAN-LOUIS CLERC & KHALID KOUFANY
de sorte que m(σ˜, τ˜ ) ∈ Z.
Enfin la fonction m est une fonction continue (donc localement constante) sur S˜2⊤,
d’apre`s la continuite´ de la fonction Ψ.
Proposition 5.4. La fonction m est invariante sous l’action du groupe Γ.
De´monstration. Soit U un voisinage assez petit et simplement connexe de l’e´le´ment
neutre de G. On peut trouver une de´termination ϕ(g, z) de l’argument de j(g, z)
qui soit de´finie sur U × D et de´pendant continuˆment du couple (g, z). Soient σ˜ =









[Ψ(g(σ), g(τ))−r(θ−φ)−(ϕ(g, σ)−ϕ(g, τ))]
ce qui montre que g 7−→ m
(
(g, ϕ(g, ·))(σ, θ), (g, ϕ(g, ·))(τ, φ)
)
est une fonction con-
tinue. Comme elle est a` valeurs dans Z elle est donc constante sur U . Par ailleurs
on ve´rifie facilement, d’apre`s (8), que m(T · σ˜, T · τ˜) = m(σ˜, τ˜). Le voisinage
{(g, ϕ(g, ·) | g ∈ U} du neutre de Γ et l’e´le´ment T engendrent le groupe Γ, la
fonction m est bien invariante par Γ. 
Soit maintenant
S3⊤ = {(σ1, σ2, σ3) ∈ S
3 | σj⊤σk, 1 ≤ j 6= k ≤ 3}.
Fixons un repe`re de Jordan (cj)1≤j≤r et posons pour tout entier k tel que 0 ≤ k ≤ r






cj , εr = e.
Le groupe G agit sur S3⊤ et d’apre`s [C–Ø1, Theoreme 4.3] cette action admet ex-
actement r + 1 orbites repre´sente´es par la famille (e,−e,−iεk), 0 ≤ k ≤ r.
Soit (σ1, σ2, σ3) ∈ S
3
⊤. L’indice de Maslov ı(σ1, σ2, σ3) est de´fini dans [C–Ø1, (21)]
par
ı(σ1, σ2, σ3) = 2k − r
ou` k est l’unique entier tel que (σ1, σ2, σ3) soit conjugue´ a` (e,−e,−iεk).
Posons
S˜3⊤ = {(σ˜1, σ˜2, σ˜3) ∈ S
3 | σ˜j⊤σ˜k, 1 ≤ j 6= k ≤ 3}.
Le the´ore`me suivant montre que l’indice de Souriau est en fait une primitive de
l’indice de Maslov.
The´ore`me 5.5 (Formule de Leray). Soit (σ˜1, σ˜2, σ˜3) ∈ S˜
3
⊤. Alors la quantite´
m(σ˜1, σ˜2) +m(σ˜2, σ˜3) +m(σ˜3, σ˜1)
ne de´pend que des projections σ1, σ2, σ3 et est e´gale a` l’indice de Maslov ı(σ1, σ2, σ3).
Autrement dit
m(σ˜1, σ˜2) +m(σ˜2, σ˜3) +m(σ˜3, σ˜1) = ı(σ1, σ2, σ3).
De´monstration. Par un calcul direct, en utilisant (18), on montre que
m(σ˜1, σ˜2) +m(σ˜2, σ˜3) +m(σ˜3, σ˜1) = Ψ(σ1, σ2) + Ψ(σ2, σ3) + Ψ(σ3, σ1).
Cette somme est donc un entier qui ne de´pendent que des trois projections corre-
spondantes. Soit (σ1, σ2, σ3) l’entier ainsi de´fini. C’est une fonction continue (donc
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en fait localement constante) de S3⊤. Le groupe G est connexe et ope`re continuˆment
sur S3⊤. Cela implique que la fonction  est invariante sous l’action de G. Pour
montrer que  et ı co¨ıncident, il suffit donc de les comparer sur chaque classe de
conjugaison de triplets sous l’action de G. Soit donc k un entier tel que 0 ≤ k ≤ r.


















qu’on rele`ve en les points




Un calcul simple en utilisant la formule (17) donne
m(e˜, −˜e) = r, m(−˜e, −˜iεk) = −r, m(−˜iεk, e˜) = 2k − r.
D’ou`
m(σ˜1, σ˜2) +m(σ˜2, σ˜3) +m(σ˜3, σ˜1) = 2k − r = ı(σ1, σ2, σ3).

6. L’extension de l’indice de Souriau au cas non transverse
Dans [C2] il est montre´ que l’indice de Maslov peut eˆtre de´fini pour tout triplet
(σ1, σ2, σ3) de S × S × S. Cet indice, encore note´ ı(σ1, σ2, σ3) prolonge l’indice
de´fini sur S3⊤ et posse`de encore les proprie´te´s principales, a` savoir l’invariance par
le groupe G, l’antisyme´trie et surtout la relation de cocycle que nous utiliserons
dans la suite sous la forme
(19) ı(σ1, σ2, σ3)− ı(σ1, σ2, σ4) + ı(σ1, σ3, σ4)− ı(σ2, σ3, σ4) = 0
pour tous σ1, σ2, σ3, σ4 ∈ S.
Il est donc naturel de chercher a` e´tendre la de´finition de l’indice de Souriau aux
couples non transverses pour obtenir une primitive de l’indice de Maslov e´tendu.
Pour l’extension de la primitive m aux couples non transverses, on va utiliser une
ide´e due a` de Gosson [G1].
Montrons d’abord l’unicite´ de l’extension. Supposons que la fonction m se prolonge
a` S˜ × S˜ en une primitive antisyme´trique note´e encore m du cocycle de Maslov,
c’est-a`-dire telle que l’on ait pour tout (σ˜1, σ˜2, σ˜3) ∈ S˜ × S˜ × S˜,
ı(σ1, σ2, σ3) = m(σ˜1, σ˜2) +m(σ˜2, σ˜3) +m(σ˜3, σ˜1).
On en de´duit que ne´cessairement
(20) m(σ˜1, σ˜2) = ı(σ1, σ2, σ3) +m(σ˜1, σ˜3) +m(σ˜3, σ˜2).
E´tant donne´s deux e´le´ments σ˜1, σ˜2 ∈ S˜, on peut toujours trouver σ˜3 ∈ S˜ tels que
σ˜3⊤σ˜1 et σ˜3⊤σ˜2. Le membre de droite de l’e´galite´ (20) est bien de´fini et il y a donc
unicite´ de l’extension possible.
The´ore`me et de´finition 6.1. Soient σ˜1, σ˜2 deux e´le´ments de S˜ et soit τ˜ un
e´le´ment quelconque de S˜ tel que τ˜⊤σ˜1 et τ˜⊤σ˜2. Soient σ1, σ2, τ les projections
respectives de σ˜1, σ˜2, τ˜ . L’entier
ı(σ1, σ2, τ) +m(σ˜1, τ˜ ) +m(τ˜ , σ˜2)
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ne de´pends pas du choix de τ˜ et est appele´ l’indice de Souriau du couple (σ˜1, σ˜2).
Lorsque σ1⊤σ2, il co¨ıncide avec m(σ˜1, σ˜2).
De´monstration. Soient σ˜1, σ˜2 deux e´le´ments quelconques de S˜. Alors on peut trou-
ver deux e´le´ments τ˜1, τ˜2 tels que
τ˜1⊤σ˜1, τ˜1⊤σ˜2, τ˜2⊤σ˜1, τ˜2⊤σ˜2, et τ˜1⊤τ˜2.
D’apre`s le the´ore`me 5.5 applique´ aux triplets transverses (σ˜1, τ˜1, τ˜2) et (σ˜2, τ˜1, τ˜2),
on obtient
ı(σ1, τ1, τ2) = m(σ˜1, τ˜1) +m(τ˜1, τ˜2) +m(τ˜2, σ˜1),
ı(σ2, τ1, τ2) = m(σ˜2, τ˜1) +m(τ˜1, τ˜2) +m(τ˜2, σ˜2).
D’ou`
ı(σ1, τ1, τ2)− ı(σ2, τ1, τ2) = m(σ˜1, τ˜1) +m(τ˜2, σ˜1)−m(σ˜2, τ˜1)−m(τ˜2, σ˜2).
En utilisant la relation de cocycle (19), cette dernie`re e´galite´ devient
ı(σ1, σ2, τ2) +m(σ˜1, τ˜2) +m(τ˜2, σ˜2) = ı(σ1, σ2, τ1) +m(σ˜1, τ˜1) +m(τ˜1, σ˜2).
D’ou` la premie`re assertion du the´ore`me.
Lorsque σ1⊤σ2, la formule de Leray (the´ore`me 5.5) applique´e au triplet (σ˜1, σ˜2, τ˜)
montre quem(σ˜1, σ˜2) = ı(σ1, σ2, τ)+m(σ˜1, τ˜ )+m(τ˜ , σ˜2). D’ou` la deuxie`me assertion
du the´ore`me.

Soient σ˜1, σ˜2 deux e´le´ments de S˜ de projections respectives σ1 et σ2. On pose
dans la suite
(21) m(σ˜1, σ˜2) = ı(σ1, σ2, τ) +m(σ˜1, τ˜) +m(τ˜ , σ˜2),
ou` τ˜ ∈ S˜ est un e´le´ment dont la projection τ est transverse a` σ1 et σ2. Cette
quantite´ est encore appele´e l’indice de Souriau du couple (σ˜1, σ˜2).
Remarque 6.2. On ve´rifie facilement les assertions suivantes :
(i) l’extension m est antisyme´trique.
(ii) l’extension m est invariante sous l’action du groupe Γ.
The´ore`me 6.3 (Formule de Leray e´tendue). Soient σ˜1, σ˜2, σ˜3) ∈ S˜ de projections
respectives σ1, σ2, σ3, alors
(22) m(σ˜1, σ˜2) +m(σ˜2, σ˜3) +m(σ˜3, σ˜1) = ı(σ1, σ2, σ3).
De´monstration. Choisissons un e´le´ment τ˜ ∈ S˜ tel que τ˜⊤σ˜1, τ˜⊤σ˜2 et τ˜⊤σ˜3. Alors
d’apre`s la de´finition (21) de l’indice m e´tendu on a
m(σ˜1, σ˜3) = ı(σ1, σ3, τ) +m(σ˜1, τ˜ ) +m(τ˜ , σ˜3),
m(σ˜2, σ˜3) = ı(σ2, σ3, τ) +m(σ˜2, τ˜) +m(τ˜ , σ˜3).
En utilisant encore une fois la relation de cocycle (19), on obtient
ı(σ1, σ2, τ) +m(σ˜1, τ˜) +m(τ˜ , σ˜2) = ı(σ1, σ2, σ3) +m(σ˜1, σ˜3) +m(σ˜3, σ˜2).
Le membre de gauche de cette dernie`re e´galite´ e´tant par de´finition m(σ˜1, σ˜2), le
the´ore`me s’en de´duit en utilisant l’antisyme´trie de l’indice de Souriau e´tendu. 
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On va maintenant donner l’expression “en coordonne´es” de l’indice de Souriau.
Nous aurons besoin d’une notation particulie`re, qui n’est en fait qu’une version de
l’indice de Maslov pour le cas du cercle unite´.
Soient donne´s eiθ, eiφ deux nombres complexes de module 1 distincts. On notes
]eiθ, eiφ[ l’arc de cercle d’extre´mite´s eiθ et eiφ forme´ des points obtenus en partant
de eiθ dans le sens trigonome´trique pour arriver a` eiφ.
Pour eiθ, eiϕ et eiφ trois points du cercle oriente´, on pose
ord(eiθ, eiϕ, eiφ) =


0 si deux des points eiθ, eiϕ, eiφ co¨ıncident,
1 si eiϕ ∈]eiθ , eiφ[ ,
−1 si eiϕ ∈]eiφ, eiθ[ .










trois points de S. Alors
(23) ı(σ1, σ2, σ3) =
r∑
j=1
ord(eiθj , eiϕj , eiφj ).
De´monstration. Cette formule est implicitement contenue dans [C2]. 















deux e´le´ments tels que θj − ϕj /∈ 2πZ pour ℓ+ 1 ≤ j ≤ r. Alors





{θj − ϕj + π} − r(θ − ϕ)
]
.







ei(ϕj+φ)cj , ϕ+ φ),
est transverse a` σ˜1 et a` σ˜2. D’une part, en appliquant la formule (23), l’indice de
Maslov des projections σ1, σ2 et σ3 est
ı(σ1, σ2, σ3) = r − ℓ.







j=ℓ+1{θj − ϕj − φ+ π}
)
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Finalement, d’apre`s (21), l’indice de Souriau m(σ˜1, σ˜2) est donne´ par














iϕjcj , ϕ), ou`
(i) −π < ϕj < π, ∀j, ℓ+ 1 ≤ j ≤ r, et
(ii) rϕ = −ℓπ +
∑r
j=ℓ+1 ϕj + 2kπ, avec k ∈ Z,
alors
(26) m(σ˜1, σ˜2) = 2k + r − ℓ = 2k + r − µ(σ1, σ2).
Remarque 6.6. Pour σ˜, τ˜ ∈ S˜, on a
(27) m(σ˜, T · τ˜ ) = −m(T · σ˜, τ˜ ) = m(σ˜, τ˜ ) + 2
7. Le cycle de Maslov
Soit σ0 ∈ S. On note Σ(σ0) l’ensemble des e´le´ments de S qui ne sont pas trans-
verses a` σ0, c’est-a`-dire
Σ(σ0) = S \ S⊤(σ0) = {σ ∈ S | det(σ − σ0) = 0}.
Cet ensemble est appele´ le cycle de Maslov associe´ a` σ0.
On va, dans ce paragraphe e´tudier sa structure de varie´te´ stratifie´e (au sens alge´brique).
7.1. La varie´te´ des e´le´ments de J de corang k. Reprenons les notations du
paragraphe 4.
Proposition 7.1. Soit c un idempotent, et J = J(c, 1) ⊕ J(c, 12 ) ⊕ J(c, 0) la




)× J(c, 0)→ J : (x1, x 1
2
, x0) 7→ τc(x 1
2
)(x1 + x0)




, x◦0) tel que x
◦
1 soit inversible
comme e´le´ment de J(c, 1).
De´monstration. Soit Φ la repre´sentation de l’alge`bre de Jordan J(c, 1) dans End(J(c, 12 ))
donne´e par (13). D’apre`s les formules (11) on a, en posant, τc(x 1
2
)(x1 + x0) =









y0 = 2L(e− c)L(x 1
2
)2x1 + x0.
Si l’e´le´ment x◦1 conside´re´ comme e´le´ment de la sous-alge`bre J(c, 1) est inversible,
l’endomorphisme Φ(x◦1) est inversible. Ceci reste vrai pour x1 voisin de x
◦
1. Il en






Un e´le´ment x de J est dit de corang k si son rang est r − k. Pour tout entier k
tel que 0 ≤ k ≤ r, on note dans la suite Jk l’ensemble des e´le´ments de J de corang
k,
Jk = {x ∈ J | µ(x, 0) = k}.
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Ainsi, J0 n’est autre que l’ensemble J
× des e´le´ments inversibles de J , et Jr = {0}.
Proposition 7.2. Soit k un entier tel que 1 ≤ k ≤ r − 1. Alors Jk est une sous-
varie´te´ de J de codimension k + k(k−1)2 d. En particulier, Si k = 1, alors J1 est de
codimension 1, et si k ≥ 2, alors la codimension de Jk est supe´rieur ou e´gale a` 3.
De´monstration. Soit 1 ≤ k ≤ r− 1. Soit x◦ ∈ Jk un e´le´ment de rang r− k. Il existe
donc une de´composition de Peirce e =
∑r





avec λj 6= 0 pour tout j, 1 ≤ j ≤ r − k. Posons c =
∑r−k
j=1 cj . L’e´le´ment c ainsi
de´fini est un idempotent de l’alge`bre de Jordan J . Soit




la de´composition de Peirce de J relative a` cet idempotent. L’e´le´ment x◦ appartient
a` J(c, 1) et est un e´le´ment inversible de J(c, 1). Par suite, on peut appliquer la
proposition 7.1. On obtient ainsi des coordonne´es locales (y1(x), y 1
2
(x), y0(x)) pre`s
de (x◦, 0, 0), telles que x = τc(y 1
2
(x))(y1(x)+y0(x)). L’action du groupe L pre´servant
la notion de rang d’un e´le´ment, le rang de x est le meˆme que le rang de y1(x)+y0(x).
Mais le rang de y1 + y0 est la somme du rang de l’e´le´ment y1 et de l’e´le´ment y0,
pour tout y1 ∈ J(c, 1), y0 ∈ J(c, 0). Pour x voisin de x
◦, y1(x) est voisin de x
0 et
donc inversible dans l’alge`bre de Jordan J(c, 1), ou si l’on pre´fe`re de rang r − k.
Par conse´quent la condition
y0(x) = 0
fournit un syste`me d’e´quations locales de Jk pre`s de x
◦. Ceci montre que Jk est une
sous-varie´te´ de codimension e´gale a` dim J(c, 0). D’apre`s (10) cette dimension est




puisque l’idempotent c est de rang r − k.
Si k = 1 alors dim J(c, 0) = 1 et J1 est de codimension 1.
Si k ≥ 2, alors dim J(c, 0) ≥ 3, puisque l’invariant de Peirce d d’une alge`bre de
Jordan euclidienne simple est non nul (voir [F–K, page 70]), et donc la codimension
de Jk est supe´rieure ou e´gale a` 3. 
D’apre`s [F–K, Proposition II.4.2], le gradient de la fonction det est polynomial
et ve´rifie sur J× la formule
∇det(x) = det(x)x−1.
Plus explicitement, si x =
∑r
j=1 λjcj est une de´composition de Peirce d’un e´le´ment




(λ1 · · ·
∨
λj · · ·λr)cj .
L’ensemble J \J× = ⊔rk=1Jk est l’ensemble des e´le´ments x ∈ J tels que det(x) = 0.
C’est une varie´te´ (au sens alge´brique) de codimension 1, dont on va maintenant
pre´ciser le lieu singulier.
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Proposition 7.3. Soit x ∈ ⊔rk=1Jk. Alors, ∇det(x) 6= 0 si, et seulement si,
x ∈ J1.
De´monstration. Soit x ∈ J1, alors il existe un repe`re de Jordan (cj)1≤j≤r et
des nombres re´els non nuls (λj)1≤j≤r−1 tels que x =
∑r−1
j=1 λjcj . On pose xǫ =∑r−1




ǫ(λ1 · · ·
∨
λj · · ·λr−1)cj + (λ1 · · ·λr−1)cr.
Par conse´quent, lorsque ǫ → 0, ∇det(xǫ) → λ1 · · ·λr−1cr. Par continuite´, on a
donc
∇det(x) = (λ1 · · ·λr−1)cr 6= 0.
Si par contre x ∈ ⊔rk=2Jk, un calcul similaire montre que ∇det(x) = 0. D’ou` la
proposition.

7.2. La stratification du cycle de Maslov. E´tant donne´ un e´le´ment σ0 ∈ S, et
k un entier, 0 ≤ k ≤ r, on pose






Dans le cas ou` S est la varie´te´ lagrangienne Λ(r), pour un sous-espace lagrangien
λ0 fixe´, Sk(λ0) co¨ıncide avec l’ensemble Λ
k(r) des sous-espaces lagrangiens λ tels
que dim(λ ∩ λ0) = k.
Proposition 7.4. Sk(σ0) est une sous-varie´te´ de S de codimension k +
k(k−1)
2 d.
De´monstration. Soit σ ∈ Sk(σ0). Graˆce a` l’action du groupe G, on peut toujours
supposer que σ0 = −e, et σ⊤e. Par la transformation de Cayley, on est ramene´ a`
l’e´nonce´ e´quivalent pour Jk, qui a e´te´ de´montre´ pre´ce´demment (proposition 7.2).

Proposition 7.5. Le cycle de Maslov Σ(σ0) est une sous-varie´te´ stratifie´e de S (au
sens alge´brique) de codimension 1. Le lieu singulier de Σ(σ0) est de codimension
supe´rieure ou e´gale a` 3 dans S.
De´monstration. Utilisant comme pre´ce´demment la transformation de Cayley, on
voir d’abord, graˆce a` la proposition 7.3 que S1(σ0) est l’ensemble des points re´guliers
de Σ(σ0), et S1(σ0) est de codimension 1 dans S. Le lieu singulier est e´gal a`
⊔2≤k≤rSk(σ0), qui est de codimension ≥ 3 dans S, d’apre`s la proposition 7.2.

7.3. L’orientation transverse du cycle de Maslov. Dans le cas de la varie´te´
lagrangienne Λ(r) (voir [A1]), Arnold montre que le cycle de Maslov admet un
champ continu de vecteurs tangents a` Λ(r) et transverses a` Λ1(r). Un tel champs
de vecteurs est constitue´ par les vecteurs v(σ) = d
dθ
(eiθσ)|θ=0 pour σ ∈ Λ
1(r) et
de´fini une orientation transverse. Nous allons montrer comment cette notion se
ge´ne´ralise a` S en utilisant sa structure causale.
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Proposition 7.6. Soit σ0 ∈ S, et soit σ ∈ S1(σ0) ⊂ Σ(σ0). Soit Hσ0(σ) l’espace
tangent a` Σ(σ0) au point σ. Les vecteurs tangents aux courbes causales partant de
σ sont tous contenus dans un meˆme demi-espace ouvert de l’espace tangent a` S en
σ limite´ par Hσ0(σ).
Par la transforme´e de Cayley, on est ramene´ a` l’e´nonce´ e´quivalent suivant.
Proposition 7.7. Soit x ∈ J1 ⊂ J . Soit H(x) l’hyperplan tangent a` J1 en x. Les
vecteurs tangents aux courbes causales partant de x sont tous contenus dans un
meˆme demi-espace ouvert limite´ par H(x).
De´monstration. On peut supposer que x =
∑r−1
j=1 λjcj , ou` (cj)1≤j≤r est un repe`re
de Jordan de J et, pour 1 ≤ j ≤ r − 1, les λj sont des scalaires non nuls. On sait







Si y(t) est une courbe causale telle que y(0) = x et y˙(0) = ω ∈ Ω, on a donc
d
dt






Comme ω ∈ Ω et cr ∈ Ω\{0}, on a 〈ω|cr〉 > 0, et par suite le signe de 〈y˙(0)|∇detx〉
ne de´pend pas de la courbe causale choisie. 




les vecteurs tangents aux courbes causales passant par σ. La famille de ces sous-
espaces de´finit une orientation transverse canonique du cycle de Maslov Σ(σ0). De
plus ces orientations transverses sont compatibles a` l’action de G, en ce sens que si
g ∈ G, alors l’orientation transverse canonique du cycle de Maslov Σ(gσ0) au point





la notion de courbe causale est stable par l’action de G.
8. Le nombre d’Arnold, l’indice d’inertie et l’indice
d’Arnold-Leray-Maslov
Les principales proprie´te´s topologiques des cycles de Maslov de´montre´es dans
le paragraphe pre´ce´dent ge´ne´ralisent celles montre´es par Arnold dans le cas de la
varie´te´ lagrangienne Λ(r). Dans ce cas particulier, Arnold (voir [A1] et [A2]) utilise
ces proprie´te´s pour construire un indice pour les couples de points transverses du
reveˆtement universel Λ˜(r). Les arguments d’Arnold sont encore valables dans notre
situation et nous permettent dans la suite de proposer une deuxie`me construction,
ge´ome´trique cette fois-ci, d’une primitive.
Soit σ0 ∈ S, et soit γ un chemin dans S, d’origine γ(0) = σ, et d’extre´mite´ γ(1) =
τ . Un tel chemin est dit admissible (relativement au cycle de Maslov Σ0 = Σ(σ0))
s’il est de classe C1 par morceaux, si ses extre´mite´s σ et τ n’appartiennent pas a` Σ0,
si le chemin n’intersecte le cycle de Maslov que pour un nombre fini de valeurs de
t ∈ [0, 1], (disons t = t1, t2, . . . , tk), si chaque point d’intersection γ(tj) est un point
re´gulier de Σ0 (c’est-a`-dire γ(tj) ∈ S1(σ0)), et enfin si en un tel point, la courbe γ
est diffe´rentiable et transverse a` Σ0. Le nombre d’Arnold d’un tel chemin admissible
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et ǫj vaut −1 dans le cas contraire.
The´ore`me 8.1. Soient σ et τ deux points n’appartenant pas au cycle de Maslov
Σ0. Toute classe d’homotopie de chemins d’origine σ et d’extre´mite´ τ contient un
chemin admissible. Deux chemins admissibles d’origine σ et d’extre´mite´ τ qui sont
homotopes ont meˆme nombre d’Arnold.
La de´monstration est identique au cas classique (voir [A2] ou [C–L–M]), au vu
des re´sultats du paragraphe 7.
Ce the´ore`me permet d’e´tendre la notion de nombre d’Arnold a` un chemin quel-
conque γ d’origine σ et d’extre´mite´ τ , en le de´clarant e´gal par de´finition a` l’indice
d’un chemin admissible de meˆmes origine et extre´mite´ et homotope a` γ.
On va maintenant tirer profit de l’invariance par homotopie du nombre d’Arnold
pour de´finir l’indice d’Arnold d’un couple de points du reveˆtement universel S˜.
Soient σ˜0 et τ˜0 deux points de S˜, de projections respectives σ0 et τ0 sur S. Soit
σ(t), 0 ≤ t ≤ 1 une courbe causale d’origine σ0, et τ(t), 0 ≤ t ≤ 1 une courbe
anti-causale d’origine τ0. On note σ˜(t) (resp. τ˜(t)) la courbe dans S˜ d’origine σ˜0
(resp. τ˜0) relevant σ(t) (resp. τ(t)). D’apre`s la proposition 4.20, il existe ǫ > 0 tel
que pour tout t, 0 < t < ǫ, les points σ(t) et τ(t) n’appartiennent pas au cycle de
Maslov Σ0 = Σ(σ0). Fixons un tel t, et soit γt(s), 0 ≤ s ≤ 1 un chemin admissible
(relativement a` Σ0) d’origine σ(t) et d’extre´mite´ τ(t), dont le releve´ dans S˜ a pour






















Par de´finition l’indice d’Arnold ν(σ˜0, τ˜0) est le nombre d’Arnold du chemin γt.
Clairement, a` t fixe´, cet indice ne de´pend pas du choix du chemin γt, puisque tout
autre chemin ayant les meˆmes proprie´te´s lui est homotope et donc a meˆme nombre
d’Arnold.
De plus, l’indice est inde´pendant du parame`tre t (voir Fig 1). En effet, soit t′
une autre valeur, avec toujours 0 < t′ < ǫ. On peut toujours supposer que t′ < t.
On conside`re le chemin d’origine σ(t′) et d’extre´mite´ τ(t′) obtenu en concate´nant
le chemin
(
σ(u), t′ ≤ u ≤ t
)
, le chemin γt de σ(t) a` τ(t), et enfin le chemin
(
τ(v),
t′ ≤ v ≤ t). Il est imme´diat que le nombre d’Arnold de ce chemin concate´ne´ est
le meˆme que le nombre d’Arnold du chemin γt, puisque les deux bouts de chemin
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concate´ne´s a` γt ne rencontrent pas le cycle de Maslov Σ0, comme on le de´duit
aise´ment de la proposition 4.9.
Enfin, cet indice est inde´pendant des courbes (causale ou anti-causale) σ(t) et
τ(t). En effet, e´tant donne´ deux courbes causales σ1(t), 0 ≤ t ≤ 1 et σ2(t), 0 ≤ t ≤ 1
de meˆme origine σ0, on peut pour t assez petit, joindre σ1(t) a` σ2(t) par une courbe






Un argument analogue vaut pour la courbe anti-causale d’origine τ0. Notons que
si τ0 est transverse a` σ0, il n’est pas ne´cessaire d’utiliser une telle courbe anti-
causale, et on peut supposer que le chemin γt est d’extre´mite´ τ0.
La construction de l’indice d’Arnold ne fait appel qu’a` des notions invariantes
par transformations causales (courbes causales, cycle de Maslov, transversalite´), et
donc l’indice d’Arnold est invariant par l’action de Γ.
On va maintenant calculer l’indice d’Arnold “en coordonne´es”, comme nous
l’avons fait pour l’indice de Souriau. On fixe pour cela un repe`re de Jordan (cj)1≤j≤r
de J . Graˆce aux re´sultats concernant les orbites de l’action de G dans S × S (voir
paragraphe 4), la proposition suivante couvre le cas ge´ne´ral.
Proposition 8.2. Soient les deux points de S˜,











On note σ0 = −e et τ0 leurs projections correspondantes dans S. On suppose que
(i) −π < ϕj < π, ∀j, ℓ+ 1 ≤ j ≤ r ;
(ii) rϕ = −ℓπ +
∑r
j=ℓ+1 ϕj + 2kπ, avec k ∈ Z.
Alors
(29) ν(σ˜0, τ˜0) = −ℓ+ k = k − µ(σ0, τ0).
De´monstration. Le point σ =
∑r
j=1 e
iθjcj appartient au cycle de Maslov Σ0 =
Σ(−e) si et seulement s’il existe j, 1 ≤ j ≤ r tel que θj ∈ −π + 2πZ. Il est
re´gulier (c’est-a`-dire σ ∈ S1(−e)) si et seulement si θj ∈ −π + 2πZ pour une seule
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valeur de l’indice j. Si, par exemple, σ = −c1 +
∑r
j=2 e
iθjcj , avec pour 2 ≤ j ≤ r,
θj /∈ −π + 2πZ, alors un vecteur normal au plan tangent en σ a` Σ0 donnant l’ori-
entation positive est le vecteur −ic1.









ei(−π+t)cj ,−π + t) ,





















On notera que la courbe τ(t) n’est pas, au sens strict, anti-causale, puisque son
vecteur tangent en chaque point est seulement dans la frontie`re du coˆne causal.
Ne´anmoins, il est vrai que pour t > 0 assez petit, le point τ(t) n’est pas dans Σ0,
et permet donc le calcul de l’indice d’Arnold du couple (σ˜0, τ˜0).
Ayant fixe´ un tel t > 0 assez petit, le chemin γt va eˆtre obtenu par concate´nation
de plusieurs morceaux de chemins admissibles, dont on va calculer pour chacun
la contribution a` l’indice de d’Arnold. Pour la commodite´ de la lecture, chaque
morceau de chemin est parame´tre´ par s ∈ [0, 1].






Pour s = 12 , γt(s) = −c1 +
∑r
j=2 e
it(−π+t)cj , et c’est le seul point d’intersection du
chemin γt avec Σ0. De plus,γ˙t(
1
2 ) = 2itc1, de sorte que le chemin γt coupe donc
transversalement le cycle de Maslov, et la contribution a` l’indice est −1.
On continue par le meˆme type de chemin, pour chaque j, 2 ≤ j ≤ ℓ. L’extre´mite´








et la contribution a` l’indice d’Arnold est −ℓ.
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Ce chemin ne rencontre pas le cycle de Maslov Σ0, et donc la contribution de ce








Un calcul facile permet de de´terminer l’extre´mite´ du releve´ dans S˜ du chemin












Pour terminer, on a besoin du lemme suivant.
Lemme 8.3. Soient donne´s (ψj)1≤j≤r r nombres re´els tels que ψj /∈ −π + 2πZ.
Soit γ le chemin de´fini pour 0 ≤ s ≤ 1 par




Le chemin γ est admissible relativement au cycle de Maslov Σ0, et son nombre
d’Arnold vaut +1.
En effet, le chemin γ ne coupe Σ0 que pour une seule valeur de s, transversale-
ment, et dans le sens positif. Donc le nombre d’Arnold de ce chemin vaut +1.
Ce lemme permet de calculer l’indice d’Arnold de deux points de S˜ ayant meˆme
projection dans S. En particulier, en passant du point τ˜ ′t au point τ˜t, la contribution
a` l’indice d’Arnold est k. D’ou` la proposition 8.2.

Corollaire 8.4. Soient σ˜, τ˜ deux e´le´ments de S˜ de projections respectives σ et τ .
Alors




m(σ˜, τ˜ )− µ(σ, τ) − r
)
.
De´monstration. Il suffit en effet de comparer les formules (26) et (29) et d’utiliser
l’invariance des deux membres par Γ.

Remarque 8.5. Un sous-produit de ce corollaire est que le membre de droite de
la formule (30) est un entier (et non un demi-entier). On tire profit de ce re´sultat
en introduisant la notion d’indice d’inertie et d’indice d’Arnold-Leray-Maslov .
Definition 8.6. (i) Soient (σ1, σ2, σ3) ∈ S
3. On appelle indice d’inertie du
triplet (σ1, σ2, σ3) la quantite´




ι(σ1, σ2, σ3) + µ(σ1, σ2)− µ(σ1, σ3) + µ(σ2, σ3) + r
)
.
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(ii) Soient σ˜1, σ˜2 ∈ S˜, de projections respectives σ1, σ2. On appelle indice d’Arnold-
Leray-Maslov la quantite´
n(σ˜1, σ˜2) = ν(σ˜1, σ˜2) + µ(σ1, σ2) + r.
The´ore`me 8.7. L’indice d’inertie satisfait les proprie´te´s suivantes :
(i)  est a` valeurs entie`res.
(ii)  ve´rifie la relation de 2-cocycle 4
(σ1, σ2, σ3)− (σ1, σ2, σ4) + (σ1, σ3, σ4)− (σ2, σ3, σ4) = 0
pour tous σ1, σ2, σ3 ∈ S.
(iii) l’indice d’Arnold-Leray-Maslov est une primitive de l’indice d’inertie, c’est-
a`-dire
(σ1, σ2, σ3) = n(σ˜1, σ˜2)− n(σ˜1, σ˜3) + n(σ˜2, σ˜3)
pour tous σ˜1, σ˜2, σ˜3 ∈ S˜, de projections respectives σ1, σ2, σ3.






m(σ˜, τ˜ ) + µ(σ, τ) + r
)
valable pour tous σ˜, τ˜ ∈ S˜ de projections respectives σ, τ , qui est conse´quence du
corollaire 8.4. On voit alors que la relation (iii) est e´quivalente a` la proprie´te´ de
cocycle pour l’indice de Maslov (19).

9. L’indice de Maslov d’une paire de chemins dans S × S
Dans ce paragraphe, nous allons adapter une me´thode due a` Cappell-Lee-Miller
[C–L–M] pour expliquer (sans plus de de´tails) comment on peut de´finir l’indice de
Maslov d’une paire de chemins de S.
Un chemin [0, 1] ∋ t 7→ ̟(t) = (σ1(t), σ2(t)) ∈ S × S est propre, si σ1(t) est
transverse a` σ2(t) pour t = 0 et t = 1.
Soit ̟ un tel chemin et supposons qu’il est re´gulier. D’apre`s le paragraphe 7, si
on note
Z = {(t, σ) ∈ [−1, 1]× S, det(σ1(t)− σ) = 0}
alors Z ∩ {t} × S = {t} × Σ(σ1(t)) est sous-varie´te´ stratifie´e (au sens alge´brique),
transversalement oriente´e, de codimension 1 de {t} × S et dont la singularite´ est
de codimension ≥ 3 dans {t} × S. Cette singularite´ est donc de codimension ≥ 2
dans Z. Par conse´quent moyennant une petite perturbation du chemin ̟, tout en
gardant ses extre´mite´s fixes, on peut transformer le chemin t 7→ (t, σ2(t)) en un
autre chemin t 7→ (t, σ′2(t)) ne rencontrant Z qu’en un nombre fini de points situe´s
sur la strate supe´rieure {t} × S1(σ1(t)) et ceci d’une manie`re transverse.
Definition 9.1. L’indice de Maslov νp(̟) du chemin propre ̟ est par de´finition
le nombre d’intersections, compte´s avec leurs signes, du chemin t 7→ (t, σ′2(t)) avec
Z.
4On observera que l’indice d’inertie  n’a pas la proprie´te´ d’antisyme´trie que posse`de l’indice
de Maslov ı.
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La re´union disjointe de toutes les strates supe´rieures⋃
0<t<1
{t} × S1(σ1(t))
est une sous-varie´te´ ouverte de Z dont la singularite´ est de codimension supe´rieure
ou e´gale a` 3 dans Z. On en de´duit que deux petites perturbations du chemin (·, σ′2(·))
sont homotopes et par conse´quent νp(̟) est inde´pendant du choix de cette pertur-
bation.
Remarquons enfin que si le chemin̟ est seulement continue, on peut l’approcher
par un chemin re´gulier et de´finir son indice νp(̟). Comme la singularite´ est de codi-
mension ≥ 3, l’indice νp(̟) est inde´pendant du choix de cette approximation.
Les deux propositions suivantes sont une conse´quence directe de la de´finition de
l’indice νp.
Proposition 9.2. Soit ̟ : [0, 1] → S × S, t 7→ (σ1(t), σ2(t)) un chemin propre et
re´gulier.
(1) Si σ1(t) est transverse a` σ2(t) pour tout t ∈ [0, 1], alors νp(̟) = 0.
(2) Si [0, 1] ∋ t 7→ ˆ̟ (t) = (σ1(−t), σ2(−t)) est le chemin inverse de chemin ̟,
alors νp(̟) = νp( ˆ̟ ).
(3) Pour tout α ∈]0, 1[,
νp(̟) = νp(̟|[0,α]) + νp(̟|[α,1])
(4) Soit g = (gt)0≤t≤1 une famille d’e´le´ments de G telle que [0, 1] ∋ t 7→ gt soit
continue. Si on pose (g ∗̟)(t) = (gt(σ1(t)), gt(σ2(t)) pour t ∈ [0, 1], alors
νp(g ∗̟) = νp(̟)

Proposition 9.3. Si [a, b] × [0, 1] ∋ (s, t) 7→ (σ1(s, t), σ2(s, t)) ∈ S × S est une
application continue, et si pour tout s ∈ [a, b], le chemin ̟s(t) = (σ1(s, t), σ2(s, t))
est propre et re´gulier dans S × S, alors
νp(̟0) = νp(̟1).

La fonction f : θ 7→ det(σ1(t)−e
iθσ2(t)) a un nombre fini de ze´ros (modulo 2π).
Il existe donc ǫ ∈]0, π[ tels que les θ qui ve´rifient 0 < |θ| < π ne soient pas des ze´ros
de f . D’ou` le lemme suivant :
Lemme 9.4. Soit ̟ : [0, 1] → S × S, t 7→ (σ1(t), σ2(t)) un chemin re´gulier dans
S × S. Alors il existe ǫ ∈]0, π[ tel que pour tout θ ve´rifiant 0 < |θ| < ǫ, le nouveau
chemin perturbe´




La proposition suivante se de´duit facilement de la proposition 9.3 et du lemme
9.4.
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Proposition 9.5. Soit ̟ un chemin re´gulier dans S×S. Si ̟θ1 et ̟θ2 sont deux
perturbations diffe´rentes de ̟ en chemins propres, alors
νp(̟θ1) = νp(̟θ2)

Definition 9.6. Soit ̟ un chemin re´gulier dans S × S. L’indice de Maslov de ̟
est par de´finition l’indice de Maslov d’une perturbation ̟θ de ̟ :
ν(̟) = νp(̟θ).
La proposition 9.5 montre que l’indice ν(̟) est bien de´fini et ne de´pend pas de
la perturbation choisie.
Finalement les propositions 9.2 et 9.3 s’e´tendent a` l’indice de Maslov ν(̟) d’un
chemin quelconque ̟. Pour plus de de´tails nous invitons le lecteur a` consulter
le travail de Cappell-Lee-Miller [C–L–M] dans lequel cette the´orie est tre`s bien
de´veloppe´e.
10. Le nombre de rotation ge´ne´ralise´
Dans [B–G], les auteurs montrent qu’on peut utiliser une primitive (quelconque)
du cocycle classique de Maslov pour construire un invariant (pour la conjugaison)
sur le groupe symplectique, baptise´ nombre de rotation symplectique. Nous mon-
trons qu’une construction analogue est possible dans la situation conside´re´e dans
ce travail.
Commenc¸ons par quelques lemmes a` caracte`re ge´ne´ral.
Lemme 10.1. Soit G un groupe de Lie semi-simple a` centre fini et connexe. Soit
G = KAN une de´composition d’Iwasawa de G, et soit r = dimA le rang de´ploye´
de G. Alors
(i) tout e´le´ment de N est un commutateur,
(ii) tout e´le´ment de A peut s’e´crire comme produit d’au plus r commutateurs.
De´monstration. (i) Soit a = Lie(A), H un e´le´ment re´gulier de a et h = expH .
Alors l’application
n 7→ hnh−1n−1, N → N
est un diffe´omorphisme de N sur lui-meˆme (voir [He1, Ch. VI. Corollary 4.8]).
(ii) Soit Σ le syste`me de racines restreintes relativement a` a et Σ+ l’ensemble
des racines positives tel que




Soit {α1, α2, . . . , αr} les racines simples correspondantes. Pour j, 1 ≤ j ≤ r, on note
Hj le covecteur associe´ a` la racine αj . La syme´trie orthogonale associe´e a` la racine
αj est un e´le´ment du groupe de Weyl, et on en choisit un repre´sentant mj dans le








tjHj , h =
r∏
j=1
exp tjHj , tj ∈ R, 1 ≤ j ≤ r .
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D’apre`s (31)
















−−−−→ G −−−−→ 1
une extension centrale d’un groupe de Lie G semi-simple a` centre fini et connexe.
Notons T = ı(1). Il existe au plus une application Φ : Γ −→ R telle que
(i) Φ est continue
(ii) Φ(γT ) = Φ(γ) + 1, ∀γ ∈ Γ
(iii) Φ(γ1γ2)− Φ(γ1)− Φ(γ2) est borne´e sur Γ× Γ
(iv) Φ(γn) = nΦ(γ), ∀γ ∈ Γ, ∀n ∈ Z.
De´monstration. Soit Φ1 et Φ2 deux telles fonctions, D’apre`s (ii), la fonction Φ1−Φ2
passe au quotient et de´finit une fonction F surG. D’apre`s (iii) elle est uniforme´ment
borne´e sur les commutateurs, et donc sur N et sur A. D’apre`s (i) elle est borne´e
sur K. Utilisant la de´composition d’Iwasawa et a` nouveau (iii), on voit que F est
uniforme´ment borne´e sur G. D’apre`s (iv), cela implique que F est identiquement
nulle. D’ou` Φ1 = Φ2. 
Une telle fonction Φ est appele´e un quasi-morphisme homoge`ne 5. Un quasi-
morphisme de´finit, par passage au quotient, une application Ψ : G −→ R/Z.
Revenant aux notations du paragraphe 5, on va maintenant construire un quasi-
morphisme pour le groupe Γ.
Soit o˜ un point base dans S˜, et posons pour γ ∈ Γ
c(γ) = m(γ · o˜, o˜) .
La primitive m(σ˜, τ˜) est invariante par Γ, et donc pour tous γ1, γ2 ∈ Γ
c(γ1γ2)− c(γ1)− c(γ2) = m(γ1γ2 · o˜, o˜)−m(γ1 · o˜, o˜)−m(γ2 · o˜, o˜)
= m(γ1γ2 · o˜, o˜) +m(o˜, γ1 · o˜) +m(γ1 · o˜, γ1γ2 · o˜)
qui d’apre`s (22) est l’indice de Maslov des projections sur S des points γ1γ2 · o˜, o˜
et γ1 · o˜ de sorte que
|c(γ1γ2)− c(γ1)− c(γ2)| ≤ r .
Pour tout e´le´ment γ ∈ Γ, la suite (ck) := (c(γ
k))k∈N satisfait donc la proprie´te´
∀k, ℓ ∈ N, |ck+ℓ − ck − cℓ| ≤ r .






existe pour tout e´le´ment γ ∈ Γ.





est un quasi-morphisme sur Γ. Elle est inde´pendante du choix de o˜.
5Notre de´finition diffe`re le´ge`rement de celle de [B–G].
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De´monstration. La continuite´ de τ se de´montre comme dans [B–G, Proposition
2.11]. Les autres proprie´te´s sont des conse´quences faciles des proprie´te´s de la prim-
itive m et notamment (27). L’inde´pendance du point base re´sulte du lemme 10.2,
compte-tenu de ce que le groupe G est semi-simple, a` centre fini et connexe.







ou` γ est un rele`vement quelconque de g. Pour g ∈ G, la quantite´ ρ(g) est appele´e
nombre de rotation ge´ne´ralise´ de g. La fonction ρ est invariante par conjugaison
(toujours d’apre`s l’unicite´).
Proposition 10.4. La fonction ρ posse`de les proprie´te´s suivantes :
(i) si g ∈ G fixe un point de S, alors ρ(g) = 0 mod Z.
(ii) si u ∈ U , alors e2iπρ(u) = χ(u).
De´monstration. Pour (i), on choisit comme origine o˜ dans S˜ un point qui se projette
sur un point de S fixe´ par g, et on rele`ve g en un e´le´ment γ tel que γ · o˜ = o˜, et
donc aussi γk · o˜ = o˜ pour tout k ∈ N. Il en re´sulte que τ(γ) = 0.
Pour (ii), choisissons un re´el ϕ tel que χ(u) = eirϕ. Un rele`vement de l’e´le´ment u
est l’e´le´ment γ dont l’action sur S˜ est de´finie par
γ · σ˜ = γ · (σ, θ) = (u(σ), θ + ϕ),











(Ψ(uk(σ), σ) − krϕ)→ −
ϕr
π




et donc e2iπρ(u) = eirϕ = χ(u). 
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