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Abstract
Heat transport in solids is one of the oldest problems in physics, dating back to the
earliest formulations of thermodynamics. The classical laws of heat conduction are
valid as long as the observed time and length scales are larger than the relaxation
time and mean free path of the underlying microscopic heat carriers, such as electrons
and phonons. With the advent of ultrafast lasers and nanoscale systems these regimes
can now be surpassed and new refined models of heat transport are needed. In par-
ticular, the interaction of ultrashort light pulses with matter can excite electrons to
high temperatures, leading to a local non-equilibrium of electrons and phonons. Under
these conditions, also the transport properties of the carriers are altered.
So far, these effects have typically been studied in the time domain. The cooling of
photo-excited hot electrons has been studied both in metals as well as novel 2D ma-
terials, such as graphene. However, due to a lack of spatio-temporal resolution, it has
not been possible to distinguish the effects of hot-electron diffusion from other cooling
mechanisms, such as electron-phonon coupling.
In this thesis, I directly track such ultrafast heat and carrier diffusion in space and
time with ultrafast microscopy. By using the recently developed technique of probe-
beam-scanning transient-absorption microscopy on thin gold films I directly resolve,
for the first time, a transition from hot-electron diffusion to phonon-limited diffusion
on the picosecond timescale. I support the understanding of these complex dynamics
by theoretical modeling of the thermo-optical response based on a two-temperature
model.
I apply the same technique to study hot carrier diffusion in atomically thin monolayer
graphene. By comparing differently prepared samples, I study the strong influence of
external parameters, such as production type, substrate, and environment on carrier
diffusion.
Finally, I study hot carrier diffusion in exfoliated and encapsulated graphene devices
with a novel technique of ultrafast spatio-temporal photocurrent microscopy based on
the photothermoelectric effect. I extract diffusion dynamics for electrically character-
ized samples with the help of theoretical spatio-temporal modeling, thereby testing
the fundamental relationship between electrical and thermal carrier transport.
The precise quantification of ultrafast and nanoscale carrier transport with these state-
of-the-art techniques leads to a broader understanding of non-equilibrium dynamics
and could ultimately help the design, optimization, and heat management of the next
generation of ultra-compact (opto-) electronic devices, such as solar cells, photodetec-




El transporte de calor en sólidos es uno de los problemas más antiguos de la física, que
se remonta a las primeras formulaciones de la termodinámica. Las leyes clásicas de la
conducción de calor son válidas cuando las escalas de tiempo y longitud observadas
son mayores que el tiempo de relajación y la trayectoria libre media de los portadores
de calor microscópicos subyacentes, como los electrones y los fonones. Con la llegada
de los láseres ultrarrápidos y los sistemas a nanoescala, estos regímenes ahora pueden
superarse por lo que se necesitan nuevos modelos refinados de transporte de calor.
En particular, la interacción de pulsos de luz ultracortos con la materia puede excitar
electrones a altas temperaturas, lo que lleva a un desequilibrio local de electrones y
fonones. En estas condiciones, también se modifican las propiedades de transporte de
los portadores de calor.
Hasta ahora, estos efectos han sido típicamente estudiados en el dominio del tiempo.
El enfriamiento de electrones calientes fotoexcitados se ha estudiado tanto en metales
como en nuevos materiales bidimensionales, como el grafeno. Sin embargo, debido
a la falta de resolución espacio-temporal, no ha sido posible distinguir los efectos
de la difusión de electrones calientes de otros mecanismos de enfriamiento, como el
acoplamiento de electrones y fonones.
En esta tesis, hago un seguimiento directo de la difusión del calor y sus portadores en el
espacio y el tiempo con microscopía ultrarrápida. Al utilizar la técnica recientemente
desarrollada de microscopía de absorción transitoria con escaneo de sonda en películas
de oro delgadas, resuelvo directamente, por primera vez, una transición de la difusión
de electrones calientes a la difusión limitada por fonones en la escala de tiempo de
picosegundos. Apoyo la comprensión de estas dinámicas complejas mediante el mod-
elado teórico de la respuesta termo-óptica basada en un modelo de dos temperaturas.
Aplico la misma técnica para estudiar la difusión de portadores calientes en una capa
de grafeno atómicamente delgado. Al comparar muestras preparadas de manera difer-
ente, estudio la fuerte influencia de los parámetros externos, como el tipo de produc-
ción, el sustrato y el entorno sobre la difusión del portador.
Finalmente, estudio la difusión de portadores en dispositivos de grafeno exfoliados
y encapsulados con una técnica novedosa de microscopía de fotocorriente espacio-
temporal ultrarrápida basada en el efecto fototermoeléctrico. Extraigo dinámicas
de difusión para muestras caracterizadas eléctricamente con la ayuda del modelado
espacio-temporal teórico, probando así la relación fundamental entre el transporte
eléctrico y térmico.
La cuantificación precisa del transporte de los portadores ultrarrápido y a nanoescala
con estas técnicas de vanguardia lleva a una comprensión más amplia de la dinámica
del no equilibrio y podría, en última instancia, ayudar al diseño, la optimización y la
v
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1.1 Heat transport: Past and present
The transport of heat is one of the oldest problems in physics, with a line of re-
search traceable from Isaac Newton to Albert Einstein and beyond. This research has
helped to connect the macroscopic understanding of thermodynamics to the micro-
scopic world of tiny invisible particles carrying the thermal energy. Amazingly, the
topic is still very relevant today and promises to stay so as technology advances. The
emergence of nanoscale systems and ultrafast switching rates continues to push the
boundaries of our understanding of the flow of electrons, phonons, and more exotic
quasi-particles through solid-state systems. As the length scales of such devices be-
comes smaller than the mean free path and the modulation time scales become shorter
than the relaxation times of the carriers, deviation from the classical laws creates the
need for new theory to explain the dynamics. Ongoing theoretical and experimental
advances promise to push humankind towards the creation and optimization of effi-
cient future electronic and photonic nanoscale and ultrafast technologies.
Newton’s law of cooling, interpreted from a modern perspective from his paper of 1701,
states that the rate of cooling of a hot object is proportional to the difference in temper-
ature of the object and the surrounding environment1. This work laid the foundations
for what would become the first rigorous mathematical description of heat conduction
by Joseph Fourier in 1822, a law which has held its ground for nearly two centuries2.
More than 30 years later, in 1855, Adolf Fick found that the macroscopic transfer
of salt concentration in aqueous solutions due to the random motion of microscopic
particles (already called molecules at the time) is governed by the same differential
equation as Fourier’s law describing transfer of heat by conduction3. Therefore, both
processes are essentially described by the same mathematical theory, today known as
Fick’s laws of diffusion.
1
1 Introduction
This macroscopic description of the transport of heat and its analogy to particle dif-
fusion paved the way for the idea that heat in a solid, too, could be carried by a
random motion of microscopic particles, which was thought of as impossible during
Fick’s lifetime∗.
The same decade showed major advances in the kinetic theory of gases by Krönig,
Clausius, and Maxwell, connecting the concepts of molecular motion and the temper-
ature in a gas5–7.
Finally, in 1905, Albert Einstein famously demonstrated that a statistical description
of the random molecular (Brownian) motion leads to the same diffusion law as derived
from macroscopic thermodynamic concepts, such as heat and entropy8. This impor-
tant link between macroscopic thermodynamic observables and underlying statistical
mechanics of microscopic particles lead to the modern view in which thermal energy
is carried by the random motion of different microscopic particles.
Since then, enormous progress has been made in the understanding of heat conduc-
tion in solids. Both classical and quantum descriptions of the main carriers of heat,
the phonon and the electron, have been made by describing their dispersion rela-
tion, density of states, carrier statistics, scattering interactions, as well as mean free
path and carrier speed9. The basic idea is the following: In all types of solids, heat
can be transported by phonons, i.e., quantized lattice vibrations, which follow Bose-
Einstein statistics and can be divided spectrally into acoustic and optical modes. This
phononic thermal conduction is the dominant heat transport mechanism for electri-
cally insulating materials. For electrical conductors, which are in general also good
thermal conductors, heat is more efficiently transported by free electrons, following
Fermi-Dirac statistics. In a semiclassical picture both types of heat carriers can be
thought of as moving freely (on straight lines) for an average distance, called the mean
free path, before scattering with other electrons, phonons, as well as lattice defects,
impurities, and grain boundaries10.
Although many decades of research have contributed to the microscopic description of
heat, greatly advancing our understanding of the (quantum) nature of heat carriers,
the classical macroscopic laws of heat diffusion are still used to describe heat conduc-
tion in solids under the basic assumption of a local thermal equilibrium. Although
temperature might vary in space and time, the dynamics are still well described by
Fourier’s law, as long as the length scales are large compared to the mean free path
of the heat carriers and variations or perturbations are slow compared to the internal
relaxation times of the carriers, i.e., slow enough to establish a local thermodynamic
equilibrium in the vicinity around every point.
The advent of nanoscale systems, ultrafast switching, and novel materials, have all
lead to the breakdown of Fourier’s law and the need for new types of descriptions,
which can be summarized under the keyword of non-equilibrium thermodynamics11.
Recent years have shown exciting new effects in thermal transport, such as heat waves,
ballistic motion, as well as hydrodynamic carrier motion, which can only be understood
in a framework beyond the classical laws of heat conduction12–14. These effects typi-
cally occur due to nanoscale confinement, e.g. to lower dimensions, such as nanowires,
ultra-thin films, or novel 2D materials such as graphene15. In particular, the advent
of ultrafast lasers, as well as electronic nanoscale systems, has made evident the in-
∗This was four decades before experimental evidence for the existence of the electron by J.J.
Thompson4
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triguing phenomenon of a situation in which a material’s electrons and lattice phonons
are not in a thermal equilibrium. When the electronic system is partially decoupled
from the phonons and high temperature “hot electrons” need to be accounted for in
two-temperature models for novel transport dynamics and thermoelectric effects16.
Therefore, there is an ongoing effort in both fundamental and applied research to un-
derstand and describe situations where heat is transported differently by electrons and
phonons out of equilibrium.
The aim to disentangle the electronic and phononic contributions to thermal transport
has important implications for technological applications, as well. Modern optoelec-
tronic devices, such as solar cells and photodetectors, rely on the direct energy transfer
from light to the electronic or excitonic system. The subsequent efficient, long range
transport of these charges is crucial as they contribute to a voltage and ultimately to
the storage of the excess energy in form of electrical (potential) energy, while any trans-
fer of this energy to lattice vibrations (phonons) acts as a loss channel17. Similarly,
as integrated electronic and photonic circuits are constantly miniaturized towards the
nanoscale, their thermal management becomes critical18. Recently, it was proposed
that by harvesting hot electrons, the efficiency of solar cells could be theoretically
boosted past the Shockley-Queisser limit, from 33% to up to 66%19,20.
1.2 This thesis: Electrons versus phonons
Inspired by these exciting new effects, the work presented in this thesis aims at dis-
entangling and following both electronic and and phononic heat and their coupling
directly in space and time in such non-equilibrium situations. There are two main
experimental difficulties to disentangle electron and phonon thermal conductivity and
to study non-equilibrium dynamics. The first is that, once created, temperature dif-
ferences always tend to equilibrate according to the second law of thermodynamics.
In case of electron-phonon coupling this is typically very fast, on the order of fem-
toseconds to picoseconds21. Secondly, to be able to tell apart the contributions from
electronic and phononic heat, one needs an experimental observable which can distin-
guish the two.
In this thesis, I attack these challenges by two conceptual routes, namely the use of
ultrafast lasers, and by choice of the right experimental observable, from transient
absorption to photocurrent.
To this end, I describe an experimental scheme which aims at directly tracking, in
space and time, the electronic heat after pulsed laser illumination. This is done in
different solid state systems such as metals, semiconductors, as well as single layer
graphene. The basic idea here is to separate electronic and phononic heat transport
by studying the dynamics on femtosecond time scales, i.e., faster than the typical
electron-phonon thermalization time of a few picoseconds, via transient-absorption
microscopy. Another route to disentangle electronic from the phononic transport is
to combine ultrafast laser illumination with a photocurrent read out. Compared to
transient absorption, which can be modulated by both electronic and lattice heat, the
current signal is inherently electronic in nature, as it can only be generated by conduc-
tion electrons as their charge flow is measured. The photothermoelectric current is an
ideal observable, as it has been shown to directly probe the electron heat22. Hence, I
describe a spatio-temporal transient photocurrent experiment, based on the photother-
3
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moelectric effect on high quality dual-gated graphene devices, aimed at extracting the
electronic part of hot carrier diffusion in electrically characterized devices.
1.3 Thesis outline
• In chapter 2 I describe a selection of basic concepts of heat diffusion in solids
that are important in the context of this thesis. These include the different types
of thermal transport for varying classes of materials, as well as the concepts of
electron and phonon heat. I give a general mathematical introduction to the heat
equation and its solutions as a framework to quantify diffusion experimentally.
• In chapter 3 I give a brief introduction to the technique of transient absorp-
tion and its applicability to study transport phenomena in solids. I consider
the combination of transient-absorption spectroscopy with microscopy to resolve
such dynamics. I describe the expected point-spread functions and their evolu-
tion mathematically. By presenting exemplary simulations of different diffusion
dynamics I aim to show the limitations for quantifying diffusion with this tech-
nique.
• In chapter 4 I describe the experimental building blocks for spatio-temporally
resolved transient-absorption microscopy. I go into detail about a selection of
experimental topics, such as calibrating the spatial and temporal resolution and
quantifying the signal-to-noise. I present spatio-temporal carrier diffusion dy-
namics on a bulk silicon sample, as well as atomically thin molybdenum dise-
lenide.
• In chapter 5 I present the experimental results of ultrafast heat diffusion in thin
gold films. I resolve, for the first time, a transition from hot-electron to phonon-
limited diffusion dynamics with transient-absorption microscopy. I accompany
the experiment with a full 3D thermo-optical response calculation based on a
two-temperature model to guide the interpretation of the observations.
• In chapter 6 I use transient-absorption microscopy to track the hot carrier dy-
namics in monolayer graphene. The effect of production type, substrate and
environment is probed by comparing the dynamics in the differently prepared
samples, including encapsulated and suspended graphene.
• In chapter 7 I continue the study of hot carrier diffusion in graphene with a
different technique. I present, for the first time, a spatio-temporally resolved
measurement of the ultrafast light induced hot carriers by probing the pho-
tothermoelectric current produced at the p-n junction of dual-gated, encapsu-
lated graphene device. The measurements are interpreted with the help of a
model, simulating the observed photocurrent signals and their dependence on
carrier diffusion.
• Finally, in chapter 8 I give a brief summary of the work in this thesis as well as
an outlook of possible future developments based on this work.
4
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Heat diffusion in solids: Theoretical
considerations
In this chapter I give an introduction to the general topic of heat transport in different
materials.
I discuss, in general terms, the physics of heat and carrier transport via diffusion
in different classes of solids, such as metals, semiconductors, and graphene. This
diffusion occurs due to different underlying carriers, such as electrons, phonons and
excitons and happens on different time scales. Thus, it is linked to different physical
properties, such as the density of states and dispersion relations of the carriers, as well
as different macroscopic material properties, such as thermal conductivity and heat
capacity. Therefore, a vast range of underlying physics can be investigated. On the
other hand, the signature of diffusion, which is a growing average spatial displacement
from a region of high concentration remains the same in all cases.
Therefore, in the first part, I give a brief overview of the expected connection between
diffusivity and other material properties for each of the three material types under study
and introduce relevant relations to other quantities, such as mean free path, electrical
conductivity (via the Wiedemann-Franz law), and electrical mobility (via the Einstein
relation). I also introduce the two-temperature model which describes the dynamics
of two thermodynamic subsystems, such as electrons and phonons, as they exchange
energy and diffuse. This leads me, in the second part, to consider a mathematical
description of the general case of diffusion. I derive the spatio-temporal equations and
present their solutions relevant for an experimental way of tracking and quantifying
the diffusivity, which is expected to hold, in first approximation, independent of the
underlying diffusion mechanism.
5
2 Heat diffusion in solids: Theoretical considerations
2.1 Heat transport in solids
Heat transport is a classical problem of physics, dating back to the beginning of
the nineteenth century and the foundations of thermodynamics. The classical laws
describing heat transport are the Fourier law of 1822, and Fick’s diffusion laws of
1855.
Fourier’s law states that the heat flux q is proportional to the temperature gradient
∇T , and that the heat always flows from the warmer to the colder region∗. The
proportionality constant is known as the thermal conductivity κ, which is a scalar for
isotropic materials. This leads to the following relation, known as Fourier’s law of heat
conduction2,
q = −κ∇T . (2.1)
With the advent of thermodynamics it was realized that due to conservation of energy,
the internal energy per unit volume U of a system changes in time according to a
continuity equation as the sum of the divergence of the heat flux vector and any








Furthermore, the definition of the volumetric heat capacity C describes the change of




By combining equations 2.1, 2.2, and 2.3 one arrives at the following equation, de-








In the absence of any energy exchange or external heating, i.e.,
∑
i si = 0, this reduces




= ∇(κ∇T ), (2.5)
which has the form of a diffusion equation.
2.1.1 Thermal diffusion
A spatio-temporal quantity u is said to diffuse, when it follows the following differential
equation, known as the diffusion equation23, ∂u/∂t = ∇(D∇u), where D is called the
diffusion coefficient or diffusivity. Comparison with equation 2.5 shows that for heat
conduction in a solid the temperature profile T (x, t) follows such a diffusion law,
∗Here, I focus on the internal heat transport within a solid via thermal conductivity. Therefore,
other modes of heat transport, i.e., convection, which only occurs in liquids, or thermal radiation, are
not considered.
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where the diffusion coefficient, called thermal diffusivity Dth, is given by the ratio of






This macroscopic description of thermal conduction does not rely on any microscopic
assumption of the heat carriers and can be seen as a phenomenological material prop-
erty. The thermal diffusivities of many materials have been measured and tabulated
over the years. For example, the measured value for gold, Dth ≈ 1.3 cm2/s, represents
a typical thermal diffusivity for noble metals25.
2.1.2 Mean free path
A first approach to establish a connection between the macroscopic quantity of dif-
fusivity and the microscopic random motion of scattering particles comes from the
kinetic theory of gases and the related description of Brownian motion. Under the
assumption of a single species of particles that move with a mean velocity v and scat-
ter, on average, after a mean free time τscat, and therefore after a mean free path





This simple description is very useful to explain many manifestations of thermal trans-
port, as one type of heat carrier usually dominates the thermal conductivity. However,
the situation becomes more complex when one considers both electrons and phonons,
which are not necessarily in thermal equilibrium.
2.1.3 Two-temperature model
Today, it is well known that heat in solids is mainly carried by two types of (quasi-)
particles, namely phonons and electrons9. Over many decades, physicists have uncov-
ered the ways in which phonons, i.e., collective lattice vibrations, as well as electrons,
e.g. free electrons in electrical conductors, contribute to thermal conduction in differ-
ent materials†.
It has been proposed, that to describe both types of heat transport, one should con-
sider the total thermal conductivity as being composed of an electronic part κe and a
lattice (or phononic) part κl11,
κ = κe + κl. (2.8)
If one imagines these two subsystems as a mixture of two gases flowing through the
crystal, one may assign both thermodynamic subsystems their own internal energy Uα
and temperature Tα, where α = “e” or “l” stands for electron or lattice, respectively.








†Additionally, heat may also be transported by other quasi-particles, such excitons in
semiconductors26.
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Finally, each subsystem’s internal energy per unit volume should evolve according to
a continuity equation analogous to equation 2.2. Considering no external heat sources
or drains, the only energy exchange terms (si) will come from the coupling between
the electron and phonon systems. This energy exchange is assumed to scale with
the difference of the two temperatures27 and its strength is quantified by an electron-
phonon coupling parameter G (measured in W/m3K). For now, thermal exchange
with the environment is excluded. This leads to the following set of semiclassical








= ∇(κl∇Tl) +G · (Te − Tl).
(2.10)
From here, a few interesting limiting cases may be studied. First of all, in case of a
thermal equilibrium between electrons and lattice, one should recover the classical heat





= ∇((κe + κl)∇T ). (2.11)
This shows that at local equilibrium, the diffusivity is actually given by D = (κe +
κl)/(Ce + Cl). Calculations of the electronic heat capacity show that it is typically
a factor 100 smaller than the lattice heat capacity, and can therefore be neglected
at equilibrium9. Which part of the thermal conductivity dominates heat transport
depends on the type of material, as discussed before. For metals κe dominates, while
for insulators the thermal conductivity is typically dominated by κl29.
Note that additional coupling of the solid to the substrate may be substantial, espe-
cially for thin film geometries, leading to an effective three-temperature model. In
case the heating comes from an ultrafast laser pulse, a source term is typically added
to the first equation of 2.10, as the photon energy at optical frequencies is typically
first transfered only to the electron system when the laser pulse duration is shorter
than the typical electron-phonon coupling time30. It should also be noted here that
both the electron and phonon populations are approximated here as a simple thermal
populations, not considering more complex density of states models for these carriers,
such as subdivisions into longitudinal and transverse optical and acoustic branches for
phonons9,31, or non-thermal distributions for electrons at short times after femtosec-
ond excitation30,32,33. Therefore, the coefficients such as the electron-phonon coupling
parameter are to be seen as an empirical parameter rather than a coupling parame-
ter that can be derived directly from microscopic theory31. However, the success of
the two-temperature model in describing ultrafast relaxation processes and its relative
simplicity make it a useful model to describe hot-electron dynamics without the need
for additional fitting parameters and is therefore considered here as starting point to
describe lateral heat flow in gold films on the sub-picosecond and nanometer scale.
2.1.4 Hot-electron diffusion in metals
For metals, the classical thermal diffusion (Eq. 2.6) governs heat transport when-
ever the electrons and lattice are in thermal equilibrium, which can be observed on
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timescales from tens of picoseconds to seconds. Yet, the study of ultrafast light-matter
interaction has shown that there is a competing process within the first picoseconds
after absorption by ultrafast laser pulses30. Here, the thermalization is typically as-
sumed to happen in three steps. First, as photons are absorbed, they transfer their
energy, on the order of 1 eV for visible or near-infrared (NIR) light, to conduction elec-
trons, bringing them into a non-thermal state. These excited electrons scatter with
each other and establish a high-temperature Fermi-Dirac distribution among the elec-
tron system within tens to hundreds of femtoseconds, while the lattice system stays at
ambient temperature‡. The term “hot electrons” has been used ambiguously in litera-
ture to describe either the strictly non-thermal electrons before this elevated electron
temperature has been reached, or the quasi-thermalized electrons with temperatures
still much higher than the lattice. In this thesis, I use the latter definition.
The reason that the electrons are heated up to much higher temperatures than the
lattice is that the electron heat capacity is about a factor 100 smaller than the total
heat capacity. It has been predicted, for example by Schoenlein et al.21, that these
“hot” electrons can diffuse at a faster rate, governed by a diffusion coefficient which is
not limited by the total heat capacity C, but rather only by the electron subsystem’s





This can be seen as the limiting case of the two-temperature model (Eqs. 2.10) for
either the uncoupled case (G = 0) or, more realistically, the case of Te  Tl. Consider-
ing the factor 100 smaller heat capacity this leads to the prediction, Dhot-e ≈ 100 ·Dth,
although for Te = 1000 – 1500 K and Tl ≈ 300 K the ratio Te/Tl is only 3 – 5.
Chapter 5 describes, for the first time, a measurement of the transition from such fast
hot-electron diffusion to thermal diffusion via spatio-temporal transient-absorption
microscopy and discusses in more detail the underlying dynamics and the validity of
these limits based on a two-temperature model similar to the one presented above
(Eqs. 2.10).
2.1.5 Wiedemann-Franz law
For electrically conducting materials, such as metals, there is an direct relationship be-
tween the electronic part of the thermal conductivity κe and the electrical conductivity
σ, as both are transport phenomena carried by the free (conduction band) electrons.
This is described by the Wiedemann-Franz law9,
κe
σ
= LT , (2.13)
where T is the temperature and the proportionality constant L is the Lorentz number,
which can be calculated to be given by L = π2/3 · (kB/e)2, where kB is the Boltzmann
constant and e the elementary charge.
‡The electron-electron thermalization time may become comparable to the electron-phonon relax-
ation time, causing deviations from the two-temperature model, especially for low excitation energy
and cryogenic lattice temperatures30,32,34.
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2.1.6 Carrier diffusion in a semiconductor
Semiconductors are materials with an optical band gap and a conductivity between
that of a metal and an insulator, where charges can be carried by electrons and holes.
In well-known semiconductors such as silicon, the conduction properties can be con-
trolled via impurity doping. By implanting elements with more electrons (called n-
doping) an excess of free electrons leads to an enhanced electrical conductivity. If an
element with fewer electrons is implanted, the resulting p-doped silicon also conducts
better due to an excess of holes. In the latter case, the holes would be called the
majority carriers, while the remaining free electrons are the minority carriers (and
vice versa for n-doping). Optical excitation with photon energies above the band gap
creates an electron-hole pair, i.e., a neutral exciton. Depending on the doping level,
the neutral exciton can diffuse before recombination and can even be separated and
controlled with applied voltages and geometries, as in p-n junctions.
The conductivity for the general case of electron and hole conduction reads
σ = e(nµe + pµp), (2.14)
where e is the elementary charge, n and p are the electron and hole carrier den-
sity, respectively, and µe and µp are the electron and hole mobility, respectively. For a
strongly doped semiconductor, the dominant contribution to the conductivity typically
comes from the majority carriers. Yet, the generation, diffusion and recombination
of minority carriers is also important in many applications, such as solar cells, where
charges need to be separated.
For both types of carriers, the diffusivity Dα (α = “n” or “p”) is related to its corre-
sponding electrical mobility µα via the so-called Einstein relation35,
Dα = µαkBT/e. (2.15)
For carriers which decay with a lifetime τ , such as minority carriers in a semiconductor




Well-known semiconductors such as silicon have been very well characterized in terms
of electrical properties, including drift-diffusion models, due to their importance in
transistor technology36. For example, the motion of electrons in heterostructure field
effect transistors (FETs) are modeled with the two-dimensional electron gas (2DEG)
approximation37. Yet, the direct spatio-temporal imaging of carrier diffusion after
photo-excitation for the first semiconductor has only been reported recently for a
GaAs bulk sample38.
Another interesting case is that of the novel class of two-dimensional transition metal
dichalcogenides (TMDs). These materials, such as molybdenum disulfide (MoSe2),
have been described using basically the same concepts known from 3D semiconduc-
tors, and first attempts have recently been made to study their carrier diffusion with
transient absorption microscopy39–41.
2.1.7 (Hot) Carrier diffusion in graphene
Graphene is a novel two-dimensional material with a unique dispersion relation and
high reported carrier mobilities. In contrast to both metals and semiconductors,
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graphene shows a linear dispersion relation, such that the electrons and holes can
be described as massless Dirac fermions42. The dispersion relation for the energy E
as a function of momentum k reads
E±(k) = ±~vF k, (2.17)
where vF ≈ 106 m/s is the Fermi velocity.
It is also possible to change the carrier density of graphene by electrostatic gating42.






It should be noted that in graphene, quantities like carrier density are 2D analogues of
3D concepts. For example, n is a surface carrier density, measured in cm−2, compared
to volumetric density (in cm−3) for a conventional solid.
An important link between diffusivity D and carrier mobility µ is the Einstein relation,
as introduced above for semiconductors in equation 2.15. There, the scaling with
temperature was a specific result valid only for semiconductors. The more general




which depends on the carrier density n and its derivative with respect to the chemical
potential φ. For doped graphene, the derivative can be taken from equation 2.18 with








where the Fermi velocity is assumed to be independent of EF , a generally well-accepted
assumption for monolayer graphene42.
This leads to the following relation between diffusivity and Fermi energy, or alterna-
tively carrier density,





This simple relation has, to my knowledge, been discussed only very few times in the
literature43,44. The same result can be obtained by calculating D from the ratio of
thermal conductivity κ and the electronic heat capacity Ce (as in Eq. 2.12), by using









Note that the diffusion coefficient has the same units as in 3D (cm2/s), while κ, Ce,
σ, and n are each reduced by one length dimension, as they are normalized to area
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instead of volume for graphene.
The above relations are assumed to hold in the Sommerfeld expansion regime, when
Te < TF = EF /kB35. Therefore, it remains an open question whether the diffusion
of hot carriers (with temperatures on the order of Te = 103 K) should be modified as
kBTe approaches EF .
2.2 Diffusion equation: Mathematical treatment
As introduced at the beginning of section 2.1, the most general equation describing
diffusion is known as the diffusion equation. Consider a general spatio-temporal profile
u(x, t), with x ∈ Rn (n = 1, 2, or 3), which could be a concentration or temperature




In general, D can depend on space x, time t, and concentration u.
In the following sections, I give a mathematical summary of a selection of the most
useful solutions to slightly different diffusion problems with relevance to this thesis,
starting from equation 2.24. The dynamics are always assumed to start at time t = 0,
the initial conditions will be defined as u(x, 0) and solutions will describe the spatio-
temporal evolution for t ≥ 0.
2.2.1 Solution to the heat equation




The fundamental solution to equation 2.25, defined as the solution to an initial Dirac
delta function u(x, 0) = δ(x), is given by23









where n is the number of spatial dimensions. This happens to be an n-dimensional
normalized Gaussian function with standard width σD =
√
2Dt.
In the scope of this thesis I am particularly interested in solutions to problems with a
Gaussian profile, with an initial width σ0, as an initial condition,






Experimentally, this comes from the shape of a laser (Gaussian beam), being focused
by an objective to a spot with a Gaussian-shaped spatial profile.
The boundary condition far away is then set to u(±∞, t) = 0, as the Gaussian func-
tion drops to zero exponentially and the information from the initial perturbation can
only reach out as fast as the diffusion propagates. Experimentally, this corresponds to
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a homogeneous sample over the interaction region. If, e.g., u describes temperature,
the ambient temperature outside the initial Gaussian acts as an offset and does not
change the dynamics. Therefore, it can safely be subtracted.
The solution to this problem can now be calculated by convolution with the funda-
















This solution is again a Gaussian profile with a time dependent amplitude and width.




σ20 + 2Dt. (2.29)
From this, it becomes clear that diffusion is characterized by a mean square displace-
ment (MSD) 〈x2〉 (= σ2 for the Gaussian distribution) that grows linear in time§.
If one measures the full-width at half-maximum (FWHM) instead of σ, the relation
FWHM = 2
√
2 ln 2 σ for Gaussian functions can be used to convert equation 2.29 to
FWHM2(t) = FWHM20 + 16(ln 2)Dt. (2.30)
In particular, the derivative of FWHM2 with respect to time is directly proportional
to diffusivity D, as
∂FWHM2(t)
∂t
= 16(ln 2)D. (2.31)
This result indicates how for a diffusion problem, the diffusivity D can be directly
observed by tracking the temporal width evolution and extracting the slope of the
graph of the squared width.
2.2.2 Heat equation with exponential decay







Then, the fundamental solution reads











§Note that for n-dimensional Gaussians the mean square displacement, as it is defined as a sum
over the squares for each dimensions grows with a factor n. Yet, if one measures 1D cut-lines or
summed profiles across 2- or 3-dimensional Gaussian profiles, the width will always be measured as
equation 2.29, independent of n. This has led to incorrect calculations of diffusivities (by a factor
2) in literature40,41,45,46. Other publications by the same (and other) authors have corrected this
mistake.
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and the solution for a Gaussian initial distribution becomes












This is just the solution of before (Eq. 2.28) with an additional exponential decay
only in time (on top of the standard t−n2 decay typical for diffusion). Therefore, the
evolution of the Gaussian width will not be effected by the decay and evolve in time,
as before, according to equation 2.30.
If one includes additional nonlinear terms, for example an Auger recombination term
(−γu2) to equation 2.32, relevant for exciton populations at high concentrations47, the
solution will be more complex and a deviation of the linear squared width evolution
will be observed.
2.2.3 Time-dependent diffusivity
For the heat equations considered above, I have assumed a constant diffusion coeffi-
cient. Yet, if one includes an explicit time-dependence of the diffusivity, D(t) into the




Following the treatment of J. Crank23, one can introduce a transformation to a new




Now, the heat equation can be solved as above and the time variable can be replaced in
the solution. In particular, to measure the diffusivity via the evolution of the slope of
FWHM2, an analogous result to equation 2.31 is established: ∂FWHM2/∂s = 16 ln 2.
By re-substituting ds with dt one finally arrives at
∂FWHM2(t)
∂t
= 16(ln 2)D(t). (2.37)
Therefore, even for a time dependent diffusivity, the slope of the graph of the squared
width FWHM2(t) gives a direct measure of this diffusivity D(t).
In summary, in the three exemplary cases of a pure heat equation with constant D,
a heat equation with an additional exponential decay (and constant D), as well as a
heat equation with a time dependent D(t), the slope of the graph of the squared width
FWHM2(t), divided by the constant factor 16 ln(2) ≈ 11, gives a direct measure of the
underlying diffusivity.
The above calculations are valid for n = 1, 2, 3 spatial dimensions. In the following
sections I focus on 2D dynamics, if not explicitly stated otherwise. This should be
thought of as either samples which are 2D in nature, or thin samples, where carrier
or heat diffusion is measured in the lateral dimensions (x,y), while the z-dynamics






In this chapter I discuss basic concepts and prerequisites to study carrier and heat
diffusion in solids with transient-absorption microscopy.
I briefly introduce the fundamentals of the technique of transient absorption known
from time-resolved spectroscopy, as well as its combination with microscopy and appli-
cability to studying the dynamics of solids. Further, I describe details and limitations
of an experimental scheme to measure such diffusion directly via transient-absorption
microscopy, describing mathematically the expected spatial profile of the transient ab-
sorption signal for different scanning modes. In the last part, I show various simple
simulations of diffusing populations. I analyze their width evolution depending on
complications such as a spatial nonuniform offset and the effect of multiple species,
showing the limitations of width monitoring to extract the correct underlying diffusion
coefficients.
15
3 Transient absorption microscopy: Theoretical considerations
3.1 Transient absorption microscopy
Here, I introduce transient absorption (TA) as a general technique and describe its use
for solid state physics. Then, I introduce the more recent development of combining
this technique with microscopy.
3.1.1 Transient absorption: From molecules to solids
Since the advent of ultrafast pulsed lasers, it has become feasible to study processes
on the femtosecond to nanosecond time-scales48. The technique known as transient-
absorption spectroscopy has evolved rapidly over the last 30 years. The basic idea
is the following: A short laser pulse, the pump-pulse, illuminates the sample under
study. The absorbed light leads to excitation and/or heating of the material. After a
controlled time delay, a second probe-pulse interrogates the sample.
In such experiments, differential absorption ∆A is measured in practice by recording
the difference in transmission ∆T (or reflection ∆R) with and without pump illu-
mination. Light-induced changes in the sample can be monitored as a function of
pump-probe time delay t. After scaling to the unperturbed transmission T (or reflec-
tion R) of the probe beam, these read
∆T
T









This technique is being used to study excited state dynamics in chemistry, biology, and
solid-state physics48–50. Typically, the laser beams are weakly focused either through
a vial or onto a solid target. By measuring in the time and wavelength domain, useful
information about the excited state decay pathways can be deduced. These include
many different photo-physical processes from molecules, such as vibrational relaxation,
inter-system crossing, or internal conversion, all the way to charge carrier dynamics in
semiconductors, or optically induced phase transitions in solids.
In the rest of the chapter, I will usually think of the transient absorption as being
measured in transmission (∆T ), although equivalent results hold for reflection (∆R).
A simple picture for the three basic processes which can lead to a transient-absorption
signal can be understood in a few-level system, as shown in figure 3.1a.
As this technique probes changes to the absorption (reflection or transmission) with
and without the pump beam, it is sensitive to the dynamics of the excited states of
the system. In this example, the pump pulse causes an excitation from the ground
state |g〉 to an excited state |e2〉, possibly followed by a relaxation to a lower lying
excited state |e1〉. The populated excited state (and de-populated ground state) can
modulate the incoming probe light, in this example at lower photon energy than the
pump, via three mechanisms.
The first process, stimulated emission (SE), can force the excited state population
back down to the ground state. Therefore, more light at the probe beam wavelength
is produced when the pump beam is on and, in a transmission experiment, a positive
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Fig. 3.1: Fundamental processes of transient absorption. (a) Four level diagram il-
lustrating the three basic transitions leading to transient absorption, namely excited state
absorption (ESA), stimulated emission (SE) and ground state bleach (GSB). (b) Temporal
representation of the measurement scheme. The probe pulse trains (red) are modulated
due to the presence of the pump light (blue). ESA leads to decreased transmission, while
the other two processes lead to an increase in transmission. These small modulated dif-
ferences can be isolated from the background with high sensitivity via lock-in detection.
transient transmission ∆T > 0 will be recorded∗.
Secondly, excited state absorption (ESA) of the probe light to a higher lying state |e3〉,
may cause a reduction of the probe light transmission, i.e. ∆T < 0.
Finally, the pump’s effect of depopulating the ground state may also cause a decreased
absorption of the probe. This process is called ground state bleach (GSB) and also
causes a positive ∆T . Figure 3.1b depicts these changes in probe beam signals for
a modulated pump beam illumination. To detect these small signal differences, they
can be isolated by de-modulation with a lock-in amplifier.
This technique of transient absorption can be understood more deeply in a general
framework of third order nonlinear optics. A rigorous description of nonlinear spec-
troscopy calculates the differential absorption ∆T as the time-integral of the third










This may be thought of as a heterodyne detection of the radiating third order po-
larization P (3), created by the interaction of the sample with the three electric fields
of the pump (twice) and probe laser (Epu, Epu, Epr), with the electric field of the
probe beam Epr at the detector. Under the assumptions of the rotating-wave approx-
imation, strict time ordering, and when the pump and probe pulse widths τpu/pr are
short compared to the pump-probe time delay t as well as the de-phasing time of the
excited state, the problem simplifies considerably. Then one arrives at the picture of
the two pump fields causing an excitation event leading to an excited state population
p1 ∝ Epu · Epu. Then, the third (probe) field interaction after the delay t leads to a
third order sample response P (3) ∝ Epr ·E2pu ·S(3), scaling with the involved transition
dipoles and the sign depending on the type of interaction (ESA, SE, or GSB). Here,
∗In case of a reflection experiment, the sign of the transient reflection ∆R depends on the sam-
ple/substrate reflection geometry51.
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effects such as a decaying population has been separated into the sample response




E2pu(x) · E2pr(x) · S(3)(x, t)
|Epr(x)|2




where Iα = E2α, with α = “pu” or “pr”, is the intensity of the pump or probe light,
respectively.
The main result here is that the transient absorption signal scales with the intensity
of the pump laser, and is (after normalization) independent of the intensity of the
probe laser for each point in space. Yet, the spatial shape of both pump and probe
beams are important when calculating the point spread function (PSF) for scanning
TA microscopy, as described in more detail in section 3.1.4.
When both pulses overlap in time, i.e., when the pump-probe delay is shorter than
the pulse lengths, many different time orderings need to be considered for the four-
field interaction and strong nonlinear signals may be created, known as “coherent
artifacts”53.
The picture presented here for pure electronic transitions in a four-level system is useful
to understand the principles of TA spectroscopy, especially for the study of molecu-
lar systems. Yet, the situation becomes more complex when considering solids. In
semiconductors, exciton dynamics are typically explained with band diagrams, while
off-resonant transient heating can also be studied in other materials, where the changes
to reflection and transmission are thought of in terms of thermally induced changes
to the permittivity. Recently, a few different pump-probe techniques have emerged
to study thermal and carrier diffusion properties. These include time-domain and
frequency-domain thermoreflectance (TDTR and FDTR, respectively)54–57 and tran-
sient thermal grating techniques58–62.
3.1.2 Combining transient absorption with microscopy
The described powerful technique of time-resolved spectroscopy typically studies macro-
scopic samples, as weakly focused laser beams pass through liquids in vials, or reflect
off large areas of solid samples. This allows to extract temporal dynamics, yet with
no correlation to microscopic features. On the other hand, traditional microscopy is
used to study features of samples on the sub-micrometer length scale. To be able to
obtain simultaneous spatial and temporal information from sub-micron sized features
on the femtosecond time scale, it is desirable to combine ultrafast techniques with
microscopy.
Imaging fluorescence with time-correlated single photon counting (TCSPC) has re-
cently been employed to visualize sub-nanosecond to nanosecond energy transfer dy-
namics in molecular solids and quantum dot solids63,64. Yet, here the time-resolution
is limited by the timing electronics, on the order of 50 ps.
To study spatio-temporal processes on the nanometer and femtosecond scales, mi-
croscopy must be combined with ultrafast pump-probe techniques. Recently, transient-
absorption microscopy (TAM) has emerged as a powerful technique to study carrier
diffusion in semiconductors, molecular solids, and 2D materials20,38,45,65–68.
The complications that arise from this approach are due to the strong focusing with
high numerical aperture (NA) objectives, which necessitates precise alignment and
18
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leads to less signal-to-noise at a given fluence. Additionally, the high-NA objective
leads to aberrations and dispersion of the ultrafast laser pulses. These trade-offs will
be further discussed in chapter 4. For now, I will focus on a description of how to track
a nanometer-femtosecond diffusion process in space and time with transient absorption
microscopy.
3.1.3 Tracking diffusivity experimentally
The key results from chapter 2.2, in particular equations 2.30 and 2.37, suggest a
simple way of experimentally tracking diffusivity, by simply monitoring the (squared)
width of the spatial profile over time. I have shown mathematically, that this approach
is valid for a single diffusing profile following a heat equation, such as equation 2.25
or 2.32, with or without exponential decay, and even for time-dependent diffusivities.
Any linear optical response of a homogeneous sample to a pulsed beam excitation
with a Gaussian spatial shape will result in an initial Gaussian profile u(x, 0). It
should then be possible to track the evolution of this profile in space and time with
an experimental observable. In case this observable is proportional to the profile, the
diffusivity over time may be measured in a very direct way, by simply fitting Gaussian
functions to the measured spatial profiles. The spatial resolution of this technique
can be defined in multiple ways. As in any far field technique, the spot sizes of the
individual laser beams are diffraction limited. However, in analogy to super-resolution
microscopy69, the ability to observe small changes in the width is only limited by the
precision of the Gaussian fit, therefore depending on the ratio of signal to background
and noise. For typical signal levels reported in this thesis at a few seconds integration
times, I have obtained a spatial precision on the order of 20 nm70.
3.1.4 Gaussian point spread function in nonlinear microscopy
To combine the nonlinear optics of transient absorption spectroscopy with advanced
microscopy, I model the expected spatial response functions for different scanning
modes, using explicit spatial dependencies of the intensities. As seen in equation 3.4,
transient absorption scales as the product of the pump intensity Ipu(x) and the sample
third order susceptibility S(3)(x). In the following treatment, I consider different
scanning modes and calculate the expected spatial responses as a function of the
spatial coordinate x, after pixel-by-pixel scanning on a point detector. During the
scanning, the total transmitted (or reflected) light is always fully collected at each
pixel. Therefore, the x-dependence of the scanning signal will depend on the three
spatial profiles (Ipu(x), Ipr(x) and S(3)(x)), while the denominator of equation 3.4
will be independent of the scanning coordinate. Also, for now, I will assume the
sample response as independent of carrier diffusion. This can be thought of as the
initial (t ≈ 0) situation. Also, for simplicity, all the spatial dependencies will be called
x. However, they are valid for the other dimension, y, as well, as there is complete
separability between the spatial dimensions.
Both the pump and probe intensities are modeled as Gaussian functions in space,








3 Transient absorption microscopy: Theoretical considerations
with i = “pu” or “pr” for the pump or probe focal distribution, respectively. The
spatial shape of the response ∆T (x) depends on the scanning mode and the interaction
region. In the next two sections, I discuss the two relevant scanning modes for this
thesis.
Collinear pump and probe, scanning sample, point detector
Here I describe a type of pump-probe microscopy where both beams are tightly focused
to the same volume, while the sample is scanned through this focus region. The image
is formed by collecting the probe light on a point detector as a function of the sample
position. In this thesis, I call this technique sample-scanning transient-absorption
microscopy (SS-TAM).
For collinear pump and probe beams xpu = xpr (= 0 without loss of generality),
and sample scanning, the transient response will reflect the third order susceptibility
S(3)(x) of the sample, convoluted with the product of Ipu(x) = |Epu(x)|2 and Ipr(x) =
|Epr(x)|2, which can be seen as the PSF of this type of microscopy,
∆T (x) ∝ (S(3) ∗ (Ipu · Ipr))(x) = (S(3) ∗ PSFTAM)(x), (3.6)
where “∗” denotes spatial convolution. Here, the final x-coordinate represents the axis
formed after point-by-point scanning and collecting all the transmitted (or reflected)
probe light on a point detector. Wide-field TA imaging would result in a different
shape. A sketch of this situation is shown in figure 3.2a.
The point spread function PSFTAM is formed, according to equation 3.3, by the prod-
uct of the two Gaussian intensities,
PSFTAM(x) = G(0,σpu) ·G(0,σpr)


































This is the expected response when scanning a small particle (size  σ) through the
collinear beams. This can be seen as the limit of a delta peak as sample response,
S(3)(x) ∝ δ(x) convolved with the PSF,





















































Fig. 3.2: Sketch illustrating the point spread functions for different scanning modes
of transient-absorption microscopy. (a) The case of collinear and fixed pump and probe
beams, while a point-like sample is scanned (as in Eqs. 3.6 to 3.9). After pixel-by-pixel
collection on a point detector, the width of the resulting profile σTAM is narrower than
the individual beam size. (b) The situation of a fixed pump beam, yet a scanning probe
beam over a homogeneous sample (as in Eq. 3.10). Here, the resulting width after point-
by-point detection σPBS-TAM is wider than the individual beam profiles. The symbol “∗”
denotes spatial convolution, while “×” stands for multiplication with the same x -axis.
In conclusion, the width of the point spread function σTAM of this collinear (“sample-
scanning”) type of nonlinear microscopy is always smaller than the PSF of the indi-
vidual beams, as shown in equation 3.8. For example, in case σpu = σpr, the transient
absorption microscope will have a
√
2 better resolution than linear microscopy with
either beam.
Fixed pump on sample, scanning probe, point detector
Consider, on the other hand, a homogeneous sample, extended far beyond the pump
and probe spots (S(3)(x) = const.), where the probe beam is scanned over the fixed
pump (xpu = 0) and the transmitted (reflected) power is collected on a point detector
as a function of the probe beam scanning position. In this thesis, I call this technique
probe-beam-scanning transient-absorption microscopy (PBS-TAM).
This situation is depicted in figure 3.2b. Now, the total response is again evaluated
according to equation 3.4, with a constant denominator as all the probe light is col-
lected, but where the two PSFs are displaced relative to each other in space, as the
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Here, in the last step, the variance for the convolution of two Gaussian functions is
given as the sum of the two original variances71,
σ2PBS-TAM = σ2pu + σ2pr. (3.11)
This type of nonlinear “probe-beam-scanning” microscopy does not image the sample
via raster-scanning with a given PSF. Instead, the experimental observable is given by
a spatial convolution of the initially excited, diffusing profile with another, constant
Gaussian profile (the probe pulse). By scanning a focused probe beam over the excited
area in order to get spatio-temporal diffusion information, the measured profile will be,
again, a Gaussian profile, as convolution of two Gaussians results in another Gaussian
as shown above (see Eq. 3.10).
To observe diffusion dynamics as described in section 2.2 via PBS-TAM, the finite
size of the scanning probe beam can now be included. Under the assumption of linear
sample response (discussed in the next section), equation 2.30 will be only modified
in terms of a bigger initial width, FWHM0, as
FWHM20 = FWHM2excited + FWHM2probe-beam. (3.12)
Importantly, the temporal evolution, i.e., the slope of FWHM2(t), according to equa-
tion 2.31 (and 2.37), is still a valid measure of the sample’s diffusivity.
3.1.5 Assumptions for measuring diffusion with ultrafast microscopy
Here, I list a set of basic assumptions, or requirements, assumed so far that, if fulfilled,
should make PBS-TAM a robust technique to measure and correctly quantify diffusion
dynamics.
• Before the arrival of the pump pulse (t < 0) the sample is in a steady state, i.e.,
the pulses are separated sufficiently so that all decay or cooling dynamics caused
by one pulse are over when the next pulse arrives.
• At t = 0 the sample is illuminated with a beam that can be described by a 2D
Gaussian profile p(x, y) = G(x,σpu) with a spatially homogeneous (if any) offset
and relatively small, random noise.
• The sample’s response after absorption, and possible redistribution dynamics
within the temporal resolution, is described by the function u0 = u(x, y, t ≈ 0),
which is proportional to p(x, y).
• u(x, y, t) evolves in time according to a diffusion law (Eqs. 2.25, 2.32, or 2.35).
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• The experimental observable ∆T/T (x, y, t) (or ∆R/R) is proportional to the
underlying profile u(x, y, t), after spatial convolution with the (also Gaussian)
probe beam.
• The diffusion dynamics are extracted by Gaussian fitting, or an equivalent mea-
sure of the MSD 〈x2〉, and analyzing the graph of squared width as a function
of time, according to equation 2.31.
In this and the next chapters I will explore many cases in which the above assumptions
are not, or only partially, fulfilled and discuss what information can be extracted from
the data, nonetheless.
3.2 Simulated diffusion: Width dynamics for selected
cases
The assumptions listed in the section above are obviously not always going to be ful-
filled in reality. Yet, the idea to measure and quantify diffusion dynamics even in the
presence of a slight nonlinearity or a small, yet non-uniform background should not
be discarded. To get an idea what to expect, I will simulate some of the simplest cases
which could lead to “artifacts” in the width evolution analysis, including a Gaussian
offset, as well as the case of two diffusing species, with the same or opposite sign.
Since the dynamics in x and y are completely separable, I discuss the following simu-
lations in 1D. I have checked that analogous 2D simulations lead to exactly the same
results.
3.2.1 Example 1: One diffusing species
Here, I simulate the simple case of a single diffusing quantity, including an exponential
decay in time, i.e., the solution to the diffusion model of equation 2.32. I consider one
diffusing species with the following, experimentally realistic parameters:
• The initial profile p(x) is a Gaussian with FWHMpu = 0.6 µm.
• The width evolves, beginning at t = 0, according to a diffusion law with constant
diffusivity D, i.e., FWHM2(t) = FWHM2pu + 16(ln 2)Dt.
• The temporal evolution of the amplitude is zero at t < 0 then peaks at t = 0
and decays as described by the function A(t) = A0 · B/(B + t) · exp(−t/τ),
with B = FWHM2pu/(4(ln 2)D). Here, the first term A0 is a constant ampli-
tude factor, B/(B + t) describes the typical “1/t” decay from a diffusion law in
two dimensions, and the last term is an additional exponential decay with time
constant τ (see Eq. 2.34).
• The final spatio-temporal observable is the spatial convolution of the simulated
profile with the probe beam Gaussian function with FWHMpr = 0.9 µm. This
makes the absolute widths more similar to the experimental values, but has no
effect on the diffusion dynamics (as discussed above).
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For the first two examples I choose the parameters A0 = 1 and τ = 10 ps. Fig-
ures 3.3 and 3.4 summarize the results for diffusion coefficients of D = 5 cm2/s and















































































D = 5 cm2/s, A0 = 1, τ = 10 ps
data
fit
D = 5 cm2/s
Fig. 3.3: Simulation results of a linear diffusion model with D = 5 cm2/s. (a) The
spatio-temporal evolution of the simulated “observable” ∆T/T (x , t), as the initial (t = 0)
profile diffuses and decays for t > 0. (b) The same data as in a, normalized for each
vertical slice, i.e., for each t. The spread is too small to see by eye. (c) The Gaussian
width analysis fit residuals, in the same absolute units as a. The low values indicate no
deviation from a Gaussian shape. (d) Squared width evolution as a function of t from the
Gaussian fits. From the slope of the curve, a diffusivity of D = 5 cm2/s is recovered (see
Eq. 2.31), which matches the simulated value. The inset shows the linear (not squared)
width evolution, which also looks like a linear growth in time for this limited temporal
observation window.
Figure 3.3a shows the simulated spatio-temporal maps with a diffusion coefficient of
D = 5 cm2/s, as it decays in time with a decay constant of τ = 10 ps. The maximum
value is lower than the original amplitude A0 = 1, as the profiles were convolved with
a unit-area Gaussian to simulate the probe-beam scanning, while conserving the total
signal strength. To visualize the transport, figure 3.3b shows the same map, normal-
ized to the maximum value for each time slice. For this low diffusivity, it is hard to
see a broadening by eye. Therefore, a Gaussian fitting was performed at each point in
time t. The residuals of this fitting procedure are displayed in figure 3.3c in the units of
∆T/T . Finally, figure 3.3d shows the squared width evolution over time, FWHM2(t),
while the inset also shows the (non-squared) width evolution, FWHM(t).
The same four graphs are displayed in figure 3.4 for the 100-fold higher diffusivity
D = 500 cm2/s.
The results of the two simulated cases can be summarized as follows. As simulated,
the FWHM2 of the distribution rises linearly with the predicted slope (see Figs. 3.3d
and 3.4d). It can also be seen that if one plots FWHM as a function of time, which
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Fig. 3.4: Further simulation results of a linear diffusion model with higher diffusivity
of D = 500 cm2/s. The four panels show the same quantities as in figure 3.3. As before,
the recovered diffusivity matches exactly the simulated value of D = 500 cm2/s and the
residuals are negligible. This time, a clear spot widening can be seen in the normalized
map (c) and the nonlinear (square root) dependence of FWHM(t) can be seen in the inset
to d.
mathematically should follow a square root behavior, it depends on the level of D (as
well as the observation time window and initial FWHM) whether a deviation from a
linear slope can be seen. In practice, additional noise will make this distinction even
harder. Note that the goodness of fit seems very high, as estimated by the error bars
in the graphs of the width evolution, which come from the 68% confidence interval of
the Gaussian fitting. In accordance, the residuals are extremely small (below 10−7),
as expected for noiseless perfect Gaussian simulated data.
3.2.2 Example 2: One species with offset
As a next step, I explore the possibility of a temporally constant offset to the data.
The trivial case of a temporally and spatially constant offset will not change the mea-
sured dynamics at all, as long as the Gaussian fitting function includes an offset, as
well.
Yet, when the offset does have a spatial shape, the situation becomes more complex.
To this end, the same diffusing species as before is simulated on top of a small offset.
The offset is also a Gaussian function in space, with a larger width compared to the
diffusing profile (FWHMoffset = 3 µm), and an amplitude of 1%, relative to the peak
of u(x, t). This choice is inspired by observed datasets, where such profiles could come
from residual, nano- to microsecond heating and diffusion of the previous pulses of the
pulsed laser.
Since this offset is constant in time, while u(x, t) decays exponentially, this offset be-
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comes ever more important for longer times. For example, after t = 2τ (= 20 ps in
this example), u(x, t) will have decayed to e−2 = 14%, which is closer to, yet still one
order of magnitude above, the background level of 1%.





















































































D = 5 cm2/s, A0 = 1, τ = 10 ps
       + offset
Fig. 3.5: Simulation results of linear diffusion with a small, yet spatially nonuniform
background. (a) Spatio-temporal dataset. Neither the background level of 1%, nor the
broadening is visible on this scale. (b) The data of a, normalized for each time t. Here,
the broad Gaussian background becomes visible before time zero. (c, d) The residuals and
the squared width evolution of the single Gaussian width analysis, respectively. Already
at t = 0, the slope overestimates the input diffusivity of D = 5 cm2/s, due to decaying
signals, yet constant (broad) background. The deviation from the single Gaussian profile,
is also reflected in the five-fold residual shape, albeit at small (per mille level) amplitudes.
While the raw data in figure 3.5a looks nearly identical to that of figure 3.3a, the spa-
tially broad offset can be seen in the normalized data of figure 3.3b before time zero.
The important differences, though, lie in the width evolution and residuals. First of
all, the squared width evolution shown in figure 3.3d does not grow linearly in time.
Instead, it seems to grow faster with growing t. This comes from the fact that as
the narrow Gaussian decays but the broad Gaussian remains, the single Gaussian fit
“sees” an ever more broad distribution of what is essentially a sum of the two Gaus-
sians. This is also reflected by the fact that the residuals, displayed in 3.3c, although
still small (on the per mille level), are much bigger than before, and show a typical
five-fold pattern, as the single Gaussian over- and underestimates the sum of the two
Gaussians in space.
The most surprising result is that even the very initial diffusivity, extracted from the
slope of FWHM2(t), reads 9 cm2/s. This is nearly a factor 2 steeper than the expected
input diffusivity of D = 5 cm2/s.
To conclude, on the one hand, for a spatially non-uniform background the width evo-
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lution is prone to show an evolution which, if interpreted as carrier diffusion, yields
non-physical results. Also, the fact that the fits to single Gaussian curves are reason-
ably successful, shown by very small errors on the width parameter estimation and per
mille level residuals, is not a guarantee for extracting real diffusion dynamics. On the
other hand, for this simple case of a temporally constant background, which is already
present before time zero, it should be possible to measure the background at t < 0
and subtract the spatial profile from the entire dataset. I have followed this approach
when analyzing the experimental data in the following chapters.
3.2.3 Example 3: Two diffusing species with the same sign
The next example builds on the ideas of the previous one. This time, however, there
is no constant background. Instead, I consider two diffusing species, both starting out
at t = 0 with the same width as before, FWHMpu. The two species have different
diffusion speeds and different temporal decays. In particular, there is one species with
high amplitude that diffuses quickly and decays quickly, and a second species with
low initial amplitude which diffuses slowly, but also decays slowly. This approach is
inspired by the case of having an electron and phonon subsystem, as in the case of noble
metals (see chapter 5), yet here no coupling between the two species is considered. I
choose the following parameters:
• Two independent amplitudes A1 = 10 and A2 = 1
• Two independent diffusivities D1 = 100 cm2/s and D2 = 5 cm2/s
• Two independent decay constants τ1 = 1 ps and τ2 = 100 ps
The results of this simulation are summarized in figure 3.6.
The simulated spatio-temporal dataset, shown in figure 3.6a shows a spike at time zero
which quickly decays to a weaker signal level which survives over the 20 ps observation
window. This reflects the two species decaying with time constants of τ1 = 1 ps and
τ2 = 100 ps. Figure 3.6b shows the normalized dataset. As before, it is not easy to see
the width broadening by eye from this representation. Therefore, the single Gaussian
fitting analysis is applied once again, resulting in the residual pattern shown in figure
3.6c, showing a clear five-fold pattern on the per-mille level. The width evolution is
shown in figure 3.6d. It can be seen that the squared width rises fast within the first
picoseconds, then decreases and finally increases again at a slower rate.
Intuitively, it is expected that in the beginning the species with the higher amplitude
should dominate the dynamics. Later, the species with the slower decay rate should be
left over. In this example, this results in a transition from a high to a low diffusivity.
Yet, it is harder to imagine what should happen to the width in the transition region.
Again, mathematically, it stands to reason that a single Gaussian analysis is not
adequate, as the profile is made up of a sum of two Gaussians. Yet, if one Gaussian
is much smaller than the other in amplitude, or if the widths are comparable, the
final curve will differ only very little from a Gaussian profile. Again, the residual
magnitude and pattern should report on this. A five-fold residual pattern is observed,
especially in the transition region, although the absolute residuals are small, as before,
on the per mille level. This means in practice, as noise will be present, it will not be
straightforward to identify the presence of two species just by the goodness of fit.
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D2 = 5 cm
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A1 = 10, D1 = 100 cm
2/s, τ1 = 1 ps
A2 = 1, D2 = 5 cm
2/s, τ2 = 100 ps
Fig. 3.6: Simulation results of linear diffusion of two uncoupled species with inde-
pendent amplitudes, decays, and diffusivities. (a) The spatio-temporal dataset shows
the fast decay within 1 ps, followed by a longer lived signal. (b) The data normalized at
each t. On this scale, the initial broadening is barely visible. (c) The residuals from the
Gaussian fitting shows a five-fold pattern at per mille amplitudes between 0 and 6 ps. (d)
The squared width fit result shows a fast rising width in the first picoseconds, followed
by a crossover regime with decreasing FWHM to a slower diffusion regime after 10 ps.
The extracted diffusion coefficients are 80 cm2/s for the first picosecond and 5 cm2/s for
the later times. An analysis of the diffusivity in the transition regime would result in a
non-physical negative D.
Importantly, the fact that the width goes down in the transition region should not be
interpreted as “shrinking”. There has to be an effective decrease of FWHM, to bridge
the gap between a high and low diffusivity regime for two species starting at the same
initial width. However, this is a result of the interplay of two positively diffusing and
decaying species.
A plausible solution to this issue would be to fit the resulting data to a sum of two
Gaussians. In practice, for realistic values this approach did not prove very helpful.
The additional free parameters involved in the fit make the convergence to the actual
width evolution very unlikely. These attempts are not shown, as they resulted in very
high uncertainties and unreliable fit results.
3.2.4 Example 4: Two diffusing species with opposite signs
As a final example, I simulate two diffusing species with opposite sign. The same
simulation as Example 3 is implemented, with the only difference being the amplitude
A2 = −1, instead of +1 of before. This approach is also inspired by real data, e.g. the
case of hBN encapsulated graphene described in chapter 6.
The results are summarized in figure 3.7.
Figure 3.7a shows the spatio-temporal datasets. A transition from the quickly decaying
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A1 = 10, D1 = 100 cm
2/s, τ1 = 1 ps
A2 = -1, D2 = 5 cm
2/s, τ2 = 100 ps
a
Fig. 3.7: Simulation results of linear diffusion of two uncoupled species with in-
dependent decays, diffusivities, as well as amplitudes of opposite sign. (a) The
spatio-temporal dataset shows the fast decaying positive profile, followed by a longer lived
negative signal. (b) An overlay of different regions normalized for each t to the maximum
and minimum value, respectively. Because of the sign change, the normalization is chosen
differently across the regions, separated by a red dashed line. (c) Residual pattern of the
single Gaussian fitting routine. The highest residuals, on the percent level, come from the
cross-over regime. (d) Squared width evolution, including a striking “pole” region around
t ≈ 2.4 ps, where the width measure seems to diverge. This region is characterized by
percent level residuals at the pole, and per mille level residuals just before and after the
pole.
large positive amplitude, to the long-lived, lower amplitude, negative signal is visible.
In figure 3.7b I have chosen to normalize the spatio-temporal dataset to both the
maximum, as well as the minimum for each time delay, and to display both resulting
maps in specific regions, separated by a dashed red line. As before, figures 3.7c and 3.7d
show the single Gaussian fitting residuals and squared width evolution, respectively.
In principle, one could expect to observe a width evolution as before, dominated by
D1 in the beginning and by D2 in the end, even if the sign of the data has flipped.
However, there is a further complication. As the signal changes sign, there must be
a point in time where the signal is zero. Therefore, the width at this point will be
ill-defined.
Looking at the simulation results, this is characterized by a “pole” region around
2.4 ps. While this could have been guessed, it is still striking to see the behavior at
the crossover region from positive to negative signal. For example, the error bars of
the FWHM and residual numbers don’t tend to get very big near the pole, but instead
stay around 1%. One might conclude the Gaussian fitting worked quite well, gaining
confidence that the evolution is real. Yet, again, the five-fold pattern of the residuals
indicate the need to be careful when interpreting the meaning of the width evolution.
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As the slope of such a pole region can get arbitrarily high, these regions should be
excluded when quantifying the diffusion.
3.2.5 Summary
In summary, I have presented different examples of simulated spatio-temporal diffu-
sion, analyzed with Gaussian width fitting. The effect of spatially non-homogeneous
backgrounds, multiple species, and sign changes were studied, and the importance of
evaluating the residual patterns to judge the applicability of the fitting routine has
emerged. The experimental estimation of physically reasonable diffusivities by single
Gaussian fitting and squared width slope estimation is shown to lead to deviations from
the underlying diffusion speeds. In particular, the interesting case of multiple species
diffusing at the same time was considered. Here, the emergence of complex dynamics,
such as decreasing FWHM, as well as diverging FWHM have been observed. How-
ever, this behavior can be understood, preventing unphysical interpretations, such as
negative diffusion. Even for quite complicated scenarios, regimes where the measured
diffusivity comes close to the actual values have been found. The learned lessons will






In this chapter I introduce the basic experimental setup that is used in this thesis and
discuss general considerations for the measurement of nanometer-femtosecond diffu-
sion processes by probe-beam-scanning transient-absorption microscopy.
I describe the experimental details of how to trade off and push the limits of tempo-
ral resolution, spatial resolution, and sensitivity in a transient absorption microscope
to study energy transfer processes with 0.25 ps temporal resolution, 20 nm spatial pre-
cision, as well as 10−6 relative signal sensitivity. Additionally, I provide tutorial
descriptions of specific techniques I have found to be especially useful in the develop-
ment of the experiment, such as how to overlap the beams in time and space. In the
last part of the chapter, I present experimental results of tracking carrier diffusion in
semiconductors. I study two exemplary types of semiconductors, bulk silicon as well
as the novel two-dimensional material MoSe2.
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4.1 Setup: Description and characterization
As mentioned in the previous chapters, I am interested in directly imaging nanoscale
ultrafast diffusion processes with a novel type of pump-probe microscopy. The basic




















Fig. 4.1: Schematic of a probe-beam-scanning transient-absorption microscopy ex-
periment. (a) An optical pump pulse is focused onto the sample under investigation,
creating a local distribution of heat or carriers. A probe beam is spatially scanned over
the illuminated area, for varying pump-probe delays. Transient reflection (∆R/R) or
transmission (∆T/T ) is recorded as a function of spatial offset and pump probe time
delay. (b) The resulting profile’s width evolution is measured with high temporal and
spatial resolution and with high relative signal sensitivity. By monitoring the width of the
transient-absorption profile as a function of time, carrier or heat diffusion can be tracked
in a direct way.
An ultrafast optical pump pulse is focused onto the sample under investigation, cre-
ating a local distribution of either heat, carrier population or other type of energy
distribution. To investigate the evolution of this distribution in space, a probe beam
is spatially scanned over the pump beam for a given pump-probe time delay. By re-
peating this type of spatial scan for many different time-delays, a full spatio-temporal
dataset is acquired. An equivalent measurement is to perform temporal pump-probe
time delay scans for different spatial offsets. Depending on the sample’s transparency,
either the transient reflection ∆R/R or transmission ∆T/T is recorded.
By precisely monitoring the spatial width as a function of pump-probe time delay, as
indicated in figure 4.1b, transport dynamics from the sample can be extracted in a
very direct way, by probing the dynamics with high temporal resolution, high spatial
precision, and by resolving relative signal strengths with high sensitivity. As shown
in chapter 2.2, for general diffusion processes with Gaussian initial conditions, the
diffusion coefficient D(t) is extracted by analyzing the temporal derivative (slope) of
the squared width evolution,




In analogy to super-resolution microscopy, the precision of the width measurement can
be far beyond the diffraction-limit and is ultimately only limited by the signal-to-noise
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ratio.





















Fig. 4.2: Schematic beam paths for probe-beam-scanning transient-absorption mi-
croscopy. The fundamental (probe) beam is sent through a BBO crystal to create the
second harmonic (pump) beam. The pump and probe are separated by a dichroic beam-
splitter and individually sent through prism pairs for dispersion control. The pump is
modulated by an optical chopper, while the probe travels over a mechanical delay line
and scanning galvo mirrors. The beams are recombined and focused onto the sample by
an objective. A longpass (LP) filter isolates the probe beam, which is detected with a
lock-in detection scheme. For transient reflection, the reflected probe is detected instead
(not shown). Additionally, the role of pump and probe can also be reversed, such that
the fundamental (with frequency ω) is modulated as the pump, and the second harmonic
(frequency 2ω) is detected with a shortpass filter as the probe.
The laser source used in the work presented in this thesis is a tunable, pulsed titanium
sapphire (Ti:sapph) oscillator, Coherent Mira 900, pumped by a 532 nm continuous
wave (CW) diode laser, Verdi V18, at 14W pumping power. The Ti:sapph outputs
pulsed light with a pulse duration of about 150 fs at 76MHz repetition rate and time-
averaged power of about 1.5W. The center wavelength is tunable between 700 and
1000 nm, with a bandwidth of about 6 nm. The laser is focused onto a type 1 phase
matched (θ = 29.2°) β-barium borate (BBO) crystal to create frequency doubled pulses
via second harmonic generation (SHG). After separation of the two wavelengths with a
dichroic beam splitter, both beams propagate through prism pairs for precompensation
of all sources of dispersion, e.g. the microscope objective and all lenses (see next
section). Next, to achieve spatially non-elliptical, Gaussian laser modes, both beams
are individually spatially filtered by transmission through pinholes (not shown in Fig.
4.2). The second harmonic (pump) beam is modulated by an optical chopper, while
the fundamental (probe) beam is sent onto a variable delay line and over the scanning
galvanometric (galvo) mirrors. Both beams are recombined by another dichroic beam
splitter before entering the microscope objective and focused onto the sample∗. The
∗In this thesis, I quantify the laser fluence F impinging onto the sample, i.e., at the focus of the
microscope objective, via the time-averaged power P (in W) at the back entrance of the microscope
objective, the laser repetition rate f (76MHz), and the “1/e”-radius of the Gaussian beam at the
focus r1/e, via: F = P/(f · πr21/e). Note that for Gaussian beams multiple definitions for the beam
size exist. In particular, r1/e = 1/
√
2 · r1/e2 =
√
2 · σRMS = 1/(2
√
ln 2) · FWHM.
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reflected or transmitted light (Fig. 4.2 only shows transmission) is wavelength filtered
to isolate the probe beam, which is sent onto a detector, such as a balanced photodiode
or avalanche photodiode (APD). As the pump beam is being modulated, the probe
signal can be demodulated with a lock-in amplifier, as introduced in chapter 3.1, to
yield the transient reflection (transmission) signal. This signal is collected as a function
of pump-probe time delay as the delay line is translated, and spatial offset as the probe
beam is scanned over the pump with the galvo mirrors.
4.1.1 Temporal overlap and resolution
In this section, I describe the crucial steps needed to perform transient-absorption
microscopy experiments with high temporal resolution, including an easy way to find
time zero, as well as pulse dispersion control.
Finding time zero
Fine tuning the pump-probe delay for ultrafast spectroscopy is typically done with a
retroreflector mounted on a micrometer precision stage, where 1mm movement cor-
responds to 6.7 ps (= 2 · 1 mm/c). Yet, to get within tens of picoseconds of equal
beam paths can be a challenge. Simply measuring the beam paths is the first, coarse
alignment. Other ways to find time zero rely on fast electronic detection, such as mon-
itoring the beams with a fast photodiode or time-correlated single photon counting
(TCSPC). Here, TCSPC is used to temporally overlap the pump and probe beams
efficiently. Each beam is individually directed onto a single photon counting APD con-
nected to a TCSPC system. Figure 4.3 shows the TCSPC histograms of both beams,





λ = 400 nm























Fig. 4.3: Finding time zero with TCSPC. The onset of the TCSPC histograms of the
two pulses have been overlapped by changing the optical path difference of the pump
and probe beams. This technique allows for relatively quick alignment to find time zero
(∆t = 0). Although the two colors produce very different instrument response widths, the
pulses can be overlapped to within about 10 ps, by making the onsets coincide. The inset
shows the zoom into the relevant region.
The absolute time difference between the fundamental (λ = 800 nm) and the second
harmonic (λ = 400 nm) pulses is measured and adjusted to within about 10 ps. This
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is done after passage through the objective, beam splitters, lenses, etc., to include all
differences between the two beams. Due to the start-stop configuration of the TCSPC
electronics, the onset of the TCSPC signal comes from the quickest photon-to-electron
conversion events, while the average lag-time produces the width of histogram towards
later times. Figure 4.3 shows that this temporal response curve, known as the instru-
ment response function (IRF) for lifetime measurements, can be very different for the
two colors. Here, the fast electronic readout of an APD optimized for NIR light, shows
an IRF with a FWHM of 45 ps for λ = 800 nm. Yet, for λ = 400 nm, the same detector
and electronics produce a FWHM width of 260 ps. This difference is not important
here, though, as only the onsets of both histograms have to be overlapped to find time
zero.
After initial coarse alignment of the beam paths and a measurement of ∆t with TC-
SPC, one beam path can be adjusted with respect to the other on the order of millime-
ters to overlap them to within about ∼ 10 ps, as shown in the inset of figure 4.3. Then,
a short delay line of 25mm is enough to find the exact t0 via transient absorption on
the sub-picosecond timescale, limited only by the precision of the delay stage actuator.
Dispersion compensation
Any dispersive media in either of the two beam paths affects the pulse duration of
the femtosecond pulses because of group delay dispersion (GDD), therefore decreasing
the overall temporal resolution of the experiment. This includes all lenses, nonlinear
crystals in case of SHG, thick, high-index crystals in case of modulation with acousto-
optical modulator (AOM) or electro-optical modulator (EOM) technology, as well
as the objective, where a higher NA typically implies more dispersion due to longer
optical path length through glass elements. The first strategy to avoid this problem is
to reduce the number of dielectric elements in the beam path. This can be achieved
by replacing glass lenses or objectives with reflective mirrors, or replace AOM/EOM
modulation methods with optical choppers. Here, I use glass lenses, as reflective optics
have other disadvantages, such as off-axis alignment for spherical mirrors, and limited
NA and non-Gaussian point spread functions due to mirror obstruction of the beam
path for reflective objectives. I do use an optical chopper instead of AOM or EOM,
which limits the modulation frequency to about 10 kHz, without significant loss of
sensitivity, as discussed in section 4.1.3.
The effect of dispersion is illustrated by measuring the autocorrelation of the 800 nm
pulsed Ti:Sapph oscillator with and without passage through a 5 cm long BK7 glass
rod, as an estimation of the kind of GDD that a high NA objective can cause. Figure
4.4a shows the two measured autocorrelations of the 800 nm pulses.
These data are obtained by splitting the laser into two parts and overlapping them
onto a BBO crystal at an angle. While each beam can create SHG in the direction
of the beam, the SHG created by the both beams together travels into a different
direction, due to the phase-matching condition. This signal is isolated and monitored
as a function of the delay between the two beams. The only dielectrics the beam
passes before this measurement are four standard lenses. An increase in the FWHM
of the autocorrelation from ∆tACin = 195 fs to ∆tACout = 250 fs is observed, shown in
figure 4.4a. To retrieve the (FWHM) pulse width ∆t from the autocorrelation width
∆tAC, in principle one needs to know the shape of the pulse72. Yet, if one assumes
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Fig. 4.4: Estimation and compensation of group velocity dispersion. (a) Autocorrela-
tion of the λ = 800 nm beam with and without a 5 cm long BK7 glass rod in the beam.
The presence of the glass leads to significant broadening of the autocorrelation, i.e., SHG
from a BBO crystal. (b) Determination of the 10− 90% rise time of the transient absorp-
tion signal ∆T/T from a graphene sample during an iterative prism compression process.
Curve A shows the response after coarse installation of the prisms at their calculated sep-
aration distance. Curve B is the result of an iterative adjustment of the distance of the
prisms in the pump beam path to minimize the rise time. Curve C is the result after
subsequent prism distance iteration for the probe beam path.
a Gaussian shape, the following simple relation holds, known from the convolution of





where α = “in” and “out” stand for the pulse before and after the dispersive element,
respectively. By measuring the spectrum of the laser (not shown), I find a Gaussian
shaped spectrum with a FWHM of ∆λ = 7.26 nm, centered around λ = 800 nm.
Converting to spectral bandwidth, I find ∆ν = c∆ν/λ2 = 3.40 THz. Using equation
4.2, I calculate the pulse width without the glass rod ∆tin ≈ 138 fs. From there, the
time-bandwidth product (TBP) can be calculated as TBP = ∆tin ·∆ν = 0.47. This
is reasonably close to the value for a transform limited, Gaussian shaped pulse of
TBP = 0.44172.
Then, the additional GDD from the glass rod can be estimated directly from the
increase of the autocorrelation width73,
GDD = 14 ln 2
√
(∆tout ·∆tin)2 − (∆tin)4 ≈ 5500 fs2. (4.3)
To precompensate for dispersive elements with a GDD on this order of magnitude, I
install prism pairs for pulse compression in both pump and probe beam sections74.
I choose fused silica and SF10 glass for the 400 nm and 800 nm beams, respectively.
This choice comes from the calculated prism distances for dispersions of this order of
magnitude, fitting easily on the optical table (30 – 50 cm). To quantify the temporal
resolution of the entire system, I measure the transient response rise time of a graphene
sample, as its electron heating response time is expected to be much faster than the
laser pulse width used here75. After coarse installation of the prism pairs at the
estimated distance, I observe a 10− 90% rise time of 460 fs, shown as the purple curve
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(A) in figure 4.4b. After iteration of the prism pair distance to minimize the rise
time for the pump beam (curve B, green) and the probe beam (curve C, orange), I
arrive at a final rise time of 250 fs. The achieved pulse compression is satisfactory,
as it corresponds to a cross correlation FWHM of 230 fs in a 1.4 NA oil immersion
objective from a laser with a pulse width of about ∼ 150 fs, and its corresponding
second harmonic pulse.
4.1.2 Spatial resolution and scanning
In this section I describe techniques and characterization methodologies to achieve
high spatial resolution in transient-absorption microscopy.
All beams used in this work are tightly focused with high NA objectives (between 0.5
and 1.4) to achieve high spatial confinement. Yet, the final spatial resolution can be
defined in different ways and depends on the mode of operation, as explained before.
Each beam is focused to a spot size limited ultimately by the NA of the objective
and the light’s wavelength. I have explained in chapter 3.1.4 that while the PSF for
SS-TAM is smaller than the sizes of the individual beams, for PBS-TAM it is actually
larger (σPBS-TAM = (σ2pu + σ2pr)1/2). Importantly, this PSF is only the starting width
for a diffusion experiment and slight changes to the width can still be tracked. To
characterize the beams, I estimate the spot sizes at the sample plane with a “knife-
edge method” described below.
Overlapping foci in the sample plane
To achieve the best spatial resolution and signal levels, it is important that the pump
and probe beams focus to the same volume. In the lateral dimensions (x,y) this is
achieved coarsely by adjusting the incoming beams to overlap in position and angle
as they enter the microscope objective. This is typically done by imaging the back-
reflected beams from a flat sample (e.g. glass coverslip or mirror) and adjusting the
beams to make the reflected beams’ shape symmetric. Further fine adjustment is
achieved by moving one beam with respect to the other with the galvo mirrors, thus
optimizing the TA signal.
In the z-direction, the focus overlap depends on the collimation of the two beams
and the chromatic aberrations of the optical elements in the illumination pathway, in
particular the microscope objective. For example, for 400 and 800 nm light, even semi-
apochromat and apochromat objectives both show varying focal lengths for incoming
collimated beams on the order of a few micrometers, i.e., often larger than the focal
depth, or Rayleigh length, as depicted in figure 4.5a.
A possible solution to this problem is to slightly decollimate one or both of the beams
to compensate for this offset, as shown in figure 4.5b. By measuring the beam profile
with a knife edge method76, i.e., scanning a step-like structure through the area around
the focus of the beam and measuring transmitted or reflected power as a function of
z, the z-offset can be estimated and corrected. Here, a 50 nm evaporated gold film
with a scratched edge is scanned through both pump and probe beams individually
with a piezo sample scanner. This method has the advantage of being independent of
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Fig. 4.5: Beam overlap through profiling with the knife-edge method. (a) Chromatic
aberration leads to micrometer scale differences in focal z-position for different colors, even
in apochromat objective lenses. (b) By beam profiling and iterative (de-)collimation the
focuses of the beams can be brought to better overlap. (c,d) Reflected power is recorded
as a function of position of a gold edge scanned through the probe (c) and pump (d)
beam. (e,f) The spatial derivatives of the profiles along the x -axis represent the beam
profiles as a function of scanning direction, x , and axial offset, z, for (e) the probe and
(f) the pump beam. (g) Extracted width (FWHM) for both beams by Gaussian fits to
line profiles, i.e., vertical cuts, of e and f, showing the z-dependence. After optimization,
the minimum width, corresponding to the focus, of the two beams overlaps to within
about 300 nm in z. The pump and probe focal sizes were measured as FWHMpu ≈ 0.6 µm
and FWHMpr ≈ 0.9 µm. The same characterization was also done for the other spatial
dimension, y , yielding similar results.
the imaging pathway†.
Figure 4.5c shows the reflected intensity of the probe beam (λ = 800 nm) as a func-
tion of the gold edge position x for varying z-positions. Figure 4.5d shows the same
measurement for the pump (λ = 400 nm). To retrieve the beam shape in the x-z-
dimension, I take the spatial derivative of the traces along x. This recreates, in first
approximation, a 1D projection of the beam profile, as it reverses the action of inte-
gration due to the partial beam reflection and integrated collection of the intensity.
Recently demonstrated deviations between measured and actual widths on the order
of 50 – 100 nm for these type of knife-edge measurements, depending on wavelength
and polarization77, have been ignored here. Figure 4.5e and f show the resulting x-
z-beam profiles for the two beams, respectively. The same procedure is repeated for
the y-z-profile (not shown here). By fitting Gaussian functions to the z-slices, the
†It should be noted that the idea to monitor the sample plane with an imaging system composed
of the same, infinity corrected objective, a tube lens, and a camera, and trying to minimize the back
reflected spot sizes of both beams does not work for decollimated beams.
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minimum z-position, i.e., the focal plane, is extracted, as shown in figure 4.5g. I
present the result after multiple iterations of beam profiling and slight adjustments of
the collimation lenses of down to sub-millimeters. Finally, the foci are overlapped to
within about 300 nm, resulting in an improved spatial resolution and TA signal level.
The final result are beams which have been purposely decollimated to overlap in the
focal plane. The lateral profiling of the beams results in FWHMpu = 0.6 µm and
FWHMpr = 0.9 µm, close to the diffraction limit. From this a PSF for SS-TAM of
about 0.5µm and an initial width for a PBS-TAM experiment of about 1.1 µm is ex-
pected, according to equations 3.8 and 3.12, respectively. The advantage is that the
foci now overlap satisfyingly in all three spatial dimensions, a prerequisite for high
signal-to-noise PBS-TAM on the nanoscale.
Galvo mirror scanning
To scan the probe beam independently of the pump beam, the probe beam has to
be manipulated after beam separation and before beam recombination. The most
straightforward way to do this is by steering the beam with scanning galvo mirrors.
This was displayed before in a simplified way in figure 4.2, without any lenses between
the galvo mirrors and the objective. This would lead to the beam translating away
from the objective for very small mirror angle movements. Instead, an imaging systems
is installed between the mirrors and the objective. To understand how to place the
scanning optics, i.e., the relative positioning of the mirrors, lenses, and objective, I use
ray transfer matrix analysis, also known as ABCD matrix analysis.
In this formalism, the distance x and the angle θ with respect to the optical axis of
a beam traveling close to the optical axis can be traced while traversing optics, such
as lenses, by multiplying a 2× 2 matrix to the vector (x, θ). Here, the scan lens (f1),
tube lens (f2), and even the objective lens (fobj) are approximated as thin lenses. As
shown schematically in figure 4.6, the distances between the lenses (d1 to d4) are set
to the conjugated condition, i.e., the scan lens and tube lens form a 4f-system from
the scanning mirror pivot point to the back focal plane (BFP) of the objective. The
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Fig. 4.6: Schematic of the scanning galvo mirror positioning. The positions of the lenses
used in the experiment are shown for the corresponding ray transfer matrix calculation.
With this configuration, the beam angle θ1, controlled by the galvo mirrors, is translated
into sample plane displacements x4, without offsetting the beam from the optical axis at
the back focal plane of the objective.
The final position and angle (x4 and θ4) can be calculated from the input position x1
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where Mtotal is given by the multiplication, in reverse order, of the ray transfer ma-
trices of all the free space propagations and traversed thin lenses,
Mtotal = Sd4 · Lfobj · Sd3 · Lf2 · Sd2 · Lf1 · Sd1 . (4.5)
The free space propagation matrix Sd for propagation distance d and the thin lens
































This simple result only takes this form when the lenses are placed in the conjugated
positions. In particular, the vanishing first element of Mtotal relies on the fact that
d2 = f1 + f2 and d4 = fobj (as drawn in Fig. 4.6). To understand the spatial scanning





From this it becomes evident that the final position at the sample plane, x4, only
depends on the angle at the scanning mirrors, θ1, which is the desired function of the
scanning mirrors.
Here, it should be noted that objectives are typically not specified by their focal length,
but by their magnification M , defined assuming an image distance L. L depends on
the objective manufacturer (LNikon = 200 mm, LOlympus = 180 mm , LZeiss = 165 mm).
Using the relations M = L/d4 and 1/L+ 1/d4 = 1/fobj, the objective focal length can
be calculated from the magnification via:
fobj =
L
M + 1, (4.9)
and is typically around 3 – 4mm for the high NA objectives used in this thesis.
Finally, to understand the imaging of the mirrors into the BFP of the objective, it is
also instructive to calculate the beam at the position of the back focal plane xBFP.
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This shows that the mirrors are imaged onto the back focal plane of the objective. The
beam diameter is expanded by the ratio of focal distances of tube and scan lens f2/f1
around the unchanging mirror pivot point x3, which is aligned into the center of the
objective aperture and does not change during scanning. The angles of the mirrors
are mapped to angles at the back focal plane of the objective, demagnified (if f2 > f1)
by the inverse ratio f1/f2. The maximum (full) scan angle φmax of the mirrors can
also directly be calculated from equation 4.7, as










where the field of view FoV is defined as the full range of possible sample positions
FoV = 2xmax4 . In case the objective manufacturer’s choice of tube lens (e.g. f2 =
180 mm for Olympus) is used, the term f2/fobj simplifies to M + 1, i.e.,
φmax = FoV
f1
(M + 1). (4.12)
An equivalent description would be that the Fourier transform function of the scan
lens maps the galvo mirror angles to position changes in the intermediate image plane
(also drawn in Fig. 4.6), which is then imaged into the sample plane by the 4f-system
consisting of the tube and objective lens.
In summary, I have demonstrated a sensible galvo mirror scanning lens configuration
and simple calculations that have proven helpful when designing the setup. Most
experiments in this thesis were performed with a scan lens f1 = 150 mm and a tube
lens f2 = 400 mm, chosen with a ratio to widen the beam diameter to match the
back aperture of the objective. For an Olympus objective (L = 180 mm) with a 40×
magnification, a full scan angle of 10 mrad (about half a degree) scans a sample area
of about 16µm, calculated via equation 4.11. This is more than the maximum area
needed for PBS-TAM with tightly focused beams.
Spatial resolution for sample-scanning TAM
For a basic test of the spatial resolution, the system’s PSF can be estimated by imag-
ing samples with feature sizes well below the diffraction limit. Here, two samples of
lithographically defined nanorods (size λ) are imaged with SS-TAM.
Figure 4.7a shows the ∆T/T image of an array of identical gold nanorods with pump
and probe wavelengths λpu = 400 nm and λpr = 800 nm, respectively. The corre-
sponding scanning electron microscope (SEM) image is shown on the same scale as an
inset. By fitting Gaussian functions to the individual antenna response profiles, the
average width is determined as an estimate of the PSF of this transmission SS-TAM
at these wavelengths. The FWHM is determined as about 330 nm. Figure 4.7b shown
a transient reflection image of a different nanoantenna sample with varying lengths
and wavelengths λpu = 450 nm and λpr = 900 nm. Here, the PSF of is measured as
a FWHM of 380 nm. For comparison, figure 4.7c shows the simultaneously recorded
image of the probe beam reflection R, with a PSF of about 610 nm. The SS-TAM PSF
is therefore significantly smaller than the reflection microscopy PSF, as well as the in-
dividual beam profiles measured before. This shows the nonlinear nature of SS-TAM,
as summarized in equation 3.8.
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Fig. 4.7: Transient-absorption scans of gold nanoantennas, as a resolution standard
for SS-TAM. (a) ∆T/T map of lithographically defined gold nanoantennas of the same
length, recorded at ∆t ≈ 0. The point spread functions of this nonlinear microscopy have
a FWHM of about 330 nm, at λpr = 800 nm. The inset shows an SEM image of the
nanoantennas. (b) ∆R/R map of lithographically defined gold nanoantenna with varying
lengths, recorded at ∆t ≈ 0. The point spread functions have a FWHM of about 380 nm,
at λpr = 900 nm. (c) Reflection map, recorded at the same time as b, demonstrating
the improved spatial resolution of SS-TAM. The FWHM point spread function of this
transmission microscopy is about 610 nm.
The different sign of the antenna response seen in figure 4.7b is likely due to a competi-
tion between bleaching of the surface plasmon band and an excited state absorption78.
Although this interpretation is not the focus of this study, it shows how TAM can reveal
more information together with a higher spatial resolution than regular microscopy.
Spatial precision for probe-beam-scanning TAM
As mentioned before, sub-diffraction limited information about diffusion can be ex-
tracted with PBS-TAM. The resolution here is now directly related to the precision of
the spatial profile, i.e., how well two spatial profiles with different widths can be dis-
tinguished. One straightforward way to quantify this is to extract confidence intervals
for the width parameter of the Gaussian fitting. This measure is complemented by
checking the trace-to-trace spread of the extracted width for noisy data. By analyzing
the error-bars and the point-to-point variation for the data shown in figure 5.3 of the
next chapter, the width precision of this technique is estimated to be about 20 nm for
this type of measurement with probe powers on the order of 100 µW, relative signals
below 10−4 and data averaging over a few seconds, i.e. averaging tens of lines with
75 pixels and 5ms/pixel integration time70.
Another source of uncertainty in the PBS-TAM width estimation comes from the con-
version from rotation angle of the galvo mirrors to an absolute length scale. The mirror
displacement is gauged directly in the sample plane with an antenna sample, like the
one shown in figure 4.7a. Here, the center-to-center distance of the nanoantennas of
1.5 µm have been fabricated by electron beam lithography with nanometer precision.
By scanning an area on the order of 10× 10 µm on such a sample, the applied driving
voltage of the galvo movement controller can be converted to a precise displacement
in the sample plane. All mirror-scanning measurements presented in this thesis have
been calibrated in this way.
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4.1.3 Sensitivity: Noise and lock-in detection
The advantage of time resolution in any transient-absorption measurement comes at
the cost of inherently low relative signal levels, as only the differential changes to the
observed transmitted (or reflected) light are measured on top of a large background.
Chong et al. calculated and measured the response of a single molecule and a small
metal nanoparticle in nonlinear microscopy to be around 10−7 and 10−4 relative sig-
nal, respectively79. To be able to measure these low relative intensity levels, on top of
a large background signal, one needs to overcome low frequency noise80. Therefore, I
modulate the pump beam and record only the probe beam, demodulating the signal
at the modulation frequency with a lock-in amplifier (lock-in). It is often claimed that
1/f-noise dominates the noise level between kHz and MHz modulation, without proof
in terms of a noise spectral analysis81,82. The source of such noise has been attributed
both to laser intensity fluctuations, as well as electronic noise83,84. The actual noise
spectrum depends on many experimental factors, and can be dominated by sources
other than just laser noise and shot noise85. In particular, mechanical vibrations of
individual optomechanical elements on an optical table can contribute significantly to
the total noise.
For these reasons, here, the TAM noise scaling is characterized to find out what mod-
ulation frequencies and integration times are needed to reach the high signal-to-noise
ratio and sensitivity required for PBS-TAM to work as a tool to track diffusion on the
nanoscale.
Noise characterization
First, I analyze the spectrum of the noise of the probe beam on the detector, reflected
off a blank coverslip. By recording time traces for 5 s and varying the demodulation
frequency of the lock-in, the noise level is estimated by taking the standard deviation
of the traces. The low pass filter settings of the lock-in are given by the time constant
tc (in ms) and the roll-off ∆L, measured in decibel per octave (dB/oct). Figure 4.8a
shows the measured noise level as a function of the demodulation frequency. A decrease
in the relative noise for increasing frequency is observed, with a plateau above about
3 kHz.
Next, I choose an experimental modulation frequency of 6.4 kHz, as it shows the lowest
noise for the achievable modulation frequencies with the optical chopper, and perform
the transient absorption experiment. The data is collected from the output of the
lock-in (with its own integration time and filter) with an analog-to-digital converter
with a sampling rate of (4ms−1). Figure 4.8b shows the standard deviation (noise)
of the TAM data collected on graphene, for different settings of the time constant
and roll-off, as a function of the number of time bins used for signal averaging. The
dashed line shows the calculated behavior of a purely shot noise limited probe beam
with 3.5µW transmitted power, when sampled at the different averaging rates. The
calculated relative noise scales as 1/
√
N with the total number of collected photons
N , and includes a correction for the detector quantum efficiency. Note that both the
time constant as well as the roll-off ∆L of the lock-in influence its effective “total”
integration time. It can be seen that, depending on the settings of the lock-in, the
setup is capable of detecting nearly shot noise limited signals below 10−6 with only
about 100 ms integration time and an optical chopper running at f = 6.4 kHz, i.e.,
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Fig. 4.8: Noise characterization to estimate smallest measurable signal. (a) Noise
spectrum recorded with only the probe beam on the detector and varying the lock-in
demodulation frequency. An experimental modulation frequency of 6.4 kHz is chosen. (b)
Noise level, estimated from the standard deviation of averaged ∆T/T time traces on a
graphene sample with increasing number of averaging bins. The three solid curves show
data collected at different settings of the lock-in low pass filter’s time constant tc and
roll-off ∆L. The dashed line shows the calculated relative noise of a shot noise limited
signal (probe laser, 3.5 µW at the photodiode).
without the need to use AOM or EOM technology to reach MHz modulation. This
is a great advantage both for simplicity of the optical setup, as well for the temporal
resolution, as AOM and EOM crystals introduce a large GDD chirp onto the laser
pulses, significantly increasing the pulse width. In the rest of the thesis, if not stated
otherwise, a roll-off of ∆L = 24 dB/oct and a time constant of 1 – 3ms is used, as
these values have shown to lead to the lowest noise levels for this PBS-TAM setup.
4.2 Imaging graphene with transient-absorption
microscopy
So far I have shown that TAM can perform well in terms of temporal resolution,
spatial resolution, and sensitivity. Furthermore, compared to linear microscopy, ad-
ditional information can be extracted. As transient absorption probes the sample’s
photo-excited state properties, contrast can be significantly enhanced. As an example,
I show SS-TAM maps of two different graphene samples in figure 4.9.
Figure 4.9a shows a ∆T/T map recorded on graphene, made by chemical vapor depo-
sition (CVD), which was deposited by wet transfer onto a glass substrate. Line-shaped
and pointlike features can be seen on the sample, similar to shapes which have been
previously attributed to wrinkles and polymer residue particles, respectively86. Figure
4.9b shows a ∆T/T map on graphene encapsulated between two layers of hexagonal
boron nitride (hBN), while figure 4.9c shows the simultaneously recorded reflection.
The ∆T/T image is very sensitive to the edge of the graphene, while the transmission
microscopy shows the biggest contrast at the edge of the hBN. Additional features
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Fig. 4.9: SS-TAM imaging of different graphene samples. Spatial images of transient
transmission of (a) CVD graphene and (b) hBN encapsulated graphene. (c) shows the
transmission (T ) map recorded during the acquisition of b, corrected for probe beam
fluctuations. The ∆T/T map shows the highest contrast at the graphene boundaries,
while the contrast in reflection is dominated by the hBN edge (yellow corners). All maps
were recorded at the pump-probe delay with the highest ∆T/T signal, i.e., ∆t ≈ 0. The
scale bar of b is valid for all three images.
that look like folds, creases, grain boundaries, and bubbles can be distinguished and
imaged with high spatial resolution, demonstrating the power of SS-TAM, even just
for a single pump-probe delay87. Even more information can be extracted when this
type of scan is performed as a function of ∆t. Indeed, SS-TAM has been successfully
applied for materials characterization, biological imaging, and art imaging88.
4.3 Tracking exciton diffusion in semiconductors
As a first concrete example of the method of PBS-TAM explained in this chapter, I
present spatio-temporal imaging of the exciton diffusion in two different semiconduc-
tors, bulk silicon, as well as flakes of atomically thin monolayer MoSe2.
4.3.1 Bulk silicon
As described in chapter 2.1.6, the conductivity properties of silicon have been studied
over many decades, as it is the industrial standard for computer chips, diodes and
solar cells. Direct relationships between electric conductivity, mobility and carrier dif-
fusivity are known from the Einstein relation.
Here, I present spatio-temporal imaging data on bulk p-type silicon, from an industrial
wafer. I choose this sample because it is characterized in terms of doping level and
therefore gives a clear prediction of the exciton diffusion.
To investigate the temporal decay dynamics, I spatially overlap the pump and probe
beams and vary the time-delay. Figure 4.10a shows the resulting trace.
The transient reflection shows a negative step response, followed by a biexponential
decay with fast (6 ps) and slow (210 ps) components.
To visualize exciton diffusion, I proceed to scan the probe beam over the fixed pump
beam for many different time delays. Figure 4.10b shows the resulting spatio-temporal
dataset. I extract the FWHM at each time-delay by fitting Gaussian profiles to the
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Fig. 4.10: Spatio-temporal PBS-TAM datasets recorded on silicon. (a) Temporal
∆R/R dynamics, recorded at x = y = 0, i.e., for overlapping beams. The temporal
response fits to a biexponential decay with time constants τ1 = 6 ps and τ1 = 210 ps,
respectively (not shown). (b) Spatio-temporal dataset recorded by scanning the probe
beam over the fixed pump beam. (c) Squared width evolution, extracted from b by
Gaussian fitting to vertical slices, i.e., for each pump-probe delay (symbols). The error
bars show the 68% confidence intervals of the Gaussian fits. The red curve shows a linear
fit, resulting in a diffusion coefficient of 11.3 cm2/s, according to equation 2.31.
∆R/R spatial profiles, as previously explained, and plot the resulting temporal evo-
lution of the squared width, FWHM2, in figure 4.10c. The squared width is observed
to rise approximately linearly with pump-probe delay. By fitting the slope, together
with equation 2.31, a diffusion coefficient of 11.3 cm2/s is extracted.
This value fits well with reported values for the majority carrier diffusivity reported
in literature for degenerately doped, p-type silicon89.
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4.3.2 Monolayer molybdenum diselenide
The emergence of two-dimensional materials has opened up an exciting platform for
material science and fundamental physics research. Beyond graphene, TMDs have
surfaced as atomically thin semiconductors with an optical band gap. While exciton
diffusion in bulk silicon, probed in reflection geometry, was shown to give sensible
results, the situation becomes more difficult if the sample is only one atom thick, as
signal-to-noise is likely to be worse. However, recent studies have shown that it is
possible to quantify exciton diffusion in monolayer TMDs with PBS-TAM39–41.
Here, I investigate samples of commercially available flakes of molybdenum diselenide
(MoSe2) on a sapphire coverslip. The results are summarized in figure 4.11.
Figure 4.11a shows the temporal response for collinear pump and probe beams. The
transient reflection response shows a negative peak, followed by a biexponential decay
with time constants of τ1 = 1 ps and τ2 = 300 ps, respectively. The inset shows SS-
TAM imaging of the differently sized, triangular, monolayer MoSe2 flakes. These scans
are used to find homogeneous parts of the samples on which to perform the PBS-TAM
scans. Different patterns can be observed, including a darker spot located roughly in
the center of the flakes. The flake on the right hand side of figure 4.11 is an example of
a flake which was chosen to show enough homogeneity over a size of a few micrometer,
so that PBS-TAM can be performed on the sample.
Figure 4.11b shows the full spatio-temporal dataset on such a homogeneous region of
a MoSe2 flake. As before, Gaussian fitting is performed for each vertical slice to the
data. Figure 4.11c shows the squared width evolution and linear fit to the data in the
first 25 ps. A diffusion coefficient of 11.6 cm2/s is obtained. The value obtained here
is quite similar to the value measured by Kumar et al.41 While the study of exciton
diffusion is not the main focus of this thesis, these results are seen as a proof of principle
that nanoscale ultrafast diffusion can be indeed be resolved with PBS-TAM.
4.4 Summary
In summary, I have described the hardware and techniques to set up and characterize
a system for spatio-temporally resolved transient-absorption microscopy capable of
tracking heat and carrier diffusion in solids. The combination of ultrafast lasers,
microscopy and lock-in detection yields high temporal resolution, high spatial precision
and the necessary sensitivity to resolve small relative changes.
I have measured the spatio-temporal transient absorption dynamics on bulk silicon,
as well as atomically thin monolayer MoSe2 flakes. The observed diffusion dynamics
are interpreted as exciton diffusion and match the expected behavior.
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4 Transient absorption microscopy: Experimental setup
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Fig. 4.11: PBS-TAM dataset on monolayer MoSe2 flakes. (a) Temporal dynamics,
recorded at x = y = 0, i.e., for overlapping beams. The temporal response fits to a
biexponential decay with time constants of τ1 = 1 ps and τ2 = 300 ps, respectively (not
shown). The insets show SS-TAM imaging of the MoSe2 flake sample. (b) Spatio-temporal
dataset recorded by probe beam scanning over fixed pump. (c) Squared width evolution,
extracted from b by Gaussian fitting to vertical slices, i.e., for each pump-probe delay
(symbols). The error bars show the 68% confidence intervals of the Gaussian fits. The
red curve shows a linear fit, resulting in a diffusion coefficient of 11.6 cm2/s. The linear
fit was only performed over the time window up to 25 ps, because the data at longer time
delays shows a slight sub-linear behavior.
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Hot-electron diffusion in thin gold films
In this chapter I study hot-electron diffusion in thin gold films via probe-beam scanning
transient-absorption microscopy.
The ultrafast response of metals to light is governed by intriguing non-equilibrium
dynamics involving the interplay of excited electrons and phonons. The coupling be-
tween them gives rise to nonlinear diffusion behavior on ultrashort timescales. Here,
I use scanning ultrafast thermo-modulation microscopy to image the spatio-temporal
hot-electron diffusion in thin gold films. By tracking local transient reflectivity, two
distinct diffusion regimes are revealed: an initial rapid diffusion during the first few
picoseconds, followed by about 100-fold slower diffusion at longer times. Remarkably,
a slower initial diffusion is found than the value previously predicted for purely elec-
tronic diffusion. A comprehensive three-dimensional model is developed, based on a
two-temperature model and evaluation of the thermo-optical response, taking into ac-
count the delaying effect of electron-phonon coupling. The simulations describe well
the observed diffusion dynamics and let us identify the two diffusion regimes as hot-
electron and phonon-limited thermal diffusion, respectively.
This chapter is based on the following publication:
A. Block, M. Liebel, R. Yu, M. Spector, Y. Sivan, F. J. García de Abajo, N. F. van
Hulst, Tracking ultrafast hot-electron diffusion in space and time by ultrafast thermo-
modulation microscopy Science Advances 5, eaav8965 (2019).
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5.1 Introduction
The ultrafast carrier diffusion dynamics in noble metals, such as gold, is of particular
importance for heat management in nanoscale devices, as well as femtosecond laser
ablation, but has thus far only been studied in the time domain21,28,30,90–101. While
these time-resolved studies have uncovered numerous aspects of ultrafast carrier dy-
namics, the nanoscale spatial transport has remained largely unexplored.
Here, I use novel ultrafast microscopy to gain insight into the complex non-equilibrium
dynamics of hot electrons in gold.
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Fig. 5.1: Schematic of non-equilibrium light-metal interaction. (a) The energy distri-
bution of the conduction band electrons at ambient temperature is perturbed by optical
excitation. It quickly evolves to a quasi-thermalized “hot-electron” Fermi-Dirac distribu-
tion with high electron temperature (Te), while the lattice temperature (Tl) stays close
to the ambient level. Subsequent cooling due to electron-phonon coupling and hot-carrier
diffusion leads to thermal equilibrium between the electron and lattice subsystems. (b)
Schematic electron and lattice temperature evolution. Optical excitation to the electron
system with its low heat capacity leads to a rapid increase for the electron temperature
and subsequent equilibration with the lattice. (c) The two competing cooling mechanisms
of hot-electron diffusion and electron-phonon coupling should be discernible in the spatial
domain, as only hot-electron diffusion leads to a broadening of an initially excited area.
These initially excited electrons trigger a cascade of cooling mechanisms that involve
energy transfer between different metal subsystems, of which conduction electrons
and lattice vibrations (phonons) are the dominant ones. Indeed, the ultrafast ther-
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mal response is commonly described by considering the conduction band electrons
and the ionic lattice as separate thermodynamic subsystems with distinct thermal
properties, such as heat capacity and thermal conductivity27. Since the heat capacity
of the electrons is substantially smaller than that of the lattice, the electron subsys-
tem quickly reaches a high temperature Fermi-Dirac distribution, which I refer to
as “hot electrons”, while the lattice stays close to ambient temperature under the
excitation intensities considered here. As depicted in figure 5.1b, the electrons sub-
sequently cool and thermalize with the lattice. This typically happens within a few
picoseconds after excitation. The electron relaxation and thermalization of the two
subsystems are a direct result of an interplay between electron-phonon coupling and
hot-electron diffusion97. Purely time-resolved studies typically cannot separate these
two contributions and have consistently neglected lateral heat flow90–92,97, which be-
comes particularly important when considering nanoscale systems. Directly resolving
hot-electron diffusion, a crucial step for understanding the ultrafast heat dynamics,
has thus far not been possible due to a lack of spatio-temporal resolution95,97–100,102.
Optically induced thermal diffusion has been studied on the micro- to nanosecond scale
via thermal grating spectroscopy103–106, yet the distinction of hot-electron diffusion
from electron-phonon coupling remains a challenge with this technique61, as well as
the limitation to relatively large samples.
Here, I address this shortcoming by interrogating thin gold films with the recently
developed scanning ultrafast thermo-modulation microscopy (SUTM) technique. Fig-
ure 5.1c shows how hot-electron diffusion could be distinguished from electron-phonon
coupling in the spatial domain, as only the former leads to a broadening of the spatial
distribution. I directly measure the spatio-temporal evolution of a locally induced hot-
electron distribution on nanometer length scales with femtosecond resolution. Specif-
ically, in this experiment, an optical pump pulse illuminates a thin gold film, thus
creating hot carriers in the metal. The subsequent thermal response of the metal is
measured by employing a probe pulse that interrogates the sample at a well-defined
time-delay, ∆t, with respect to the pump pulse. By spatially raster-scanning the
probe beam relative to the stationary, tightly focused pump spot at each time-delay,
spatio-temporally resolved transient reflection (∆R/R) maps are obtained. In this ex-
periment, spatial heat diffusion manifests itself as a broadening of the initially excited
area, which is quantified with a nanometer accuracy, far beyond the diffraction limit,
by accurate determination of the SUTM spatial-response function. Considering the
electron redistribution dynamics described above (Fig. 5.1a), I expect to identify dis-
tinct diffusion dynamics regimes, each dominated by a different diffusion mechanism,
depending on the state of thermalization of the sample.
5.2 Spatio-temporal dynamics
I image the light-induced thermal dynamics of a 50 nm thin gold film using SUTM.
The sample is optically excited with a 450 nm (2.76 eV) pump pulse and interrogated
with a 900 nm (1.38 eV) probe pulse, as outlined above. The beams are focused to
spots of full-width at half-maximum (FWHM) at the sample plane of 0.6 and 0.9µm,
respectively, and ∆R/R maps are recorded at different times after photo-excitation
by varying the pump-probe delay between −5 and 30 ps.
Figure 5.2a shows transient reflection images, recorded at three different pump-probe
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Fig. 5.2: Hot-electron dynamics. (a) Scanning ultrafast thermo-modulation images of
the gold film recorded by spatially scanning the probe beam (λpr = 900 nm) relative to
a fixed pump beam position (λpu = 450 nm, centered at x = y = 0 in the image) for
selected pump-probe delays. (b) Transient reflectivity dynamics for collinear pump and
probe pulses, exhibiting two distinct exponential decay contributions with time constants
of 1 ps and 0.9 ns, respectively. An offset at ∆t < 0 has been subtracted from the data.
(c) Spatial profiles (dots) and Gaussian fits (curves) for three selected pump-probe delays,
extracted from a by cutting horizontal lines through the center of the spots (y = 0).
time-delays ∆t for a fixed pump fluence F of 1.0mJ/cm2, which is well below the
damage and ablation threshold of the metal107. At ∆t = −2 ps, i.e., when the probe
interrogates the sample before photo-excitation by the pump, the ∆R/R response is
negligible. Then, at ∆t = 0 ps, a negative ∆R/R spot emerges around the pump
beam position x = y = 0, with up to 10−4 contrast. Subsequently, at ∆t = 10 ps, a
reduced response is observed, as the signal has decayed. The negative sign of ∆R/R
indicates that the heated area exhibits decreased reflection. The data were recorded
with an integration time of 5ms/pixel. To investigate the temporal decay dynamics,
I spatially overlap the pump and probe beams (x = y = 0) and vary the time-delay.
Figure 5.2b shows the resulting trace. The transient reflection shows a negative step
response with a 300 fs rise time, close to the instrument temporal resolution, followed
by a biexponential decay with fast (1 ps) and slow (0.9 ns) components. While these
data contain information about the temporal carrier dynamics, the spatial diffusion
information is provided by the ∆R/R maps of figure 5.2a. Therefore, I fit the central
cross sections of the images with Gaussian functions (Fig. 5.2c). The FWHM increases
by about 100 nm from 1.05µm at ∆t = 0 ps to 1.15µm at ∆t = 10 ps, a result that
is attributed to spatial heat diffusion. The accuracy of this method is ultimately
limited by the signal-to-noise ratio of the response function, which dictates how well
the profiles can be fit. As explained in chapter 4.1.2, a FWHM accuracy of about
20 nm is observed.
I further investigate this evident diffusion behavior, as I want to track the rate at
which it takes place during the thermalization process. Therefore, I proceed to record
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Fig. 5.3: Two-step diffusion dynamics. (a) Spatio-temporal dynamics of the transient
reflection signal ∆R/R. The probe beam is scanned over the pump beam (1D scan across
spot center, vertical axis) as a function of pump-probe delay (horizontal axis) at a pump
fluence of 1.0mJ/cm2. The offset at ∆t < 0 has been subtracted from the data. (b)
Squared-width evolution of the ∆R/R profile, extracted by Gaussian fitting to the spatial
profile at each pump-probe delay (symbols). The error bars show the 68% confidence
intervals of the Gaussian fits. The initial and final diffusion coefficients are extracted by
fitting slopes in the two regions (dashed lines) and comparing to equation 5.1. A fast
diffusion of Dfast = 95 cm2/s is found within the first few picoseconds, followed by slower
diffusion (Dslow = 1.1 cm2/s) after >5 ps. The inset shows the extracted diffusion coef-
ficients for pump fluences in the 0.3 – 1.6mJ/cm2 range, along with the ratio of electron
thermal conductivity κe and electron (lattice) heat capacity Ce (Cl).
a typical spatio-temporal dataset for F = 1.0 mJ/cm2. An estimate of the time-
dependent diffusion coefficient D(t) is obtained in a first, semi-quantitative manner
by assuming the following relationship between the width (FWHM) and D for an
initial Gaussian profile, which I adopt from a general treatment of diffusion problems
as explained in chapter 2.2,
∂FWHM2(t)
∂t
= 16 ln 2D(t). (5.1)
I extract the FWHM at each time-delay by fitting Gaussian profiles to the ∆R/Rmaps,
as previously explained, and plot the resulting temporal evolution of the squared width,
FWHM2, in figure 5.3b. An initial fast spreading is observed, revealed by an increase
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in FWHM2, followed by a much slower broadening at longer time-delays. The two
diffusion regimes appear to correlate with the fast and slow temporal decay regimes
of ∆R/R. I estimate the initial and final diffusion coefficients by fitting lines to the
curve in figure 5.3b (Eq. 5.1). Excluding the transition region, I restrict the fit to the
∆t = 0 – 1 ps and 5 – 30 ps intervals, yielding Dfast = 95 cm2/s and Dslow = 1.1 cm2/s,
respectively. I repeat the same procedure for multiple pump fluences and summarize
the extracted coefficients, along with their standard errors, in the inset to figure 5.3b.
The above analysis provides a simple first measure to quantify diffusion. Yet, it re-
lies on the assumption of a single diffusing profile and its proportionality to transient
reflection, while ignoring the underlying electron and phonon subsystems, as well as
their individual thermal contributions to the reflection signal. Considering these (non-
linear) contributions to the dynamics, the asymptotic linear fitting is too simplistic.
To fully understand the nature of the time-dependent diffusion mechanisms at work,
in particular the transition between the two regimes of the observed spot broadening
dynamics, it is necessary to model the response of the system more rigorously.
5.3 Modeling
I model the spatio-temporal evolution of the pump-induced changes to the reflectivity
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Fig. 5.4: Schematic of the theoretical modeling. The spatio-temporal evolution of
the optically excited gold film is simulated with a full 3D-space two-temperature model.
The temperature-dependent complex permittivity is obtained from the calculated spatio-
temporal electron and lattice temperature maps, including the thermal dependence of
electron-electron and electron-phonon scattering, as well as thermal expansion of the lat-
tice. Then, ∆R/R(x , y , ∆t) is calculated using the thin-film Fresnel equations and ex-
tracting its spatial dynamics using the same Gaussian fitting as in the experimental data
analysis.
First, the electron and lattice temperature distributions in the gold film, Te(r, ∆t)
and Tl(r, ∆t), resolved in space (r = x, y, z) and time (∆t), are calculated by means
of a 3D two-temperature model27,28. Then, the spatio-temporal dynamics of the gold
film permittivity ε(r, ∆t) is calculated, considering the effect of both temperatures on
the Drude response. Finally, the permittivity is converted to the observable, transient
reflection ∆R/R(x, y, ∆t), using the Fresnel equations. This procedure allows for a
direct comparison of the measured data to the predictions of the model for the spatio-
temporal diffusion by Gaussian fitting of the resulting ∆R/R maps to obtain FWHM2





In this model, the electron and lattice temperature Te and Tl are assumed to be time-













= ∇(κs(∇Ts) + Sls + Ses,
(5.2)
where Ce/Cl (Cs) and κe/κl (κs) are the volumetric heat capacity and thermal con-
ductivity of the gold electron/lattice (glass substrate), respectively; G is the electron-
phonon coupling coefficient; and Ses (Sls) is an energy exchange parameter at the
gold-glass interface for the gold electrons (lattice). The temperature scalings, pa-
rameter values, and further description can be found in Ref. [70]. This model is an
extension of the two-temperature model introduced in chapter 2.1.3. The source term
S(r, t) for the energy absorbed from the pump pulse is defined via its Gaussian spatial
and temporal profiles. The calculation of the 3D spatio-temporal electron and lattice
temperatures Te(r, ∆t) and Tl(r, ∆t) for the thin film geometry was first implemented
numerically (MATLAB) on a finite mesh. While this approach works, specially de-
signed software to solve differential equations on finite geometries are better suited.
Therefore, the final simulations for this work have been performed by our collaborators
R. Yu and F.J.G. de Abajo, using COMSOL Multiphysics. The final results of these
two-temperature model simulations are the spatio-temporal electron and lattice tem-
perature profiles. For a comparison with the experiment, these have to be converted
into the observable ∆R/R. To do this, the change of the optical properties of the gold
film with respect to these two temperatures needs to be estimated.
5.3.2 Thermo-optical response
I calculate the spatio-temporal dependence of the gold film permittivity ε as a function
of both Te(r, ∆t) and Tl(r, ∆t), from above, using a Drude model for the near-infrared
probe wavelength,




Here, ε∞ is the high-frequency permittivity. The plasma frequency ωp depends on lat-
tice temperature Tl due to volume expansion of the lattice, affecting the free conduction
band electron density ne. Namely, ωp(Tl) =
√
(e2/ε0meff) · ne(T0)/(1 + β∆Tl), where
β is the thermal expansion coefficient, ne(T0) is the unperturbed density, meff is the
effective electron mass, ε0 is the vacuum permittivity, and e is the elementary charge.
γre represents the total rate of relaxation collisions that conserve momentum and en-
ergy of the electron subsystem, given by γre(Te,Tl) = γe−ph(Tl) + γUme−e(Te), where
γe−ph is the electron-phonon collision rate, depending on the lattice temperature as
γe−ph(Tl) = BTl, and γUme−e is the Umklapp electron-electron collision rate, depending
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on Te as γUme−e(Te) = ∆UmAT 2e . All parameter values and further discussion can be
found in Ref. [70]. This analytical model for the explicit dependence of the permit-
tivity on both electron and lattice temperature was provided by our collaborators M.
Spector and Y. Sivan.
5.3.3 Differential reflection and transmission
From the temperature dependent permittivity of the gold film, ε(Te,Tl), I can estimate
the spatio-temporal reflectivity maps, using the well known Fresnel formulas for thin








Fig. 5.5: Schematic for the calculation of reflectivity R and transmissivity T in a thin
film geometry. The refractive index of air and glass were set to 1 and 1.5, respectively,
while the complex refractive index of gold comes from the thermo-optical calculation of
εAu.
The air above and the glass substrate below the gold film are modeled as semi-infinite
slabs with refractive indices n1 = 1 and n3 = 1.5, respectively, while the complex
refractive index of the metal film (n2 = n′2 + in′′2) is taken from the square root of the
permittivity calculated from the thermo-optical response above.
The complex reflection and transmission coefficients r and t are calculated via









with β = 2πλ0 n2h, where h is the thickness of the film. Then, the reflectivity R and








Finally, the differential reflectivity can be calculated by inserting the refractive index




R(Te,Tl)−R(293 K, 293 K)
R(293 K, 293 K) . (5.6)
5.3.4 Simulation results
The simulated evolution of the electron and lattice temperatures Te/l at x = y = z = 0
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Fig. 5.6: Results of the full modeling. (a) Predicted temporal evolution of the electron
(top) and lattice (bottom) temperatures at the beam center for the three pump fluences
used in the experiment, extracted from finite element method simulations using the two-
temperature model. (b) Theoretical (curves) and experimental (symbols) evolution of the
squared width of ∆R/R for different pump fluences F (top). For the simulated data,
these were obtained by fitting Gaussian curves to the spatio-temporal simulation data,
after the full 3D thermo-optical response calculation. In accordance with figure 5.3b, a
fast diffusion regime is identified at high electron temperatures, within the first few ps,
followed by a thermalized regime (>5 ps) dominated by phonon-limited transport, with
orders-of-magnitude lower diffusivity. The initial slope for a diffusivity of D = κe/Ce is
shown for comparison. The bottom panel shows the difference ∆ between the data and
the full model calculation.
is observed, as well as a subsequent cooling and thermalization with the lattice to a
temperature of a few tens of degrees above the ambient level of 293K.
Figure 5.6b shows the calculated evolution of the squared FWHM together with the
experimental results for the three pump fluences under consideration. The compari-
son shows that the calculated evolution describes the experimental data well for both
thermalization regimes, as well as the fluence dependence. The relative difference ∆ of
the squared width between the full model and the experimental data lies below ±4%
over the entire range of studied time-delays.
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5.4 Discussion
Using scanning ultrafast thermo-modulation microscopy, I have imaged the thermo-
optical dynamics of gold films and identified two regimes of thermal diffusion domi-
nated by hot-electrons and lattice modes (phonons), respectively. Intuitively, the two
observed regimes of heat diffusion may be understood from limiting cases of the two-
temperature model. At early times, when Te  Tl, the electron-lattice thermalization
time can be estimated as τe-ph = Ce(Te)/G, and the hot-electron-dominated diffusion
can be estimated as Dfast = κe/Ce21. In the long term, after thermalization of the
electrons and the lattice (Te ≈ Tl), the two-temperature model simplifies to a diffusion
equation with Dslow = (κe + κl)/(Ce + Cl) ≈ κe/Cl. This is the well-known thermal
diffusivity of gold25. Inserting the values of electron-phonon coupling constant, heat
capacity, and thermal conductivity leads to τe-ph = 1 – 3 ps (for Te = 300 – 1000 K),
Dfast = 152 cm2/s and Dslow = 1.36 cm2/s. However, Dfast = κe/Ce, also shown
as a gray dashed line in figure 5.6c, only serves as a preliminary estimation, which
overestimates the values observed by our spatio-temporal imaging (see also inset to
Fig. 5.3b). Obviously, the delaying effect of electron-phonon coupling on the diffusion
dynamics needs to be taken into account. Modeling the full dynamics from absorp-
tion through electron-lattice thermalization to spatio-temporal permittivity dynamics
allows us to predict the evolution of the spatial width of ∆R/R, resulting in good
quantitative agreement with the experimentally determined time-dependent diffusion.
In particular, it illustrates how the elevated temperature of the conduction-band elec-
trons correlates with a fast carrier diffusion and how both electron-phonon coupling
and hot-electron diffusion contribute to the transition between the two mentioned
regimes. I note that the model relies purely on reported material constants and has
no free adjustable parameters. In addition, the dependence of the calculated width
evolution on the laser fluence agrees well with the experimental data.
In the transition regime, around 5 ps time-delay, a subtle decrease of FWHM is pre-
dicted, which lies within the uncertainty of the experimental data. In fact, the two-
temperature-model predicts a substantial decrease of FWHM for the electron tem-
perature distribution (i.e., apparent negative diffusion) in this transition regime. The
effect is less visible after conversion to the observable, ∆R/R, both experimentally
and in simulation, presumably due to the influence of the lattice temperature in the
crossover regime.
Recent experiments have studied the effects of non-thermal electron distributions,
as well as a transition from ballistic to diffusive electron transport90,91. It will be in-
teresting to study these effects in real space with SUTM at higher temporal resolution.
5.5 Conclusion
In summary, I have tracked thermally induced diffusion in a thin gold film from absorp-
tion to thermalization in time and space with femtosecond and nanometer resolution.
A transition from hot-electron to phonon-limited diffusion is resolved. The electronic
and phononic cooling regimes are interpreted with the help of full two-temperature
and thermo-optical modeling. The predicted dynamics agree well with the experi-
mental observations. The insight gained on hot-carrier dynamics from direct spatio-
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temporal imaging is crucial to understand the interplay of electrons and phonons in
ultrafast nanoscale photonics and thus to design nanoscale thermal management in
nano-optoelectronic devices. In particular, the control of heat exchange between the
electron and lattice systems is important in device functionality. More generally, the
excess energy of hot electrons finds applications in an increasingly wide range of sys-
tems, such as thermoelectric devices, broadband photo-detectors, efficient solar cells,
and even plasmon-enhanced photochemistry.
Here, I have applied my method to gold, the “gold” standard for many such applica-
tions of electron heat. Certainly, ultrafast thermo-modulation microscopy is equally
suitable to study a vast range of other materials and systems in the future.
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Graphene hot-carrier dynamics tracked
with ultrafast all-optical microscopy
In this chapter I study the hot-carrier diffusion dynamics in monolayer graphene.
Electronic transport in graphene occurs with an exceptionally high charge carrier mo-
bility, up to 200.000 cm2/Vs at room temperature. The mobility of a graphene device,
however, depends strongly on external parameters, such as temperature, production
method, and environment (e.g. substrate). Here, we study the effect of these external
parameters on the diffusion of heat in graphene, in particular hot-carrier diffusion.
Whereas the charge carrier mobility is typically measured through electrical measure-
ments, we employ an all-optical technique, probe-beam-scanning transient-absorption
microscopy, to track, in space and time, electronic heat diffusion in graphene.
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6.1 Graphene: Introduction
Graphene is a two-dimensional material, consisting of single layers of carbon atoms
in a honeycomb lattice. Since its experimental discovery in 2004, graphene has been
characterized both electrically and optically109–112. One of the most important obser-
vations is that graphene has high electrical conductivity and charge carrier mobility,
which can be tuned by electrostatic gating. It is expected that high charge carrier mo-
bility also leads to fast diffusion of heat, i.e., hot-carrier diffusion42,113. Importantly,
the transport properties of graphene have been shown to be strongly influenced by
external parameters. These include the different production types, such as CVD or
exfoliation, the environment, such as the substrate, as well as the Fermi level42.
To test this dependence I study three different samples with different production
methods and environments. I present temporally, as well as spatio-temporally re-
solved transient-absorption dynamics, including their dependence on pump-laser flu-
ence, to study the effect of these external variables on hot-carrier diffusion in monolayer
graphene.
6.1.1 Thermal diffusivity expected from carrier mobility
The field of electronic transport in graphene has developed over a decade by now.
By determining the electric conductivity at a known carrier density, the electron mo-
bility can be measured (see Eq. 2.14). The reported values for graphene’s electron
mobility vary over orders of magnitude from 103 to 105 cm2/Vs114,115. Higher mobil-
ities have generally been found for suspended, as well as hBN-encapsulated graphene
samples116–118. In contrast, carrier or heat diffusivity is reported far less, and the
assumed relation between mobility and diffusivity has not been consistent across the
literature.
One of the most cited experimental carrier diffusivities for monolayer graphene comes
from one study using PBS-TAM. Ruzicka et al. report measurements of graphene
hot-electron diffusion coefficients of D = 11 000 cm2/s in epitaxial graphene on a Si-
terminated 6H-SiC crystalline wafer surface65 and D = 5500 cm2/s in CVD graphene
on quartz substrates119. The authors relate these values to mobility using the Ein-
stein relation for semiconductors (see eq. 2.15), with an extra factor 2, presumably
due to electron and hole degeneracy. As this equation includes a temperature, they
insert an elevated electron temperature estimated from the photon energy and Fermi-
Dirac statistics alone, disregarding the dependence on fluence, as >2000K. Their
estimated mobilities of 70 000 and 60 000 cm2/Vs are much higher than other reports
based on electrical measurements for epitaxial or CVD graphene at room temperature,
respectively118,120, and their results have not been reproduced since.
Further, Chen et al. report diffusivities of about 10 000 cm2/s using a transient grating
technique121. They calculate mobilities of 120 000 cm2/Vs with the Einstein relation
for semiconductors, yet without the extra factor 2, inserting mean electron tempera-
tures of 650 – 750K. In this technique, spatial diffusion information is inferred in an
indirect way from time-resolved data.
Rengel and Martín have performed Monte Carlo simulations on carrier diffusion as a
function of carrier density44, substrate122, and impurity density123. Contrary to the
previous mentions, they consider the Einstein relation introduced in chapter 2.1.7 for
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graphene (Eq. 2.21), which seems to be supported by their Monte Carlo method.
However, they calculate a low field diffusivity of 40 000 cm2/s for suspended graphene,
based on their calculated mobility of about 500 000 cm2/Vs, a much higher value than
any measured mobilities for room temperature graphene118. These reported diffusiv-
ities on the order of 10 000 cm2/s suggest charge carrier mobilities on the order of
100 000 cm2/Vs. These values are much higher than realistic values for the types of
samples that were used, where mobilities below 10 000 cm2/Vs are expected118.
Thus, there seems to be a controversy in the literature and this lack of agreement calls
for decisive experiments to study the hot carrier diffusion in monolayer graphene, and
its dependence on production type, substrate, and environment.
6.2 Experimental Results
6.2.1 Three different samples: Description and imaging
In this study I investigate and compare the diffusion dynamics of three different
graphene samples. To get a first look at the samples, I image them with transmission
laser confocal microscopy, using λ = 900 nm light. The top row of figure 6.1 shows
transmission images of all three samples under study here.
CVD graphene on glass
hBN - graphene - hBN 
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Fig. 6.1: Imaging different graphene samples with transmission microscopy and SS-
TAM. The top row shows the transmission microscopy images of (a) CVD graphene on
glass, (b) exfoliated and hBN encapsulated graphene, and (c) CVD graphene suspended
on a TEM grid. (d-f) The bottom row shows the corresponding transient-absorption
microscopy images of the three samples. The ∆T/T images shows enhanced contrast of
small imperfections (d and e) and allows for a better distinction of the location of the
graphene (e and f). The 10 µm scale bar shown in e is valid for all images.
Figure 6.1a shows a 50 × 50 µm region of the first sample, large-scale commercially
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grown CVD graphene (full size: 5× 5 mm). The graphene has been transferred from
its copper foil substrate to a standard glass cover slip by wet transfer at ICFO.
Figure 6.1b shows the second sample, an exfoliated flake of graphene, which has been
encapsulated by thin flakes of exfoliated hBN from both sides, and dry transfered onto
a glass cover slip. This sample was fully fabricated at ICFO. The highest transmission
contrast comes from the hBN edge, while the region of the graphene can be seen as a
slightly darker area.
Figure 6.1c shows the image of the third sample, a commercially available sample with
CVD graphene suspended on a transmission electron microscope (TEM) grid, consist-
ing of an array of holes with diameters of 6 µm. The transmission image resolves the
hole array, while the location of the graphene is not visible on this scale, due to its
transparency.
To improve the contrast, I proceed to image the transient absorption ∆T/T for all
three samples via SS-TAM, with λpu = 450 nm, λpr = 900 nm. The resulting images
are shown in the bottom row of figure 6.1.
Figure 6.1d shows the TA signal of the CVD sample supported on glass. Compared
to the transmission image, the ∆T/T shows lower noise levels and a better contrast
of the visible round and line-shaped features. As discussed in chapter 4.2, shapes like
these have been attributed to wrinkles and polymer residue particles.
For the hBN encapsulated sample, seen in figure 6.1e, the difference in contrast com-
pared with the transmission image is even stronger. Now, a very high contrast between
the graphene and the hBN flakes is observed. Again, the features within the graphene
have been discussed in chapter 4.2.
Finally, figure 6.1f shows the transient absorption image of the suspended sample.
Here, bright and dark areas within the TEM grid holes are visible, which are inter-
preted as regions covered with graphene and regions with no graphene, respectively.
These transient absorption images were all acquired at a time delay close to time zero
(∆t ≈ 200 fs), which gives the maximum signal strength. However, the relative signal
strengths are not directly comparable due to different pump laser powers. The next
section provides a comparison of the temporal evolution at equal powers.
6.2.2 Temporal response
The first step towards the spatio-temporal imaging is to observe the temporal transient-
absorption dynamics. Figure 6.2 shows the ∆T/T signal, recorded at a pump fluence
of 0.9mJ/cm2, for the three samples under study here.
Both CVD samples (blue and red curves) show an initial rise, limited by the instrument
response, followed by a decay within a few picoseconds. The response of the suspended
CVD sample is scaled by a factor 0.5 for better comparison to the supported CVD
graphene. I observe that the suspended CVD graphene shows a significantly slower
decay than the supported sample. This is likely the result of the enhanced coupling
to the substrate, providing an additional decay channel for hot carriers. The complex
cooling dynamics via various mechanisms involving optical and acoustic phonons in
graphene, and substrate phonons is an active field of research124–131.
The exfoliated and hBN encapsulated sample shows a different temporal response
(black curve in figure 6.2). The signal also first rises, but then crosses over to negative
∆T/T within the first picosecond. Subsequently, the signal decays towards zero on
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Fig. 6.2: Transient-absorption time traces on the three different graphene samples.
The suspended CVD graphene (blue curve) shows the strongest response. Its signal has
been multiplied by 0.5 for better visibility. The glass-supported CVD sample (red curve)
shows a faster decay than the suspended sample. The hBN encapsulated graphene (black
curve) shows more complex dynamics, i.e., a transition from positive to negative signal
within the first picosecond.
similar timescales as the suspended sample. The amplitude of the total signal never
reaches the levels of the other two samples, possibly due to a partial cancellation of the
positive and the negative contribution. The first hypothesis of what is happening here
is that the scaling of the observable, ∆T/T , is highly nonlinear with the underlying
hot-electron temperature profile that the pump beam creates.
To test this hypothesis, I proceed to measure the TA time traces as a function of pump
laser fluence for the hBN encapsulated sample. The results are shown in figure 6.3.
F = 89 µJ/cm2
F = 70 µJ/cm2
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Fig. 6.3: Pump fluence dependence of ∆T/T time traces for hBN encapsulated
graphene. For the lowest pump fluence F = 33 µJ/cm2, only a negative peak and subse-
quent decay is visible. With increased fluence, the emergence of a positive spike within the
first picosecond is observed, showing a nonlinear behavior in the scaling of the positive-
to-negative ratio. The curves have been offset vertically for visibility.
I observe that for the lowest pump fluence the ∆T/T response only shows a nega-
tive signal amplitude decaying on a few picosecond timescale. Then, with increased
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fluence, a positive spike emerges within the first picoseconds, before crossing over to
negative ∆T/T and decaying. These intriguing crossover dynamics show a nonlinear
scaling with fluence. For example, the positive signal roughly doubles for a fluence
increase from 89 – 107µJ/cm2.
The results here seem to reproduce the trends observed by Malard et al. and Chen et
al., which have been explained as a combined response of inter- and intraband contribu-
tions to the optical conductivity, which is expected to scale linearly with ∆T/T 132,133.
This complex influence of the carrier temperature on the transmission can be under-
stood in terms of the density of states of the graphene electrons. The carrier heating
leads to a broadened Fermi-Dirac distribution, similar to the previous description for
metal conduction band electrons in chapter 5.1. Therefore, more free carriers are
present in both bands of graphene, i.e., more electrons in the conduction band and
more holes in the valence band.
Intraband transitions are optical transitions within a band coupled to optical phonons
to overcome a momentum mismatch. As more carriers in each band can be pro-
moted by intraband transitions, this leads to enhanced absorption, i.e., negative ∆T/T
response132,134.
On the other hand, interband transitions are direct transitions between the two bands.
Here, the population of states at the probe photon transition energy ±~ωpr/2 sup-
presses these transitions∗. This phenomenon, known as Pauli blocking, reduces the
absorption and leads to a positive ∆T/T response132,134. Malard et al. estimate that
for electron temperatures between 300 – 800K, the intraband contribution dominates
and the response is linear in Te. For higher Te, on the other hand, the interband con-
tribution starts to cause a significant nonlinear behavior and eventually a sign change
in the response132.
Note that the Fermi level is also expected to significantly influence these dynamics.
Differently prepared samples are known to have varying Fermi levels, due, e.g., to
charge accumulation at the substrate and impurity interfaces.
A possible additional interplay of these transient-absorption dynamics with a so-called
“coherent artifact”, known from TA-spectroscopy, has not been discussed in the liter-
ature, yet might contribute to the dynamics as well. As explained in chapter 3.1, the
idea is that TA data within the optical pulse width may be cause by other nonlinear
processes, such as four-wave-mixing, as the strict time ordering of pump and probe
pulses is not given in this regime.
6.2.3 Spatio-temporal dynamics
To gain more insight into the spatial carrier movement during this hot-electron cooling
process, I perform spatio-temporally resolved PBS-TAM to extract diffusion dynam-
ics, as explained before. Figure 6.4 shows a summary of the resulting spatio-temporal
datasets for the three different samples.
Figure 6.4a-c shows the spatio-temporally resolved PBS-TAM data for the three sam-
ples under study. In all three cases the signal decays temporally within the first few
picoseconds. To be able to judge the spatial evolution of the light-induced response
∗Note that to cause small absorption changes on the order of 10−5, only the high energy tail of
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Fig. 6.4: Spatio-temporal datasets collected with PBS-TAM. The top row shows the
spatio-temporal ∆T/T datasets for (a) the suspended CVD graphene (b) CVD graphene
supported on glass, and (c) exfoliated and hBN encapsulated graphene. For all cases, the
background at ∆t < 0 has been subtracted. In the middle row the spatial profiles have
been normalized to the maximum (d,e) or minimum (f) for each pump probe delay ∆t.
The bottom row shows the residuals of the Gaussian fits to every spatial profile relative to
the maximum signal. Both CVD samples (g and h) show a five-fold residual pattern on
the percent level. (i) The hBN encapsulated sample shows the strongest residuals of up
to 20% in the sign change region.
independent of the decay, the middle row shows the data normalized to the maximum
(Fig. 6.4d-e) or the minimum (Fig. 6.4f) value for each time-delay.
To quantify the evolution of the width, I proceed to fit Gaussian functions to each
of the spatial profiles as a function of ∆t for all three samples. Figure 6.4g-i shows
the residual maps of this fitting procedure. While all three samples show a five-fold
residual pattern around time zero, the hBN encapsulated sample has the strongest
deviation from a Gaussian shape, with residuals up to ±20%.
Figure 6.5a shows the graph of the squared widths, FWHM2, as a function of ∆t for
the three samples under investigation.
All three samples show distinct diffusion dynamics. The suspended CVD graphene
sample starts with an initial width (at ∆t ≈ 0) of about 2 µm (=
√
4 µm2) and shows
a roughly linear increase of squared width. The CVD graphene supported on glass
starts from a narrower width, closer to 1.4µm, and can be seen to shrink within the
first picosecond, followed by barely detectable broadening over 5 ps, while the signal
decays. The hBN-encapsulated sample shows even more peculiar behavior. In fact,
the width can be seen to decrease, then increase rapidly, then decrease, all within 1 ps,
and finally increase with a slope slightly below that of the suspended sample.
The desired measure of the diffusivity should be given by the slope of the curves (see
Eq. 2.37). For the suspended sample, the purple dashed line is fit to the data within
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Fig. 6.5: Spatio-temporal width dynamics for the three different samples. (a) shows
the FWHM2(t) evolution, extracted from the Gaussian fits to the data of figure 6.4. The
errorbars show the 68% confidence intervals. The dashed lines are estimated slopes for
the suspended and hBN encapsulated graphene. The shaded area highlights the region of
high uncertainty for the extraction of diffusion dynamics of the hBN encapsulated sample,
due to a “pole” as the ∆R/R signal changes sign. (b) shows the initial (∆t = 0) spatial
profiles for the three different samples.
the first picosecond, showing an estimated diffusivity of about 570 cm2/s. For the
supported CVD sample, no discernible broadening can be observed. In fact, as the
width decreases in the first picosecond, a negative diffusion coefficient would be ob-
tained, which is not physical. Finally, for the hBN encapsulated sample, as the TA
signal changes sign around the delay of ∆t ≈ 0.3 ps, the width dynamics should not
be regarded as reporting on the diffusivity in the vicinity of this “pole” region, shown
as a shaded region in figure 6.5a. Similar to the simulations of two species with oppo-
site sign shown in chapter 3.2.4, the Gaussian fit close to the pole region shows high
confidence, i.e., small errorbars. There, I concluded that this measure does not reflect
the true uncertainty for estimating the underlying diffusion dynamics at such a pole
region. Excluding the shaded area, I conservatively estimate the diffusivity with the
green dashed line to about 3250 cm2/s, based on the slope connecting the measured
widths at ∆t ≈ 0 and ∆t ≈ 1 ps.
To illustrate the difference in initial width, the spatial profiles at ∆t ≈ 0 are shown in
figure 6.5b. It is observed that the suspended sample has a much larger width than
the other two samples. Note that the samples are measured under the same condi-
tions, such as objective lens, incoming beam collimation, etc. Possible reasons for this
discrepancy will be discussed in the discussion (section 6.3).
It should be noted here that one of the basic assumptions to directly probe diffusion
with PBS-TAM, elaborated in chapter 3.1.5, seems to be violated here. That is, the
relation between the observable ∆T/T and the underlying carrier profile, in particu-
lar the hot-carrier temperature profile ∆Te, is nonlinear. While this is effect is most
visible in the case of the hBN encapsulated sample, where inter- and intraband effects
have been used to explain the sign changes, the other two sample types might also
suffer from a nonlinear scaling of transient absorption with electron temperature.
68
6.3 Discussion
Fluence dependent spatio-temporal dynamics of hBN encapsulated graphene
To further investigate the intriguing results suggesting a highly nonlinear response by
the hBN-encapsulated sample, I now perform the spatio-temporal imaging as a func-
tion of pump fluence. The results are summarized in figure 6.6.
Figure 6.6a shows four spatio-temporal datasets for varying fluences of the pump laser
between 58 and 412 µJ/cm2. To emphasize the influence of the two contributions on
the spatial profiles, figure 6.6b shows the same data scaled to show only the negative
valued data. Once again, Gaussian fits are performed for all fluences, and their width
evolution is shown in figure 6.6c. The spatial profiles for the specific pump-probe delay
of ≈ 0.6 ps are displayed in figure 6.6d.
The first observation is that the width evolution shows a pole around ∆t ≈ 0.3 ps, as
seen before, for all investigated pump fluences. The shapes of the profiles in figure 6.6d
show that the dynamics are not described well by a Gaussian function, as the positive
and negative contributions cause the shapes to deviate significantly from a Gaussian
curve. By looking at the low fluence data, it seems that such a deviation is also present
when there is no sign flip. Therefore, the presence of two contributions can cause de-
viations to the FWHM, even if the signal might look roughly Gaussian and the width
evolution should not be taken as a guaranteed measure of diffusion in such a crossover
regime. This is similar to what was described in chapter 3.2.4. This is the reason why
the widths determined by Gaussian fitting for the hBN encapsulated sample within
the shaded region in figure 6.5a should be excluded from the slope fitting method to
extract diffusivities. From the spatio-temporal data it is also observed that the two
components with opposite sign influence the dynamics at times ∆t well above the pulse
lengths τcross-corr. Therefore, the simple explanation of a coherent artifact, mentioned
in section 6.2.2, is excluded as the sole explanation of the observed transition behavior.
6.3 Discussion
As shown in the previous chapters, the technique of PBS-TAM has proven capable of
tracking carriers and estimate their diffusion coefficients in silicon and gold samples.
Since graphene is known to be one of the materials with the highest carrier mobility,
one might have expected to measure very high diffusivities, as previous reports on un-
encapsulated, supported CVD graphene observed diffusivities up to 104 cm2/s65. How-
ever, none of the studied samples were observed to diffuse faster than about 600 cm2/s
for pump-probe delays above 1.5 ps. The three differently fabricated samples showed
very distinct dynamics, showing a large dependence of hot-carrier transport on exter-
nal parameters, such as production method and environment. In particular, the CVD
graphene supported on glass showed nearly no discernible carrier diffusion, while the
suspended CVD sample showed moderate carrier diffusion on the order of 600 cm2/s.
This follows the general expectation that CVD graphene shows inferior transport prop-
erties, typically ascribed to polymer residue. Additionally, supported samples typically
show higher scattering from substrate phonons and defects than suspended ones. The
hBN encapsulated, exfoliated graphene, known for high mobility, showed a highly non-
linear transient optical response with a sign change around 0.3 ps, causing a “pole” in
the graph of the squared width evolution. Although this makes the direct tracking of
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Fig. 6.6: Fluence dependent spatio-temporal transient-absorption microscopy on
hBN-encapsulated graphene. (a) Spatio-temporal PBS-TAM data for the four stud-
ied pump fluences between 58 – 412 µJ/cm2. All datasets show a transition form positive
to negative signal. (b) The same data as in a, scaled to show only the negative part. Here,
the deviation from a Gaussian shape becomes especially visible. (c) The squared width
evolution, extracted from a via Gaussian fitting. The widths for all fluences show a pole
around ∆t ≈ 0.3 ps. (d) Cutlines of the spatio-temporal datasets at ∆t = 0.6 ps. The
influence of the positive and negative component on the spatial shape becomes evident,
causing a deviation from a Gaussian shape.
the diffusivity more difficult, the data show signs of a significantly higher diffusivity,
estimated conservatively to lie around 3000 cm2/s.
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A further observation from the data is that the suspended sample showed a larger
initial response already at time zero. As the experimental conditions were identical,
the possible explanations for such a broader response should reduce. One explanation
could be a strong nonlinear relationship from the observable to the underlying spatial
profile, scaling differently for the different samples may also change the initial width,
although the effect observed here seems too large to be explained by this fact alone.
A second explanation could be worse focusing, as the z-position is re-iterated when
changing sample. A third interpretation is that there has been substantial broadening
of the response within the temporal window of the pulse lengths, τcross-corr = 250 fs.
The focus of the beams onto the sample was achieved by maximizing the ∆T/T signal
while moving the sample in z. This should lead to the minimum spot size on the sample
if one considers the final signal as the overlap of the fluence, i.e. power divided by spot
size area, of the two beams. Therefore, it seems plausible that there has been a large
diffusion occurring within 250 fs, with an increase in FWHM2 from 2 to 4 µm2, in accor-
dance with the only other similar work65. Calculating ∆FWHM2/(16(ln 2)τcross-corr),
a diffusion coefficient can be estimated to be on the order of 7200 cm2/s. However,
further experiments have been performed to exclude this possibility. Investigating the
initial width as a function of the sample height z along the laser focal position, an
initial width of around 1.4 µm has been observed with the suspended sample, as well.
This suggests the exact focusing conditions to be the most likely cause of the observed
effect. Indeed, as I will show in the next chapter (section 7.6.1), the strongest of tran-
sient photocurrent signal can come from a z-position away from focus. Although this
behavior did not seem to manifest itself in TA, it should be examined more thoroughly
in future studies.
Despite the discussed complications, intriguing dynamics were uncovered. At pump-
probe delays of more than 1 ps, the upper bounds on hot-carrier diffusion in graphene
observed here are in accordance with reports of relative low mobilities in supported,
room-temperature graphene. For example, using equation 2.21, a typical mobility of
CVD graphene135 of µ = 3000 cm2/Vs, and a Fermi energy between 50 – 400meV (i.e.
carrier densities n = 1.8× 1011 – 1.2× 1013 cm−2), predicts a diffusivity of 75 – 600 cm2/s.
6.4 Summary
In summary, I have measured the ultrafast optical response, both in the time domain
and in space and time, of three differently supported and produced graphene samples
to gain insight into hot-carrier diffusion and its dependence on external parameters.
Intriguing dynamics were observed, including a highly nonlinear pump laser fluence de-
pendence of the transient absorption signal for hBN encapsulated, exfoliated graphene.
A transition from positive to negative transient transmission was observed, which has
been hypothesized to come from a competition of inter- and intraband contributions.
I have presented upper limits to the hot-carrier diffusion at room temperature for the
samples under study, helping to put into context previous reports with very high dif-
fusivity values.
The estimation of diffusivity from electronic mobility and vice versa in graphene has
not been been consistent and might have resulted in unrealistically high diffusivity
predictions, as mentioned in the introduction to this chapter. In particular, different
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versions of the Einstein relation have been employed throughout the literature.
To my knowledge, there has never been a combined, independent measurement of mo-
bility and diffusivity in which the validity of the Einstein relation has been tested. In
the following chapter, 7, I present a transient spatio-temporal photocurrent technique
on a previously characterized sample in which, for the first time, the diffusivities are
estimated in a sample with known mobility and the validity of the Einstein relation is
discussed.
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7
Graphene hot-carrier dynamics tracked
with ultrafast photocurrent microscopy
In the previous chapter, I tracked hot carriers in graphene with all-optical transient-
absorption microscopy. In particular, I studied the effect of external parameters on the
ultrafast transport properties, thereby establishing a link between electron mobility and
diffusivity. Here, I take this one step further, by investigating devices with precisely
known mobility and Fermi energy and measuring the electronic part of the thermal
transport.
To this end, I introduce a novel technique, ultrafast spatio-temporal beam-scanning
photocurrent microscopy. This technique measures the photocurrent, generated due to
the photothermoelectric effect, in gate-tunable graphene p-n junction devices. Here, the
photothermoelectric current directly probes the induced elevated electron temperature
above the ambient level. I extract diffusion dynamics, by independently controlling the
time delay and spatial offset between two ultrafast pulses and measuring the nonlinear
contribution to the photocurrent caused by the interaction of the electronic heat. A
simulation based on hot-electron diffusion reproduces many of the observed dynamics
for reasonable values of hot-electron diffusivity in a device with known carrier mobili-
ties. Therefore, a direct quantitative comparison between diffusivity and mobility can
be established.
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7.1 Introduction
The speed at which charge carriers can move through a solid-state device with an
applied voltage is typically quantified as the carrier mobility by conductivity measure-
ments. On the other hand, the same carriers are also involved in heat transport. In
chapter 6.1.1, I gave an overview of the current status of reported values for carrier
diffusivity and electric mobility in the literature. In particular, the relation between
the two, i.e., the Einstein relation, has been not used consistently. In chapter 2.1.7, I
introduced a simple form of the Einstein relation which I hypothesize should be the
one applicable to graphene carriers.
My goal here is to test the validity of this relation for the highly mobile carriers in
exfoliated and hBN encapsulated graphene. To this aim, I directly track hot-carrier
diffusion with an experimental observable which is sensitive to electron heat in a sam-
ple with known carrier mobility.
Here, I present results from two different devices, which have both been characterized
in independent electrical measurements. Both devices consist of an exfoliated flake of
single layer graphene, encapsulated on both sides by thin layers of hBN and have been
contacted for electrical measurements. In the first sample, the graphene is connected
to two gold contacts. I call this the TC (“two-contact”) sample, which has been de-
scribed and characterized by Woessner et al.136. In the second sample, multiple gold
contacts connect to the graphene in a hall-bar geometry. I name this the HB (“Hall
bar”) sample, which has been described by Tielrooij et al.131. In particular, the HB
sample was characterized by four-point probe Hall measurements as a function of elec-
trostatic gate voltage131. The resulting graph, showing the carrier mobility µ as a
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Fig. 7.1: Calculated carrier diffusion dynamics in an electrically characterized device.
(a) The carrier mobility µ, extracted from a four-probe conductivity measurement as a
function of carrier density, from Tielrooij et al.131 (b) Estimated diffusivity D from the
Einstein relation for graphene (Eq. 2.21, displayed). The inset shows the estimated
momentum scattering time τscat, calculated via equation 2.7 with vF ≈ 106 m/s.
The sample shows a typical decrease of mobility for higher n, i.e., away from the
charge neutrality point. Note that the conductivity σ increases with n, yet sub-
linearly. Therefore, the mobility decreases, as µ = σ/(en). Now that the mobility of
the sample is known, the carrier diffusivity can be predicted. The Einstein relation I
have introduced for graphene in equation 2.21, directly relates the carrier mobility to
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the diffusivity D and the carrier density n. Figure 7.1b shows the calculated diffusiv-
ity for the studied values of the carrier density, assuming a constant Fermi velocity of
vF = 106 m/s. From these values, the mean free path ` and the momentum scattering
time τscat can also be calculated using the equations introduced in chapter 2.1.2. The
inset to figure 7.1b shows the resulting momentum scattering time, with values of
about 250 – 430 fs (corresponding to a mean free path of 250 – 430 nm) for n between
0.2× 1012 and 1.5× 1012 cm−2.
Now that I have established a prediction for the values of the diffusivity, I aim to track
light-induced hot carriers as they diffuse in space and time with an observable that
measures electron heat.
In the following sections of this chapter, I describe a number of prerequisite measure-
ments leading up to the final spatio-temporal tracking of ultrafast carrier diffusion.
First of all, I introduce the concept of measuring a photocurrent due to the photother-
moelectric effect. Here, a voltage can be generated by an elevated temperature across
a junction of two materials with different Seebeck coefficients. Next, I show optical
images to characterize the studied devices, which realize such a Seebeck step by differ-
ently electrostatically gated areas of graphene. The effect of tuning the gate voltages
on the photocurrent is presented, as well as spatial images of the photocurrent from
the devices in the p-n configuration.
However, this type of single-laser photocurrent is not temporally resolved. To achieve
high temporal resolution the combined effect of two ultrafast laser pulses is studied,
thus heating the sample with a variable time delay. A prerequisite to study the differ-
ence of two heating sources interacting at the sample is a nonlinear power dependence.
Therefore, I present the power dependence of the generated photocurrent, showing a
sub-linear behavior. Then, I proceed by introducing the effect of having two ultrafast
laser pulses impinging on the devices. I show their temporal dynamics, their combined
spatial imaging properties, as well as their intriguing focusing properties. Prepared
with all of these details, I tackle the final experiment, studying the combined effect of
two heating pulses on the created photocurrent and the dependence on spatial offsets
from the junction region, as well as time delay between the two pulses.
Finally, a theoretical model is developed to explain and help to interpret the observed
trends, finally allowing a quantification of hot-carrier diffusion and comparison to the
predicted dynamics.
7.2 Measuring electron temperature with the
photothermoelectric effect
As mentioned before, the carrier density, and therefore the Fermi level of graphene
can be tuned by electrostatic gating. In analogy to semiconductors, graphene with an
increased electron or hole carrier density is called n- or p-doped, respectively.
Here, I use the photothermoelectric (PTE) effect in graphene p-n junction devices to
track hot-carrier diffusion.
The basic idea is to generate a photovoltage across a p-n junction, i.e., a flake of
graphene which is electrostatically gated differently on opposite sides of a narrow gap
region. A sketch of this is shown in figure 7.2.
Figure 7.2a shows a schematic graphene device with two distinctly electrostatically
75

















Fig. 7.2: Generation of a photothermoelectric voltage in a graphene p-n junction.
(a) Schematic device, with an n-doped region shaded blue on the left and a p-doped
region shaded red on the right. After illumination with a light pulse, hot electrons and
holes diffuse away from the heat source, creating a local photovoltage, which can be
measured between two contacts. (b) Sketch depicting the spatial profile of the Seebeck
coefficient step across the junction, together with the elevated carrier temperature profile.
This geometry causes the photothermoelectric voltage in a macroscopic picture of the
thermoelectric effect.
gated regions. The two regions are characterized by different Seebeck coefficients, S1
and S2. A pulsed laser impinging on the junction region causes an electron temperature
rise with peak amplitude ∆Te with respect to the non-excited region. Figure 7.2b
schematically depicts the spatial variation of the Seebeck coefficient and the carrier
temperature after pulsed laser illumination. The electron temperature can rise to
values on the order of 1000K, while the rest of the sample stays around ambient
temperature T0 = 293 K. As measured in the previous chapter, electrons and phonons
thermalize on a timescale of a few picoseconds. A voltage UPTE is created due to the
photothermoelectric effect. The voltage reads22,75,137
UPTE = (S2 − S1)∆Te. (7.1)
To achieve such a difference in Seebeck coefficients across a small gap region, indepen-
dent gate voltages can be applied in a split-gate-capacitor type device, as electrostatic
gating directly influences the Seebeck coefficient in graphene according to the Mott-
Schottky equation22.
This concept has recently been used to image photocurrent (PC) on hybrid organic-
inorganic perovskite138, as well as graphene devices75,139. While these powerful tech-
niques can give spatial information about the generated photocurrent, they lack the
simultaneous spatio-temporal resolution to track carrier dynamics.
Here, I define the photocurrent PC = UPTE/R as the current flowing due to the local
photothermoelectric voltage UPTE through a device with total resistivity R, which in-
cludes the intrinsic (channel) resistance of the graphene, as well as the device’s contact
resistances.
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7.3 Optical sample characterization
To study the spatial variations of the PTE response of these microscopic devices, I
first image them optically. Figure 7.3a shows a white light microscopy image of the
TC sample, adapted from Woessner et al.136
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Fig. 7.3: All-optical characterization of a split gate device. (a) Optical image of the
TC split-gate device sample (from Woessner et al.136), showing the relevant materials and
contact nomenclature. (b) Confocal laser scanning reflection map, showing the border
between the graphene and bottom hBN. (c) The red and blue curves show temporal scans
on and off the graphene, at points A and B from b, respectively. Both show a mainly
negative transient reflection signal. After subtraction of the two curves, the graphene
response is revealed, with a large positive spike followed by a slight negative recovery. (d)
∆R/R images recorded at different pump probe delays, indicated by the green lines in
c. The total signal is shown. (e) shows the same signal as d with the average signal
of the area “B” subtracted. Here, the positive response of the graphene peaks around
∆t = 300 fs.
The graphene is barely visible between the top and bottom hBN flakes. The latter can
be seen as green and yellow regions, respectively. The two gold back gate contacts,
labeled gate A and B, are separated by a small gap underneath the graphene. They
are separated vertically from the graphene by the bottom hBN, and therefore act as
capacitive electrostatic gates. The other two gold contacts act as the drain and source
contacts and directly touch the encapsulated graphene.
Figure 7.3b shows a close-up of the graphene flake imaged with confocal laser scanning
reflection microscopy. Here, the region with and without the graphene flake can be
distinguished. To enhance this contrast, I take transient-absorption time traces at two
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regions on and off the graphene flake, marked A and B, respectively. Figure 7.3c shows
the ∆R/R traces taken at points A and B indicated in figure 7.3b. The TA response
differs from the data presented in the previous chapter, as both the gold gate contact
and the silicon substrate contribute to the total signal. To isolate the response of the
graphene, I subtract the two signals, resulting in the black curve. This response can
be seen as a positive peak, at early times and then transitioning to a negative signal at
later times, while the signal off the graphene shows mainly a negative peak in intensity
and decaying on a slower time scale.
Similarly, SS-TAM can be used to image the devices and get very clear contrast be-
tween the involved materials, as seen in figure 7.3d. Here, the transient reflection maps
on the TC sample is shown for different time delays, ∆t = −0.1 to 1.1 ps, indicated by
the green vertical lines in figure 7.3c. The signal is dominated by a negative response
of the region away from the graphene, decaying over a picosecond timescale.
To focus on the response of the graphene, as before, I subtract the signal away from
the graphene for all time delays, resulting in the maps shown in figure 7.3e. Here, the
graphene flake shows a peak response at ∆t ≈ 300 fs and decays quickly. Thus, I have
established a way to image the graphene area with high contrast by temporal selection
of transient-absorption microscopy in preparation of the photocurrent measurements.
7.4 Single laser photocurrent
The PTE photocurrent is measured via lock-in amplification. The pulsed laser is
modulated with an optical chopper at hundreds of hertz. The weak photocurrent
signal on the order of nanoamperes is then measured by demodulation of the amplified
current (at 106V/A gain) across the source and drain contacts through the graphene
sheet (see Fig. 7.4a).
7.4.1 Gate dependence
The dependence of photocurrent across a graphene p-n junction on applied gate volt-
age typically shows a characteristic six-fold pattern, which indicates the thermoelectric
effect as the source of the photocurrent140. This response has been observed in both
devices studied here131,136. Importantly, this directly links an experimental observ-
able, the PTE photocurrent, to the underlying photo-induced electronic heat ∆Te, the
quantity of interest.
Before starting the photocurrent measurement, I find the charge neutrality point of the
samples under study by an all-electrical resistivity measurement. Figure 7.4a shows
the wiring scheme for the TC device.
The split-gate electrostatic contacts, which are isolated from the graphene flake by the
hBN layer, forming a capacitor, are labeled gate A and B. The other two contacts,
which actually touch the graphene at opposite sides of the junction, are called source
and drain.
Figure 7.4b shows the all-electrical characterization of the TC device for this work for
one example gate voltage scan. The source-drain current is monitored for a source
voltage of 2mV as a function of the voltage applied to gate A. The minimum current
is found at a voltage of about 0.45V for gate A, indicating the charge neutrality point,
as it is known that graphene’s resistance is maximum here109. The same measurement
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Fig. 7.4: Electrical and photocurrent device characterization. (a) Optical image of the
TC device, with contact name labels. For the conductivity measurement of the graphene,
a source voltage of 2mV is applied. The current is measured between the source and
drain, which directly touch the graphene, as a function of the electrostatic gate voltages,
insulated from the graphene by the hBN. (b) Device conductivity as a function of voltage
on gate A. The charge neutral point, i.e., the highest resistance, is found around 0.45V.
The same measurement is done for gate B (not shown). (c) Photocurrent is measured
with NIR light impinging on the junction region. This time, the source is grounded and the
current is measured as a function of p-n junction voltage ∆U, i.e., symmetrically sweeping
away from the charge neutrality point with both gate voltages.
is then repeated for the gate B, as well, with a minimum at about 0.4V (not shown).
Once the charge neutrality point is known, both gates can be tuned symmetrically
away from charge neutrality (in opposite directions) to establish the p-n junction.
I proceed to measure the photocurrent response, illuminating the split-gate area with
the NIR laser (λ = 886 nm) as a function of the extra voltage ∆U , applied symmet-
rically to both gates. Figure 7.4c shows the resulting photocurrent, as it rises to its
maximum value of about 3 nA for ∆U ≈ 1 V. With a measured total device resistance
of R = 3.4 kΩ, this corresponds to a local PTE photovoltage of UPTE ≈ 10.2 µV.
The behavior is in accordance with the previous characterization, showing a maximum
photocurrent at about 1V away from charge neutrality136.
7.4.2 Photocurrent imaging
To find out at what regions of the device the photovoltage is created, I collect the
photocurrent as a function of sample position with respect to the laser focus, thereby
creating, point-by-point, a spatially resolved photocurrent map. Figure 7.5a shows a
zoom of the part of the device where the graphene is located.
A black contour has been overlaid with the PC image, showing the location of the
graphene flake, as well as the metal contacts. This is done by comparison to images
of the sample fabrication. Figure 7.5b shows the reflectivity of the sample which is
acquired at the same time as the photocurrent, by collecting the reflected light on a
photodiode.
Now it becomes evident that the photocurrent of about 5 nA is created along the
part of the p-n junction region that has the graphene flake directly above. Additional
photocurrent with the opposite polarity is also created at the interface between the
right gold contact and the graphene flake, while much less current is created at the
left contact. This type of photocurrent at graphene-metal interfaces has also been
explained as arising due to the PTE effect, where the difference in Seebeck coefficients
between the metal-contacted graphene are considered141. The asymmetry between
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Fig. 7.5: Single laser photocurrent imaging. (a) Photocurrent image of the split gate
region of the TC device, with λ = 886 nm. The black contour has been overlaid to show the
graphene flake and source and drain contact locations. The photocurrent is most efficiently
created along the split-gate region, as well as at the graphene-metal contact interface, yet
with opposite polarity. (b) Scanning optical reflectivity map, acquired simultaneously by
recording the reflected light on a photodiode. Here, the main contrast comes from the
gold contact regions, yet the gap defining the split-gate can also be seen as a vertical
darker line. The two images together show that the PC is created exactly at the region,
where the graphene overlaps with the p-n junction.
the two contacts is expected to come from a different Seebeck coefficient step from
the gated regions with respect to the metal contacted graphene due to Fermi level
pinning141.
7.4.3 Power dependence
As described by Tielrooij et al., the photocurrent response of graphene rises sub-
linearly, i.e. nonlinearly, with input laser power131. As I explain in more detail in the
next section, this fact allows the observation of decreased photocurrent in a two-pulse
experiment for temporally overlapping beams, and the extraction of temporal, and
spatio-temporal, dynamics. Therefore, I study the power dependence of the photocur-
rent for the TC device imaged in figure 7.5. The results for illumination with the





























Fig. 7.6: Power dependence of the measured photocurrent. The photocurrent PC, as
a function of time-averaged power P of the NIR pulsed laser with λ = 886 nm (left y-axis,
symbols). A sublinear scaling is observed. The red line is a fit to the data with a thermal
model (Eq. 7.2), allowing for an estimation of the corresponding electron temperatures,
shown on the right y-axis.
Following the treatment of Tielrooij et al., the PTE photovoltage is assumed to be
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proportional to the time-averaged increase of the electronic temperature Te above the
ambient temperature T0131. The generated photocurrent is collected over an inte-
grated time window of many milliseconds. With the repetition rate of the laser used
here, pulses arrive at the sample every 13 ns, creating high electron temperatures Te,
which decay within a few ps. This extra electronic heat causes the PTE signal, albeit
with a very low “duty cycle”. By assuming a linear relationship between average and
peak increase of Te, the photocurrent will scale proportional to Te − T0 as well. The
peak Te as a function of the laser power P scales as131
Te = 2
√
T 20 + bP . (7.2)
I fit the data presented in figure 7.6 to the curve PC(P ) = a( 2
√
T 20 + bP − T0), where
T0 is set to 293K. a and b are the only fit parameters. The resulting curve (with
b = 2.1× 104 K2/µW) allows us to convert the observed photocurrent into peak elec-
tronic temperature Te (right axis of Fig. 7.6). Note that the exponent n = 2 of
equation 7.2 comes from an assumed linear temperature scaling law of the electronic
heat capacity for highly doped graphene∗. For very weakly doped graphene, an ex-
ponent of n = 3 has been predicted131. This model can also be fit satisfyingly to the
data, but previous work on these samples have shown that gate voltages on the order
of ±1V correspond to the high doping regime131. The extracted nonlinearity will also
be used for the modeling in this chapter.
The relationship between peak carrier temperature Te and heating power, given in
equation 7.2, was derived from a linear scaling of the electronic heat capacity. This
is assumed to hold as long as kBTe < EF (due to the Sommerfeld approximation
mentioned in chapter 2.1.7). In the device used here an applied voltage of 1V cor-
responds to about EF = 70 meV136, while the highest estimated temperatures here,
Te = 1500 K, correspond to 130meV. Therefore, slight variations to the scaling law
could be expected for the highest fluences. Indeed, the data points for high fluence
shown in figure 7.6 deviate most from the fit function. More work is needed to study
the hot-carrier dynamics in the region kBTe > EF , which is accessible with ultrafast
laser pulses and gate-tunable devices.
7.5 Dual laser photocurrent
Next, I study the effect of having two femtosecond laser pulses interacting at the p-n
junction, as described before75. Due to the nonlinearity of the induced peak electron
temperature with laser power, the simultaneous heating of two pulses arriving at
the sample at the same time should cause less time-averaged photocurrent than the
situation where both pulses are separated temporally by more than the cooling time.
This situation is depicted in figure 7.7.
Simply said, two pulses causing heat energy increases ∆Q1 and ∆Q2 separated by,
say, more than 10 ps (∆t 0) should contribute independently to the total measured
∗In detail, the relation assumes that the power P is proportional to the absorbed heat energy





γTdT , from which equation 7.2 is obtained by setting bP = 2∆Q/γ.
81
7 Graphene hot-carrier dynamics tracked with ultrafast photocurrent microscopy






















PC(ΔQ1) + PC(ΔQ2) 
PC(ΔQ1+ΔQ2)
Fig. 7.7: Origin of the decreased photocurrent ∆PC. Due to the sublinear scaling of the
photocurrent PC with the absorbed heat energy ∆Q, two independent pulses create more
photocurrent than two pulses which overlap in space and time, i.e., act as a single pulse
with higher fluence. Therefore, the difference, ∆PC , is a measure for the spatio-temporal
overlap of electronic heat.
photocurrent, as
PCtot∆t0 = PC(∆Q1) + PC(∆Q2). (7.3)
Yet, when both beams overlap in time and space, the sublinear relationship of PC(P )
will cause less photocurrent, therefore
PCtot∆t≈0 = PC(P1 + P2)
< PCtot∆t0.
(7.4)
To isolate this decrease in photocurrent ∆PC = PCtot∆t0 − PCtot∆t , a double chopper
technique is introduced, as explained in the next section.
7.5.1 Temporal dynamics
The effect of the interaction of two ultrashort heating pulses on the photocurrent
is tested by measuring the photocurrent as a function of the time delay between
two pulses. To distinguish the two, I name them “pump” and “probe” in analogy
to transient absorption. More accurately, this class of experiments could be called
“pump-pump-current-probe”.
Until now, the single beam photocurrent was measured by modulating the laser with an
optical chopper and demodulating the current with a lock-in amplifier. Now, to study
the effect of two pulses, both beams are modulated individually with optical choppers,
as depicted in figure 7.8a. The photocurrent can be measured by demodulating the
current signal at one of the two chopper frequencies as a function of pulse separation.
The top black curve of figure 7.8c shows the result of such a measurement.
The resulting trace shows a dip in the photocurrent when the two pulses overlap
temporally, i.e., around ∆t = 0. In other words, when the time-delay of the pulses is
on the order of a few picoseconds, the nonlinear contribution of the second pulse leads
to less total photocurrent, as described in figure 7.7 and equation 7.4. Yet, this signal
still suffers from low frequency noise, as one of the two beams intensity fluctuations
still directly influence the data. Additionally, the dynamics of interest, i.e., the dip
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Fig. 7.8: Temporal photocurrent dynamics in a double-pulse experiment. (a) Both
beams are individually modulated with optical choppers at frequencies fpu and fpr, respec-
tively. (b) The difference frequency signal, a square wave at f∆ = fpr − fpu, is also created
electronically as a possible demodulation frequency. (c) The photocurrent PC, demodu-
lated at the chopper frequency of the probe, fpr, is shown as the black trace. The blue
curve shows the differential photocurrent ∆PC, i.e., the nonlinear effect of both heating
responses interacting, isolated by demodulating at the difference frequency f∆. The red
line is a fit to the data according to equation 7.5.
in the photocurrent signal, is not being isolated from the “background” PC, making
it harder to maximize this contribution experimentally. Both of these problems can
be solved by demodulating the current signal at the difference frequency of the two
modulation frequencies (see Fig. 7.8b), essentially Fourier filtering the signal caused by
both heating sources142. To avoid interference of harmonics, I choose the prime integer
ratio of 7 to 5. By choosing fpr = 741 Hz and fpu = 529.3 Hz, a difference frequency
of f∆ = 211.7 Hz is obtained. I choose a Newport chopper driver with a setting for a
5/7 chopping wheel which also has a trigger-signal output at this difference frequency.
Now the lock-in amplifier demodulates at this frequency and therefore isolates the
effect of both beams, i.e., the signal of interest, ∆PC, and avoids low frequency noise.
The blue, lower curve in figure 7.8c shows this signal. The sign of the signal is set to be
positive by the choice of lock-in phase. This “background-free” signal is very useful for
the further analysis as well as experimental optimization, as a better spatio-temporal
overlap now leads to a signal rise above zero offset.
The data are fit to an empirical model of the form






where the two key parameters are the amplitude a and an exponential decay time,
which I call diversity d. The name comes from statistics, where this curve is known
as the probability density function of the Laplace distribution. The result of the fit is
shown as the red curve in figure 7.8. It gives a diversity of d = 3.4 ps, in accordance
with previously measured hot-carrier cooling times131. In principle, a convolution with
the laser pulse width (τcross-corr = 0.2 ps) should be added as an instrument response
function to equation 7.5, leading to a slight blurring of the sharp peak at ∆t = 0.
However, as this time scale is an order of magnitude faster than the decay, it does not
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significantly change the observed trends and was therefore omitted from the analysis.
7.5.2 Imaging the dual-pulse decreased photocurrent
As I am interested in the spatio-temporal dynamics of the hot carriers, which are
assumed to diffuse as they cool, I proceed to image the device with the double-chopping
















































Fig. 7.9: Photocurrent maps in a double pulse experiment. (a,b) Photocurrent maps
of the TC device (as shown in Fig. 7.5) when illuminated with the (a) pump and (b)
probe beam, modulated and demodulated at fpu and fpr, respectively. The spatial overlap
of both beams, at λpu = 443 nm and λpr = 886 nm, has been optimized. This can be
seen in the similar positions of the positive PC signal along the junction. The negative
lobe at the left gold contact shows up more clearly in the blue laser PC imaging channel.
(c) Nonlinear decreased two-pulse photocurrent ∆PC along the junction at ∆t ≈ 0. The
signal is now demodulated at f∆. The sign of ∆PC at the junction is positive, due to
choice of lock-in phase, as explained in section 7.5.1.
Figure 7.9a shows the photocurrent measured on the TC sample with the pump beam
only. As before, the PC signal along the junction is resolved, as well as some additional
PC at the gold contact areas with the opposite polarity.
Figure 7.9b shows the same area imaged with the probe beam only, for the same
sample stage movement as before. The PC response can be seen to come from the
same region, as the sample is scanned. This is the result of precise alignment of the
two beams with respect to each other with the scanning galvo mirrors.
After both beams have been overlapped spatially at the sample plane, I proceed to
image the differential photocurrent ∆PC, by demodulating the signal at f∆. The
resulting map is shown in figure 7.9c.
Some information about the time-averaged cooling length can already be extracted
from the single laser photocurrent images, such as figure 7.9a and b. I observe a
“steady state” width of the PC response of about 4µm at the 100 nm narrow junction.
This is significantly larger than the convolution of the beam width for with the active
area. This observation reflects the total cooling length, i.e., the amount of diffusion
that can occur before the carriers have cooled to ambient temperature131. The cooling






7.6 Nonlinear spatio-temporal dynamics
as introduced in chapter 2.1.6. In accordance with this picture, the ∆PC map (Fig.
7.9c) shows a narrower response, as this signal is created only within the picosecond
decay. However, the extraction of a diffusion coefficient from this method alone relies
on the knowledge of the exact beam size at the focal plane. As I discuss in the next
section, the focusing of the beams onto the sample, in particular by maximizing the PC
signal is not straightforward and needs careful consideration. Furthermore, the effects
of carrier mobility and cooling dynamics cannot be disentangled this way. Therefore,
an ultrafast beam scanning spatio-temporal technique, similar to PBS-TAM is desired,
to track hot-carrier diffusion directly.
7.6 Nonlinear spatio-temporal dynamics
To gain direct spatio-temporal information about hot-carrier dynamics on the fem-
tosecond and nanometer scales, I proceed to measure ∆PC as a function of pump-
probe time delay as well as spatial offset, in the spirit of the all-optical probe-beam
scanning TAM described in the previous chapters. As the PTE signal comes from the
electron temperature across the junction, i.e., across the Seebeck coefficient step, it
should be possible to trace spatial diffusion of electron heat from beams which are
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Fig. 7.10: Schematic of the ultrafast spatio-temporal scanning photocurrent mi-
croscopy experiment. (a) Sketch of the two-pulse spatio-temporal photocurrent mapping
in a split-gate junction sample. Both beams’ positions, their relative pulse delay, as well
as the gate voltages can be individually controlled. The observable is the source-drain
photocurrent. (b) Spatially asymmetric scanning mode, split into two parts, to show the
difference between ∆t < 0 and ∆t > 0 when interpreting the spatio-temporal data. For
∆t < 0 (top), the energy distribution created by the spatially offset “probe” heating pulse
has had time to diffuse before the “pump” arrives at the junction. For ∆t > 0 (bottom)
the interaction of the probe and pump heating sources should intuitively be less effective
at creating ∆PC, as the heat created by the offset probe arrives at the junction after much
of the pump heat has decayed. (c) Spatially symmetric scanning away from the junction.
Here, positive and negative delays ∆t are equivalent.
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Figure 7.10a shows the schematic of such a measurement. As before, the split-gate
device is independently doped by two gates, to create a p-n junction across a narrow
gap and the photocurrent is monitored between the source and drain contacts. The
position of the “pump” beam is controlled by sample nano-positioning with a piezo
stage, while the “probe” can be independently scanned with the galvo mirrors. The
nonlinear decrease in photocurrent ∆PC can now be measured as a function of pump-
probe time delay, both gate voltages, as well as spatial offset of the pump and probe
beam with respect to each other and the p-n junction region.
Figure 7.10b depicts one of the possible spatial scanning modes, i.e., asymmetric scan-
ning with one beam centered on the junction while the other beam is displaced. Here,
the difference between negative and positive time delay is explained by showing the
two cases of either beam arriving first at the sample. This is shown as a spatial
broadening of one of the two beams which has “had time” to diffuse before the other
beam arrives at the sample. Figure 7.10c shows a symmetric scanning mode with both
beams being displaced simultaneously away from the junction region. For this case,
if the two beams are identical, there should be no difference between negative and
positive time delay.
7.6.1 Focusing properties
The first observation made by this technique is an anomalous scaling of the signal level
when focusing the two beams on the sample.
Intuitively, it could be expected that the two beams, which have been profiled at the
sample plane (see section 4.1.2), should lead to the strongest ∆PC signal when the
fluence is highest, i.e., when the spots are focused to the smallest size, as long as the
spot sizes are big enough to impinge simultaneously on the p- and n-doped sides of
the device.
To test this, I perform scans with the pump beam fixed at the center of the junction
and the probe beam scanning a 2D area over the pump location at ∆t = 0 as a func-
tion of the z-position of the sample, i.e., scanning the sample through the focal plane
of the two beams. The results are summarized in figure 7.11.
Figure 7.11a shows ∆PC datasets for varying z-positions of the device, recorded with
a fixed pump beam at the center of the p-n junction and the probe beam scanning
in two dimensions. The u axis is parallel to the junction axis, while the v-axis lies
perpendicular. The resulting spatial signal maps look similar to the all-optical images
collected with PBS-TAM, yet somewhat elongated along the junction (u-) axis.
To quantify the spatial extent and its dependence on the sample position relative to
the beam focus, I analyze the average of the signal of the central few lines in both
dimensions, resulting in the u-z and v-z datasets shown in figure 7.11b. The first
striking observation is that the signal seems to be minimum at the waist of the beams.
I proceed to quantify this effect by extracting the width and signal strength from these
data.
Figure 7.11d shows the FWHM of the ∆PC profiles, extracted from 7.11b and c by
Gaussian fitting. For both dimensions, the FWHM goes through a minimum around
the same z position, labeled as z = 0. The ∆PC profiles along the u-axis show a larger
extent compared to those along the v-axis as the photocurrent can be created more
efficiently along the p-n junction than when moving away from it.
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Fig. 7.11: Focusing properties of spatio-temporal photocurrent imaging. (a) ∆PC
maps of the TC device for varying z-positions. The data is collected with one beam
scanning over the other beam, which is centered at the split-gate junction. The u- and
the the v -axis are parallel and perpendicular to the junction, respectively. The pump-probe
delay is ∆t ≈ 0. The resulting maps are elongated in the u-direction. (b,c) Averaged
signal from a projected onto the u- and v -axis, respectively. (d) FWHM of the ∆PC
profile as a function of z, estimated by Gaussian fitting to the profiles shown in b and
c. The errorbars show the 68% confidence intervals of the Gaussian fits. The focus, i.e,
minimum beam waist, is at z ≈ 0. (e) Extracted signal strength as the sample is scanned
through the focus. Surprisingly, the best focusing position corresponds to a minimum in
signal strength.
One might have expected the signal of ∆PC to be maximum at this z-position, as
the laser heating power is concentrated to the smallest volume, creating the maximum
electron heat and therefore also the maximum nonlinear PC decrease. Figure 7.11e
shows the ∆PC signal level as a function of z for both axes. It can be seen that the
signal level is higher away from z = 0. This means, that there is an optimum pho-
tocurrent created when the beams have a size larger than the best focusing conditions
(when FWHMpu/pr . 1 µm). For even larger displacements (z > 3 µm) the signal
decreases again (not shown). A possible explanation for this behavior is that there is
an optimum beam size, when the hot carrier cooling length roughly matches the beam
size, such that most of the carriers still interact with each other and don’t leave the
area of overlap “too efficiently”. By estimating τcool = 2 ps and D between 2000 and
4000 cm2/s, from equation 7.6 one obtains a cooling length between 0.6 and 0.9µm,
comparable to the beam sizes.
In practice this result also means that special care has to be taken when optimizing
the system for spatio-temporal measurements. Evidently, maximizing ∆PC does not
guarantee minimum spot sizes. Therefore, depending on the type of measurement, a
choice must be made how to balance the trade-off between spatial confinement and
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signal-to-noise level. On the other hand, as explained in chapter 3.1.4, the initial width
is not crucial to resolve small changes of FWHM as a function of ∆t, which is rather
limited by the signal-to-noise and associated goodness of Gaussian fitting.
Additionally, the knowledge of this effect could be used to study the cooling length in
a quite simple way by simply varying the illuminating beam size.
In the following experiments, the beams are focused onto the samples to spots between
1 – 3 µm, to balance the benefits of signal-to-noise with spatial resolution.
7.6.2 Asymmetric scan: Experimental results
To investigate the spatio-temporal diffusion dynamics, I now offset the beams with
respect to the junction region. In the first approach, I fix the pump beam (λpu =
443 nm) at the junction and scan the probe beam (λpr = 886 nm) perpendicular to the
junction axis, i.e. away from the split gate region (see Fig. 7.10b) on the TC device.
The two sides of the device are set to p- and n-doping, by setting the voltages of gate
A and B to about 1V above and below the charge neutrality point, respectively.
Figure 7.12a shows the temporal scans of ∆PC as a function of the probe beam offset
∆x. The data are offset vertically for better visibility. The black curves are fits to the
data with the Laplace curve of equation 7.5. As indicated by the black arrows, the
data show a shift in the peak position to higher ∆t as the spatial offset is increased.
Figure 7.12b shows the same dataset displayed as an image where the y-axis is now
the spatial offset and the color scale indicates the signal height. The white lines
show the extracted peak positions. In figure 7.12c the data has been normalized to
the maximum for each ∆x, to be able to highlight this peak shift evolution even for
decaying signal strengths.
To gain information about carrier diffusion from these two-dimensional datasets, I
quantify the effects of spatial and temporal offset with different measures, involving
both horizontal as well as vertical slices through the data.
From the fits to the temporal scans as a function of ∆x, the amplitude and diversity
are extracted. Figure 7.12d shows the amplitudes, which show maximum values at
∆x = 0. This behavior is expected, as the maximum ∆PC is created when the beams
overlap spatially. The diversity, shown in figure 7.12e, seems roughly unchanged over
most of the spatial offsets. Note that the trends towards the very high displacements
∆x ≈ ±4 µm come from regions with extremely low signal-to-noise and should be
regarded as less accurate.
While these measures look at the temporal shape as a function of spatial offset, one
might also wonder about the spatial shape as a function of pulse delay. Hence, another
way to analyze the data is to interpret the dataset as spatial sections for each ∆t and
to fit Gaussian profiles to the data, similar to the treatment of the PBS-TAM data
in the previous chapters. The result of this Gaussian fitting and extraction of the
FWHM is shown in figure 7.12f. The evolution of the FWHM shows an interesting
behavior which is not symmetric around ∆t = 0. The minimum width does not seem
to coincide with the exact temporal overlap of the beams.
The asymmetry between the times ∆t < 0 and ∆t > 0 in these data is expected. As
depicted in figure 7.10, ∆t < 0 corresponds to the probe arriving at the sample before
the pump and vice versa. Intuitively, if the signal is interpreted for a given probe offset
as coming from the probe arriving at the sample first, and creating hot carriers that
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Fig. 7.12: Spatio-temporal transient photocurrent dynamics for an asymmetric scan
on the TC device with λpu = 443 nm, λpr = 886 nm. (a) ∆PC time traces as a
function of the probe beam spatial offset ∆x away from the fixed pump beam on the p-n
junction. The traces have been offset vertically for visibility. The black curves are fits to
the two-sided exponential curve and the vertical arrows indicate the peak of these curves.
(b) the same dataset as a with peak times shown as a white lines. (c) and normalized to
the maximum value for each ∆x . (d,e) Amplitude and diversity, respectively, as extracted
from the fits to the temporal traces, i.e. horizontal slices of the data in b. (f) Extracted
width (FWHM) from Gaussian fits to vertical slices of the data in b, i.e., for each ∆t. All
errorbars show the 68% confidence intervals of the respective fit parameters.
have had time to diffuse towards the junction area, the strongest ∆PC signal should
come at ∆t < 0 for |∆x| > 0. Yet, the opposite is observed. The peak times actually
“bend” towards ∆t > 0, i.e., when the offset probe arrives after the centered pump.
A possible explanation of this peculiar behavior will be discussed together with the
simulations in section 7.7.2.
7.6.3 Symmetric scan: Experimental results
While the asymmetric scan does show some interesting dynamics, the direct tracking
of carrier diffusion is complicated by the asymmetry between the delay times before
and after time zero. Another asymmetry comes from the previous use of a combination
of a blue and NIR beam for the two pulses. In fact, the usage of the blue laser brings
further disadvantages, which are a different power dependence compared to the NIR
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Fig. 7.13: Spatio-temporal transient photocurrent dynamics for a symmetric scan on
the HB device with λpu = λpr = 886 nm. (a) ∆PC time traces as a function of the
simultaneous spatial beam offset ∆x of both beams away from the p-n junction. The
curves have been offset vertically for visibility. The black curves are fits to the two-sided
exponential curve and the vertical lines indicate the peak of these curves. (b) the same
dataset as a with peak times shown as a white line and (c) normalized to the maximum
value for each ∆x . (d,e) Amplitude and diversity, respectively, as extracted from the fits
to the temporal traces. (f) Extracted width (FWHM) from Gaussian fits to vertical slices
of the data for each ∆t. All errorbars show the 68% confidence intervals of the respective
fit parameters.
For these reasons, I proceed to perform a “symmetric scan”, i.e., moving two NIR
beams (λpu = λpr = 886 nm) simultaneously away from the split-gate area (see Fig.
7.10c). Additionally, the pulses are focused more tightly in this measurement. Before,
the beams were focused to about 3 µm to maximize the signal strength while sacrificing
some spatial confinement. Now, the beams are focused to about 1 µm to access the
best possible spatio-temporal resolution while the signal levels are still acceptable.
Furthermore, as I am interested in comparing the dynamics to a device with known
mobility, I now also switch to the HB device, as its mobility has been directly measured
by a four-point electric characterization, which was not possible for the TC device.
The two sides of the device are set to p- and n-doping, by setting the voltages of gate
A and B to about 1V above and below the charge neutrality point, respectively.
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The results of this type of “symmetric scan” are summarized in figure 7.13.
As before, the same quantities are shown in the same way as for figure 7.12. This time,
figures 7.13a and b show no shift in the peak position, shown as black lines in figure
7.13a and the white curve in figure 7.13b. This is expected, as there is a symmetry
between the times ∆t < 0 and ∆t > 0, as illustrated in figure 7.10c.
As the pump and probe beam are identical now, interference fringes are created within
the coherence time of the laser when scanning close to ∆t = 0. This can be seen as
shifts of the brightest region in figure 7.13c. This minor effect does not significantly
influence the further analysis.
The amplitudes (Fig. 7.13d) show, as before, a maximum at ∆x = 0, as expected. The
diversity, shown in figure 7.13e shows an increasing trend towards higher displacements
this time, even within the trustworthy signal-to-noise regions (±1 µm).
The temporal evolution of FWHM, shown in figure 7.13f, now does show a minimum
width at ∆t = 0, and a symmetric rise for increasing pump-probe delay.
Contrary to the PBS-TAM data of the previous chapters, to my knowledge there is no
simple analytical way to extract diffusivity directly from these data, such as looking at
the slope of figure 7.13f. This comes from the added complexity of the nonlinear nature
of ∆PC. Therefore, to extract carrier diffusivities from these data, a comparison to a
simulation of the full spatio-temporal nonlinear photocurrent dynamics, is desired.
7.7 Simulation
In order to understand the experimental observations shown above, here I describe
and present a simulation of the spatio-temporal transient photocurrent measurement.
First, I describe the underlying model used to implement the simulation and then
show the results and compare them to the experimental data.
7.7.1 Model
This model calculates the photocurrent created due to the elevated electron temper-
ature at the p-n junction after the absorption of both laser pulses as a function of
their separation in space and time. The basic assumption is that the absorbed heat
energy ∆Q is converted to elevated electron temperature ∆Te in a nonlinear fashion75.
Here, in contrast to previous work75,127,144, I explicitly include both the spatial and
temporal dependence of this process,
∆Te(x, t) = fnonlinear(∆Q(x, t)). (7.7)
The nonlinear function fnonlinear is the model introduced in section 7.4.3 to describe
the power dependence of the PTE photocurrent,
fnonlinear(∆Q(x, t)) = 2
√
T 20 + b ·∆Q− T0, (7.8)
where T0 = 293 K is the ambient temperature. The factor b is the experimentally
determined parameter from section 7.4.3.
For a two-pulse experiment, with absorbed heat ∆Qα (α =”pu” or “pr”) due to the
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absorption of the pump or probe pulse, respectively, the total temperature rise ∆T tote
should take into account the absorbed heat of the two and be calculated as
∆T tote (x, t) = fnonlinear(∆Qpu(x, t) + ∆Qpr(x, t)). (7.9)
Finally, the photocurrent PC is assumed to come from the time-averaged extra electron
temperature ∆Te at the location of the split-gate, as this is the location of the stepwise
difference in Seebeck coefficients where the photovoltage is created (see Eq. 7.1). The
following sum is therefore taken over the junction region in space, and over the full
simulation time,






where the photocurrent PC = UPTE/R is given by the local photovoltage and the
total device resistance R. The proportionality constant A converts temperature into
current, i.e., includes the Seebeck coefficient step (S2 − S1) and R. In this simulation
I set A = 1 and calculate the photocurrent in arbitrary units.
I isolate the decrease in photocurrent due to the (nonlinear) contribution of the two
modulated heating sources, ∆Qpu and ∆Qpr. This is analogous to the experimen-
tal demodulation at the difference frequency with the double-chopper technique, as
introduced in section 7.5. Here, I define the differential photocurrent ∆PC as
∆PC = PC(∆Qpu) + PC(∆Qpr)− PC(∆Qpu + ∆Qpr), (7.11)
where the individually calculated currents are obtained by inserting equation 7.7 into
equation 7.10.
The input to this simulation is therefore the spatio-temporal pump (and probe) pulse
heat energy ∆Qα(x, t), with α = “pu” or “pr”, respectively, which I model as


















where Pα is the amplitude; β = 4 ln 2; ∆xα and ∆tα are the spatial and temporal
offset from the coordinates t and x, respectively; τ riseα and τ coolα are the characteristic
heating and cooling times, respectively.
Figure 7.14 shows the input ∆Q = ∆Qpu + ∆Qpr to the simulation.
This heat model has a Gaussian shape in space, with a time-dependent width FWHMα(t),
according to a diffusion model with initial width (at t = ∆tα) of FWHM0,α and diffu-
sivity Dα,
FWHM2α(t) = FWHM20,α + 4β ·Dα · (t−∆tα). (7.13)
It is hard to see the broadening of the Gaussian width directly in figure 7.14, as the
amplitude decays. Therefore, purple lines have been added, showing the contour of
the FWHM(t) for both pulses†.
The temporal shape of the carrier heating is assumed to be limited by the pump
laser pulse length, as the intrinsic electron heating time is much shorter, typically
estimated at tens of femtoseconds. Therefore, the pulse length limited rise time is set


































Fig. 7.14: Spatio-temporal heat energy ∆Q as input for the simulation of the
graphene p-n junction photocurrent. The input heat energy ∆Q = ∆Qpu + ∆Qpr
is shown as a function of the spatial and temporal lab-coordinates x and t. Here, a partic-
ular set of the variable spatial offset ∆x (for the symmetrical scanning) and pump-probe
delay ∆t are shown. Exemplary spatial and temporal profiles are shown as 1D cutlines
along the the red, dashed lines. The top panel shows the Gaussian spatial profile, while the
right panel shows the temporal profile, where the variables τ rise and τ cool are labeled. The
purple lines show the evolution of FWHM(t) of ∆Qpu/pr. The position of the split-gate
(p-n junction) is shown as a green dashed rectangle.
to τ risepu = τ risepr = 0.15 ps. The subsequent dynamics are modeled with an exponential
decay with cooling time τ coolα .
Although ∆Qα should be proportional to the pulse heating energy, here the heating
amplitude Pα is inserted as the time averaged laser power at the back entrance to the
microscope, i.e., in units of µW, without estimation of the absorbed power fraction.
This has the advantage that the conversion to temperature via equation 7.8 is done
with the experimentally established conversion factor b, measured in K2/µW.
Note that t and x represent the “lab”-coordinates, which will be summed over in the
calculation of the photocurrent (Eq. 7.10), while the variables ∆t and ∆x will be
used, respectively, as the pump-probe delay and spatial offsets of the beams as they
are scanned. In particular, I set ∆tpu ≡ 0, ∆t ≡ ∆tpr; and ∆x depending on the
scanning mode as ∆x ≡ ∆xpu = −∆xpr for the symmetric scan, or ∆x ≡ ∆xpr,
∆xpu ≡ 0 for the asymmetric scan (c.f. Fig. 7.10b).
The spatial and temporal offsets ∆x and ∆t depicted in figure 7.14 are quite large,
such that there will be nearly no overlap between the deposited heat energy of the
pump and the probe. Therefore, PC(∆Qpu + ∆Qpr) ≈ PC(∆Qpu) + PC(∆Qpr) and,
according to equation 7.11, ∆PC = 0. Yet, as ∆x and ∆t approach zero, there will be
more nonlinear contribution to the photocurrent, which will create a finite differential
photocurrent ∆PC > 0.
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7.7.2 Simulation results






























































Fig. 7.15: Example of simulation results for a symmetric scan. (a) Calculated differen-
tial photocurrent ∆PC as a function of ∆t and ∆x . The black lines are fits to a two-sided
exponential function (see Eq. 7.5). The curves are offset vertically for better visibility. (b)
∆PC dataset of a displayed together with the peak positions (red line). (c) The data of b,
normalized for each ∆x . The simulation parameters are FWHM0,pu = FWHM0,pr = 1.0 µm,
τpu = τpr = 2.0 ps, Dpu = Dpr = 300 cm2/s.
Figure 7.15a shows simulated differential photocurrent ∆PC (see eq. 7.11) as a func-
tion of time delay ∆t (x-axis) and spatial offset ∆x (colors). The black curves are
two-sided exponential fits to the data, according to Eq. 7.5. Figure 7.15b shows the
same dataset as 7.15a, where the peak positions are shown as a red line. Finally, figure
7.15c shows the ∆PC data normalized to the maximum for horizontal slice, i.e., each
∆x.
The observed simulated data looks quite similar to the experimental dataset (c.f. Fig.
7.13). To compare more quantitatively, I proceed to simulate the different scanning
modes for the experimental datasets shown here, with the parameters, such as illu-
mination intensity and beam size adjusted to match the experimental conditions, and
analyze the results in terms of the extracted parameter evolutions, such as amplitude,
diversity, and FWHM.
Asymmetric Scan: Simulation results
Figure 7.16 summarizes the simulated results for an asymmetric scan, with the powers
and beam sizes closely matched to those of figure 7.12.
As for this type of asymmetric scan there is an asymmetry between ∆t > 0 and
∆t < 0, the peak position is added as a parameter to the evaluation, as displayed
in figure 7.16b. A striking feature is that for high D and only at high displacements
|∆x| > 4 µm the intuitively expected effect of diffusion to shift the peak position
towards negative ∆t is visible. Before, at lower |∆x|, which corresponds experimentally
to the region of trustworthy signal-to-noise, there is actually a shift to positive ∆t,
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Fig. 7.16: Simulation results for an asymmetric scan for different values of D and
comparison to the experimental data. (a) ∆PC dataset displayed together with the peak
positions (red line). (b) Simulated peak positions and comparison to the experimental
shifts. The colors represent different diffusion constants, as shown in the legend at the
bottom of the figure. The black points are the values extracted from the experimental
data (see Fig. 7.13) (c, d) Amplitude and diversity, respectively, as a function of beam
offset, extracted from fits to the Laplace function (see Eq. 7.5). (e) Extracted values
for FWHM from Gaussian fits to vertical slices of the simulated dataset at each ∆t.
Simulation parameters: FWHM0,pu = FWHM0,pr = 3.0 µm, τpu = τpr = 1.9 ps, bnonlinn=2 =
2.1 × 107 K2/mW, Ppr = 50 µW. Errorbars shows the 68% confidence intervals for all the
fitted parameters.
the effect of the instantaneous contribution of the tails of the Gaussian profiles to
the photocurrent, although the final reason for this behavior has not been verified.
The other measures such as amplitude, diversity, and FWHM (Fig. 7.16c, d, and e,
respectively) reproduces the main trends of the experimental data.
Symmetric Scan: Simulation results
I proceed to simulate the other case of symmetric scanning with parameters close to
those of the experiment shown in figure 7.13. These simulation results are summarized
in figure 7.17.
The simulated trends show quite striking and unintuitive behavior, ultimately due to
the inherent nonlinearity of the measurement and an interplay of photocurrent pro-
duced due to diffusion and simply due to the tails of the Gaussian spatial distributions
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D = 100 cm2/s D = 500 cm2/s D = 1000 cm2/s D = 2000 cm2/s D = 4000 cm2/s exp. data
probe beam offset Δx [µm]
Fig. 7.17: Simulation results for a symmetric scan for different values of D and
comparison to the experimental data. (a ,b) show the extracted parameters from fits
to the Laplace function (Eq. 7.5). (c) Extracted values for FWHM from Gaussian fits to
vertical slices of the simulated dataset at each ∆t. Simulation parameters: FWHM0,pu =
FWHM0,pr = 1.0 µm, τpu = τpr = 2.1 ps, bnonlinn=2 = 2.1 × 107 K2/mW, Ppr = 100 µW.
Errorbars shows the 68% confidence intervals for all the fitted parameters.
reaching the split-gate area even for large offsets. For example, the diversities shown in
figure 7.17b show very non-monotonous scaling with the diffusivity. While the bend-
ing angle of the curves changes, the intermediate diffusivity of 500 cm2/s shows higher
values for the diversity than either the lower or the higher D curves, which makes it
difficult to exclude any of the simulated diffusivities within the experimental errors
from this last graph alone.
Another peculiar fact is that that the FWHM (see Fig. 7.17c), even at ∆t = 0, is not
the same for all simulated diffusivities. Instead, it grows for increasing D, starting
close to the simulated beam size of 1.0µm, but quickly growing to above 2 µm.
Comparison to the experimental data for the amplitudes (Fig. 7.17a), as well as the
FWHM (Fig. 7.17c), shows that a simulated diffusivity of about 1800 cm2/s repro-
duces the trend of the data quite accurately.
7.8 Discussion
After eliminating many complications, the final experiment on the HB sample, using
the NIR-NIR laser combination (λpu = λpr = 886 nm), and symmetric scanning type
has been performed.
The results of this measurement, summarized in figure 7.13, together with the corre-
sponding simulation results (Fig. 7.17), give a consistent picture of carrier diffusion
in this previously electrically characterized device, resulting in an estimated diffusion
between 1000 and 2000 cm2/s, confirming the predictions made by the Einstein rela-
tion for graphene, as shown in figure 7.1b.
An open question remains how the diffusion is influenced by the carrier temperature.
On the one hand, the version of the Einstein relation used here is independent of the
carrier temperature (contrary to other literature), suggesting a constant diffusivity
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over a wide electron temperature range, even for “hot” carriers with temperatures
on the order of 1000K. On the other hand, deviations from this diffusion law might
be expected for deviations to the Sommerfeld approximation, i.e., when the electron
temperature becomes comparable to the Fermi level, or in truly non-equilibrium situ-
ations, e.g. in the first femtoseconds, or for devices with more restricted geometries,
such as narrow graphene nanoribbons.
7.9 Summary
I have presented, for the first time, a novel technique of ultrafast photocurrent mi-
croscopy with spatially and temporally offset laser pulses, to study the hot-carrier
diffusion in graphene p-n junction devices. With the help of simulations I am able
to interpret spatially and temporally resolved data to track hot-carrier diffusion in
graphene with photothermoelectric photocurrent read-out. The direct connection be-
tween carrier mobility and hot-carrier diffusion as predicted by the Einstein relation
has been successfully tested by studying electrically characterized devices with known
mobilities.
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In this thesis I have explored the possibility to directly resolve, in space and time, the
ultrafast heat transport in different materials and with different techniques. I focused
on the idea to distinguish electronic and phononic contributions to heat transport dy-
namics on the nanometer-femtosecond scale. By using a combination of an ultrafast
laser pump-probe scheme and advanced scanning microscopy with high-NA, I was able
to track, in a very direct way, the diffusion of photo-excited electrons in thin gold films.
In particular, a transition from a fast hot-electron diffusion to thermal, phonon limited
diffusion was observed, for the first time, on a timescale of a few picoseconds. The ex-
perimental observations were understood and interpreted by a full 3D thermo-optical
model, based on a two-temperature model and, importantly, including the electronic
and phononic temperature contributions to the optical response.
In a next step, the exciting optoelectronic properties of the highly conductive, novel,
and truly two-dimensional material, single-layer graphene, were put to the test. Specif-
ically, I studied the electronic heat transport, thereby directly investigating the rela-
tionship between carrier mobility thermal diffusivity, as predicted by the Einstein
relation. Again, by using state-of-the-art probe-beam-scanning transient-absorption
microscopy, I was able to track light induced electronic heat in graphene. I studied the
influence of external parameters on hot-carrier transport by comparing the dynamics
of samples with different substrates, encapsulations, as well as production types.
As a complementary approach to disentangle electronic from phononic contributions
to carrier diffusion, I switched gears to use a purely electronic read-out, the pho-
tothermoelectric voltage created at a p-n junction of a electrostatically gated device of
exfoliated, encapsulated graphene in a double-pulse, spatio-temporal scanning scheme.
This novel technique, which is the first of its kind, allowed me to detect and map out
99
8 Conclusion
the photocurrent on a nanometer-femtosecond scale. By modeling the expected carrier
dynamics with a spatio-temporal diffusion model, I was able to compare the observed
and simulated dynamics to estimate the hot-carrier diffusion. Here, an electrically
pre-characterized device with known mobility was studied to test the predictions of
the Einstein relation. Within the experiential uncertainties, I was able to estimate a
hot-carrier diffusion coefficient consistent with the measured electron mobilities.
With these achievements I believe to have contributed to the understanding of com-
plex non-equilibrium thermodynamics, in particular the decoupling of electronic and
phononic heat transport via two novel ultrafast microscopy techniques. By precise
quantification of all-optical transient absorption, as well as photothermoelectric pho-
tocurrent microscopy, I have been able to put our current understanding of carrier and
heat transport to the test.
8.2 Outlook
There is a vast possibility of extending this research both by expanding the funda-
mental understanding, as well as for technological applications.
First of all, the limits of diffusive heat transport, even just for the electron subsystem
have been predicted in terms of ballistic motion, when the length scales approach the
mean free path, as well as and non-thermal motion, when the time resolution reaches
the scales of electron-electron scattering. It should be possible to probe both of these
regimes with the types of ultrafast spatio-temporally resolved microscopy techniques
presented in this thesis.
In principle, this type of fundamental understanding should be able to help to improve
the efficiency of solar cells, where the light energy needs to arrive at the charge ex-
traction regions by carrier transport. In particular, the generally unused extra energy
of hot carriers could boost solar cell efficiency if designed to harvest these carriers.
The field of ultrafast detectors relies on similar fundamental processes of creating cur-
rents from optical absorption. In particular, graphene is a promising material to create
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