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Abstract. Solving (mixed) integer linear programs, (M)ILPs for short, is a fundamental optimization
task. While hard in general, recent years have brought about vast progress for solving structurally
restricted, (non-mixed) ILPs: n-fold, tree-fold, 2-stage stochastic and multi-stage stochastic programs
admit efficient algorithms, and all of these special cases are subsumed by the class of ILPs of small
treedepth.
In this paper, we extend this line of work to the mixed case, by showing an algorithm solving MILP in
time f(a, d) poly(n), where a is the largest coefficient of the constraint matrix, d is its treedepth, and
n is the number of variables.
This is enabled by proving bounds on the denominators of the vertices of bounded-treedepth (non-
integer) linear programs. We do so by carefully analyzing the inverses of invertible submatrices of the
constraint matrix. This allows us to afford scaling up the mixed program to the integer grid, and
applying the known methods for integer programs.
We trace the limiting boundary of our approach, showing that naturally related classes of linear pro-
grams have vertices of unbounded fractionality. Finally, we show that restricting the structure of only
the integral variables in the constraint matrix does not yield tractable special cases.
Keywords: Mixed integer linear programming · Tree-depth · Fixed parameter algorithms · n-fold ILP.
1 Introduction
Integer linear programming is a fundamental hard problem, which motivates the search for tractable special
cases. In the ’80s, Lenstra and Kannan [23, 30] and Papadimitriou [32] have shown that the classes of ILPs
with few variables or few constraints and small coefficients, respectively, are polynomially solvable. A line
of research going back almost 20 years [1, 3, 6, 8, 10, 11, 16, 17] has recently culminated with the discovery
of another tractable class of ILPs [9, 29], namely ILPs with small treedepth and coefficients. The obtained
results already found various algorithmic applications in areas such as scheduling [4, 22, 25], stringology and
social choice [26, 27], and the traveling salesman problem [3].
The language of “special tractable cases” has been developed in the theory of parameterized complexity [5].
We say that a problem is fixed-parameter tractable (FPT) parameterized by k if it has an algorithm solving
every instance I in time f(k) poly(|I|) for some computable function f , and we call this an FPT algorithm.
Say that the height of a rooted forest is its largest root-leaf distance. A graph G = (V,E) has treepdepth
d if d is the smallest height of a rooted forest F = (V,E′) in which each edge of G is between an ancestor-
descendant pair in F , and we write td(G) = d. The primal graph GP (A) of a matrix A ∈ R
m×n has a vertex
for each column of A, and two vertices are connected if an index k ∈ [m] = {1, . . . ,m} exists such that both
columns are non-zero in row k. The dual graph GD(A) is defined as GD(A) := GP (A
⊺). Define the primal
treedepth of A to be tdP (A) = td(GP (A)), and analogously tdD(A) = td(GD(A)). The recent results states
that there is an algorithm solving ILP in time f(‖A‖∞,min{tdP (A), tdD(A)}) poly(n), hence ILP is FPT
parameterized by ‖A‖∞ and min{tdP (A), tdD(A)}. Besides this class, other parameterizations of ILP have
been successfully employed to show tractability results, such as bounding the treewidth of the primal graph
and the largest variable domain [21], the treewidth of the incidence graph and the largest solution prefix
sum [11], or the signed clique-width of the incidence graph [7].
It is therefore natural to ask whether these tractability results can be generalized to more general settings
than ILP. In this paper we ask this question for Mixed ILP (MILP), where both integer and non-integer
variables are allowed:
min {cx | Ax = b, l ≤ x ≤ u ,x ∈ Zz ×Qq} , (MILP)
with A ∈ Zm×z+q, l,u, c ∈ Zz+q and b ∈ Zm.
MILP is a prominent modeling tool widely used in practice. For example, Bixby [2] says in his famous
analysis of LP solver speed-ups, “[I]nteger programming, and most particularly the mixed-integer variant, is
the dominant application of linear programming in practice.” Already Lenstra has shown that MILP with
few integer variables is polynomially solvable, naturally extending his result on ILPs with few variables.
Analogously, we seek to extend the recent tractability results from ILP to MILP, most importantly for the
parameterization by treedepth and largest coefficient. Our main result is as follows:
Theorem 1. MILP is FPT parameterized by ‖A‖∞ and min{tdP (A), tdD(A)}.
We note that our result also extends to the inequality form of MILP with constraints of the form Ax ≤ b
by the fact that introducing slack variables does not increase treedepth too much [9, Lemma 56].
The proof goes by reducing an MILP instance to an ILP instance whose parameters do not increase too
much, and then applying the existing algorithms for ILP. A key technical result concerns the fractionality
of an MILP instance, which is the minimum of the maxima of the denominators in optimal solutions. For
example, it is well-known that the natural LP for the Vertex Cover problem has half-integral optima,
that is, there exists an optimum with all values in {0, 12 , 1}.
The usual way to go about proving fractionality bounds is via Cramer’s rule and a sufficiently good
bound on the determinant. As witnessed by any proper integer multiple of the identity, determinants can
grow large even for matrices of very benign structure. Instead, we need to analyze much more carefully the
structure of the inverse of the appearing invertible submatrices, allowing us to show:
Theorem 2. A MILP instance with a constraint matrix A has an optimal solution x whose largest denom-
inator is bounded by g(‖A‖∞,min{tdP (A), tdD(A)}) for some computable function g.
We are not aware of any prior work which lifts a positive result for ILP to a result for MILP in this way.
Let us relate Theorem 1 to the well-studied classes of 2-stage stochastic and n-fold ILP. These ILPs have
a constraint matrix composed of small blocks whose largest number of columns and rows, respectively for
2-stage stochastic and n-fold ILP, is denoted t, and whose largest coefficient is a = ‖A‖∞. The bound given
by Theorem 2 is then at
O(t2)
(cf. Remark 1). Consequently, the algorithmic results we obtain by using the
currently state-of-the-art algorithms [9] are near-linear FPT algorithms parameterized by a and t.
Corollary 1. Let g := aa
t
O(t2)
. 2-stage stochastic MILP is solvable in time 2g ·n log3 n log ‖u−l‖∞ log ‖c‖∞,
and n-fold MILP is solvable in time g · n logn log ‖u− l‖∞ log ‖c‖∞.
While solving the 2-stage stochastic and n-fold LP is possible in polynomial time, the best known depen-
dence of a general algorithm for LP on the dimension n is superquadratic. Eisenbrand et al. [9, Theorem
63] give parameterized algorithms whose dependence on n is near-linear, but which depend on the required
accuracy ǫ with a term of log(1/ǫ). General bounds on the the encoding length of vertices of polyhedra [12,
Lemma 6.2.4] imply that to obtain a vertex solution, we need to set ǫ to be at least as small as 1(an)n , hence
log(1/ǫ) ≥ (n log an), making the resulting runtime superquadratic. Since the bound of Theorem 2 does not
depend on n, we in particular obtain first near-linear FPT algorithms for LPs with small coefficients and
small tdP (A) or tdD(A). We spell out the resulting complexities for the aforementioned important classes:
Corollary 2. 2-stage stochastic LP is solvable in time 22a
O(t3)
· n log3 n log ‖u − l‖∞ log ‖c‖∞, and n-fold
LP is solvable in time at
O(t2)
· n logn log ‖u− l‖∞ log ‖c‖∞.
We also explore the limits of approaching the problem by bounding the fractionality of inverses: Other
ILP classes with parameterized algorithms involve constraint matrices with small primal treewidth [21] and
4-block n-fold matrices [16]. Here, we obtain a negative answer:
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Lemma 1. For every n ∈ N, there are MILP instances I1 and I2 with constraint matrices A1 and A2, such
that A1 has constant primal, dual, and incidence treewidth and ‖A1‖∞ = 2, and A2 is 4-block n-fold with all
blocks being just (1), and the fractionality is 2Ω(n) for I1 and Ω(n) for I2.
Next, we consider extending the positive result of Theorem 1 to separable convex functions, which is the
regime considered in [9]. We show that merely bounding the fractionality will unfortunately not suffice:
Lemma 2. There are MIP instances with the following properties:
1. A = (1 · · · 1), b = 1, f(x) =
∑
i(xi)
2, tdD(A) = 1, fractionality n,
2. dimension 1, no constraints, f(x) = (x − 1
k
)2, fractionality k,
3. dimension 1, no equality constraints, 0 ≤ x ≤ 1, f(x) = x3+2x2−x univariate cubic convex, unbounded
fractionality (minimum is
√
7
3 −
2
3).
Finally, we consider a different way to extend tractable ILP classes to MILP. Divide the constraint matrix
A of an MILP instance in two parts corresponding to the integer and continuous variables as A = (AZ AQ).
What structural restrictions have to be placed on AZ and AQ in order to obtain tractability of MILP? We
show a general hardness result in this direction:
Lemma 3. Let C be a class of ILP instances for which the feasibility decision problem is NP-hard. Then
there exists a class of MILP instances C′ whose feasibility decision problem is NP-hard and whose constraint
matrix is A =
(
0 AQ
I −I
)
, where I is the identity matrix and AQ is a constraint matrix of an instance from C.
Note that the main reason for intractability is that we allow arbitrary interactions between the integer
and the non-integer variables of the instance. Thus, Lemma 3 implies that this interaction between integral
and fractional variables has to be restricted in some way in order to obtain a tractable fragment of MILP.
Related Work
We have already mentioned related work on structural parameterizations of ILP. The closest work to ours
was done by Hemmecke [14] in 2000 when he studied a mixed-integer test set related to the Graver basis,
which is the engine behind all recent progress on ILPs of small treedepth. It is unclear how to apply his
approach, however, because it requires bounding the norm of elements of the mixed-integer test set, where the
bound obtained by (a strenghtening of) [14, Lemma 6.2],[15, Lemma 2.7.2], is polynomial in n, too much to
obtain an FPT algorithm. Kotnyek [28] characterized k-integral matrices, i.e., matrices whose solutions have
fractionality bounded by k, however it is unclear how his characterization could be used to show Theorem 2,
so we take a different route. Lenstra [30] showed how to solve MILPs with few integer variables using the fact
that a projection of a polytope is again a polytope; applying this approach to our case would require us to
show that if P is a polytope described by inequalities with small treedepth, then a projection of P also has
an inequality description of small treedepth. This is unclear. Half-integrality of two-commodity flow [18, 24]
and Vertex Cover [31] has been known for half a century. Ideas related to half-integrality have recently
led to improved FPT algorithms [13, 19, 20], some of which have been experimentally evaluated [33].
2 Preliminaries
We consider zero a natural number, i.e., 0 ∈ N. We write vectors in boldface (e.g., x,y) and their entries
in normal font (e.g., the i-th entry of x is xi). For positive integers m ≤ n we set [m,n] := {m, . . . , n} and
[n] := [1, n].
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2.1 Reducing MILP to ILP
Assume that an MILP instance is given and that some optimum x = (xZ,xQ) exists whose set of denominators
is D, and we know M = maxD. Recall lcm(D) is the least common multiple of the elements of D, and
lcm(D) ≤ M ! =: M˜ . Then lcm(D)xQ is an integral vector. Our idea here is to restrict our search among all
optima of (MILP) to search among those optima with small fractionality, that is, with small denominators.
Consider the integralized MILP instance:
min{cz : (M˜ ·AZ AQ)z = M˜ · b, (lZ, M˜ lQ) ≤ (zZ, zQ) ≤ (uZ, M˜uQ), z ∈ Z
z+q} . (IMILP)
We claim that the optimum of (MILP) can be recovered from the optimum of (IMILP):
Lemma 4. Let M be the fractionality of (MILP) and (zZ zQ) ∈ Z
z+q be an optimum of (IMILP). Then
x = (zZ
1
M˜
zQ) is an optimum of (MILP).
Proof. It is clear that there is a bijection between solutions x of (MILP) where xQ has all entries with a
denominator M˜ and solutions z of (IMILP). The optimality of x then follows from M being the fractionality
of (MILP) and M ! always being divisible by lcm(D).
2.2 The Graphs of A and Treedepth
We assume that GP (A) and GD(A) are connected, otherwise A has (up to row and column permutations) a
block diagonal structure with d blocks and solving (MILP) amounts to solving d smaller (MILP) instances
independently.
Definition 1 (Treedepth). The closure cl(F ) of a rooted tree F is the graph obtained from F by making
every vertex adjacent to all of its ancestors. The height of a tree F denoted height(F ) is the maximum
number of vertices on any root-leaf path. A td-decomposition of G is a tree F such that G ⊆ cl(F ). The
treedepth td(G) of a connected graph G is the minimum height of its td-decomposition.
Computing td(G) is NP-hard but can be done in time 2td(G)
2
· |V (G)| [34], hence FPT parameterized
by td(G). To facilitate our proofs we use a parameter called topological height introduced by Eisenbrand et
al. [9]:
Definition 2 (Topological height). A vertex of a rooted tree F is degenerate if it has exactly one child,
and non-degenerate otherwise (i.e., if it is a leaf or has at least two children). The topological height of
F , denoted th(F ), is the maximum number of non-degenerate vertices on any root-leaf path in F . Clearly,
th(F ) ≤ height(F ).
For a root-leaf path P = (vb(0), . . . , vb(1), . . . , vb(2), . . . vb(e)) with e non-degenerate vertices vb(1), . . . , vb(e)
(potentially vb(0) = vb(1)), define k1(P ) := |{vb(0), . . . , vb(1)}|, ki(P ) := |{vb(i−1), . . . , vb(i)}| − 1 for all i ∈
[2, e], and ki(P ) := 0 for all i > e. For each i ∈ [th(F )], define ki(F ) := maxP :root-leaf path ki(P ). We call
k1(F ), . . . , kth(F )(F ) the level heights of F .
We also need two lemmas from [9].
Lemma 5 (Primal Decomposition [9, Lemma 19]). Let A ∈ Zm×n, GP (A), and a td-decomposition F
of GP (A) be given, where n,m ≥ 1. Then there exists an algorithm computing in time O(n) a decomposition
of A
A =


A¯1 A1
...
. . .
A¯d Ad

 , (block-structure)
and td-decompositions F1, . . . , Fd of GP (A1), . . . , GP (Ad), respectively, where d ∈ N, A¯i ∈ Z
mi×k1(F ), Ai ∈
Zmi×n
i
, th(Fi) ≤ th(F )− 1, height(Fi) ≤ height(F )− k1(F ), for i ∈ [d], n1, . . . , nd,m1, . . . ,md ∈ N.
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Lemma 6 ([9, Lemma 21]). Let A ∈ Zm×n, a td-decomposition F of GP (A), and A¯i, Ai, Fi, for all i ∈ [d],
be as in Lemma 5. Let Aˆi := (A¯i Ai) and let Fˆi be obtained from Fi by appending a path on k1(F ) new vertices
to the root of Fi, and the other endpoint of the path is the new root. Then Fˆi is a td-decomposition of Aˆi,
th(Fˆi) < th(F ), and height(Fˆi) ≤ height(F ).
3 Fractionality of Bounded-Treedepth Matrices
Consider any optimal solution (x∗Z,x
∗
Q) of (MILP). The fractional part x
∗
Q is necessarily an optimal solution
of the linear program min{cxQ : AQxQ = b−AZx
∗
Z, lQ ≤ xQ ≤ uQ,xQ ∈ Q
q}. To bound the fractionality of
(MILP), it therefore suffices to consider the fractionality of AQ, and we shall hence assume A = AQ.
Let us now recall some basic facts about vertices of polytopes adapted to the specifics of our situation.
Consider a vertex of the polytope described by the solutions of the system of
Ax = b, l ≤ x ≤ u , (1)
with A,x, l,u as usual. Let x be any solution of (1). Being a vertex means satisfying n linearly independent
constraints with equality. Without loss of generality [9, Proposition 4], A is pure, meaning that its m rows
are linearly independent.
Since these first m equations necessarily hold for any solution x, we have m linearly independent con-
straints satisfied, and there remain n−m of the in total 2n upper and lower bounds to be satisfied. Without
loss of generality, we may assume that it is indeed the first n−m lower bound constraints that are met with
equality, that is, x1 = l1, . . . , xn−m = ln−m holds. Let
xN = (x1, . . . , xn−m) ∈ Qn−m,xB = (xn−m+1, . . . , xn) ∈ Qm ,
and partition accordingly the n columns of A as A = (AN AB). Letting b
′ = b − ANxN , the solution
x = (xN ,xB) satisfies
ABxB = b
′. (2)
Observe that AB ∈ Z
m×m is a square matrix with trivial kernel (that is, Ax = 0 only for x = 0), thus
invertible. Therefore, xB = A
−1
B b
′. (Otherwise, there is a direction y in the kernel such that both x+ ǫy and
x− ǫy are feasible, hence x was not a vertex.) Hence, in order to bound the fractionality of the vertex x, it is
enough to bound the fractionalities of the entries of A−1B . We will denote with frac(A) the fractionality of A,
meaning the maximum denominator appearing over all entries, represented as fractions in lowest terms, of A.
Note that frac(A1A2 . . . Ak) ≤ (frac(A1) · frac(A2) · · · frac(Ak))! for any sequence of matrices A1, A2, . . . , Ak,
where we use the aforementioned fact that the least common multiple of numbers bounded by x is bounded
by x! . If one of A,B is 1× 1, then frac(AB) ≤ lcm(frac(A), frac(B)) holds.
Theorem 2. Let A ∈ Zm×n, and F be a td-decomposition of GP (A). Let AB ∈ Zm×m be a collection of
columns of A forming an invertible submatrix. Then, frac(A−1B ) is bounded by a function of height(F ) and
‖A‖∞.
Before we proceed with the proof, we will recall the following elementary, but important facts from linear
algebra. A generalized shear matrix is a block matrix of the form M =
(
I 0
R I
)
, with the blocks being of
appropriate size.
Lemma 7. Let M1 =
(
I 0
R1 I
)
be a generalized shear matrix, and M2 =
(
I 0
R2 A
)
, such that the blocks of
M1 and M2 are compatible. Then, M1 ·M2 =
(
I 0
R1 +R2 A
)
.
Proof. Follows directly from the definition of matrix multiplication.
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This is relevant since multiplication with generalized shear matrices corresponds to sequences of elemen-
tary row or column transformations. In particular, we refer to removing the lower left part of a matrix of
the form of M2 in the lemma through right or left multiplication with a matrix of the form of M1 with
R1 = −R2 as zeroing out R2 from M2.
Let adj(A) be the matrix having as entries the cofactors of A (commonly called the adjoint of A). For
reference, we give Cramer’s rule: For invertible A,
A−1 =
1
det(A)
· adj(A)T . (Cramer’s rule)
Proof of Theorem 2. We induce over th(F ). The base case of th(F ) = 1 means that A has at most
height(F ) = k1(F ) columns, and hence by purity also at most k1(F ) rows. By Cramer’s rule and the
Hadamard bound on determinants, the fractionality of the inverse of any invertible submatrix of A, and
in particular of AB, is therefore bounded by (k1(F )‖A‖∞)k1(F ).
In the induction step, we assume th(F ) > 1. Then, AB inherits a td-decomposition of topological height
at most that of F , since GP (AB) is a subgraph of GP (A). We shall therefore assume A = AB from here on.
Let r = k1(F ). Consider the block Aj with dimensions mj × nj . Since A is invertible, mj ≥ nj must
hold. Otherwise, we could combine an all-zeroes column in A from the columns of Aj . Since A is square,
r +
∑d
j=1 nj =
∑d
j=1mj holds. Letting r
′ be the number of different values of j such that mj > nj is strict,
we see that r′ ≤ r must hold. Without loss of generality, we may assume that the first r′ inequalities are
strict, i.e., n1 < m1, . . . , nr′ < mr′ holds, and nj = mj for all j > r
′.
Thus A has the following form (where entries outside of the boxes are zero):
A =




Q1
R Q2
.
Both Q1 and Q2 have to be invertible: Since row rank equals column rank equals rank, if Q1 did not have
full rank, then we could combine one of its rows out of the others. This combination would extend to a
combination of rows of the entire matrix A. Consequently, A would not be invertible, a contradiction.
Similarly, if Q2 was not invertible, we would get a linear combination of some columns through others,
and this would extend to the whole matrix by the same argument, just for columns (or for rows in the
transpose).
Let R′ = −Q−12 · (R 0) ·Q
−1
1 . Here, (R 0) is the matrix R padded by zero-columns so as to be compatible
with Q−11 . Equivalently, we could multiply only with those rows of Q
−1
1 that correspond to columns of R. By
Lemma 7 and elementary matrix calculus, the inverse of A is given through
A−1 =




Q−1
1
R′ Q
−1
2
.
Note that the bottleneck term for the fractionality here is R′, which contains a product, but we can already
say (by the estimate on the fractionality of a product of matrices above) that frac(A−1) depends only on
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frac(Q−11 ) and frac(Q
−1
2 ), since R is integral. Therefore, it is enough to bound frac(Q
−1
i ) individually. The
easier case is Q2, which we take care of now.
By the shape of A, Q2 is block diagonal, hence the inverse of Q2 is the block diagonal matrix of the
inverses of the blocks Ai, i > r
′. By Lemma 5, each GP (Ai) has a td-decomposition Fi with th(Fi) < th(F ).
We may therefore apply the inductive hypothesis to them, and obtain that
frac(Q−12 ) ≤ max
i
(frac(Ai)
−1), (3)
and this is bounded.3 It remains to argue about the inverse of Q1. Recall that we massaged A such that Q1
contains r′ blocks Aˆi for some r′ ≤ r, and the hatted matrices being defined as in Lemma 6. We now employ
another induction, on the number of blocks Q1 is composed of, which is r
′. In particular, we show that the
fractionality of Q1 is bounded.
If r′ = 0, this means A1 is empty, and Q1 consists just of one block A¯1 of size r× r = k1(F )× k1(F ). We
can bound the fractionality of Q−11 again by (k1(F )‖A‖∞)
k1(F ), which is bounded.
Let Aˆi be defined as in Lemma 6. Now, assuming r
′ > 0, Lemma 6 crucially states that GP (Aˆ1) has a
td-decomposition Fˆ1 with th(Fˆ1) < th(F ). Furthermore, Aˆ1 is of full rank by purity of A. We may hence pick
a set of columns Bˆ1 of Aˆ1 that form an invertible submatrix, and by inductive hypothesis on the topological
height, not r′, assume frac(Bˆ−11 ) is bounded. We refer to the columns of Aˆ1 belonging to Bˆ1 as invertible.
Some of the invertible columns may be contained in the first r columns of Aˆ1, which we call original. By
permuting columns, we can bring all the columns of the invertible submatrix Bˆ1 of Aˆ1 to the left, having
some columns of A¯1 and A1 to its right, to which we now refer to as N1. That is, Q1 is, up to permutation
of columns, of the form
Q1 =
(
Bˆ1 N1 0
∗ ∗ ∗
)
.
By performing elementary row operations on Aˆ1 within Q1, we can convert this invertible submatrix Bˆ1 into
an identity matrix, and thus ensure that Q1 has an identity block in the upper left corner.
On the matrix level, this corresponds to left multiplication of Q1 (and after appropriate padding with an
identity matrix in the right-bottom corner, also A) with a matrix E1 defined as follows:
E1 ·Q1 =
(
Bˆ−11 0
0 I
)
·
(
Bˆ1 N1 0
∗ ∗ ∗
)
=
(
I Bˆ−11 N1 0
∗ ∗ ∗
)
. (4)
Note that, below the non-original columns, there are zeroes. Below the original columns, there are en-
tries of A¯i, i > 1, which we denote with O¯. Therefore, the right-hand side in Eq. (4) actually reads(
I Bˆ−11 N1 0
(0 O¯) ∗ ∗
)
. That is, the first asterisk above actually expands to (0 O¯). Using Lemma 7 (or rather,
a very slight generalization thereof where the top left of M2 is not necessarily an identity matrix), we
now zero out these entries below the non-original columns, choosing R2 = −(0 O¯). This corresponds to
left-multiplication with E2 =
(
I 0
−(0 O¯) I
)
, yielding a new matrix
(
I Bˆ−11 N1 0
0 ∗1 ∗
)
.
This modifies the entries below the non-invertible columns of (the permuted version of) Aˆ1, marked ∗1, by
an additive term of −(0 O¯)Bˆ−11 N1.
Employing Lemma 7 again, we zero out the non-invertible columns in Aˆ1, that is, Bˆ
−1
1 N1, corresponding
to a right multiplication with E3 =
(
I Bˆ−11 N1
0 I
)
. We have thus massaged Q1 into the form
(
I 0
0 Q′′1
)
. Finally,
3 Whenever we say some quantity is bounded, we mean bounded only by ‖A‖∞ and height(F ), for the remainder of
the proof.
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we need to ensure that the lower-right entry is integral. To this end, let β = lcmij(frac(Q
′′
1)ij), such that
Q′1 := β ·Q
′′
1 is integral. Since Q1 is integral, all fractionality in Q
′′
1 stems from the entries of Bˆ
−1
1 , which is
of dimension k1(F ) × k1(F ). We can hence bound β ≤ frac(Bˆ
−1
1 )
k1(F )
2
. Therefore, we have arrived at the
matrix 1/β ·
(
β · I 0
0 Q′1
)
, where Q′1 is of the same structure as Q1, that is, the bounds on the topological
height still are satisfied, and k1(F ) doesn’t change. This makes it permissible to induce on Q
′
1. Moreover,
Q′1 contains one block less than Q1, that is, r
′ drops by one. We then apply the inductive hypothesis (with
respect to r′) to Q′1.
By inductive hypothesis with respect to the topological height, frac(Bˆ−11 ) is bounded. By inductive
hypothesis on r′, frac((Q′′1 )
−1) is bounded by a function only in height(F ) and the size of the entries of
Q′′1 . The entries of Q
′
1 in turn are either the intact entries of A, or they were modified by an additive term
−(0 O¯)Bˆ−11 N1. These are, by inductive hypothesis on th(F ), also bounded by ‖A‖∞ and height(F ).
Now, the matrices effecting the transformation given above are 1/β,E1, E2, E3, where we understand
the scalar 1/β as a 1 × 1 matrix, in the sense that β · (1/β)E2E1Q1E3 =
(
I 0
0 Q′′1
)
. Since the result is
of block structure,
(
I 0
0 (Q′′1)
−1
)
· E2E1Q1E3 = I, implying that Q
−1
1 = 1/βE3
(
βI 0
0 (Q′1)
−1
)
E2E1, such
that frac(Q−11 ) is bounded by a function in β, frac(E1), frac(E2), frac(E3), frac((Q
′
1)
−1). Inspecting the Ei
and applying the inductive hypothesis on topological height again, we see that each of these fractionalities
depend only on ‖A‖∞ and height(F ). Repeating this step r′ ≤ k1(F ) times is obviously also within the
required bound, since k1(F ) is bounded by height(F ). Hence, also fracQ
−1
1 is bounded.
Since the entire induction was on th(F ), which is bounded by height(F ), the claim holds.
Corollary 3. Let A,AB be as in Theorem 2 and F be a td-decomposition of GD(A). Then, frac(A
−1
B ) is
bounded by a function of height(F ) and ‖A‖∞.
Proof. As argued before, GD(AB) is a subgraph of GD(A). By definition, GD(AB) = GP (A
⊺
B). Finally,
(A−1B )
⊺ = (A⊺B)
−1, and applying the Theorem concludes the proof.
Remark 1. The analysis simplifies significantly for the case of 2-stage stochastic and n-fold matrices, which
are an important special case where th(F ) = 2: if t is a bound on the block size, then we can bound the
fractionality of the submatrix AB by ‖A‖
tO(t
2)
∞ .
Proof of Theorem 1. Theorem 2 gives us a computable bound M ′ on the largest coefficient of the (IMILP)
instance, and it is clear that the structure of non-zeroes (hence the primal and dual graphs) of the constraint
matrix of (IMILP) is identical to that of A. Hence, by Lemma 4, (MILP) can be solved by solving (IMILP),
which can be done (by the results of [9]) in FPT time parameterized by ‖A‖∞ and min{tdP (A), tdD(A)}).
(To be precise, we need to solve (IMILP) for every 1 ≤ M˜ ≤M ′, which is fine as long as M ′ is computable,
and this holds.)
Proof of Corollary 1. By [9, Corollary 93], 2-stage stochastic ILP is solvable in time 2(2a)
O(t3)
n log3 n log ‖u−
l‖∞ log ‖c‖∞. The coefficients of (IMILP) are bounded by the lcm of numbers of size at most p := at
O(t2)
,
which is bounded by a′ := pp. The claim follows by plugging in a = a′ in the aforementioned runtime. The
same holds for n-fold ILP considering that by [9, Corollary 91] it is solvable in time (at2)O(t
3)n logn log ‖u−
l‖∞ log ‖c‖∞.
Proof of Corollary 2. By [9, Corollary 64], if there is an algorithm solving a class of IP in time T , then there
is an algorithm solving the corresponding class of LP with accuracy4 ǫ in time T · log(1/ǫ). By Theorem 2, it
is enough to set 1/ǫ = aa
t
O(t2)
, and plugging this into the aforementioned time complexity bounds concludes
the proof.
4 To solve an LP with accuracy ǫ means to find a solution which is at ℓ∞-distance at most ǫ from an optimum.
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4 Hardness Results
4.1 High Fractionality Instances
Proof of Lemma 1. It is easy to verify that A−11 is the inverse of A1 as stated below, both n× n matrices.
A =


2 −1 0 · · · 0
0 2 −1 · · · 0
...
. . .
...
0 0 · · · 2

 , A−1 =


1
2
1
22
1
23 · · ·
1
2n
0 12
1
22 · · ·
1
2n−1
...
. . .
...
0 0 · · · 12

 .
Moreover, the primal, dual, and incidence treewidth of A1 is 1, and ‖A1‖∞ = 2.
It is again easy to verify that below are A2 and its inverse, both n × n, with n
′ = n − 2, and A2 is a
4-block n-fold matrix with all blocks of size 1:
A =


1 1 1 · · · 1
1 1 0 · · · 0
1 0 1 · · · 0
...
. . .
1 0 0 · · · 1


, A−1 =


− 1
n′
1
n′
1
n′
· · · 1
n′
1
n′
n′−1
n
− 1
n′
· · · − 1
n′
1
n′
− 1
n′
n′−1
n
· · · − 1
n′
...
. . .
1
n′
− 1
n′
− 1
n′
· · · n
′−1
n


.
Because for each vertex x of a polyhedron there exists an objective vector c such that (MILP) is uniquely
optimal in x, and the fact that we have demonstrated inverses with high fractionality, there must exist
vertices of high fractionality and corresponding objectives, which give the desired instances I1 and I2.
Remark 2. The Ω(n) fractionality lower bound in part 2 of Lemma 1 may be seen as mild given that for
4-block n-fold we would seek an algorithm running in time nf(k), for f some function and k largest block size,
and that (the more permissive) n-fold IP problem has such an algorithm even when its entries are polynomial
in n. However, this is not true for the 2-stage stochastic IP problem, which is NP-hard with polynomially
bounded coefficients already with constant-size blocks [6]. Because 4-block n-fold IP is even harder than 2-
stage stochastic IP, the bounded fractionality approach cannot work for giving an nf(k) algorithm for 4-block
n-fold MILP.
Proof of Lemma 2. All instances have unique optima, and it is straightforward to verify that in part 1 of
the Lemma, it is the point x = ( 1
n
, . . . , 1
n
), in part 2 it is x = 1
k
, for any k, and in part 3, the minimum is
irrational x =
√
7
3 −
2
3 , hence fractionality is unbounded. The objective f(x) = x
3 +2x2− x is not convex on
R, but it is between 0 and 1.
4.2 The Limits of Tractability for Structured MILPs
Here, we show hardness Lemma 3 about the decision version of MILP, which is deciding the non-emptiness
of the following set:
{x ∈ Zz ×Qq | Ax = b, l ≤ x ≤ u} . (MILP-feasibility)
Proof of Lemma 3. We provide a polynomial-time reduction from ILP-feasibility. Let I := {x ∈ Zn | Ax =
b, l ≤ x ≤ u} be an instance of ILP-feasibility. Informally, we obtain the equivalent instance I ′ of MILP
by putting the variables of I into the non-integer part and then making an (integer) copy of every variable
in I, which ensures (by forcing the copy to be equal to its original) that the original variables can only take
integer values. More formally, I ′ is given by:
{
x′ ∈ Zn ×Qn |
(
A
I −I
)
x′ =
(
b
0
)
,
(
l
l
)
≤ x′ ≤
(
u
u
)}
(5)
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where I is the n × n identity matrix and 0 is the n dimensional all zero vector. Note that the subinstance
induced by all integer variables of I ′ has no constraints and the subinstance induced by all non-integer
variables is equal to I. (Here, by an induced subinstance we mean one obtained by retaining only constraints
not containing any of the remaining variables, as those constraints would be arguably meaningless in the
induced subinstance.)
Remark 3. It is an interesting question for future work whether we can generalize our results for MILP if we
put additional restrictions on the interactions between integer and non-integer variables. A similar approach
has recently been explored for generalizing the tractability result for ILP based on primal treedepth to
MILP [11] using a hybrid decompositional parameter called torso-width.
10
Bibliography
[1] Aschenbrenner, M., Hemmecke, R.: Finiteness theorems in stochastic integer programming. Foundations
of Computational Mathematics 7(2), 183–227 (2007)
[2] Bixby, R.E.: Solving real-world linear programs: A decade and more of progress. Operations research
50(1), 3–15 (2002)
[3] Chen, L., Marx, D.: Covering a tree with rooted subtrees - parameterized and approximation algorithms.
In: Czumaj, A. (ed.) Proceedings of the Twenty-Ninth Annual ACM-SIAM Symposium on Discrete
Algorithms, SODA 2018, New Orleans, LA, USA, January 7-10, 2018. pp. 2801–2820. SIAM (2018)
[4] Chen, L., Marx, D., Ye, D., Zhang, G.: Parameterized and approximation results for scheduling with
a low rank processing time matrix. In: Vollmer, H., Valle´e, B. (eds.) 34th Symposium on Theoretical
Aspects of Computer Science, STACS 2017, March 8-11, 2017, Hannover, Germany. LIPIcs, vol. 66, pp.
22:1–22:14. Schloss Dagstuhl - Leibniz-Zentrum fuer Informatik (2017)
[5] Cygan, M., Fomin, F.V., Kowalik, L., Lokshtanov, D., Marx, D., Pilipczuk, M., Pilipczuk, M., Saurabh,
S.: Parameterized Algorithms. Springer (2015)
[6] Dvora´k, P., Eiben, E., Ganian, R., Knop, D., Ordyniak, S.: Solving integer linear programs with a
small number of global variables and constraints. In: Sierra, C. (ed.) Proceedings of the Twenty-Sixth
International Joint Conference on Artificial Intelligence, IJCAI 2017, Melbourne, Australia, August
19-25, 2017. pp. 607–613. ijcai.org (2017)
[7] Eiben, E., Ganian, R., Knop, D., Ordyniak, S.: Unary integer linear programming with structural
restrictions. In: Lang, J. (ed.) Proceedings of the Twenty-Seventh International Joint Conference on
Artificial Intelligence, IJCAI 2018, July 13-19, 2018, Stockholm, Sweden. pp. 1284–1290. ijcai.org (2018)
[8] Eisenbrand, F., Hunkenschro¨der, C., Klein, K.M.: Faster Algorithms for Integer Programs with Block
Structure. In: 45th International Colloquium on Automata, Languages, and Programming (ICALP 2018).
pp. 49:1–49:13 (2018)
[9] Eisenbrand, F., Hunkenschro¨der, C., Klein, K., Koutecky´, M., Levin, A., Onn, S.: An algorithmic theory
of integer programming. CoRR abs/1904.01361 (2019)
[10] Ganian, R., Ordyniak, S.: The complexity landscape of decompositional parameters for ILP. Artif. Intell.
257, 61–71 (2018)
[11] Ganian, R., Ordyniak, S., Ramanujan, M.S.: Going beyond primal treewidth for (M)ILP. In: Singh,
S.P., Markovitch, S. (eds.) Proceedings of the Thirty-First AAAI Conference on Artificial Intelligence,
February 4-9, 2017, San Francisco, California, USA. pp. 815–821. AAAI Press (2017)
[12] Gro¨tschel, M., Lova´sz, L., Schrijver, A.: Geometric algorithms and combinatorial optimization, vol. 2.
Springer Science & Business Media (2012)
[13] Guillemot, S.: Fpt algorithms for path-transversal and cycle-transversal problems. Discrete Optimization
8(1), 61–71 (2011)
[14] Hemmecke, R.: On the positive sum property of graver test sets. Tech. rep., Universita¨t Duisburg,
Fachbereich Mathematik (2000)
[15] Hemmecke, R.: On the decomposition of test sets. Ph.D. thesis, Universita¨t Duisburg (2001)
[16] Hemmecke, R., Ko¨ppe, M., Weismantel, R.: Graver basis and proximity techniques for block-structured
separable convex integer minimization problems. Mathematical Programming 145(1-2, Ser. A), 1–18
(2014)
[17] Hemmecke, R., Onn, S., Romanchuk, L.: N-fold integer programming in cubic time. Mathematical
Programming pp. 1–17 (2013)
[18] Hu, T.C.: Multi-commodity network flows. Operations Research 11(3), 344–360 (1963)
[19] Iwata, Y., Wahlstrom, M., Yoshida, Y.: Half-integrality, lp-branching, and fpt algorithms. SIAM Journal
on Computing 45(4), 1377–1411 (2016)
[20] Iwata, Y., Yamaguchi, Y., Yoshida, Y.: 0/1/all csps, half-integral a-path packing, and linear-time FPT
algorithms. In: 59th IEEE Annual Symposium on Foundations of Computer Science, FOCS 2018, Paris,
France, October 7-9, 2018. pp. 462–473 (2018)
[21] Jansen, B.M.P., Kratsch, S.: A structural approach to kernels for ilps: Treewidth and total unimodularity.
In: Bansal, N., Finocchi, I. (eds.) Algorithms - ESA 2015 - 23rd Annual European Symposium, Patras,
Greece, September 14-16, 2015, Proceedings. Lecture Notes in Computer Science, vol. 9294, pp. 779–791.
Springer (2015)
[22] Jansen, K., Klein, K., Maack, M., Rau, M.: Empowering the configuration-ip - new PTAS results for
scheduling with setups times. In: Blum, A. (ed.) 10th Innovations in Theoretical Computer Science
Conference, ITCS 2019, January 10-12, 2019, San Diego, California, USA. LIPIcs, vol. 124, pp. 44:1–
44:19. Schloss Dagstuhl - Leibniz-Zentrum fuer Informatik (2018)
[23] Kannan, R.: Minkowski’s convex body theorem and integer programming. Mathematics of Operations
Research 12(3), 415–440 (Aug 1987)
[24] Karzanov, A.V.: Minimum 0-extensions of graph metrics. European Journal of Combinatorics 19(1),
71–101 (1998)
[25] Knop, D., Koutecky´, M.: Scheduling meets n-fold integer programming. J. Scheduling 21(5), 493–503
(2018)
[26] Knop, D., Koutecky´, M., Mnich, M.: Combinatorial n-fold integer programming and applications. In:
Pruhs, K., Sohler, C. (eds.) 25th Annual European Symposium on Algorithms, ESA 2017, September
4-6, 2017, Vienna, Austria. LIPIcs, vol. 87, pp. 54:1–54:14. Schloss Dagstuhl - Leibniz-Zentrum fuer
Informatik (2017)
[27] Knop, D., Koutecky´, M., Mnich, M.: Voting and bribing in single-exponential time. In: Vollmer, H.,
Valle´e, B. (eds.) 34th Symposium on Theoretical Aspects of Computer Science, STACS 2017, March
8-11, 2017, Hannover, Germany. LIPIcs, vol. 66, pp. 46:1–46:14. Schloss Dagstuhl - Leibniz-Zentrum
fuer Informatik (2017)
[28] Kotnyek, B.: A generalization of totally unimodular and network matrices. Ph.D. thesis, London School
of Economics and Political Science (United Kingdom) (2002)
[29] Koutecky´, M., Levin, A., Onn, S.: A parameterized strongly polynomial algorithm for block structured
integer programs. In: Chatzigiannakis, I., Kaklamanis, C., Marx, D., Sannella, D. (eds.) 45th Interna-
tional Colloquium on Automata, Languages, and Programming, ICALP 2018, July 9-13, 2018, Prague,
Czech Republic. LIPIcs, vol. 107, pp. 85:1–85:14. Schloss Dagstuhl - Leibniz-Zentrum fuer Informatik
(2018)
[30] Lenstra, Jr., H.W.: Integer programming with a fixed number of variables. Mathematics of Operations
Research 8(4), 538–548 (1983)
[31] Nemhauser, G.L., Trotter, L.E.: Properties of vertex packing and independence system polyhedra. Math-
ematical Programming 6(1), 48–61 (1974)
[32] Papadimitriou, C.H.: On the complexity of integer programming. J. ACM 28(4), 765–768 (1981)
[33] Pilipczuk, M., Ziobro, M.: Experimental evaluation of parameterized algorithms for graph separation
problems: Half-integral relaxations and matroid-based kernelization. arXiv preprint arXiv:1811.07779
(2018)
[34] Reidl, F., Rossmanith, P., Villaamil, F.S., Sikdar, S.: A faster parameterized algorithm for treedepth. In:
Esparza, J., Fraigniaud, P., Husfeldt, T., Koutsoupias, E. (eds.) Proceedings Part I of the 41st Interna-
tional Colloquium on Automata, Languages, and Programming, ICALP 2014, Copenhagen, Denmark,
July 8-11, 2014. Lecture Notes in Computer Science, vol. 8572, pp. 931–942. Springer (2014)
12
