We introduce a computability model { called shape grammar { based on adjoining polyominoes. A computation in a shape grammar is correct when: (1) it starts by using a speci ed polyomino; (2) it ends when a rectangle is obtained (without holes); (3) at any step the current picture is connected; and (4) a sequencing mapping is given, so that at every step (except the rst one) we use a polyomino depending on the previously used polyomino, as speci ed by this mapping (such a condition is essential for interactive visual languages, as formalized in 2], 3]). If strings of symbols are associated with the polyominoes, then a string language can be associated to a computation.
Introduction
Interactive and end user computing are the present challenge of computer science 5], 33], with the computer increasingly taking the role of a communication tool. Human-computer interaction (HCI) via a screen retains a special role in most interactive systems.
A recently proposed approach to formal de nition of screen-based HCI abstracts the arrangement of shapes on the screen as an image i, and the meaning associated with it in the interaction (which can also be the program controlling the interaction), as a string d, called the image description 3]. A relation int makes the correspondence between structures in i and symbols in d explicit, while a relation mat makes it explicit the inverse correspondence from d to i. Hence, a visual sentence is a quadruple vs = (i; d; int; mat). In a human-computer interaction, visual sentences are generated as the result of human actions and computer reactions. An Interactive Visual Language (IVL) is the set of visual sentences which may appear during an interaction. This approach seems general enough to encompass other proposed de nitions of visual languages, derived by focusing on the parsing techniques for one-dimensional and graph languages (e.g. 13] , 1]). The ability to relate structures in the image to symbols in the descriptions, and to understand the relations between the characteristics of visual languages and those of one-dimensional languages, are of capital importance to properly extend to it IVLs the use of those mathematical and programming tools developed to classify, generate, parse and interpret onedimensional sentences 27]. Problems arise in following this program because of the di culties in characterising the algebraic structure of sets of images (it pictorial languages) and in relating these structures to those of onedimensional languages. These problems have been explored in the eld of pattern recognition and image processing, since the seminal works of Kirsch 19] and Dacey 8] , who studied the algebraic structure of pictorial languages, where strings are two-dimensional arrays with entities coloured by symbols from an alphabet. Several characterisations of pictorial languages in purely two-dimensional terms have been de ned so far (see e.g. 24] , 25], 11]), but their practical usage appears to be limited.
Other authors have avoided these di culties by deriving linear descriptions (strings) of images and working on one-dimensional languages 31], 10]. In this line, a set of pictorial structures are chosen as atomic and one or more relations are chosen as signi cant. Typically, atomic structures may be connected sets of pixels 31], or line segments 10], and a signi cant relation is adjacency. In this second approach the strings of symbols (descriptions) are checked for membership in some formal language, using classical parsing methods. However, a description focuses on a limited set of atomic element types and relations, while images, especially in HCI, can be interpreted using di erent sets of atomic elements and relations 2]. The de nition of IVL 1 here adopted combines the advantages of the two approaches by allowing the explicit management of both pictorial and description aspects and of their relations.
In this paper we show that in an important case, when the image component of a visual sentence id treated as a puzzle 21] , 23], a computability framework can be introduced that borrows elements from several 2D language manipulating formalisms. We use polygons consisting of fourconnected pixels, i.e. unit squares which are orthogonally connected; we operate on these atomic elements by adjoining them without overlapping; we preserve connectedness during the \computation"; and, as in interactive visual languages used in man-computer communication, we impose a control on the sequences of used polyominoes by means of a \next-move" mapping (this can be considered as a counterpart of the programmed string grammars, see 9]). A computation stops correctly when a rectangle is obtained. The combination of these conditions proves to be very powerful: every recursively enumerable language can be obtained by concatenating some strings associated with the used polyominoes.
This result is proved by encoding in the visual formal system the characterization of recursively enumerable languages starting from equality sets of morphisms, 7], 29], 30]; we use here a variant of these results, recently proved in 18].
As far as we know, our result is the \purest" characterization of recursively enumerable languages in a pictural framework: besides the control by the next-polyomino mapping, no ingredient of a non-pictorial nature is used. In particular, we use no symbol or operation on symbols (as in the case of array 24], puzzle 22], picture description 20] grammars), no matching colors as in the case of Wang tiles, etc.
Our computability model can be seen as a variant of an interactive visual language (IVL) in the sense of 2], 3]. Thus, the result above can be interpreted as a proof of the computational completeness of IVL: the IVL is of the same power as Turing machines. This can have both a \positive" interpretation and a \negative" one: the IVL theory is very powerful, but, one can say, \too powerful". The undecidability of many questions can be inferred, because of this computational completeness. (A result like that in 4] is obtained as a consequence of our result here: the emptiness problem for shape grammars is undecidable. It is worth noting that the proof in 4] makes use of a variant of a shape grammar, where one also uses stop polyominoes and the surface to be used is vertically bounded in advance. The proof is based on a reduction to Post Correspondence Problem.)
If the control on using the polyominoes is ignored, then a simple shape grammar is obtained. Such apparently weak mechanisms can generate all regular languages; moreover, one-letter non-regular languages can be obtained (such languages are also non-context-free; in fact, they cannot be generated by matrix/programmed grammars with arbitrary context-free rules but not using appearance checking, 16]). However, not every linear language can be generated by simple shape grammars.
The study of shape grammars certainly deserves further e orts.
Formal language theory prerequisites
In this section we recall only a few notions, notations, and results needed below. Further details can be found in 27] and in references therein.
For an alphabet V , we denote by V the free monoid generated by V ; is the empty string, jxj is the length of x 2 V . The language of all non-empty strings over V , that is V ?f g, is denoted by V + . A morphism h : V ?! U such that h(a) 2 U f g for all a 2 V is called a weak coding; it is called a coding when h(a) 2 U for all a 2 V and a projection when h(a) 2 fa; g for all a 2 V .
A Chomsky grammar is a construct G = (N; T; S; P), where N; T are disjoint alphabets, S 2 N, and P is a nite subset of (N T) N(N T) (N T) . The elements of N are called nonterminal symbols, those of T are called terminal symbols, S is the axiom, and the elements (u; v) 2 P, written in the form u ! v; u; v 2 (N T) , are called rewriting rules (for short, rules). The language generated by G is denoted L(G):
We denote by FIN; REG; LIN; CF; CS; RE the families of nite, regular, linear, context-free, context-sensitive, and recursively enumerable languages, respectively.
A nite automaton is a construct M = (K; V; s 0 ; F; ), where K; V are disjoint alphabets (the set of states and the input alphabet), s 0 2 K (the initial state), F K ( nal states), and : K V ! 2 K (the transition mapping). We denote by L(M) the language recognized by M. One knows that nite automata (in the form above or even deterministic, that is with (s; a) 2 K for each s 2 K; a 2 V ) characterize the regular languages.
A result which will be esentially used here is the characterization of recursively enumerable languages starting from equality sets of morphisms.
For two morphisms h 1 ; h 2 : V ?! U we denote EQ(h 1 ; h 2 ) = fw 2 V j h 1 (w) = h 2 (w)g: Theorem 1. ( 7] We work on the in nite two-dimensional grid of integer coordinates (without making use of coordinates: a picture is identi ed by its shape, not by its position in the plane). The elementary object we use is the pixel, the unit square of the grid. By orthogonally adjoining pixels we obtain polyominoes. Therefore, a polyomino is a connected (in the orthogonal mode, horizontally and vertically) region of the plane. The polyominoes can be adjoined in such a way that at least one unit segment from the edge of each of them is identi ed, but no pixel of the two polyominoes is superposed. In general, for two given polyominoes many ways of adjoining them are possible. So, several polyominoes can be obtained by adjoining two given polyominoes p 1 ; p 2 . We denote by adj(p 1 ; p 2 ) the set of all such polyominoes. We shall not give a more precise de nition of this operation (for instance, by specifying coordinates of the terms of the operation and of the resulting polyomino).
We can now introduce the main notion of our investigation. A shape grammar is a system 2) when building this rectangle one uses the polyominoes in the order p 0 ; p 1 ; : : :; p n by adjoining (thus, at every step the current picture is a polyomino, that is it is connected),
The set of all rectangles obtained at the end of computations in is denoted by pic( ). To each computation as above we can also associate a string over V , namely lab( ) = lab(p 0 )lab(p 1 ) : : :lab(p n ). The language of all such strings associated to computations in is denoted by L( ). We say that this is the language generated by .
We denote by SL the family of all languages of this form. A shape grammar = (V; P; p 0 ; next; lab) such that next(p) = P for all p 2 P is said to be simple. Because the mapping next imposes no restriction in such a case, we omit it and we write in the form (V; P; p 0 ; lab). However, without the control of the mapping next, after completing a computation we can always start another one (in particular, the same), which, by iterating this procedure, will possibly lead to a rectangle composed of several rectangles describing correct computations. Consequently, the generated language will be closed under Kleene +. In order to avoid this, in the case of simple shape grammars we impose the additional condition that p 0 is used only once during a computation, in the rst step.
We denote by SSL the family of languages generated in this way by simple shape grammars.
If the labeling mapping lab takes values in V f g, then we say that = (V; P; p 0 ; next; lab) is reduced. We denote by RSL; RSSL the families of languages generated by reduced and by reduced simple shape grammars.
Of course, it is possible that a sequence = p 0 p 1 : : :p n can lead to several rectangles and, conversely, the same rectangle can be decomposed 5 in several sequences of polyominoes which constitute correct computations. This will not be important for the results in the subsequent sections, but for a closer study of languages generated by shape grammars and of their properties (what about ambiguity ?), a more precise de nition of the language generated should be stated (for instance, specifying the position where the polyominoes are placed and adjoined).
We illustrate the de nition (and the discussion above) by two simple examples, proving the assertion: each nite language can be generated by a reduced simple shape grammar. One sees how the \hanging" pixels correspond to missing pixels in opposite edges and in edges of other polyominoes, making it possible the correct adjoining of polyominoes in a unique way. Moreover, the lower \hanging" pixels paired with holes identify the string w i and the upper \hanging" pixels identify the position in the string w i (hence the symbol in that position). With P consisting of all these polyominoes, we consider the shape grammar 1 = (V; P; p 0 ; lab), with lab(p 0 ) = ; lab(p i;j ) = a i;j ; 1 i m; 1 j k i . Examples of shape grammars will also appear in the proofs in the next sections.
Preliminary results
Directly from the de nitions we obtain the relations below: Lemma 1. RSSL (SSL \ RSL); (SSL RSL) SL:
From Example 1 we also know that FIN RSSL. This relation will be signi cantly strenghtened in Section 6.
The inclusions in Lemma 1 are not necessarily proper. More precisely, the restriction in reduced shape grammars does not decrease the generative power of general shape grammars. Lemma 2. SL RSL.
Proof. Consider a shape grammar = (V; P; p 0 ; next; lab) such that lab : P ?! V and there are polyominoes p 2 P such that jlab(p)j 2.
Assume P = fp 0 ; p 1 ; : : :; p m g and lab(p i ) = w i ; 0 i m, with jlab(p i )j = k i . We denote k = maxfk i j 0 i mg. Assume also V = fa 1 ; a 2 ; : : :; a n g and w i = a i;1 a i;2 . . . a i;k i .
Every polyomino contains at least one pixel. For the sake of reasoning, let us suppose that we can change the length unit, decreasing it by a factor of 3. After this change, each polyomino will contain at least one square 3 3, that is a pixel which is completely surrounded by other pixels in the polyomino. Let us now decrease again the unit, by a factor of t, where t = max(m + k + 1; 3k): Then, every polyomino will contain a square of size t t completely surrounded by used pixels; Figure 4 illustrates the idea. In this way, the shape of polyominoes in P is not changed. (The reader is easily convinced that in the case of xed length unit, so that it cannot be changed, then we can proceed in the symmetric way, considering new polyominoes, of sizes which are t times larger than the sizes of initial polyominoes. The argument below runs in the same way for such a case.) For every polyomino p i 2 P; 1 i m; we consider the following polyominoes: { the polyomino p 0 0 , obtained by removing from p i an internal rectangle of size (k + m) 3k i , plus some adjacent pixels as suggested by Figure   5 and as they will be precisely speci ed below; { the polyominoes of the form in Figure 6 , for each j = 1; 2; : : :; k i ; let us denote them by p i;j . The idea is to ll-in the hole in p 0 i with the new polyominoes, one for each symbol in w i , in the same way as we have done in Example 1. Thus, the left edge of the hole plays the role of the domino b in Figure 2 , identifying the string w i and also imposing the adjoining of a polyomino associated with the rst symbol of w i ; polyominoes of the form in Figure 6 play the role of polyominoes of type c in Figure 2 , and the right edge of the hole plays the role of the polyominoes of the form d in Figure 2 From the construction of 0 it is clear that 0 can compute the same rectangles as , but of size multiplied by 3t and using new polyominoes; 9 if 0 is a computation in 0 corresponding to a computation in , then lab( ) = lab 0 ( 0 ). Therefore, L( ) = L( 0 ). Because 0 is reduced, we obtain the inclusion SL RSL. Corollary 1. SL = RSL. Remark 1. The above proof does not work in the case of simple shape grammars: the \small" polyominoes p i;j can be used at any time after using p 0 i and in any order (the picture is connected and no restriction on the order of using the polyominoes is imposed), so we can get a computation for any permutation of w i (and even with permuted occurrences of strings w i ).
The problem whether or not the inclusion RSSL SSL is proper remains open.
A characterization of recursively enumerable languages
We give now the main result of this paper.
Theorem 3. RE = SL = RSL:
Proof. We invoke the Turing-Church thesis for the inclusion RSL RE; actually, we have no reasonably simple proof of this inclusion (the main di culty lies, of course, in the passing from two-dimensional gures to strings of symbols; a possibility is to use two-dimensional Turing machines, in the sense of 17], but we leave the details to the reader).
In order to prove the inclusion RE SL we will use the characterization of recursively enumerable languages in Theorem 2.
Consider a language L 2 RE; L V , the projection h 3 : V 2 ?! V f g, the morphisms h 1 ; h 2 : V 1 ?! V 2 , and the regular language R V 2 , such that L = h 3 (h 1 (EQ(h 1 ; h 2 )) \ R). Assume that V 1 = fa 1 ; : : :; a n g and V 2 = fb 1 ; : : :; b m g, and consider a deterministic nite automaton M = (K; V 2 ; s 0 ; F; ) such that L(M) = R; assume that K = fs 0 ; s 1 ; : : :; s r g.
We construct rst the primitive polyominoes p(b i ) in Figure 7 , 1 i m, as well as the primitive polyominoes p(s j ; b i ; s k ) in Figure 8 , 0 j; k r; 1 i m. The pixel marked with i in Figure 7 is placed in the ith position from the left end of the polyomino; the same holds for the pixel marked with i in the lowest row of pixels of the polyomino in Figure 8 . However, the pixel j in Figure 8 is placed in the (j + 2)th row, counting from the rst bottom row of pixels: one row is reserved to holes as that marked with i, the next row corresponds to s 0 2 K, hence it is associated with the digit 0, and so on; this also holds for the pixel marked with k.
We now construct the shape grammar = (V; P; p 0 ; next; lab) as follows. The polyomino p 0 is as shown in Figure 9 .
For each a i ; 1 i n; in V 1 such that h 1 (a i ) = b j 1 b j 2 : : :b j k we consider a polyomino p(a i ) obtained by adjoining the primitive polyominoes p(b j 1 ); p(b j 2 ); : : :; p(b j k ), such that they are horizontally placed on the same line. Again, we place the polyominoes straight in a line, with the upper edge on the same line.
Therefore, we consider all possibilities to parse the string h 2 (a i ) in the automaton M starting in a state s j and arriving in a state s k , for all s j ; s k such that s k = (s j ; h 2 (a i )), where : K V 2 ?! K indicates the transitive closure of on strings of symbols. All polyominoes p(s j ; a i ; s k ) associated to a i di er only in their upper part (the upper r + 1 rows of pixels) and have identical lower parts (the lowest row of pixels); this lowest row precisely identi es the string b l 1 b l 2 : : :b lt = h 2 (a i ), whereas the upper part describes a possible parsing of this string in M.
The set P contains all polyominoes p 0 ; p(a i ); p(s j ; a i ; s k ) constructed in this way, as well as all polyominoes p(s k ); s k 2 F, as shown in Figure 10 .
The mapping next is de ned as follows:
next(p 0 ) = fp(a i ) j 1 i ng; next(p(a i )) = fp(s j ; a i ; s k ) j s j ; s k 2 K; s k = (s j ; h 2 (a i ))g; 1 i n; next(p(s j ; a i ; s k )) = fp(a u ) j 1 u ng fp(s q ) j s q 2 Fg; 1 i n; 0 j; k r; next(p(s k )) = ;; s k 2 F; whereas the labeling mapping lab is de ned by lab(p 0 ) = lab(p(s f )) = lab(p(s j ; a i ; s k )) = ; for s f 2 F; 1 i n; 0 j; k r; lab(p(a i )) = h 3 (h 1 (a i )); 1 i n: (EQ(h 1 ; h 2 ) ).
Moreover, the \hanging" pixels and the holes in the upper r + 1 rows of pixels in polyominoes p(s j ; a i ; s k ) check the correct parsing of the string h 1 (a i 1 a i 2 : : :a it ) by the automaton M; the condition to nish in a nal state is ensured by the polyomino p(s f ). That is, h 1 (a i 1 a i 2 : : :a it ) 2 R. In sum, h 1 (a i 1 a i 2 : : :a it ) 2 h 1 (EQ(h 1 ; h 2 )) \ R.
The labeling mapping lab \ignores" all polyominoes di erent from p(a i 1 ); . . . , p(a it ) and assigns to these polyominoes the strings h 3 (h 1 (a i 1 )) ; . . . , h 3 (h 1 (a it )). Consequently, lab( ) = h 3 (h 1 (a i 1 a i 2 : : :a it )): This means that the string identi ed by the computation is in L, that is L( ) L.
From the previous discussion it is easy to see that for each string in L we can nd a computation in producing it, hence also the converse inclusion is true. 6 The power of simple shape grammars
The key feature of shape grammars allowing us to \paint" an equality set of two morphisms by using polyominoes adjoining in the proof above was the mapping next. Using it we have ensured that when building a rectangle in which two sequences of polyominoes match each other, these two sequences correspond to the same string in the domain of h 1 ; h 2 . (The matching corresponds to the equality h 1 (w 1 ) = h 2 (w 2 ) and it is checked by the shape of polyominoes, the equality w 1 = w 2 is ensured by the mapping next.) Thus, it is expected that simple shape grammars are much weaker that unrestricted shape grammars. We shall show that this is the case indeed, after proving that reduced simple shape grammars are not \too weak": they can generate all regular languages and something else (squares, which is quite signi cant for the power of our computing framework).
Theorem 4. REG RSSL:
Proof. Consider a deterministic nite automaton M = (K; V; s 0 ; F; ) with K = fs 0 ; s 1 ; : : :; s m g and V = fa 1 ; a 2 ; : : :; a n g. We construct the shape grammar = (V; P; p 0 ; lab), containing the following polyominoes: { p 0 is indicated in Figure 11a (so, from below, the rows are assigned to 0; 1; : : :; m); { for every triple (s j ; a i ; s k ) 2 K V K such that s k = (s j ; a i ), we consider a polyomino p(s j ; a i ; s k ) as that in Figure 11b ; { for each s k 2 F we consider a polyomino p(s k ) as that in Figure 11c . (This is exactly the idea used in the upper part of rectangles constructed in the proof of Theorem 3.) Note that is both simple and reduced. The inclusionin Theorem 4 is proper. In fact, rather complex languages with respect to the Chomsky hierarchy can be generated by reduced simple shape grammars, namely one-letter non-regular languages; such languages are also non-context-free. The idea of this construction is the following. The polyominoes p 2 ; p 3 have \long" segments on their edges, the polyominoes p 4 ; p 5 have \short" segments on their edges. Moreover, the polyomino p 2 has pixels missing in a corner, thus p 5 cannot be adjoined in that place. The only way to obtain the corners of the rectangle is to use p 0 in the upper right corner, p 3 in the lower right corner, p 1 in the lower left corner, and p 5 in the upper left corner. This means producing \short" segments in the upper left corner of the rectangle and \long" segments in the lower right corner. Because an edge composed of \small" segments cannot be adjoined to polyominoes p 2 ; p 3 , we need an intermediate polyomino; this is p 1 , which has \small" segments on the north-west edge and \long" segments towards south-east. Thus, we are forced to use copies of the polyomino p 1 on the SW { NE diagonal of the rectangle, which in this way is forced to become a square. Moreover, after placing p 0 , only p 1 can t it from below, and this forces the use of p 3 to the right of p 1 . Under the obtained gure we have to use only polyominoes p 2 ; p 3 : this is the only way to get a straight line in the right hand of the rectangle (remember that, because is simple, we are not allowed to use p 0 again).
If, after completing a rectangle we intend to continue { without using p 0 { then no new rectangle can be obtained: we need to use p 1 in order to \intermediate" between other polyominoes; to each p 1 we have to adjoin one p 2 or one p 3 ; both p 2 and p 3 are of an even vertical size, whereas p 1 is of an odd vertical size; sliding various copies of p 1 with respect to each other in order to adjust the parity will make the covering of the rectangle impossible (either the missing pixel in the angle of p 1 will be blocked, or near it another small segment will appear, and no possibility exists to match it). In short, we can only produce squares. They look as shown in Figure 13 (where two copies of p 1 are used). Clearly, squares in which any number of copies of p 1 are used can be constructed. When n copies of p 1 are used, the size of the square is (8n + 4) (8n + 4); n 1:
Let us see which is the string associated to a square of this size. We use:
{ one copy of p 0 ;
{ n copies of p 1 ;
{ n copies of p 3 ; that is, the surface of the square.
Theorem 6. LIN ? SSL 6 = ;:
Proof. Let us consider the linear (non-regular) language L = fa n b n j n 1g and assume that L = L( ) for some simple shape grammar = (fa; bg; P; p 0 ; lab). Consider a string a n b n with arbitrarily large n; let be a computation in such that lab( ) = a n b n . It follows that a rectangle D, of arbitrarily large size on at least one of the two directions is constructed when following . Let us denote by P 0 the set of polyominoes p 2 P such that lab(p) 6 = .
Arbitrarily many elements of P 0 are used in the construction of D. If strictly more than card(P 0 ) of them are reaching two opposite edges of D, as in Figure 14 , then one of them is repeated, hence a subpicture D 0 of D can be iterated and still we produce rectangles. (1) we can change the order of adjoining the polyominoes used in the computation in the following way: we start as in and we proceed as in until adjoining the polyomino preceding p 1 in ; we omit p 1 and continue with a neighbor of p 1 in D in such a way that a connected picture is obtained; we complete the construction of the rectangle D minus p 1 in such a way that at each stage the gure is connected (this is possible, because D is constructed during the computation observing this restriction and p 1 has two neighbors which are adjacent to each other; because is simple, no restriction on the sequence of used polyominoes is imposed); at the end, we also add p 1 . In this way, we obtain the same rectangle D by a computation which ends by adjoining the polyomino p 1 .
Therefore, the string associated with this new computation ends with a su x a i ; i 1. Such a string is not in L, a contradiction. In case (2), the polyomino p 1 is "surrounded" by another polyomino, let us denote it by p 2 , which separates it from the rest of the rectangle. This means that p 1 is introduced after p 2 , and that after introducing p 1 we use a polyomino adjacent to p 2 . Therefore, after skipping p 1 Synthesizing in a pictorial way the results in Sections 4, 5, 6 (as well as the known inclusions in the Chomsky hierarchy), we get the diagram in Figure 15 ; an arrow from a family F 1 to a family F 2 indicates the inclusion F 1 F 2 . The inclusion RSSL SSL is not known to be proper, all other inclusions in the diagram are proper.
Comments
We have mentioned in the Introduction the relation between the computability model considered here and the interactive visual languages (IVL) introduced and discussed in 2], 3]. In view of Theorems 3, 5, this relation deserves to be emphasized. The shape grammars can be seen as a particular type of an IVL, which means that the premises of these theorems are fullled by the \complete" IVL. Thus, the power of IVL can be considered as covering the power of shape grammars. Stated directly, the IVL framework is computationally complete, hence most decidability problems about it are not algorithmically solvable. As we have remarked, this power stands in the possibility of double checking of the correctness of pictures: at the syntactic level (by matching shapes) and at the semantic level: in IVL, the icons used in the humancomputer communication must have the same meaning for the two partners, in order to ensure a sucessful communication; moreover, the communication consists of a sequence of human orders and computer replies, both of them expressed in the form of icons (thus, a relation of the type of the next mapping is necessary). In the shape grammars, this \semantic" restriction is ensured by the next mapping, which allows continuing a computation only with a prescribed set of polyominoes, for instance, those with the same \meaning" as the icons in a human-computer communication via an IVL.
The fact that reduced simple shape grammars can generate non-contextfree languages (even not in PR ) can be interpreted as a further indication about the power of \computing by shapes". Even without the control provided by the mapping next, we can generate complex languages. It is worth mentioning that our method of generating squares reminds the problem open for a while whether or not regular (or context-free) isotonic array grammars can generate solid rectangles and squares. Although we do not use here rewriting rules, hence nonterminals controlling in a symbolic way the continuation of a computation, we have obtained squares in an easier way than that in 32].
It is also worth emphasizing the similarity of our characterization of recursively enumerable languages by means of shape grammars (Theorem 5) with the characterization of recursively enumerable languages by the so-called coherent regular simple sticker systems in 18]. In 18] one computes by building DNA molecules by annealing single stranded sequences of nucleotides. A computation stops when a molecule is produced and it is coherent when the upper level blocks have the same labels as the lower level blocks used in the computation. This is exactly the semantic condition in IVL { it can be ensured in shape grammars by the mapping next: the pairs of icons have the same semantic mark, in the sticker systems the pairs of blocks have the same label. The syntactic condition of matching adjacent edges is provided in the DNA case by the Watson-Crick complementarity.
Concerning the stop condition of a computation, one can imagine several variants di erent from that considered here. A powerful one is to specify also the last polyomino to be used, not only the rst one. As in 4], we can impose a limit on the height of the obtained picture, and then the adjoining of polyominoes is signi cantly restricted. We can also impose domino-like conditions, controlling at the same time the adjoining and the termination of the process. For instance, we can consider colors associated with unitary segments on polyomino edges, as in Wang tiles, or only a head segment and a tail segment, as in 31]. Furthermore, inspired from DNA area, we can designate some segments as sticky. In all latter cases, we can allow an adjoining only if we match colors, we match a head with a tail, or we match two sticky segments, respectively, and we may allow nishing the process only when no free colour, or free sticky segment is available. Another stop condition can be of the type of adult languages in Lindenmayer systems area: stop when no further step is possible (we can call such computations stationary of blocked). Most of these variants are stronger than that of stopping when a rectangle is produced. Anyway, computing in a framework where such features are present { possibly added to a shape grammar as considered here { will lead again to results like Theorems 3, 4, 5. Computing by shapes is powerful in many variants. And, it is important to note, such features (conditions for correct adjoining) appear in many papers devoted to visual languages (e.g 21], 23]). Adding to the models considered in these papers a control of the type of the mapping next, in many cases we will get computational completeness. A systematic checking of this assertion deserves to be carried out.
It is also important to repeat the fact that the control by a next mapping is very natural: it appears, directly or in disguise, in many classes of regulated rewriting grammars, 9], starting with the programmed grammars of 26], and it also appears, in a somewhat weaker variant, in IVL, through the pairing of human commands and the computer answers. However, in the proof of Theorem 3, such a control of the adjoining polyominoes is su cient (see again the de nition of the mapping next in the proof of Theorem 3).
Computing in terms of shape grammars also suggest one new measure of computational complexity: the surface of a computation, compared to the length of the produced string. This is related to the duration of the computation (the number of used polyominoes), but it can give an additional information about the di culty of computing a language. (This measure also reminds of the weight of a computation, proposed in 15] as a measure of the complexity of computing with DNA.)
For instance, from the construction in the proof of Theorem 4, we nd that a string w in a regular language L(M), recognized by a deterministic automaton M = (K; V; s 0 ; F; ), is computed using a surface equal to S(jwj) = 2 (card(K) + 1) + jwj card(V ) (card(K) + 1) + (card(K) + 1):
Dividing by jwj, for w of large length we nd that the computation is done in a surface of the order of card(V ) card(K), a constant associated with L(M), independent of the length of w.
At the limit, also the complexity of the computation in the proof of A constant is no longer available as a bound of the surface complexity of recursively enumerable languages: there is no mapping bounding the length of a derivation in a type-0 grammar with respect to the length of the generated string. Thus, there is no mapping bounding the (minimal) surface of a rectangle computing a string in a recursively enumerable language. Maybe by imposing such a restriction we can get a characterization of contextsensitive languages (similar to the characterization of context-sensitive languages as languages recognizable in linear space by Turing machines).
Conclusions
We have introduced a purely pictorial computability model, the shape grammars, which proves to be computationally complete: a characterization of recursively enumerable languages is obtained in this framework. Restricted classes of shape grammars also prove to be rather powerful. This approach is complementary to approaches present in literature which either de ne 2D languages via 1D description languages, without capturing the whole richness of the image, or de ne 2D languages via 2D operations, without relating them to 1D languages at all.
These results can be seen as a mathematical proof of the intuitive belief in the expressive power of pictures, of visual languages in general. This also warns about the fact that, due to this power, such languages are highly undecidable.
The surface as a measure of computational complexity can also be a possible tool in checking the intuition that \a larger picture can say more than a smaller picture" (which is relevant, for instance, with respect to the size of icons used in man-computer communication).
Shape grammars deserve further investigations and we hope to return to their study.
