In this article, we will introduce a new five-parameter continuous model, called the Kumaraswamy Weibull exponential distribution based on Kumaraswamy Weibull-G family [A. S. Hassan, M. Elgarhy, Adv. Appl. Stat., 48 (2016), 205-239]. The new model contains some new distributions as well as some former distributions. Various mathematical properties of this distribution are studied. General explicit expressions for the quantile function, expansion of distribution and density functions, moments, generating function, incomplete moments, conditional moments, residual life function, reversed residual life function, mean deviation, inequality measures, Rényi and q-entropies, probability weighted moments, and order statistics are obtained. The estimation of the model parameters is discussed using maximum likelihood method. The practical importance of the new distribution is demonstrated through real data sets where we compare it with several lifetime distributions.
Introduction
In the last few years, new generated families of continuous distributions have attracted several statisticians to develop new models. These families have been obtained by introducing one or more additional shape parameter(s) to the baseline distribution. Some of the generated families are: the beta-G [12, 19] , gamma-G (type 1) [27] , Kumaraswamy-G (Kw-G) [6] , McDonald-G (Mc-G) [2] , gamma-G (type 2) [25] , transformed-transformer (T-X) [4] , Weibull-G [5] , Kumaraswamy odd log-logistic [3] , Garhy-G [9] , exponentiated Weibull-G [14, 15] introduced a new family called Kumaraswamy Weibull-generated, The additive Weibull-G [17] , type II half logistic-G [10, 16] introduced exponentiated extended-G family. The cumulative distribution function (cdf ) of Kumaraswamy Weibull-generated family is given by
b ; x > 0 ; a, b, α, β > 0, (1.1) where a, b, β > 0 are the three shape parameters and α > 0 is the scale parameter. The cdf (1.1) provides a wider family of continuous distributions. The probability density function (pdf) corresponding to (1.1) is given by f(x) = abαβ (G(x)) β−1 g(x)
(1 − G(x)) In this paper we introduce a new five-parameter model as a competitive extension for the exponential distribution using the KwW-G family. The new distribution extends some recent distributions and provides some new distributions. The rest of the paper is outlined as follows. In Section 2, we define the Kumaraswamy Weibull exponential (KwWE) distribution and provide some special models. In Section 3, we derive a very useful representation for the (KwWE) density and distribution functions. In the same section, some general mathematical properties of the proposed distribution are derived. The maximum likelihood method is applied to drive the estimates of the model parameters in Section 4. Simulation study is carried out to estimate the model parameters of (KwWE) distribution in Section 5. Section 6 gives an illustrative example to explain how a real data set can be modeled by KwWE and finally we conclude the paper in Section 7.
The Kumaraswamy weibull-exponential
In this section, the five-parameter KwWE distribution is obtained based on the KwW-G family which was explored in [14] .
Let, the random variable X follows the exponential distribution with pdf given by
where, λ > 0 is the scale parameter. The cdf of exponential distribution is given by
Substituting from pdf (2.1) and cdf (2.2) into cdf (1.1), then the cdf of Kumaraswamy Weibull exponential distribution, denoted by KwWE(a, b, α, β, λ), takes the following form
where Ψ ≡ (a, b, α, β, λ) is the set of parameters. Inserting the pdf (2.1) and cdf (2.2) into (1.2), then the pdf of KwWE takes the following form
3)
The pdf (2.3) contains some new distributions as well as some current distributions. Table (1) lists the special sub-models of the KwWE distribution. Model a b α β λ cdf Author
The survival, hazard rate, and reversed-hazard rate functions of KwWE distribution are respectively given by
Plots the pdf and hazard rate function of KwWE distribution for some parameter values are displayed in Figures 1 and 2 , respectively. 
Statistical properties
In this section some properties of the KwWE distribution are obtained.
Useful expansions
In this subsection representations of the pdf and cdf for Kumaraswamy Weibull exponential distribution are derived.
Using the generalized binomial theorem, for β > 0 and |z| < 1,
Then, by applying the binomial theorem (3.1) in (2.3), the distribution function of KwW − E distribution where b > 0 becomes
Then, using binomial expansion again in the last equation, leads to:
Using the power series for the exponential function, we obtain
Inserting this expansion (3.3) in (3.2) we have
we can write the last equation as
Now, using the binomial theorem, we can write the previous equation then, density function can be expressed as an infinite linear combination of exponential distribution, i.e.,
where
Now, for an expansion for the cumulative function we will have the following.
Using binomial expansion for [F(x)]
h , where h is an integer, leads to: Since,
Using binomial expansion another time, leads to
Using binomial expansion again, leads to
Using the power series for the exponential function in the previous equation, we obtain
by using the binomial expansion in the previous equation, we obtain
where,
Quantile and median
Quantile functions are used in theoretical aspects of probability theory, statistical applications, and simulations. Simulation methods utilize quantile function to produce simulated random variables for classical and new continuous distributions. The quantile function, say Q(u) = F −1 (u) of X, is given by
After some simplifications, it reduces to the following form
Where, u is considered as a uniform random variable on the unit interval (0, 1).
In particular, the median can be derived from (3.6) be setting u = 0.5. That is, the median is given by
Moments
This subsection concerns with the rth moment and moment generating function for KwWE distribution. Moments are important in any statistical analysis, especially in applications. If X has the pdf (2.3), then its rth moment can be obtained through the following relation
Substituting (3.4) into (3.7) yields:
Then, µ r becomes
Generally, the moment generating function of KwWE distribution is obtained through the following relation
Incomplete and conditional moments
The main application of the first incomplete moment refers to the Bonferroni and Lorenz curves. These curves are very useful in economics, reliability, demography, insurance, and medicine. The answers to many important questions in economics require more than just knowing the mean of the distribution, but its shape as well. This is obvious not only in the study of econometrics but in other areas as well. The incomplete moment, say ϕ s (t) , is given by
Using (2.3), thenϕ s (t) can be written as follows
Then, using the lower incomplete gamma function, we obtain
, where ν (s, t) = t 0 x s−1 e −x dx is the lower incomplete gamma function.
Further, the conditional moment, say τ s (t), is given by
Hence, by using pdf (2.3), we can write
Then using the upper incomplete gamma function, we obtain
, where Γ (s, t) = ∞ t x s−1 e −x dx is the upper incomplete gamma function.
Residual life function
Several functions are defined related to the residual life. The failure rate function, mean residual life function, and the left censored mean function, also called vitality function. It is well known that these three functions uniquely determine F(x), see [13, 21, 28] . Moreover, the nth moment of the residual life, say m n (t) = E [ (X − t) n | X > t] , n = 1, 2, . . . , uniquely determine F(x) (see [22] ). The nth moment of the residual life of X is given by
Applying the binomial expansion of (x − t) n into the above formula , we get
where Γ (s, t) is the upper incomplete gamma function. Another interesting function is the mean residual life (MRL) function or the life expectation at age x defined by m 1 (t) = E [ (X − t)| X > t], which represents the expected additional life length for a unit which is alive at age x. The MRL of the KwWE distribution can be obtained by setting n = 1 in (3.8).
Furthermore, the nth moment of the reversed residual life, sayM n (t) = E [ (X − t) n | X t] , for t > 0, n = 1, 2, . . . , uniquely determines F(x) (see [22] ). Hence, the nth moment of the reversed residual life of X is given by
Applying the binomial expansion of (x − t) n into the above formula, we get
, where ν (s, t) is the lower incomplete gamma function. The mean inactivity time or mean waiting time, also called the mean reversed residual life function, is defined by M 1 (t) = E [ (X − t)| X t], and it represents the waiting time elapsed since the failure of an item on condition that this failure had occurred in (0, x).
Inequality measures
Lorenz and Bonferroni curves are the most widely used inequality measures in income and wealth distribution (see [20] ). Zenga curve was presented in [26] . In this section, we will derive Lorenz, Bon-ferroni, and Zenga curves for the KwWE distribution. The Lorenz, Bonferroni, and Zenga curves are obtained, respectively, as
, and
and
Rényi and q-entropies
The entropy of a random variable X is a measure of variation of uncertainty and has been used in many fields such as physics, engineering, and economics. The Renyi entropy in [24] is defined by
f(x; Ψ) δ dx, δ > 0 and δ = 1.
By applying the binomial theory (3.1) in the pdf (2.3), then the pdf f(x; Ψ) δ can be expressed as follows
Therefore, the Rényi entropy of KwWE distribution is given by
The q-entropy is defined by
f(x; Ψ) q dx , q > 0 and q = 1.
Therefore, the q-entropy of KwWE distribution is given by
3.8. The probability weighted moments The probability weighted moments can be obtained from the following relation
Substituting (3.4) and (3.5) into (3.9), and replacing h with s, leads to:
Hence, the PWM of Kumaraswamy Weibull exponential distribution takes the following form
.
Order statistics
Let X 1:n < X 2:n < · · · < X n:n be the order statistics of a random sample of size n following the Kumaraswamy Weibull exponential distribution, with parameters a, b, α, β, and λ, then the pdf of the kthorder statistic (see, [8] ), can be written as follows
where B(., .)is the beta function. Substituting (3.4) and (3.5) in (3.10), and replacing h with v + k − 1, leads to
where η * = (−1)
Maximum likelihood estimation
The maximum likelihood estimates of the unknown parameters for the Kumaraswamy Weibull exponential distribution are determined based on complete samples. Let X 1 , . . . , X n be observed values from the KwWE distribution with set of parameters Ψ = (a, b, α, β, λ) T . The total log-likelihood function for the vector of parameters Ψ can be expressed as ln L(Ψ) = n ln a + n ln b + n ln α + n ln β + n ln λ + (β − 1)
The elements of the score function U(Ψ) = (U a , U b , U α , U β , U λ ) are given by
1)
e λx i − 1 β e −α(e λx i −1) β 1 − e −α(e λx i −1) β a−1
(e λx i − 1) β ln(e λx i − 1)e −α(e λx i −1) β 1 − e −α(e λx i −1) β a−1
x i e λx i e λx i − 1 β−1 e −α(e λx i −1)
x i e λx i e λx i − 1 β−1 e −α(e λx i −1) β 1 − e −α(e λx i −1)
Then the maximum likelihood estimators of the parameters a, b, α, β, and λ are obtained by setting equations (4.1)-(4.5) to be zero and solving them. Clearly, it is difficult to solve them, therefore applying the Newton-Raphson's iteration method and using the computer package such as Maple or R or other software.
Simulation study
It is very difficult to compare the theoretical performances of the different estimates (MLE) for the KwWE distribution. Therefore, simulation is needed to compare the performances of the different methods of estimation mainly with respect to their biases, mean square errors, and Variances for different sample sizes. A numerical study is performed using Mathematica 7 software. Different sample sizes are considered through the experiments at size n = 20, 30, 50, and 100.
The experiment will be repeated 1000 times. In each experiment, the estimates of the parameters will be obtained by maximum likelihood methods of estimation. The means, MSEs, and biases for the different estimators will be reported from these experiments. 
Data analysis
In this section, one real data set are analyzed to illustrate the merit of KwWE distribution compared to some sub-models; namely, Weibull exponential (WE) [23] , beta Weibull (BW) [7] , and Weibull Weibull (WW) [1] distributions.
We obtain the MLE and their corresponding standard errors (in parentheses) of the model parameters. To compare the distribution models, we consider criteria like; minus of log-likelihood function (−2 ln L), Kolmogorov-Smirnov (K-S) statistic, Akaike information criterion (AIC), the correct Akaike information criterion (CAIC), Bayesian information criterion (BIC), Hannan Quinn information criterion (HQIC) and p-value. However, the better distribution corresponds to the smaller values of −2 ln L, AIC, BIC, CAIC, HQIC, K-S criteria and biggest p-value. Furthermore, we plot the histogram for each data set and the estimated pdf of the KwWE, WE, BW, and WW models. Moreover, the plots of empirical cdf of the data sets and estimated pdf of KwWE, WE, BW, and WW models are displayed in Figures 3 and 4 , respectively.
The data set have been obtained from [18] Table 3 gives MLEs of parameters of the KwWE and their standard error (S.E). The values of the log-likelihood functions, AIC, CAIC, BIC, HQIC, K-S and p-value are presented in Table 4 . We find that the KwWE distribution with five parameters provides a better fit than their special submodels. It has the smallest K-S, AIC, CAIC, BIC, and HQIC values among those considered here. Plots of the fitted densities and the histogram are given in Figures 3 and 4 , respectively. 
Conclusion
We have introduced a new five-parameter Kumaraswamy Weibull exponential distribution and study its different properties in this paper. It is observed that the proposed KwWE distribution has several desirable properties. The KwWE distribution covers some existing distributions and contains some new distributions. The practical importance of the new distribution was demonstrated in two applications where the KwWE distribution provided better fitting in comparison with several other former lifetime distributions. Application showed that the KwWE model can be used rather than other known distributions.
