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Abstract
We study Schro¨dinger operators with positive smooth measure potential. We
prove a generalized strong maximum principle. The class of operators we study
contains local and nonlocal self-adjoint Dirichlet operators with strictly positive
Green function.
1 Introduction
Let E be a locally compact separable metric space,m be a Radon measure on E with full
support and A be a selfadjoint operator on L2(E;m) generating a Markov semigroup of
contractions (Tt)t≥0 on L
2(E;m). We assume additionally that there exists the Green
function G for −A (see Section 2.2) which is strictly positive. In the present paper,
we answer the question posed by H. Brezis (see [5, 7]): what is the structure of the set
{u = 0}, where u satisfies
−Au+ u · ν ≥ 0, u ≥ 0. (1.1)
In (1.1), ν is a positive smooth measure (see Section 2.1). The class of smooth measures
depends on the operator A. In the case where A = ∆|D for some bounded domain D
in Rd (d ≥ 2), as examples of smooth measures potentials may serve the measures
νi = Vi ·m, i = 1, . . . , 3, where m is the Lebesgue measure and
V1(x) =
1
|x|a
, a > 0, V2 ∈ L
p(D;m), p ≥ 1, V3(x) =
1
(dist(x,D))a
, a > 0.
Another example of very important in applications true smooth measure potential is
ν defined as ν(dy) = SM (dy), where M is a compact d − 1 dimensional manifold and
SM (dy) is the surface measure on M (see [4]).
The classical strong maximum principle says that in case A is the Laplace operator
(or diffusion operator satisfying some appropriate assumptions) on a bounded domain
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D ⊂ Rd and ν = V ·m with V ∈ Lp for some p > d/2 there are only two possibilities:
{u = 0} = ∅ or {u = 0} = D. In case the potential is more singular, the answer is more
difficult because then we can not expect that the strong maximum principle hold in
the classical form. For instance, {u = 0} = {0} for the function u(x) = |x|2 satisfying
(1.1) with A = ∆|B(0,1) and V (x) = 2d|x|
−2.
The problem with singular potential considered in the present paper was studied in
the case of Dirichlet Laplacian or uniformly elliptic diffusion operator by Ancona [5],
Be´nilan and Brezis [7], Brezis and Ponce [11], and recently by Orsina and Ponce [24]).
The results obtained in [5, 7, 24] can be briefly summarized as follows.
In the paper by Brezis and Be´nilan [7] it is assumed that A = ∆ and ν = V ·m
with V ∈ L1loc(R
d). It is shown that if u ∈ L1loc(R
d;m) satisfies (1.1), then
either {u = 0} = Rd or supp[u] can not be compact.
Ancona [5] (see also Brezis and Ponce [11]) have considered a divergence form
operator Au =
∑d
i,j=1(aijuxi)xj on some domain D ⊂ R
d. In [5] it is proved that if a
quasi-continuous u ∈ H1(D) (or in L1(D;m) when a is smooth) satisfies (1.1), then
either {u = 0} = D m-a.e. or Cap({u = 0}) = 0.
In Orsina and Ponce [24], A = ∆|D on some bounded domain D ⊂ R
d and ν = V ·m
with V ∈ Lp(D;m) for some p > 1. It is proved there that if u ∈ L1(D;m)∩L1(D;V ·m)
satisfies (1.1), then
either {u = 0} = D m-a.e. or CapW 2,p(Z) = 0, (1.2)
where
Z =
{
x ∈ D : lim sup
r→0+
−
∫
B(x,r)
u(y) dy = 0
}
.
In the present paper we study the structure of the set {u = 0} for wide class of
operators. It includes the operators studied in [5, 7, 11, 24] as well as other interesting
operators, for instance Laplacian with mixed boundary condition on connected open
set (see [13]), fractional Laplacian, Dirichlet fractional Laplacian, fractional Laplacian
with mixed boundary condition (see [6]) on arbitrary open set, Le´vy type operators of
the form ψ(−∆), where ψ is a Bernstein function (see [14, Example 1.4.1]), uniformly
elliptic operator on manifolds (see [14, Example 5.7.2.]), degenerate diffusion operators
(see [14, Exercise 3.1.1.]), Laplacian on Sierpin´ski’s gasket (see [15]).
To study the problem in a unified way, we propose completely new approach. We
first define the set Nν as follows
E \Nν = {x ∈ E : ∃ Vx-finely open,
∫
Vx
G(x, y) ν(dy) <∞},
and we prove that Nν is the set of possible zeros of all nontrivial finely-continuous
functions satisfying (1.1), that is
Nν =
⋃
u∈A
{u = 0}, A = {u : u satisfies (1.1), u is finely-continuous, u 6= 0},
Then we prove our main result (see Theorem 5.2) which says that if u ∈ L1(E;m) ∩
L1(E; ν) is positive quasi-continuous and satisfies (1.1) in the sense that
〈u,−Aη〉+ 〈u · ν, η〉 ≥ 0, η ∈ F, (1.3)
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where F = {η ∈ D(A) : η ∈ B+b (E), Aη is bounded}, then there exists an m-version uˇ
of u which is finely-continuous on E \Nν and has the following property:
if uˇ(x) = 0 for some x ∈ E \Nν , then uˇ = 0.
This theorem permit us to view all the known results on the strong maximum principle
for Schro¨dinger operators with singular perturbation from a broader perspective as
results about the “size” of Nν . We demonstrate this possibility below.
The first immediate corollary to our result is that if ν is strictly smooth (for instance,
ν = V ·m with bounded V , ν is from Kato class, ν has bounded potential, etc.), then
Nν = ∅. This implies the strong maximum principle in the classical formulation, i.e.
says that {uˇ = 0} = E or {uˇ = 0} = ∅. As a particular application, we see that the
classical strong maximum principle holds for the operator ∆|D (with connected D) and
ν(dy) = SM(dy), since in this case ν is of Kato class (see [4]), and for ν = V ·m with
V ∈ Lp(D;m), p > d/2, since in this case ν is of bounded potential.
It is a direct consequence of the definition of a smooth measure ν, that Cap(Nν) =
0. This implies the results by Ancona and Brezis and Be´nilan, and generalizes them
considerably to wider class of operators considered in the present paper. We also get
and generalize the result of Orsina and Ponce. To see this, recall that the Riesz capacity
Cp is defined as
Cp(B) = inf{‖f‖Lp(E;m) : Rf ≥ 1B},
where R is the potential operator for A. From the definitions of Nν and the Riesz
capacity one can easily deduce that Cp(NV ·m) = 0 for every V ∈ L
p(E;m) with p >
1. However, if A = ∆|D, then by the Caldero´n-Zygmund regularity theorem, Cp is
equivalent to CapW 2,p . On the other hand, by simple calculation,
uˇ(x) = I(u)(x) := lim sup
r→0+
−
∫
B(x,r)
u(y) dy, x ∈ D \Nν . (1.4)
Hence, if CapW 2,p(Z) > 0, then there is x ∈ E \NV ·m such that uˇ(x) = 0, so (1.2) is
satisfied.
It is worth pointing out, however, that from our general result and the analytic
characterization (1.4) of finely-continuous m-version uˇ of u we get more general result
saying that if u ∈ L1(D;m)∩L1(D; ν) is positive and quasi-continuous, D is connected
and ∫
D
−u∆ξ dm+
∫
D
uξ dν ≥ 0, ξ ∈ C∞c (D), ξ ≥ 0,
then
if I(u)(x) = 0 for some x ∈ D \Nν , then u = 0 q.e.
An analytic interpretation of finely-continuous m-version uˇ of u is also know in the case
of fractional Laplacian. It has the form
uˇ(x) = I(α)(u)(x) := cd,α lim sup
r→0+
∫
Rd\B(x,r)
r2αu(y)
|x− y|d(|x− y|2 − r2)
dy, x ∈ D \Nν .
Therefore, as an application of our general theorem, we also get a completely new result
for the fractional Laplacian. It says that if u ∈ L1(D;m) ∩ L1(D; ν) is positive and
quasi-continuous, D is open and∫
D
−u∆αξ, dm+
∫
D
uξ dν ≥ 0, ξ ∈ C∞c (D), ξ ≥ 0, (1.5)
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then
if I(α)(u)(x) = 0 for some x ∈ D \Nν , then u = 0 q.e.
In this case, by the Caldero´n-Zygmund regularity theorem again, we have Cp ∼ CapW 2α,p
(for p ≥ 2). Hence, as a next corollary to our theorem, we get that for every u ∈
L1(D;m)∩L1(D;V ·m) satisfying (1.5) with ν = V ·m for some V ∈ Lp(D;m) (p ≥ 2),
{uˇ = 0} = D m-a.e. or CapW 2α,p({uˇ = 0}) = 0.
A similar result one can get for p ∈ (1, 2), but with the Sobolev spaceW 2α,p(D) replaced
by a Besov space. Observe that in the case of fractional Laplacian we do not require
from D to be connected. This is a consequence of the result of Ramaswamy [27], which
says that G is strictly positive if E is finely-connected. On the other hand, in the case
of fractional Laplacian, due to its nonlocal character, each open set is finely-connected
(contrary to the case of the classical Laplacian).
In the last section of the paper, we consider a different approach to the meaning of
inequality (1.1) which was considered in the paper of Ancona [5] and Brezis and Ponce
[11]. We assume additionally that −Au is a Borel measure and (1.1) is understood in the
sense of measures. This allows us to dispense with the assumption that u ∈ L1(E; ν).
We show that this approach may be reduced to (1.3).
2 Notation and standing assumptions
We denote by B(E) (resp. B+(E)) the set of all Borel (resp. positive Borel) measurable
functions on E. We say that a measure µ on E is notrivial if µ(B) 6= 0 for some Borel
set B ⊂ E. For x ∈ E and r > 0, B(x, r) = {y ∈ E : |y − x| < r}.
2.1 Dirichlet forms and potential theory
In the paper, we assume that (A,D(A)) is a nonpositive definite selfadjoint operator on
L2(E;m) generating a strongly continuous Markov semigroup of contractions (Tt)t≥0
on L2(E;m). It is well known (see [14, Section 1]) that there exists a unique symmetric
Dirichlet form (E ,D(E)) on L2(E;m) such that
D(A) ⊂ D(E) E(u, v) = (−Au, v), u ∈ D(A), v ∈ D(E).
We assume that (E ,D(E)) is transient and regular, i.e. there exists a strictly positive
bounded function g on E such that∫
E
|u|g dm ≤
√
E(u, u), u ∈ D(E),
and D(E)∩Cc(E) is dense in Cc(E) in the uniform convergence topology, and in D(E)
equipped with the norm generated by the inner product E(·, ·) + (·, ·)L2 .
Remark 2.1. There is no loss of generality in assuming that E is transient. Indeed,
if −A generates a Dirichlet form E which is not transient, then for any α > 0 the
operator −A+ α generates the form (Eα,D(E)), with Eα(·, ·) := E(·, ·) + α(·, ·)L2(E;m),
which is transient. It is clear that if a positive u satisfies −Au + u · ν ≥ 0, then
−Au + αu + u · ν ≥ 0. Moreover, if ν is smooth with respect to E , then it is smooth
with respect to Eα. Therefore we may apply the results of the paper to the operator
−A+ α perturbed by ν.
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For an open set U ⊂ E, we put
Cap(U) = inf{E(u, u) : u ≥ 1U m-a.e., u ∈ D(E)}.
and then, for arbitrary B ⊂ E, we set Cap(B) = inf Cap(U), where the infimum is
taken over all open subsets of E such that B ⊂ U . We say that a property P holds q.e.
if it holds except for a set of capacity Cap zero.
In the paper we adopt the following notation: for a positive Borel measure µ on E
and f ∈ B+(E) we set
〈µ, f〉 =
∫
E
f dµ.
For f and µ as above, we denote by f · µ the Borel measure on E such that
〈f · µ, η〉 = 〈µ, fη〉, η ∈ B+(E).
We say that a function u on E is quasi-continuous if for every ε > 0 there exists a
closed set Fε ⊂ E such that Cap(E \ Fε) ≤ ε and u|Fε is continuous. By [14, Theorem
2.1.3], each function u ∈ D(E) admits a quasi-continuous m-version. In the sequel, for
u ∈ D(E), we denote by u˜ its quasi-continuous m-version.
We say that a positive Borel measure µ on E is smooth if
(a) µ≪ Cap,
(b) 〈µ, η〉 <∞ for some strictly positive quasi-continuous function η on E.
A signed Borel measure µ on E is smooth if its variation |µ| is smooth. It is well known
that every Borel measure µ on E admits the following unique decomposition
µ = µd + µc,
where µd ≪ Cap and µc⊥Cap. In the literature, µd is called the diffuse part of µ, and
µc is called the concentrated part of µ.
We set
D(Eν) = D(E) ∩ L2(E; ν), Eν(u, v) = E(u, v) + 〈u˜ · ν, v˜〉, u, v ∈ D(Eν).
By [22, Theorem 4.6], (Eν ,D(Eν)) is a quasi-regular symmetric Dirichlet form on
L2(E; ν). By [22, Corollary 2.10], there exists a unique nonpositive self-adjoint op-
erator (Aν ,D(Aν)) such that D(Aν) ⊂ D(Eν) and
Eν(u, v) = (−Aνu, v), u ∈ D(Aν), v ∈ D(Eν).
We put −A + ν := −Aν and we denote by (T νt )t≥0 the strongly continuous Markov
semigroup of contractions generated by −Aν .
For an open set D ⊂ E, we denote by (ED,D(ED)) the part of (E ,D(E)) on D, that
is the symmetric form defined as
D(ED) = {u ∈ D(E) : u˜ = 0 q.e. on E \D}, ED(u, v) = E(u, v), u, v ∈ D(ED).
By [14, Theorem 4.4.3], (ED,D(ED)) is again a regular symmetric transient Dirichlet
form on L2(D;m). The operator generated by (ED,D(ED)) will be denoted by A|D .
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We denote by ∆α, α ∈ (0, 1), the operator associated with the form
E(u, v) =
∫
Rd
uˆ(x)vˆ(x)|x|2α dx, D(E) = {u ∈ L2(Rd; dx) :
∫
Rd
|uˆ|2(x)|x|2α dx <∞}.
and by ∆ the usual Laplace operator, which can be viewed as the operator associated
with the above form with α = 1. It is well known that if α ∈ (0, 1), then for u ∈ C∞c (R
d),
∆αu(x) = cd,α P.V.
∫
Rd
u(y)− u(x)
|x− y|d+2α
dy
for some constant cd,α > 0 (see, e.g., [21]). The operator corresponding to the part of
the above form on D will be denoted by (∆α)|D if α ∈ (0, 1), and by ∆|D if α = 1.
2.2 Probabilistic potential theory
By [14, Theorem 7.2.1], there exists a Hunt process
X = ((Xt)t≥0, (Px)x∈E∪{∂}, F = (Ft)t≥0, ζ, (θt)t≥0)
such that for all t ≥ 0 and f ∈ B(E) ∩ L2(E;m),
Ttf(x) = Exf(Xt) m-a.e. x ∈ E,
with the convention that f(∂) = 0. For f ∈ B+(E), we put
Ptf(x) = Exf(Xt), t ≥ 0, Rf(x) = Ex
∫ ζ
0
f(Xt) dt, x ∈ E.
We assume that X (or, equivalently, (Tt)t≥0) satisfies the absolute continuity condition,
i.e. there exists a positive Borel function p : (0,∞) × E × E → R such that for every
f ∈ B+(E),
Ptf(x) =
∫
E
p(t, x, y)f(y) dy, x ∈ E, t > 0.
We set
Gα(x, y) =
∫ ∞
0
e−αtp(t, x, y) dt, x, y ∈ E, α ≥ 0,
and G = G0. For a given positive Borel measure µ on E, we set
Rαµ(x) =
∫
E
Gα(x, y)µ(dy), x ∈ E,
and R := R0. A Borel measure µ on E is called strictly smooth if it is smooth and
there exists an increasing sequence {Bn} of Borel subsets of E such that
⋃
n≥1Bn = E
and R(1Bn · |µ|) is bounded for every n ≥ 1.
We say that f ∈ B+(E) is an excessive function if
sup
t>0
Ptf(x) = f(x), x ∈ E.
From the definition of an excessive function it follows directly that under the absolute
continuity condition for X, if f ≤ g m-a.e for some excessive functions f, g, then f ≤ g
on E. We will use frequently this property without special mentioning.
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We say that A ⊂ E is nearly Borel if there exist B1, B2 ∈ B(E) such that B1 ⊂
A ⊂ B2 and for every finite positive Borel measure µ on E,
Pµ(∃ t ≥ 0 Xt ∈ B2 \B1) = 0,
where Pµ(dω) =
∫
E Px(dω)µ(dx). The class of all nearly Borel subsets of E will be
denoted by Bn(E). It is clear that B(E) ⊂ Bn(E). For B ∈ Bn(E), we set
σB = inf{t > 0 : Xt ∈ B}, τB = σE\B .
We say that a set A ⊂ E is polar if there exists B ∈ Bn(E) such that A ⊂ B and
Px(σB <∞) = 0, x ∈ E.
By [14, Theorems 4.1.2, 4.2.1], Cap(A) = 0 if and only if A is polar.
An excessive function h is called harmonic if for every compact K ⊂ E,
h(x) = Exh(XτK ) m-a.e. x ∈ E.
Let T be the topology generated by the metric on E. We denote by Tf the fine
topology on E, that is the smallest topology on E for which all excessive functions are
continuous. By [10, Section II.4], T ⊂ Tf and A is a finely open set if and only if for
every x ∈ A there exists D ∈ Bn(E) such that D ⊂ A and
Px(τD > 0) = 1.
In other words, starting from x ∈ A, the process X spends some nonzero time in A
until it exits A. Observe that each polar set is finely closed. By [10, Theorem II.4.8],
f ∈ Bn(E) is finely continuous if and only if the process f(X) is right-continuous
under the measure Px for every x ∈ E. From this one can conclude that if f, g are
finely continuous and f ≤ g m-a.e., then f ≤ g. By [14, Theorem 4.6.1], if f is
finely-continuous and finite q.e., then f is quasi-continuous.
By [14, Theorem A.2.10], a Hunt process
X
D = ((Xt)t≥0, (P
D
x )x∈D∪{∂}, F
D = (FDt )t≥0, ζ, (θt)t≥0)
associated with the form (ED,D(ED)) satisfies
PDx (ζ = τD), x ∈ D. (2.1)
Moreover,
PDt f(x) := E
D
x f(Xt) = Ex[f(Xt)1{Xt<τD}], x ∈ D. (2.2)
Remark 2.2. The notions of excessive functions, harmonic functions, nearly Borel sets,
polar sets, fine topology, quasi-continuous functions, smooth measures, Cap introduced
above depend on the process X or the associated Dirichlet form (E ,D(E)). We omit
this dependence in our notation since in most of the present paper we use them for
a fixed process X and form (E ,D(E)) associated with the operator A in (1.1). In the
case where the process or the form under consideration will change, we will write this
explicitly.
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2.3 Additive functionals and perturbation of self-adjoint operators by
smooth measures
In what follows, we say that some property holds a.s. if it holds Px-a.s. for every x ∈ E.
Definition 2.3. We say that an F-adapted process A = (At)t≥0 is a positive continuous
additive functional (PCAF) of X if there exists a polar set N and Λ ∈ F∞ such that
(a) Px(Λ) = 1, x ∈ E \N ,
(b) Px(A0 = 0), x ∈ E \N , and At(ω) ≥ 0, t ≥ 0, ω ∈ Λ,
(c) θt(Λ) ⊂ Λ, t > 0, and for every ω ∈ Λ, At+s(ω) = At(ω) +As(θsω), s, t ≥ 0,
(d) At(ω) <∞, t < ζ(ω), ω ∈ Λ, and At(ω) = Aζ(ω), t ≥ ζ(ω), ω ∈ Λ,
(e) [0,∞) ∋ t 7→ At(ω) is continuous for every ω ∈ Λ.
The set N in the above definition is called an exceptional set for A, and Λ is called
a defining set for A. If N = ∅, then A is called a strict PCAF of X.
The following result was proved in [20].
Theorem 2.4. Let ν be a positive smooth measure on E and let
Nν = E \ Eν , Eν =
{
x ∈ E : ∃Vx-finely open neighborhood of x
such that
∫
Vx
G(x, y) ν(dy) <∞
}
.
Let {νn} be a sequence of positive strictly smooth measures such that νn ր ν and for
n ≥ 1 let An be a strict PCAF of X in the Revuz correspondence with νn. Then,
(i) The process At := supn≥1A
n
t , t ≥ 0, is a PCAF of X with the exceptional set Nν.
(ii) φA(x) := Ex
∫ ζ
0 e
−te−At dt, x ∈ E, is finely continuous.
(iii) For all x ∈ Eν and f ∈ B
+(E),
Ex
∫ ζ
0
f(Xt) dAt =
∫
E
G(x, y)f(y) ν(dy), (2.3)
(iv) For every x ∈ Nν, Px(At =∞, t > 0) = 1.
From now on, for a given smooth measure ν, we denote by Aν the PCAF of X
with exceptional set Nν constructed in Theorem 2.4. The one-to-one correspondence
between PCAFs of X and positive smooth measures, expressed in our case by (2.3), is
called the Revuz duality.
In what follows we adopt the convention that for any F-adapted positive process Y
and positive smooth measure ν,
∫ ζ
0
Yr dA
ν
r := limn→∞
∫ ζ
0
Yr dA
νn
r a.s.,
where {νn} is as in Theorem 2.4.
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In the sequel, to emphasize the dependence of the set Eν on the operator A, we
sometimes write Eν(A), Nν(A) instead of Eν , Nν . Observe that for any open set D ⊂ E
and positive smooth measure ν,
Nν(A|D) = Nν(A) ∩D. (2.4)
Indeed, from (2.1) and (2.2) it follows that Aν·∧τD is a PCAF of X
D in Revuz duality
with ν⌊D. Since, by Theorem 2.4, A
ν
t < ∞, t < ζ, or A
ν
t = ∞, t > 0, we easily get
(2.4).
Thanks to the notion of PCAF of X one can give a beautiful probabilistic interpre-
tation of the semigroup (T νt )t≥0 generated by the operator −A+ ν (see Section 2.1). It
can be viewed as a generalization of the famous Feynman-Kac formula.
By [14, Theorem A.2.11], there exists a Hunt process
X
ν = ((Xt)t≥0, (P
ν
x )x∈E∪{∂}, F
ν = {Fνt , t ≥ 0}, ζ, (θt)t≥0)
associated with the form (Eν ,D(Eν)) in the sense that for every f ∈ B(E) ∩ L2(E;m),
T νt f(x) = E
ν
xf(Xt) m-a.e. x ∈ E. (2.5)
We set
P νt f(x) = E
ν
xf(Xt), R
ν
αf(x) = E
ν
x
∫ ζ
0
e−αtf(Xt) dt, x ∈ E, α ≥ 0,
where Eνx stands for the expectation with respect to P
ν
x . We put R
ν := Rν0 . By [14,
Section 6.1],
P νt f(x) = Exe
−Aνt f(Xt), R
ν
αf(x) = Ex
∫ ζ
0
e−αte−A
ν
t f(Xt) dt, x ∈ Eν . (2.6)
By [14, Exercise 6.1.1], −A+ ν possesses the Green function Gν on Eν × Eν and
Gν(x, y) = G(x, y) +
∫
Eν
G(x, z)Gν (z, y) ν(dz), (x, y) ∈ Eν × Eν . (2.7)
From this it follows that for any positive Borel measure µ on E,
Rν(µ) +Rν(R(µ⌊Eν ) · ν) = R(µ⌊Eν ). (2.8)
3 Irreducibility and Feynman-Kac formula
In this section, we recall the notion of irreducibility of Markov semigroup (Tt)t≥0, which
in some sense (see Section 5) is equivalent to obeying by −A the strong maximum
principle. We close the section with a simple proposition which suggests how by the
Feynman-Kac representation for a function u one can deduce the structure of the set
{u = 0}.
We say that an m-measurable set A ⊂ E is (Tt)t≥0-invariant if for every f ∈
B+(E), Tt(1Af) = 1ATtf, t ≥ 0, m-a.e. A semigroup (Tt)t≥0 is called irreducible if
any invariant set A satisfies m(A) = 0 or m(E \ A) = 0. It is known (see, e.g., [9,
Proposition 2.10]) that an m-measurable set A ⊂ E is (Tt)t≥0-invariant if and only if
there exists an excessive function u1 (or u2) such that A = {u1 = 0} (or A = {u2 <∞})
m-a.e. By [14, Theorem 1.6.1], an m-measurable set A ⊂ E is (Tt)t≥0-invariant if and
only if for every u ∈ D(E), 1Au ∈ D(E).
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Lemma 3.1. A symmetric Markov C0-semigroup (Tt)t≥0 on L
2(E;m) satisfying the
absolute continuity condition is irreducible if and only if its Green function G is strictly
positive on E × E.
Proof. Sufficiency is clear. By [14, Exercise 4.7.1], for every open V ⊂ E,
∫
V
G(x, y)m(dy) = Ex
∫ ζ
0
1V (Xt) dt > 0, x ∈ E.
Hence, for every x ∈ E, G(x, ·) > 0m-a.e., so by symmetry of G we also have G(·, y) > 0
m-a.e. for every y ∈ E. From this and the Chapman-Kolmogorov equation
G(x, y) =
∫
E
G(x, z)G(z, y)m(dz), x, y ∈ E,
we conclude the desired result.
Remark 3.2. Since it is known that the Green function for (∆α)|D is strictly positive
(see e.g. [18]), from the above lemma it follows that for any open set D ⊂ Rd and
α ∈ (0, 1), (∆α)|D is irreducible. Notice that this is not true for the classical Dirichlet
Laplacian, because by [27], ∆|D is irreducible if and only if D is finely-connected.
Remark 3.3. Let (E ,D(E)) be a regular symmetric Dirichlet form on L2(E;m). If E
is finely-connected, then (Tt)t≥0 is irreducible (see [27]). If E is local (i.e. E(u, v) = 0
for any u, v ∈ D(E) such supp[u]∩supp[v] = ∅), then (Tt)t≥0 is irreducible if and only
if E is finely-connected (see [27]).
Lemma 3.4. Let ν be a nontrivial positive smooth measure on E and (Tt)t≥0 be irre-
ducible. Then for every x ∈ E,
Px(∃t>0 A
ν
t > 0) > 0.
Proof. By Theorem 2.4(iv), the assertion of the lemma holds true for x ∈ Nν . If x ∈ Eν ,
then by (2.3),
Ex
∫ ζ
0
dAνr =
∫
E
G(x, y) ν(dy), x ∈ Eν .
By Lemma 3.1, G(x, y) > 0, x, y ∈ E. From this, the fact that ν is nontrivial and the
above equality we conclude that the result also holds true for x ∈ Eν .
Proposition 3.5. Let (Tt)t≥0 be irreducible and u be a positive function on E. If there
exist positive smooth measures µ, ν such that µ is nontrivial and
u(x) ≥ Ex
∫ ζ
0
e−A
ν
r dAµr , x ∈ E,
then {u = 0} ⊂ Nν.
Proof. Suppose, for contradiction, that u(x) = 0 for some x ∈ Eν . Then we have
Ex
∫ ζ
0 e
−Aνr dAµr = 0, which implies in particular that x ∈ Eµ. On the other hand, by
Lemma 3.4, Px(∃t<ζ A
µ
t > 0) > 0. Therefore Px(∃t<ζ A
ν
t = ∞) > 0. So, x ∈ Nν , a
contradiction.
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4 Feynman-Kac representation for solutions o variational
inequalities
In this section, we show that any positive function u satisfying (1.1) has a finely-
continuous version on Eν which admits a Feynman-Kac representation. This results
plays a pivotal role is in the proof of the strong maximum principle.
We start with giving a precise meaning to (1.1). Set
F := F (A) = {η ∈ D(A) : η ∈ B+b (E), Aη is bounded}.
Lemma 4.1. The set F is dense in L2,+(E;m) with the standard norm.
Proof. Let f ∈ L2,+(E;m). By [25, Theorem 2.4] and the fact that (Tt)t≥0 is Markov,
1
t
∫ t
0 Ts(f ∧ k) ds ∈ F, t > 0, k > 0. By contractivity and the strong continuity of
(Tt)t≥0 we get the result.
Proposition 4.2. Assume that u ∈ L1(E;m)∩L1(E, ν) is a quasi-continuous positive
function such that
〈u,−Aη〉+ 〈u · ν, η〉 ≥ 0, η ∈ F. (4.1)
Then there exists an m-version uˇ of u which is finely continuous on Eν . Moreover, for
every k ≥ 0 there exists a positive smooth measure βk such that
uˇk(x) = Exe
−Aνt∧τD uˇk(Xt∧τD ) + Ex
∫ t∧τD
0
e−A
ν
r dAβkr , t ≥ 0. (4.2)
for every open relatively compact set D ⊂ E and every x ∈ D,
Proof. The proof will be divided into four steps.
Step 1. We show that Tt(u+R(u · ν)) ≤ u+R(u · ν) m-a.e. for every t > 0. Let η ∈ F .
Since (Tt)t≥0 is a C0-semigroup,
Ttη − η = A
∫ t
0
Tsη ds.
(see [25, Theorem 2.4]). From this and (4.1),
〈u, Ttη − η〉+ 〈R(u · ν), Ttη − η〉 = 〈u,A
∫ t
0
Tsη ds〉+ 〈R(u · ν), Ttη − η〉
≤ 〈u · ν,
∫ t
0
Tsη ds〉+ 〈R(u · ν), Ttη − η〉 = 0,
the last equality being a consequence of the identity
R(Ttη − η) = −
∫ t
0
Tsη ds,
which may be derived by a direct calculation. Since η was an arbitrary function from
F , we get by Lemma 4.1 the desired property.
Step 2. We show that u has an m-version uˇ which is finely continuous on Eν .
By [10, Chapter 2] (see the comments preceding [10, Theorem II.(3.6)]), u + R(u · ν)
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possesses an m-version which is excessive. Hence, by Riesz’s decomposition (see [16]),
there exists a harmonic function h and a positive Borel measure µ such that
u+R(u · ν) = h+Rµ q.e. (4.3)
This implies that
Rν(h · ν) ≤ Rν(u · ν) +Rν(R(u · ν) · ν) q.e.
We have Rν(u ·ν) ≤ R(u ·ν), and by (2.8), Rν(R(u ·ν) ·ν) ≤ R(u ·ν). Therefore Rν(h ·ν)
is finite q.e. Since h is a harmonic function, h(X) is a local martingale under Px and
for every relatively compact D ⊂ E, h(X·∧τD ) is a martingale under the measure Px
for q.e. x ∈ D. By Itoˆ’s formula,
e−A
ν
t h(Xt)− h(x) =
∫ t
0
e−A
ν
r dh(Xr) +
∫ t
0
h(Xr) d(e
−Aνr ), t ≥ 0, Px-a.s.
for q.e. x ∈ E. Since h(X) is a martingale on [0, τD], it follows that
Exe
−AντDh(XτD ) = h(x) + Ex
∫ τD
0
h(Xr)d(e
−Aνr ) for q.e. x ∈ D. (4.4)
Let {Dn} be an increasing sequence of relatively compact open sets such that
⋃
n≥1Dn =
E. Since h is a harmonic function, it is an excessive function. Therefore it is excessive
with respect to (P νt )t≥0. By Riesz’s decomposition, h = h
ν + Rνγ, where hν is a har-
monic with respect to (P νt )t≥0 and γ is a positive Borel measure. By the construction
of Riesz’s decomposition,
hν(x) = lim
n→∞
Eνxh(XτDn ) = limn→∞
Exe
−AντDn h(XτDn ).
Therefore, replacing D by Dn in (4.4) and passing to the limit with n→∞, we get
hν(x) = h(x) −Rν(h · ν)(x) q.e. x ∈ E. (4.5)
By (4.3), for every smooth measure β such that R|β| is bounded we have
〈u, β〉+ 〈u · ν,Rβ〉 = 〈h, β〉 + 〈µ,Rβ〉.
Let η be a positive Borel function such that Rη is bounded, and let β = η − (Rνη) · ν.
By (2.8), R((Rνη) · ν) is bounded and Rβ = Rνη. Hence
〈u, η −Rνη · ν〉+ 〈u · ν,Rνη〉 = 〈h, η −Rνη · ν〉+ 〈µ,Rνη〉.
From this it follows that for every positive η such that Rη is bounded,
〈u, η〉 = 〈h−Rν(h · ν), η〉+ 〈Rνµ, η〉.
Thus,
u = hν +Rνµ m-a.e. (4.6)
We put uˇ(x) = hν(x) + Rνµ(x) for x ∈ Eν and uˇ(x) = 0 for x ∈ Nν . Since uˇ
is an excessive function with respect to (P νt )t≥0 on Eν , it is finely continuous with
respect to (P νt )t≥0. This is equivalent to the fact that the process t 7→ e
−Aνt uˇ(Xt) is
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right-continuous under the measure Px for x ∈ Eν . Since for any x ∈ Eν we have
e−A
ν
t > 0, t ≥ 0, Px-a.s., we see that uˇ(X) is right-continuous under the measure Px
for x ∈ Eν . In other words, uˇ is finely continuous on Eν .
Step 3. We show that (4.2) holds q.e. Let Nt = h(Xt) − h(X0). By [19, Theorem
3.7], there exists a local martingale additive functional M such that
uˇ(Xt) = uˇ(X0) +
∫ t
0
uˇ(Xr) dA
ν
r −
∫ t
0
dAµdr +
∫ t
0
dMr +
∫ t
0
dNr, t ≥ 0.
Write uˇk = uˇ ∧ k. By the Tanaka-Meyer formula (see, e.g., [26, IV.Theorem 70]),
uˇk(Xt) = uˇk(X0) +
∫ t
0
1{uˇ≤k}(Xr)uˇ(Xr) dA
ν
r −
∫ t
0
1{uˇ≤k}(Xr) dA
µd
r
−
∫ t
0
dCkr +
∫ t
0
1{uˇ≤k}(Xr−) dMr +
∫ t
0
1{uˇ≤k}(Xr−) dNr, (4.7)
where Ck is an increasing ca`dla`g process with Ck0 = 0. Let {τn} be a fundamen-
tal sequence (for the definition see, e.g., [26, Section I.6]) for the local martingales∫ ·
0 1{uˇ≤k}(Xr−) dMr and
∫ ·
0 1{uˇ≤k}(Xr−) dNr. By (4.7),
uˇk(x) + Ex
∫ τn
0
1{uˇ≤k}(Xr)uˇ(Xr) dA
ν
r = Ex
∫ τn
0
dCkr + Exuˇk(Xτn)
+ Ex
∫ τn
0
1{uˇ≤k}(Xr) dA
µd
r .
Letting n → ∞ we get that ExC
k
ζ ≤ k + R(u · ν)(x), x ∈ E. Thus ExC
k
ζ < ∞
for q.e. x ∈ E. From this and (4.7) we conclude that
∫ ·∧τDn
0 1{u≤k}(Xr−) dMr is a
uniformly integrable martingale for every n ≥ 1. Let Ck,p be the dual predictable
projection of Ck. It exists q.e. since ExC
k
ζ < ∞ for q.e. x ∈ E. By (4.7), C
k is a
positive additive functional, so by [14, Theorem A.3.16], Ck,p is also a positive additive
functional. Since, by the definition of a Hunt process, the filtration F is quasi-left
continuous, every local F-martingale has only totally inaccessible jumps (see [26, page
189]). Therefore Ck,p is continuous. By the Revuz duality, there exists a unique positive
smooth measure γk such that C
k,p = Aγk . By the definition of the dual predictable
projection, there exists a uniformly integrable martingale M˜ such that Ck = Ck,p+ M˜ .
Put Lk = M˜ +
∫ ·
0 1{uˇ≤k}(Xr−) dMr +N . Then, by (4.7),
uˇk(Xt) = uˇk(X0) +
∫ t
0
1{uˇ≤k}(Xr)uˇ(Xr) dA
ν
r
−
∫ t
0
1{uˇ≤k}(Xr) dA
µd
r −
∫ t
0
dAγkr +
∫ t
0
dLkr . (4.8)
Now, put βk = 1{uˇ>k}uˇk · ν + 1{uˇ≤k}µd + γk. From (4.8) we conclude that
uˇk(Xt) = uˇk(X0) +
∫ t
0
uˇk(Xr) dA
ν
r −
∫ t
0
dAβkr +
∫ t
0
dLkr . (4.9)
By the integration by parts formula applied to e−A
ν
t uˇk(Xt) we get
e−A
ν
t uˇk(Xt) = uˇk(X0)−
∫ t
0
e−A
ν
r dAβkr +
∫ t
0
e−A
ν
r dLkr . (4.10)
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Hence, for every stopping time α ≤ τD, for q.e. x ∈ D we have
uˇk(x) = Exe
−Aνα uˇk(Xα) + Ex
∫ α
0
e−A
ν
r dAβkr . (4.11)
Step 4. We show that Nβk ⊂ Nν and
uˇk(x) ≥ Ex
∫ ζ
0
e−A
ν
r dAβkr , x ∈ Eν . (4.12)
First observe that by (4.11), Ex
∫ ζ
0 e
−Aνr dAβkr ≤ k for q.e. x ∈ E. Let {βkn} be
a sequence of smooth measures with bounded potentials such that βkn ր βk. The
function wn defined as wn(x) = Ex
∫ ζ
0 e
−Aνr dA
βkn
r is finely continuous. Indeed, by [14,
Lemma 5.1.5],
wn(x) = Ex
∫ ζ
0
dAβ
k
n
r − Ex
∫ ζ
0
wn(Xr) dA
ν
r , x ∈ E.
Both functions on the right-hand side of the above equation are finely continuous and
E·
∫ ζ
0 dA
βkn
r is bounded, so wn is finely continuous. Therefore wn(x) ≤ k for every
x ∈ E. From this we easily deduce that Nβk ⊂ Nν . By (4.11), uˇ ≥ wn q.e. Since uˇ, wn
are finely continuous on Eν , this implies that uˇ(x) ≥ wn(x) for x ∈ Eν . Letting n→∞
in the last inequality yields (4.12).
Step 5. Conclusion. Put
v(x) = Ex
∫ t∧τD
0
e−A
ν
r dAβkr , w(x) = Exe
−Aνt∧τD uˇk(Xt∧τD ), x ∈ D.
It is an elementary check that for every t > 0, if sց 0, then t ∧ (τD ◦ θs) + sց t ∧ τD
Px-a.s. for every x ∈ E. For t > 0 and x ∈ Eν , if sց 0, then
Ps(w)(x) = Ps(E·e
−Aνα uˇk(Xα))(x) = Exe
−(Aνα+s−A
ν
s )uˇk(Xt∧(τD◦θs)+s)→ w(x). (4.13)
We have used here fine continuity of uˇk on Eν and continuity of A
ν under the measure
Px for x ∈ Eν . Next, observe that
v(x) = Rνβk(x)− E
ν
xR
νβk(Xt∧τD ). (4.14)
Since Nβk ⊂ Nν , A
βk is a strict PCAF of Xν . Hence, by [10, Proposition II.4.2],
Rνβk is finely-continuous with respect to (P
ν
t )t≥0. In particular, Ps(R
νβk)(x) →
Rνβk(x), x ∈ Eν as s ց 0. Since R
νβk is bounded, as in the case of w we show that
Ps(E
ν
· R
νβk(Xt∧τD ))(x) → E
ν
xR
νβk(Xt∧τD ) for x ∈ Eν as s ց 0. Thus Psv(x) → v(x)
for x ∈ Eν as sց 0. By Step 3 and the absolute continuity condition for X,
Ps(uˇ)(x) = Ps(w)(x) + Ps(v)(x), x ∈ Eν .
Letting sց 0 we get the desired result.
Corollary 4.3. Let u ∈ L1(E;m) ∩ L1(E, ν) be a quasi-continuous positive function
such that (4.1) is satisfied. Then
〈u ∧ k,−Aη〉+ 〈1{u≤k}u · ν, η〉 ≥ 0, η ∈ F.
Proof. Follows from (4.8).
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5 Strong maximum principle
It appears that without additional assumption on the Green function Gν , the set of
positive function u ∈ L1(E;m) ∩ L1(E; ν) satisfying (4.1) may be trivial.
Proposition 5.1. There exists a nontrivial positive function u ∈ L1(E;m) ∩ L1(E; ν)
satisfying (4.1) if and only if Gν(x0, ·) ∈ L
1(E;m) for some x0 ∈ Eν.
Proof. Suppose that u ∈ L1(E;m) ∩ L1(E; ν) is a nontrivial and positive function
satisfying (4.1). By (4.6), u is an excessive function with respect to (P νt )t≥0. Let µ be
a bounded positive nontrivial measure on Eν . Then R
νµ is an excessive function with
respect to (P νt )t≥0 which is finite a.e. Therefore u ∧ R
νµ shares the same properties.
By [16], there exists a positive Borel measure γ on Eν such that u ∧ R
νµ = Rνγ. Of
course, γ is nontrivial. By the assumption, Rνγ ∈ L1(E;m). Hence
〈γ,Rν1〉 = 〈Rνγ, 1〉 = ‖Rνγ‖L1(E;m) <∞.
Thus Rν1 <∞ γ-a.e. Since γ is nontrivial, there exists x0 ∈ Eν such that (R
ν1)(x0) =
Gν(x0, ·) <∞. Now suppose that there exists x0 ∈ Eν such that G
ν(x0, ·) ∈ L
1(E;m).
Then u = Gν(x0, ·) ∈ L
1(E;m) ∩ L1(E; ν) and u satisfies (4.1). Indeed, it is clear that
u is an excessive function with respect to (P νt )t≥0, so (4.1) is satisfied. Furthermore,
by (2.8), Rνν ≤ 1, so 〈u, ν〉 = 〈Rνδx0 , ν〉 = 〈δx0 , R
νν〉 ≤ 1.
In the rest of this section, we assume that Gν(x0, ·) ∈ L
1(E;m) for some x0 ∈ Eν .
This assumption is satisfied for instance if m(E) <∞ or R1 is bounded.
Theorem 5.2. Let (Tt)t≥0 be irreducible. Assume that u ∈ L
1(E;m) ∩ L1(E, ν) is a
quasi-continuous positive function such that
〈u,−Aη〉+ 〈u · ν, η〉 ≥ 0, η ∈ F. (5.1)
Then there exists an m-version uˇ of u which is finely continuous on Eν. Moreover, if
uˇ(x) = 0 for some x ∈ E \Nν, then uˇ = 0.
Proof. Let uˇ be the function constructed in the proof of Proposition 4.2. It is finely
continuous on Eν and uˇ(x) = 0, x ∈ Nν . By Proposition 4.2, for any k ≥ 0 and
relatively compact open set D ⊂ E,
uˇk(x) = Exe
−Aνt∧τD uˇk(Xt∧τD ) + Ex
∫ t∧τD
0
e−A
ν
r dAβkr , t ≥ 0, (5.2)
for every x ∈ D, where βk is a positive smooth measure and uˇk = uˇ ∧ k. From (5.2) it
follows that (4.12) is satisfied. Assume that uˇ(x) = 0 for some x ∈ Eν . By Proposition
3.5 and (4.12), βk = 0. Hence, by (5.2),
uˇk(x) = Exe
−Aνt∧τD uˇk(Xt∧τD ), t ≥ 0, x ∈ D. (5.3)
Let {Dn} be an increasing sequence of relatively compact open subsets of E such that⋃
n≥1Dn = E. From (5.3) we conclude that uˇk(X)e
−Aν is a local martingale under
the measure Px and {τDn} is its fundamental sequence for every x ∈ E. Therefore, if
uˇ(x) = 0 for some x ∈ Eν , then e
−Aνt uˇk(Xt) = 0, t ≥ 0, Px-a.s. Since x ∈ Eν , we have
that e−A
ν
t > 0, t < ζ, Px-a.s. Hence uˇk(Xt) = 0, t ≥ 0, Px-a.s. Consequently,
0 = Ex
∫ ζ
0
uˇk(Xr) dr =
∫
E
G(x, y)uˇ(y) dy.
Since (Tt)t≥0 is irreducible, G(x, ·) is strictly positive. Thus uˇ = 0.
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Corollary 5.3. Under the assumptions of Theorem 5.2, if Cap({u = 0}) > 0, then
u = 0 q.e.
Proof. Since u is quasi-continuous, uˇ = u q.e. Hence Cap({uˇ = 0}) > 0. From this and
the fact that Cap(Nν) = 0 we conclude that there exists x ∈ Eν such that uˇ(x) = 0.
Therefore, by Theorem 5.2, uˇ = 0, so u = 0 q.e.
Remark 5.4. The above corollary, in case A =
∑
i,j
∂
∂xj
(aij
∂
∂xi
) is a symmetric uni-
formly elliptic operator on a bounded domain, was proved by Ancona [5]. In fact Ancona
needed some additional regularity assumptions on u or coefficients aij (u ∈ H
1(D) or
ai,j are smooth, and Au is a measure), Note, however, that thanks to these additional
assumptions he dispensed with the assumption that u ∈ L1(E; ν).
We close this section with a theorem saying that Nν is the set of all possible zeros
of positive nontrivial solutions to (5.1).
Theorem 5.5. Assume that (Tt)t≥0 is irreducible and ν is a positive smooth measure.
Then
Nν =
⋃
u∈A
{u = 0},
where A = {u ∈ L1(E;m) ∩ L1(E; ν) : u ≥ 0, u satisfies (5.1), u is finely-continuous
and u 6= 0}.
Proof. Let u ∈ A. Then u(x) > 0 for some x ∈ E. Since u is finely-continuous, there
exists a finely-open neighborhood Vx of x such that u(y) > 0 for y ∈ Vx. Since Vx
is finely-open, Cap(Vx) > 0, so there exists y0 ∈ Eν such that u(y0) > 0. Therefore,
by Theorem 5.2, {u = 0} ⊂ Nν . Consequently,
⋃
u∈A{u = 0} ⊂ Nν . To prove the
opposite inclusion we use the assumption that Gν(x0, ·) ∈ L
1(E;m) for some x0 ∈ Eν .
In the proof of Proposition 5.1 we have shown that Gν(x0, ·) ∈ L
1(E; ν). It is clear that
Gν(x0, ·) is an excessive function with respect to (P
ν
t )t≥0. Write v = G(x0, ·) ∧ 1. Of
course v ∈ L1(E;m)∩L1(E; ν) and v is excessive with respect to (P νt )t≥0. By [16], there
exists a positive Borel measure γ such that v = Rνγ. Let γ1 = R
ν
1γ. Then R
νγ1 ≤ v.
Let η be a strictly positive bounded function on E such that Rη is bounded,and let
u(x) = Ex
∫ ζ
0
(γ1 ∧ η)(Xr)e
−Aνr dr, x ∈ E.
Observe that u = Rν(γ1 ∧ η) ≤ R
νγ1 ≤ v ∈ L
1(E;m) ∩ L1(E; ν). Since u is excessive
with respect to (P νt )t≥0, it satisfies (5.1). Since R(η ∧ γ1) is bounded, we see that u
is finely continuous (see the reasoning following (4.12)). Thus u ∈ A. It is clear that
{u = 0} = Nν , which proves that Nν ⊂
⋃
u∈A{u = 0}.
6 Schro¨dinger equations with Lp potentials
For p > 1 and A ⊂ E, we set
Cp(A) = inf{‖f‖
p
Lp : f ≥ 0, f ∈ L
p, Rf ≥ 1A},
and for every A ⊂ E we set set
C1(A) = inf{‖µ‖TV : µ ∈M
+(E), Rµ ≥ 1A}.
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The above set functions are called Riesz capacities. For all p ≥ 1 and A ∈ Bn(E) we
also set
cp(A) = sup{‖µ‖TV : µ ∈ M
+
b (E), µ(A
c) = 0, ‖Rµ‖Lp′ ≤ 1}.
Observe that c1(A) ≤ C1(A) for every A ∈ B
n(E). Indeed, let µ ∈ M+(E) be such
that µ(Ac) = 0 and Rµ ≤ 1, and let ν ∈ M+b (E) be such that Rν ≥ 1A. Then
‖µ‖TV = µ(A) ≤ 〈Rν, µ〉 = 〈ν,Rµ〉 ≤ ‖ν‖TV ,
from which the desired result easily follows. By [14, Exercise 2.2.2], for every compact
K ⊂ E,
Cap(K) = c1(K).
Since Cap is a Choquet capacity, we conclude from the above equality that
Cap≪ c1 ≤ C1. (6.1)
Lemma 6.1. If f ∈ Lp(E;m) for some p ≥ 1, then f ·m is a smooth measure.
Proof. Let g be a strictly positive function in Lp
′
(E;m). Then R1g ∈ L
p′(E;m). Of
course, R1g is finely-continuous and 〈R1g, f〉 <∞.
Theorem 6.2. Let (Tt)t≥0 be irreducible and V be a positive Borel function such that
V ∈ Lp(E;m) for some p ≥ 1. Assume that u ∈ L1(E;m) ∩ L1(E;V ·m) is a positive
function such that
〈u,−Aη〉 + 〈u · V, η〉 ≥ 0, η ∈ F. (6.2)
If Cp({uˇ = 0}) > 0, then uˇ = 0.
Proof. By Lemma 6.1, ν := V ·m is a positive smooth measure. Since Nν ⊂ {RV =∞},
it follows from [23, Theorem 3] (see also the comments at the beginning of [23, Section
3]) that Cp(Nν) = 0. Hence, since Cp({uˇ = 0}) > 0, there is x ∈ Eν such that uˇ(x) = 0.
By Theorem 5.2, uˇ = 0.
Corollary 6.3. Let (Tt)t≥0 be irreducible, V be a positive function such that V ∈
L1(E;m) and u be a positive function in L1(E;m) ∩ L1(E;V · m) such that (6.2) is
satisfied. If Cap({uˇ = 0}) > 0, then uˇ = 0.
Proof. Assume that Cap({uˇ = 0}) > 0. Then, by (6.1), C1({uˇ = 0}) > 0, so by
Theorem 6.2, uˇ = 0.
7 Applications to Laplacian and fractional Laplacian
In the present section, we give some applications of our results to concrete operators:
Dirichlet Laplacian and Dirichlet fractional Laplacian. For this purpose we will need
the following simple lemmas.
Set
HD(u)(x) = Exu(XτD ), x ∈ R
d.
Lemma 7.1. Let α ∈ (0, 1]. Let D,U ⊂ Rd be open bounded sets such that D¯ ⊂ U and
u ∈ C∞c (U) and η ∈ D((∆
α)|D) be positive. Then
(−∆αu, η)L2(D;m) ≤ (u,−(∆
α)|Dη)L2(D;m). (7.1)
Moreover, there exists c > 0 depending only on ‖HD(u)‖L1(D;m) such that
|(u,−(∆α)|Dη)L2(D;m) − (−∆
αu, η)L2(D;m)| ≤ c‖η‖∞. (7.2)
17
Proof. Let (Tt)t≥0 be the semigroup generated by (∆
α)|D. By Dynkin’s formula (see
[14, (4.4.2)]), u −HD(u) ∈ D((∆
α)|D), and by [21, Theorem 7.1], −∆
αHD(u) = 0 on
D. Hence
(−∆αu, η)L2(D;m) = (−∆
α(u−HD(u)), η)L2(D;m) = (u−HD(u),−∆
αη)L2(D;m).
Since η ∈ D((∆α)|D), we have (∆
α)|Dη = ∆
αη m-a.e. (see [21, Theorem 7.1]). Conse-
quently,
(−∆αu, η)L2(D;m) = (u,−(∆
α)|Dη)L2(D;m) − (HD(u),−(∆
α)|Dη)L2(D;m). (7.3)
Next,
(HD(u),−(∆
α)|Dη)L2(D;m) = lim
t→0+
1
t
(HD(u), η − Ptη)L2(D;m)
= lim
t→0+
1
t
(HD(u)− PtHD(u), η)L2(D;m). (7.4)
Inequality (7.2) follows from (7.3), (7.4) and [8, Proposition 4.4]. To get (7.1), we
observe that
(HD(u)− PtHD(u), η)L2(D;m) ≥ 0
because HD(u) is an excessive function (since it is a positive harmonic function). The
above inequality when combined with (7.3) and (7.4) yields (7.1).
Lemma 7.2. Let D be a bounded open subset of Rd and A = (∆α)|D for some α ∈ (0, 1].
Let ν be a positive smooth measure on D. Let u ∈ L1(D;m) ∩ L1(D; ν) be a positive
quasi-continuous function such that
〈u,−∆αξ〉+ 〈u · ν, ξ〉 ≥ 0 (7.5)
for every positive ξ ∈ C∞c (D). Then
〈u,−(∆α)|Dη〉+ 〈u · ν, η〉 ≥ 0, η ∈ F. (7.6)
Proof. We extend u (resp. ν) to Rd by putting u = 0 (resp. ν = 0) on Rd \D, and then
set uε = jε ∗ u, (u · ν)ε = jε ∗ (u · ν), where jε is the usual mollifier. Let U be a smooth
domain such that U ⊂ D. Let η ∈ F ((∆α)|U ). By (7.5), for ε, δ > 0 small enough we
have
0 ≤ 〈u,−∆α(jε ∗ (jδ ∗ η)〉+ 〈u · ν, (jε ∗ (jδ ∗ η)〉
= 〈uε,−∆
α(jδ ∗ η)〉+ 〈(u · ν)ε, jδ ∗ η〉
= 〈−∆αuε, jδ ∗ η〉+ 〈(u · ν)ε, jδ ∗ η〉,
which converges to 〈−∆αuε, η〉+ 〈(u · ν)ε, η〉 as δ ց 0. By this and (7.1),
0 ≤ 〈−∆αuε, η〉+ 〈(u · ν)ε, η〉 ≤ 〈uε,−(∆
α)|Uη〉+ 〈(u · ν)ε, η〉.
Letting εց 0 we get
〈u,−(∆α)|Uη〉+ 〈u · ν, η〉 ≥ 0, η ∈ F ((∆
α)|U ).
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By Riesz’s decomposition theorem, there exists a positive Borel measure µU such that
u+RU(u · ν) = HU(u) +R
UµU ,
where RU is the potential operator of −(∆α)|U . By the uniqueness argument, µU =
(µW )⌊U for U ⊂ W and W¯ ⊂ D. Therefore there exists a positive Borel measure µ on
D such that µ⌊U = µU for every open U ⊂ D such that V¯ ⊂ D. Thus
u+RU (u · ν) = HU (u) +R
Uµ.
Let Dn be an increasing sequence of smooth domains such that D¯n ⊂ D and
⋃
n≥1Dn =
D. We have
u+RDn(u · ν) = HDn(u) +R
Dnµ q.e.
Letting n→∞ we get
u+RD(u · ν) = h+RDµ q.e. (7.7)
with h = limn→∞HDn(u). It is clear that h is a harmonic function. Let η ∈ F . Then
there exists ρ ∈ Bb(E) such that η = R
Dρ. By (7.7),
〈u,−(∆α)|Dη〉+ 〈u · ν, η〉 = 〈u, ρ〉+ 〈u · ν,R
Dρ〉 = 〈u, ρ〉+ 〈RD(u · ν), ρ〉
= 〈h, ρ〉 + 〈RDµ, ρ〉 = 〈h, ρ〉 + 〈µ,RDρ〉
= 〈h,−(∆α)|DR
Dρ〉+ 〈µ, η〉 ≥ 〈h,−(∆α)|DR
Dρ〉.
This implies (7.6) since 〈h,−(∆α)|DR
Dρ〉 = limt→0+
1
t 〈h− Pth,R
Dρ〉 ≥ 0.
7.1 Dirichlet Laplacian
In this section, D is a bounded domain in Rd, E = D and A = ∆|D.
Theorem 7.3. Let ν be a positive smooth measure on D and u ∈ L1(D;m)∩L1(D; ν)
be a positive quasi-continuous function such that for every positive ξ ∈ C∞c (D),
〈u,−∆ξ〉+ 〈u · ν, ξ〉 ≥ 0. (7.8)
Then there exists an m-version uˇ of u, which is finely-continuous on Eν. Moreover, if
uˇ(x) = 0 for some x ∈ Eν, then uˇ = 0.
Proof. Since D is connected, the semigroup (et∆D )t≥0 is irreducible (see Remark 3.2).
Therefore the result follows from Lemma 7.2 and Theorem 5.2.
Corollary 7.4. Under the assumptions of Theorem 7.3, if Cap({u = 0}) > 0, then
u = 0 q.e.
Proof. By Theorem 7.3, there exists an m-version uˇ of u, which is finely-continuous on
Eν . Since u is quasi-continuous, uˇ = u q.e., so by the assumptions of the corollary,
Cap({uˇ = 0}) > 0. Since Cap(Nν) = 0, there exists x ∈ Eν such that uˇ(x) = 0. Hence,
by Theorem 7.3, uˇ = 0, which implies that u = 0 q.e.
Lemma 7.5. Let u be a finely-continuous positive bounded function on D. Then
u(x) = lim
r→0+
−
∫
B(x,r)
u(y) dy, x ∈ D.
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Proof. Let ad,r = m(B(x, r)) = r
d · ad where ad = pi
d/2/Γ(d2 + 1), and let bd,r =
S(∂B(x, r)) = rd−1 · bd where bd = 2pi
d/2/Γ(d2 ). Note that bd/ad = d. By using [12,
Proposition 1.21] we get
−
∫
B(x,r)
u(y) dy =
1
ad,r
∫ r
0
∫
∂B(x,s)
u(y) dS(y) ds =
1
ad,r
∫ r
0
bd,sExu(XτB(x,s)) ds.
Hence
−
∫
B(x,r)
u(y) dy =
bd
ad
1
d
( 1
rd
∫ r
0
Exu(XτB(x,s)) d(s
d)
)
=
1
rd
∫ r
0
Exu(XτB(x,s)) d(s
d).
Since u is finely-continuous, Exu(XτB(x,s)) → u(x) as s ց 0, which proves the desired
result.
Now Theorem 7.3 can be restated as follows.
Theorem 7.6. Let ν be a positive smooth measure on D and u ∈ L1(D;m)∩L1(D; ν)
be a positive quasi-continuous function such that (7.8) is satisfied for every positive
ξ ∈ C∞c (D). If lim supr→0+ −
∫
B(x,r) u(y) dy = 0 for some x ∈ Eν, then u = 0 q.e.
Proof. Follows from Corollary 4.3, Theorem 7.3 and Lemma 7.5.
We close this section with one another corollary, which was the main result of the
recent paper by Orsina and Ponce [24].
For any compact K ⊂ D and p > 1, we define
CapW 2,p(K) := inf{‖u‖W 2,p : u ∈ C
∞
c (R
d), u ≥ 1K}.
In the standard way CapW 2,p can be extended to arbitrary set A ⊂ R
d (see [1, Definition
2.2.4]).
Remark 7.7. By the Caldero´n-Zygmund Lp-theory, CapW 2,p is equivalent to Cp for
the operator A = ∆|D (see Section 6 for the definition of Cp).
Theorem 7.8. Let p > 1 and V ∈ Lp(D;m) be positive. Let u ∈ L1(D;m)∩L1(D;V ·
m) be a positive function such that for every positive ξ ∈ C∞c (D),
〈u,−∆ξ〉+ 〈u · V, ξ〉 ≥ 0.
Write
Z =
{
x ∈ D : lim sup
r→0+
−
∫
B(x,r)
u(y) dy = 0
}
.
If CapW 2,p(Z) > 0, then u = 0 m-a.e.
Proof. By Remark 7.7, Cp(Z) > 0. Write ν = V ·m. Since Cp(Nν) = 0 (see the proof
of Theorem 6.2), Eν ∩ Z 6= ∅, so by Theorem 7.6, u = 0 m-a.e.
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7.2 Dirichlet fractional Laplacian
Let D ⊂ Rd be an open smooth set. In this section, we consider the case when
A = (∆α)|D for some α ∈ (0, 1), 2α < d, i.e. A is the so called Dirichlet fractional
Laplacian. We set E = D. By RD (resp. R), we denote potential operator associated
with (∆α)|D (resp. ∆
α).
Theorem 7.9. Let ν be a positive smooth measure on D. Let u ∈ L1(D;m)∩L1(D; ν)
be a positive quasi-continuous function such that for every positive ξ ∈ C∞c (D),
〈u,−∆αξ〉+ 〈u · ν, ξ〉 ≥ 0. (7.9)
Then there exists an m-version uˇ of u which is finely-continuous on Eν . Moreover, if
uˇ(x) = 0 for some x ∈ Eν, then uˇ = 0.
Proof. Since D is open, the semigroup (et(∆
α)|D)t≥0 is irreducible (see Remark 3.2).
Therefore the result follows from Lemma 7.2 and Theorem 5.2.
We now give a purely analytic characterization of the finely-continuous version uˇ of
u appearing in Theorem 7.9.
In what follows, cd,α = pi
1+d/2Γ(d/2) sin piα and
I(α)r u(x) = cd,α
∫
Rd\B(x,r)
r2α
|y − x|d(|y − x|2 − r2)
u(y) dy, x ∈ D.
Lemma 7.10. Let u be a finely-continuous positive bounded function on D. Then
u(x) = lim
r→0+
I(α)r u(x), x ∈ D.
Proof. It is well known that Exu(XτB(x,r)) = I
(α)
r u(x), x ∈ D (see, e.g., [21, Section 4]).
On the other hand, since u is finely continuous, Exu(XτB(x,r))→ u(x) as r→ 0
+.
Similarly to the case of Dirichlet Laplacian, we can now restate Theorem 7.9 as
follows.
Theorem 7.11. Let ν be a positive smooth measure on D and u ∈ L1(D;m)∩L1(D; ν)
be a positive quasi-continuous function such that (7.9) is satisfied for every positive
ξ ∈ C∞c (D). If lim supr→0+ I
(α)
r u(x) = 0 for some x ∈ Eν, then u = 0 q.e.
Proof. Follows from Corollary 4.3, Theorem 7.9 and Lemma 7.10.
For 0 < s < 1 and p > 1, we define
|u|W s,p(D) =
( ∫
D
∫
D
|u(x)− u(y)|p
|x− y|d+sp
dx dy
)1/p
,
and for an arbitrary s > 0 such that s /∈ N we define
W s,p(D) =
{
u ∈W [s],p(D) :
∣∣∣ ∂ku
∂xk11 . . . ∂x
kd
d
∣∣∣
W s−[s],p(D)
<∞, |k| = [s], k ∈ Nd
}
,
where |k| = k1 + . . .+ kd. We adopt the convention that W
0,p(D) = Lp(D). Let K be
a compact subset of D. We set
CapW 2α,p(K) := inf{‖u‖W 2α,p(D) : u ∈ C
∞
c (D), u ≥ 1K}.
In the standard way CapW 2α,p can be extended to arbitrary set A ⊂ D (see [1, Definition
2.2.4]).
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Proposition 7.12. Let K be a compact subset of D and p ≥ 2. Then Cp(K) = 0 if
and only if CapW 2α,p(K) = 0.
Proof. Since {u ∈ C∞c (D) : u ≥ 1K} ⊂ {R
Df : f ∈ Lp(D), RDf ≥ 1K}, we have
Cp(K) ≤ CapW 2α,p(K). To show the necessity part, suppose that that Cp(K) = 0.
By the definition of Cp, for every ε > 0 there exists a positive fε ∈ L
p(D) such that
RDfε ≥ 21K and ‖fε‖Lp(D) ≤ ε. We set u = R
Dfε and extend to R
d by putting fε = 0
on Rd \D. By Dynkin’s formula,
u(x) + ExRfε(XτD ) = Rfε(x), x ∈ D.
Set v(x) = Rfε(x), h(x) = ExRfε(XτD), x ∈ R
d. By the Caldero´n-Zygmund Lp-theory,
ε ≥ ‖fε‖Lp(D) = ‖fε‖Lp(Rd) ≥ c‖v‖W 2α,p(Rd).
Let vδ = jδ ∗v, where jδ is the standard mollifier. A straightforward computation shows
that ‖vδ‖W 2α,p(Rd) ≤ ‖v‖W 2α,p(Rd). Hence ε ≥ c‖vδ‖W 2α,p(Rd). Let ξ ∈ C
∞
c (D) be such
that ξ ≥ 1K . By [17, Theorem 1.4.1.1], there exists cξ such that
‖ξvδ‖W 2α,p(Rd) ≤ cξ‖vδ‖W 2α,p(Rd).
Since R is strongly Feller, v is l.s.c. Therefore for a sufficiently small δ > 0, vδ ≥ 1K .
Of course ξvδ ≥ 1K , ξvδ ∈ C
∞
c (D) and
ε ≥ ccξ‖ξvδ‖W 2α,p(Rd) ≥ ccξ‖ξvδ‖W 2α,p(D).
Since ε > 0 was arbitrary, this implies that CapW 2α,p(K) = 0.
Remark 7.13. The assertion of Proposition 7.12 holds true for p ∈ (1, 2) and α = 1/2
(the proof is analogous to the proof given above). In case p ∈ (1, 2) and α 6= 1/2 it is
not true that ‖f‖Lp(Rd) ∼ ‖Rf‖W 2α,p(Rd) for f ∈ L
p(Rd). As a consequence, in that case
Proposition 7.12 does not hold as stated. However, it holds true if in its formulation
we replace the space W 2α,p(Rd) by the Besov space B2αp,2(R
d) (see [28, Theorem 5, page
155]).
Theorem 7.14. Let V be a positive function in Lp(D;m) for some p ≥ 2 and u ∈
L1(D;m)∩L1(E;V ·m) be a positive function such that for every positive ξ ∈ C∞c (D),
〈u,−∆αξ〉+ 〈u · V, ξ〉 ≥ 0.
Let Z = {x ∈ D : lim supr→0+ I
(α)
r (u(x) = 0}. If CapW 2α,p(Z) > 0, then u = 0 m-a.e.
Proof. By Proposition 7.12, Cp(Z) > 0. Let ν = V · m. Since Cp(Nν) = 0 (see the
proof of Theorem 6.2), Eν ∩ Z 6= ∅. Hence, by Theorem 7.11, u = 0 m-a.e.
8 The case when −Au is a Borel measure
Let u ∈ L1(E;m) and u ≥ 0. We say that −Au is a Borel measure if
|〈u,−Aη〉| ≤ c‖η‖∞, η ∈ F. (8.1)
In this section, we show that the results proved in the previous sections are true if we
replace condition (5.1) by the condition −Au ≥ −u · ν in the sense of measures. Of
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course, this condition requires the additional assumption that Au is a Borel measure,
but in return allows us to dispense with the assumption that u ∈ L1(E; ν). Although, we
have already defined what we mean by saying that Au is a Borel measure, it is not clear
how to define the measure Au because in general it may happen that F ∩Cb(E) = {0}.
By [8, Proposition 4.4], any function u satisfying (8.1) admits a decomposition
u = u1 − u2, m-a.e. (8.2)
for some excessive functions u1, u2 ∈ L
1(E;m). Hence, by Riesz’s decomposition the-
orem, there exist harmonic functions h1, h2 and positive Borel measures µ1, µ2 on E
such that ui = hi + Rµi, i = 1, 2. By [8, Proposition 4.4(ii)], u1, u2 may be chosen so
that µ1, µ2 are bounded measures. Put µ = µ1 − µ2 and let
(−Au)p := µ.
Theorem 8.1. Let u ∈ L1(E;m) and u ≥ 0. Assume that −Au is a Borel measure.
Then u has an m-version u˜ which is quasi-continuous. Moreover, if ν is a positive
bounded smooth measure and
(−Au)p ≥ −u˜ · ν (8.3)
in the sense of measures, then u has an m-version uˇ which is finely-continuous on Eν,
and if uˇ(x) = 0 for some x ∈ Eν , then uˇ ≡ 0.
Proof. The fact that u has a quasi-continuous m-version u˜ follows from (8.2) and the
fact that every excessive function is quasi-continuous (as it is finely-continuous). We
will show that u˜ ∧ k satisfies the assumptions of Theorem 5.2 for every k > 0. Since ν
is bounded, it is enough to prove that (5.1) holds with u replaced by u˜ ∧ k. Repeating
the arguments from the proof of (4.7)–(4.9) we show that there exists a positive smooth
measure γk and a bounded harmonic function hk = limn→∞E·(u˜∧ k)(XτDn ) q.e. (with
{Dn} as in the proof of Proposition 4.2) such that
u˜ ∧ k = hk +Rγk +R(1{u˜≤k} · µd) q.e.
Let η ∈ F . We have
〈u˜ ∧ k,−Aη〉 = lim
t→0+
1
t
〈u˜ ∧ k − Pt(u˜ ∧ k), η〉.
Since hk is harmonic, Pthk ≤ hk. Hence, by the Revuz duality,
1
t
〈u˜ ∧ k − Pt(u˜ ∧ k), η〉 ≥
1
t
〈E·
∫ t
0
1{u˜(Xr)≤k} dA
µd
r + E·
∫ t
0
dAγkr , η〉.
By [14, Theorem 5.1.3],
lim
t→0+
1
t
〈E·
∫ t
0
1{u˜(Xr)≤k} dA
µd
r + E·
∫ t
0
dAγkr , η〉 = 〈1{u˜≤k}µd + γk, η〉.
By (8.3), µd ≥ −u˜ · ν, so
〈1{u˜≤k}µd + γk, η〉 ≥ −〈1{u˜≤k}u˜ · ν, η〉 ≥ −〈(u˜ ∧ k) · ν, η〉.
By what has been proved,
〈u˜ ∧ k,−Aη〉 ≥ −〈(u˜ ∧ k) · ν, η〉, η ∈ F.
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By Proposition 4.2, u ∧ k has an m-version (u ∧ k)ˇ which is (P νt )t≥0-excessive (see
(4.6)). Put uˇ = supk≥1(u∧ k)ˇ. Since {(u∧ k)ˇ} is a non-decreasing sequence of (P
ν
t )t≥0-
excessive functions, uˇ is (P νt )t≥0-excessive. Repeating the reasoning following (4.6)
yields that uˇ is finely-continuous on Eν . Suppose that uˇ(x) = 0 for some x ∈ Eν . Then
(u∧ k)ˇ (x) = 0, k > 0, so by Theorem 5.2, (u∧ k)ˇ = 0, k > 0. Consequently, uˇ = 0.
Remark 8.2. As a corollary to the above theorem we get that Corollary 5.3 (resp.
Theorem 6.2 and Corollary 6.3) hold true but with (5.1) (resp. (6.2)) replaced by (8.3)
(resp. (−Au)p ≥ −u ·V in the sense of measure) and without assumption u ∈ L
1(E; ν)
(resp. without assumption u ∈ L1(E;V ·m)).
Remark 8.3. Let α ∈ (0, 1] and u ∈ L1(D;m) be a positive function such that
|〈u,−∆αξ〉| ≤ c‖ξ‖∞, ξ ∈ C
∞
c (D). (8.4)
Repeating the proof of Lemma 7.2 but with using (7.2) instead of (7.1) shows that (8.4)
holds for every η ∈ F ((∆α)|D).
As a corollary, we get the following generalization of the result proved by Brezis
and Ponce in [11].
Proposition 8.4. Let D ⊂ Rd be a bounded domain. Assume that u ∈ L1(D;m)
is a positive quasi-continuous function and ν be a positive smooth bounded measure.
Assume also that ∆u is a bounded Borel measure on D (in the sense of distributions)
and
−∆u ≥ −u · ν
in the sense of measures. If lim supr→0+ −
∫
B(x,r) u(y) dy = 0 for some x ∈ Eν(∆|D),
then u = 0 q.e.
Proof. Follows from Remark 8.3, Theorem 8.1 and Lemma 7.5.
A similar result holds for the fractional Lapalcian. Note that in the theorem below
we do not assume that D is connected.
Theorem 8.5. Let D ⊂ Rd be an open set. Assume that u ∈ L1(D;m) is a positive
quasi-continuous and positive and ν is a positive smooth bounded measure. Assume
also that ∆αu is a bounded Borel measure on D in the sense that |〈u,−∆αξ〉| ≤ c‖ξ‖∞
for ξ ∈ C∞c (D), and that
−∆αu ≥ −u · ν
in the sense of measures. If lim supr→0+ I
(α)
r u(x) for some x ∈ Eν((∆
α)|D), then u = 0
q.e.
Proof. Follows from Remark 8.3, Theorem 8.1 and Lemma 7.10.
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