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ABSTRACT 
The operation of buildings and building Heating, Ventilation and Air-conditioning 
(HVAC) systems may experience faults such as equipment malfunctions, sensor 
reading faults, inappropriate operating procedures, incorrectly configured control 
systems, and the degradation of equipment, which may deteriorate building 
performance. Assessing building performance is therefore essential to understand 
building performance levels and identify potential operational issues that may 
influence building energy efficiency and indoor thermal comfort. Thanks to the wide 
deployment of building automation systems and smart meters, a massive amount of 
high resolution building operational data can now be easily accessed. This data 
provides a great opportunity to better understand the characteristics of building 
energy usage and operational performance. However, without advanced data 
analytics, the valuable information underneath this massive amount of operational 
data cannot be fully extracted and used to assess and improve building energy 
performance.  
Data mining is a proven method for extracting valuable and actionable information 
from the massive data. The aim of this thesis sought to develop data mining based 
strategies to evaluate the performance of building HVAC systems, individual 
buildings, and multiple buildings to facilitate the initiatives for building performance 
enhancement. 
A strategy for detecting faults in the sensors of air handling units (AHUs) was first 
developed using a data mining approach, where faults in the sensors were detected 
by identifying the temporal and spatial separation between faulty and fault-free data. 
This spatial separation was detected by combining the Principal Component Analysis 
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(PCA) based dimension reduction method with the Ordering Points to Identify the 
Clustering Structure (OPTICS) based cluster analysis, while temporal separation was 
checked using a boxplot. An interactive user interface was also developed to help 
select the user defined parameters in cluster analysis and also visualise fault 
detection results.  An AHU simulation platform was developed to generate faulty and 
fault-free data to evaluate this strategy, with the results showing that the proposed 
strategy can successfully identify single and multiple sensor bias faults.  
A decision tree based data-driven diagnostic strategy was developed to diagnose 
AHU component faults. A regression model was also developed on the basis of 
domain knowledge, which was used to reduce the complexity of the diagnostic 
model.  The experimental data from the American Society of Heating, Refrigerating 
and Air-Conditioning Engineers (ASHRAE) RP-1312 was used to evaluate this 
strategy, with the results indicating that its diagnostic accuracy was in line with other 
strategies developed using Random Forest and Support Vector Machine methods. An 
interpretation of this diagnostic model showed that some of the diagnostic rules 
generated were unreliable due to the inherent limitation and issues with the training 
data used. This further demonstrated the importance of interpretability of the data-
driven FDD strategies.  
A strategy based on symbolic transformation, hierarchical clustering and advanced 
visualisation techniques was then developed to evaluate the performance of 
individual buildings and identify abnormal operational issues. The symbolic 
transformation was achieved using a volatility change focused symbolic 
transformation technique, Shape Definition Language (SDL). The performance 
evaluation was based on three year hourly district heating energy and electricity 
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usage data from a higher education building, and it showed that this strategy can 
provide an intuitive way to understand building energy usage behaviours and identify 
abnormal energy usage patterns. The  patterns that were identified revealed the 
potential energy inefficient operations and issues with regard to the thermal comfort, 
which directly demonstrated the effectiveness of this proposed strategy 
Considering that the symbolic transformation strategy developed requires a relatively 
high computational cost and the visualisation techniques used may not be suitable for 
performance evaluation of multiple buildings, a variation focused clustering strategy 
using Partitioning Around Medoids (PAM) clustering algorithm and Pearson 
Correlation Coefficient (PCC) dissimilarity measure was then developed to identify 
typical daily load profiles. Those buildings with similar energy usage patterns were 
then grouped together using hierarchical clustering, based on the identified typical 
daily load profiles. Three year hourly district heating energy usage data from 19 
higher education buildings were then used to evaluate this strategy. The results 
showed that this strategy could discover the energy usage patterns from multiple 
buildings, and these buildings were also classified into groups with distinctive energy 
usage characteristics based on the energy usage patterns identified. 
The strategies developed in this thesis can be adapted and used to evaluate the 
performance of various types of buildings in order to better understand the energy 
usage patterns, and also identify potential operational issues. 
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Chapter 1 Introduction 
 Background and motivation 
The growing population and continuous increase in living standards have increased 
global energy usage over the past decades and also accelerated global warming due 
to massive greenhouse gas emissions from fossil fuels (Ahmad et al. 2014). 
Buildings account for a large proportion of total energy consumption worldwide. It is 
estimated that 20-40% of final energy consumption comes from the building sector 
in developed countries (Pérez-Lombard et al. 2008). Improving building energy 
efficiency is therefore essential for reducing global energy usage and promoting 
environmental sustainability. 
The operation of existing buildings accounts for a large proportion of total building 
energy usage, whereas replacing existing buildings by new-build is only around 1.0-
3.0% per annum (Ma et al. 2012), and therefore enhancing the operational 
performance of existing buildings is an essential part of reducing the energy 
consumption of the whole building sector. There are many factors which influence 
the performance of building operations, such as improper selection of building 
systems and components, faults and degradation in sensors and components, and 
inappropriate control of building service systems. For example, a 3.0oC bias in air 
handling units (AHUs) supply air temperature sensor may increase the daily energy 
consumption by 9.0% (Wang and Xiao 2004), and various faults in chillers and 
cooling towers may result in 0.5-6.5% more energy usage (Ma and Wang 2011a). 
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Therefore, building performance assessment can help to detect problems and faults 
related to building operation and thus reduce the consumption of energy.   
The ongoing development of technology has made a vast amount of energy 
production and consumption data available. This data provides opportunities to 
tackle the challenges faced in the energy sector such as operational efficiency, 
system maintenance, and control stability and reliability (Zhou et al. 2016). Similar 
opportunities and challenges are also being faced by the building sector. A detailed 
investigation of the measured building operational data is an effective way to 
understand building performance levels and also elicit the information required to 
support decision-making to improve building performance (Yu 2012). On the other 
hand, the wide deployment of Building Automation Systems (BASs) makes the 
retrieval of various operational data possible at a reasonably low cost. The massive 
amount of data monitored and recorded by BASs provides opportunities for 
discovering useful information and knowledge related to building operation and 
further facilitates initiatives for enhancing building performance.   
Great effort has been made to extract useful knowledge from building operational 
data through statistical analysis, domain knowledge, and simple data visualisations, 
but these conventional techniques cannot handle high resolution and multi-
dimensional data retrieved from BASs.  Figure 1.1 is an example of different levels 
of building performance data which shows the complexity of measured data from 
buildings. For instance, the BAS installed in the Hong Kong International Commerce 
Centre captures measurements from 950 sensors every 1 or 15 minutes, which results 
in 30 gigabytes of data annually (Fan et al. 2015a). However, the quality of data 
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recorded from BAS is often influenced by factors such as outliers, noise, and missing 
data which makes knowledge discovery very challenging and time consuming. 
 
Figure 1.1 Example of levels of building performance data (Miller et al. 2015). 
 
Data mining is the process of discovering interesting and useful patterns and 
relationships in large volumes of data (Clifton 2009). It has been used widely in 
various industries such as the Internet, finance, aviation, etc. Data mining, unlike 
traditional data analytics, is a systematic process which transforms raw data into 
useful information. Data mining has been used to discover the information hidden in 
the enormous volume of data collected from buildings to assess and improve their 
performance (Yu et al. 2016). Typical applications  include  fault detection and 
diagnosis of heating, ventilation, and air conditioning (HVAC) systems (Fan et al. 
2010, Namburu et al. 2007, Mulumba et al. 2015), understanding the characteristics 
and behaviour of building energy usage (Miller et al. 2015, Cabrera and Zareipour 
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2013, Santamouris et al. 2007), building load prediction (González and Zamarreño 
2005, Kalogirou and Bojic 2000, Dong et al. 2005) and control optimisation (Kusiak 
and Li 2010b, Zeng et al. 2015). However, most strategies developed using the data 
mining approach relied mainly on the prior knowledge of data mining, whereas the 
domain knowledge of buildings was rarely considered (Yu et al. 2016). This means 
that these strategies are often difficult for engineers and building operators to use and 
handle because they do not have enough knowledge of data mining. Moreover, the 
lack of techniques to interpret and visualise the results of data mining also made 
them difficult to understand and use, which prevents the use of the knowledge 
extracted for daily building operations and decision making for energy efficiency 
initiatives.  
The use of data mining to assess the performance of building operations is still in its 
infancy stage so there is an enormous potential for extracting useful information 
from BAS data using data mining techniques. This research therefore focuses on 
developing strategies based on data mining to assess building performance with 
enhanced interpretability and visualisation to enable building operators and 
practitioners to apply the knowledge and information extracted to improve building 
operational performance. 
 Research aim and objectives 
This research aims to develop building performance assessment strategies using data 
mining techniques to better understand the operational performance of building 
HVAC systems, individual buildings, and multiple buildings, as shown in Figure 1.2, 
and also facilitate initiatives for enhancing building performance.  
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Figure 1.2 Illustration of different levels of building performance assessment in this 
study. 
 
 The aim of the research is achieved through the following objectives: 
I. To develop a strategy for detecting sensor faults in Air Handling Units 
(AHUs) using a data mining approach with an interactive user interface to 
identify AHU single or multiple sensor faults; 
II. To develop a diagnostic strategy using a data mining approach, which can be 
interpretable with domain knowledge, to diagnose component faults related to 
building AHUs; 
III. To develop a strategy to evaluate the performance of individual buildings, in 
order to identify typical and abnormal energy usage patterns for building 
performance enhancement purpose, and;  
IV. To develop a strategy based on data mining to characterise the energy usage 
of multiple buildings and classify those buildings with similar energy usage 
patterns, in order to support initiatives to improve buildings energy 
performance.  
HVAC systems Individual buildings Multiple buildings  
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 Research methodology 
This thesis follows the research methodology shown in Figure 1.3. Since this study 
could be classified as interdisciplinary research, a literature review of building 
performance assessment and data mining is carried out to identify research gaps and 
suitable data mining techniques. Based on the understanding of the research 
background, specific research areas and directions are then identified, with a focus 
on building HVAC systems, individual buildings, and multiple buildings. At the 
building HVAC system level, two methods for AHU sensor fault detection and 
component fault diagnosis are developed and will be presented in Chapters 3 and 4, 
respectively. At an individual building level, a strategy for understanding their 
energy usage and identifying typical and abnormal patterns will be proposed, and 
presented in Chapter 5. In Chapter 6, a strategy was developed for multiple buildings 
which was focussed on identifying the typical daily load profiles of a group of 
buildings and then grouping them into different clusters based on the identified 
typical load profiles. The appropriate data mining techniques were identified through 
the literature review and will be used to develop the strategies needed to meet the 
defined objectives. Lastly, the performance and effectiveness of the proposed 
strategies will be tested and validated based on building operational data collected 
from real buildings or through computer simulation.   
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Figure 1.3 Outline of the research methodology employed in this study. 
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 Thesis organisation 
This chapter introduces the background and motivation for this research, including 
the aim and objectives and the research methodology. The subsequent chapters are 
structured as follows. 
Chapter 2 provides a literature review of data mining techniques and their application 
in assessing and improving the performance of building operations. It also identifies 
relevant research gaps in this field.  
Chapter 3 presents a strategy for detecting sensor faults using cluster analysis for air 
handling units (AHUs), to identify single and multiple AHUs sensor faults from 
historical data. This proposed strategy is evaluated based on the simulation data 
collected from a virtual AHU system. A sensitivity analysis of the proposed strategy 
against the user defined parameters and an interactive user interface are also 
provided.  
Chapter 4 presents a decision tree based strategy for diagnosing mechanical faults of 
AHUs, which aims to couple domain knowledge with the data mining technique in 
the development and interpretation of the diagnostic model. The experimental data 
from the American Society of Heating, Refrigerating and Air-Conditioning 
Engineers (ASHRAE) Research Project 1312 is used to train and evaluate the 
decision tree based diagnostic model. An interpretation of this diagnostic model is 
also provided from the perspective of domain knowledge.   
Chapter 5 presents a strategy for understanding the energy usage behaviour of 
individual buildings using a symbolic transformation based time-series analysis 
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approach. The symbolic transformation is based on the Shape Definition Language in 
order to better identify and visualise building energy usage.  District heating energy 
and electricity usage data from an higher education building is used to test and 
evaluate its performance.  
Chapter 6 presents a strategy for identifying typical daily energy load profiles of 
multiple buildings using a variation focused cluster analysis and classifying the 
buildings with similar energy usage patterns based on the identified typical daily load 
profiles. Three years of district heating energy usage data collected from 19 higher 
education buildings are used to evaluate its performance.   
Chapter 7 summarises the key findings from this study and also gives 
recommendations for future research in this area. 
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Chapter 2 Literature review 
With the widespread utilisation of building automation systems (BASs), massive 
amounts of building operational data could easily be accessed. This provides a great 
opportunity to use advanced data analytic techniques to better understand building 
operational performance and identify areas for improvement. Data mining is an 
interdisciplinary subfield of computer science (Clifton 2009) that was first applied in 
commerce and finance analysis, and is now attracting increasing attention from 
building researchers and practitioners. This chapter provides a literature review of 
the research and application of data mining in building performance assessment and 
improvement in order to identify the potential research gaps and opportunities for 
applying data mining to discover useful information from BAS data to facilitate 
building performance improvement 
This chapter is organised as follows. Section 2.1 provides a brief introduction to data 
mining and knowledge discovery from databases. Section 2.2 overviews the general 
data mining frameworks developed for building applications. Sections 2.3 and 2.4 
provide a review of the application of data mining technologies in building fault 
detection and diagnosis (FDD) and building energy performance assessment. An 
overview of the use of data mining to predict building performance and optimise 
building control is presented in Sections 2.5 and 2.6 respectively, while Section 2.7 
summarises the key findings from this literature review.  
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 Overview of data mining and knowledge discovery from database 
Data mining is a set of techniques for extracting information hidden in vast data by 
discovering useful patterns automatically or semi-automatically (Witten and Frank 
2005). From a board perspective, data mining can be viewed as an essential step in 
an information retrieving process known as knowledge discovery from database 
(KDD); it is a non-trivial process of identifying useful and ultimately understandable 
patterns in a database (Fayyad et al. 1996, Sumathi and Sivanandam 2006). Figure 
2.1 shows the overall process of KDD with three major steps, data pre-processing, 
data mining, and data post-processing.  
Data pre-
processing
Data 
Mining
Data post-
processing
Raw data Information
Data cleaning
Data integration
Data selection
Data transformation
Predictive tasks
Descriptive tasks
Pattern evaluation
Visualisation
 
Figure 2.1 The overall KDD process. 
 
Real world data is often incomplete and inconsistent, and contains many errors; this 
is why data pre-processing is often used to make low quality raw data suitable for 
further processing (Deshpande et al. 2016). The data pre-processing step normally 
includes the following main tasks (Han et al. 2006): 
• Data cleaning:  to remove outliers, noise, and inconsistent data; 
• Data integration: to combine the data from different sources; 
• Data selection: to select an appropriate subset of the raw data that is relevant 
to the data mining task and; 
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• Data transformation: to transform the data into appropriate forms for mining. 
The tasks performed in the data mining step can be roughly categorised as predictive 
modelling and descriptive modelling. Predictive modelling analyses the data to 
construct one or a set of models to predict the behaviour of new datasets. Descriptive 
modelling describes the data in a concise and summative manner and presents any 
interesting general properties (Han et al. 2006). Figure 2.2 classifies the data mining 
tasks with corresponding typical algorithms; details of the predictive modelling 
methods and descriptive modelling methods are provided in Sections 2.1.1 and 2.1.2.  
Data mining
Predictive 
modelling
Cluster 
analysis
Association 
analysis
Ensemble 
methods
DBSCAN K-means
Decision 
tree
Support vector 
machine
Artificial neural 
network
Apriori FP-growth
Descriptive 
modelling
Regression Classification
Hierarchical 
clustering
 
Figure 2.2 Classification of data mining tasks with typical corresponding algorithms. 
 
Data post-processing evaluates the revealed patterns in ways such as visualisation so 
that their significance can be understood and any spurious results eliminated, after 
which the revealed information can be incorporated into the decision making 
process.  
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2.1.1 Predictive modelling 
Predictive modelling can be further categorised as regression if the predicted 
variables are continuous, and classification if the predicted variables are discrete 
(Tan et al. 2006). Predictive models are generally built from the training data by 
mapping the relationship between the target variables and predicted variables. As 
Figure 2.2 shows, artificial neural network (ANN), support vector machine (SVM), 
decision tree and ensemble methods are typical algorithms for predictive modelling.  
ANN was developed by inspiration from the biological neural system and consists of 
a number of nodes. The learning of an ANN model aims to minimise the sum of 
squared error of the output by adjusting the weights of the network, and training will 
be stopped if the error falls within an acceptable range. A commonly used ANN 
learning algorithm is back propagation which propagates the errors generated at the 
output nodes back towards the input nodes and updates the weights accordingly 
(Leung and Haykin 1991). It should be noted that the structure of an ANN should be 
built carefully otherwise it may result in overfitting whereby the predictive model 
works well with the training data but poorly with the new data (Karsoliya 2012). 
SVM is naturally defined for the linear separable binary classification of numeric 
data by determining a maximum margining hyperplane (Aggarwal 2015). However, 
it can also be applied in the nonlinear separable multiclass classification and 
regression through several extensions. The prediction accuracy of SVM is among the 
highest of the commonly used algorithms, as reported by Fernández-Delgado et al. 
(2014). 
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A decision tree is often implemented in the classification tasks and is referred to as a 
classification tree, albeit it can be applied to both classification and regression. A 
decision tree is expressed as a recursive partition of the instance space (Rokach 
2008). There are two advantages to using decision trees; decision tree induction 
algorithms (e.g. C4.5) can perform feature selection and therefore allow appropriate 
features to be selected for classifier modelling (Ratanamahatana and Gunopulos 
2003); and decision trees are a kind of symbolic classifier. Compared to black box 
based models like ANN and SVM, a decision tree is interpretable, which enables 
domain experts to understand the predictive model developed and map it with 
domain knowledge (Perner 2011). Figure 2.3 shows a typical decision tree with the 
corresponding partition boundaries.  
 
Figure 2.3 Illustration of the partition boundaries (left) and the decision tree structure 
(right) (Loh 2011).  
 
Ensemble methods are algorithms that combine a set of classifiers and classify new 
data points by taking a weighted vote of their predictions (Dietterich 2000). Of the 
different ensemble predictive modelling methods, random forest is a well-known and 
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widely applied ensemble method that was established based on building many 
decision trees and determining the final prediction result through a majority vote. 
Random forest incorporates two randomisations in the algorithm, the random 
selection of features and training data. These two randomisations ensure that it has a 
high predictive accuracy and significantly reduces the issue of over fitting (Breiman 
2001).  
2.1.2 Descriptive modelling 
Descriptive modelling has two main analysis methods, i.e. cluster analysis and 
association analysis, as shown in Figure 2.2. This section provides a review of the 
commonly used cluster analysis and association analysis algorithms.   
• Cluster analysis 
Cluster analysis discovers the natural grouping(s) of a set of patterns, points or 
objects by maximising the distance between inter-clusters and minimising the 
distance between intra-clusters (Blockeel et al. 1998). Clustering based on 
partitioning, density, and hierarchy are the most commonly used methods of cluster 
analysis.  
K-means is a clustering algorithm based on partitioning which was developed about 
50 years ago and is still one of the most widely used algorithms due to its simplicity, 
ease of implementation, and efficiency (Jain 2010). A K-means algorithm divides a 
dataset into k clusters so that the within-cluster Sum of the Squared Error (SSE) is 
minimised (Hartigan and Wong 1979). The K-means method chooses arbitrary k data 
points from the dataset as the initial cluster centres and assigns each data point to the 
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closest cluster centres. The algorithm then iteratively calculates the mean of the 
clusters, which are then used as the centres of the new cluster and reassigns the data 
points to the centre of the nearest cluster until the SSE does not decrease any more  
(Han et al. 2006). Although K-means is straightforward and efficient, it has problems 
working with non-globular (also known as non-spherical) clusters   and clusters of 
different sizes and densities, and it is also sensitive to noise (Tan et al. 2006). In the 
K-means algorithm, the number of clusters is a user defined parameter which is 
usually determined based on a certain type of cluster validation index. Commonly 
used cluster validation indices include the Dunn Index, the Davies-Bouldin Index, 
and the Silhouette Width (Handl et al. 2005).  
Hierarchical clustering has two basic approaches, i.e. a bottom up (agglomerative) 
approach and a top down (divisive) approach. The agglomerative approach begins by 
placing each object in its own cluster and then merging the atomic clusters into larger 
clusters until every object is in a single cluster, whereas the divisive approach begins 
with all the data points in one cluster (Han et al. 2006). Agglomerative hierarchical 
clustering is more common than the divisive counterpart in real applications. The 
major difference between various agglomerative hierarchical clustering algorithms is 
the linkage method which defines how the sub-clusters are merged. Commonly used 
linkage methods include complete link, single link, and average link (Murtagh and 
Contreras 2012). As Figure 2.4 shows, the complete link is the maximum distance 
between the data points in two different clusters and the single link is the minimum 
distance. The average link measures the average distance between two sub-clusters. 
Different links have different properties, for instance, the complete link is less 
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susceptible to noise and outliers but it can break large clusters and favours globular 
shapes (Tan et al. 2006). The merging process of hierarchical clustering can be 
visualised as a tree structure diagram called a dendrogram, which is useful way of 
understanding the cluster structure. However, hierarchical clustering does not work 
very well with noisy and high dimensional data because all the merges are final and 
there is no global objective function (Tan et al. 2006).  
Complete link Single link Average link
 
Figure 2.4 Commonly used agglomerative hierarchical clustering linkage methods. 
 
Density based clustering methods search for connected dense spaces that are 
separated by low dense spaces (Tan et al. 2006). Density Based Spatial Clustering of 
Applications with Noise (DBSCAN) is a commonly used density based clustering 
algorithm. DBSCAN identifies clusters through finding core points, border points 
and noise points based on two user defined parameters, including MinPts and Eps, as 
illustrated in Figure 2.5. Core points are those points with at least MinPts points in 
their Eps distance; border points are points that do not meet this criterion but are 
within the Eps range of a core point; and the remaining points are marked as noise 
points. Clusters are formed by core points and border points that are density-
connected (Ester et al. 1996). Unlike algorithms based on partitioning and hierarchy,  
DBSCAN can identify arbitrarily shaped clusters, it is robust to noise, and does not 
require a user defined number of clusters (Tan et al. 2006).  
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Figure 2.5 Three different types of points in DBSCAN (MinPts = 5) (Tan et al. 
2006). 
• Association analysis 
Association analysis focuses on discovering frequent itemsets, and was initially used 
to analyse supermarket transactions. An association rule is of the form X→Y, where 
X and Y are two items (e.g. two items in a transaction) while p is probability. This 
rule is interesting if its support (defined in Eq.(2.1)) and confidence (defined in 
Eq.(2.2)) are greater than the minimum values specified by the user (Zhang and Wu 
2011). 
 ( ) ( )support X Y p X Y     (2.1) 
 ( ) ( | )confidence X Y p Y X    (2.2) 
The form of interesting association rules is simple, but it is computationally 
infeasible to discover interesting association rules with brute force because the 
number of association rules grows exponentially with the number of items in the 
dataset (Tan et al. 2006). Different algorithms have therefore been proposed to 
discover interesting association rules as efficiently as possible, of which Aprior is a 
commonly used algorithm. The Aprior algorithm is based on the principle that an 
itemset is frequent only if all of its sub-itemsets are frequent and vice versa (Zhang 
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and Wu 2011), so by identifying and pruning the infrequent itemsets, the Aprior 
algorithm improves the searching efficiency of the association rules. Other 
commonly used algorithms include Eclat (Equivalence Class Transformation) and FP 
(frequent patterns)-growth algorithms.  
These reviewed algorithms are among the most commonly adopted algorithms and 
are the basis of many other algorithms. However, it should be noted that these 
algorithms are only a small fraction of the developed data mining algorithms and 
there is no algorithm that fits every situation, and therefore the data mining 
algorithms should be selected on a case by case basis by considering the quality of 
the data, the computational complexity, the accuracy required and the outcomes 
expected. 
 Overview of general data mining frameworks for building applications 
To support the use of data mining technologies for assessing and improving building 
performance, several data mining frameworks have been developed. These 
frameworks could potentially be used to guide the development of advanced data 
mining strategies to discover useful information from building historical data. 
A three phase data analysis process for extracting knowledge from building data, as 
shown in Figure 2.6, has been proposed by Yu et al. (2013). The first phase is to 
define the problem and set the objective which focusses on providing a clear 
direction and scope for the data analysis. The second phase collects data from 
different sources, including the BAS and field surveys, and then constructs a 
database for the next phase analysis. The last phase is to extract information based on 
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the typical KDD process with three steps, including data pre-processing, data mining 
and results interpretation. 
 
Figure 2.6 A three phase data analysis process for extracting knowledge from 
building data (Yu et al. 2012). 
Fan et al. (2015b) proposed a framework for discovering knowledge from massive 
building operational data, as shown in Figure 2.7. This framework begins with data 
exploration and data partitioning. The data exploration phase consists of data pre-
processing and data visualisation, where visualisation gives the users a preliminary 
understanding of the data. The data partitioning phase is based on significance testing 
and clustering analysis so that large BAS datasets can be partitioned into several 
subsets for further analysis. The knowledge discovery phase and post-mining phases 
are the same as the data mining and data post-processing steps in the KDD process.  
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Figure 2.7 Data mining framework for discovering knowledge from massive building 
operational data (Fan et al. 2015b). 
 
Buchheit et al. (2000) developed another framework for using data mining to 
discover knowledge from an intelligent workplace where the framework focusses 
more on understanding the domain and the data. Since most data analysis projects are 
teamed with engineers with domain knowledge, this knowledge should be fully 
utilised to guide the data analysis process, while the data understanding part of the 
framework focusses on exploring and visualising the data to understand its 
properties.  
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Figure 2.8 presents the CRoss-Industry Standard Process Model for Data Mining 
(CRISP-DM), which is designed to provide a generic model of the data mining 
process that can be specialised according to the needs of particular industries 
(Shearer 2000). A CRISP-DM has six main steps, business understanding, data 
understanding, data preparation, modelling, and evaluation and deployment.  
 
Figure 2.8 The workflow of CRoss-Industry Standard Process Model for Data 
Mining (CRISP-DM) (Shearer 2000).  
 
Based on this standard process model, a generalised process of using data mining to 
assess and improve building performance is summarised and illustrated in Figure 2.9. 
Here typical techniques that can potentially be used in different stages to assess and 
improve building performance are also presented.  
The process begins by defining the aim of the analysis, and then data from sources 
such as BAS, Building Information Model (BIM), on-site measurements and 
specifications will be evaluated to determine whether the data is suitable for the 
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following analysis. The next three steps are the three core steps of the KDD process 
in which data preparation (data pre-processing), data mining, and result evaluation 
and interpretation (data post-processing) are carried out. The next step determines 
whether the defined aim is achieved; if so, the extracted information and predictive 
model will be used for decision making or model deployment. The quality of the data 
will be checked if the aim is not achieved; if the problem is due to the data quality, 
the process from data understanding and collection will be repeated, or alternative 
engineering methods will be investigated to achieve the defined aim.    
The techniques summarised in Figure 2.9 can serve as a tool box when developing 
strategies based on data mining to assess and improve building performance, but 
since there is no universal technique, the potential techniques should be selected and 
tested before being implemented.  
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Figure 2.9 A generalised data mining process for assessing and improving building 
performance and the typical techniques that can be used. 
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Over the last decade, a lot of effort has been made to develop advanced data mining 
based strategies for assessing and improving building performance, all with different 
scales and applications.  Figure 2.10 shows the typical applications of data mining 
for building performance assessment and improvement, which will be used to guide 
the review in the following sections. It should be noted that this thesis mainly focuses 
on building performance assessment (i.e. building fault detection and diagnosis and 
assessing building energy performance), although literature on predicting building 
performance and optimising control is briefly reviewed to better understand current 
research in this field. 
Data mining in building 
performance assessment 
and improvement
Building energy 
performance 
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Bulding fault 
detection and 
diagnosis
Building 
performance 
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Building control 
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Online 
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Figure 2.10 The use of data mining to assess and improve building performance. 
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 Data mining in fault detection and diagnosis (FDD) of building HVAC 
systems 
Faulty building systems may result in unsatisfactory thermal control, excessive 
energy consumption or even operating breakdowns.  It has been found that up to 15% 
of the energy used in buildings is wasted due to sensor faults, control faults, 
component faults, and system degradation (Mills 2011, Xiao and Wang 2009).  
Fault detection is a process to determine whether a system is healthy, whereas fault 
diagnosis seeks to reveal the root cause of the fault(s). Katipamula and Brambley 
(2005) classified the FDD methods used in building HVAC system as shown in 
Figure 2.11. Conventional building FDD methods rely on physical models (Ma and 
Wang 2011b, Wang et al. 2012a), and expert knowledge (Schein et al. 2006, Yang et 
al. 2008), which may be complicated, computationally intensive, or require 
significant domain knowledge.  
Diagnostic 
methods
Qualitative 
model-based
Quantitative 
model-based
Process history 
based
Detailed physical 
models
Simplified 
physical models
Rule-based
Qualitative 
physics-based
Expert Systems
First-principles 
based
Limits and alarms
Black-boxGray-box
Statistical ANN
Other pattern 
recognition techniques
 
Figure 2.11 Classification of FDD methods used in building HVAC systems 
(Katipamula and Brambley 2005). 
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Because abundant building operational data from BASs is becoming readily 
available, data-driven methods are now a popular research topic. Data-driven FDD 
strategies can be categorised into online and offline strategies where online strategies 
perform FDD automatically and instantaneously based on real time readings from 
various sensors. Most online FDD strategies are developed using the predictive 
modelling approach and focus on building HVAC systems, whereas offline FDD 
strategies investigate faults which already occurred based on historical operational 
data. Offline FDD strategies discover clues to the faults by identifying patterns that 
are relevant to the faults based mainly on the descriptive modelling approach.  
2.3.1 Data mining based online FDD strategies 
Figure 2.12 shows the typical workflow of a data mining based online FDD strategy, 
which is a type of model based fault detection method. Model based fault detection 
methods, as illustrated in Figure 2.13, use the residual between a reference model 
and the real system as an index for fault detection. Unlike conventional model based 
fault detection methods, in which the reference models are primarily developed 
based on physical principals, data-driven reference models are used in the data 
mining based fault detection strategies (Cui 2005). The data mining based fault 
diagnosis relies on a fault diagnostic classifier that is trained by the fault-free data as 
well as data that contains various faults. After validating the fault diagnosis model 
and deploying it online, the monitored data will be labelled with the type of fault 
when it was detected. Unlike physical models, data-driven models are easy to 
develop and do not require a vast amount of knowledge of the system to model 
(Katipamula and Brambley 2005). 
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Figure 2.12 Typical workflow of data mining based online FDD strategy. 
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Figure 2.13 Schematic of model based fault detection methods (Cui 2005). 
 
ANN is a predictive modelling method used for the FDD of building HVAC systems. 
Lee et al. (1996) used ANN for the FDD of Air handling units (AHUs), in which a 
feedforward ANN with three layers was developed using the inputs from different 
AHU sensors to predict the cooling coil control signal. The residual between the 
predicted cooling coil control signal and the actual cooling coil control signal was 
used as an index to detect faults.  The training process was terminated when the 
average training error was below 0.0015. The results indicate that although the 
predictive model was not perfect, it could still identify normal and faulty operations.  
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Lee et al. (2004) used ANN to diagnose eight typical AHU mechanical faults. This 
ANN model had seven inputs, five neural nodes in the hidden layer, and eight faulty 
condition nodes plus one normal status node. The target faults were severe AHU 
mechanical faults and they were easily diagnosed by this diagnostic model. The 
authors also mentioned that this diagnostic model could also diagnose less severe 
AHU mechanical faults. 
ANN was also used by Du et al. (2014) to detect AHU sensor faults. Figure 2.14 
shows that this strategy for detecting sensor faults is based on two ANN models such 
that the basic ANN model predicted the temperature of the supply air and the 
auxiliary ANN model predicted the temperature of the return chilled water. Data 
from a virtual AHU system was used to validate the proposed strategy, with the 
results showing that having two ANN models was better at detecting faults in the 
AHU sensor than using a single ANN model only.  
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Figure 2.14 Flowchart of the AHU sensor fault detection strategy based on dual 
ANN models (Du et al. 2014). 
 
Since ANN models are sensitive to noise and outliers, an ANN based AHU sensor 
FDD strategy using wavelet transform to pre-process the raw data was developed by 
Fan et al. (2010). The concept of wavelet transform denoising is based on the fact 
that the main characteristics of the data are in a low frequency domain while noise 
and outliers are in a high frequency domain. Transforming raw data to be represented 
by wavelet approximation coefficients maintained the low frequency characteristics 
and removed their influence from the high frequency. The evaluation confirmed that 
this strategy improved the reliability and robustness of FDD. 
SVM was also used to develop FDD strategies for building HVAC systems. Liang 
and Du (2007), for instance, investigated the performance of an SVM based fault 
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diagnosis strategy for a single zone HVAC system by considering three major faults, 
a recirculation damper stuck, a cooling coil fouling/block, and a decreasing supply 
fan speed. The SVM was built with a radial basis function (RBF) to handle the non-
linear separable issue and one-vs-all structure to handle multi-class classification. 
The evaluation based on simulation demonstrated that this SVM fault diagnosis 
strategy can quickly and reliably identify the faults which occurred in the HVAC 
system. 
Namburu et al. (2007) used SVM for the FDD of centrifugal chillers where the input 
features for SVM were selected using Genetic Algorithm (GA) rather than relying on 
domain knowledge. This approach facilitated the selection of input features, a 
cumbersome process if there are too many sensors, and improved the accuracy of 
fault diagnosis.  
It is important to select the correct threshold in fault detection because if the 
threshold band is too small there could be too many false fault alarms, and if the 
threshold band is too large it could lead to too many fault alarms being missed. A 
study from Zhao et al. (2013) adopted an exponentially-weighted moving average 
(EWMA) based control chart to determine the upper and lower limits of the threshold 
and then applied it to an SVM based fault detection strategy for a chiller.  
Experimental data from the American Society of Heating, Refrigerating and Air-
Conditioning Engineers (ASHRAE) RP-1043 was used to evaluate this strategy and 
found that it significantly improved fault detection at low fault severity levels 
comparing to normal t-statistic based methods.  
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Mulumba et al. (2015) developed an AHU fault diagnosis strategy which coupled 
SVM and an autoregressive time series model with exogenous variables (ARX) 
model. This strategy was then compared to other predictive modelling based FDD 
methods, including those based on naïve Bayes, Bayes network, ANN, SVM only, 
and random forest. The evaluation was conducted based on the experiment data from 
ASHRAE RP-1312. The authors concluded that this strategy outperformed the other 
strategies in terms of fault diagnosis accuracy and robustness. 
Principal Component Analysis (PCA) has also been used for the FDD of HVAC 
systems. PCA is primarily applied to sensor fault FDD because it can isolate the 
faulty sensor by identifying the sensor which contributed most to the residual based 
on a Q contribution plot.  Wang and Xiao (2004) proposed a PCA based AHU sensor 
FDD strategy by building two PCA models with sensors selected based on a heat 
balance model and a pressure flow balance model that would cover all the relevant 
sensors. Data from the simulation and a real building system were used to validate 
this strategy. The result confirmed the effectiveness of this PCA based sensor FDD. 
The authors also mentioned that unlike other predictive modelling based FDD 
strategies, PCA based strategy is easier to implement.  
Xu et al. (2008) enhanced chiller sensor FDD under noisy conditions by coupling a 
PCA based FDD model with wavelet transformation. On site measurements from 
two chillers in a high rise building in Hong Kong were used to evaluate its 
performance. The results demonstrated that this strategy with wavelet transformation 
was more robust under noisy conditions than the PCA based FDD strategy without a 
wavelet transform. Figure 2.15 is an example of the residual calculated under a 
 
33 
 
certain type of fault with and without wavelet transformation. Note that the missed 
alarm rate (i.e. the residual points below the threshold) had decreased when wavelet 
transformation was used. 
 
Figure 2.15 The residual (Q-statistic) and calculated threshold (Qa) associated with  
using wavelet transformation (right) and without using wavelet transformation (left) 
(Xu et al. 2008). 
 
2.3.2 Data mining based offline FDD strategies 
Offline FDD strategies based on data mining rely mainly on descriptive modelling to 
identify patterns and rules from historical building operational data that are unique, 
understandable, and can be interpreted.  The increasing volume and variety of data 
collected from BASs is the foundation used for research in this area. As mentioned 
previously, most data mining based offline FDD strategies are based on descriptive 
modelling, and some strategies were proposed as general strategies to identify faults, 
energy inefficient operations, and opportunities to save energy (Fan et al. 2015a, Yu 
et al. 2012) .  
Yu et al. (2012) proposed a strategy to extract knowledge from building operational 
data by association rules mining (ARM), as shown in Figure 2.16. This strategy 
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identifies the difference between the association rules extracted by the FP-growth 
algorithm from the first and second year data of an HVAC system. It has successfully 
identified issues such as faulty AHU systems and a humidifier that was operating 
inefficiently.  
Data 
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Data pre-
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Figure 2.16 The workflow of FDD strategy based on ARM (Yu et al. 2012). 
 
Fan et al. (2015a) proposed a Symbolic Aggregate approXimation (SAX) and ARM 
based method to extract knowledge from building operational data. In this instance, 
data collected from a high rise building in Hong Kong was used to evaluate this 
strategy, with the results showing it had the power to extract information that may be 
useful for building FDD and optimising operations.   
Capozzoli et al. (2015) compared different combinations of data mining techniques, 
including classification through a classification and regression tree (CART), cluster 
analysis through DBSCAN and k-means, predictive modelling through ANN based 
ensemble methods, and generalised Extreme Studentised Deviate (ESD) based 
outlier detection for building lighting operation fault detection. These researchers 
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found that CART coupled with generalised ESD was robust and accurate in finding 
the abnormal lighting energy usage and DBSCAN could group lighting energy 
consumption and identify outliers.  
A Bayesian Belief Network (BBN) is a probabilistic graphical model which 
represents a set of random variables and their conditional dependencies via a directed 
acyclic graph (DAG) (Wasserman 2004), and has been used in building HVAC 
systems FDD. Although the structure and probability table of a BBN can be learned 
automatically from a given training data set, the existing BBN fault diagnosis models 
are built based on domain knowledge. Cai et al. (2014), for instance, developed a 
strategy for diagnosing faults with BBN for a ground source heat pump (GSHP) 
which aims to isolate soft faults such as refrigerant overcharge and evaporator 
fouling.   
Xiao et al. (2014) also applied BBN in the FDD of variable air volume (VAV) 
terminals (see Figure 2.17) and found that BBN can fuse together information from 
different sources such as sensor data, human observations and maintenance records. 
However, this study also reflected that manually preparing BBN diagnostic model is 
cumbersome and therefore how to automatically build BBN structure and 
probabilistic table is an interest topic for future research.  
 
36 
 
 
Figure 2.17 The topology of a BBN structure developed for FDD of VAV terminals 
(Xiao et al. 2014). 
 
 Data mining in building energy performance assessment 
The performance of existing buildings tends to undergo performance degradation 
change in use, and experience unexpected faults or malfunctions over time, all of 
which often result in a significant deterioration of the overall performance (Ma et al. 
2012). Building energy performance assessment, as a promising way to understand 
building energy performance level and identify energy efficiency improvement 
opportunities, has been extensively studied in the past decades. Conventionally, 
building energy performance assessment was conducted based on building energy 
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bills and in-situ measurements, which in many instances cannot reveal details related 
to building energy performance (Wang et al. 2012b). However, thanks to the widely 
used BAS and automatic metering systems, long period and high resolution data can 
now be easily accessed to assess building energy performance.  The massive volume 
of high resolution energy usage data, especially from multiple buildings, made the 
performance assessment difficult using conventional data analysis methods, which is 
why reserchers are interested in applying data mining, especially through descriptive 
modelling approach, to extract useful information from operational data to evaluate 
the levels of building performance and then decide how to improve energy 
performance. This section reviews the studies related to the data mining based 
methods for building energy performance assessment. 
2.4.1 Data mining in energy performance assessment of multiple buildings 
Assessing the energy performance of multiple buildings can provide opportunities to 
understand building energy usage, identify typical daily load profiles and abnormal 
energy usage patterns, classify buildings with similar characteristics, and rank 
buildings in terms of energy performance, etc.  
Building benchmarking generally compares the Energy Performance Index (EPI) of a 
building to a sample of buildings with similar characteristics to understand the 
performance level and identify ways to improve energy efficiency (Pérez-Lombard et 
al. 2009). However, since many factors influence the performance of building energy, 
it is difficult to define those buildings with similar characteristics. Gao and Malkawi 
(2014) proposed a systematic process (as shown in Figure 2.18) to group those 
buildings with similar characteristics for benchmarking purposes. The Ordinary 
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Least Squares (OLS) regression model based feature selection was used to select 
features that can characterise energy performance such as area, wall materials and 
cooling/heating units. The buildings with similar characteristics were grouped 
together as reference groups through K-means clustering with the selected features. 
The performance evaluation based on the data from 1964 office buildings 
demonstrated that this strategy provides a more comprehensive approach to building 
energy benchmarking than the commonly used Energy Star benchmarking approach. 
 
Figure 2.18 The benchmarking system procedure proposed by Gao and Malkawi 
(2014). 
 
Park et al. (2016) proposed a similar benchmarking strategy using correlation 
analysis for feature selection and a decision tree with the analysis of variance 
(ANOVA) for building classifications. Data related to energy usage and building 
properties from 1072 office buildings in South Korea were used for evaluating this 
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strategy and showed that it could evaluate energy performance appropriately by 
determining a reasonable and fair energy benchmark. 
Several studies also classified buildings with similar energy performance through 
cluster analysis. For instance,  Santamouris et al. (2007) clustered 320 school 
buildings in Greece into 5 clusters based on the total energy consumption per unit 
floor area. The result was then compared to a traditionally used equal frequency 
rating procedure, and revealed that the proposed strategy captured the characteristics 
of building energy usage much better.  
Gaitani et al. (2010) proposed a strategy to evaluate heating in school buildings by 
Principal Component Analysis (PCA) and cluster analysis. By using the building 
groups identified by cluster analysis, the representative buildings of each group were 
identified using the PCA method such that the potential energy savings for the 
specific group of school buildings can be analysed based on the representative 
buildings identified. 
Identifying typical building energy usage profiles was another way to understand 
building energy performance and energy usage behaviour. Do Carmo and 
Christensen (2016) proposed a K-means based strategy to identify typical daily 
heating profiles of residential houses. Here the daily load profiles of weekdays and 
weekends were clustered into three groups, high demand, medium demand, and low 
demand. The daily load profiles in each group were then clustered into two groups to 
capture variations in the load. Heating data from 139 Danish dwellings were used for 
performance evaluation of this strategy. The typical daily load profiles and the 
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associated daily profiles are shown in Figure 2.19, and reveal that only general trends 
such as the morning peaks were observed based on the typical load profiles identified. 
 
Figure 2.19 The typical daily load profiles and associated daily profiles (Do Carmo 
and Christensen 2016). 
 
Flath et al. (2012) also proposed using K-means clustering to identify typical daily 
and weekly electricity usage profiles with seasonal factor considred in the proposed 
strategy. The results showed that the information extracted from the typical load 
profiles could assist building demand side management (DSM). 
Panapakidis et al. (2014) investigated the identification of daily typical electricity 
load profiles through K-means++, fuzzy c-means (FCM), Self-Organizing Map 
(SOM), and the Minimum Variance Criterion (MVM). The optimum number of 
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clusters was identified based on the Within Cluster Sum of Squares to the Between 
Cluster Variation (WCBCR) measure. This study is unique in that the load profiles 
are transferred to the frequency domain first using the Fast Fourier Transform (FFT) 
before clustering. Data from nine campus buildings were collected to evaluate the 
performance of different strategies, and showed that the SOM and K-means++ 
combined clustering algorithm outperformed the others in the frequency domain and 
had the lowest clustering error.  
Miller et al. (2015) proposed a SAX and clustering based strategy  to reveal 
abnormal building energy patterns and typical daily load profiles, where abnormal 
and potentially faulty operations are identified by finding discords. A Sankey 
diagram based visualisation method, as shown in Figure 2.20, is used to visualise the 
discords and motifs identified. The developed strategy was tested and validated with 
two case studies. The results demonstrated that this strategy was able to identify 
abnormal building operations based on building energy usage data. The authors also 
pointed out that this strategy was developed for univariate data and extending the 
work to multivariate data would be appealing for future research. 
 
Figure 2.20 The Sankey diagram and heatmap visualisation method to visualise 
discords and motifs (Miller et al. 2015). 
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2.4.2 Data mining in energy performance assessment of individual buildings 
Several researchers also assessed building energy usage at an individual building 
level. Besides the studies that focused on the whole building energy consumption, 
some studies also investigated the energy performance of sub-systems. 
Jota et al. (2011) developed a hierarchical clustering based typical daily load profiles 
identification strategy for managing individual building loads. The electricity usage 
of a large hospital over a period of 40 days was used to evaluate its performance. 
Here the daily load profiles were clustered into three groups and the mean value of 
the daily load profiles in each group were used as typical load profiles. It was also 
pointed out that the typical load profiles could help to establish an energy contract 
with energy companies as well as manage energy usage. It was also shown that the 
simple daily total energy consumption and a daily max energy load prediction model 
could be developed based on the typical profiles.  
Cabrera and Zareipour (2013) used ARM to identify the energy waste patterns of 
building lighting systems. Data from the lighting systems in classrooms were firstly 
collected with the waste operation period identified manually.  ARM was then 
carried out to find the association rules between wasted lighting energy and other 
variables such as season, the existence of occupancy and day of the week. Useful 
information was identified from the discovered association rules. For example, 
lighting energy waste was associated with night periods on weekdays in winter, 
which means that wasted lighting energy was more likely to occur during the winter 
weekday nights. These rules can also help to improve the efficiency of lighting 
operations efficiency. It should be noted that the rooms selected for this study had no 
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windows and relied solely on artificial lighting, which reduced the complexity of this 
analysis. 
Identifying accurate occupancy schedules plays a vital role in building energy 
simulation because the difference between the actual schedules and the schedules 
defined in the simulation is usually very significant. An occupant behaviour learning 
method was proposed by Zhao et al. (2014) for the purpose of simulating building 
energy usage, so the behaviour of occupants can be predicted based on the energy 
consumption patterns of office appliances. The data related to occupancy behaviour 
was first collected and prepared via the occupancy worn pedometer and computer 
idle time. A predictive model was trained to capture the relationship between human 
behaviour and the energy consumption of appliances. Different predictive methods 
were tested and it was found that a C4.5 based decision tree performed best. 
Moreover, 36.67-50.53% discrepancy between the schedule from the simulation 
guidance and the learned schedule indicates that more studies are needed to 
generalise the occupancy schedule to better simulate building energy usage.  
Li et al. (2017) proposed the strategy shown in Figure 2.21, for extracting and 
understanding the energy consumption pattern of a Variable Refrigerant Flow (VRF) 
system based on a combination of descriptive data mining techniques. The first main 
part (i.e. phase 2 in Figure 2.21) of this strategy is a clustering based data partitioning 
which separates the data into subsets with distinctive VRF system operation patterns. 
The second main part (i.e. phase 3 in Figure 2.21) is an ARM based energy 
efficiency which is related to the process of extracting interesting rules.  Evaluating 
performance based on measurements from an R410A 29.8kW type VRF system 
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showed that this strategy can identify critical energy consumption influential factors 
and also estimate potential energy savings. It was also pointed out that the data used 
in the performance evaluation were not sufficient and the strategy should be further 
evaluated with more data.  
 
Figure 2.21 The overall process of the strategy for analysing VRF energy usage data 
(Li et al. 2017). 
 
 Data mining in building performance prediction 
Predicting building performance, especially energy consumption and heating/cooling 
load, plays an essential role in the design and operation of energy efficient buildings. 
Building performance is traditionally predicted by computer simulations such as 
EnergyPlus, TRNSYS, and Modelica, but an uncalibrated simulation model normally 
results in a considerable difference between the predicted and the actual building 
performance due mostly to uncertainties in model definitions such as building 
operation schedules and occupancy behaviour.  Calibrating a simulation model is a 
time consuming task that requires high level expert knowledge, which is why 
predictive modelling based data mining techniques has been used in several studies 
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to model building performance This section will review those studies related to 
building energy and load prediction, as well as building performance index 
prediction. 
2.5.1 Building energy and load prediction 
The research on applying predictive modelling approach to building energy and 
HVAC system loads prediction has been an active research topic since the early 
1990s (Kreider and Wang 1992, Dodier et al. 1995). From a technical perspective, 
ANN, SVM, and auto-regression based time series forecasting are some of the tools 
which have been used extensively.   
Kalogirou and Bojic (2000) applied a typical multilayer feed forward neural network 
with a back propagation learning algorithm to predict the energy consumption of two 
different types of passive solar buildings. The data from this simulation were used 
for training and testing the ANN model. The results showed that 0.9985 and 0.9991 
of the coefficient of multiple determination (R2 value) was achieved by training and 
testing the ANN model. The study also proved that the ANN model is much faster 
than the dynamic simulation programs.  
A next-hour building energy forecasting method was developed by González and 
Zamarreño (2005) based on a cascade model of two ANN predictors. The first ANN 
was a temperature predictor which used the current time step outdoor temperature 
and current hour to forecast the next time-step outdoor air temperature. The second 
load predictor used the residual between the predicted next time-step temperature and 
current temperature, current hour, the day of the week, and current energy 
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consumption to forecast the next time-step energy consumption. Experimental data 
from the ASHRAE project entitled “The Great Energy Predictor Shootout II” was 
used to validate this predictor and then its predictive accuracy was compared to the 
accuracies reported from other literature in terms of Mean Absolute Percentage Error 
(MAPE). The results showed that the predictive accuracy of this strategy was in line 
with other reported strategies, but it is much easier to be deployed. 
The human factor plays an important role in predicting building energy and loads.  
Kwok et al. (2011) developed an ANN based model to predict building cooling loads, 
as shown in Figure 2.22, which incorporated the power consumption of PAU as an 
index of occupant density. The simulation based validation showed that the accuracy 
of the building cooling load prediction improved significantly when the human factor 
is considered.  
 
Figure 2.22 The topology of the ANN model used by Kwok et al. (2011). 
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Neto and Fiorelli (2008) compared the performance of a detailed computer 
simulation model and a simple ANN model for predicting building energy usage.  
EnergyPlus was used to conduct the simulation based on using building geometry, 
envelope properties, lighting, equipment and occupancy schedules as input features. 
The ANN model was trained based on the outdoor conditions and day types (i.e. 
working day or weekend). The results revealed that the predictive error of the 
simulation model was within ± 13% and the ANN model was within ±10%, which 
proved that the ANN had slightly better accuracy.   
SVM has also been widely applied to predict building energy and loads. Dong et al. 
(2005) developed a method for predicting the energy of buildings on monthly basis 
using an RBF kernel based SVM algorithm. Here, the outdoor temperature, relative 
humidity and solar radiation are used as the input features, and the mean monthly 
energy consumption data from the utility bills of a real building are used to evaluate 
the model.  The result showed that the proposed model performed better than the 
results from several ANN based studies, mainly due to the fact that the monthly data 
could include less scattered or abnormal data than the other studies that used hourly 
data. 
Jain and Satish (2009) developed a method based on SVM and data clustering to 
forecast the next days’ half an hour load, where data clustering grouped the training 
days together with similar daily average loads. The evaluation results demonstrated 
that this strategy worked better than the strategy without the cluster analysis based 
pre-processing. 
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Li et al. (2009) compared the ability of SVM and ANN to predict hourly building 
cooling loads whereby cooling load data generated from simulations were used to 
train and test the predictive models. Here the SVM based predictive model 
outperformed the ANN based model, although the difference was insignificant. 
Figure 2.23 shows the results in terms of the predicted cooling load and the relative 
error. Moreover, the SVM strategy had less free parameters to tune and it could deal 
with small training sample sets in a powerful way.  
 
Figure 2.23 Comparison of the ANN and SVM based hourly cooling load prediction 
(a) predicted value, and (b) relative error (Li et al. 2009). 
 
A comprehensive review of applications of ANN and SVM based for building 
electrical energy consumption forecasting was carried out by Ahmad et al. (2014). 
They showed that the prediction accuracy of the SVM based method was better but it 
needed more computational costs than the ANN based method. They also pointed out 
that combining both models would deliver better forecasting.   
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Fan et al. (2014) developed an ensemble learning based strategy for predicting the 
next day’s building energy consumption and peak power demand.  Eight base 
prediction models, including multiple linear regression (MLP), autoregressive 
integrated moving average (ARIMA), SVM, RF, ANN, boosting tree (BT), 
multivariate adaptive regression splines (MARS) and k-Nearest Neighbours (k-NN), 
were used in the ensemble learning algorithm. GA was used to determine the weights 
of each base model, and showed that RF and SVM had the highest weights in the 
ensemble learning model. High resolution (15 mins interval) energy consumption 
data from a high rise building was used to evaluate the predictive model and showed 
that this ensemble model outperformed all the base models.  
2.5.2 Building performance indexes prediction 
As well as predicting building energy and loads, data mining based predictive 
modelling was also used to predict important building performance indexes. This 
research area is often an integrated part of applications such as control optimisation.   
Ayata et al. (2007) used ANN to predict the indoor average and maximum air 
velocities to identify the potential usage of natural ventilation as a passive cooling 
system in new building designs. The ANN model was trained and evaluated based on 
the simulation data from FLUENT. result showed that ANN approach is an efficient 
tool to predict the indoor air velocity distribution for natural ventilation.  
Zmeureanu (2002) investigated the minimum number of sensors needed to build an 
accurate ANN based coefficient of performance (COP) predictor for a rooftop unit. 
The study pointed out that with no significant change in the operation conditions or 
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failures, the ANN model could predict the COP with the electric current sensor only, 
otherwise an extra outdoor air dry-bulb temperature sensor was required. 
Chou et al. (2014) tested how well different predictive models such as ANN, SVM, 
multiple regression, generalised linear regression (GLR) and two decision tree 
models could predict the COP of a refrigeration system. The study pointed out that 
ANN performed best during the liquid leakage phase while GLR outperformed its 
counterparts during the vapour leakage phase.  
The literature reviewed in this section indicates that predicting building performance 
using data mining is satisfactory, but there is no predictive modelling solution that 
fits all situations, which means that the algorithms should be carefully selected and 
evaluated for different applications. In addition, predicting building performance 
based on data mining provides a foundation for other applications such as building 
FDD and optimising building control,  
 Data mining in building control optimisation 
Conventional building control optimisation is based on simplified analytical models 
or detailed building models (Machairas et al. 2014), but  simplified analytical models 
can only be applied to simple problems, whereas detailed building models generally 
require high-level expert knowledge, are time consuming to prepare, and are 
computationally expensive. In recent decades, surrogate model based optimisation 
was proposed for solving the computationally expensive problem of detailed 
simulation models (Ong et al. 2003). The surrogate model is often realised based on 
the predictive data mining techniques, such as ANN and SVM. These models can 
 
51 
 
approximate the nonlinear behaviour of  buildings quite well, and they also offer fast 
cost function evaluations and can explore a large search space (Machairas et al. 
2014).  
Figure 2.24 shows the typical working process of a surrogate model based building 
optimisation.  In the surrogate model preparation stage, training data is collected 
from either an experiment or simulation for model training purposes. After building 
and validating the surrogate model, an optimisation algorithm such as a Genetic 
Algorithm (GA), will be applied to find the optimal solution.  
Prepare model 
training data
Train a system 
surrogate model
The validated 
surrogate model
Optimisation 
algorithm
Optimisation 
result
Surrogate model preparation System optimisation
 
Figure 2.24 Typical surrogate model based building optimisation process. 
 
Kusiak and Li (2010b) proposed a strategy based on a surrogate model to optimise 
the reheat of a variable-air-volume (VAV) box. The objective of this optimisation 
was to minimise the reheating output while maintaining the indoor temperature and 
humidity within tolerance. Three surrogate models were built based on predictive 
data mining to predict the reheat output temperature, VAV discharge air temperature, 
and room humidity. The SVM, Random Forest, ANN, Boosting and Pace regression 
models were tested before developing the surrogate model. ANN was used to build 
the surrogate model because it outperformed the other algorithms, and since this is a 
bi-objective optimisation problem, a modified multi-objective Particle Swarm 
Optimisation (PSO) algorithm was applied. The result showed that the reheat output 
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decreased by 18.3% but still maintained the thermal comfort within the tolerance 
range. Kusiak and Xu (2012) also used the same method to optimise the energy 
usage of an HVAC system and achieved 30% energy savings under experimental 
conditions. 
ANN was combined with an evolutionary algorithm to optimise an HVAC system 
(Kusiak and Li 2010a), in order to minimise energy consumption. The input 
variables for the surrogate model were selected through a multiple wrapper based 
feature selection. The study demonstrated that 21.4% of energy savings could be 
achieved without violating the Indoor Air Quality (IAQ) constraints, while 22.6% of 
energy savings could be achieved when occasionally violating the IAQ constraints.  
Another ANN based air distribution system surrogate model was developed to 
optimise HVAC systems by using the Firefly optimisation algorithm (Zeng et al. 
2015). An evaluation of this strategy showed that the Firefly algorithm outperformed 
the PSO and the Evolutional Algorithm in terms of minimum energy consumption.  
 Summary 
This chapter provided an overview of data mining, and presented a comprehensive 
review of previous research into the development of data mining based building 
performance assessment and improvement strategies. The review revealed that due to 
the increasing complexity of buildings, it is becoming more difficult and challenging 
to evaluate building performance and identify opportunities for improvements. The 
building operational data recorded by BAS provides a great opportunity for 
discovering and analysing building operations but without advanced data analytic 
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techniques, the valuable information underneath this massive data is not often 
extracted properly. Data mining is an effective way of addressing the challenges 
faced by conventional methods and utilising the opportunities provided by the 
massive data collected from BASs. Although various studies have been carried out 
using data mining techniques for building FDD, building energy performance 
assessment, predicting building performance and optimising building operations, 
further research and development is still needed to fully utilise data mining 
techniques to discover useful information and support energy efficient initiatives. 
The conclusions from this review are summarised below. 
1) The connection between domain knowledge and data mining is still quite weak. 
Over the last several decades, abundant domain knowledge on assessing and 
improving building performance has accumulated, which could be used to help 
develop data mining based strategy. For instance, simple physical models or 
domain knowledge can be embedded into data mining based strategies to 
simplify their development and implementation, but currently this is rarely found 
in the literature.  
2) Most previous studies utilised the predictive modelling approach to developing 
strategies for assessing and improving building performance, but only a limited 
number have been developed using the descriptive modelling approach. Since 
this approach can be used to directly extract useful information from building 
operational data, further research and investigation in this area is needed.  
3) The importance of data pre-processing in data mining based strategies has been 
underestimated. Most developed strategies focused on evaluating the 
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performance of different data mining techniques without seriously considering 
how data transformation, outlier detection, and dissimilarity measure selection 
affect the overall results. In fact, in a knowledge discovery project, almost 70% 
of the time was spent on data pre-processing (Dixit and Gwal 2014), which 
reflected the importance of this step. How to better prepare data for data mining 
is therefore essential and needs further investigation.  
4) The outcomes from data mining cannot be directly used for decision making 
without appropriate interpretation and evaluation. Most strategies, especially 
those developed based on the predictive modelling approach, lacked the 
functionality of evaluating and interpreting the models developed, so it should 
be addressed in future research.  
5) Well developed data visualisation strategies can directly represent data mining 
results and thus can help building operators to understand the information 
discovered by data mining based strategies. However, most studies do not 
properly utilise the advantage offered by data visualisation. Further development 
of data mining based strategies should incorporate appropriate data visualisation 
techniques to assist the better understanding of the information extracted. 
6) Most data mining strategies for building performance assessment and 
improvement require user intervention for feature extraction, parameter selection, 
and data visualisation, etc., and therefore methods for improving user interaction 
with data mining based strategy should also be considered in future research.  
The likely benefits of using the information discovered from data mining has been 
proven in a number of studies. However, there is still a long way to go for 
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professionals and researchers to develop effective and easy to implement data mining 
based strategies to assess building performance and also enable building practitioners 
to understand the information extracted from building operational data and fully 
utilise its potential benefits. This thesis will therefore focus on developing new data 
mining based building performance assessment strategies to understand building 
operational performance at different levels and perspectives. 
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Chapter 3 Application of cluster analysis in air handling units 
sensor fault detection 
Accurate sensor measurement plays a vital role in building Heating, Ventilation and 
Air Conditioning (HVAC) system control and Fault Detection and Diagnosis (FDD). 
Confirming the accuracy of sensors measurement is usually an essential step in a 
systematic HVAC system FDD process (Wang and Ma 2008).  This chapter presents 
a fault detection strategy using cluster analysis to detect the possible faults occurring 
in various sensors of Air Handling Units (AHUs). The proposed method coupled the 
clustering algorithm from Ordering Points to Identify the Clustering Structure 
(OPTICS) (Ankerst et al. 1999) with a Principal Component Analysis (PCA) method 
to identify and isolate normal and faulty operation data from the raw data set. The 
proposed sensor fault detection method was validated in a virtual environment 
through computer simulations. 
This chapter is organised as follows. Section 3.1 presents the outline of the proposed 
fault detection strategy and provides a brief introduction to OPTICS and PCA 
techniques. Details of the simulation system used and the simulation design are 
provided in Section 3.2. Section 3.3 provides the results from the performance 
evaluation of the proposed AHU sensor fault detection strategy, while Section 3.4 
presents a sensitivity analysis of the proposed strategy in terms of the selection of the 
two user defined parameters in OPTICS algorithm. The key findings from this 
chapter are summarised in Section 3.5. 
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 Development of a cluster analysis based fault detection strategy 
3.1.1 Outline of the fault detection strategy for air handling units 
The proposed sensor fault detection strategy for AHUs is outlined in  
Figure 3.1. It mainly consists of three steps: data pre-processing, data clustering and 
result evaluation. As sensor faulty data and normal data have different 
characteristics, the strategy is developed based on the assumption that the faulty data 
will be spatially and temporally separated from the normal data. The separation 
between the faulty data and normal data is detected using cluster analysis. In this 
fault detection strategy, a set of normal fault-free data is required as the reference to 
facilitate the fault detection, which can be obtained after a thorough commissioning 
of the HVAC system.  
Retrieve system 
operational data 
from BAS
Retain the data with 
the Interquartile 
Range (IQR)
Dimension 
reduction using  
PCA
Determine the input 
parameters for 
cluster analysis
Identify clusters based 
on OPTICS with 
different thresholds
Do valid 
clusters exist?
Fault detected Fault free
Yes No
Stage1: Data Pre-processing
Stage 2: Data Clustering
Stage 3: Result Evaluation 
Data categorisation 
based on AHU 
operation modes
Plot k-distance 
diagram
Does the 
retained data spread 
on the whole 
timeline
Yes
No
Start
End
Plot the temporal 
distribution of clusters with 
more than the MinPts points  
Fault-free historical 
data
 
Figure 3.1 Outline of the proposed fault detection strategy. 
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Based on the data retrieved from Building Automation System (BAS) and the 
recorded historical fault-free data, data categorisation is first performed to separate 
the data into different subsets according to the operation modes of the HVAC 
systems (e.g. on/off status, heating operation, cooling operation, natural ventilation) 
because the data in different operation modes may result in the existence of different 
clusters. In this study, the dataset with the HVAC mechanical cooling operation is 
used for subsequent analysis to demonstrate the effectiveness of the proposed fault 
detection strategy. The cooling energy required by the AHU is calculated using the 
measurements of the AHU chilled water supply and return temperatures and the 
water flow rate. The operation data with the calculated cooling energy within the 
interquartile range (IQR), which represents the range with the most concentrated 
observations, is then used for fault detection. The overall aim of this step is to filter 
out the data with strong dynamics and the data that is recorded under the extreme 
operational conditions. If the required measurements for cooling energy calculation 
are not available, other sensor measurements or control signals such as the opening 
of the cooling/heating coil control valves can be used for this purpose. However, if a 
significant sensor fault occurred and only a relatively short period of faulty operation 
data is used in fault detection, the whole faulty observations may be filtered out. To 
avoid missing any fault, the temporal distribution of the filtered data should be 
checked. If a period of the observations (i.e more than several days) is missed, it can 
be concluded that a fault occurred and the fault detection is then terminated. 
Otherwise, PCA is used to reduce the dimensions of the raw data as the irrelevant 
dimensions may prevent the discovery of real clusters and the data will become 
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sparse with the increasing dimensions, which could also result in the similarity 
measures (i.e. Euclidean distance) being meaningless (Han et al. 2006).  
Once the data pre-processing is completed, cluster analysis based on the OPTICS 
algorithm is then used for data analysis. How to use OPTICS for fault detection is 
described in Section 3.1.2. Through OPTICS analysis, the observations which meet 
the cluster criteria will be grouped into clusters while the rest of the data in less-
dense areas will be grouped into a cluster labelled as cluster 0 and is considered as 
noise which will be neglected in the later stages of the fault detection process.  
Based on the results of the cluster analysis, the temporal distribution of the identified 
clusters with more than a minimum number of data points (MinPts, which will be 
introduced in Section 3.1.2) can be plotted as the boxplot. The boxplot is a 
commonly used statistical plotting (Potter et al. 2006) and is used to check whether 
the valid clusters exist within the identified clusters in the strategy. An example of a 
boxplot is illustrated in  Figure 3.2, in which the range between the first quartile (Q1) 
and the third quartile (Q3) is plotted as a box (also named as IQR), while the 
whiskers are extended from Q1 and Q3 to the minimum and maximum data points 
within Q1-1.5×IQR and Q3+1.5×IQR range, respectively. The data points fall 
outside this range are considered as outliers. Valid clusters are the clusters that are 
temporally separated, which means that the temporal distribution of the observations 
in a cluster is not overlapped by the temporal distribution of at least one another 
cluster. If the temporal distribution of both box and the whisker part of two clusters 
are overlapped and both clusters are temporally separated from another cluster, the 
cluster with fewer data points in the two overlapped clusters will be neglected in later 
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analysis. However, for clusters with the box parts separated but the whisker parts 
overlapped, fault occurrence is also possible and such clusters are considered as valid 
clusters in this strategy. This is because the spatial separation may not be sufficiently 
good to detect the insignificant bias. If valid clusters are identified, the total fault 
number is the number of valid clusters minus 1. Otherwise, there is no sensor fault 
occurred in the AHU. It should be noted that outliers identified by the boxplot are 
neglected in the analysis. To facilitate this process, a user interface was developed to 
help users to easily check the fault detection results by looking at the graph 
automatically generated, which will be introduced in Section 3.1.3. 
 
Figure 3.2 An illustration of boxplot.  
 
The above fault detection strategy was implemented in Rapidminer 6.0. The OPTICS 
algorithm was programmed in R (R Development Core Team 2008) and linked with 
Rapidminer using R-extension. The figures with the analysis results were generated 
using the R package ggplot2 (Wickham 2009). 
3.1.2 OPTICS cluster analysis 
OPTICS is a density based clustering method and is an extension of the DBSCAN 
algorithm. Generally, density based clustering methods search for the connected 
dense spaces that are separated by low dense spaces (Tan et al. 2006). Compared to 
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some partitioning based algorithms like k-means, density based methods can identify 
arbitrarily shaped clusters, are robust to noise, and do not require pre-determined 
cluster numbers (Tan et al. 2006). The basic idea of the density based clustering is 
that for each data point in a cluster the neighbourhood of a given radius (Eps) must 
contain at least a minimum number of data points (MinPts) (Ankerst et al. 1999). 
In general, there is no generic way to determine MinPts (Ester et al. 1996). The low 
density regions with a small number of noise points will be labelled as clusters if a 
too small value was assigned to MinPts. In contrast, the meaningful clusters with the 
number of the data points less than MinPts are likely to be neglected if MinPts is too 
large. The results from Ankerst et al. (1999) showed that MinPts in the range of 10-
20 can mostly result in good clustering outcome. In this study, MinPts was chosen as 
15. For a given MinPts, Eps can be determined based on the k-distance graph, as 
suggested by Ester et al. (1996). The k-distance means the distance from a given 
point to its kth nearest neighbour point, where k equals to MinPts. As shown in Eq. 
(3.1), k-distance graph plots the sorted k-distance of all data points of concern. The 
value of Eps can then be determined at the place where the k-distance starts to 
change dramatically. OPTICS is not sensitive to the Eps and MinPts selected, and 
this will be demonstrated in Section 3.4.  
 
 
62 
 
 
Figure 3.3 Illustration of the order of the points in the k-distance graph. 
 
If a point p is directly density-reachable from another point q, it must satisfy the 
below criteria (Ester et al. 1996).  
 ( ) & ( )Eps Epsp N q N q MinPts    (3.1)                                                                                      
where, NEps(q) is the set of the data points within the Eps of the point q.  
Unlike most other clustering algorithms that directly group the data points into 
clusters, the output from OPTICS algorithm is a list of the ordered data points with 
respect to the reachability-distance that allows for visualising and cluster 
identification. The reachability-distance of a point p with respect to another point o 
is defined in Eq. (3.2), in which the core-distance of the point p is defined  in Eq. 
(3.3) (Ankerst et al. 1999). It should be noted that the MinPts-distance equals k-
distance. Figure 3.4 graphically demonstrated how the concepts are defined. 
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, ( )
( ( ), ( , )),
EpsUNDEFINED if N o MinPts
reachability distance
max core distance o distance o p otherwise
 
  

     (3.2) 
 
 
, ( )
( ),
EpsUNDEFINED if N p MinPts
core distance
MinPts distance p otherwise
 
  

  (3.3)                
 
Figure 3.4 Illustration of how the three types of distances are defined, where c-d and 
r-d are abbreviations of core-distance and reachability-distance, respectively. The 
point p3 is directly density reachable from the point o (Ankerst et al. 1999).  
 
The OPTICS algorithm starts with a random point and expands the visiting to its 
directly density-connected neighbours, followed by sorting the points with the 
reachability-distance visited so far in an ascending order and then expanding again 
from the first unexpanded point in the order list. This process virtually walks through 
the Minimum Spanning Tree (Kriegel et al. 2011). Figure 3.5 presents an example of 
the OPTICS outputs, which are a cluster-order of the data points and the 
corresponding reachability-distance. In order to group the data into different clusters, 
a user defined reachability-distance threshold is required which can be intuitively 
selected based on the graph. It is worthwhile to note this cluster-order of the data 
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points in Figure 3.5 is sorted based on the sequence of the walking through the 
Minimum Spanning Tree, which is different from the order of the data points in 
Figure 3.3.  
 
Figure 3.5 Illustration of the OPTICS outputs and how clusters are identified with the 
user-defined threshold. 
 
The valleys under the threshold separated by the intersection of the threshold and the 
reachability-distance indicate the existence of clusters. For fault detection purposes, 
clusters that include a large amount of data points should be first investigated. 
Therefore, the reachability-distance threshold can be first set to 1.3 for this example 
as this threshold forms two distinct clusters. If the threshold is set as 0.52 (Figure 
3.5), three clusters can be identified indicating multiple faults may occur. The 
possibility of the existence of multiple faults should be confirmed by the temporal 
 
65 
 
distribution of the identified clusters as mentioned previously. Details on OPTICS 
can be found in Ankerst et al. (1999), Ester et al. (1996). 
3.1.3 User interface for thresholds selection 
A user interface for assisting the selection of the reachability-distance threshold, k-
distance (Eps) threshold  and visualize the temporal separation of clusters was 
developed using Shiny . The interface incorporates two slide bars for selecting the 
two values, is illustrated in Figure 3.6.  For k-distance threshold selection, by 
dragging the slide bar, the threshold line and the reachability-distance graph will be 
updated based on the selected Eps value. Similarly, by dragging the reachability-
distance threshold slide bar, the corresponding threshold line and the temporal 
distribution plot will be updated. With this user interface, the process of selecting the 
two thresholds is streamlined.  
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Figure 3.6 The user interface for the two thresholds selection. 
 
3.1.4 PCA based dimensionality reduction 
The raw data is often in high dimensions including several variables. Reducing the 
dimensions of the raw data will result in a better clustering result. Moreover, 
performing clustering on reduced dimensionality can also save computational cost 
(Sembiring et al. 2011). 
 There are two types of dimension reduction methods, i.e. feature selection and 
feature extraction. Feature selection based methods generate a subset of the raw data 
set through selecting the dimensions or features that contain irrelevant information 
(e.g. noise), while feature extraction based methods reduce the dimensions by 
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extracting the major information from the raw data and representing it with the low 
dimensional data (Alelyani et al. 2013). In this study, a PCA based feature extraction 
method is used for the dimension reduction. 
PCA is a multivariable data analysis method that is widely used for reducing high 
dimensions in the datasets with a large number of interrelated variables by 
transforming the existing dataset into a new set of variables called principal 
components (PCs). For an n-dimensional dataset, there are n corresponding PCs. For 
most cases, the first few PCs are enough to represent the most significant variations 
of the dataset (Jolliffe 1986). Mathematically, the PCs of a data set X ∈ ℜ𝑚×𝑛, where 
m is the number of the sample data and n is the number of the variables, can be 
determined by calculating the eigenvectors and eigenvalues of its covariance matrix 
as defined in Eq. (3.4) (Li and Wen 2014).  
 ( )
( 1)
TX X
Cov X
m


  (3.4)        
The resulted first PC is the eigenvector associated with the largest eigenvalue, and 
the second PC is the eigenvector with the second largest eigenvalue and so on. A 
number of different methods can be used to determine the minimum number of PCs 
that should be retained. In this study, the intuitive scree diagram method as described 
by Wang and Xiao (2004) was used. Once the number of PCs is determined, the 
original data will then be projected on the new PC space to get a new dataset with 
fewer dimensions but retaining the most significant variations of the original data. It 
should be noted that as sensor readings are in different units and ranges, all variables 
should be standardised to zero mean and unit variance before conducting PCA. It is 
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worthwhile to mention that unlike other PCA based fault detection strategies where 
PCA was used for both dimension reduction and residual prediction (Wang and Xiao, 
Xu et al. 2008, Li and Wen 2014), the PCA is only used for dimension reduction in 
this proposed strategy. By doing this, the predictive model training and validation 
process required in PCA based methods can be avoided.  
 Simulation of AHU and sensor faults 
In this study, the effectiveness of the proposed sensor fault detection strategy was 
validated through simulations by using TRNSYS. The AHUs simulated were 
installed in the Sustainable Buildings Research Centre (SBRC) building at the 
University of Wollongong, Australia. A building thermal model was firstly 
developed using DesignBuilder to simulate the load profiles required by the 
TRNSYS simulation. Figure 3.7 provides a perspective view of the SBRC building 
thermal model developed using DesignBuilder. The building envelope was defined 
according to the as-built construction documents and the building operational 
schedule was defined according to simulation guidance provided by Building Code 
Australia (BCA) Section J for classification 9b school (Board 2014).  
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Figure 3.7 Perspective view of the SBRC building thermal model in DesignBuilder. 
 
There are two AHUs, named as AHU1 and AHU2, used to provide the heating and 
cooling to the ground floor and the first floor of the building, respectively. In this 
study, only AHU2 under the cooling operation was considered for the sensor fault 
detection as AHU2 accounted for the major load of the building.  
The HVAC plant operated from 07:00 to 18:00 during the weekdays (as defined in 
BCA Section J) and the data sampling interval was 10 minutes. In the simulation, the 
cooling coil was simulated using component model Type 52b. An air cooled chiller 
modelled using Type 655 was used to supply the chilled water at 7oC. The supply air 
temperature was maintained at 14oC by Proportional–Integral (PI) controllers 
through controlling the opening of the control value to regulate the required chilled 
water flow rate while the pump speed is controlled by another PI controller through 
maintaining the pressure difference between the supply and return chilled water pipe. 
Figure 3.8 provides a snapshot of the simulation system built in TRNSYS and Table 
3.1 provides a summary of the key components used in the TRNSYS simulation. 
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Figure 3.8 A snapshot of the simulation system built in TRNSYS. 
 
Table 3.1 Description of major components used in the TRNSYS Simulation 
 
As the AHU schematic drawing shown in Figure 3.9, the major measurement 
instruments related to the operation of AHUs include the supply air temperature 
Type Number Name Description 
62 TRNSYS/Excel Coupling 
The link between TRNSYS and the load data 
in Excel file 
111 Variable Speed Fan Signal controlled fan 
11 
Controlled Flow Mixer/ 
Tee Piece 
Controlled/Uncontrolled flow mixer 
52 
Detailed Rectangular  
Fins Cooling Coil 
Cooling coil with detailed physical 
definitions 
23 PI Controller Proportion and integration controller 
655 Air Cooled Chiller 
Air cooled chiller with performance defined 
by biquadratic curve 
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sensor, supply and return chilled water temperature sensors, supply air flow rate 
meter and supply water flow rate meter. Any fault in these sensors may result in 
inefficient operation of the HVAC system or poor indoor thermal comfort. As certain 
types of correlations exist among these measured variables, the readings from a 
biased sensor may not comply with the existing correlations and the fault can then be 
detected by identifying the variations of the correlations among the measurements. In 
the simulation, a sensor reading bias generator was used to introduce different sensor 
biases into the sensor measurements.  
 
Figure 3.9 Illustration of the measurement instruments of AHUs. 
 
The simulation was carried out for three months from January to March (i.e. 
approximately 2100 hours) under Sydney weather conditions. The international 
weather for energy calculation (IWEC) weather file was used in the simulation.  
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Table 3.1 summarises different test cases used to validate the effectiveness of the 
proposed fault detection strategy. The first test case was mainly used to demonstrate 
how to detect AHU sensor faults using cluster analysis and the outputs from each 
step of the proposed strategy. The test cases 2-7 and test cases 8-10 were used to 
validate the performance of the proposed fault detection strategy with single sensor 
fault and multiple sensor faults in the AHU, respectively. If the measurement of an 
AHU sensor is used for system control, the bias introduced will influence the system 
energy consumption. For instance, supply air temperature is often used to control the 
opening of the control valves to regulate the chilled water flow rate. A negative bias 
(i.e. the reading from the sensor is lower than the actual reading) in the supply air 
temperature sensor will result in a larger chilled water flow rate than that of normal 
condition (i.e. no bias), which will increase the power consumption of the water 
pumps. The minimum fault severity introduced in these cases is in line with the 
severity tested in previous studies (Wang and Xiao 2004, Fan et al. 2010, Du et al. 
2014).  
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Table 3.1 Summary of different test cases 
 * The fault was randomly introduced. 
 ** The percentages indicate the proportion of the bias to the typical measured values (14oC, 7oC and 
12oC for supply air temperature, supply chilled water temperature and return chilled water 
temperature, respectively) 
***The percentages indicate the proportion of the bias to the maximum flow rate during the simulated 
period.  
 
 Performance test and evaluation of the fault detection strategy 
3.3.1 Demonstration of the fault detection process of the proposed strategy 
In test case 1, a -2.0K bias was introduced to the AHU supply air temperature sensor 
at the 1421st hour. The operation data was first categorised according to the on-off 
status and only the cooling operation data was used for fault detection. The cooling 
Case 
No. 
Sensor fault(s) 
Fault severity 
(relative 
percentage) 
Occurring 
time (hour)* 
Purpose 
1 
Supply air 
temperature 
-2.0K 
(14.3%)** 
1421st 
Detailed demonstration 
of sensor fault detection 
process 
2 Fault-free - - 
Validate the 
effectiveness of the 
proposed strategy for 
single sensor fault 
detection 
3 
Supply air 
temperature 
-0.5K 
(3.6%)** 
707th  
4 
Return water 
temperature 
-0.5K 
(4.2%)** 
271st  
5 
Supply water 
temperature 
-0.5K 
(7.1%)** 
1421st  
6 Air flow rate 
-0.583m3/s 
(10%)*** 
1254th   
7 Water flow rate 
-0.254L/s 
(10%)*** 
896th 
8 
Supply air 
temperature/return 
water temperature 
-0.5K/-0.5K 
568th/ 
1615th 
Validate the 
effectiveness of the 
proposed strategy for 
multiple sensor faults 
detection 
9 
Supply air 
temperature/return 
water temperature 
-1.0K/-1.0K 
(7.1%/8.3%)*
* 
568th/ 
1615th  
10 
Return water 
temperature/ water 
flow rate/supply air 
temperature 
-1.0K/ 
-0.254L/s/ 
-1.0K 
584th/ 
774th/ 
1810th 
 
74 
 
operation data that was not within the IQR in terms of the cooling energy required by 
the AHU was filtered out. Figure 3.10 presents the temporal spread of the post-
filtered observations within the IQR as histogram and the density profile of the 
remaining data points, where each bin Figure 3.10(a) represents the total number of 
the data points remained in each test day. It can be seen that the post-filtered 
observations distributed over the whole test period without significant skewness, 
which demonstrates that the post-filtered observations can represent the observations 
in the whole test period. It is worthwhile to note that, in some test days, no data 
points remained due to the small cooling energy required by the AHU and the data 
points in these test days were therefore filtered out. The next step determined the 
number of PCs based on the scree diagram and 4 PCs were selected. 
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(a) Distribution of the remaining data points 
 
(b) Density profile of the remaining data points 
Figure 3.10 Temporal spread of the post-filtered observations (the system started to 
operate at the 53 hour). 
 
Once the PC number has been determined, the next step is to determine the input 
parameter Eps for OPTICS by using the k-distance diagram. Figure 3.11 illustrates 
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the k-distance of all data points remained for fault detection. As the k-distance 
started to change dramatically when Eps was approximately 1.2, this value was 
selected for Eps in OPTICS analysis.  
 
Figure 3.11 k-distance of the data points remained for fault detection. 
 
Figure 3.12 shows the reachability-distance of the cluster-order of the data points. It 
can be observed that there were two distinct valleys when Threshold 1 was used. The 
two distinct valleys resulted in two significant clusters, indicating that a sensor fault 
could have occurred. However, the occurrence of the sensor fault needs to be further 
verified by analysing the temporal distribution of the clusters as illustrated in Figure 
3.13, in which the number in the box indicated the total number of the data points in 
a cluster. As Figure 3.13(a) shows, there were three clusters formed under Threshold 
1, among which the two major clusters (i.e. clusters 1 and 2) were completely 
temporally separated while the cluster 3 was overlapped with the cluster 1. This 
confirms that a sensor fault occurred during the test period. The data points in the 
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cluster 2 started at the 1421.17 hour, which shows that the fault was detected at this 
time.  
 
Figure 3.12 The reachability-distance of the cluster-order of the data point - Case 1. 
 
Figure 3.13 Temporal distribution of the data points in clusters in Case 1 under (a) 
Threshold 1; (b) Threshold 2. 
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Less significant clusters should also be checked to confirm whether more faults 
occurred during the test period. As shown in Figure 3.12, there were five clusters if, 
for example, the Threshold 2 is chosen. However, from Figure 3.13(b), it can be 
observed that clusters 1-3 are overlapped with each other but separated from the 
overlapped clusters 4 and 5, indicating that there were only two valid clusters and 
one fault occurred during the whole test period. The fault was detected at the 1423.17 
hour.  
The above results demonstrated that the fault can be appropriately detected by using 
the proposed method. Different thresholds for the reachability-distance may result in 
different numbers of clusters. However, the proposed strategy is capable of 
determining whether the identified clusters can represent the occurrence of the sensor 
fault.  
3.3.2 Validation of the proposed strategy for single sensor fault detection 
In this section, the performance of the proposed fault detection strategy was tested 
and evaluated with no AHU sensor fault (Case 2) and single sensor fault in different 
sensors (Cases 3-7). Figure 3.14 shows the reachability-distance of the cluster-order 
of the data points when the AHU operated under the fault free conditions. Ideally, 
there will be only one cluster during the whole test period since there was no fault 
introduced to the sensors. However, Figure 3.14 shows that there were two distinct 
clusters together with another three insignificant clusters observed when a small 
threshold of 0.34 for the reachability-distance was used. As the data points in the two 
insignificant clusters were less than the MinPts and both clusters were therefore not 
further considered. Figure 3.15 shows the temporal distribution of the data points in 
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the identified clusters. It is clearly illustrated that the three clusters identified were 
temporally overlapped, which means that there was no fault occurred in the AHU 
sensors.  
 
Figure 3.14 The reachability-distance of the cluster-order of the data point – Case 2 
with fault-free operation. 
 
Figure 3.15 Temporal distribution of the data points in the identified clusters – Case 
2. 
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Figure 3.16 shows the fault detection results in terms of the temporal distribution of 
the data points in the clusters when different sensor faults were introduced 
individually. When a -0.5K supply air temperature sensor bias was introduced (Case 
3), three clusters were identified, among which only the clusters 2 and 3 were valid 
clusters as the cluster 1 was overlapped with both clusters 2 and 3. This indicates that 
one sensor fault was detected and the fault was detected at the 726.5 hour, which was 
close to the actual time when the fault was introduced. When a -0.5K return water 
temperature sensor bias was introduced at the 271 hour (Case 4), three clusters were 
also identified. Similar to Case 3, there were only two valid clusters (i.e. clusters 2 
and 3). The fault was detected at the 271.17 hour.  
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Figure 3.16 Temporal distribution of the data points in the identified clusters with 
single sensor fault – Cases 3-7. 
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In the test cases 5 and 7, there were only two clusters and both of them were 
temporally separated. Therefore, only one fault was identified in each case. The fault 
was detected at the 1421.67 hour for the case 5 and the 896.33 hour for the case 7. 
For the test case 6, the insignificant cluster 3 was overlapped with the significant 
cluster 1. Therefore, the cluster 3 was not further considered. The two significant 
clusters 1 and 2 had the box parts separated but the whisker parts partially 
overlapped. As mentioned in Section 3.1, both clusters were considered as the valid 
clusters, which means that a fault has occurred.  The fault detected time can be 
considered as the starting time of the cluster 2, i.e. the 1302.33 hour, which was 
slightly different from the actual time when the fault was introduced.  
The above results showed that the proposed fault detection strategy is capable of 
detecting single AHU sensor fault and can relatively reliably determine the fault 
occurring time.  
3.3.3 Validation of the proposed strategy for multiple sensor faults detection  
The performance of the proposed strategy was also validated for multiple AHU 
sensor faults. Three different cases were tested. In the test case 8, a -0.5K bias was 
introduced to the supply air temperature sensor and return water temperature sensor 
at the 568 and 1615 hour, respectively. Figure 3.17 shows the OPTICS clustering 
output. It can be seen that there were three significant clusters formed together with 
two small clusters if the threshold was set to 0.4. However, the temporal distribution 
of the identified clusters indicated that only two valid clusters existed out of the five 
identified clusters (see Figure 3.18). The second valid cluster started at the 1641.33 
hour, which was close to the return water temperature sensor fault occurring time. It 
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was also tested that new valid clusters cannot be formed if the reachability-distance 
threshold is further reduced. Therefore, only the return water temperature sensor fault 
was identified in this test case.  
 
Figure 3.17 The reachability-distance of the cluster-order of the data points - Case 8. 
 
 
Figure 3.18 Temporal distribution of the data points in clusters - Case 8. 
 
84 
 
To further test whether the proposed strategy can detect the multiple sensor faults if 
the severity of the fault increases, a -1.0K bias was introduced to the supply air 
temperature sensor and return water temperature sensor at the 568 and 1615 hour, 
respectively. The reachability-distance of the cluster-order of the data points for this 
case is shown in Figure 3.19. It can be seen that there were two distinct clusters 
formed under the Threshold 1. The resulted temporal distribution of the data points 
in the clusters are shown in Figure 3.20(a). It is clearly shown that there were two 
valid clusters, indicating the existence of a sensor fault, which was detected at the 
1618.83 hour. If further reducing the threshold (i.e. Threshold 2), 10 clusters were 
formed. It should be noted that only the clusters with the data points more than the 
MinPts were illustrated in Figure 3.20(b). From the temporal distribution of the data 
points in the clusters shown in Figure 3.20(b), it is found that there were three valid 
clusters among the 10 identified clusters. The three valid clusters mean the existence 
of two sensor faults and the faults were detected at the 610.83 and 1783.83 hour. It 
can be seen that the second fault detected at the 1783.83 hour represents the same 
fault as detected with the Threshold 1. The fault detected time by using the Threshold 
1 was closer to the actual time when the fault was introduced. Therefore, when 
determining the fault occurring time in multiple sensor faults scenarios and the same 
fault is detected with different thresholds, the fault detected time with the larger 
threshold should be used. 
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Figure 3.19 The reachability-distance of the cluster-order of the data points - Case 9. 
 
Figure 3.20 Temporal distribution of the data points in the identified clusters - Case 
9. 
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In order to further evaluate the performance of the proposed strategy, a test case was 
prepared with three sensor faults, including the return water temperature sensor fault, 
water flow rate meter fault and supply air temperature sensor fault.  The above three 
faults were introduced at the 584, 774 and 1810 hour, respectively. The fault 
severities for the three sensors were -1.0K, -0.254 L/s and -1.0K, respectively. Figure 
3.21 shows the reachability-distance of the cluster-order of the data points when the 
three different faults were introduced. When the Threshold 1 was applied, two valid 
clusters were formed and a sensor fault was detected at the 774.33 hour (see Figure 
3.22(a)). Three valid clusters were formed when the Threshold 2 was used (see 
Figure 3.22(b)) and two sensor faults were detected at the 587.17 hour and 774.33 
hour, respectively. The detected fault occurring time matched well with the time 
when the actual faults were introduced. Furthermore, a new valid cluster was 
identified if the Threshold 3 was employed, as shown in Figure 3.22(c) where only 
the valid clusters were plotted. A new fault was detected at the 1784 hour and it is 
associated with the -1.0K biased supply air temperature sensor fault. This 
demonstrates that the spatial separation formed due to the -1.0K biased supply air 
temperature sensor fault was less significant when comparing to the spatial 
separation formed by the other two faults as detecting it requires a small threshold of 
the reachability-distance. 
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Figure 3.21 The reachability-distance of the cluster-order of the data points - Case 
10. 
 
Figure 3.22 Temporal distribution of the data points in the identified clusters - Case 
10. 
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The above results showed that the proposed strategy is able to detect multiple sensor 
faults for AHUs. However, the detection of different types of faults may require 
different thresholds. It is essential to check smaller valleys in the reachability-
distance of the cluster order of the data points to avoid failing to detect all possible 
faults.  
 Sensitivity analysis of OPTICS user defined parameters on the fault 
detection results 
As mentioned earlier, there are two user defined parameters in OPTICS algorithm 
(i.e. Eps and MinPts). A sensitivity analysis for the selection of the two parameters 
on the overall fault detection results is therefore undertaken in this section. The 
analysis was carried out based on the conditions specified in Case 1 with a -2.0K 
supply air temperature sensor bias. The Eps and MinPts varied from the default 
settings determined in Section 4.1 (i.e. Eps = 1.2 and MinPts = 15) by ±0.5 and ±5, 
respectively. Figure 3.23 shows the reachability-distance of the cluster-order of the 
data points and the temporal distributions of the data points in the identified clusters 
when different values of Eps and MinPts were used. It can be seen that two distinct 
clusters can be successfully identified under different combinations of Eps and 
MinPts values. The temporal distribution of the data points in the identified clusters 
also showed that there were only two valid clusters and the fault detected time was at 
the actual time when the fault was introduced. This demonstrates that the OPTICS 
based fault detection strategy is not sensitive to the user defined input parameters.  
 
89 
 
 
Figure 3.23 The reachability-distance of the cluster-order of the data points of 
different input parameter combinations and the corresponding temporal distribution 
of the identified clusters. 
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 Summary 
This chapter presented an offline sensor fault detection strategy for air handling units 
(AHUs) using clustering algorithm Ordering Points to Identify the Clustering 
Structure (OPTICS). The fault(s) can be detected through identifying the spatial and 
temporal separation of the monitored data. The effectiveness of the proposed strategy 
was tested and evaluated through computer simulations. The results showed that the 
overall sensor fault detection results were not sensitive to the selection of the user 
defined parameters (i.e. the given radius Eps and the minimum number of data points 
MinPts) in OPTICS. The proposed strategy is capable of detecting single sensor fault 
and multiple sensor faults in AHUs. In practice, the proposed method can be used as 
a standalone strategy for AHU sensor fault detection by analysing the raw data 
collected from building automation systems and the results can be used to support the 
commissioning of AHU sensors. Although this study only investigated the capability 
of the proposed strategy for biased sensors fault detection,  other kind of sudden 
sensor faults like sensor scaling and drop-out can also be detected, due to that the 
sudden faults also result in both temporal and spatial separations. However, the 
proposed strategy cannot be applied to the degraded sensor faults detection like drift 
sensor fault, as theoretically the degraded sensor faults do not cause spatial 
separation in the data space.   
It is worthwhile to mention that the threshold of the reachability-distance to identify 
the clusters in the proposed strategy should be carefully selected. If the threshold is 
not appropriately selected, some faults might not be detected. To make sure all 
possible faults can be detected, small valleys in the reachability-distance of the 
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cluster order of the data points should be checked. The proposed sensor fault 
detection strategy might not be able to detect insignificant sensor faults if multiple 
faults occur in AHUs. The effect of mechanical faults on the effectiveness of the 
proposed strategy for AHU sensor fault detection was not considered, and this should 
be a topic of interest in future studies. It is also worthwhile to mention that a method 
which can automatically select the reachability-distance threshold and determine the 
valid clusters is desired, which can allow the proposed strategy to be used for online 
applications. 
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Chapter 4 A decision tree based data-driven diagnostic strategy for 
air handling units 
Compared to fault detection, fault diagnosis is more challenging and complicated. A 
number of data-driven based fault diagnosis have been developed and are readily 
available in the public domain. However, the majority of these strategies were 
developed based on black-box models, which means that the diagnostic models 
developed from these strategies are hard to be interpreted. This chapter presents a 
decision tree based data-driven diagnostic strategy for air handling units (AHUs). A 
great advantage of the decision tree is that it can be understood and interpreted and 
therefore its reliability in fault diagnosis can be validated by both testing data and 
domain knowledge. The proposed strategy was validated using the data from 
American Society of Heating, Refrigerating and Air-Conditioning Engineers 
(ASHRAE) Research Project-1312. 
This chapter is organised as follows. Section 4.1outlines the proposed decision tree 
based fault diagnosis strategy while Section 4.2 presents the details of the decision 
tree induction method, i.e. Classification and Regression Tree (CART).  The 
experiment AHU and the data from ASHRAE RP-1312 are briefly introduced in 
Section 4.3. In Section 0, the diagnostic decision tree induction process is presented 
with the interpretation of the diagnostic tree. The performance comparison between 
the proposed strategy and other predictive modelling based strategies is presented in 
Section 4.5. Section 4.6 summarises the key findings and contributions of this 
chapter. 
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 Outline of the diagnostic strategy 
The outline of the proposed AHU diagnostic strategy is illustrated in Figure 4.1. The 
overall strategy consists of three steps including 1) data preparation; 2) decision tree 
induction and evaluation and; 3) decision tree interpretation.  
 Fault-free 
data
Faulty and 
fault-free data
Steady state  
detector 
Regression 
model (Eq. 4.1)
Randomly select 
2/3 data as the 
training data
Use the remaining 
1/3 data as the 
testing data  
Decision tree 
induciton based 
on CART 
Evaluate the 
performance of the 
pruned tree
Interpret  the tree 
based on domain 
knowledge
Prune the tree
 based on cost-
complexity measure
Determine the 
coefficients of the 
regression model
New data set with 
the residual feature
Generate the 
residual feature
Step 1
Data preparation
Step 3
Decision tree 
interpretation
Step 2
Decision tree 
induction and 
evaluation
  
Figure 4.1 Outline of the proposed AHU fault diagnostic strategy. 
 
The fault-free data is first used to determine the coefficients of a regression model, as 
shown in Eq. (4.1)(Zhao et al. 2016).  
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 2
1 2 3sf sa saN a F a F a     (4.1) 
where Fsa and Nsf are the supply air flow rate and supply fan speed control signal 
respectively, and a1-a3 are the coefficients. This regression model is used to generate 
a residual feature in order to reduce the complexity of the decision tree to be 
developed. The recorded fault-free data and the data labelled with different AHU 
faults are then processed using a steady state detector to filter out the data in the 
transient period in order to improve the accuracy of fault diagnosis and reduce the 
complexity of the decision tree. The details of the steady state detector used are the 
same as that used in  (Li 2009, Zhao et al. 2016).based on the maximum (xmax), 
minimum (xmin) and mean values (xmean) of the selected variables in a sliding window 
which includes the current and five previous time steps, as shown in Eq. (4.2). 
 max min
min
x x
S
x

   (4.2) 
The threshold of the slope S is determined as the three times of the standard deviation 
of the sum of slopes calculated based on the working period data of a normal day. 
Using the regression model and the filtered data, the residual between the measured 
and predicted fan speed control signal can be generated and a new data set with this 
new feature (i.e.  residual) and all filtered data can be prepared for fault diagnosis. 
The second step, i.e. decision tree induction and evaluation, is the core of the 
diagnostic strategy. Firstly, 2/3 of the data in the new data set is randomly selected 
and used as the training data for decision tree induction based on the classification 
and regression tree (CART) algorithm, which will be elaborated in Section 0. The 
decision tree is initially fully grown in order to capture all possible diagnostic rules. 
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However, a fully grown tree usually has too many branches which make the model 
interpretation difficult and may result in over-fitting. It is, therefore, necessary to 
prune the tree by using appropriate methods. In CART, the cost-complexity measure 
is used for tree pruning purpose. After the decision tree is pruned, the rest data in the 
prepared new data set is then used to test and validate the accuracy of the diagnostic 
decision tree developed based on the F-measure defined in Eq. (4.3). The F-measure 
is a commonly used binary classification accuracy measure (Tan et al. 2006). 
 
2
2
TP
F measure
TP FP FN

 
  
  (4.3) 
where TP is the true positive, FP is the false positive and FN is the false negative. 
Positive denotes the data with the targeted labels while negative denotes the data 
with all other labels. 
The last step is the interpretation of the post-pruned decision tree by using domain 
knowledge in order to confirm whether the diagnostic rules generated are valid and 
have physical meanings.  
 Decision tree induction 
CART is a widely used decision tree induction method, in which the decision tree is 
constructed by recursively partitioning the data space and fitting a prediction model 
within each partition (Loh 2011). The partitions are graphically represented as a 
binary decision tree. Unlike other commonly used tree induction methods such as 
C4.5 and Chi-square Automatic Interaction Detector (CHAID) which can be used for 
classification only, CART can be used for both classification and regression (Rokach 
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2008). In this study, CART is used as a classification tree induction method for 
constructing the diagnostic model. 
For the classification tree induction, CART evaluates the split point based on the 
goodness of the split criteria as shown in Eq. (4.4) (Yohannes and Webb 1999), 
where the impurity measure I used in CART is the Gini impurity measure as defined 
in Eq. (4.5) (Tan et al. 2006). The best split is at the point where  ∆I(𝑠, 𝑡)  is 
maximised. As I(t) is a fixed value for a given point, maximising the goodness of the 
fit is equivalent to minimising the weighted average impurity measure of the child 
nodes (Tan et al. 2006). If there are no stopping criteria provided, the tree will 
continuously grow until all observations in the node have the same class or the 
number of the observations in the node is below a predefined threshold. 
 ( , ) ( ) ( ( ( )) ( ( )))L L R RI s t I t P I t P I t      (4.4) 
 
1
2
0
( ) 1 ( )
c
i
Gini t p i t


       (4.5) 
where ∆I(𝑠, 𝑡) stands for the impurity difference before and after a split, s stands for 
a particular split, t is the node for splitting, tL and tR are the left and right child nodes 
of t respectively, PL and PR denote the proportions of the observations at node t that 
go into the left and right child nodes respectively, 𝑝(𝑖|𝑡) stands for the fraction of the 
observations in class i at a given node t, and c is the total number of classes.  
As mentioned before, a fully grown classification tree could have two disadvantages. 
The first is the over-fitting problem, which means that the model performs extremely 
well with the training data but performs poorly with the testing data (Tan et al. 2006). 
The second disadvantage is that a fully grown classification tree is difficult to be 
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understood and interpreted. CART provides a cost-complexity based tree pruning 
strategy, which can optimise the trade-off between the cost of misclassification and 
the tree complexity. The cost from the number of leaf nodes is measured by a non-
negative complexity parameter α as defined in Eq. (4.6) (Breiman et al. 1984).  
 
( ) ( )
1
R t R T
T
 

  (4.6) 
where   is the leaf nodes of the subtree T,  is the number of the leaf nodes, R(T) 
is the tree misclassification rate defined in Eq. (4.7), and R(t) is a single node 
misclassification rate defined in Eq. (4.8), in which r(t) is defined in Eq. (4.9) 
(Breiman et al. 1984). 
 

( ) ( )
t T
R T R t

    (4.7) 
 ( ) ( ) ( )R t r t p t   (4.8) 
 ( ) 1 ( )ir t max p i t    (4.9) 
where p(t) is the probability of the observations in the node t, and maxi refers to the 
class i that results in the largest p(i|t). 
There are a finite number of α values corresponding to a sequence of pruned trees T0, 
T1,…,Tn. Each Ti in this sequence is characterised by a different value αi. To generate 
the sequence, CART adopted an iterative algorithm starting with the fully grown tree 
(T0) and the first pruned tree (T1) is then developed by finding the node t ∈  that 
minimises Eq. (4.6) (Torgo 1999). 
The minimum value of this function is the value of α0 corresponding to T0 and a new 
pruned tree T1 is generated by pruning tree T0 at the node t. The same procedure will 
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be repeated based on tree T1 and generates α1 and T2. The iteration terminates until 
the root node is reached. 
Once the sequence of the minimal cost-complexity trees is generated, the final 
pruned tree can be determined by plotting the relative error (RE) versus the 
complexity parameters. The relative error of a decision tree is defined as in Eq. 
(4.10). The optimal prune point is the point where RE does not have any significant 
decrease if further decreasing the cost of complexity.  
 1 correct
total
n
RE
n
    (4.10) 
where ncorrect is the number of correctly classified observations and ntotal is the total 
number of observations. 
 Experimental AHU and experimental data 
The experimental data from American Society of Heating, Refrigerating and Air-
Conditioning Engineers (ASHRAE) RP-1312 (Li and Wen 2007, Li et al. 2010a, Li 
et al. 2010b), entitled as Tools for Evaluating Fault Detection and Diagnostic 
Methods for Air Handling Units, was used to test and evaluate the proposed AHU 
fault diagnostic strategy. This ASHRAE project investigated various AHU faults 
based on an experimental AHU facility located at IOWA Energy Centre. The facility 
layout is illustrated in Figure 4.2, where it can be seen that two identical AHUs, 
namely AHU-A and AHU-B, were used to serve 4 different zones. During the 
experiment, AHU-A was running under fault-free and various faulty conditions while 
AHU-B was running under fault-free condition only for comparison purpose. In this 
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study, only the data from the AHU-A was used for the decision tree based diagnostic 
model development and validation purpose. 
 
Figure 4.2 Layout of the AHUs test facility at IOWA Energy Centre (Norford et al. 
2002). 
 
Figure 4.3 provides a schematic illustration of the experimental AHU system and the 
measurements used. The diagnostic strategy developed was validated based on the 
data collected under the AHU mechanical cooling mode. During the mechanical 
cooling mode, the supply air temperature was controlled at 12.8oC and the indoor 
temperature was maintained at 22.2oC. The supply fan was controlled to maintain the 
supply air static pressure at 348 Pa while the return fan operating speed was 
maintained at 80% of the supply fan operating speed (Li and Wen 2007).  Figure 4.4 
and Figure 4.5 illustrate the actual sensors measurements under the fault-free test 
conditions.  
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Figure 4.3 The schematic of the experimental AHU facility with monitored variables. 
 
 
Figure 4.4 Illustration of the control signals and fans power under the fault-free test 
condition. 
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Figure 4.5 Illustration of the air flow temperature and air flow rate under the fault-
free test condition. 
 
Table 4.1 summarises the different AHU faults considered in this study. These faults 
are among the typical AHU mechanical faults and have been commonly considered 
in AHU FDD studies. Each fault was tested for 12 hours from 6.00am to 6.00pm 
while the fault-free test was conducted for three days. The sampling rate was one 
minute. More details of the experimental AHU facility and how the faults were 
introduced and tested can be found in (Li et al. 2010a, Li et al. 2010b, Norford et al. 
2002).  
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Table 4.1 Summary of AHU faults considered and their abbreviations 
Case 
No. 
Fault description Abbreviation 
Number of data 
points used as 
training data 
Fault 1 Heating coil valve leakage HCVL 330 
Fault 2 
Cooling coil valve stuck at fully 
closed 
CCVSFC 474 
Fault 3 
Cooling coil valve stuck at 65% 
opening 
CCVS65% 364 
Fault 4 Return fan fixed at 30% speed RFF30% 261 
Fault 5 Return fan completely failed RFCF 285 
Fault 6 
Outdoor air damper stuck at fully 
closed 
OADSFC 266 
Fault 7 
Exhaust air damper stuck at fully 
closed 
EADSFC 313 
Fault 8 AHU duct leakage before supply fan DLBSF 343 
Fault-
free 
Normal operation / 699 
 
 Validation and interpretation of the AHU diagnostic strategy 
In this study, the proposed strategy was implemented in R (R Development Core 
Team 2008) with CART implemented using the rpart (Therneau et al. 2015) and 
rpart.plot (Milborrow 2015) packages. The majority of figures presented were 
generated using R package ggplot2 (Wickham 2009).  
4.4.1 Classification tree induction 
Based on the randomly selected 2/3 training data from the new data set, a fully 
grown decision tree with a minimum number of 20 observations in a leaf node was 
generated, as illustrated in Figure 4.6.  
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Figure 4.6 The fully grown AHU fault diagnosis tree with the residual feature. 
 
The total number of observations corresponding to each fault and fault free 
conditions used as the training data is presented in Table 4.1. The number of the 
observations in a leaf node is constrained in order to avoid generating a too large 
decision tree and also for making the visualisation easier. The fully grown decision 
tree has a total of 26 splits. The root and internal nodes were labelled with the test 
conditions in order to split the observations with different characteristics while the 
leaf nodes were labelled with the classification results. The left branches of the root 
and internal nodes are the branches that met the node splitting criteria while the right 
branches did not. The number in the leaf node represents the number of the correctly 
classified observations out of the total number of the observations classified to this 
leaf node. For instance, 333/334 in the cooling coil valve stuck at 65% opening (i.e. 
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Residual >= -4.09
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CCVS65%) indicated that 333 observations were correctly classified to CCVS65% 
fault while one observation was mis-classified. 
From Figure 4.6, it can be seen that some faults such as cooling coil valve stuck at 
fully closed (i.e. CCVSFC) and AHU duct leakage before supply fan (i.e. DLBSF) 
can be easily isolated after only a few node splitting steps. However, isolating some 
faults such as the heating coil valve leakage (i.e HCVL) and exhaust air damper 
stuck at fully closed (i.e. EADSFC) required considerable partitions, which 
significantly decreased the interpretability of the diagnostic decision tree. Some leaf 
nodes only included a very small proportion of the observations which indicated that 
the contributions from these branches to the diagnostic accuracy of the decision tree 
are not significant and can be generally neglected. Pruning these branches can result 
in a more interpretable classification tree while still remaining an acceptable 
diagnostic accuracy. 
Figure 4.7 illustrates the number of splits in the sequence of the pruned subtrees with 
different costs of complexity as well as the corresponding cross validated (X-val) 
relative errors. The X-val relative errors were calculated based on 10-folds cross 
validation. It should be noted that both horizontal axes are not in scale. The dashed 
line indicates the minimum relative error that can be achieved. More accurate values 
of the complexity parameters and their corresponding relative errors are summarised  
in Table 4.2. From Figure 4.7 and Table 4.2, it can be determined that the cost of the 
complexity parameter between 0.00759 (i.e. corresponding the number of splits of 
13) and 0.00531 (i.e corresponding number of splits of 14) is a good pruning point as 
the improvement of classification accuracy in terms of the relative error is 
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insignificant if further decreasing the cost of the complexity parameter. The pruned 
decision tree with 14 splits is shown in Figure 4.8. Compared to the fully grown tree, 
the overall fault diagnostic error was increased by 3.0% after the tree prune. 
However, this relative error measure cannot reflect the impact of the tree pruning on 
the diagnostic accuracy of each individual fault.  
 
Figure 4.7 Number of splits in the sequence of the pruned subtrees with different 
costs of complexity and the corresponding relative errors with the residual feature.  
 
Table 4.2 Number of splits, corresponding complexity parameter and relative error 
Number of splits 
Relative 
error 
Complexity 
parameter 
9 0.09219 0.01081 
13 0.04895 0.00759 
14 0.04135 0.00531 
16 0.03073 0.00512 
18 0.02049 0.00266 
19 0.01783 0.00190 
21 0.01404 0.00076 
23 0.01252 0.00057 
25 0.01138 0.00038 
26 0.01100 0.00000 
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Figure 4.8 Post-pruned AHU fault diagnostic tree with the residual feature. 
 
To confirm whether the diagnostic accuracy is acceptable for individual faults, the 
performance of the pruned tree is evaluated in terms of F-measure using the testing 
data and the results are compared with that of the pre-pruned tree. The F-measures of 
the pre-pruned tree and post-pruned tree are summarised in Table 4.3. It can be seen 
that both pre-pruned and post-pruned diagnostic trees can completely isolate five 
faults including the cooling coil valve stuck at fully closed (Case 2), return fan fixed 
at 30% speed (Case 4), return fan completely failed (Case 5), outdoor air damper 
stuck at fully closed (Case 6) and AHU duct leakage before supply fan (Case 8), 
from the other faulty and fault-free cases. The F-measures of the other four cases 
considered were ranged from 0.94 to 0.99 for the pre-pruned decision tree and from 
0.90 to 0.98 for the post-pruned decision tree. The largest decrease in the diagnostic 
accuracy was for the exhaust air damper stuck at fully closed (Case 7) and the 
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corresponding F-measure was decreased from 0.96 for the pre-pruned tree to 0.90 for 
the post-pruned tree. The diagnostic accuracy of this fault is considered as acceptable 
in terms of the F-measure, as the symptom of this fault is very insignificant to be 
detected and isolated, as mentioned by Li and Wen (2007). 
Table 4.3 F-measures of different faults for pre-pruned and post-pruned diagnostic 
trees 
Case 
No. 
Fault description 
F-measure 
Pre-pruned Post-pruned 
1 Heating coil valve leakage 0.94 0.90 
2 Cooling coil valve stuck at fully closed 1.00 1.00 
3 Cooling coil valve stuck at 65% opening 0.99 0.98 
4 Return fan fixed at 30% speed 1.00 1.00 
5 Return fan completely failed 1.00 1.00 
6 Outdoor air damper stuck at fully closed 1.00 1.00 
7 Exhaust air damper stuck at fully closed 0.96 0.90 
8 AHU duct leakage before supply fan 1.00 1.00 
9 Normal operation 0.97 0.93 
 Average 0.98 0.97 
 
The decision tree was also developed without including the residual feature in the 
new data set in order to demonstrate the necessity and importance of using this 
residual feature in the proposed strategy. Figure 4.9 shows the number of splits in the 
sequence of the pruned subtrees with different costs of complexity as well as the 
corresponding relative errors. Compared to Figure 4.7, the size of the decision tree is 
increased to 34 splits. Figure 4.10 shows the post-pruned tree which was pruned at 
the point where the relative error is close to the relative error of the post-pruned 
decision tree with the residual feature. It is obvious that without considering the 
residual feature, the decision tree is hard to be interpreted due to the increased 
number of splits. Some faults such as AHU duct leakage before supply fan (i.e. 
DLBSF), and outdoor air damper stuck at fully closed (i.e. OADSFC), can be easily 
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isolated by the decision tree generated with the residual feature. However, these 
faults required several splits to be successfully isolated without considering the 
residual feature.   
 
Figure 4.9 Number of splits in the sequence of the pruned subtrees with different 
costs of complexity and the corresponding relative errors without using the residual 
feature. 
 
Figure 4.10 Post-pruned AHU fault diagnostic tree without the residual feature. 
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4.4.2 Decision tree interpretation 
In this section, the rules generated by the decision tree are interpreted in order to 
confirm the reliability of the proposed strategy. It is worthwhile to note that the 
following analysis is based on the faults investigated in this study (Table 4.1) without 
considering other possible AHU faults. 
The five faults with F-measure of 1.0, which are also the top five branches of the 
diagnostic tree were first analyzed. The first split in Figure 4.8 indicated that the 
AHU suffered from the cooling coil valve stuck at fully closed (i.e. CCVSFC) when 
the supply air temperature (Tsa) is not less than 19.2oC. This rule is easy to 
understand as there is no chilled water supply when the cooling coil valve is fully 
stuck, and therefore the supply air cannot be cooled down to the required set-point.  
The next split in Figure 4.8 isolated the AHU duct leakage before supply fan (i.e. 
DLBSF) fault based on the residual between the predicted and actual supply fan 
speed control signal. If the difference between the predicted and the actual supply fan 
speed control signal is not less than 5.23%, the AHU will then be deemed as 
suffering from the DLBSF fault. This also complies with the domain knowledge that 
the duct leakage before the supply fan leads to a decreased duct resistance before the 
supply fan as the static pressure before the supply fan is negative. Figure 4.11 
illustrates the relationship between the AHU supply air flow rate and supply fan 
speed control signal under different faulty and fault-free conditions, where the black 
curve represents the predicted supply fan speed control signal under the fault-free 
conditions. A large deviation can be observed between the data points under the 
AHU normal operating condition and the operating condition suffering from the 
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DLBSF fault, which clearly illustrates why the residual feature was selected by 
CART for isolating this fault. The patterns of other faults will be discussed later.  
 
Figure 4.11 Relationship between supply fan speed control signal and supply air flow 
rate under the faulty and fault-free conditions. 
 
Once CCVSFC and DLBSF faults have been isolated, the return fan power was then 
selected as the next splitting feature. Figure 4.12 shows the density distribution of the 
return fan power under the fault-free condition and all faulty conditions considered 
except the above two faults that have been isolated. It should be noticed that the 
density distribution of the return fan completely failed (i.e. RFCF) fault is not visible 
in Figure 4.12 as the power of the return fan of all observations under the RFCF fault 
was 0. It is clearly shown that the boundary of the return fan power of 182 W can 
isolate the return fan fixed at 30% speed (RFF30%) and RFCF faults from the other 
faulty and fault-free conditions while the splitting point 77.9W was further picked up 
to separate the RFCF fault from the RFF30% fault. Actually, it is obvious that 77.9W 
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is not the only point that can separate both faults as there is a large gap in the return 
fan power distribution under the RFCF fault and RFF30% fault conditions. 
 
Figure 4.12 Density distribution of the return fan power under the faulty and fault-
free conditions. 
 
The residual feature was then further used to isolate the outdoor air damper stuck at 
fully closed (i.e. OADSFC) fault from the other non-isolated faulty and fault free 
conditions. When the difference between the predicted and actual supply fan speed 
control signal is less than -4.09%, the CART determined that the outdoor air damper 
was stuck at fully closed. This is because that the fully closed outdoor air damper 
increased the duct resistance, resulting in a higher supply fan speed at a given air 
flow rate. This relationship can also be observed in Figure 4.11.  
After isolating all faults with F-measures of 1.0, further tree splitting isolated the 
following remaining faults, including the cooling coil valve stuck at 65% opening 
(i.e. CCVS65%) fault, exhaust air damper stuck at fully closed (i.e. EADSFC) fault 
and heating coil valve leakage (i.e. HCVL) fault, from the fault-free condition. The 
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next split picked up the cooling coil valve control signal (Ucc) as the splitting 
feature, but without resulting in a leaf node. The left branch first isolated CCVS65% 
fault based on the residual feature. From Figure 4.11, it can be seen that, for the 
remaining non-isolated faults, only the data of CCVS65% fault was not overlapped 
with the fault-free data, which indicated that CCVS65% fault may change the air 
duct resistance. However, this symptom did not match with the common knowledge 
that abnormal operation of the cooling coil valve should not result in a variation in 
the air duct resistance. ASHRAE RP-1312 report (Li and Wen 2007) mentioned that 
the control strategy of the test AHU facility opened the heating coil valve to maintain 
the supply air temperature if it is under the over-cooled condition. Nevertheless, the 
control strategy had a malfunction which led to fully close the outdoor air damper 
and exhaust air damper and fully open the return air damper. Due to the malfunction 
of the test AHU under CCVS65% condition, the training data of this fault was 
considered as invalid and was not representative to the AHU CCVS65% fault. 
To isolate the exhaust air damper stuck at fully closed (i.e. EADSFC) and heating 
coil valve leakage (i.e. HCVL) faults, CART algorithm further selected the outdoor 
air temperature (Toa) as a new splitting feature. If the outdoor air temperature is less 
than 26.8oC, the AHU was more likely suffering from the HCVL fault. The isolation 
of faults based on the outdoor air temperature alone does not have any physical 
meaning, but could be meaningful when considered with the previous rule of the 
cooling coil valve opening (Ucc) that is not less than 64.3%. In another word, if the 
outdoor temperature is not very high but the cooling coil valve opening is relatively 
large, the AHU might experience the HCVL fault. This combined rule complies with 
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the common knowledge that an HCVL fault will result in a larger cooling coil valve 
opening, which will be more significant under the low cooling load conditions. 
However, the cooling coil valve opening is not only influenced by the outdoor air 
temperature but is also influenced by the factors such as supply air flow rate, supply 
water temperature, etc. Therefore, a conclusive fault diagnosis result cannot be 
drawn based on these rules. Figure 4.13 shows the isolated fault boundaries in terms 
of the cooling coil valve control signal and outdoor air temperature. The right bottom 
corner area with the light red color labelled as Condition 1 is the data space that the 
cooling coil valve opening (Ucc) is not less than 64.3% and the outdoor air 
temperature (Toa) is less than 26.8oC. As the majority data points in this region were 
with the heating coil valve leakage (i.e. HCVL) fault and some of them with the 
exhaust air damper stuck at fully closed (i.e. EADSFC) fault, it is therefore highly 
possible that the AHU is under the HCVL fault but this conclusion is not definite. 
Another leaf node labelled with the HCVL fault (see Figure 4.8) was isolated in the 
same way, which labelled as Condition 2 in the area with the light brown color 
(Figure 4.13). It deemed that the AHU is also under the HCVL fault if the cooling 
coil valve opening is in the range of 45.6-64.3% and the outdoor air temperature 
(Toa) is less than 21.9oC. 
 
114 
 
 
Figure 4.13 Isolated fault boundaries in terms of the cooling coil valve control signal 
and outdoor air temperature. 
 
If the outside air temperature is not less than 26.8oC while the cooling coil valve 
opening (Ucc) is not less than 64.3%, it will be deemed that the AHU is suffering 
from the exhaust air damper stuck at fully closed (i.e. EADSFC) fault (see Figure 
4.8). These rules were also illustrated in Figure 4.13 as Condition 3 labelled with the 
light blue. This diagnostic result might not be reliable as the maximum outdoor air 
temperature under the normal operating condition used as the training data is only 
30.2oC. Under the EADSFC fault condition, all return air will be re-supplied to the 
AHU and therefore a smaller cooling coil valve opening than that in the fault-free 
operation will be resulted in, under the mechanical cooling mode. The EADSFC fault 
was also isolated if the outdoor air temperature is not less than 30.2oC and the 
cooling coil opening signal is less than 64.3% (Condition 4 in Figure 4.13). This 
result may also not reliable due to the same reason as mentioned above. 
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The next split used the mixed air temperature (Tma) as the splitting feature and 
isolated the normal condition from other faulty conditions. This is because that the 
fault-free case has more data points in this range than the other two faulty cases as 
shown in the histogram plot in Figure 4.14. Splitting in this way can therefore 
minimize the impurity in the leaf nodes. However, these rules do not have a physical 
meaning. Furthermore, CART selected the residual feature to isolate the EADSFC 
fault from the normal operation as shown in Figure 4.8. However, as illustrated in 
Figure 4.11, the data pattern of the EADSFC fault is virtually completely overlapped 
by the data points in the normal operating conditions, and these two rules were 
therefore considered as unreliable. 
 
Figure 4.14 Histogram plot of the number of the observations against different mixed 
air temperature. 
 
In conclusion, the proposed CART based AHU diagnostic strategy is able to easily 
isolate the AHU CCVSFC, DLBSF, RFCF, RFF30% and OADSFC faults. For the 
AHU HCVL fault, the proposed method cannot provide a conclusive diagnostic 
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result, but the diagnostic outcome is highly valuable and can be used as a reference 
for further investigation. The proposed method is not able to successfully isolate the 
EADSFC fault as the symptom of this fault is insignificant. 
The interpretation of the developed decision tree based AHU diagnostic strategy 
demonstrated that, similar to many data-driven fault diagnostic strategies, the 
diagnostic accuracy and reliability of the proposed strategy rely on the information 
embedded in the training data. If the training data does not embody the unique data 
pattern of a particular fault, this fault is unlikely to be isolated, although the 
diagnostic accuracy of the strategy validated using the testing data may still be 
acceptable. The isolation of the CCVS65% fault showed that if the training data 
cannot reflect the actual operation of a specific fault, the developed diagnostic 
strategy can still isolate this fault if it is only validated by the randomly selected 
testing data. However, it might not be able to identify the target fault during the 
actual operation. 
Therefore, the interpretability of a fault diagnostic strategy is essential to help 
understand how different faults are isolated. The proposed decision tree based data-
driven fault diagnostic strategy provides a meaningful way to develop an 
interpretable diagnostic strategy through generating a set of if-then rules in a binary 
tree form, which can help to validate the reliability of the developed diagnostic 
strategy. 
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 Performance comparison with other predictive models 
In order to understand the performance difference between the proposed decision tree 
based strategy and other predictive models, a comparison study with other predictive 
models was conducted.  Predictive models, including k-NN, ANN, SVM, Random 
Forest, Naïve Bayes and logistic regression, were also trained and tested based on the 
identical data (including the residual feature) used in this study. The fault diagnostic 
performance of the different models in terms of F-measure are summarised in Table 
4.4. It can be seen that, as expected, SVM and Random Forest had the best 
performance, where the F-measure for all faults diagnostic reached 1.00 or very close 
to 1.00, based on the testing data. Decision tree, both pre-pruned and post-pruned 
were among the predictive models that had the second-best performance (with 
average F-measure of 0.98 and 0.97 respectively). Naïve Bayes and Logistic 
Regression were among the models that had the worst performance, especially with 
respect to not being able to  identify normal fault-free condition (with F-measure for 
Normal condition at 0.66 and 0.75 respectively). The comparison demonstrated that 
the performance of the decision tree based diagnostic strategy was close to the best 
predictive models like SVM and Random Forest for AHU fault diagnosis.  
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Table 4.4 Summary of the fault diagnostic performance result 
Faults 
F-measure 
DT* 
(Pre-
pruned) 
DT* 
(Post-
pruned) 
k-NN ANN SVM 
Random 
Forest 
Naïve 
Bayes 
Logistic 
Regression 
CCVS65% 0.99 0.98 0.97 0.97 1.00 1.00 0.91 1.00 
CCVSFC 1.00 1.00 0.99 1.00 1.00 1.00 0.99 1.00 
DLBSF 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 
EADSFC 0.96 0.90 0.89 0.75 1.00 0.99 0.62 0.63 
HCVL 0.94 0.90 0.90 0.88 0.99 0.99 0.80 0.59 
Normal 0.97 0.93 0.94 0.91 1.00 0.99 0.66 0.75 
OADSFC 1.00 1.00 1.00 1.00 1.00 1.00 0.95 1.00 
RFCF 1.00 1.00 1.00 1.00 1.00 1.00 0.93 1.00 
RFF30% 1.00 1.00 1.00 0.73 1.00 1.00 0.98 0.62 
Average 0.98 0.97 0.97 0.92 1.00 1.00 0.87 0.84 
*DT -  Decision Tree 
 
 Summary 
This chapter presented a data-driven AHU fault diagnostic strategy based on the 
Classification and Regression Tree (CART) method, which can automatically 
perform feature selection and therefore doesn’t require considerable efforts to 
analyze and define the key features. Compared to black-box model based data-driven 
fault diagnostic strategies which do not have explicit physical meanings, the fault 
diagnosis results from the proposed strategy are interpretable. The interpretation of 
the developed diagnostic tree demonstrated that for most faults considered in this 
study, the fault diagnosis rules generated by the CART algorithm matched well with 
domain knowledge. It is also shown that the proposed CART based fault diagnosis 
strategy can successfully identify relevant features to isolate different AHU faults. 
However, for some faults such as heating coil valve leakage and exhaust air damper 
stuck at fully closed, the rules generated were not valid or only valid under certain 
operating conditions, although a high diagnostic accuracy of the proposed strategy 
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validated by using the testing data was still achieved. The performance comparison 
of the proposed decision tree based strategy with other predictive models based 
strategies showed that the accuracy of the proposed strategy is very close to the well 
performing counterparts such as SVM based strategies.   
The overall results demonstrated the importance of the interpretability in data-driven 
AHU diagnostic strategies. Due to the inherent limitation of data-driven diagnostic 
strategies, AHU faults that do not have a unique data pattern or are outside the 
operating conditions covered in the training data are difficult to be isolated. 
Therefore, combining data-driven methods with domain knowledge might be a 
possible solution for developing effective data-driven based fault diagnostic 
strategies. However, due to the nature of data-driven based fault diagnosis strategies, 
the performance of the diagnostic model developed is heavily influenced by the 
training data collected. Accessing to high quality training data is therefore still 
crucial.  
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Chapter 5 Development of a symbolic transformation based strategy 
to evaluate the performance of individual buildings 
Building energy usage data contain valuable information related to the operation and 
performance of buildings, which is why an analysis of this data can help in 
understanding the building energy performance level and identify potential 
operational issues and malfunctions. This chapter presents the development of a 
symbolic transformation based strategy with enhanced interpretation and 
visualisation to evaluate the energy usage data of individual buildings in order to 
identify abnormal energy usage and opportunities to enhance energy performance. 
This strategy is developed based on the volatility change focused symbolic 
transformation and coupled with hierarchical clustering. Advanced visualising 
techniques such as dendrogram, heatmap, and calendar view are used to help 
evaluate building energy performance. This proposed strategy was tested and 
evaluated based on the data of the heating energy and electricity usage from a higher 
education building in Norway.  
This chapter is organised as follows. Section 5.1 presents the development of this 
symbolic transformation based strategy and introduces the key techniques used. The 
results from the performance test of the proposed strategy and major information 
extracted from the heating energy and electricity usage data are provided Section 5.2. 
Section 5.3 is an interpretation and evaluation of the information discovered. A 
comparison between the proposed strategy and a symbolic transformation strategy 
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using Symbolic Aggregate approximation (SAX) is presented in Section 5.4, and 
Section 5.5 summarises the key findings of this chapter. 
 Development of the symbolic transformation based strategy  
5.1.1 Outline of the proposed strategy  
The outline of the proposed symbolic transformation based strategy to examine the 
performance of individual buildings is presented in Figure 5.1, which was developed 
by following the standard Knowledge Discovery from Database (KDD) process (Tan 
et al. 2006), and has four steps, data collection, data pre-processing, data mining, and 
an evaluation and interpretation of the results. The first step consists of collecting the 
hourly energy usage data of individual buildings from building automation systems 
(BASs). The data pre-processing step has five tasks, removing the outliers, 
segmenting the data, removing the small variation segments, and transforming the 
data. In this study, the generalised Extreme Studentised Deviate (ESD) test method 
was used to identify and remove the outliers from the raw data, which will be 
introduced in Section 5.1.2. Data segmentation is then performed to transform the 
data into 24 hours segments to form daily load profiles. Since the primary focus of 
this strategy is to identify those typical daily energy usage profiles that have distinct 
patterns, segments with a small difference between daily maximum and minimum 
energy usages were discarded. In this study a threshold of 5.0% was used, which 
means that 5.0% of the segments with the least difference between all the daily 
segments were discarded. The daily load profiles were then normalised to a range of 
0-1, where 1 is the daily maximum, and 0 is the daily minimum. The final step in the 
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data pre-processing is to transform the segments of normalised data through the 
symbolic representation which will be introduced in Section 5.1.3. 
The data mining section starts by identifying the pre-defined symbols and shapes and 
then summarises the distribution of symbols and shapes to provide an overall 
understanding of the energy usage behaviour. The Dice coefficient between each pair 
of daily load profiles is then calculated to determine the dissimilarity measure for 
clustering of daily load profiles. A hierarchical clustering technique is used to 
determine the structure and the number of clusters through visualisation. Typical 
daily load profiles are then formed by calculating the mean value of all the profiles in 
each cluster. The distribution of the typical profiles is further plotted as a calendar 
view to better understand the temporal distribution of these typical daily load 
profiles.  
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usage data 
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evaluation of the 
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behavior
Visualisation and 
interpretation of the 
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Figure 5.1 Outline of the proposed symbolic transformation based strategy. 
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5.1.2 Outlier removal with the generalised Extreme Studentised Deviate test 
method 
The generalised Extreme Studentised Deviate (ESD) test method was used in a 
number of studies to identify and remove outliers in the building energy usage data 
(Seem 2007, Fan et al. 2014, Khan et al. 2013). This method detects outliers by 
comparing the studentised deviate R of n extreme observations to a critical value λ. 
These extreme observations are observations with the first n largest differences 
compared to the mean value ?̅? . The Ri of the ith extreme observation xe, i is 
determined using Eq. (5.1) and the corresponding λi is defined in Eq. (5.2) (Seem 
2007). This generalised ESD test method begins with the most extreme observation 
and compares its Ri to the corresponding λi, and if  Ri is greater than λi, the extreme 
observation is then identified as an outlier and removed from the dataset. This 
process is then applied to the next extreme observation until all the n extreme 
observations have been examined. Further details of the generalised ESD test method 
can be found in Seem (2007). If an outlier is identified and removed, its position will 
be filled through the linear interpolation. 
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where σ is the standard deviation, tn-i-1,p is the t-distribution with n-i-1 degrees of 
freedom, and p is the tail area probability defined in Eq. (5.3) (Seem 2007). 
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where α is the significance level.   
5.1.3 Symbolic transformation 
Symbolic transformation is the common family of a time series representation 
approach which converts numeric time series into a symbolic form (Fu 2011). Two 
types of symbolic transformation methods are commonly used: one is based on the 
mean value of the time segments and the other is based on the volatility change (Fu 
2011). In this study, a volatility change based method is used to better capture 
variations in the data.   
The normalised daily profiles are transformed into a symbolic representation form 
based on the Shape Definition Language (SDL) proposed by Agrawal et al. (1995). 
Here the symbols are defined according to the difference between the value at the ith 
time step and the value at the i-1th time step. For instance, the value at the ith time 
step is transformed to the symbol “stable” if the difference between the values at the 
ith time step and the i-1th time step is between -0.05 and 0.05. Table 5.1 summarises 
the symbols used in this symbolic transformation, and the corresponding description 
and definitions. The values used in Table 5.1 are referenced to Agrawal et al. (1995). 
Table 5.1 Description and definition of the symbols  
Symbol Description Lower bound Upper bound 
stable virtually no variation -0.05 0.05 
jump significantly ascend trend 0.20 1.00 
up slightly ascend trend 0.05 0.2 
down slightly descend trend -0.2 -0.05 
plunge significantly descend trend -1 -0.2 
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Four shapes, the rise, fall, spike, and sink were also defined based on certain 
combinations of the symbols to provide an overall understanding of the variation of 
building energy usage. Table 5.2 provides a description and definition of the shapes. 
Table 5.2 Description and definition of the shapes 
Shape Description Definition 
Rise continues ascending trend  continues up or jump symbols 
Fall continues descending trend continues down or plunge symbols 
Spike a significant peak combination of a jump followed by a plunge 
Sink a significant trough combination of a plunge followed by a jump 
 
5.1.4 Dice coefficient based dissimilarity  
Typical dissimilarity measures cannot be applied to symbols represented time-series 
data. Therefore, Dice coefficient based dissimilarity measure shown in Eq.(5.4) was 
used to measure dissimilarity between the two symbolically represented daily load 
profiles that are based on the Dice coefficient defined in Eq. (5.5) (Kondrak 2005). 
 ( , ) 1Diced X Y Dice    (5.4) 
 
2 ( ) ( )
( ) ( )
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  (5.5) 
where n-gram is a function which divides the original string into substrings of length 
n. In the proposed strategy n was selected as one, X and Y are the original strings, 
which are the symbols representing daily profiles with a size of 24 in this study. For 
example, if the symbolic represented daily profiles of two days shared the symbols 
for 4 hours, the Dice coefficient is 5/6. 
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5.1.5 Hierarchical clustering 
Clustering the symbols to represent the daily load profiles is based on an 
agglomerative hierarchical clustering, a bottom-up strategy which starts by placing 
each object in its own cluster and then merging the atomic clusters into larger 
clusters until all objects are in a single cluster (Han et al. 2006). The linkage criteria 
of two clusters is the complete linkage as shown in Eq. (5.6). At a specific point, the 
two clusters with the minimum complete linkage are merged into a larger cluster.  
 { ( , ) : , }max dist a b a A b B    (5.6) 
where a and b are the two daily profiles which belong to the A and B clusters, 
respectively, and dist is the distance represented by the Dice coefficient based 
dissimilarity.  
One advantage of hierarchical clustering is that the overall process can be 
represented by a tree structure graph called a dendrogram. The dendrogram can help 
to visualise the cluster structure and assist in determining the optimal number of 
clusters. 
Figure 5.2 shows how a dendrogram can help to determine the number of clusters, 
where the ordinate axis indicates the distance between the data points/clusters, and 
the split points indicate the distance between the two data points/clusters. 
Fundamentally, the higher the split point, the less the similarity between the data 
points/clusters (Jota et al. 2011). Clusters can be determined by the dashed line, as 
shown in Figure 5.2, which is a threshold defined by the user. The data points under 
the same split point below the dashed line can be merged into a cluster whereas the 
split points above the dashed line remain unchanged. For instance, data points #1 and 
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#3 were under the same split point and below the dashed line, and they will be 
merged into the same cluster while data point #2 formed another cluster. The 
threshold can be determined graphically or by using the cluster validation index (e.g. 
Dunn Index).  
 
Figure 5.2 A dendrogram with three data points. 
 
5.1.6 Visualisation assisted interpretation 
One advantage of using the volatility change based symbolic transformation is that it 
can help visualise variations of daily load profiles and help determine the number of 
clusters. Figure 5.3 is an example of the heatmap and hierarchical clustering 
dendrogram based visualisation. Note that the heatmap shows the different symbols 
with different colours. Two major clusters are identified and coloured red (cluster 1) 
and blue (cluster 2) on the dendrogram. In cluster 1, most daily profiles have the 
symbol “jump” occurring at 09:00 and 11:00, and the symbol “plunge” occurring at 
10:00 and 17:00. Most symbolically represented profiles in cluster 2 have “jump” at 
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at 04:00 and 07:00, and “plunge” at 08:00 and 17:00. This result shows that forming 
two clusters is appropriate as the different clusters share different patterns of 
distribution of the symbols, and there is not obvious sub-clusters.   
  
Figure 5.3 Illustration of the result visualisation using heatmap based hierarchical 
clustering. 
 
Another visualisation technique is the calendar based clustering result visualisation 
proposed by Wijk and Selow (1999). Figure 5.4 is an example of the calendar view 
based visualisation of the cluster distributions. It is worthwhile to note that the data 
used in this figure was only for demonstration purpose and there was no any 
relationship with the data presented in Figure 5.3. It can be seen that cluster 1 was 
mainly distributed on Tuesday to Friday while cluster 0 can only be observed in 
September. The white area illustrates the time period with no data. Based on this 
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calendar view, the temporal distribution of the clusters can be easily understood for 
further interpretation.  
 
Figure 5.4 An example of the calendar view based visualisation of cluster 
distribution. 
 
 Performance test and evaluation of the proposed strategy 
In this study, the proposed strategy was implemented in R (R Development Core 
Team 2008). The majority of the figures presented in this study were generated using 
R package ggplot2 (Wickham 2009). 
The energy usage data of a higher education building from the Norwegian University 
of Science and Technology (NTNU) in Trondheim, Norway were used to test and 
evaluate the performance of this proposed strategy. The hourly building heating 
energy and electricity usage data of building 303 from 2011 to 2013 were collected 
through a web based Energy Monitoring System (EMS), as shown in Figure 5.5. 
Building 303, as shown in Figure 5.6, was built in 1965 and is used for laboratory 
and office purposes with a total floor area of 3,030 m2. The building is heated 
through a district heating network.   
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Figure 5.5 The interface of the web based EMS used for data collection. 
 
 
Figure 5.6 The profile of building 303. 
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Figure 5.7 shows the collected heating energy and electricity usage data. Note that 
the heating energy usage varied with the weather conditions. More heat was 
generally required from September to April, and there was no demand for heating 
energy during the summer periods in 2012 and 2013, but a small amount of heating 
energy was still required during the summer periods in 2011. In order to identify 
typical daily heating energy usage, the heating energy data collected from May to 
August were therefore discarded and the analysis focussed on the higher heating 
energy demand periods. Figure 5.7 also shows that the electricity usage data in the 
first few months of 2011 differed from those during the rest of the time (this might 
need further investigation). Unlike the heating energy usage data, the variations in 
electricity usage have no clear relationship to seasonal changes. However, in order to 
make the analysis be consistent, the electricity data from May to August were also 
discarded.  
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Figure 5.7 The heating energy and electricity usage data of building 303.  
 
5.2.1 Results of analysing the heating energy usage data 
The generalised ESD test method was first used to detect and remove outliers, with 
the maximum number of outlier n equals 40, which was dertermined based on trial 
and error tests.The data was then segmented into daily load profiles and those 
segments with small variations were removed.  The daily load profiles were then 
normalised to the range of 0-1 and transformed into pre-defined symbolic 
representations. After processing this data, 686 daily load profiles remained.  
The temporal distribution of the symbols and shapes was plotted as shown in Figure 
5.8, to provide a preliminary understanding of the building heating energy usage 
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characteristics. The numbers in each square represent how many times the symbols 
appear at a specific hour. Note that the symbols “up”, “down” and “stable” appeared 
at most hours during a day, so they cannot provide very useful information. The 
symbol “jump” mainly appeared at 03:00, 04:00, 05:00, 07:00, 09:00 and 11:00, 
while the symbol “plunge” mainly appeared at 08:00, 10:00, 17:00 and 18:00. 
Moreover, there were considerable spikes at 07:00 and 09:00 and a large amount of 
sink at 10:00. These symbols indicate there was a significant change of energy usage 
at these hours. The rise and fall shapes shows that the increasing of heating demand 
was mainly concentrated at around 04:00 and 09:00 and the decreasing of heating 
demand was mainly concentrated at around 18:00.  
 
Figure 5.8 Temporal distribution of the symbols and shapes for heating energy usage.  
 
Figure 5.9 demonstrates the dendrogram of the hierarchical clustering while Figure 
5.10 shows how the symbols are distributed in daily load profiles as ordered by the 
dendrogram. Based on these two figures, four major clusters formed when a 
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threshold of 0.97 was used to ensure a relatively uniform distribution of symbols in 
each cluster. Figure 5.10 shows that cluster 2, 3, 4 were formed with distinct features. 
For example, most profiles in cluster 2 had the symbol “jump” appear at 09:00 and 
11:00 and symbol “plunge” at 10:00. It is also shown that there was no significant 
sub-cluster which confirms that cluster number 4 was appropriate.  
 
Figure 5.9 Dendrogram of the hierarchical clustering result for heating energy usage. 
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Figure 5.10 Distribution of symbols in daily load profiles ordered by the dendrogram 
for heating energy usage. 
 
The typical daily load profiles formed by the identified clusters are shown in Figure 
5.11. The numbers on the top right hand corner indicate the total number (T) of the 
daily load profiles in the cluster. The boxplots at each hour show the variance of all 
daily profiles at this specific hour, and the width of the box is the significance of the 
variance. The typical daily heating energy usage of profile 1 only represents 38 daily 
load profiles and the variance of the represented profiles during the main heating 
demand period are also significant. The major heating demand period shown in the 
typical daily load profile 2 was shorter than the other three typical profiles, and there 
was a significant spike followed by a sink in the morning. The typical profiles 3 and 
4 showed a significant spike at 07:00 and 05:00, respectively, and the main heating 
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demand period lasted from the early morning to about 17:00. Table 5.3 summarises 
the main characteristics of the identified typical heating load profiles.  
 
Figure 5.11 Typical daily heating load profiles formed by the identified clusters. 
 
Table 5.3 Key characteristics of the identified typical daily heating energy usage 
profiles 
Typical 
load 
profile 
No. 
Est. high 
heating 
demand 
period 
Total 
number 
of days 
Main characteristics 
1 
04:00-
17:00 
38 
The heating demand greatly increased from 03:00 with 
two small peaks at 7:00 and 11:00 
2 
09:00-
17:00 
190 
The major heating period started with a significant spike 
at 09:00 and ended at 17:00  
3 
04:00-
17:00 
344 
The main heating period started at 04:00 and lasted until 
17:00 with a significant spike at 07:00.  
4 
03:00-
17:00 
114 
The main heating period started at 03:00 and lasted until 
17:00 with a significant spike at 05:00.  
 
Figure 5.12 shows the distribution of the typical heating load profiles in a calendar 
view, where the profile 0 represents the days with small variations that were 
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excluded from the analysis. It is shown that the typical profiles 2, 3, and 4 mainly 
represent the daily load profiles of weekends, and from Tuesday to Friday and 
Monday, respectively. The typical profile 1 mainly appeared in October 2013, and 
the potential causes are worth further investigation. The patterns in October 2013 
also showed disordered energy usage with a mixture of different types of daily 
heating load profiles.  
 
Figure 5.12 Calendar view of the distribution of typical heating load profiles. 
 
5.2.2 Results from analysing the electricity usage data  
The electricity usage data of building 303 was also analysed. A total of 673 daily 
profiles were transferred to a symbolic representation form after data pre-processing. 
Figure 5.13 shows how symbols and shapes are distributed over 24 hours. Here the 
demand for electricity obviously increased around 09:00-12:00 and then decreased at 
around 17:00-23:00.  
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Figure 5.13 Temporal distribution of the symbols and shapes of electricity usage. 
 
Figure 5.14 shows a dendrogram of the electricity usage clustering. The threshold 
was also determined by visualising the distribution of symbols, as shown in Figure 
5.15, in order to have a relatively uniform distribution of symbols in each cluster. 
The symbol distribution in some clusters showed very distinct characteristics. For 
example, in cluster 3, the symbols “jump” and “plunge” appeared alternately, which 
indicated that electricity usage fluctuated a lot and is therefore worthy of further 
investigation.   
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Figure 5.14 Dendrogram of the hierarchical clustering result of electricity usage. 
 
  
Figure 5.15 Distribution of symbols in daily load profiles as ordered by the 
dendrogram for electricity usage. 
 
The typical electricity load profiles are shown in Figure 5.16. Profiles 1, 2, 4, 5 and 6 
have similar trend where electricity usage began to increase from about 09:00 and 
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decrease at about 17:00. Profiles 3 and 7 show significant fluctuations with a large 
variance during most hours, which indicates that the building might have operated 
under abnormal conditions on these days. Table 5.4 summarises the key features of 
the electricity load profiles. 
 
Figure 5.16 Typical electricity load profiles formed by the identified clusters. 
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Table 5.4 Key characteristics of the identified typical daily electricity usage profiles 
Typical 
load 
profile 
No. 
Est. high 
electricity 
demand 
period 
Total 
number 
of days 
Main characteristics 
1 
10:00-
19:00 
373 
The electricity demand increased significantly from 
09:00, peaked at 15:00 and then gradually decreased to a 
minimum at around 02:00. 
2 
09:00-
20:00 
63 
The trend of the demand variation is similar to profile 1 
expect that the decrease was not as sharp as profile 1 at 
around 18:00. 
3 Not clear 53 
The profile has a large fluctuation, indicating very 
unstable operating behaviour.  
4 
09:00-
21:00 
100 
The trend is similar to profiles 1 and 2, except for more 
fluctuations, and a small peak occurred at 21:00. 
5 
10:00-
21:00 
28 
The profile is similar to profiles 1 & 2 apart from a 
small peak at 07:00. 
6 
09:00-
21:00 
46 
The overall trend is similar to profile 4 but with more 
fluctuations. 
7 Not clear 10 
The profile only represented a few days with fluctuating 
electricity usage. 
 
 
Figure 5.17 is a calendar view of the temporal distribution of typical electricity load 
profiles. Note that profile 0 represents those days with small variations that were 
excluded from the analysis. It can be seen that a very uniform distribution of typical 
load profiles in the first four months of 2011, where Monday to Wednesday were 
under profile 4, Thursday and Weekends were under profile 3, and Friday was under 
profile 6. Over the remaining time, and on most days, especially weekdays, the 
operation was under the typical profile 1. Moreover, the typical profile 2 mainly 
occurred in September and the first week of October of 2012, which is also an 
interesting pattern for further investigation. In summary, the calendar view of the 
electricity load profiles did not show a uniform distribution during a week as shown 
in the calendar view of typcial heating load profiles. 
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Figure 5.17 Calendar view of the distribution of typical electricity load profiles. 
 
 Interpretations of the information discovered 
5.3.1 Interpretation of heating energy usage information 
In most weeks the heating energy usage data has a uniform distribution pattern of 
typical load profiles, as shown in the calendar view in Figure 5.12, but to confirm 
this, the heating energy usage data from one typical week starting from the third 
Monday of November 2013 have been extracted and plotted in Figure 5.18(a). A 
non-typical week starting from the second Monday of October 2013 have also been 
extracted and plotted in Figure 5.18(b) in order to understand the non-typical 
distribution patterns shown by the calender view. The highlighted areas are the time 
period with more than 40% of daily maximum energy usage, while the red and blue 
colours represent weekdays and weekends, respectively.  
As Figure 5.18(a) shows, the general trend of the load profile is in line with the trend 
identified by the typical load profiles; the heating load on Monday and from Tuesday 
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to Friday are similar but the demand for heating on Monday was one hour earlier 
than from Tuesday to Friday, as the typical heating load profiles indicate. The two 
profiles of the weekend are similar, with a spike followed by a sink in the morning, 
but with a shorter main heating period than the weekdays. However, the weekend 
data also shows a sink at 15:00, which is not clearly presented in the weekend typical 
load profile. A detailed explanation of the different heating operations on Monday, 
and the spike and the sink which occurred in the morning and afternoon respectively, 
is provided in the next chapter. 
The data for the non-typical week shown in Figure 5.18(b) indicates that the main 
heating demand period during the weekdays is the same as the weekdays of a typical 
week, but with a different trend. For example, the profiles of a non-typical week 
from Tuesday to Friday did not show a spike at 07:00, and the weekend profiles had 
a significant difference in the pattern of heating energy usage. However, these 
heating energy usage patterns are not presented by the identified typical load profiles, 
which indicates that the patterns of disorder in the calendar view can help to identify 
abnormal energy usage.   
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Figure 5.18 The heating energy usage data of a typical week and a non-typical week. 
 
5.3.2 Interpretation of electricity usage information 
Four weeks of electricity usage data with interesting patterns were extracted and 
plotted in Figure 5.19. Commencing from the first Monday of January 2011, the first 
two interesting weeks were data from two consecutive weeks extracted from the first 
half of 2011 where similar patterns lasted for four whole months. The third 
interesting week, starting from the first Monday of November 2013, is a week with 
the typical profile 1 during the weekdays and a typical profile 6 for the weekends. 
The fourth interesting week started from the third Monday of September 2012, was 
extracted from the month majorly with typical profile 2.   
This electricity usage data for the first two interesting weeks (Figure 5.19a) shows 
that these two weeks overlapped perfectly and fluctuated significantly, especially 
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over the weekends. This means the data from this period is not suitable for assessing 
electricity usage but the reason behind this should be further investigated.  
The third interesting week (Figure 5.19b) represents typical weekdays where all the 
weekdays’ daily load profiles are under the typical load profile 1. However, the 
actual daily load profiles of each weekday show different patterns. The common 
point is that electricity energy usage began to increase significantly around 10:00 and 
then dropped significantly in the late afternoon around 18:00. Both weekend profiles 
are under the typical profile 6 with a small amount of electricity usage, albeit with 
similar trends.  
The fourth interesting week (Figure 5.19c) has daily load profiles from Monday to 
Saturday under a typical profile 2, while the daily load profile of Sunday is under the 
typical profile 1. The trend of electricity usage for the first six days has different 
patterns, but they all share a common feature whereby electricity usage began to 
increase significantly at 09:00, apart from Saturday, and the main electricity usage 
lasted until late at night. This is also an interesting point for further investigation to 
fully understand why the electricity usage behaviour for these weeks differed from 
the others. 
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Figure 5.19 The actual electricity usage data of the four interesting weeks. 
 
5.3.3 Summary of the interpretation 
Electricity usage was related to the activities of the occupants. The analysis showed 
that major usage started around 09:00 on most days, which indicated that the heating 
operation might start too early, i.e. 03:00 on Monday and 04:00 on Tuesday to 
Friday. On some days, the large demand for electricity remained until late at night 
even though the heating supply ceased at 18:00. This might lead to thermal 
discomfort for occupants working in the building during the night.  
Unlike heating energy usage, electricity usage showed more variations. This is 
understandable by considering that the electricity energy was used by various 
facilities such as lighting, computers, and laboratory equipment. This means that 
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representing every energy usage pattern for a long time period by several typical load 
profiles might not be possible. However, the identified typical profiles can still help 
to understand the energy usage behaviour and provide some guidance on the energy 
usage data analysis and investigation.   
 Comparison between the proposed strategy with Symbolic Aggregate 
approXimation based strategy 
Symbolic Aggregate approXimation (SAX) (Lin et al. 2007) is another commonly 
used symbolic transformation for time series data analysis, and as such has been used 
in several previous studies (Fan et al. 2015a, Miller et al. 2015). In this section, a 
comparison between the proposed strategy and a SAX based symbolic 
transformation strategy has been carried out to confirm the effectiveness of the 
proposed strategy. 
In this comparison, all the other steps in the SAX based strategy were the same as the 
proposed strategy, but SAX is used to replace the SDL to transform the time series 
data. In this SAX based strategy, the original time series are transformed into 
segments with a length n and the mean value of a segment is represented by A letters 
such as a, b, c. Since this data has been normalised to a range of 0-1, equal size 
breakpoints are used, which means that each letter represents 1/A in the range of 0-1. 
In this comparison, each hours’ data is considered as a segment (i.e. n=1) and the 
five letters are used to represent the time series data (i.e. A = 5 with the letters of a, b, 
c, d and e,). Figure 5.20 shows the dendrogram of the SAX based clustering and the 
corresponding heatmap. There are four clusters, determined using the same method 
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used in the proposed strategy. The heatmap shows that the two clusters with the most 
daily load profiles (i.e. orange and red) have different but distinctive patterns.  
 
Figure 5.20 Distributions of the symbols in daily load profiles ordered by the 
dendrogram (heating energy usage, SAX based). 
 
Figure 5.21 shows the typical heating load profiles formed by the identified clusters. 
Typical profiles 1 and 2 only account for a small number of daily load profiles, while 
the typical profiles 3 and 4 are similar to profiles 3 and 2 (refer to Figure 5.11), as 
identified by the proposed strategy. The temporal distribution of the typical profiles 
is shown as a calendar view in Figure 5.22. It can be seen that the SAX based 
strategy successfully isolates the weekend and weekday profiles, but the unique 
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heating operation pattern on Monday identified by the proposed strategy was not 
identified by the SAX based strategy.  
It can be concluded from this comparison that both strategies can identify the key 
patterns related to building operations from the energy usage data, but the proposed 
strategy can identify more features, which better reflects abnormal operations and 
unique energy usage behaviours, in comparison with the SAX based strategy.  
 
Figure 5.21 Typical heating load profiles formed by the identified clusters (SAX 
based). 
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Figure 5.22 Calendar view of the distribution of typical heating load profiles (SAX 
based). 
 
 Summary 
This chapter presented a symbolic transformation based strategy to evaluate the 
performance of individual buildings. In this strategy, daily load profiles were 
transformed into volatility change based symbols and then the symbols were grouped 
together to represent daily profiles through hierarchical clustering with Dice 
coefficient based dissimilarity measure to identify the typical load profiles. A key 
advantage of this strategy is that it can utilise advanced visualisation techniques to 
help users to better understand the information extracted from the raw data.  
The performance of the strategy was evaluated using three year heating energy and 
electricity usage data from a higher education building in Norway, and showed that 
the proposed strategy could discover the information related to the building energy 
usage behaviour. The visualisation techniques also helped to unearth the information 
which then led to a better understanding of typical patterns of energy usage as well as 
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abnormal energy usage. This analysis also showed that the proposed strategy worked 
better with heating energy usage data analysis than electricity usage data analysis 
because electricity was consumed by different equipment and varied considerably in 
daily operations. It should also be noted that during some weekends, electricity usage 
was much lower than that of weekdays but with a similar trend, so it was classified in 
the same group. This means the magnitude of energy usage can also be considered as 
a factor in future improvement of the proposed strategy. 
A comparison of the proposed strategy with the SAX based strategy showed that the 
proposed SDL based strategy performed better. The proposed strategy also has the 
potential to evaluate the operational performance of building HVAC systems.  
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Chapter 6 Identifying typical daily load profiles of multiple 
buildings through variation focuesed clustering 
Identifying typical building daily energy usage profiles is essential to understand 
building energy usage behaviour and support the development of cost-effective 
demand-side management strategies for achieving building energy efficiency. This 
chapter presents a correlation based cluster analysis strategy to identify typical daily 
heating energy usage profiles of a number of higher education buildings and classify 
the buildings based on the identified typical load profiles . Different from the 
existing studies which were primarily developed using Euclidean Distance (ED) as 
the dissimilarity measure in cluster analysis and tended to group the daily load 
profiles with similar magnitudes, Partitioning Around Medoid (PAM) clustering 
method with Pearson Correlation Coefficient (PCC) based dissimilarity measure was 
adopted in this study to classify the building daily load profiles on the basis of the 
variation similarity. The identified typical daily load profiles are used to group the 
buildings with similar energy usage behaviour based on hierarchical clustering. In 
comparison with the strategy proposed for the individual buildings energy usage 
analysis, this strategy is more suitable for multiple buildings performance assessment 
as it works better with large volume data from multiple buildings and is also more 
computational efficiency.  
This chapter is organised as follows. Section 6.1 outlines the proposed variation 
focused cluster analysis strategy with the background information of the techniques 
adopted. Section 6.2 presents the introduction of the data used for performance 
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analysis and the performance evaluation of the proposed strategy. Interpretation of 
the information discovered from the identified typical daily load profiles is provided 
in section 6.3. Section 6.4 provides a comparison of the typical daily load profiles 
identified using the ED based cluster strategy and PCC based cluster strategy. The 
key findings from this chapter along with the potential applications of the proposed 
strategy are summarised in Section 6.5. 
 Outline of the variation focused cluster analysis strategy 
The outline of the proposed variation focused cluster analysis strategy is illustrated in 
Figure 6.1, which was developed following the general framework proposed in 
Chapter 5. The identical steps are highlighted in blue.  
Building energy 
usage data 
collection
Outlier 
removal
Data 
segmentation
Clustering of daily 
load profiles
Building classification 
based on the typical daily 
load profiles
Visualisation and 
interpretation of 
the typical load 
profiles
Visualisation and 
interpretation of 
the identified 
building groups
Removal of load profiles 
in weekends and with 
small variations
Calculation of the 
dissimilarity measure 
Removal of extreme 
load profiles
Identification of 
typical daily load 
profiles
Data Collection Data Pre-processing Data Mining Result Evaluation and 
Interpretation
Data 
standardisation
 
Figure 6.1 Outline of the variation focused cluster analysis strategy.  
 
The collection of hourly energy usage data of individual buildings is the first step 
and the necessary data can be generally collected from building automation systems 
(BASs). There are four tasks in the data pre-processing step, including outlier 
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removal, data standardisation, data segmentation and the removal of the weekend 
data and the data segments with small variations. The outlier removal uses the same 
generalised Extreme Studentized Deviate (ESD) test method as that used in Chapter 
5. As the magnitude of the energy usage varied from building to building, to avoid 
the influence of identifying typical daily energy usage profiles, the processed data of 
each building are standardised to zero mean and one standard deviation. Data 
segmentation is then performed to transform the data into 24 hours segments in order 
to form daily load profiles. As the primary focus of this strategy is to identify 
distinctive variations and carry out buildings classification based on the identified 
distinctive variations, the segments during the weekends and the segments with small 
variations were discarded. The definition of the segments with small variations was 
the same as that defined in Chapter 5.  
In the data mining step (see Figure 6.1), Pearson Correlation Coefficient (PCC) is 
first calculated to measure the dissimilarities among different daily load profiles. The 
partitioning around medoids (PAM) clustering algorithm is then applied to cluster the 
daily load profiles with similar variations based on the PCC based dissimilarity 
measure calculated. A boxplot was used to remove the daily load profiles with the 
large aggregated dissimilarities (i.e. the sum of the dissimilarities to all other daily 
load profiles in the same cluster) in each cluster, in order to reduce the influence of 
the extreme daily load profiles on the identification of typical daily load profiles. The 
daily load profiles with the aggregated dissimilarity measure beyond Q3+1.5IQR, 
where Q3 is the third quartile and IQR is an inter-quartile range between Q1 and Q3, 
were discarded. The typical daily load profiles were then determined by averaging 
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the remaining daily load profiles in each cluster. Lastly, a hierarchical clustering was 
used to group the buildings with similar load characteristics.  
In the last step, the identified typical daily load profiles and building groups were 
visualised, evaluated and interpreted. 
6.1.1 Pearson correlation coefficient (PCC) based dissimilarity measure 
Cluster analysis groups the data by minimising the intra-cluster dissimilarity while 
maximising the inter-clusters based on a certain type of the dissimilarity measures 
(Blockeel et al. 1998). In the proposed strategy, the distance between the two daily 
load profiles (dPCC) determined by Eq. (6.1) was used to measure the dissimilarity 
between the two daily load profiles, in which the PCC is defined in Eq. (6.2). 
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where d means the distance, cov stands for the covariance, X and Y represent the 
vectors, and x and y stands for the values of the individual dimension.  
A comparison between the use of the PCC based and ED based dissimilarity 
measures is illustrated in Figure 6.2, where ED was calculated using Eq. (6.3). The 
data used in Figure 6.2 was given only for illustration purpose.  
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It can be seen that the ED of Profiles 1 and 2 (d12) and ED of Profiles 1 and 3 (d13) 
were 38.91 kWh and 8.178 kWh, respectively. Compared to Profile 2, Profile 3 was 
closer to Profile 1 in terms of the ED dissimilarity measure. However, the variation 
of Profile 2 was more similar to that of Profile 1, as shown in Fig. 2(a). The PCC of 
Profiles 1 and 2 (PCC12) and PCC of Profiles 1 and 3 (PCC13) were 0.978 and 0.173, 
respectively. A higher PCC indicated a higher similarity between the two profiles in 
terms of the daily load variation. Therefore, PCC based dissimilarity measure can 
better identify the daily load profiles with similar variations.  
 
Figure 6.2 Comparison between the PCC and ED based dissimilarity measures (a) 
ED; (b)&(c) PCC. 
 
6.1.2 Partitioning around medoids clustering algorithm 
Partitioning Around Medoids (PAM) clustering algorithm (Kaufman and Rousseeuw 
1987) was used to cluster daily load profiles using the PCC based dissimilarity 
measure. In PAM, a medoid is a data point in a particular cluster which has a 
minimised aggregated distance to all other data points in that cluster. The objective 
of PAM clustering algorithm is to find a subset {o1,o2,…,ok}{q1,q2,…,qn} which 
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minimises the objective function as shown in Eq. (6.4) (Kaufman and Rousseeuw 
1987, Struyf et al. 1997).  
 
1,...,
1
( , )
n
i m
m k
i
min d q o


   (6.4) 
where n is the number of the data points, k is the number of the clusters, q is the data 
point, and o is the data point identified as a medoid. 
PAM consists of two major steps, i.e. build and swap. The first step is to build initial 
medoids by selecting the first medoid as the data point with the minimum sum of the 
distance to all other points and selecting the subsequent medoids by finding the 
points which minimise Eq. (6.4). The second step repeatedly swap i{o1,o2,…,ok} 
with j{q1,q2,…,qn} if the swap decreases the objective significantly until reaching 
the convergence (Kaufman and Rousseeuw 1987, Struyf et al. 1997).  
PAM requires users to provide the number of clusters k as an input parameter. In the 
proposed strategy, Dunn Index was used to validate the clustering result and 
determine the optimal value of k. The Dunn Index is expressed as the ratio of the 
smallest inter-cluster distance to the largest intra-cluster distance and is defined in 
Eq. (6.5) (Brock et al. 2008). 
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where Ck and Cl are the clusters belong to the set of the identified clusters  . A 
higher Dunn Index means a better clustering result. The optimal number of clusters k 
was determined based on the highest Dunn Index within the defined range of the 
number of clusters. 
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6.1.3 Buildings classification with hierarchical clustering 
The same agglomerative hierarchical clustering as that used in Chapter 5 with the 
heatmap visualisation technique was used to group buildings that share the similar 
daily load characteristics. Complete-linkage was also used to measure the distance 
between the clusters. 
  Performance evaluation of the proposed strategy 
In this study, the proposed strategy was implemented in R (R Development Core 
Team 2008) while PAM algorithm was implemented using the R package cluster 
(Maechler et al. 2015). The majority of the figures presented in this study were 
generated using R package ggplot2 (Wickham 2009). 
6.2.1 Description of the case study buildings 
The performance of the proposed strategy was evaluated based on the district heating 
energy usage data collected from 19 higher education buildings, with a total floor 
area of approximately 200,000 m2, at Norwegian University of Science and 
Technology (NTNU) in Trondheim, Norway. The hourly building heating energy 
data was collected through a web based Energy Monitoring System (EMS) as 
mentioned in Chapter 5. Figure 6.3 shows the NTNU campus used for the study and 
the district heating network. 
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Figure 6.3 Illustration of the NTNU campus and the district heating network. 
 
Most of these 19 buildings were built before the year 2000 and the buildings built 
between 1960 and 1970 accounted for a large part, as shown in Figure 6.4. The 
energy certificate of the buildings indicated that the U-values of the exterior walls of 
the majority buildings were in the range of 0.4-0.60 W/m2K, which failed to comply 
with the current energy efficiency regulations. However, the correlation between the 
construction year and the U-values of the exterior walls as demonstrates in Figure 6.5 
shows linear correlation. The figure also demonstrated that the buildings constructed 
at around 2000 have low U-value around 0.2 W/m2K, which is an adequate insulation 
level. Table 6.1 summarises the major information of the 19 buildings studied. It 
should be noticed that the information of the exterior wall U-value could not be 
found for four buildings (building #9, #10, #11, #16). More information on these 
buildings can be found in Guan et al. (2016).  
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Figure 6.4 The distribution of the construction year of the buildings in the study. 
 
Figure 6.5 The correlation between the buildings’ exterior wall U-value and the 
construction year. 
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Table 6.1 Major information of the case study buildings 
Building 
NO. 
Construction 
year 
Main 
functions#  
Floor 
area 
(m2) 
Building 
NO. 
Construction 
year 
Main 
function 
Floor 
area 
(m2) 
01 1962 O/E/L 15,026 11 1968 O/L 12,861 
02 1965 O/L 3,030 12 1910 O 3,375 
03 1951 O/L 2,215 13 1981 O/E/L 3,955 
04 1960 O/E/L 7,598 14 1966 S 4,046 
05 1966 O/E/L 11,400 15 1975 O/E/L 18,175 
06 1958 O/E/L 12,600 16 1951 O/E/L 5,053 
07 1965 O/E/L 9,168 17 1996 O/E/L 2,476 
08 1924 O/E/L 4,116 18 2002 E/L 4,312 
09 1960 O/L 5,028 19 2000 O/E/L 52,773 
10 1961 O/L 17,936         
# O: office; E: educational room; L: laboratory; S: sports complex.  
Heating account for major energy consumption in Trondheim during winter due to 
the low outdoor temperature. Figure 6.6 illustrates the outdoor temperature variation 
in 2011. It can be seen that the lowest temperature could reach about -20oC in 
February.  
 
Figure 6.6 Outdoor temperature variation in 2011. 
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The heating demand of these higher education buildings was supplied through a 
district heating network and each individual building was equipped with a dedicated 
heating energy usage meter. The three-year hourly heating energy data collected 
from 2011-2013 were used in this study for performance evaluation of the proposed 
strategy. Figure 6.7 provides an overview of the averaged building annual specific 
heating energy usage. The graph also demonstrates that the specific heating energy 
usage has no direct connection with the building functions nor the building area.  
 
Figure 6.7 Overview of the averaged building annual specific heating energy usage.  
 
6.2.2 Data pre-processing 
The generalised ESD test method was first used to detect and remove outliers. Figure 
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large variation in the heating demand annually. The highest heating demand 
generally occurred in January and February. It should be noted that there was a small 
heating demand from May to August but this amount of heating demand was 
significantly lower than that during the main heating period and was therefore not 
considered in this study.  
 
Figure 6.8 Illustration of the building heating energy usage and outliers identified - 
building 03. 
 
The data was then standardised to zero mean and one standard deviation and 
transformed to daily segments. After removing the daily load profiles with small 
variations and daily load profiles in the weekends, a total of 9,062 daily heating 
energy usage profiles were generated after the completion of the data pre-processing 
step. 
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6.2.3 Identification of typical daily heating energy usage profiles 
The number of clusters selected will directly influence the identification of the 
typical daily load profiles. A too small cluster number might result in meaningless 
typical daily load profiles while a large cluster number requires a large 
computational cost and increases the difficulties in the results evaluation and 
interpretation. In this study, the optimal cluster number k (i.e. the number of the 
typical daily load profiles) was selected between 5 and 15. Figure 6.9 presents Dunn 
Index calculated when using different numbers of the clusters. It is shown that the 
highest Dunn Index resulted when the cluster number was 11, which was therefore 
determined as the optimal cluster number in this study.  
 
Figure 6.9 Dunn Index calculated for different numbers of the clusters. 
 
The boxplot of the aggregated dissimilarity measure of the identified clusters is 
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was no cluster formed with few daily load profiles. It can also be seen that all 
clusters contained the extreme daily load profiles (i.e. black dots) with the 
aggregated dissimilarity beyond the threshold (i.e. Q3+1.5IQR) and these extreme 
daily load profiles were removed in subsequent analysis. A total of 8,521 daily load 
profiles remained after removing the identified outlier (i.e. daily load profiles) from 
the dataset. The removal of this small fraction of the extreme daily load profiles 
could enhance the visualisation of the identified typical daily load profiles without 
significant loss of the information. 
 
Figure 6.10 Boxplot of the aggregated dissimilarities of the identified clusters. 
 
Figure 6.11 shows the identified typical daily load profiles by averaging all daily 
load profiles in each cluster after the removal of the extreme daily load profiles. The 
red curves in the figure showed the typical daily load profiles identified while the 
gray curves were all corresponding daily load profiles in this cluster. It can be found 
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and non-working hours in some typical daily load profiles such as the load profiles 2 
and 8 while that in some profiles (e.g. the load profiles 1 and 5) were not very clear. 
There was no obvious boundary in the load profile 10. Moreover, the nighttime from 
22:00 to 03:00 of next day was the lowest heating energy usage period for the 
majority of the typical daily load profiles identified except the typical load profiles 6, 
7 and 10 with a noticeable high heating demand during the nighttime which is 
worthwhile for further investigation.  
 
Figure 6.11 Typical daily heating load profiles (red) with all corresponding daily 
load profiles (gray) identified using the proposed strategy. 
 
Figure 6.12 shows the weekday distribution of the building daily load profiles in the 
identified clusters, in which y-axis represents the percentage of the number of days 
belongs to each weekday to the total number of days in each cluster. It was shown 
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that the daily load profiles in Tuesday, Wednesday, Thursday and Friday in each 
cluster were almost evenly distributed. In some clusters, such as the clusters 4 and 
11, the number of days on Monday was obviously different from that on the other 
weekdays and the reason behind this should be further investigated. Therefore, this 
weekday load profile distribution can assist in determining whether a specific load 
profile existed only in some specific days of a week. 
 
Figure 6.12 Weekday load profile distribution in different clusters identified. 
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either similar to the typical load profiles mentioned above or did not contain 
interesting characteristics and were therefore not further investigated in this study. 
Table 6.2 Key characteristics of the identified typical daily heating energy usage 
profiles 
Typical 
load 
profile 
No. 
Est. high 
heating 
demand 
period 
Weekday load 
profile evenly 
distributed 
Main characteristics 
1 07:00-
15:00 
Yes There was a high heating demand from 07:00 to 
10:00. The heating demand was then gradually 
decreased till to 16.00 and then kept relatively 
stable. 
2 07:00-
17:00 
No The high heating demand occurred during the 
office hours. A clear heating demand spike can 
be observed at 07:00.  
3 07:00-
18:00 
No There was a clear heating demand spike at 07:00 
and the heating demand was then gradually 
decreased till to 18:00. 
4 04:00-
17:00 
No A high heating demand started at around 04:00 
and then kept relatively stable till to 17:00. 
5 07:00-
18:00 
Yes The daily heating demand variations were 
similar to that of the typical load profile 1. 
6 09:00-
24:00 
Yes There was a small spike at 06:00. A high 
heating demand started at 09:00 and lasted till to 
the midnight. 
7 09:00-
23:00 
Yes Similar to the load profile 6 but the heating 
demand during the high heating demand period 
was more stable.  
8 06:00-
18:00 
No Similar to the load profile 2. However, there 
was a clear sink at 19:00. 
9 05:00-
20:00 
No Similar to the load profiles 2 and 8 but there was 
a clear spike at 05:00 and a clear sink at 21:00. 
10 Not clear Yes The heating demand during 24 hours was 
relatively stable. However, the demand in the 
early morning was slightly higher than the rest 
of the day. 
11 07:00-
16:00 
No Similar to the load profiles 2, 8 and 9. There 
was a clear heating demand spike at 07:00 and a 
clear sink at 17:00. 
 
6.2.4 Buildings classification based on the identified typical daily load profiles 
In this section, 19 case study buildings were grouped according to the typical daily 
heating load profiles identified. In order to eliminate the influence from the 
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insignificant profiles, the first two most dominant profiles of each building (see 
Table 6.3) were selected as the features for building classification. From Table 6.3, it 
can be seen that for some buildings such as buildings 02, 14 and 17, the most 
dominant profile accounted for a large proportion of the total number of days 
remained for the typical daily load profile identification. For instance, 436 days out 
of 490 of building 02 were in the most dominant profile, demonstrating that the daily 
load variation of this building was consistent. In contrast, the number of days in the 
dominant profiles of some buildings such as building 10 and 15 were relatively 
small, which indicated that these buildings did not have a consistent daily load 
profile during the time period investigated (2011-2013).  
Table 6.3 Summary of the first two most dominant profiles of individual buildings 
Bld
No. 
Total 
number 
of days 
The most dominant profile The 2nd most dominant profile 
Typical 
daily load 
profile No. 
Total 
days 
Percentage 
(%) 
Typical daily 
load profile 
No. 
Total 
days 
Percentage 
(%) 
1 457 5 240 53 3 79 17 
2 490 4 436 89 3 17 3 
3 486 11 252 52 8 57 12 
4 458 11 207 45 4 58 13 
5 436 5 271 62 7 36 8 
6 437 3 246 56 1 93 21 
7 471 8 300 64 11 65 14 
8 471 9 285 61 7 87 18 
9 448 10 124 28 3 118 26 
10 439 7 107 24 5 103 23 
11 471 5 175 37 7 81 17 
12 371 5 172 46 10 83 22 
13 449 3 148 33 2 127 28 
14 495 6 440 89 7 35 7 
15 382 1 94 25 3 73 19 
16 486 2 316 65 4 67 14 
17 480 7 386 80 5 40 8 
18 367 7 152 41 6 115 31 
19 427 1 116 27 5 112 26 
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The percentages of the first two dominant profiles were then used to group the 
buildings that share the same daily energy usage characteristics based on the 
hierarchical clustering. Figure 6.13 presents the dendrogram of building 
classification results, in which the buildings in the same cluster were marked with the 
same color. In this study, the threshold (i.e. dashed line in the figure) was visually 
selected due to the small number of the data points (i.e. buildings) used. It can be 
seen that some clusters were formed with a single building while some clusters were 
formed with several buildings. For instance, building 02 was identified as an 
individual cluster and buildings 01, 05, 10, 11 and 12 were grouped into one single 
cluster.   
 
Figure 6.13 Dendrogram of building classification results. 
 
In order to better visualise and confirm the clustering results, the number of days 
belongs to a typical daily load profile of different buildings were plotted as a 
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was determined using Eq. (6.6) and the same order of the building number as 
illustrated in Figure 6.13 was used. It was visually shown that the majority of the 
buildings had one significant dominant profile. 
 
,
d
d max
N
RP
N
   (6.6) 
where Nd stands for the number of days belongs to a typical daily load profile of an 
individual building and Nd,max stands for the maximum number of days belong to a 
typical daily load profile of the same building.  
 
Figure 6.14 Heatmap of the typical daily load profiles in different buildings - PCC 
based clustering. 
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clustering results and used to represent the typical daily load profiles of 4, 6, 7, 9 and 
11 presented in Figure 6.11, respectively.   
6.3.1 Building 02 – Typical daily load profile 4  
Building 02 is an office and laboratory building which was built in 1965. A recent 
survey indicated that this building was poorly insulated with a U-value of 0.91 
W/m2K for the exterior wall insulation and a U-value of 0.59 W/m2K for the roof 
insulation. Different from many other buildings using hot water radiators for space 
heating, the heating of this building was supplied through ventilation without using 
heat recovery. However, the heat recovery has been mandatorily required for decades 
in Norway in ventilation.  
Figure 6.15 (a) shows the heating energy usage of building 02 in the two consecutive 
days. It was clearly shown that the high heating demand started at 04:00 in the 
morning, which was consistent with the typical daily load profile 4. However, it was 
much earlier than the normal building occupied hours. The feedback from the 
building operator indicated that the occupants in this building continuously 
complained about the thermal comfort during the morning time. The heating period 
was therefore extended in order to satisfy the occupant thermal comfort and to 
provide freezing protection (Natasa and Martin 2011). 
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Figure 6.15 Illustrations of the heating energy usage of the buildings in two 
consecutive days. 
 
6.3.2 Building 14 – Typical daily load profile 6 
Building 14 is a sports center, which was usually operated till midnight. The heating 
demand of this building in two consecutive days is illustrated in Figure 6.15(b). The 
major characteristics of the two-day heating demand matched well with that of the 
typical daily load profile 6. The highest heating demand generally occurred around 
19:00. This high heating demand was probably related to the hot water usage for the 
shower requirement. The water usage data of this building in the same two days is 
presented in Figure 6.16. It was clearly shown that there was a high peak of the water 
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usage at around 19:00, which was in line with the heating energy usage profiles. It 
was also found that the water usage of this building dropped to zero at 01:00 which 
also matched with the heating demand variation.    
 
Figure 6.16 Water usage of building 14. 
 
6.3.3  Building 17 – Typical daily load profile 7 
Building 17 is a multi-functional building with offices, educational rooms and 
laboratories, which was constructed around the year 1996. As shown in Figure 
6.15(c), the two-day heating load profile of this building was similar to that of the 
typical daily load profile 7 identified. The high heating demand period lasted till to 
23:00. The feedback from the building operator indicated that the building occupants 
required the building to be heated till to 23:00 for special activity requirements. 
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6.3.4 Building 08 – Typical daily load profile 9 
Building 08 is an old building constructed in 1924 and is also a multi-functional 
building with offices, educational rooms, and laboratories. A clear spike and a clear 
sink can be observed in Figure 6.15(d) at 05:00 and 21:00 respectively, which were 
consistent with the information presented in the typical daily load profile 9. The 
heating demand spike and sink were found to be mainly caused by the sudden change 
of the supply water temperature. The recorded data showed that the hot water was 
supplied at about 70oC during the daytime and 40oC during the nighttime. The 
sudden rise of the supply water temperature in the early morning resulted in the 
heating demand spike of the building while the sudden drop of the supply water 
temperature in the nighttime led to the occurrence of the sink in the heating load 
profile. This relationship between the heating energy usage and the variation in the 
supply water temperature was also observed in a previous study (Djuric et al. 2008). 
The building operator was also approached for the reason why the high heating 
demand started at around 05:00. However, no information on this was recorded. This 
is probably also due to the poor insulation of the building (i.e. U-value of 1.0 W/m2K 
for the exterior wall insulation and U-value of 0.7 W/m2K for the roof insulation), 
which might result in a longer pre-heating period before the building was occupied. 
6.3.5 Building 03 – Typical daily load profile 11 
Building 03 is a mix of offices and laboratories, which was constructed in 1951. The 
typical daily load profile 11 was very similar to the typical daily load profile 9. 
However, in the typical daily load profile 11 identified, there were very few days 
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from Monday. Figure 6.15(e) illustrates the heating demand of building 03 in two 
days of Monday and Tuesday. It was clearly shown that there was a heating demand 
spike at 07:00 and a sink at 17:00 in the daily heating load profile on Tuesday, which 
matched well with the typical daily load profile 11. However, on Monday, the 
heating demand spike occurred at 06:00. This is mainly due to the fact that, during 
the weekend, the heating system was either not running or running with a lower 
supply water temperature, resulting in a lower indoor temperature than during the 
weekdays. In order to achieve a desirable thermal comfort on Monday morning, the 
building was therefore pre-heated earlier than that during the weekdays. 
 Comparison between the use of ED based and PCC based clustering 
In this section, the results of using the ED based and PCC based clustering were 
compared and presented. The same data pre-processing used for the PCC based 
clustering was performed for the ED based clustering while the commonly used k-
means and ED based dissimilarity measure were used to replace PAM and PCC 
based dissimilarity measure. The optimal number of clusters for the ED based 
clustering determined was 10, as shown in Figure 6.17, which was also determined 
based on Dunn Index. 
Based on the optimal number of clusters determined, the typical daily heating load 
profiles can then be identified after removal of the extreme daily load profiles based 
on the boxplot analysis. Figure 6.18 presents the clustering results and the identified 
typical daily heating load profiles using the ED based clustering. It can be seen that 
the profiles identified using the K-means clustering with ED based dissimilarity 
measure can still provide some useful information in the identified typical daily 
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heating load profiles. For instance, a morning spike was observed and the building 
was heated till to midnight in the typical daily load profile 7, which was very similar 
to the typical daily load profile 6 identified using the proposed strategy.  
 
Figure 6.17 Dunn Index calculated for different numbers of the clusters - ED based 
clustering. 
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Figure 6.18 Typical daily heating load profiles (red) with all corresponding daily 
load profiles (gray) identified using the k-means clustering with ED based 
dissimilarity measure. 
 
However, some profiles identified such as the typical daily load profiles 3 and 9 were 
too flat and cannot provide useful information for further analysis. Some important 
information, e.g. 05:00 heating demand spike (corresponding to the load profile 9 in 
Figure 6.11), 04:00 high heating demand start time (corresponding to the load profile 
4 Figure 6.11), 17:00 heating demand sink (corresponding to load profile 11 in 
Figure 6.11), identified by the proposed strategy cannot be identified using the K-
means clustering with ED based dissimilarity measure. In addition, some profiles 
such as the load profiles 2 & 7, and the load profiles 6 & 8 presented in Figure 6.18 
showed very similar trends but with different magnitudes. This further demonstrated 
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that the ED based dissimilarity measure tends to identify daily load profiles that were 
similar in terms of the intensity. 
The heatmap in Figure 6.19 illustrated the number of days belongs to a typical daily 
load profile of different buildings when using the ED based clustering. The order of 
the buildings in the map was also determined based on the hierarchical clustering. 
Compared to the results presented in Figure 6.14, it was clearly shown that the 
building heating energy usage cannot be characterised by the most dominant load 
profiles as there was no clear difference between the number of days belong to the 
most dominant typical daily load profile and that belongs to the other typical daily 
load profiles. It was also demonstrated that it is difficult to use the ED based 
clustering identified typical daily load profiles for building classification. 
 
Figure 6.19 Heatmap of the typical daily load profiles in different buildings - ED 
based clustering. 
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 Summary 
Understanding multiple buildings energy performance requires advanced data 
analytics. This paper presented a variation focused partitioning around medoids 
(PAM) cluster analysis strategy to identify typical daily load profiles of higher 
education buildings, in which Pearson correlation coefficient was used to determine 
the dissimilarity measure to group the daily load profiles on the basis of the variation 
similarity instead of the magnitude similarity.  A buildings classification strategy was 
also developed based on the typical load profiles identified. 
The performance of the proposed strategy was evaluated using the heating energy 
usage data of 19 higher education buildings in Norway collected from 2011 to 2013. 
The results showed that the proposed strategy can identify and discover the 
information related to building daily heating energy usage characteristics, including 
daily high heating demand start time and end time, the spikes, sinks and variations of 
daily heating energy usage. The results obtained also confirmed the effectiveness of 
the proposed strategy in identifying the typical daily heating energy usage profile in 
terms of the variation similarity.  
The identified daily heating energy usage characteristics can be used to assist in the 
development of advanced building control, fault detection & diagnosis strategies, and 
cost-effective demand side management techniques. The information discovered is 
also useful to support the retrofitting of higher education buildings. It is worthwhile 
to mention that as Euclidean distance based clustering can be used to identify the 
magnitude related information from energy usage data, it can be combined with the 
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proposed variation focused strategies to better extract useful information from energy 
usage data. 
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Chapter 7 Conclusions and recommendations 
Valuable information related to building operations can be discovered and extracted 
from the massive amount of data collected by Building Automation Systems (BASs), 
but without advanced data analytics, the information beneath this data is difficult to 
extract and then use to improve building performance. Data mining is a proven 
approach for extracting information from large datasets and is therefore receiving 
great attention for assessing and improving building performance. This thesis 
presented the development of predictive and descriptive data mining based strategies 
to detect and diagnose faults of building air handling units and evaluate the energy 
usage behaviours and characteristics of individual and multiple buildings. These 
strategies were evaluated using the data collected from computer simulations, the 
American Society of Heating, Refrigerating and Air-Conditioning Engineers 
(ASHRAE) RP-1312, and a number of higher education buildings. The major 
findings from this study are summarised in the following section. 
 Summary of the main foundings 
7.1.1  Fault detection of sensor faults in air handling units using cluster analysis 
A cluster analysis based sensor fault detection strategy for air handling units (AHUs) 
was developed based on the assumption that faulty data will be spatially and 
temporally separated from normal data. This spatial separation between faulty data 
and normal data was detected using Ordering Points to Identify the Clustering 
Structure (OPTICS) cluster analysis coupled with Principal Component Analysis 
(PCA), while the temporal separation was checked using a boxplot. This strategy was 
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then validated by the simulation data of an AHU implemented in a higher education 
office building. The main findings are as follows:  
• This strategy can identify a single AHU sensor fault with insignificant 
severity, such as -0.5K bias in the supply air and chilled water temperature 
sensors. It can also accurately identify the time when these faults occurred;  
• This strategy can detect multi-sensor faults in AHUs, but it is not sensitive 
enough to detect multiple faults with insignificant severities; 
• This strategy was not sensitive to the selection of the user-defined input 
parameters (i.e. Eps and MinPts) required  in OPTICS, and; 
• The user interface developed streamlined the selection of the input 
parameters of cluster analysis and the determination of fault detection 
thresholds. The interface can also be used to check the results of fault 
detection.  
7.1.2 The decision tree based data-driven diagnostic strategy for AHUs 
Considering that many existing data-driven fault diagnostic strategies for building 
AHUs were developed using black box models, and that these strategies were 
generally difficult to evaluate through an engineering approach, a data-driven 
diagnostic strategy for AHUs was therefore developed using a CART (Classification 
and Regression Tree) based decision tree which can be interpreted and understood 
using domain knowledge. The main findings from the evaluation of this strategy 
using the data from ASHRAE RP-1312 are as follows: 
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• The diagnostic accuracy of this proposed strategy was in line with the 
strategies developed based on Support Vector Machine (SVM) and Random 
Forest; 
• The decision tree prune method using the cost-complexity measure 
significantly reduced the complexity of the diagnostic model and improved 
the interpretability of the decision tree. However, its diagnostic accuracy 
decreased slightly in terms of the averaged F-measure;  
• The residual feature introduced also helped to reduce the complexity of this 
diagnostic model. This residual was formed using a regression model based 
on domain knowledge, which showed that combining data mining methods 
with domain knowledge is a possible solution to simplify the development of 
data-driven fault diagnostic strategies for building HVAC systems, and; 
• An interpretation of this diagnostic model revealed that the training data used 
for faults such as a stuck cooling coil valve were inappropriate, and the rules 
generated for diagnosing the exhaust dumper stuck fault were unreliable. This 
proved that interpretability of the diagnostic model is essential to ensure that 
the developed model is reliable.    
7.1.3 Development of a symbolic transformation based strategy for individual 
building performance assessment 
Since each building is unique, a detailed analysis of the energy usage data of 
individual buildings is essential to understand the energy usage behaviour and 
identify potential operating issues and energy saving opportunities. A symbolic 
transformation based time-series analysis strategy with visualisation techniques was 
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developed. The findings from the evaluation of this strategy based on three year 
hourly heating energy and electricity usage data from a campus building are as 
follows: 
• The combination of a symbolic transformation of time series data, 
hierarchical clustering, and a heatmap based visualisation technique provided 
an intuitive way to determine the typical daily load profiles; 
• The typical daily heating load profiles had more distinctive patterns than the 
typical daily electricity load profiles as electricity was consumed by different 
facilities and varied greatly in day to day operations; 
• The uniform and disordered distribution of the typical load profiles identified 
via a calendar view can help to understand the typical and abnormal energy 
usage patterns, and;  
• A comparison between the proposed strategy with a commonly used 
Symbolic Aggregate approXimation (SAX) based strategy showed that the 
proposed strategy could better identify the distinctive energy usage patterns.  
7.1.4 Development of a variation focused cluster analysis strategy for performance 
evaluation of multiple buildings  
Understanding the energy performance of multiple buildings at the precinct level is 
also a topic of interest in order to develop cost effective demand side management 
strategies and energy efficient retrofit packages. Since different buildings may have 
different energy usage patterns, classifying buildings with similar patterns is 
therefore essential to simplify the multiple buildings performance assessment. 
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Considering that the performance assessment strategy developed for individual 
buildings generally requires a relatively high computational cost, and the 
visualisation techniques may not be suitable for evaluating multiple buildings, a 
variation focused clustering strategy was developed to identify typical daily load 
profiles to extract the information related to building operations and also group the 
buildings that share similar energy usage patterns based on the typical daily load 
profiles identified. This strategy was developed based on the Partitioning Around 
Medoids (PAM) clustering algorithm and Pearson Correlation Coefficient (PCC) 
based dissimilarity measure. Building classification was achieved using a 
hierarchical clustering approach. The three year hourly district heating energy usage 
data collected from 19 higher education buildings were used to evaluate this strategy. 
The main findings are summarised below: 
• Eleven typical heating load profiles were identified based on the Dunn Index, 
most of which had distinctive patterns of variation;  
• Ten building groups were identified through hierarchical clustering based on 
the typical daily load profiles identified; 
• The interpretation revealed the root causes of the most distinctive patterns of 
variation patterns. Some patterns such as the morning spikes and night sinks 
which occurred due to change in the supply heating water temperature were 
reasonable, but some patterns such as a high heating demand which occurred 
in a building from 04:00 were abnormal and therefore require further 
investigation by the facility managers of the building, and; 
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• The performance compariosn with the Euclidean distance based strategy 
demonstrated that the proposed strategy could better identify the typical daily 
load profiles in terms of the trend in variations.  
 Recommendations for future work 
The major effort of this thesis was on developing data mining based strategies for 
building performance assessment. It is desirable and valuable to make further effort 
on the following four aspects. 
• The decision tree based fault diagnosis strategy demonstrated that domain 
knowledge could assist and simplify the data mining process. How to 
effectively integrate the domain knowledge and data mining techniques 
should be a topic of interest for future research; 
• The effectiveness of the proposed strategies has been demonstrated in this 
thesis, but actual improvement in building performance after implementing 
the extracted information by using the proposed strategies was not evaluated, 
and further research in this area is therefore highly desired; 
• This thesis presented the strategies for assessing building performance at 
different levels, including HVAC systems, individual buildings, and multiple 
buildings but there were no systematic connections among the strategies 
developed for different levels of assessment. How to connect different levels 
of assessment into an integrated top-down or bottom-up strategy for building 
performance assessment should be considered in future studies, and; 
• The user interface developed through this thesis helped to select parameters 
and visualise the results. However, more comprehensive and user friendly 
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interfaces with direct BAS data access capability, data processing, strategy 
implementation and result visualisation functions are clearly needed and 
should be developed in future studies. 
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