À ñonstructive method of information signal mathematical models characterization on the white noise basis is developed. Linear random processes, linear random processes with periodic structures, linear autoregressive processes, linear autoregressive processes with periodic structures are represented as examples of the method application. 
Introduction.
Many information signals like vibrations, acoustic emission signals, control signals, etc., can be represented as a response of some linear system to the white noise action [1] [2] [3] [4] [5] [6] . Now we try to make the white noise models more exact and make more detailed mathematical descriptions, definitions, and practical applications of the white noise processes. The first detailed investigation of white noise processes was made by K. Ito in 1954 [1] . However, the beginning of the white noise theory can be traced back to the 1930's to the works of A. Kolmogorov [2] and A. Khinchin [3] , where the processes with independent increments closely related to white noise were considered.
White noise definition. In the most simple case, in technical applications, white noise can be defined as a generalized process with noncorrelated values { ( ), } V t t T Î such that [7] M t
where d t ( ) is a Dirac delta function. The stochastic process is generalized and stationary. The correlation function of the process is also a generalized one and is determined as
where k 2 0 > is an intensity of the white noise. In the case of the nonstationary white noise, the parameter k 2 will depend on time t. White noise allows a spectral decomposition where z ( ) w is a process with noncorrelated increments. The infinitesimal "elementary oscillations" e dz i t w w ( )have equal infinitesimal mean power and are mutually noncorrelated at any frequencies ( ) w because of noncorrelated increments of the process z ( ) w . The mean square of their infinitesimal amplitude has a mathematical expectation M dz | ( )| w 2 = = k w 2 d , w Î -¥ ¥ ( , ). The Gilbert stochastic process with representation (2) is called Loeve harmonizable process. However, the white noise cannot be considered as the Loeve harmonizable stochastic process, because it is not a Gilbert process: it does not have finite variance or finite mean power. Nevertheless, in a general sense, the white noise can be considered as a harmonizable one. Then, its generalized harmonizable correlation function can be derived from (2) and is determined as
Thus, the white noise with continuous time has constant spectral power density at infinite frequency bound and equals S ( ) w k = 2 , wÎ -¥ ¥ ( , ), i.e., the power of every infinitesimal harmonic component equals k w 2 d . The general power of all these harmonic components at any finite frequency bound is proportional to the value of the latter and equals infinity at the infinite frequency bound. Therefore the white noise with continuous time is not physically possible. White noise processes with continuous time are closely related to those with independent increments, which even in the case of continuous time can be considered as non-generalized processes.
A process with independent increments is one whose random variables{ ( )} h t n have the property that, if t t n 1 < < ...
are mutually independent. The value of h( ) t 0 is a limit value of the process h(
It is this kind of processes with independent increments, which is generally considered in the theory of random processes [8] . For these processes t 0 is usually taken at a zero point, and h( ) 0 is considered to be of nonrandom value.
For the processes with continuous time the values of the white noise process in the strong sense and of the process with independent increments are connected by an equation
where
0 } is a white noise in the strong sense with continuous time. The increments h t ( )at the non-crossing intervals are independent. If there exists
, then the limit process V t is the white noise process in the strong sense with continuous time. However, in a general sense, such a derivative does not exist and the white noise with continuous time can be considered as a generalized process. In contrast to the white noise with continuous time, the processes with independent increments are physically possible. Homogeneous characteristic function of the process with independent increments {h( )
The 
A remarkable feature of the characteristic function (3) of the homogeneous processes with independent increments is that the corresponding distribution function belongs to the class of infinitely divisible ones, as described by Levy. A canonical representation of the characteristic function in the Levy form is
where m and d >0 are some constants, e =sign tL x ( ) is a Poisson jump spectrum in the Levy form. It is noteworthy that f u t f u t h ( , ) ( ; , ) º 0 . The above representation of the characteristic function can be regarded as the main result of the theory of the white noise with continuous time. Unfortunately, it has not yet found a wide application.
As was mentioned, the white noise with continuous time is a generalized stochastic process and it is not described by a distribution function, since such a function does not exist. White noise forms the basis of linear stochastic processes. The latter can be considered as a result of a linear filtration of white noise processes of different distributions. An account of the theory of linear stochastic processes was given in [7, 9] .
Linear random process. In our paper we discuss a problem of statistical simulation of such signals. The problem, in general wording, consists in obtaining a sequence of pseudo random values with the given probability characteristics. The proposed problem solving approach is based on the Linear Random Process Theory [4] and it can be considered to be a development of genera-ting process method [7] . At first we state some knowledge of the Theory, and classify the simulating processes. Then we define concretely the simulation problem statement and discuss a method of solving.
A linear random process (LRP) is a functional of the following form
with respect to t for all t is a non-stochastic real Hilbert function; h t ( ), h( ) 0 0 = , t Î -¥ ¥ ( , )is a Hilbert stochastically continuous random process with independent increments that is often called a generating process. While solving many problems including statistical simulation it is convenient to consider the LRP as a response of a linear filter with the impulse transient function j t ( , ) t to the action of the white noise ¢ h t ( ). It is understood that ¢ h t ( )is a generalized derivative of the corresponding process with independent increments.
It is known [4] that any stochastically continuous process with independent increments can be represented as a sum of two stochastically independent components which may be not present simultaneously: Gaussian and Poisson. We call the components as processes of the Gaussian and Poison types. The first type contains the homogeneous (Wiener) and non-homogeneous Gaussian processes with independent increments. Simple Poisson processes, renewal processes and their linear combinations, generalized Poisson processes with independent increments belong to the second type. Being generated by each of the mentioned processes LRP possess some typical properties. This fact is taken as a principle of the classification. For example, it can be shown that, if the generating process is of the Gaussian type, the corresponding LRP is a Gaussian stochastic process. The Poisson type of generating process leads to LRP describing impulse currents. We call such processes the impulse LRP.
The type of integral representation kernel j t ( , ) t also influences typically the probability properties of the resulting process. As has been mentioned above, the physical meaning of some forming filter's impulse transient function can be attached to the j t ( , ) t . For example, the exponential kernel corresponds to the case of a low pass filtration, and the exponential cosine kernel corresponds to the band pass filtration case. By analogy with the forming filter's type we often call the corresponding LRP the RC-and RLC-noises.
Using a characteristic function of a linear stochastic process, one can perform a full analysis of the output signals of linear systems: calculate moments and distribution functions, analyze connections between input and output characteristics of the linear circuit [7, 9] . White noise and corresponding linear stochastic processes can be generalized for the multivariate cases, i.e., the cases of stochastic white fields and linear stochastic fields.
Linear random process with periodic structures. We have to deal with non-stationary random processes in applications to many cases. Investigations of the periodic correlated random processes structure and statistical parameter estimations, at the correlation theory level have been developed by Ogura [8] . Random periodic processes were discussed for the first time by Slutskiy [10] . These processes can be defined in the following way. A real random process x( ) t , t Î ¥ ¥ ( , ) is called the real periodic random process, according to Slutskiy, if the fixed number T > 0 exists for the process x ( ) t , such that the finite dimension vectors ( ( ), ( ) + + + are stochastically equivalent, in a wide sense, for all whole numbers n > 0, where t t 1 2 , ,...is a set of separability of the process x ( ) t . The main purpose of this paper is to make the periodic non-stationary random process more exact in an infinitely divisible class by detailed mathematical investigation of the problems connected with the description, definition, and practical application of the process.
According to [11, 12] , for the processes with continuous time, the values of the white noise process in a strong sense { ( ), [{ ( ) } ]} V t V P 0 0 1 = = , V Î -¥ ¥ ( , ) and those of the process with independent increments {h( )
In our case, h( ) t is a non-homogeneous Hilbert process with independent increments. There exists a T > 0 for the process h( ) t , which is the basis for fulfillment of the following properties: 
where D t t 2 ( ), ( ) m are some variables, e =sign t and L x t ( , ) is the Poisson jump spectrum in the Levy form.
Non-stationary linear random processes can be defined by application of nonstationary random periodic processes as with independent increments [4, 12] x j t h t ( ) ( , ) ( )
where j t
is a real nonrandom periodic numerical function on t that has the property
} is called generating process. The properties (4) are carried out for h( ) t [11] . Generalization to the complex case proceeds in the traditional way. Logarithms of the characteristic function of the linear random process (5) in the Levy form are represented in [12, 13] . Random periodic processes can be widely used in many applications: the problem of detection of signals from noise, classification of information signals, and many others. Using the model one can generate pseudorandom series with the required probabilistic characteristics in infinitely divisible class of distributions.
Linear autoregressive process. The method may be used for construction of the discrete-time mathematical models of information signals. Let us consider some properties of linear processes of autoregression in greater detail. Autoregression linear processes may be set in the following way:
where { , , , } a a j p j j ¹ = 0 1 are the autoregression parameters; p is the autoregression order;{ , } z t t Z Î is the stationary random process with discrete time and independent values, which has the infinitely divisible distribution law P { } V 0 0 1 = = . This process is often referred to as the generating process. It is proposed that the process z t is stationary in the narrow sense and ergodic theorems are fulfilled [14] . It is also assumed that the solutions of the characteristic equation Y ( ) ... , on the complex plane lie within the unit disk [14] . Then, the difference equation (1) has the only stationary solution
where { ( ), } j t tÎZ is some numerical sequence, which is referred to as a pulse-transition function or the kernel of the random process x t . It is assumed that the following relationship is fulfilled
Consequently, the autoregression linear process x t of order p may be considered as the process of the sliding average infinite order. The kernel j t ( ) is related to the parameters of autoregression { , , } a j p j =1 [13] . Autoregression processes are widely practiced when constructing mathematical models of information signals of different types and during their analysis and synthesis. To classify such processes their energy characteristics are used very often, but in problems of classification of stochastic information signals in the case of non-Gaussian distribution, the information, which energy spectra (within the framework of the first two moments) possess is often not enough for reliable recognition and classification of such signals. Then it is expedient to use information on higher moments (integral characteristics) or statistical characteristics of distributing such signals.
Stationary autoregressive processes have found wide application in solving different radio engineering problems [13] [14] [15] . However, many processes in radiophysics, radiolocation, telemetry, hydroacoustics, meteorology, astronomy, biomedical systems and, consequently, the random functions describing such processes possess the characteristics repeating in time or space. Such processes can be used to describe, for example, signals at the mixer output, where a periodic oscillation and stationary noise are applied to the mixer inputs; the signals of parametric amplifiers with repetitive pumping, signals of nonlinear self-oscillatory systems, output signals of linear systems with cyclically varying parameters, and magnetic noises during the cyclic ferromagnetic magnetization switching. By the period of process variation is usually meant a time or space interval of complete repetition of variations of process characteristics, though the proper values (realizations) of such random process may not have the same properties. In this case for mathematical simulation it is expedient to apply the random processes with periodic structures.
Linear autoregressive process with periodic structures. The present paper also deals with the consideration of singularities and specific properties of linear autoregressive processes with periodic structures. Such processes are the generalization of linear stationary autoregressive processes [16] . The peculiarity of the given processes is the possibility of their use for the description of non-Gaussian periodic random signals.
Real random process { , } x t Z Î defined over the set of integers Z = = -{. .., , , 
, is the order of autoregression, V t is the random process with discrete time and independent values having an infinitely divisible distribution law.
It was shown in [16] that the Hilbert autoregressive process with cyclically time varying autoregression parameters having the same period T > 0 generated by a random process with independent values and completely divisible distribution law represents a linear random process with discrete time and periodic kernel (in terms of t).
Let us consider a linear autoregressive process having the periodic structure of the generating process. Such process satisfies the following difference equation:
are the autoregression parameters, p is the order of autoregression, V t is the generating process having the properties presented below.
Let us assume that h =V V t t t --1 , t Z Î is the first difference of generating process V t . Let us also assume the existence of such T > 0 that for all t and t the following relationships are fulfilled:
where k t 1 ( )and k t 2 ( )are the first cumulant functions of the process h t ; L x ( , ) t is the Poisson spectrum of jumps in the Levi formula for the process V t . It was shown in [14] that the linear autoregressive process with periodic generating process is a periodic random process in a strict sense.
Conclusion.
The above considered models of random processes can be applied for the simulation of information signals of expert systems different types, various cyclically changing radiophysical processes, random signals in biomedical investigations, etc., t Z Î . The autoregressive processes with cyclically time-varying autoregression parameters having the same period and a periodic generating process can be also referred to periodic random processes in strict sense. The method could be applied to develop other types of mathematical models such as considered in the papers [17] [18] . 
