In the past few decades, probabilistic interpretations of brain functions have become 1 widespread in cognitive science and neuroscience. In particular, the free energy principle and 2 active inference are increasingly popular theories of cognitive functions that claim to offer a 3 unified understanding of life and cognition within a general mathematical framework derived 4 from information and control theory, and statistical mechanics. However, we argue that if the active 5 inference proposal is to be taken as a general process theory for biological systems, it is necessary 6 to understand how it relates to existing control theoretical approaches routinely used to study and 
more general Bayesian (active) inference framework. We will show that approximate models of the 86 world are often enough for regulation, and in particular that simple linear generative models that only 87 approximate the true dynamics of the environment implement PID control as a process of inference.
88
Using this formulation we also propose a new method for the optimisation of the gains of PID 89 controllers based on the same principle of variational free energy minimisation, and implemented as a 90 second order optimisation process. Finally, we will show that our implementation of PID controllers as 91 approximate Bayesian inference lends itself to a general framework for the formalisation of different 92 (conflicting) criteria in the design of a controller, the so-called performance-robustness trade-off 93 [38, 44] , as a cohesive set of constraints implemented in a free energy functional. In active inference, 94 these criteria will be mapped to precisions, or inverse variances, of observations and dynamics of a 95 state-space model with a straightforward interpretation in terms of uncertainty on different variables 96 of a system.
97
In section 2 we will introduce PID control and give a brief overview of the recent literature 98 highlighting the most common design principles used nowadays for PID controllers. The free energy 99 principle will be presented in section 3, followed by a complete derivation of PID control as a form 100 of active inference. In this section we will also propose that the parameters of a PID controller, its 101 gains, can be optimised following the active inference formulation, which also captures modern design 102 constraints and desiderata of PID controllers. 
PID control 104
Proportional-Integral-Derivative (PID) control is one of the most popular types of controllers used in industrial applications, with more than 90% of total controllers implementing PID or PI (no derivative) regulation [38, 45] . It is one of the simplest set-point regulators, whereby a desired state (i.e. set-point, reference, target) represents the final goal of the regulation process, e.g. to maintain a room temperature of 23 • C. PID controllers are based on closed-loop strategies with a negative feedback mechanism that tracks the real state of the environment. In the most traditional implementation of negative feedback methods, the difference between the measured state of the variable to regulate (e.g. the real temperature in a room) and the target value (e.g. 23 • C) produces a prediction error whose minimisation drives the controller's output, e.g. if the temperature is too high, it is decreased and if too low, it is raised. In mathematical terms: e(t) = y r − y(t)
where e(t) is the error, y r is the reference or set-point (e.g. desired temperature) and y(t) is the observed 105 variable (e.g. the actual room temperature).
106
This mechanism is, however, unstable in very common conditions, in particular when a steady-state offset is added (e.g. a sudden and unpredictable change in external conditions affecting the room temperature which are not under our control), or when fluctuations need to be suppressed (e.g. too many oscillations while regulating the temperature may be undesirable). PID controllers elegantly deal with both of these problems by augmenting the standard negative feedback architecture, here called proportional or P term, with an integral or I and a derivative or D term, see Fig. 1 . The integral term accumulates the prediction error over time in order to cancel out errors due to unaccounted steady-state input, while minimising the derivative of the prediction error leads to a decrease in the amplitude of fluctuations of the controlled signal. The general form of the control signal u(t) generated by a PID controller is usually described by:
where e(t) is, again, the prediction error and k p , k i , k d are the so called proportional, integral and 4 of 23 terms of the controller. The popularity of PID controllers is largely due to their simple formulation and Figure 1 . A PID controller [46] . The prediction error e(t) is given by the difference between a reference signal r(t), y r in our formulation, and the output y(t) of a process. The different terms, one proportional to the error (P term), one integrating the error over time (I term) and one differentiating it (D term), drive the control signal u(t). 
The performance-robustness trade-off

113
The presence of conflicting criteria for the design of PID controller is a well known issue in the 114 control theory literature, often referred to as the performance-robustness trade-off [38, 44, [47] [48] [49] . A 115 controller needs to optimise pre-specified performance criteria while, at the same time, preserving some 116 level of robustness in face of uncertainty and unexpected conditions during the regulation process.
117
In recent attempts to formalise and standardise these general principles [38, 44] , the performance of a 118 controller has been proposed to be evaluated through:
119
• load disturbance response, how a controller reacts to changes in external inputs, e.g. a step input,
120
• set-point response, how a controller responds to different set-points over time,
121
• measurement noise response, how noise on the observations impacts the regulation process,
122
while robustness to be assessed on:
123
• robustness to model uncertainty, how uncertainty on the plant/environment dynamics affects 124 the controller.
125
The goal of a general methodology for the design and tuning of PID controllers is to bring together 126 these (and possibly more) criteria into a formal and tractable framework that can be used for a large 127 class of problems. One possible example is presented in [48] (see also [50, 51] for other attempts). This 128 methodology is based on the maximisation of the integral gain (equivalent to the minimisation of where ψ is a set of sensory inputs conditioned on an agent m. Surprisal, in general, can in fact differ from agent to agent, with states that are favourable for a fish (in water), different from those favourable for a bird (out of water) (see [52] for a review on the value of information). According to the FEP, agents that minimise the surprisal of their sensory states over time will also minimise the entropy of their sensations, thus limiting the number of states they can physically occupy [4, 19] . This minimisation is, however, intractable in any practical scenario since surprisal can be seen as the negative log-model evidence or negative log-marginal likelihood of observations ψ, with (omitting m for simplicity from now on) the marginal likelihood or model evidence expressed as:
This integral is defined over all possible hidden variables, ϑ, of observations ψ. In many cases, the marginalisation is intractable since the latent space of ϑ may be high dimensional or the distribution may have a complex (analytical) form. In statistical mechanics, an approximation under variational formulations transforms this into an optimisation problem. The approximation goes by several names, including variational Bayes and ensemble learning [53, 54] , and constitutes the mathematical basis of the free energy principle. Using variational Bayes, surprisal can then be decomposed into [54] :
where
is the Kullback-Leibler (KL) divergence [55] , or relative entropy [54] , an asymmetrical non-negative measure of the difference between two probability distributions. The first one, p(ϑ|ψ), represents the posterior distribution specifying the probability of hidden states, causes and parameters (ϑ) given observations ψ, while the second one q(ϑ), is the variational or recognition density which encodes currents beliefs over hidden variables ϑ. The latter is introduced with the idea of approximating the (also) intractable posterior p(ϑ|ψ) with a simpler distribution, q(ϑ), and then minimising their difference through the KL divergence: when the difference is zero (following Jensen's inequality the divergence is always non-negative [54]), q(ϑ) is a perfect description of p(ϑ|ψ). Analogously, from the point of view of an agent, its goal is to explain the hidden states, causes and parameters ϑ of sensations ψ by approximating the posterior p(ϑ|ψ) with a known distribution, q(ϑ). The first term in equation 5 can be written as
and is defined as (variational) free energy [8, 12, 56, 57] for its mathematical analogies with free energy in thermodynamics, or [54] (negative) evidence lower bound in machine learning. Since the KL divergence is always non-negative we arrive at
which demonstrates that variational free energy is an upper bound to surprisal, since by minimising F we are guaranteed to minimise − ln p(ψ). To evaluate the variational free energy F, we must formalise a recognition density q(ϑ) and a generative density p(ϑ, ψ) specific to an agent. Starting from the latter, we define a generative model formulated as a one dimensional generalised state-space model [12] :
where ψ are the observations and ϑ = {x, v, θ, γ}, with x as the hidden states and v as the exogenous inputs, while θ and γ follow a partition in terms of parameters and hyperparameters defined in [12] and are specified later to simplify the notation now. Functions g(·) and f (·) map hidden states/inputs to observations and the dynamics of hidden states/inputs respectively. The prime symbols, e.g. x , x , x are used to define higher orders of motion of a variable. Generalised coordinates of motion are introduced to represent non-Markovian continuous stochastic processes based on Stratonovich calculus, with strictly non-zero autocorrelation functions [12, 58, 59 ]. Ito's formulation of stochastic processes, on the other hand, is based on Wiener noise, where the autocorrelation can be seen as strictly equal to a delta function [59, 60] . In general, the Stratonovich formulation is preferred in physics, where it is assumed that perfect white noise does not exist in the real world [61] , while Ito's calculus is extensively used in mathematics/economics for its definition preserving the Martingale property [62] . It is proposed that models of biological systems should be based on the Stratonovich derivation [12] , to accommodate more realistic properties of the physical world (i.e. non-Markovian processes). Using the Stratonovich interpretation, random processes can be described as analytic (i.e. differentiable) and become better approximations of real-world (weakly) coloured noise [60, 63, 64] . In this formulation, standard state-space models are extended, describing dynamics and observations for higher "orders of motion" encoding, altogether, a trajectory for each variable. The more traditional state-space description is based on Markovian processes (i.e. white noise) and can be seen as a special case of generalised state-space models defined here and in, for instance, [8, 12] . When coloured noise is introduced, one should either define a high order autoregressive process expressed in terms of white noise [65] or embrace the Stratonovich formulation defining all the necessary equations in a state-space form [12] . The higher "orders of motion" introduced here can be thought of as quantities specifying "velocity" (e.g. (ψ) ), "acceleration" (e.g. (ψ) ), etc. for each variable, which is neglected in more standard formulations. For practical purposes, in equation (9) we also made a local linearity approximation on higher orders of motion suppressing nonlinear terms [8, 12] . We introduce then a more compact form:ψ
where the tilde sign (e.g.ψ) summarises a variable and its higher orders of motion (e.g.ψ = {ψ, ψ , ψ , . . . }). The stochastic model in equation (9) can then be described in terms of a generative density:
In this case, we also make the conditional dependence on θ, γ explicit, defining θ as slowly changing parameters coupling hidden states and causes to observations, and hyperparameters γ as encoding properties of random fluctuations/noisew andz. P(ψ|x, v; θ, γ) is a likelihood function describing the measurement law in equation (10), while the prior P(x,ṽ; θ, γ) describes the system's dynamics. Under the Laplace approximation [66, 67] , the form of the recognition density q(ϑ) is specified in terms of a Gaussian distribution centred around the estimated mode (i.e. the mean for a Gaussian distributions) which can be evaluated using an extension of the EM algorithm [56, 57] . Furthermore, (co)variances can be solved analytically in terms of the Hessian of the free energy evaluated at the mode [8, 67, 68] . The variational free energy in equation (7) can then be simplified, without constants, to [8] :
where the conditionθ =μ ϑ represents the fact that the generative density P(ψ,x,ṽ; θ, γ) will be approximated by a Gaussian distribution centred around the best estimatesμ ϑ of the unknownθ, following the Laplace method implemented in a variational context [66] . With Gaussian assumptions on random variablesz andw in equation equation (10), the likelihood and prior in equation (11) are also Gaussian, and the variational free energy can be expressed as:
wherex andṽ are replaced by their sufficient statistics, means/modesμ x ,μ v , and sensory and dynamics/process precisions πz, πw, or inverse variances, of random variablesz andw. Following [12, 56] , the optimisation of the (Laplace-encoded) free energy with respect to expected hidden states µ x , equivalent to estimation or perception, can be implemented via a gradient descent:μ
while, considering how, from the perspective of agent, only observations ψ are affected by actions a (i.e. ψ(a)), control or action can be cast as: To implement PID control as a process of active inference, we will first describe an agent's generative model as a generalised linear state-space model of second order (i.e. only two higher orders of motion, anything beyond that is zero-mean Gaussian noise): where α ∈ θ is a parameter. As previously suggested, with a Gaussian assumption onz,w, the likelihood is reduced to:
where we assume no direct dependence of observationsψ on external inputsṽ, while the prior is described by:
with
The Laplace-encoded variational free energy in equation (13) then becomes:
To simplify our formulation, we assume that precisions πṽ tend to infinity (i.e. no uncertainty on the priors forṽ), so that P(ṽ; θ, γ) in equation (18) becomes a delta function and inputsṽ reduce to their prior expectationsη x , i.e.μ v =η x . With this simplification, prior precisions πṽ and respective predictions errors (μ v −η x ) are not included in our formulation (see [56, 57] for more general treatments). By applying the gradient descent described in equation (14) and equation (15) to our free energy functional, we then get the following update equations for perception (estimation):
and for action (control):
The mapping of these equations to a PID control scheme becomes more clear under a few simplifying assumptions. First, we assume strong priors on the causes of proprioceptive observations ψ 1 . Intuitively, these priors are used to define actions that change the observations to better fit the agent's desires, i.e. the target of the PID controller. This is implemented in the weighting mechanism of prediction errors by precisions in equation (19); see also [13, 26, 70] for similar discussions on the role of precisions for behaviour. In our derivation, weighted prediction errors on system dynamics, πw(μ x +μ x −η x ), will be weighted more than weighted errors on observations, πz(ψ −μ x ). To achieve 1
For consistency with previous formulations, e.g. [8, 13, 15] , we will define ψ as proprioceptive observations. Proprioception is the sense of position and movement of different parts of our body. For the car model we introduce later, this is equivalent for instance to readings of the velocity of the car.
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this, we decrease sensory precisions πz on proprioceptive observations, effectively biasing the gradient descent procedure towards minimising errors on the prior dynamics [70] . Secondly, we set the decay parameter α to a large value (theoretically α → ∞, in practice α = 10 5 in our simulations), obtaining a set of differential equations including only terms of order α 2 for perception:
This can be interpreted as an agent encoding beliefs in a world that quickly settles to a desired equilibrium state. This assumption effectively decouples orders of generalised motion, with higher embedding orders not affecting the minimisation of lower ones in equation (20), since terms from lower orders are modulated by α directly. The remaining terms effectively impose constraints on the generalised motion only close to equilibrium, playing a minor role in the control process away from the target/equilibrium (the more interesting part of regulation). These terms are necessary for the system to settle to a proper steady state when (μ x −η x ) → 0 and maintain consistency across generalised orders of motion for small fluctuations at steady state, but have virtually no influence at all in conditions far from equilibrium. Following equation (22), at steady state, expectations on hidden statesμ x are mainly driven by priorsη x :μ
but are still not met by appropriate changes in observationsψ which effectively implement the regulation around the desired target. To minimise free energy in presence of strong priors, this agent will necessarily have to modify its observationsψ to better match expectationsμ x , which in turn are shaped by priors (i.e. desires)η x . Effectively, the agent "imposes" its desires on the world, acting to minimise the prediction errors arising at the proprioceptive sensory layers. In essence, an active inference agent implements set-point regulation by behaving to make its sensations accord with its strong priors/desires. After these assumptions, action can be written as:
where we still need to specify partial derivatives ∂ψ/∂a. As discussed in [13] , this step highlights the fundamental differences between the FEP and the more traditional forward/inverse models formulation of control problems in biological systems [71, 72] . While these derivatives help in the definition of an inverse model (i.e. finding the correct action for a desired output), unlike more traditional approaches, active inference does not involve a mapping from hidden statesx to actions a, but is cast in terms of (proprioceptive) sensory dataψ directly, This is thought to simplify the problem: from a mapping between unknown hidden states and actions, to a mapping between known proprioceptive observationsψ and actions a. It is claimed that this provides an easier implementation for an inverse model [15] , one that is grounded in an extrinsic frame of reference, i.e. the real world (ψ), rather than in a intrinsic one in terms of hidden states (x) to be inferred first. To achieve PID-like control, we assume that the agent adopts the simplest (i.e. linear) relationship between its actions (controls) and their effects on sensory input across all orders of motion:
∂ψ ∂a
This reflects a very simple reflex-arc-like mechanism that is triggered every time a proprioceptive prediction is generated: positive actions (linearly) increase the values of the sensed variablesψ, while negative actions decrease them. There is, however, an apparent inconsistency here that we need to dissolve: the proprioceptive input ψ and its higher order states ψ , ψ are all linearly dependent with respect to actions a as represented in equation (25). While an action may not change position, velocity and acceleration of a variable in the same way, a generative model doesn't need to perfectly describe the system to regulate: these derivatives only encode sensorimotor dependencies that allow for, in this case, sub-optimal control. In the same way, PID controllers are, in most cases, effective but only approximate solutions for control [36, 73] . This allows us to understand the encoding of an inverse model from the perspective of an agent (i.e. the controller) rather than assuming a perfect, objective mapping from sensations to actions that reflects exactly how actions affect sensory input [13] . This also points at possible investigations of generative/inverse models in simpler living systems where accurate models are not perhaps needed, and where strategies like PID control are implemented [39] [40] [41] . By combining equation (24) and equation (25), action can then be simplified to:
which is consistent with the "velocity form" or algorithm of a PID controller [36] : (16) The acceleration of the car over time with a specified prior η x = 0 km/h 2 . (c) The external force v, introduced at t = 150s, models a sudden change in the environmental conditions, for instance wind or change in slope. Action obtained via the minimisation of variational free energy with respect to a and counteracts the effects of v. The motor action is never zero since we assume a constant slope, λ = 4 • (see table A1, Appendix A). (d) The model car we implemented, where v could be thought as a sudden wind or a changing slope.
189
In Fig. 2 we show the behaviour of a standard simulation of active inference implementing PI-like to show here only the basic disturbance rejection property of PID controllers [36, 76] . In Fig. 2a, after   192 the car is exposed to some new external condition (e.g. wind) represented in Fig. 2c and not encoded 
Responses to external and internal changes
198
It is often desirable for a PID regulator to provide different responses to external perturbations 199 (e.g. wind), which should be rather rapid, and to internal updates (e.g. a shift in target velocity) 200 which should be relatively smooth [36, 45] , see also section 2.1. It is not, however, trivial to identify 201 and isolate parameters that contribute to these effects [37, 77, 78] , and thus to tune these properties In the limit for process prediction errors πw(μ x + α(μ x −η x )) much larger than the sensory 210 ones πz(ψ −μ x ) and with fixed expected sensory precisions πz, the response to load disturbances 211 is invariant (Fig. 3a) . A new target velocity for the car creates different responses with varying On the other hand, smaller πw account for higher variance/uncertainty and thus changes in the target 216 velocity are to be expected, making the transitions to new reference values slower, as seen in Fig. 3b . Precisions on higher embedding orders are built, in both cases, using a smoothness (i.e. decay) factor of 1/2, see [12] . 
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Active inference provides then an analytical criterion for the tuning of PID gains in the temporal domain, where otherwise mostly empirical methods or complex methods in the frequency domain have insofar been proposed [36, 38, 47, 48] . In frameworks used to implement active inference, such as DEM [12, 56] , parameters and hyperparameters are usually assumed to be conditionally independent of hidden states based on a strict separation of time scales (i.e. a mean-field approximation). This assumption prescribes a minimisation scheme with respect to the path-integral of free energy, or free action, requiring the explicit integration of this functional over time. In our work, however, for the purposes of building an online self-tuning controller, we will treat expected sensory precisions as conditionally dependent but changing on a much slower time-scale with respect to states x, using a second order online update scheme based on generalised filtering [57] . The controller gains, µ π z , µ π z , µ π z , will thus be updated specifying instantaneous changes of the curvature of expected precisions with respect to variational free energy rather than first order updates with respect to free action:μ
Expected precisions µ πz should however be non-negative since variances need to be positive, a fact also consistent with the negative feedback principle behind PID controllers (i.e. negative expected precisions would apply a positive feedback). To include this constraint, following [66] we thus parametrise sensory precisions πz (and consequently expected sensory precisions µ πz ) in the generative model as:
creating, effectively, log-normal priors and making them strictly positive thanks to the exponential mapping of hyperparameters γ. The scheme in equation (28) is then replaced by one in terms of expected sensory log-precisions µ γz :μ
For practical purposes, the second order system presented in equation (30) is usually reduced to a simpler set of first order differential equations [8] :
where µ γz is a prior on the motion of hyperparameters γ which encodes a "damping" term for the minimisation of free energy F 4 . This term enforces hyperparameters to converge to a solution close to the real steady state thanks to a drag term for κ > 0 5 . The parametrisation of expected precisions in terms of log-precisions γz, in fact, makes the derivative of the free energy with respect to log-precisions strictly positive (∂F/∂γz > 0), not providing a steady-state solution for the gradient descent [57] . This "damping" term stabilises the solution, reducing the inevitable oscillations around the real equilibrium of the system. Given the free energy defined in equation (19), with exp(µ γz ) replacing πz, the minimisation of expected sensory log-precisions (or "log-PID gains") is prescribed by the following equations:
This scheme introduces a new mechanism for the tuning of the gains of a PID controller, allowing 236 the controller to adapt to adverse and unexpected conditions in an optimal way, in order to avoid 237 oscillations around the target state.
238
In Fig. 4 the controller for the car velocity is initialised with suboptimal sensory log-precisions µ γz , i.e. log-PI gains. The parameters were initially not updated (Fig. 4d) to allow the controller to settle around the desired state, see Fig. 4a . The adaptation begins at t = 30s and is stopped at t = 150s, when an external force is introduced, to test the response of the controller after the gains have been optimised. With the adaptation process, the controller becomes more responsive when facing external disturbances (cf. Fig. 2 ), quickly and effectively counteracted by prompt changes in controls, see Fig. 4c . As a trade-off, the variances of the velocity and the acceleration are however increased, see Fig. 4a and see Fig. 4b . The optimisation of the gains through µ γz without extra constraints (if not the stopping condition we imposed at t = 150s, after the adaptation reaches a steady-state) effectively introduces an extremely responsive controller: cancelling out the effects of unwanted external inputs, such as wind in our cruise control example, but also more sensitive to measurement noise. In Fig. 5 we show summary statistics with the results of the adaptation of the gains. Following the examples in Fig. 2 and Fig. 4 , we simulated 20 different cars with expected sensory log-precisions µ γz sampled uniformly in the interval [−4, −2] and expected process log-precisions µ γw in the interval [−23, −21] . We initially maintained (i.e. no adaptation) the same hyperparameters and introduced a load disturbance at t = 150s, then 4
In [57] we can see that this is equivalent to the introduction of a prior p(γ) on the motion ofγ to be zero (i.e. zero mean) with precision 2κ. repeated the simulations (20 cars) with the same initial conditions allowing for the adaptation of expected sensory log-precisions as log-PI gains after t = 30s, as in Fig. 4. Following [79] , we measured the performance of the controllers by defining the integral absolute error (IAE):
between two zero-crossings: the last time the velocity was at the target value before a disturbance is 239 introduced, assumed to be t = 150 in our case, and the first time the velocity goes back to the target 240 after a disturbance is introduced (t + τ). To compute t + τ, we took into account the stochasticity of 241 the system and errors due to numerical approximations, considering the case for the real velocity to be 242 within a ±0.5 km/h interval away from the target value. The IAE captures the impact of oscillations 243 on the regulation problem by integrating the error over the temporal interval where the car is pushed 244 away from its target due to some disturbance (for more general discussions on its role and uses see
245
[36]). As we can see in Fig. 5 , the IAE converges to a single value for all cars (taking into account our 246 approximation of a ±0.5 km/h interval while measuring it) and is clearly lower when the adaptation 247 mechanism for expected sensory log-precisions is introduced, making the controller very responsive 248 to external forces and thus reducing the time away from the target velocity, see Fig. 4 for an example. 
Discussion
250
In this work we developed a minimal account of regulation and control mechanisms based on 251 active inference, a process theory for perception, action and higher order functions expressed via [41], and in psychology [42] . PID controllers are ubiquitous in engineering mostly due to the fact that 258 one needs only little knowledge of the process to regulate. In the biological sciences, this mechanism is 259 thought to be easily implemented even at a molecular level [43] and to constitute a possible account 260 for limited knowledge of the external world in simple agents [76] . 
282
The generative model we used is expressed in generalised coordinates of motion, a mathematical 283 construct used to build non-Markovian continuous stochastic models based on Stratonovich calculus.
284
Their importance has been expressed before [12, 56, 57] , for the treatment of real world processes 285 best approximated by continuous models and for which Markov assumptions don't really hold (see under some constraints, the most effective (maximum accuracy) for a task.
296
In the control theory literature, many tuning rules for PID gains have been proposed (e.g.
297
Ziegler-Nichols, IMC, etc., see [36, 38] for a review) and used in different applications [36] [37] [38] 48, 78] , • measurement noise response
306
• robustness to model uncertainty.
307
In our formulation, these criteria can be interpreted using precision (inverse variance) parameters of 308 different prediction errors in the variational free energy, expressing the the uncertainty associated to 309 observations and priors, as reported in table 1, see also Appendix B for further reference. time-varying measurement (white) noise in the simulated car (see Fig. A1 in Appendix B). If the adaptation is halted on a system with fixed measurement noise, it can be used to effectively deal with 316 load disturbances, external forces acting against a system reaching his target (see Fig. 4 The equation of motion of the car is:
where s is the position, F the force generated by the engine and F d a disturbance force that accounts for a gravitational component F g , a rolling friction F r and an aerodynamic drag F a , such that F d = F g + F r + F a , see again Fig. 2d . The forces will be modelled as following:
with all the constants and variables reported and explained in couplings by weighting the importance of objective information and desired states/priors of a system.
393
In the majority of the formulations of control problems, the properties of measurement noise and 394 model uncertainty (especially their (co)variance) are assumed to be constant over time. Often, these 395 parameters need also to be adapted to different systems since their properties are likely to be different.
396
In section 4.3, we proposed an optimisation method for the gains of a PID controller based on active
397
inference that here we exploit for time changing properties of the noise of a system, and that we show Figure A1 . Performance of PID controllers with a sudden increase in measurement noise. 20 cars simulated in the case where measurement noise is increased at t = 150s during the 300s simulations. We report aggregate results with the variance from the target value measured over the last 25% (225 < t < 300s) of a simulation. We show (1) the case for adaptation of the gains of the PI controller (through expected sensory log-precisions, or log-PI gains, µ γz ) interrupted before the measurement noise drastically changes, and (2) the case where the adaptation process persists for the entire duration of the simulations.
400
We simulated 20 cars for 300s with adaptation of expected sensory log-precisions (or log-PI gains) 401 µ γz , introduced at t = 30s and stopped at t = 150s. At t = 150s we then decreased the log-precision of 402 measurement noise (n.b. not the expectation on the log-precision) from γ z = 5 to γ z = 2 for the rest of 
