not been met. Thus, the intent of this article is to briefly describe how RM designs are typically analyzed by researchers and to offer the strengths and weaknesses of other ANOVA-type tests for assessing treatment effects in RM designs and as well thereby indicate the validity of the associated -values. p
The Univariate Approach
Conventional Tests of Significance
To set the stage for the procedures that will be presented for analyzing RM designs of fixed-effects independent variables and to help clarify notation, consider the following hypothetical research problem. Specifically, we will use the data presented in Table 1 which could represent the outcome of an experiment in which the betweensubjects variable is different types of learning strategies (j 1, , 3) and the withinoe á subjects variable is a task to be performed at four levels of time (k 1, , 4). Readers oe á should note that these data were obtained from a random number generator and, therefore, are not intended to reflect actual characteristics of the previously posed hypothetical problem. However, they were generated to reflect characteristics (i.e., covariance structure, relationship of covariance structure to group sample sizes, the distributional shape of the data, etc.) of RM data that could be obtained in psychological investigations. That is, these data are based on the presumption that we as well as 1, 2 others working in the field make (see, for example, Keselman & Keselman, 1988; 1993; Jennings, 1987; McCall & Appelbaum, 1973; Overall & Doyle, 1994) , namely, that psychological data will not, in all likelihood, conform to the validity assumptions of the conventional tests of RM effects.
In each of the groups, there are 13 observations (i.e., n n n 13;
with with other analyses not discussed in this paper; analyses of this sort have been presented by Hedeker and Gibbons (1997) and Little (1995) .
Tests of the within-subjects main and interaction effects conventionally have been accomplished by the use of the univariate F statistics reported in many of our text books (see e.g., Kirk, 1995; Maxwell & Delaney, 1990) . In a design that does not include a between-subjects grouping factor, the validity of the within-subjects main effects test rests on the assumptions of normality, independence of errors, and homogeneity of the treatment-difference variances (i.e., sphericity) (Huynh & Feldt, 1970; Rogan et al., 1979; Rouanet & Lepine, 1970) . Further, in the presence of a between-subjects grouping factor the validity of the within-subjects main and interaction test require that the data meet an additional assumption, namely, that the covariance matrices of these treatmentdifference variances are the same for all levels of this grouping factor. Jointly, these two assumptions have been referred to as multisample sphericity (Mendoza, 1980) .
When the assumptions to the conventional tests have been satisfied, they will provide a valid test of their respective null hypotheses and will be uniformly most powerful for detecting treatment effects when they are present. The result of applying the conventional tests of significance with data that do not conform to the assumptions of multisample sphericity will be that too many null hypotheses will be falsely rejected (Box, 1954; Collier, et al., 1967; Imhof, 1962; Kogan, 1948; Stoloff, 1970) . Furthermore, as the degree of non sphericity increases, the conventional RM F tests becomes increasingly liberal (Noe, 1976; Rogan, et al., 1979 
The empirical literature indicates that the Greenhouse and Geisser (1959) and Huynh and Feldt (1976) adjusted df tests are robust to violations of multisample sphericity as long as group sizes are equal (see Rogan et al., 1979) . The -values p associated with these statistics will provide an accurate reflection of the probability of obtaining these adjusted statistics by chance under the null hypotheses of no treatment effects.
The major statistical packages [BMDP, SAS, SPSS] provide Greenhouse and Geisser (1959) and Huynh and Feldt (1976) (1976) tests are not robust when the design is unbalanced (Algina & Oshima, 1994 , 1995 Keselman, et al., 1995; Keselman & Keselman, 1990; Keselman, Lix & Keselman, 1996) . Specifically, the tests will be conservative (liberal) when group sizes and covariance matrices are positively (negatively) paired with one another. For example, the rates when depressed can be lower than 1% and when liberal higher than 11% (see Keselman, Algina, Kowalchuk & Wolfinger, in press).
In addition to the Geisser and Greenhouse (1959) and Huynh and Feldt (1976) tests, other adjusted df tests are available for obtaining a valid test. The test to be introduced now not only corrects for non sphericity, but as well, adjusts for heterogeneity of the covariance matrices.
The Huynh (1978 )-Algina (1994 )-Lecoutre (1991 ) Statistic Huynh (1978 developed a test of the within-subjects main and interaction The IGA tests have been found to be robust to violations of multisample sphericity, even for unbalanced designs where the data are not multivariate normal in form (see Keselman et al., in press; Keselman, Algina, Kowalchuk & Wolfinger, 1997 ).
This result is not surprising in that these tests were specifically designed to adjust for non sphericity and heterogeneity of the between-subjects covariance matrices. Thus, thep values associated with the IGA tests of the RM effects are accurate.
A SAS/IML (SAS Institute, 1989) program is also available for computing this test in any RM design (see Algina, 1997 
A General Method
Another procedure that researchers can adopt to test RM effects can be derived from a general formulation for analyzing effects in RM models. This newest approach to the analysis of repeated measurements is a mixed-model analysis. Advocates of this approach suggest that it provides the `best' approach to the analysis of repeated measurements since it can, among other things, handle missing data and also allows users to model the covariance structure of the data. 3 Thus, one can use this procedure to select the most appropriate covariance structure prior to testing the usual RM hypotheses (e.g., F and F ).
The first of these advantages is typically not a pertinent issue to those involved in controlled experiments since data in these contexts are rarely missing. The 4 second consideration, however, could be most relevant to experimenters since modeling the correct covariance structure of the data should result in more powerful tests of the fixed-effects parameters.
The mixed approach, and specifically SAS' (SAS Institute, 1995 , 1996 First-order auto regressive and random coefficients structures reflect that measurements that are closer in time could be more highly correlated than those farther apart in time.
The program allows even greater flexibility to the user by allowing him/her to model covariance structures that have within-subjects and/or between-subjects heterogeneity. In order to select an appropriate structure for one's data, PROC MIXED users can use either
an Akaike (1974) or Schwarz (1978) information criteria (see Littell et al., 1996, pp. 101-102) . Keselman et al. (1997) recommend that users adopt the optional Satterthwaite F tests rather than the default F tests when using PROC MIXED since they are typically robust to violations of multisample sphericity for unbalanced heterogeneous designs in cases where the default tests are not. Furthermore, their data indicate that the F-tests available through PROC MIXED are generally insensitive to non normality, covariance heterogeneity, and non sphericity when group sizes are equal.
Based on the belief that applied researchers work with data that is characterized by both within-and between-subjects heterogeneity, eleven covariance structures were fit to our balanced data set with PROC MIXED using both the Akaike (1974) and Schwarz (1978) criteria; that is, we allowed these criteria to select a structure from among eleven possible structures. Specifically, we allowed PROC MIXED to select from among homogeneous, within heterogeneous, and within-and between-heterogeneous structures.
From the eleven structures fit to the data, the Akaike criterion selected an unstructured within-subjects covariance structure in which this type of within-subjects structure varied across groups (i.e., between-heterogeneous structure). The Schwarz criterion also selected an unstructured within-subjects covariance structure, however, it did not pick the oe oe
The Multivariate Approach
The multivariate test of the RM main effect in a between-by within-subjects design is performed by creating K 1 difference (D) variables. The null hypothesis that  is tested, using Hotelling's (1931) T statistic, is that the vector of population means of Valid multivariate tests of the RM hypotheses in between-by within-subjects designs, unlike the univariate tests, depend not on the sphericity assumption, but only on the equality of the covariance matrices at all levels of the grouping factor as well as normality and independence of observations across subjects. Researchers should consider using this statistic when they suspect that group covariance matrices are unequal and they have groups of unequal size. However, to obtain a robust statistic researchers must have reasonably large sample sizes. That is, according to Keselman et al. (1993) , when J 3, in order to obtain a robust test of the RM main effect oe hypothesis, the number of observations in the smallest of groups (n ) must be three to min four times the number of repeated measurements minus one (K 1), while the number  must be five or six to one in order to obtain a robust test of the interaction effect. As J increases smaller sample sizes will suffice for the main effect but larger sample sizes are required to control the Type I error rate for the interaction test (Algina & Keselman,
1997).
Though the WJ procedure may require large sample sizes to achieve robustness against covariance heterogeneity and nonnormality, recent results indicate that if robust estimators (i.e., trimmed means and Winsorized variances and covariances) are substituted for the least squares means and variances and covariances, researchers can achieve robustness with much smaller sample sizes (Keselman, Algina, Wilcox, & Kowalchuk, 1999) .
For the data set in which group sizes are unequal (i.e., n 7, n 10, and (Barcikowski & Robey, 1984; Looney & Stanley, 1989) . In order to maintain the overall rate of Type I error at for a test of a RM effect, these authors ! suggested assessing each of the two tests using an /2 critical value. In this two-stage ! strategy, rejection of a RM effect null hypothesis occurs if either test is found to be statistically significant (see Barcikowski & Robey, 1984, p. 150; Looney & Stanley, 1989, p.221) . Not surprisingly, this two-stage approach to the analysis of repeated measurements results in depressed or inflated rates of Type I error when multisample sphericity is not satisfied when the design is unbalanced (see Keselman et al., 1995) .
The Empirical Bayes Approach
Boik (1997) introduced an empirical Bayes (EB) approach to the analysis of repeated measurements. It is a hybrid approach that represents a melding of the univariate and multivariate procedures. As he notes, the varied approaches to the analysis of repeated measurements differ according to how they model the variances and covariances among the levels of the RM variable. For example, as we indicated, the conventional univariate approach assumes that there is a spherical structure among the elements of the covariance matrix whereas the multivariate approach does not require that the covariance matrix assume any particular structure. As we have pointed out, the covariance model that one adopts affects how well the fixed-effect parameters of the model (e.g., the treatment effects) are estimated. An increase in the precision of the covariance estimator translates into an increase in the sensitivity that the procedure has for detecting treatment effects. As an illustration, consider the multivariate approach to the analysis of repeated measurements. Because it does not put any restrictions on the form of the covariance matrix it can be inefficient in that many unknown parameters must be estimated (i.e., all of the variances and all of the covariances among the levels of the RM variable) and this Repeated Measures Analyses 16 inefficiency may mean loss of statistical power to detect treatment effects. Thus, choosing a parsimonious model should be important to applied researchers.
The EB approach is an alternative to the univariate adjusted df approach to the analysis of repeated measurements. The adjusted df approach presumes that a spherical model is a reasonable approximation to the unknown covariance structure and though departures from sphericity are expected, they would not be large enough to abandon the univariate estimator of the covariance matrix. The multivariate approach allows greater flexibility in that the elements of the covariance matrix are not required to follow any particular pattern. In the EB approach the unknown covariance matrix is estimated as a linear combination of the univariate and multivariate estimators. Boik (1997) believed that a combined estimator would be better than either one individually. In effect, Boik's (1997) approach is based on a hierarchical model in which sphericity is satisfied on average though not necessarily satisfied on any particular experimental outcome. This form of sphericity is referred to as second-stage sphericity (Boik, 1997).
Through Monte Carlo methods Boik (1997) demonstrated that the EB approach controls its Type I error rate and can be more powerful than either the adjusted df or multivariate procedure for many non null mean configurations. Researchers can make inferences about the RM effects by computing hypothesis and error sums of squares and cross product matrices with Boik's formulas and obtain numerical solutions with any of the conventional multivariate statistics (see Boik, p. 162 for an illustration).
Since Keselman, Kowalchuk and Boik (1998) found that the EB approach is robust to between-subjects covariance heterogeneity when group sizes are equal, our numerical results are for the balanced data set. The within-subjects main and interaction results are respectively, F(Hotelling T ) [3, 36.99] Thus, researchers can better convey the validity of their findings by indicating the type of "repeated measures ANOVA" that was used to assess treatment effects.
In conclusion, we and others (Keselman & Keselman, 1988; 1993; Jennings, 1987; McCall & Appelbaum, 1973; Overall & Doyle, 1994) Furthermore, the correlational (covariance) structure of the data was determined by setting the sphericity parameter at .57. Additionally, the between-subjects covariance % matrices were made to be unequal such that the elements of the matrices were in the ratio of 1:3:5. When group sizes were unequal they were negatively related to the unequal covariance matrices. That is, the smallest n was associated with the covariance matrix 4. We remind the reader that in some areas of psychological research data may be missing over time and thus mixed-model analyses can provide numerical solutions based on all of the available data, as opposed to statistical software that derives results from complete cases (e.g., SAS' PROC GLM). These mixed-model missing data analyses however, rely on a very strong assumption concerning why data are missing, namely, that they are missing at random (see Little, 1995) .
5. We caution the reader that our recommendations are no substitute for carefully examining the characteristics of their data and basing their choice of a test statistic on this examination. There are a myriad of factors (e.g., scale of measurement, distribution shape, outliers, etc.) that we have not considered for the sake of simplicity in formulating our recommendations which could result in other data analysis choices (e.g., non parametric analyses, analyses based on robust estimators rather than least squares estimators, transformations of the data, etc.). Furthermore, the empirical literature that has been published regarding the efficacy of the new procedures reviewed in this paper is extremely limited and accordingly future findings may result in better recommendations.
6. As we indicated, it is unknown to what extent covariance matrices are unequal between groups in RM designs since researchers do not report their sample covariance matrices. The safest course of action, when group sizes are unequal, is to adopt a procedure that allows for heterogeneity. The empirical literature also indicates that one will not suffer substantial power loses by using a heterogeneous test statistic when heterogeneity does not exist (see e.g., Algina & Keselman, 1998; Keselman et al., 1997) .
