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Introduction
A cademic economists appear to be intensely interested in rankings of journals, institutions, and individuals. This is evidenced by the popularity of the rankings provided by RePEc (Zimmermann 2009) and academic articles providing rankings for each of these categories (e.g., Coupé 2003; Kalaitzidakis, Mamuneas, and Stengos 2003; Dusanky and Vernon 1998; Laband and Piette 1994; Liebowitz and Palmer 1984; Halkos and Tzeremes 2011 ). Yet, with a few exceptions (Oswald 2007; Wall 2009; Halkos and Tzeremes 2011) , there is little discussion of the uncertainty associated with these rankings.
The situation is similar in the rest of science. Though Vanclay (2012) , Leydesdorff and Opthof (2010) , and Moed et al. (2012) call for confidence intervals to be provided for journal impact factors (IFs) Schubert and Glänzel (1983) who proposed computing standard errors for IFs and implemented their procedure for all Journal Citation Reports ( JCR) journals whose titles began with A, Opthof (1997) who computed standard errors for the IFs of two journals with IFs of 6.24 and 2.69, concluding that, not surprisingly, the difference between these two journals was highly significant, and Greenwood (2007) who estimates credibility intervals for the IFs of all journals in research and experimental medicine in the JCR.
The most popular journal rankings among economists are probably the RePEc rankings (Zimmermann 2009) and those of Kalaitzidakis, Mamuneas, and Stengos (2003) .
2 As RePEc describes their ranking as experimental, I focus on the peer-reviewed article by Kalaitzidakis, Mamuneas, and Stengos (2003) . Kalaitzidakis, Mamuneas, and Stengos (2003) use several indicators of impact, all but one of which uses citations in 1998 to articles published from 1994 to that year. Their preferred indicator is a recursive indicator that excludes journal self-citations and normalizes by the number of pages published in each journal. The first step in the recursion is computed as the citations 1 The simple IF is defined as the mean number of citations received in a given year by articles published in a journal in a number of preceding years. The Journal Citation Reports published by Thomson Reuters reports IFs for articles published in the preceding two and five years. Recursive or iterative impact factors (Pinski and Narin 1976; Liebowitz and Palmer 1984; Labande and Piette 1994; Kalaitzidakis, Mamuneas, and Stengos 2003; Palacios-Huerta and Volij 2004; Bergstrom 2007; Zimmermann 2012) use an iterative process to compute the factors while taking into account the prestige of the citing journals. Recursive IFs better reflect journal prestige while simple IFs reflect popularity (Bollen et al. 2009 ). Other publicly available indicators of journal quality are the source-normalized impact (Moed 2010) provided by Elsevier that takes into account the differing citation potential in different fields and the journal h-index provided by Google Scholar Metrics.
2 This article has been cited more than 400 times on Google Scholar. in 1998 per page published in the previous four years. As a robustness check, they instead normalize by the number of articles where the first step is then the conventional impact factor, though excluding journal self-citations.
3 Therefore, the uncertainty associated with simple impact factors should carry over into the uncertainty regarding recursive impact factors.
Despite this preference in the economics journal literature, simple IFs are widely used. The vast majority of journals in Kalaitzidakis, Mamuneas, and Stengos's (2003) group of thirty top journals display their two-or five-year IF or their rank in the JCR prominently on their homepage. None present recursive impact factors. Some institutions and countries even provide financial bonuses that depend on the IFs of the journals researchers publish in (Shao and Shen 2011; Jiménez-Contreras et al. 2002) .
To illustrate the uncertainty associated with IFs, I compute the standard errors of the five year IFs for all 230 economics journals that have five-year IFs in the 2011 JCR using article level data from the Web of Science. The five year IF is similar to the first step in Kalaitzidakis, Mamuneas, and Stengos's (2003) iterative impact factors. Due to the slow process of article production and review common in economics (Ellison 2002) , this is likely to be a better indicator of the quality of economics journals than the two-year IF. I construct confidence intervals for each journal IF and compute t-tests for the differences between the IFs of Kalaitzidakis, Mamuneas, and Stengos's (2003) top thirty journals and all other journals. Following the suggestion of Wall (2009) , I also report the median citations for all journals and compare these to the IFs. I leave to future research the task of developing confidence intervals for recursive IFs.
Some (e.g., Pudovkin and Garfield 2012) argue that, as journal IFs use all available data to compute the mean number of citations in a given year to articles published in a journal during a previous number of years, there is no uncertainty associated with them. However, in common with many researchers (e.g., Redner 1998; Glänzel 2009; Stringer, Sales-Pardo, and Nunes Amaral 2008) , I assume that the citations received in a subsequent year by articles published in a journal in a given period are stochastic. The impact factor is then an estimate of the first moment of the unknown probability distribution function. As such, there is uncertainty in estimating this underlying parameter.
The use of journal IFs as indicators of individual article quality is frequently criticized (Vanclay 2012) . As the distribution of citations to the articles in any journal is usually very dispersed and skewed (Seglen 1992; Redner 1998; Peterson, Pressé, and Dill 2010) , the correlation between journal IFs and the citations received by individual articles is necessarily low. Lozano, Larivière, and Gingras (2012) show that, for the journals included in the Web of Science database, the correlation between the number of citations received by articles in the two-year IF window and the respective journals' IFs has been in the range of 0.45-0.60 in recent decades but is much lower in the subset of social science journals. They show that the correlation increased over the twentieth century and less convincingly that it has decreased in the last two decades. Hegarty and Walton (2012) show that article and reference list length are better predictors of citations to an individual article than the journal IF. There is, however, a strong positive correlation between the average number of citations received by articles published by research groups in chemistry in the Netherlands and the average impact factor of the journals they publish in (van Raan 2012) . Furthermore, de Marchi and Rocchi (2001) and Aarsen et al. (2008) show that there is a strong negative correlation between IFs and journals' acceptance rates, which measure journal selectivity and, therefore, are a proxy for quality. In any case, as IFs and related measures such as recursive IFs are used routinely as measures of journal quality, it is important to at least be aware of the precision with which they are estimated.
Previous Research on Citation Distribution in Economics
Previous research on the distribution of citations to articles in economics finds that the distribution of citations to articles in a journal is skewed and that there is much overlap between the number of citations received by articles in lower and higher ranked journals. Laband (1986) examined the citations received from 1977 to 1982 by the 5,880 articles published in forty economics journals between 1974 and 1976. Eighty-four percent of the articles received from 0 to 9 citations, while only 0.3 percent of articles were cited more than 100 times. Further analysis showed that the high IFs of top journals depended mostly on attracting a few highly cited papers. In a broader sample of journals (seventy-three in 1974 and ninetyone in 1996), Laband and Tollison (2003) found that more than 20 percent of papers had zero citations in the five years following publication. Eighty-five percent (1996) to 89 percent (1974) of articles received less than ten citations in the following years. Oswald (2007) examined the distribution of citations to articles in six economics journals of varying reputation. He selected articles from the 1981 winter issue of the journals and computed the total citations received since then. Oswald finds that the best article in an issue of a good to medium-quality journal routinely goes on to have much more citation impact than a "poor" article published in an issue of a more prestigious journal.
Wall (2009) ( JEL) . He found that the most cited article in each journal usually received at least 10 percent of the total citations that the journal received and, in one case, 38 percent of the total citations received. Most journals also had some articles that received no citations at all with the share ranging from 2 to 12 percent of articles published in 2001 remaining uncited. The degree of skewness varied across journals. The Quarterly Journal of Economics (QJE) had the lowest skewness and the American Economic Review (AER) the highest. Median citations to the QJE were more than double the next ranked journal, the AER. On this basis, the QJE is clearly differentiated from all other journals. The weakest of the top thirty journals all had articles cited more than the median article in the top four journals, though actually two journals did not have any articles cited as often as the median QJE article. Journals differed more in terms of the shares of their articles with different levels of citations-the topmost journals have a large number of highly cited articles while the bottom ranked journals have relatively few. Wall (2009) argues that we should use the median of article citations rather than the mean to assess journal quality.
The number of citations that papers receive reflects quality, chance, and marketing efforts (Hudson 2007 ). Hudson shows that (for the AER and Economic Journal) articles published in issues of journals that include highly cited articles have increased citations. This must simply be the effect of serendipity in article discovery. Citations are also positively related to length of articles, location within in the journal issue, and the number of self-citations the paper receives. It seems that editors place what they think are the high quality papers first in each issue while self-citations increase the visibility of papers. the official numbers, though there are exceptions to this rule. It is not unusual to not be able to reproduce the exact IFs published in the JCR (Leydesdorff and Opthof 2010; Opthof 1997) . This is because ThomsonReuters counts the total citations to the journal in the reference year while the article number excludes items such as book reviews, editorials, etc. (Opthof 1997 confidence intervals include zero. A few things stand out. First, the top two journals-JEL and QJE-are clearly separated from the rest of the field. Second, there is otherwise an overlap of confidence intervals across the distribution. This does not mean that there are no significant differences in IFs among journals at widely spaced ranks, as will be discussed below. Third, there is a noticeable tail of a few very weak journals with few citations. Using 90 percent confidence intervals, there is still some overlap between the fifth and sixth lowest ranked journals, but the bottom four journals all have significantly lower IFs at the 10 percent level than all other journals in the sample. Fourth, there are a few journals with very wide confidence intervals. Most noticeable among the latter is the highly ranked Experimental Economics, whose 95 percent confidence interval extends from 0.68 to 5.25. This journal has a standard deviation of citations of 13.6, which is the largest in the sample. The reason for this is that the most cited article in the journal (Fischbacher 2007) received 157 citations in 2011 while the next most cited article only received 16 citations. Dropping the most cited article, the journal has a still respectable IF of 1.84 with a standard error of 0.27. Other cases of wide confidence intervals are due to small numbers of articles and hence greater uncertainty about the value of the mean.
Data and Results

I collected from the
Given the standard errors and IFs, we can conduct t-tests on the difference between any two IFs. Figure 2 presents the results of these tests for the thirty top journals in the analysis of Kalaitzidakis, Mamuneas, and Stengos (2003) . This group includes most of the top journals by IF that would be considered mainstream economic journals-except, of course, some new journals such as American Economic Journal: Macro-but also a scattering of journals across the distribution of IFs down Notes: For each journal, the circle indicates the journal's rank according to its impact factor. The grey box gives the continuous range of ranks over which there is no significant difference in impact factor with the respective journal. The extreme value bars indicate any outlying journals with impact factors that are indistinguishable from those of the respective journals.
to Economics Letters which has an IF of 0.57 (standard error 0.028). Kalaitzidakis, Mamuneas, and Stengos's (2003) (Ma and Stern 2006) , which will tend to boost their IFs.
A similar perspective is reflected in the median citations in 2011 to papers published between 2006 and 2010 in each journal (figure 3). Because of the small number of citations that each paper typically receives in a given year, large numbers of journals have identical medians. Most journals have median citations of 0 or 1 with seventeen journals sharing a median of 2 and only a few journals receiving 3 or more median citations (table 1). Using standard methods (Bloch and Gastwirth 1968; Olive 2005) , many of these medians will have zero standard errors. So, though large groups of journals have equal rank there should be significant differences between groups of higher and lower impact journals.
Discussion and Conclusions
In this paper, I presented standard errors for the five year IFs for 230 economics journals. They show that the top two journals are clearly set apart from the others and that beyond this there is a group of seven mainstream long-established economics journals, which can be clearly distinguished from the vast majority of other journals. Two newer journals-Journal of Economic Growth and American Economic Journal: Macro-are also embedded among these seven. This grouping is commensurate with common ideas of the group of top journals in economics. For lower ranked journals, large swathes of journals have statistically indistinguishable IFs and, therefore, ranks. At least using simple IFs, there does not seem to be much coherence to the notion that there is a broader group of 30 or so core journals as listed by Diamond (1989) , Burton and Phimister (1995) , or Kalaitzidakis, Mamuneas, and Stengos (2003) , or recognized by the Australian government's ERA 2010 group of A* journals, for example (Australian Research Council 2011).
As noted above, though they are prominently reported by journals themselves, simple IFs may not be the most appropriate measure of journal quality and recursive indicators are more popular in economics journal ranking studies. However, there is no simple way to construct uncertainty measures for these iterative indicators. Therefore, this paper uses the simple IF, which is used for computing recursive IFs, as a starting point for constructing measures of the precision of journal rankings in economics. It seems likely that the level of uncertainty concerning rankings revealed here would also attend rankings produced using more sophisticated Journal rank by impact factor (Oswald 2007; Wall 2009 ) is hard except to again note that there is a wide dispersion in the number of citations received by articles in any given period. My analysis does show, however, that IFs themselves are quite uncertain and a broad range of journals can have statistically indistinguishable IFs. It does not seem to be justified to give a researcher more credit for publishing in the Journal of Applied Econometrics than in the Oxford Bulletin of Economics and Statistics (t = −1.36), for example, if what we care about is potential citation impact. As long as research assessments and search committees wish to evaluate very recent publications, it seems inevitable that they will use some form of journal ranking as a proxy quality indicator. This paper shows that though this may be justified to some degree, for the majority of journals fine distinctions in rank are not possible using IFs.
