As an important area of computer graphics, realistic image synthesis provides principles and techniques for creating realistic imagery through computations based upon models of real-world objects and behaviors. Facial expression is one of the primary communication means of the human. The ultimate goal of realistic image synthesis is to achieve perfect realism -the synthesized images are visually indistinguishable from their real-world counterparts. This area has widespread applications in industry and scientific research including 3D design, omputer animation, scientific visualization and virtual reality Facial expression synthesis has many useful applications in practice. How to synthesize facial expression images robustly and simply is still a challenging problem. This paper surveys the state of the art in this area.
1.INTRODUCTION
As an important area of computer graphics, realistic image synthesis provides principles and techniques for creating realistic imagery through computations based upon models of real-world objects and behaviors. The ultimate goal of realistic image synthesis is to achieve perfect realism -the synthesized images are visually indistinguishable from their real-world counterparts. This area has widespread applications in industry and scientific research including 3D design, computer animation, scientific visualization and virtual reality. In the last twenty-five years, a large number of research papers have been devoted to this area [3] . Nowadays, as people are enjoying the pleasure of realistically duplicating objects and complex scenes in the virtual world, synthesis of the human face has become one of the most promising research fields, because the face appears as the most perceptual knowledge of human beings [2] . Accordingly, facial analysis [4] [5] [6] [7] [8] and synthesis [9, 10, 11] have emerged to be two important requirements for a vast array of vision-based applications. Facial analysis refers to the extraction from video sequences of information concerning the location of the head, its pose, and the movement of facial features such as the eyes and the mouth. Facial synthesis refers to the reverse process of animating a facial model using a set of high-level parameters that control the face's gaze, mouth orientation, and pose. Facial analysis would be useful for such applications as eyetracking, facial expression recognition, and visual speech understanding. Facial synthesis would be useful for animating cartoon characters or digital actors. Together, facial analysis and facial synthesis in tandem would be useful for model-based coding applications such as video email and videoteleconferencing, as well as interactive animation of cartoon characters using facial motions [12] .
Usually, facial image analysis/synthesis is useful in several applications. Among them is low bandwidth teleconferencing which may involve the real-time extraction of facial control parameters from live video at the transmission site and the reconstruction of a dynamic facsimile of the subject's face at a remote receiver. Teleconferencing and other applications require facial models that are computationally efficient and also realistic enough to synthesize the various nuances of facial structure and motion. Over a decade ago, the anatomy and physics of the human face, especially the arrangement and actions of the primary facial muscles, provide strong constraints and a principled basis for facial image analysis and synthesis [13] . Part of the difficulty of facial image analysis is that the face is highly deformable, particularly around the forehead, eyes, and mouth and these deformations convey a great deal of meaningful information [14] . In facial image analysis/synthesis, two kinds of research directions are usually made in the literature such as, (1) the technique of synthesizing facial pose images, and (1) the technique of synthesizing facial expression images.
In the first technique (facial pose image synthesis), several methods have been proposed in the literature. These methods can be classified into three categories: anatomy based methods, geometry based methods and learning methods. Anatomy based methods build face models by estimating the dynamic facial muscle contractions from a sequence of human face images [3] . It needs a lot of pre-processing, such as registration of corresponding muscle points and setting constraints of muscle contraction to every sample. Although this method is of highly accurate, it is difficult for practical applications. The geometry based method recovers shape from information such as shading, stereo, motion, texture, etc. For example, the shape from shading method (SFS) deals with the recovery from a gradual variation of shading in an image [7] . The SFS method needs to compute the surface orientation map, such as a normal direction or gradient field from image intensity and then reconstruct the surface depth map from the orientation map. Since the SFS is highly dependent on the gradual variation of shading in the image, it is an illposed problem and difficult to find a unique solution without additional constraints. The learning method finds the related objects between pose subspaces by training samples It is shown that linear transformations can be learned
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On the other hand, facial expression mapping has been a popular method for generating facial animations. Realistic facial expression synthesis [39] has been one of the most interesting yet difficult problems in computer graphics. In general, the face is capable of generating on the order of 55,000 distinguishable facial expressions with about 30 semantic distinctions. Given an image of a subject's neutral face and another image of this person's face with an expression, the positions of the facial features (eyes, eye brows, mouth, etc.) on both images are located either manually or through some automatic method. The difference vector is then added to the feature positions of a new face to generate the new expression for that face through geometry-controlled image warping [15] , [16] . The division of face into the sub regions .For each sub region, image correlation is used to find the best match in the example database and send the index over the network to receiver [17] . Data-driven approach is to segment a face into sub regions thus providing local control to the user [18] .
To map one person's expression details to a different person's face. In addition to feature point motions [19] , to create 3D animations from a single face image or a video. Their system automatically estimates the 3D face mesh, pose, and lighting parameters from a single image. It then transfers a 3D facial expression of a different person to the reconstructed face model by mapping the geometric difference vectors [20] .
2.FACIAL EXPRESSION SYNTHESIS
In this Section, facial expressions synthesis approaches are summarized. Facial modeling and expressions synthesis research falls into two major categories, those based on geometric manipulations and those based on image manipulations [1] . 
Geometric Manipulations

Parameterization
Techniques for facial expressions (Parke & Waters, 1996) overcome some of the limitations and restrictions of simple interpolations. Ideally parameterizations specify any possible face and expression by a combination of independent parameter values. Unlike interpolation techniques, parameterizations allow explicit control of specific facial configurations. Combinations of parameters provide a large range of facial expressions with relatively low computational costs. Nevertheless, there is no systematic way to arbitrate between two conflicting parameters, hence parameterization rarely produces natural human expressions. Another limitation is that the choice of the parameter set depends on the facial mesh topology and, therefore, a complete generic parameterization is not possible. Furthermore, tedious manual tuning is required to set parameter values, and even after that, unrealistic motion or configurations may result.
Physics-based muscle models
Fall into three categories: mass spring systems, vector representations, and layered spring meshes.
I.
Mass-spring methods propagate muscle forces in an elastic spring mesh that models skin deformation. Forces applied to elastic meshes through muscle arcs generate realistic facial expressions.
II.
The vector muscle method models the action of muscles upon skin exploiting a delineated deformation field. The positioning of vector muscles into anatomically correct positions can be a daunting task. No automatic way of placing muscles beneath a generic or person-specific mesh is reported. They are widely used because of their compact representation and independence of the facial mesh structure.
III.
Layered spring mesh muscles models detailed anatomical structure and dynamics of the human face (Terzopoulos & Waters, 1990) . This model achieves great realism. However, simulating volumetric deformations with 3D lattices requires extensive computation.
The Finite Element Method (FEM)
A numerical approach is for approximating the physics of an arbitrary complex object. An object is decomposed into area or volume elements, each endowed with physical parameters. The dynamic element relationships are computed by integrating the piecewise components over the entire object (Nebel, 2001). They are quite computationally intensive methods.
Pseudo or simulated muscle
Modeling produces realistic results by approximating human anatomy, but it is difficult to consider the exact modeling and parameter tuning needed to simulate a specific human facial structure. Muscle forces are simulated in the form of splines, wires, or free form deformations:
Free form deformation (FFD)
Deforms volumetric objects by manipulating control points arranged in a 3D lattice. FFDs can deform many types of surface primitives, including polygons; quadric, parametric, and implicit surfaces; and solid models . On the other hand, rational FFD (RFFD) (Karla, Mangili, Thalmann & Thalmann, 1992) incorporates weight factors for each control point. A Dirichlet free form deformation (DFFD) (Lee, Karla & Thalmann, 1997) is another free-form variation.
I.
Spline pseudo muscle models supports smooth and flexible deformations,allowing localized deformation on the surface, reducing the computational complexity.
II.
Wire curves together with a collection of domain curves provide an implicit modeling rimitive (Singh & Fiume, 1998).
III.
Wrinkles: There are two types of wrinkles, 
2.2.Image Manipulations
2D and 3D morphing effects a metamorphosis between two target images or models. A 2D image morph consists of a warp between corresponding points in the target images and a simultaneous cross dissolve. Typically, the correspondences are manually selected to suit the needs of the application. The 2D and 3D morphing methods can produce realistic facial expressions, but they share similar limitations with the interpolation approaches.
Vascular expressions
Realistic face modeling and animation demand not only face deformation, but also skin color changes that depend on the emotional state of the person. Not much research is reported on this subject. It can be achieved by changing the color of all the polygons during strong emotion (Karla & Thalmann, 1994), or using texture mapping.
Model fitting
Some techniques have been developed, in order to fit a predefined wireframe on a face. This face model can be of any level of detail, but it is usually limited in locating a rough outline of the face and a set of facial movements. Such model-fitting algorithms on faces derived from images are described in (Ahlberg, 2001).
Expressions using tracking
The difficulties of other methods in achieving life-like facial expressions led to the performance driven approach where tracked human actors control the expressions. Real time video processing allows interactive animations where the actors observe the animations they create with their motions and expressions. Accurate tracking of feature points or edges is important to maintain a consistent and life-like quality of expression.
LITRATURE REVIEW OF FACIAL SYNTHESIS MODELS
Since 1990, there has been a tremendous amount of work on image-based face modeling and animation. In the following, we review the literature along five different but interconnected threads: statistical models and subspace representation, geometry modeling, appearance modeling , animation, and the modeling of eyes and hair.
Statistical models and subspace representation
In 1987,Sirovichand Kirby [23, 24] 
Geometry modeling
In early 1990s, many researchers started to become interested in 3D face reconstruction from images. In 1991,Leclerc and Bobick [37] developed a shape-from-shading technique to reconstruct the 3D face geometry from images where they used stereo processing to initialize the shape-from-shading solver. In 1994,Devernay and Faugeras developed a technique to recover the 3D structure by first computing differential properties from disparity maps, and they applied the technique to face images .In 1996,Proesmans et al. [38] developed a structurelight-based system for acquisition of 3D face geometries. In the same year,Ip and Yin [39] developed a system to construct 3D face model from two orthogonal views.
In 1998,Fau and Miccio [67, 68] developed a system to fit an animated face model to noisy stereo data. Given a video sequence,they treat consecutive frame as stereo pair or triplets.They assumed that both the intrinsic and extrinsic camera parameters were known a priori, The obtained strereo data was used as input for 3D model fitting.In 1999,Fua [66] extended the system so that it does not require calibration data.Given a video sequence for which the calibration motion motions are not known,they used a generic face model to regularize the bundle adjustment so that they were able to recover camera motions between successive frames,After that,they generate stereo data fit a face model as in [67] .
In 2000 and 2001 , Liu et al. [134, 135, 193 ,268] developed a system to construct an animated 3D face model from a video sequence.They used a linear space representation to reduce the number of unknowns in the bundle adjustment process.In 2001,Chen and Medioni developed a stereovision-based facemodeling system using a precalibrated and synchronized camera pair.In 2004,Dimitriejevic et al. [40] developed a structure-frommotion-based system to reconstruct 3D face models from uncalibrated image sequence In 2006,Golovinskiy et al. [41] developed an example-based approach to synthesize geometric details.They acquired highresolution face geometries for different ages,genders, and races.The geometries details are extracted and represented with displacement maps.Statistical models of the displacement maps are obtained and used to synthesize plausible geometric details of a new face.
In 2007, Amberg et al. [42] developed a model-based stereo system to recover the 3D face geometry as well as the head poses from two or more images taken simultaneously.
Appearance modeling
Another work that started at the end of 1990s was the reflectance and illumination recovery of face images.In 1997,Marschner and Greenberg [43] developed an lighting system for face relighting.Given a camera model,the face geometry and albedo,and a set of basis lights,their system produces a set of basis images for the face under the basis lights.Given a new photograph,their system searches for a linear coefficients are essentially the lighting coefficients.In 1999,Marchner et al. [45] developed an image-based system to measure the Bidirectional Reflectance Distribution Function(BRDF).They assumed that the surface area of an object is curved and all the point on the measured object have the same BRDF.In 2000,Debevec et al. [44] developed a system to capture spatially varying reflectance properties of a human face's skin area.It require 2D array of light sources and a number of synchronized cameras,and the light sources and the cameras need to be calibrated.In 2005,Weyrich et al. [46, 47] developed a system to capture and measure a more general bidirectional surface scattering distribution function,which takes into account the translucent component of the skin reflectance.In 2007,Wang et al [48, 49] proposed a spatially varying texture morphable model.They divide the image into multiple subrrgions and have a separate texture morphable model for each subregion.The spatial coherence between subregions is modeled as a Markov random field.Their technique is capable of handling harsh lighting conditions that cause cast shadows and saturations,as well as partial occlusions.
Animation
In 1997,Bregler et al. [51] developed a vedio-rewrite system that synthesizes lip-synchronized face animation from speech.This technique was later extended by Brand [50] ,Ezzat et al. [52] ,and joshi et al. [53] .In 1998,Guenter et al. [54] developed a system with six synchronized cameras to capture 3D facial expressions.In the same year,Pighin et al. [55] used convex combination of the geometries and textures of a person's example facial expressions to generate new facial expressions for the same person.Basically the geometries and textures of a person's expressions. This representation was also used for facial expression tracking [56] .In 2001,Liu et al. [57] proposed a technique,called the expression ratio in] mage,to map one person's expression details to a different person's face.Noh and Neuman [58] 
. Eyes
The amount of research work on modeling face organs such as eyes and mouth has been relatively small.In 1994,Sagar et al. [61] proposed an anatomy-based eye model for surgical simulation.In 2002,Lee et al [62] developed an eye movement model based on eye-tracking data of face-to-face conversations.In 2003,Itti et al.
[63] developed a neurobiogical model of visual attention including the eye and head movement.Based on eye gaze tracking data,a visual attention model was built to predict the gaze direction for any given visual stimuli(e.g.,an image).A model for eye and head movement was also developed to generate animations for avatars.
Hair
In comparison,hair modeling has recived a lot more attention.One of the earlier works on furry surface rendering was published in 1989 by kajiya and kay [64] .They proposed a volumetric texture represention,called texel,to render furry surfaces.They generated some impressive rendering result of a teady bear model.In 1992,Anjoyo et al. [65] developed a technique for modeling hair style and dynamic behavior.They derived simple diffential equations that coarsely approximate physics while capturing the aesthetic feature of human hair.In 1995,Stam [66] proposed to use motion vector field for hair modeling by tracing particles through the vector field.The trajectory of the particle determines the shape of the hair strand.In 1997,Goldman [67] accelerated Kajiya and Kay's method [68] by using an aggregated lighting model.In 1999,Chen et al. [69] developed a hair rendering system using trigonal prism wisp model.In 2000,Kong and Nakajima [70] proposed a jittering and pseudo shadow technique to improve the realism of hair renderering.
In 2001,Yu [71] used a 3D vector field for hairstyle modeling.They introduced a set of vector field primitives for both global and local control of hairstyles.In 2002,Chang et al. [72] developed a system to model the interactions of the hair strands by applying dynamics simulation on a sparse set of guide strands.In 2003,Marschner et al. [73] measured lights scattering from hair fibers and proposed a hair shading model that is more accurate than the model proposed by Kay [74] .
In 2004,Pais et al [75] developed an image-based technique to capture thither image-based hair geometry by extending the system of [76] to allow multiple view points.In this way,they were able to capture the geometry of the entire hair surface.
In 2005,Wei et al. [77] proposed an image-based approach to capture the hair geometry.In 2006,Bertails et al. [78] proposed to use Kirchhoff's equations for elastic rods to describe the motion of hair strands.The equations are solved representing a hair strand as a piecewise helical rod.In the same year,Moon and Marshner [79] proposed an efficient physically based technique to simulate the multiple scattering of hair based on volumetric photon mapping. In 2008,Moon et al. [80] improved their previous technique [81] and developed a much faster volumetric rendering method to compute multiple scattering solutions.
In 2009,McAdams et al. [82] developed a hybrid approach to simulate the dynamics of hair interactions where large-scale interactions are handled with fluid solver while local hair-hair interactions are handled with lagrangian self-collision.Wang et al. [83] developed an example-based approach for hair geometry synthesis.Given an input hairstyle,their system can generate a new hairstyle,which has a statistically similar hair strand arrangement and geometric details. Based on their synthesis method,they developed a hair-editing technique that can perform hair detail transfer between hairstyles.
4.CONCLUSION AND FUTURE DIRECTIONS
Face image processing has been a fascinating topic for researchers in computer vision,computer graphics,and multimedia.Human face is so interesting to us partly because of its familiarity.The goal of this paper is to provide a systematic treatment of the technologies that have been developed in this field.In this paper, after introducing what is Facial expression synthesis and its applications in different domains, we present several facial modeling approaches.. we describe and survey the issues associated with facial expressions analysis and synthesis. Analysis of human facial expressions consists of three steps: face detection (tracking), facial feature extraction and facial classification. Generation of facial expressions can be summarized as follows. First, an individual specific model is obtained and fitted into the prearranged prototype mesh. Second, the constructed individual facial model is deformed to produce facial expression. Wrinkles and vascular effects are also considered for added realism. The goal of research related to the synthesis, achieving realism in real time in automated way, has not been reached yet. In the future, we plan to develop a face expression model that synthesis the face expression. Initially, various expressions of different person are taken and we are preprocessing the images and applying the landmark points to find the deviations using two procedures to train the neural network. The neural network is then used to create the desired face reaction of the neutral face which we are giving as input. For the experimentation, we have used the standard database and the performance is analyzed with the various type of expressions.
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