It has been found recently that feedback in an ATM network is useful in the long run to alleviate congestion. This general conclusion, although theoretically important, does not address the practical concern aa to how the network behaves when it is adjusting itself in short to medium range. The work reported in this paper is motivated by this practical concern. A new feedback based dynamic traffic control mechanism (called balanced mechanism) is proposed and compared with the pure PCC and an existing feedback based mechanism, known aa Explicit Forward Congestion Notification (EFCN). It is shown that the balanced mechanism outperforms both PCC and the EFCN.
Introduction
To cope with the dilemma of large delay-bandwidth product in high-speed networks, the CCITT standard recommendation for asynchronous transfer mode ATM) [l] selects a preventive congestion control t PCC) principle. This principle would be successful if two of its primary functions, connection admission control (CAC) and usage parameter control (UPC), were both effective. In reality, the contrary is often true. Previous study on CAC [2] and UPC [3, 4, 5, 6 congestion, reflected by failure to guarantee quality of service (QoS). As such, CACs are predominantly designed using conservative methods, leaving a large portion of network power untapped.
A feedback based mechanism known aa explicit forward congestion notification (EFCN) is studied in [7] for assisting users to temporarily oversubscribe to network. It has been shown that using the EFCN, users can be facilitated with surplus bandwidth that would otherwise be wasted, especially during the off-peak hours. Oversubscription to network was first proposed in [E] by marking cells. Recently, this idea was extended to include source planning using "credit banking" [9] or feedback ["] .
show that they leave loopholes to possible uncontrolle d In [lo] and [ll] , it is proven that feedback can be used to adjust source rates toward asymptotic (deairable) levels. As expected, the convergency requires a long transient delay. It is also verified that feedback does not help the protocol to converge to a stable operating point; rather, it brings the QoS into a neighborhood of the target operating point. Therefore, feedback must be continuously used throughout the lifetime of a connection, in order to keep the fluctuation small. Although using feedback emerges as a viable approach to ATM traffic control, a number of practical issues have still not been solved, such as "how to deal with the large feedback delay?" "how do existing traffic control mechanisms compare in their transient performance?" "how to adjust the source rate?" In this paper, we focus on these important issues. We propose a new feedback based traffic control mechanism (called balanced mechanism and compare it with pure PCC iors during the periods of load changes are observed. We show that the balanced mechanism outperforms both pure PCC and the EFCN mechanisms. Suppose feedback A is received by a traffic source, which reflects the network condition caused by cells sent before LGT(A). In other words, feedback A does not convey the network condition since LGT(A . By introducing Definition 2, we want to clarify the fact that even before the feedback is physically generated, the (logical) congestion state may have already been formed. Baaed on these two definitions, three important time points are identified.
Feedback Delay Concept

2.
At t d , the tagged cell arrives at the destination 3. At t f , the feedback arrives at the source. and feedback is sent to the source.
A straightforward observation is that at time t , , when the tagged cell is being transmitted, all cells that cause the feedback have already been sent into the network and network condition has already been affected. Therefore, the feedback should be considered already logically formed a t time t , even though no physical feedback can be generated before t d ( t d > t , . Thereis defined as follows. Definition 9. The A g e of Feedback i s the difference between the current t i m e and the LGT of the feedback.
Clearly, the age of feedback in EFCN is a constant, equal to a round-trip delay, i.e., t f -t , . The implication is that the feedback does not reflect the network status during this one round-trip interval ( t b , t f ] .
Therefore, additional factors contributing to possible changes to the network status in this interval must be taken into consideration in rate adjustment. The three most important factors are: interfering cells from other connections, the source rate, and transmission rate (i.e., the rate for the cells to pass the UPC and enter the network). Unfortunately, the knowledge about interfering cells from other connections is theoretically impossible to obtain, although information regarding the other two factors can be collected locally. In practice, accurate heuristic estimates about the interfering traffic may be used.
A Feedback-Based Traffic Control
Mechanism
In this section, we explain the two important aspects of a feedback-based mechanism, namely, the feedback and the rate adjustment function.
The Feedback
In contrast to the EFCN, which uses binary feedback, our traffic controller uses continuous feedback.
A special dedicated cell, called feedback cell (FC) is issued periodically by the controller to probe the maximum switch utilisation along a virtual connection. This FC corresponds to the tagged cell in Section 2.
The LGT for the feedback in an FC is the time when the FC is being transmitted. This conclusion is useful to the rate adjustment function because the age of feedback can be tracked quite easily. In fact, the age of feedback is equal to one round-trip time plus queueing delay experienced by an FC in intermediate switches. In all intermediate switches, FCs are given the highest priority to transmit. Therefore, the total queueing delay is extremely small when compared with the round-trip time, making the age of feedback close to a constant.
We assume that only one FC is used and the possibility of FC loss is ignored. The controller works in a cyclic manner as follows. 
I.
Go to I.
fore, feedback delay, referred to as the age of 1 eedback,
The Rate Adjustment
The source controller consists of two Leaky Bucket UPCs arranged in tandem, the first is for policing the average rate (with token pool size Ka and token generation rate r,) and the second for the peak rate (with token pool size K and token generation rate r ). A cell must pass bot% policers to enter the network.
Four parameters (i.e., r,, rp, Ka, and K p ) can thus be used to control the traffic submitted to the network. The effect of all these parameters is not the same. It is shown in [4] that changing the token pool size has lesser impact on the cell loss probability than modifying the token rate. Therefore, in our work we assume that both pool sizes are constant. Also, as concluded in earlier research [3, 41, the peak rate parameter can be enforced quite accurately using the LB policer. Therefore, the peak rate parameter rp is not allowed to vary. According to [3, 41 , the parameter rp should be set to the target peak rate. As a result, only one parameter (the token rate r , in the average rate policer) remains, which can be modified based on the feedback. We assume that the range for is [rm, r~] , i.e., the maximum and the minimum token rates are r M and rm, respectively. We describe a method for tuning r , within this interval in the remainder of this subsection.
Consider the time axis as shown in Figure 1 . Time Figure 1 is the moment when the ith FC enters the network. The interval [ T ; , T , +~] is referred to as the ith cycle. Note that the duration of a cycle is exactly equal to the age of the feedback available at the end of the cycle. As explained earlier, the cycle length is almost a constant. The following notations are defined for the ith cycle.
ri: the token rate in the average rate policer during the ith cycle. Note that, for notational simplicity, here we drop the subscript "an which we used earlier.
vi: the feedback available a t the end of the ith cycle.
si: the average source rate during the ith cycle.
t; : the average transmission rate during the ith cycle.
In the beginning of the ith cycle (time ~i in Fig ff minimizing the source cell loss probability, while ti is computed to satisfy QoS requirement within the network.
To achieve the smallest cell loss probability, j; must be as close to the actual average rate as possible. Since the duration of all cycles are necessarily long, the following estimation seems to be reasonable.
where si-1 is the measured source rate during the previous cycle.
The target network QoS is difficult to determine because it is related to all connections in a complicated manner. Therefore, we propose an addition to the ATM admission control mechanism as follows. When a user requests a virtual connection, a target VC utilization (denoted by r]*) is also negotiated between the user and the network. During the communication phase, the network must keep the utilization along the virtual connection lower than this target value. Congestion is, therefore, defined as the violation of this restriction. There are a number of advantages of this QoS control. First , the traffic controller does not have to observe the detailed QoS measures (e.g., cell loss, delay, delay jitter, etc.) within the network, which can be difficult to obtain. Second, users can be better protected from affecting each other. Third, the constant availability of switch utilizations at the network boundary can also assist routing and connection setup.
We now describe how to estimate i; by distinguishing several cases based on the feedback value q -1 at time 7;. Case 1 (r];-1 > r]*): In this case, the network is considered being congested in cycle i -1. Therefore, in the next cycle cycle i ) , the token rate (r;) must however, is dependent upon whether the source has already submitted less traffic during the age of the feedback. The key to this estimation is the heuristic function (5) which is plotted in Figure 2 with various values of y. This is simply a monotonically decreasing logarithmic function of the network utilization r]. In addition, parameter y controls the decreasing speed as r] increases -the higher the y, the slower the decreasing rate. 
with a linearly decreasing function for the degree of confidence.
Different from equation (4) in Case l.a, the estimated rate in (10) is not subject to the upper bound ti-1. Thus, the token rate ii may increase for the next cycle, which ia ?lot allowed in Case 1.a.
Case 2.b (ti-1 2 t i -2 ) : In this case, the transmission rate has been increased during the age of the feedback. However, the effect of this rate increase is not known yet at the current time ri. Therefore, a conservative estimation is used for this case.
where
Related Work in the Literature
In concluding this section, we discuss work related to ours presented in this paper. The closest work to ours is reported in [12] and [13] . In [12] , a feedback scheme is proposed which consists of sending test cells into the network. A test cell brings back to the source the one-way delay from source to destination. As in all distributed systems, the clocks in source and destination nodes may be out of synchronization, giving rise to errors in the measured one-way delay. However, the feedback errors in two consecutive cells can be cancelled if we subtract one feedback value from the other. The result is the exact change on the one way delay in the past one round-trip time. This change of one-way delay is used to modify the intercell di5 tance, which roughly corresponds to the peak rate. The adjustment function is linear in both congestion and noncongestion cases. In [13] , feedback is used to adjust the token rate in a Leaky Bucket mechanism. The rate adjustment is both overly optimistic and pessimistic in that the rate is immediately dropped to the minimum level when congestion is detected, or is abruptly raised to the maximum when there is no congestion. What is important in [13] is that the authors aim at achieving the aggregated QoS, i.e., the total QoS within the network and at its entrance. Most previous work either focused exclusively on the network performance, and overlooked the QoS at the network boundary, or vice versa.
In our work, as in [12], we take the change on delay into consideration in rate adjustment. However, the feedback is the maximum switch utilization along the virtual connection (as in [13] ), rather than the change on one-way delay. There are two major differences between our work and others:
1. In all existing feedback-based mechanisms, feedback delay is not considered. In our work, feedback delay plays a central role.
2. We do not solely rely on a conservative rate adjustment principle, as in all other existing mechanisms. We use feedback and heuristic predictions to balance optimism and conservativeness.
Simulation Model
In Table 1 we list all parameters used in the simulator. The parameters are categorized based on the three types of important components: source, controller, and switch. The parameters related to the controller have been explained in the previous section. In this section we explain the parameters related to other components. 
The End-to-End Connection
The approach taken in design of the simulation (for reducing simulation complexity) is to explicitly represent only one connection and aggregate all other connections into "cross traffic" having general interarrival distributions. The distribution is set quite arbitrarily since it is not known what the actual distribution should be. A structural simulation model is reported in [14] to capture the fact that the cross traffic in a switch "deep" in the network would be heavier than what may be seen in a switch close to the network boundary. However, the "network boundary" may be difficult to identify.
The parameters used in the simulation are listed below.
n: the total number of switches. z i ( j ) : the probability of cross traffic cells' interarriving distance to be j in switch i, i.e., the cross traffic intercell distance is assumed to follow a discrete general distribution.
pi: cell deflecting probability after switch i, i.e., after having been served, a cell in switch i will not stay on the virtual connection with probability pi. In the simulation, these deflecting cells are discarded.
It is also of interest to see how the traffic over the explicitly represented connection affects all other connections. The simulation results in Section 5 show that by adjusting the rate of the explicitly represented connection, all cross t r a c streams' cell loss and delay decrease. Therefore, one can infer that even though switches do not employ any protection mechanisms such an priority based scheduling mechanisms like anteed.
B air Queueing [15]), the QoS of all connections is guar-
Traffic Source
The traffic source is modeled by a two state MMPP whose state transition rates are p~ and PI. In state 0 (l), cell arrivals follow the Poiaeon distribution with rate A0 (AI).
The peak rate of the MMPP model is simply the larger of A0 and AI, and the average rate is given by sa = -ao+ (14) M + P 1 h + P l
Performance Results
Three traffic control methods, the pure PCC, the EFCN with the well-known multiplicative decrecrse and additive increcrse (MDAI) rate adjustment, and the balanced mechanism proposed in this paper, are compared in four scenarios. In the first two scenarios, the virtual connection is persistently congested, and not congested at all, respectively. The condition of the connection does not change in these two scenarios. In the last two scenarios, the network condition changes at the end of the fifth round-trip time from no con e% tion condition to heavy congestion (in scenario 35) or from heavy congestion to no congestion (in scenario
Scenario 1: A Heavily Congested Virtual Connect ion
Some of the parameters selected for this scenario are shown in Table 2 . Four switches are assumed in this case; all have identical distributions of interarriving time for cross traffic cells (not shown in Table 2 ). The expected cross traffic intercell distance is 0.192. Therefore, the load of cross traffic cells on each switch is 1/(1+ 0.192) = 0.84, a relatively heavy load.
The discrete general distribution also allows many cross traffic cells to arrive a t the same time, i.e., a batch arrivals model. The batch size follows a geometric distribution with mean 4.76. Note that in Table 2 , the buffer size Li in each switch is 5. As such, buffers in all switches can easily become saturated. In both EFCN and the balanced mechanisms, the threshold switch utilisation r)* is targeted at 0.5.
4).
Because the cross traffic cells' deflecting probability in switch 2 is p1 = 0, the utilization of switch Figure 3 shows that the two mechanisms EFCN(MDA1) and the balanced mechanism do not differ significantly in terms of the maximum switch utilization. Observing the maximum switch utilizations in Figure 3 , one may conclude that congestion persists no matter which mechanism is being used, and the balanced mechanism appears not much better than the EFCN MDAI). We will return to this point QoS measures show that the balanced mechanism is able to improve the performance on cell loss rate and cell delay for the source, as well as for all cross traffic. This conclusion is summarized from the results shown in Figures 4-7 , where the virtual connection (VC) cell loss probability, cross traffic (CT) cell loss probability, VC cell delay, and CT cell delay, respectively, are plotted against switch index.
In the simulation, the initial average rate policer's token rate is selected as 0.167, lower than the average source rate sa = 0.2 (computed using (14) in Section 4). In light of the exlsting congestion, this initial token rate may not be appropriate, i.e., it may need to be further lowered. In the case of pure PCC, the token rate, once selected, cannot be changed during the entire communication phase, while in the other two mechanisms, changes can be made based on the feedback.
The balanced mechanism clearly shows its advantages (Figures 4-7 ) in adjusting both cell loss and delay performance for both VC and CT cells. This performance should be expected since the balanced mechanism more closely follows the dynamic (and most recent) changes of the network condition, as argued in Section 3. Cells injected into the network using this mechanism are less likely to be dropped than in the EFCN(MDA1) case.
We now revisit Figure 3 which seems to suggest similarity between the balanced and the EFCN(MDA1) mechanisms. Given the fact that the QoS is substantially improved by the balanced mechanism, we conclude that compared with the EFCN(MDAI), the balanced mechanism achieves the QoS improvement without actually giving up the network utilization. This conclusion, which further demonstrates the advantage of the balanced mechanism, is not intuitively immediate; but it has been verified by all experiments we have conducted.
Scenario 2: No Congestion along the Virtual Connection
Parameters for Scenario 1 are changed to make the connection lightly loaded: (1) We double the buffer capacity in each switch to change it from 5 to 10. (2) We change the target switch utilization q* from 0.5 to 0.8. (3) The distance between adjacent switches is increased from 500 time units to 1000. Therefore, links can function better as cell buffers. (4) The deflection probability in switch 2 is now changed from 0 to 0.8, thus only 20% cross traffic cells served by switch 2 can actually arrive a t switch 3.
In a congestion-free connection, the optimal token rate in the average rate policer should be 0.2, i.e., the average rate of the source. Therefore, the initial token shortly after we 6 ave examined the QoS performance. rate r,, = 0.167 needs be dynamically increased using the feedback mechanisms.
In Figure 8 , cell delay results for cross traffic in all intermediate switches are plotted. (Other performance measures convey the same conclusion to be discussed below.) Figure 8 shows that the performance of the pure PCC mechanism is the best (using the fixed token rate of 0.167). The performance of the balanced mechanism is only slightly worse than the pure PCC mechanism, while the one for the EFCN(MDA1) is much worse.
We note that the pure PCC outperforms the feedback based mechanisms only under the condition that the parameter settings in the controller is optimally selected. In reality, however, to accurately configure the policers is often extremely difficult. As such, a feedback mechanism that performs close to the optimal pure PCC would be attractive. The balanced mechanism appears to be such a choice.
Scenario 3: From No Congestion to Heavy Congestion
To test the responsiveness of the feedback-based mechanisms, we allow switch 2's deflection probability to change from 0.8 to 0 at the end of the fifth roundtrip time. The initial token rate in the average rate policer is 0.1.
In the pure PCC mechanism, the pessimistic token rate (r,, = 0.1) leads to unnecessary cell loss at the policer during the first five round-trips when no congestion exists along the VC; but it protects the switches during the period of congestion after the fifth round-trip. As the result, the pure PCC mechanism still performs the best in terms of protecting QoS in switches. This protection, however, is at the expense of the QoS over the entire virtual connection, as shown in Table 3 . Table 3 shows that the pure PCC offers the best protection of switches, and the EFCN(MDA1) offers lenient control at the controllers but poor performance in switches. The balanced mechanism balances the QoS in these two types of components. In this last scenario, we use the same parameter settings as in Scenario 3, except that the deflection probability of switch 2 changes from 0 to 0.8 at the end of the fifth round-trip time. Therefore, the virtual connection is heavily congested in the first five roundtrip time, and then the congestion disappears.
The QoS performance follows a similar pattern as observed in Scenario 3. Thus, we avoid repeating the same conclusion here. In Figure 9 , the token rate fa in the average rate policer versus round-trip index is shown. When the network changes from heavy congestion to no congestion, the token rate in the average rate policer is able to increase to the vicinity of the optimal 0.2. However, the EFCN(MDA1) increases its token rate indefinitely until the permissible upper limit r M is reached. This figure clearly shows that the balanced mechanism controls the traffic more prudently and accurately than the EFCN(MDA1) mechanism.
Conclusion
In this paper we introduced a balanced feedbackbased congestion control mechanism. Two other mechanisms, the pure PCC and the EFCN(MDA1) are compared with the balanced mechanism through simulation. The major findings of this work are summarized below.
First, The balanced mechanism is superior to the EFCN(MDA1) in satisfying the QoS expectations for both a .virtual connection over which the balanced mechanism is used and for all cross traffic. Second, the balanced mechanism improves the QoS performance without sacrificing network utilisation. Third, as the congestion condition changes within the network, the balanced mechanism is able to adjust the token rate in the LB policer to appropriate level both promptly and accurately. Finally, in all scenarios studied in our work, we have found that there are optimal parameter settings which make the pure PCC outperform all other mechanisms. In reality, an optimal parameter setting is often not known a priori, and must be promptly and accurately tracked using feedback-based mechanisms. We showed in this paper that the balanced mechanism satisfies this requirement. 
