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THESIS SUMMARY 
 
 
Cloud computing has changed the strategy used for providing distributed services to many 
business and government agents. Cloud computing delivers scalable and on-demand services 
to most users in different domains. However, this new technology has also created many 
challenges for service providers and customers, especially for those users who already own 
complicated legacy systems. This thesis discusses the challenges of, and proposes solutions 
to, the issues of dynamic pricing, management of service level agreements (SLA), 
performance measurement methods and trust management for cloud computing.  
 
In cloud computing, a dynamic pricing scheme is very important to allow cloud providers to 
estimate the price of cloud services. Moreover, the dynamic pricing scheme can be used by 
cloud providers to optimize the total cost of cloud data centres and correlate the price of the 
service with the revenue model of service. In the context of cloud computing, dynamic 
pricing methods from the perspective of cloud providers and cloud customers are missing 
from the existing literature. A dynamic pricing scheme for cloud computing must take into 
account all the requirements of building and operating cloud data centres. Furthermore, a 
cloud pricing scheme must consider issues of service level agreements with cloud customers. 
 
I propose a dynamic pricing methodology which provides adequate estimating methods for 
decision makers who want to calculate the benefits and assess the risks of using cloud 
technology. I analyse the results and evaluate the solutions produced by the proposed scheme. 
I conclude that my proposed scheme of dynamic pricing can be used to increase the total 
revenue of cloud service providers and help cloud customers to select cloud service providers 
with a good quality level of service. 
 
12 
 
Regarding the concept of SLA, I provide an SLA definition in the context of cloud computing 
to achieve the aim of presenting a clearly structured SLA for cloud users and improving the 
means of establishing a trustworthy relationship between service provider and customer. 
In order to provide a reliable methodology for measuring the performance of cloud platforms, 
I develop performance metrics to measure and compare the scalability of the virtualization 
resources of cloud data centres. First, I discuss the need for a reliable method of comparing 
the performance of various cloud services currently being offered. Then, I develop a different 
type of metrics and propose a suitable methodology to measure the scalability using these 
metrics. I focus on virtualization resources such as CPU, storage disk, and network 
infrastructure.  
 
To solve the problem of evaluating the trustworthiness of cloud services, this thesis develops 
a model for each of the dimensions for Infrastructure as a Service (IaaS) using fuzzy-set 
theory. I use the Takagi-Sugeno fuzzy-inference approach to develop an overall measure of 
trust value for the cloud providers. It is not easy to evaluate the cloud metrics for all types of 
cloud services. So, in this thesis, I use Infrastructure as a Service (IaaS) as a main example 
when I collect the data and apply the fuzzy model to evaluate trust in terms of cloud 
computing. Tests and results are presented to evaluate the effectiveness and robustness of the 
proposed model. 
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CHAPTER 1 – INTRODUCTION 
 
 
1.1 INTRODUCTION 
Cloud computing offers the benefit of cost-cutting to enterprises by online-allocation of 
storage and computing resources, because cost depends on whenever and for how long the 
resources are required. Although cost-effective, this latest technology affects customary 
security and trust mechanisms employed by these enterprises [1]. 
Trust can be broadly defined as a mental state in which a person or organization accepts the 
susceptibility of any process on the basis of positive expectations of the actions of another 
person or organization [2]. 
Customers are unable to use technical means to protect their data from secondary usage or 
illicit access because of their lack of control over cloud resources; therefore, relying on trust-
based methods and mechanisms for data security becomes a major issue. Other than trust, 
there are few other sources that offer reimbursement in case there is a breach of mutual 
agreement. These may include court action or insurance protection. 
Of the different ways of establishing trust, the most important is security. Another component 
of online trust is reputation. Trust is also related to brand name and image. 
The use of cloud computing requires a balance of costs, benefits, security and privacy. Trust 
is a key to the acceptance of Software as a Service (SaaS). Unless the customer and 
organizations trust that cloud providers will protect the security of sensitive information, 
customers may refrain from using cloud services. Secure handling of data, accountability, and 
privacy safeguards promote trust among users and service providers and also encourage the 
acceptance of cloud computing services. 
In conventional models of Internet security, a security boundary is deployed to build a trust 
perimeter to control the use of computing resources. In such a model, the customer or 
organization can control the storage and processing of the data depending on the 
organizational policies. However, this is not possible with cloud computing because the 
security boundary is compromised since the data is processed on machines that are owned 
17 
 
and controlled by someone else. The contractors or sub-contractors may also process the 
classified data independently of the trusted vendors, thereby increasing the risk of illegal use, 
resale or outflow of sensitive data. 
Some of the major issues arising from the use of cloud computing include lack of user 
control, because as soon as Software as a Service is used, the responsibility for data storage is 
transferred from the user to the corresponding service provider. Hence, the visibility and 
control of data is very limited. Another severe risk is that the service provider may obtain 
profits from unauthorized use of data and since multiple parties are involved, it is very 
difficult to control the flow of data. There is also a possibility of violation of local laws when 
transporting data stored in the cloud across geographical country borders. This also makes it 
difficult to identify the party which is responsible for ensuring that legal requirements are met 
for personal information and data handling. It is also very complicated to ascertain the 
trustworthiness of cloud sub-contractors who are involved in processing, particularly in a 
globalized cloud infrastructure and dynamic environment.  
Cloud computing increases the risk that third parties will access private and sensitive data for 
financial gain. It also offers minimal control over the data lifecycle as the service provider 
might not delete the data once it has been processed, and holds on to it for unauthorized 
resale at a later point in time. In order to create a flexible infrastructure, cloud providers 
might create several backups that produce an increased security risk because these 
unauthorized backups could lead to severe intimidation from external or domestic attackers. 
Today’s cloud computing also lacks widely-accepted standards such as security, privacy and 
integrity standards; because of the diverse environments, it becomes difficult for the user to 
communicate with the vendors. Moreover, exporting data in different formats and setting up 
security boundaries also becomes cumbersome because of non-standard practices in such 
diverse environments. Stipulation of a complete audit is also not possible in a cloud 
computing environment.   
Thus, cloud computing has created serious issues and its use is risky unless some important 
measures are taken to avoid or prevent these risks. 
The methodologies proposed in this thesis are intended to reduce such risks in the cloud 
community. I use the concepts of economics, service level agreements (SLAs), evaluation of 
performance, and trust management to make several contributions to the cloud computing 
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domain. These contributions are discussed and evaluated in order to assist cloud providers 
and cloud customers to use the cloud community to their advantage. More details about my 
proposed solution are presented in Chapter 4. 
In this chapter, I introduce cloud computing and the four main services of cloud providers 
namely Infrastructure as a Service (IaaS), Platform as a Service (PaaS), Database as a Service 
(DaaS), and Software as a Service (SaaS). In Section 1.3, I discuss the importance of 
dynamic pricing schemes for cloud services. Section 1.4 presents the concept of service level 
agreement in the domain of electronic services. In Section 1.5, the most challenging issues 
related to trust management of cloud computing will be discussed in order to show the 
motivation for the main objective of this thesis. Section 1.6 provides the motivation for this 
research. Section 1.7 presents the objectives of the research. I discuss the scope of this 
research in Section 1.8 and I show the main research stages which are included in the 
research timeline. Section 1.9 discusses the significance of developing accurate solutions 
based on the trust models in order to improve the security and performance of cloud services 
provided to end users. I present the plan of the thesis and briefly overview the concerns of 
each chapter in Section 1.10. Finally, I conclude this chapter. 
 
1.2 CLOUD COMPUTING 
There have been various definitions proposed in the literature of cloud computing [3-5]. In 
this research, I adopted and considered the definition provided by the U.S. NIST (National 
Institute of Standards and Technology): “Cloud computing is a model for enabling 
convenient, on demand network access to a share pool of configurable computing resources 
(e.g., networks, servers, storage, applications, and services) that can be rapidly provisioned 
and released with minimal management afford or service provider interaction” [3]. In other 
words, cloud computing is a framework in which, by using a virtualized infrastructure, 
resources are delivered as a service to customers via a public network which is the Internet 
[6-8].  
The cloud customers can range from big organizations, small business, developers or 
individual users. In this research, such customers will be known as ‘users’. One of the 
advantages of having such a framework is that users do not need to buy costly physical 
infrastructure or software, but they can use other users’ resources over a virtual environment 
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at far less cost, thereby reducing their own operational and maintenance costs. For example, 
Salesforce.com developed a customer relationship management solution (CRM) and 
delivered this as a cloud service, not as a package of software. Salesforce.com customers can 
access these types of services by using a basic machine with an Internet browser [9] for a fee 
which is far less than the cost of the package. Figure 1.1 shows the cloud computing stack 
layers.  
There are four main delivery models of cloud services over such a paradigm. They are: 
1) Infrastructure as a Service (IaaS): In such architectures, users can use the visualization 
resources as a fundamental infrastructure for their applications. These resources may 
be a CPU, network, or storage. Cloud users can manage the resources and assign rules 
for end users [10]. 
2) Database as a Service (DaaS): These architectures allow users to rent a specific size of 
storage for a specific period of time. Users are not required to manage the integration 
or the scaling of the infrastructure. Database providers take the responsibility for 
integration, privacy, and security of users’ data [11]. 
3) Platform as a Service (PaaS): Here, users use all facilities on the cloud to develop and 
deliver their web application and services to the end users. PaaS services may include 
development, integration, testing or the storage resources required to complete the life 
cycle of services [12] and other web application. An example of a PaaS is the 
GoogleApps Engine. 
4) Software as a Service (SaaS): With these architectures, users connect with the service 
providers to use the application, but they do not control the infrastructure, operating 
system or network infrastructure [12, 13]. An example of an SaaS is Google Docs. 
 
 
 
 
 
 
Figure 1.1: Cloud computing stack layers 
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No matter what type of delivery model is being used, there are five essential factors or 
characteristics that have to be satisfied in order to achieve smooth computing in a cloud 
computing environment. They are: 
a) On-demand self-service: On demand self-service refers to the availability of the required 
resources (such as CPU power, network etc) as and when the user needs them. Furthermore, 
this should not require any human intervention [14].  
b) Broad network access: As the interacting medium between the different users is the 
Internet, there should be a broad network access available that allows for seamless interaction 
of different applications across different heterogeneous platforms [15]. 
c) Resource Pooling: A cloud provider should support multi-tenancy of its resources for 
maximising the efficiency of its infrastructure. For example, it should be able to dynamically 
assign the required resources to the consumer according to its demand [16]. 
d) Rapid Elasticity: It should be flexible according to the computing resources required by 
the customers. For example, there is no up-front commitment and the customers should be 
able to release the resources once their work is over [17]. 
e) Measurement of Service Consumption: There should be a framework that measures the 
usage of each user according to the resources that are being used by it [18]. 
 
1.3 PRICING SCHEMES 
The pricing of electronic services poses a significant challenge to service providers. The 
delivery of services via the Internet becomes an attractive model for businesses. An accurate 
prediction scheme of dynamic-based pricing helps to maximize the revenue of the service 
provider and provides competitive prices for service customers. In cloud computing, the 
difference in the consumption of resources between peak and off-peak periods of demand is 
very significant. Cloud data centres are administered using a huge investment budget; the 
optimization of service resources allocation for customers is crucial to the service provider’s 
business success and longevity. In order to ensure the optimization goal for resource 
allocation, a dynamic pricing scheme has to be used with the correlation method when 
creating a costing model for cloud data centres. The dynamic pricing scheme is used widely 
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in different service domains. Examples of these domains are network services, peer-to-peer, 
grid, and electronic services. In the literature, many of the proposed approaches to dynamic 
pricing are unable to show a relationship between pricing service and costing parameters of 
service resources. Using a pricing model in this case increases the business’ level of risk in 
terms of its continued viability. 
In this thesis, I discuss the problem of dynamic demand in terms of the cloud market and 
propose a methodology for dynamic pricing in the domain of cloud computing. More details 
are presented in Chapter 5 of this thesis.         
 
1.4 SERVICE LEVEL AGREEMENTS 
A Service Level Agreement (SLA) [19-21] is a contract that describes the agreed service, 
service level parameters, guarantees, and actions and consequences for all cases of violations 
[22]. The SLA is very important as a contract between consumer and provider. The main idea 
of SLAs is to clarify and formalize the agreements about service terms such as performance, 
availability and billing. It is important that the SLA include the obligations and the actions 
that will be taken in the event of any violation, with clearly shared semantics between each 
party involved in the online contract. The SLA is a legal format documenting the way that 
services will be delivered as well as providing a framework for service charges. Service 
providers use this foundation to optimize their use of infrastructure to meet signed terms of 
services. Service consumers use the SLA to ensure the level of quality of service they need 
and to maintain acceptable business models for long-term provision of services. In the current 
literature, there is no mechanism for the formulation of SLAs in the cloud environment. 
Furthermore, there is no framework to customize the SLAs based on the type of cloud service 
(IaaS, PaaS, DaaS, SaaS) being used. In this thesis, I propose a methodology to use SLAs 
with suitable customized metrics that can be deployed in cloud services which are IaaS, PaaS, 
DaaS, and SaaS. More details are presented in Chapter 6. 
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1.5 TRUST AND REPUTATION 
The technology of the Internet, service-oriented architecture, and new paradigm of cloud 
computing provide great advantages for online users because of their ease of connectivity. 
This has presented new features of technology like dynamic, multi tenants, and schemes for 
dynamic pricing. However, these technologies introduce many challenges for online users 
and e-business agents. One of the significant challenges is the trust management issue[23]. 
Recently, the number of users of online services has increased significantly. These users 
perform multi-purpose activities on the Internet and present high risks for both other users 
and service providers. Users of online services perform their transactions in anonymous, 
pseudo, and non-anonymous forms of environments. In this type of community, users may 
perform many malicious or unethical activities to harm the competitors or the service 
provider. Also, service providers may provide many services with violations of the agreed 
terms of services. Trust concepts are very important for all participants in online communities 
to regulate the above mentioned non-complying behaviours. Using trust in an appropriate 
way can reduce the risks related to transactions taking place in an anonymous environment 
and ensure a good level of soft security for online users and service providers. In cloud 
computing, the use of trust technology is highly advantageous. By combining trust solutions 
with the SLA concept, users of cloud services can guarantee quality of services without 
having to invest huge sums to build complicated solutions along the lines of traditional 
security.  
In Chapter 3, I formally define this problem and discuss in detail the issues and solutions that 
can be implemented with trust and reputation concepts in order to enhance the level of 
security in cloud computing. 
1.6 MOTIVATION 
Trust and measurement of the quality of cloud services becomes an important issue as the 
infrastructure and management of distributed services switches from traditional computing 
centres to public data centres. Customers of cloud services require a high level of security, 
performance, and privacy to ensure the continuity of their business. AMD [24] conducted an 
extensive, comprehensive survey in which they interviewed selected businesses who are 
interested in using cloud services. All expressed considerable concern about issues of security 
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and privacy. Figure 3 compares risks of cloud business services and indicates the importance 
of security and privacy issues as the first consideration of interviewee organizations. 
 
Figure 1.2: Indication of importance of security and trust issues in public and private sectors                     
(Source: AMD [24]) 
 
 
The number of companies and government agencies who use cloud services are increasing. 
Billions of dollars have been spent over the last few years on moving the existing data storage 
from traditional data pools to outside the organizations’ borders. Most of the data are 
sensitive and include huge amounts of personal data of customers and residents. Cloud 
infrastructures which are implemented to provide a sufficient level of security and privacy 
should deploy reliable and high performance approaches, which should comprise much more 
than the current security solutions. In this thesis, I propose an SLA-based trust framework to 
enhance security and minimize the risks of using cloud services.  
Furthermore, large organizations and e-government agents are becoming increasingly 
interested in using the new technology of cloud services. It is important to measure the 
performance of infrastructure, networking, and applications of cloud platforms in order to 
guarantee some level of reliability and security of cloud services. Since the announcement of 
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public cloud services such Amazon EC2, Google Apps, and Microsoft Azure, there has 
emerged the need for a framework that measures and assesses the performance of cloud 
platforms. Such a framework should be implemented to fulfil the requirements of cloud users. 
These requirements include dynamic monitoring of performance of virtualized machines, 
internal networking, wide networking, storage infrastructure, and costing metrics. This will 
enable cloud users to use the results of measurements to estimate the quality of cloud services 
and their cost without deploying any application on a selected cloud platform. In this thesis, I 
define a methodology to help cloud users compare cloud platforms and use the results of my 
method to select the service provider who is most likely to meet the service requirements.       
 
1.7 OBJECTIVES OF THE THESIS 
The main objective of this thesis is to develop an SLA-based trust model for cloud providers. 
This model can be used to enhance the security and reliability of cloud services. The 
proposed model will be developed as a trust-based framework to be used by cloud users. The 
main objective of this research can be broken down into 6 different sub-objectives. They are: 
1) To develop a dynamic pricing model for cloud services. This model aims to solve the 
problem of how to correlate the proposed price of cloud service with the costing level of 
cloud resources. 
 2) To investigate and analyse the main requirements to establish an effective model for SLA 
in cloud computing. 
3) To compare the most important performance metrics of the current cloud providers such as 
Amazon EC2, Google Docs, and Microsoft Azure by using different types of benchmarks 
such as the scalability of CPU, storage disk, and network infrastructure. 
4) To develop a trust model for the cloud computing community that will assist users to 
choose the most secure and reliable services from a large number of cloud services. 
6)  Simulation and validation of the solutions developed in (1) - (4) above. 
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1.8 SCOPE OF THE THESIS 
This thesis presents and validates a basic methodology to help both cloud providers and their 
users to establish a trusted relationship and perform the business tasks in a more secure 
environment. The main focus of this thesis is to develop methodologies for dynamic pricing, 
SLAs, performance measurement and trust management for cloud computing. I do not focus 
on how to manage the data, develop cloud communication protocols, or provide security 
applications for the cloud infrastructure, even though I consider my proposed solution as a 
sub-solution of the large integrated security solutions for the cloud environment. In the SLA 
designing phase of this thesis, the main work is on the design of a clear format for cloud 
service agreements and I demonstrate how to select the most important parameters which 
must be included in such agreements. To do that, I review the existing SLAs of different 
cloud services providers including Amazon EC2, Microsoft Azure, and Salesforce. Also, my 
scope includes the development of a methodology to collect the cloud services’ measured 
values in order to use them as one of the main inputs for a fuzzy-based trust system to 
compute the trustworthiness and credibility of cloud providers. In the validation and 
evaluation phase of this thesis, I focus on an example of cloud services platforms to compare 
my outcomes with one of the existing methods of trust calculation in distributed architecture.  
 
1.9 SIGNIFICANCE OF THE THESIS 
The significance of this research can be divided into two paradigms which are social and 
scientific.  
The social significance of this research includes: 
1. Reducing the risk when cloud users move to cloud platforms. 
2. Developing a trust model to enhance the privacy solutions provided by cloud data 
centres. 
3. The proposed model can be improved to extend its application to online learning, 
biomedical, and other social communities that have already developed cloud 
computing. 
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4. The proposed model can be used as a basic tool for measuring the performance 
metrics of cloud services such as response time, throughput, and visualization 
resources. 
The scientific significance of this research includes: 
1. Investigating the feasibility of using SLAs to constrain cloud providers to deliver high 
quality of services. The proposed definitions of the most important SLAs for the 
different types of cloud services can be technically monitored. Based on the results of 
the monitoring process, the values of trust for each participant provider can be scaled 
and ranked in order to improve the quality of services being offered 
2. The proposed model can be used to rank the cloud providers based on the trust values. 
The trust model that will be designed considers the trust level of the cloud services 
and also the general reputation of providers themselves. This research will use 
different sources of trust data such as the number of violations, user’s feedback, and 
the quality of services to develop a reliable weighting formula in order to assign a fear 
trust value to cloud providers     
3. Performance evaluation of the most common cloud platforms. In this research, the 
measurement approach will be developed to compare different cloud platforms such 
as Amazon EC2 platform, Google Docs, and other popular cloud providers 
4. This research will develop a clear pricing model for cloud computing, and cloud 
providers can use this model to define SLA parameters which improve their profit and 
provide reliable services for the customers who use the cloud services. As mentioned 
in Section 2, customers include government departments, social users, developers, 
organizations, small business or personal users. 
Research work into (1) – (4) above presents general work in the respective domain of cloud 
computing. 
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1.10 PLAN OF THE THESIS 
Chapter 2:  This chapter presents the related literature and reviews the existing solutions to 
the trust-related problems in different domains such as distributed computing and service- 
oriented architecture. Also, the issues associated with designing service level agreements, 
performance measurements, and pricing models for electronic services will be reviewed to 
illustrate the main problems which this research is intended to solve. 
Chapter 3: Chapter 3 defines the thesis problem and provides succinct definitions of terms 
which I use in the research problem. Also, in this chapter I discuss a number of research 
methodologies that are used to solve various problems in the cloud computing domain, and 
briefly explain the suitable method.  
Chapter 4: Chapter 4 describes the proposed solution to the research problem which is 
presented in Chapter 3. Also, this chapter links the research problem to each solution which is 
discussed in detail from Chapter 5 to Chapter 8. 
Chapter 5: The dynamic pricing scheme for cloud computing services is presented in this 
chapter. In order to design a more durable SLA for cloud users, users of cloud services need 
to know how they will be charged. Cloud services consumers will use the pricing scheme 
proposed in this chapter to compare the quality of cloud services with the associated costing 
parameters of the cloud provider who provides the service. The pricing scheme focuses on 
how the service provider can estimate the price of cloud services prior to signing the SLA 
between users. 
Chapter 6: This chapter presents the main criteria which should be considered when 
designing the SLA in cloud computing. A well-defined structure for cloud service SLAs is 
presented in this chapter for each of the four different types of cloud services (IaaS, PaaS, 
DaaS, and SaaS). 
Chapter 7: In this chapter, I present a methodology to evaluate cloud services in order to 
help cloud users select the most reliable resources. I conduct real-world experiments on 
Amazon EC2 platform to present a new solution for defining the reliable criteria for the 
selection process of cloud providers. 
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Chapter 8: In this chapter, I provide a basic methodology that will assist both cloud 
providers and their users to establish a trusted relationship and perform the business tasks in a 
more secure environment. The main focus of this chapter is to develop a model which uses 
the fuzzy logic technique with performance measured parameters to carry out the trust values 
about cloud service providers. The SLAs for cloud users, cloud services performance, and the 
fuzzy logic approach are used to develop the proposed trust model for the cloud services 
environment. 
Chapter 9: This chapter concludes my research work and provides directions for future 
work. 
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1.11 CONCLUSION 
In this chapter, I provide an overview of the cloud computing services and the main 
differences are pointed out in order to clarify the model of cloud services offered by current 
providers. Then, the importance of a dynamic pricing model of cloud services is discussed. I 
present a brief description of the service level agreement concept. Then, I discuss the trust 
issues pertinent to cloud computing. 
Also, the motivation for this research is briefly presented, followed by thesis contributions 
and objectives. Then, the limitations and scope of the thesis are discussed to give an idea 
about the focuses in the research domain of cloud services. Finally, the structure of the thesis 
is described and I discuss the main points of the research methodology for each chapter of the 
thesis. 
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CHAPTER 2  – LITERATURE REVIEW 
 
 
2.1 INTRODUCTION 
Cloud computing has changed the strategies for providing distributed services to many 
businesses and government agencies. Cloud computing delivers a scalable and on-demand 
service to most users in different domains. This new technology poses many challenges for 
service provider and customer, especially for those users who already own complicated 
legacy systems. This thesis examines challenges related to the concepts of trust, SLA 
management, pricing of cloud services and performance measurement of cloud. I start with a 
survey of cloud computing architecture. Then, I discuss existing frameworks of service level 
agreements in different domains such as Web Services  and grid computing. The last part of 
the literature review discusses the advantages and limitations of performance measurement 
models in SOA, distributed systems, grid computing, and cloud services. Finally, I 
summarize and conclude my work on the literature review.       
 
2.2 CLOUD COMPUTING AND OTHER DISTRIBUTED SYSTEMS 
There has been active research into cloud computing since late 2007. Before cloud, there was 
grid technology. Now, the hot topic of research is cloud and several more proposed 
frameworks and models of various new technology solutions have started to be applied to the 
cloud architecture. In this section, I survey the literature to find the most appropriate 
definition for the term ‘cloud computing’. Also, I review the different architecture 
frameworks and the common challenges that might present major problems for providers and 
customers who are interested in understanding this type of distributed computing. 
The Google trends report shows that cloud computing surpassed grid computing in late 2007. 
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Figure 2.1: Cloud computing trend, source, Google search engine 
 
2.2.1 Definition 
Experts and developers who investigate issues and standards related to cloud computing do 
not have the same background in technology. In the research projects, professionals from grid 
technology, SOA, business, and other domains of technology and management domains 
proposed several definitions of cloud computing. However, these definitions are not 
comprehensive or standard enough to cover most of the technology and other aspects of cloud 
computing architecture. 
In the context of networking and communication, the term “cloud” is a metaphor for the 
common internet concept [1]. The cloud symbol is also used to present the notion of network 
connection and the way that the cloud technology is provided by the Internet infrastructure. 
“Computing” in the context of cloud domain refers to the technology and applications that are 
implemented in the cloud data centres[2].  
Vaquero et al. [3] highlight the lack of a common definition of cloud computing. They state 
that developers and business decision makers confuse an understanding of the technology 
with the features of cloud data centres. So, large budgets are often allocated to implement 
private or even public cloud data centres. However, these data centres face several problems 
when users or public customers want to connect the interfaces of their legacy systems with 
the new technology of cloud architecture. Vaquero et al. [3] link the challenge of maximizing 
the revenue of building cloud technology to professionals who are involved in distributed 
services. Because they come from a traditional computing domain, they have been confused 
about the other concepts of distributed services such as Grid, and Web Services. The 
definition used by Vaquero et al. [3] is as follows: 
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“Clouds are a large pool of easily usable and accessible virtualized resources (such as 
hardware, development platforms and/or services). These resources can be dynamically re- 
configured to adjust to a variable load (scale), allowing also for an optimum resource 
utilization. This pool of resources is typically exploited by a pay-per-use model in which 
guarantees are offered by the Infrastructure Provider by means of customized SLAs”. 
Although, this definition presents the main features of cloud computing, it does not include 
important components of cloud architecture such as the method of establishing and managing 
network, applications, and supporting services. 
Wang [4] defines cloud computing as: “A computing Cloud is a set of network enabled 
services, providing scalable, QoS guaranteed, normally personalized, inexpensive computing 
infrastructures on demand, which could be accessed in a simple and pervasive way”. 
Wang’s definition of cloud focuses on the technical aspects of services and does not include 
the business and functional characteristics. On other hand, Gruman and Knorr [5] explain the 
main technical concepts of a cloud services model and define cloud computing from the 
developer’s point of view. The authors show how the cloud computing architecture takes 
advantage of the way that different distributed services are implemented, mainly SOA. Two 
types of cloud services are included in this definition: SaaS and PaaS. Despite the importance 
of IaaS as a main component of cloud architecture, they do not adequately discuss this type of 
cloud delivery model. 
In this research, I adopt and use the definition provided by the U.S. NIST (National Institute 
of Standards and Technology) [6] that defines cloud computing thus: “Cloud computing is a 
model for enabling convenient, on demand network access to a share pool of configurable 
computing resources (e.g., networks, servers, storage, applications, and services) that can be 
rapidly provisioned and released with minimal management afford or service provider 
interaction” [6]. 
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The shortcomings of above proposed definitions of cloud computing are: 
1. None of the above definitions includes the technical and business aspects of cloud 
computing. So, decision makers in large organizations are confused, especially 
when they want to define the parameters of a costing model for cloud services. 
2. Existing cloud definitions do not specify the onus of responsibility in cases where 
a low level of QoS is delivered 
3. Most of the proposed definitions consider a specific type of cloud service, 
whereas a definition of cloud needs to encompass all classes of cloud services. 
4. The proposed definitions do not include or specify the potential cloud users. 
 
Table 2.1 shows the scope of these definitions and lists their main shortcomings: 
 
Table 2.1: Summary of several cloud computing definitions 
Reference The scope of definition Missing 
Vaquero [3] Defines architecture and service 
model 
Management, supporting, and 
trust concepts 
Wang [4] Technical concepts Business and functional 
characteristics 
Gruman [5] Compares cloud computing with 
Web Services, and SOA 
Definition of IaaS and DaaS 
Mell [6] Technical features, management, and 
security concepts. This definition is 
adopted in this thesis to define the 
cloud computing architecture. 
Costing and billing model 
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2.2.2 Taxonomy of Cloud Computing 
Buyya et al. [7] present more than fifteen characteristics which distinguish cloud computing 
from other distributed systems. Buyya uses scalability, automatic adaption, virtualization, and 
a dynamic model of billing as the main concepts that constitute the architecture of cloud 
computing. Moreover, he explains the means of delivering cloud services to different types of 
users. For instance, users who want to develop small size applications can connect to one of 
the PaaS such as Microsoft Azure [8],without having to install any of the development tools. 
Hoefer [9] presents a clear taxonomy framework for the existing category of cloud services. 
The class of cloud services is described in a tree-structured taxonomy, and the unique 
characteristics of each model of service are used to identify each node of the proposed tree 
structure. Hoefer’s system of classification provides a clear comparison of cloud services at a 
high level on the tree structure. However, at the lower end of the structure, the taxonomy of 
cloud services is not enough to distinguish the various types of services in more detail. The 
taxonomy presented by Laird in [10] defines the cloud technology from the perspective of 
service providers. The proposed taxonomy includes the common vendors of cloud services. 
Laird classifies services according to two categories. The first defines the infrastructure of 
cloud services, and the second defines the services based on cloud features such as security, 
billing, and applications which are built on the system. Rimal et al. [11] present a 
comprehensive framework for the architecture of cloud computing. They describe the 
taxonomy of cloud services with more focus on the management domain of cloud contents. 
The concepts of management, business, billing, and support of cloud services are described in 
depth in order to present the cloud architecture as a new business model. The main advantage 
of the proposed work by Rimal is that relationships between security features and cloud 
components are provided as a part of the comparison of service models in cloud computing. 
The taxonomy proposed by Oliveira et al. [12] classify the concepts of cloud computing 
according to the dimensions of cloud architecture, business model, technology infrastructure, 
pricing, privacy, and standards. The proposed taxonomy is provided in a hierarchical tree 
with parent and child relationships. Oliveira uses SaaS, PaaS, IaaS, and DaaS as sub-
taxonomy for the business model. This classification is used in the literature of cloud 
computing to distinguish the service delivery for end users of cloud services. However, these 
sub-taxonomy terms may create confusion in understanding the way that various business 
models for cloud services are built. The taxonomy proposed by Oliveira describes the 
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concepts of cloud architecture from the perspective of e-science. Therefore, many technical 
aspects of cloud computing are missing in the proposed taxonomy. 
 
2.3 PRICING SCHEMES IN ELECTRONIC SERVICES 
In the beginning, users use small amounts of internet resources.  To increase the market, a 
unified price package is used. In these types of pricing models, for a certain time period, the 
users have the same access speed and price. This is a simple system where the charges are 
known to the users and this system is quite common in the Internet services access market 
[13]. 
There are, however, some disadvantages as well.  The users do not have any idea about how 
to adapt their usage models, and they overuse the online resources. Then service providers 
treat all the users in the same way by pricing regardless of their individual usage. This does 
not increase overall development of the distributed technology, and the performance of the 
system is degraded. As the technology is developed further (in areas such as online 
applications and the complex e-commerce environment), this model no longer applies. 
The resource-based pricing scheme is proposed in [2]. This model charges the users 
independently. The charges are calculated on the basis of the amount of transferring and the 
receiving size. The service provider uses statistical sampling methods to assess the usage. 
The charges are according to the demands of the supply. The interaction between service 
customers and service providers is also developed, unlike for the fixed pricing model. It 
enhances the consuming approach efficiency of service resources and controls the bottleneck 
of the usage. But as with the development of high-bandwidth required services, the overall 
users’ allocation of resources has increased. The charges for the users have increased as well. 
In terms of content sharing in some charging methodologies, this has become a problem for 
online-based service providers to charge according to the consumption of resources.    
Authors in [14] suggested a complicated pricing model. In this approach, customers prefer 
traditional services at a fixed rate, but demands for more resources are charged on the basis of 
consumption. The analysis of the simulation results shows that the complicated price 
modelling approach can lead to an improvement in network resource performance while 
enhancing the service provider revenue [14]. 
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In [3] authors proposed a blocking pricing scheme. With the problems of high resource 
applications, privacy issues and extra costing problems, network blocking has increased. This 
has created a negative effect called ‘cost-based allocation’ for the service users. So a new 
model, ‘congestion scheme’ of pricing, has been developed [15] which groups the price so 
that it can reflect the service resource usage and the service cost. It encourages the users to 
define rules for the service demand. In this way, blocking problems are addressed. The price 
is dynamically determined according to congestion.   
But the measurement of cost-based allocation is difficult, as each user’s value of service 
resources is different. A dynamic pricing approach was proposed to measure the cost-based 
allocation. Several other methods have also been introduced, and the main goal is to 
determine a price aware service resource system that shifts the amount of load from a time of 
high load to a time when service resources are stable. In this way, the blocking of traffic can 
be controlled to some level of reliability [15]. 
 
2.4 SERVICE LEVEL AGREEMENTS IN CLOUD ENVIRONMENTS 
A service level agreement is a document that includes a description of the agreed service, 
service level parameters, guarantees, and actions for all cases of violation. The SLA is very 
important as a contract between consumer and provider. The main idea of SLAs is to give a 
clear definition of the formal agreements about service terms such as performance, 
availability and billing. It is important that the SLA include the obligations and the actions 
that will be taken in the event of any violation, with clearly shared semantics between each 
party involved in the online contract. 
This section of the literature review discusses works related to SLAs in three domains of 
distributed services. First, I discuss the proposed SLAs structure for Web Services. Second, 
the frameworks of SLAs designed for grid computing are reviewed. Third, I discuss the main 
works that pertain specifically to cloud computing. Finally, I list the main shortcomings of 
SLAs frameworks which are described in this section. 
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2.4.1 SLAs for Web Services 
Several specifications for defining SLAs have been proposed for Web Services. WSLA 
language [16] introduces a mechanism to help users of  to configure and control their 
resources in order to meet the service level. Also, the service users can monitor SLA 
parameters at run-time and report any violation of the service. WSLA was developed to 
describe services under three categories: (a) Parties: in this category, information about 
service consumers, service providers, and agents is described. (b) SLA parameters: here, the 
main parameters which are measurable parameters are presented as two types of metrics. The 
first is resource metrics, a type of metrics used to describe service provider’s resources as row 
information. The second one is composite metrics. These metrics are used to represent the 
calculation of the combination of information about a service provider’s resources. The final 
category of the WSAL specification is Service Level Objective (SLO). This section is used to 
specify the obligations and all actions when service consumers or service providers do not 
comply with the guarantees of services. WSLA provides an adequate level of online 
monitoring and contracting but does not clearly specify when and how a level of service can 
be considered a violation. WSOL [17] is a service level specification designed mainly to 
specify different objectives of Web Services. Concepts of service management, cost and other 
objectives of services can be presented in WSOL. However, WSOL is not comprehensive 
enough to be used with the objectives of the new paradigm of cloud computing.  
A WS-Agreement [18] is created by an Open Grid Forum (OGF) in order to produce an 
official contract between service consumers and service providers. This contract should 
specify the guarantees, the obligations and penalties in the case of violations. Also, the 
functional requirements and other specifications of services can be included in the SLA. 
There are three main sections in the WS-Agreement: name, context, and terms. A unique ID 
and optional names of services are included in the name section. The information about 
service consumer and service provider, domain of service, and other specifications of service 
is presented in the context section. Terms of services and guarantees are described in more 
detail in the terms section. These types of online agreements were developed for use with 
general services. For cloud computing, service consumers do not have more specific solutions 
for SLA which present the main parameters of the visualization environment; at the same 
time, these solutions should be dynamically integrated with the business rules of cloud 
consumers. 
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The primary shortcomings of these approaches is that they do not provide dynamic 
negotiation mechanisms, and various types of cloud consumers need a different structure of 
implementation of SLAs to integrate their own business rules with the guarantees that are 
presented in the targeted SLA. 
2.4.2 SLAs for Grid Computing 
In the context of grid computing, there are a number of proposed specifications which have 
been developed specifically to enhance different dimensions related to security and trust for 
grid services. Sahai et al. [19], propose an SLA-based knowledge domain to represent the 
measurable metrics for business relationship between all parties involved in the transaction of 
grid services. Also, the authors proposed a framework to evaluate the management proprieties 
of grid services in the lifecycle. In this work, business metrics and the management of an 
evaluation framework are combined to produce an estimated cost model for grid services. 
The framework proposed in this work lacks a dynamic monitoring technique to help service 
customers know who is taking responsibility when some level of service level is not met as 
stated in SLA documents. In my research, I extend this approach in order to build a general 
costing model based on the technical and business metrics of the cloud domain. Leff et al. 
[20] provide a study about the main requirements to define and implement SLAs for the grid 
community. The ontology and a detailed definition of grid computing are provided. Then, a 
scientific discussion is presented about the requirements that can help developers and 
decision makers deploy trusted SLAs in a grid community. The author implemented a basic 
prototype in order to validate the use of SLAs as a reliable technique when the grid service 
provider and customer need to build a trustworthy relationship. The implementation of the 
framework in this study does not consider important aspects of security and trust 
management in grid computing. Keung [21] proposed a SLA-based performance prediction 
tool to analyse the performance of grid services. Keung uses two sources of information 
which are the main inputs for the proposed model. The source code information and hardware 
modelling are used to predict the value of performance metrics for grid services. The model 
proposed by Keung can be used in other types of distributed computing. But in the cloud 
environment, this model cannot be integrated with a dynamic price model of cloud services. 
It needs to be improved by using different metrics for cost parameters to reflect the actual 
price of cloud services. The system proposed by Padget in [22] considers the response time of 
applications in the grid systems. The main advantage of the proposed system is that it can 
predict the CPU time for any node in the grid network before conducting the execution. 
41 
 
Padget tested the adaptation SLA model using real experiment on the grid. The prediction 
system gives values for response time closely to the values when users execute the same 
application on the grid. Regarding the delay recorded for the large executed files, the author 
considers that the delay is due to the external infrastructure such as internet connections. The 
author also discusses the impact of the time delay caused by external parties to the reputation 
of service providers in case of using SLA management systems. Although, the author 
provides an efficient method for calculating the response time for grid resources, this work 
does not include metrics such as security and management metrics. 
2.4.3 SLAs for Cloud Computing 
The context of this research focuses on service level agreement management in cloud 
communities. In the sections above, I present frameworks and models in the literature that are 
mainly designed for managing SLAs in traditional distributed systems. In this section, SLAs 
and approaches to agreements and negotiations in the cloud community are presented. 
Valdimir [23] describes the quality of services related to cloud services and different 
approaches applied to map SLAs to the QoS. Services ontology for cloud computing is 
presented in order to define service capabilities and the cost of service for building general 
SLAs framework. The proposed framework does not consider all types of cloud services; it is 
general and was tested on the Amazon EC2 only; other types of cloud providers such as 
PaaS, DaaS, and SaaS should be considered.  
The framework developed by Hsien [24] focuses on Software as a Service model of delivery 
in cloud computing only. Further details are provided on how the services can be integrated 
to support the concept of stability of the cloud community, especially for SaaS. It fails to 
consider other providers of services such as PaaS, DaaS and IaaS. 
 
Shortcomings of the proposed works for SLAs in the context of distributed services 
The frameworks and structures that are discussed in previous sections present the following 
problems: 
1. The existing frameworks focus more on the technical attributes than on the security 
and management aspects of services. 
42 
 
2. The proposed structures of SLAs in the above domains need a clear definition of 
relationships between level of violations and the cost of services. 
3. Most of the above studies do not integrate a framework of trust management of 
service provider with the collected data from monitoring systems of SLAs. 
4. The concepts and definitions of service objectives and service descriptions included in 
SLAs are not easy to understand, especially by business decision makers. 
5. The proposed works for cloud environment focus more on the evaluation of 
virtualization machines on local servers than on existing cloud service providers. 
6. Most of the proposed structures of SLAs are defined by technical experts. 
 
No existing work on defining SLAs in cloud computing takes into account all the four 
different types of cloud services, namely IaaS, PaaS, DaaS and SaaS. 
 
2.5 PERFORMANCE MEASUREMENT MODELS 
Cloud providers have increased to deliver different models of services. These services are 
provided at different levels of quality. Cloud customers need to have a reliable mechanism to 
measure the trust level of a given service provider. Trust models can be implemented with 
various measurement models of services. As a part of this research, I investigate the use of a 
measurement approach in order to develop a general trust model for the cloud community. In 
this section, performance measurement models of SOA, distributed, and grid services will be 
reviewed. 
2.5.1 SOA Performance Models 
Kounev et al. in [25] identify an analytical approach for modelling performance problems in 
SOA based application. The authors discuss the different realistic J2EE application for large 
systems of SOA architecture. The validated approach has been tested for capacity planning of 
the organizations that use distributed services as outsourcing infrastructure. The advantage of 
the proposed method is its ability to predict a number of application servers based on the 
collected information of SLA metrics. Walter et al. [26] implemented a simulation tool for 
analysing the performance of composite services. They used an online book store as a case 
study to simulate experimental scenarios. They focused on measuring communication latency 
and transaction completion time. Real data sets were compared with the simulation results, 
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and the authors state that the simulation tool presents a result that is close to the real data. 
This type of simulation can be extended and applied to other distributed services. For cloud 
computing, more effort is required to make this technique compatible with existing interfaces 
of cloud providers. Rud et al. in [27] use WS-BPEL composition approach to evaluate the 
performance of utilization and throughput of SOA-based systems in large organizations. They 
developed the proposed methodology with a mathematical model in order to improve the 
processes of service level agreements in the SOA environment. The main objective of Rud’s 
method focuses on the management aspects of services. However, performance issues of 
response time, data storage, and other metrics of technical infrastructure are not considered in 
this approach. The optimization of total execution time and minimization of business process 
costs, Menasce in [28] provides an optimized methodology based on the comparison of 
performance metrics of SOA-based services. In this study, Menasce develop the proposed 
method to estimate cost level of all services registered in the SOA directory for medium size 
organizations. Then, the cost metrics is compared with the actual performance of services. 
The parameters of the performance metrics can be selected by service customers. So, the 
proposed model can be used for different types of services. Although, the proposed method 
presents high level of reliability and usability, issues like risk management, and trust 
mechanisms in the relationship between service providers and service customers are not 
considered by the authors. 
2.5.2 Distributed Systems Performance Models 
Kalepu et al. [29] propose a QoS-based attribute model to define non-functional metrics of 
distributed services. Availability, reliability, throughput, and cost attributes are used in their 
work to define the performance of resources of a given service provider. Two approaches of 
resources are used to calculate the final value of reputation. The first resource is the local 
rating record. Ratings of services which were invoked by local customer are stored in this 
record. In the second resource, global ratings of all services that executed on resources of 
given service provider are stored. Although, Kalepu et al. discuss the need to use SLA 
parameters to calculate the value of performance metrics, they do not explain how these 
parameters can be linked to the local and global resources of the rating system. In [30], Yeom 
et al. provide a monitoring methodology for the performance parameters of service. The 
proposed methodology uses the broker monitoring systems to evaluate the performance of 
resources of the service provider. Collected performance metrics data are not maintained in 
the service consumer database. This method incurs low cost in implementing the 
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measurement architecture, but has more risk in terms of privacy and availability of data; 
moreover, the security risks cannot be easily controlled, especially in the case of multi-tenant 
distributed systems. Kim et al. in [31] analyse the quality factors of performance level of 
services and propose a methodology to assign priorities message processing of distributed  
based on the quality factors of services. The process of determining the priorities in their 
framework is a dynamic process in different domain of services. They claim that their 
framework satisfy the agreement of service level in Web Services. However, the validation 
methodology of the proposed work lacks a clear definition of the evaluation criteria and the 
set-up of the experiment which yielded the claimed results. The work proposed by Guster et 
al. in [32] provide an evaluation methodology of distributed parallel processing. In the 
proposed method, authors use a parallel virtual machine (PVM) and real hosting servers to 
compare the results of their experiments. The efficiency of the evaluation method performed 
better in PVM for the processing time. On the real server environment, conducted 
experiments present better performance in the communication time. This work’s method of 
evaluation does not include the implementation processes and it does not provide a clear 
explanation of the experiment results.  
2.5.3 Cloud Computing Performance Models 
Several studies on the scalability of virtual machines already exist [33]. Most of these studies 
considered the measurement of performance metrics on the local machines. The background 
loads of tested machines are controlled to compare the results of performance with a different 
scale of loads. Evangelinos and Hill [34] evaluated the performance of Amazon EC2 to host 
High Performance Computing (HPC). They use a 32-bit architecture for only two types of 
Amazon instances. Jureta, and Herssens [35] propose a model called QVDP which has three 
functions: specifying the quality level, determining the dependency value, and ranking the 
quality priority. These functions consider the quality of services from the customers’ 
perspective. However, the performance issues related to cloud resources are not discussed 
and details are missing regarding the correlation of the quality model with the costing model 
of services. Cherkasova and Gardner [36] use a performance benchmark to analyse the 
scalability of disk storage and CPU capacity with Xen Virtual Machine Monitors. They 
measure the performance parameters of a visualization infrastructure that is already deployed 
in most data centres. But they do not measure the scalability of cloud providers using the 
visualization resources. However, my proposed work profiles the performance of 
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virtualization resources that are already running on the infrastructure of existing cloud 
providers. 
The shortcomings of the proposed works for the above performance models are as 
follows: 
1. The above proposed models for evaluation of the virtualization services focus on how 
to measure the performance of virtual machines on local experiments. However, the 
techniques for measuring the actual resources of cloud providers need more effort to 
ensure some level of trust between service providers and customers. 
2. Most of the proposed work on performance evaluation does not allow service 
customers to specify the parameters of the performance metrics. In cloud computing, 
service customers need more flexibility and a dynamic approach to modify the 
parameters of performance metrics in order to solve the problem of dynamic changes 
of service requirements and business models of customers. 
3. The experiments conducted for the above proposed models do not specify the 
benchmarks for the performance evaluation. 
4. In cloud computing architecture, the relationship between performance monitoring 
and costing metrics is very important. The proposed model does not link the results of 
performance monitory with the actual cost metrics of services. So, service customers 
are not able to build the trust relationship with service providers without having a real 
cost model of services. 
 
2.6 TRUST AND REPUTATION IN CLOUD COMPUTING 
Trust concepts have been used in many areas such as economics, law, commerce, and 
information technology. Many researchers have investigated the various challenges to trust 
management. The amount of literature relating to this topic is increasing as researchers 
continue to discuss different issues and propose innovative models to solve the problems that 
arise when two parties need to establish a business connection between them. A variety of 
meanings has been attached to the term ‘trust’ in multiple dimensions. So, some of the 
literature in this area is confusing when the use of the trust concept is used in projects, but 
with different definitions [37]. 
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Most of the definitions of trust in the literature are not complete, formal definitions. When the 
notion of trust appears in the literature, it is often without a formal definition. For instance, 
Deutch and Gambetta discuss the theoretical background and provide a basic definition of the 
trust concept for use in the real world [38]. An overview of trust and reputation definitions 
from the existing literatures presented by Hussain et al. [37] show that the current notions of 
trust and reputation need to be formally defined. Many researchers use the definition 
presented by Dasgupta [39] who defines trust as: “the expectation of one person about the 
actions of others that affects the first person’s choice, when an action must be taken before 
the actions of others are known”. Deutsch [40] states that: “trusting behavior occurs when a 
person encounters a situation where she perceives an ambiguous path. The result of following 
the path can be good or bad and the occurrence of the good or bad result is contingent on the 
action of another person” [37]. Another definition often cited in the literature is that given by 
Gambetta [41] “trust (or, symmetrically, distrust) is a particular level of the subjective 
probability with which an agent assesses that another agent or group of agents will perform a 
particular action, both before he can monitor such action (or independently of his capacity 
ever to be able to monitor it) and in a context in which it affects his own action”. 
Reputation mechanisms are used for large-scale open systems. In general, reputation can be 
regarded as the public’s opinion about the object, character, or standing of entity such as 
reliability, capability, and usability. Users can provide ratings about a person, a product, an 
agent, or a service. Mui et al.[42] state that reputation is “a perception that an agent creates 
through past actions about its intentions and norms”. Another definition presented by Abdul-
Rahman et al.[43] is: “a reputation is an expectation about an agent’s behavior based on 
information about or observations of its past behavior”. 
Reputation mechanisms are used in e-market systems (e.g. Amazon,  e-Bay) to secure the 
transactions of all users in a centralized architecture. Novel models of reputation and trust 
have been developed in e-market places to provide reliable services of security since 
traditional solutions to security issues do not adequately protect providers and services 
consumers [44]. The most important aspect of these models is the information relating to past 
behaviours of users. This information is used to calculate and present the reputation of those 
users in terms of availability, reliability, and security. As a centralized architecture of online 
reputation models, e-Bay and Amazon exemplify this approach. Their systems are 
implemented based on a centralized rating model so that customers and sellers can rate each 
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other using numerical ratings or feedback comments. Users can obtain a reputation profile for 
a given user to decide whether or not to proceed with a transaction with this user. For 
example, e-Bay uses 1, 0, -1 scales which means positive, neutral, and negative feedback 
respectively. Users use these scales to rate business partners based on past behaviours. The 
feedback from users is stored in a central system and the reputation score is computed 
regularly as cumulative results of user ratings [45]. The problem with this mechanism is that 
users with high scores for reputation can cheat other users in a few transactions even though 
they receive negative feedback, because these users still gain positive ratings from other 
customers. Also, this model cannot guarantee the consistent delivery of all services from one 
user. This model employs a centralized architecture; therefore, all services and reputation 
information have a single point of failure. 
Unlike the centralized architecture of service discovery, the peer-to-peer model does not use a 
single point to manage and store descriptions of services and reputation information. Vu et al. 
[46] propose peer-to-peer Web Service discovery that uses QoS and users’ feedback to rank 
and select services. QoS data of services and reputation rates from consumers are stored in 
multi-peers in peer-to-peer systems. Monitoring agents are used to prevent cheating by users 
and providers. Trusted agents monitor and provide reports of services to a UDDI peer and 
based on this information, services are evaluated and ranked. However, monitoring reports 
differ from peer to peer, because each peer uses different criteria when providing feedback 
about services. 
Dellarocas[47] proposed a model which detects and excludes any highly unfair ratings. In this 
approach, two important classes of reputation system frauds are addressed: (i) the users who 
are providing unfairly high ratings or unfairly low ratings for sellers, (ii) sellers who hide 
behind their good reputation in order to provide a service with low quality to different users 
on some occasions. To avoid the unfairly low ratings, Dellarocas uses controlled anonymity 
and cluster filtering methods. A collaborative filtering scheme is used to calculate an 
unbiased personalized reputation score. Using this method, groups of buyers who give similar 
ratings are grouped into two classes: upper and lower. The final reputation score is calculated 
using the lower classes only. 
Yu and Singh [48] proposed a reputation system based on the Dempster-Shafer theory of 
evidence [49]. The proposed approach focused on detecting and protecting users against 
spurious ratings. Their method involves the use of a Weighted Majority Algorithm in order to 
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distinguish the local belief from the total belief. Local belief is derived from direct interaction 
and can be transferred to other users. Total belief is a combination of local belief and external 
recommendations received from any user. 
Elnaffar in [50] proposes a reputation-based architecture for  communities. In this 
architecture, UDDI is extended with user and provider agents connected to the reputation 
system. Elnaffar presents a reputation architecture to solve the problem of selecting from a 
community of  in order for the consumer to discover a service, and the provider to publish a 
service. The community’s architecture of  is presented with details of functional operations to 
manage services in a particular service domain. Reputation, from the perspective of users and 
from the perspective of providers, has been discussed in this paper by the authors. In demand, 
selectivity, and market share metrics are used in this model to support providers when they 
want to sign up to an interested community. In each community, there is a master Web 
Service and slave Web Services. The master Web Service has the responsibility of attracting 
Web Services to subscribe to the community. This model is not suitable when one 
community has only a low number of slave Web Services. In this case, there are only a 
limited number of interactions between users and providers. Therefore, a reputation ratings 
number is limited also. The community with few members takes a long time to acquire a high 
score for reputation. Another problem with such community architecture is that when the 
master Web Service fails, all services within that community will fail to connect with this 
model. 
Another model has been proposed by Shaikh in [51] for reputation-based semantic service 
discovery. Different contexts are used to compute the reputation of services. These contexts 
are based on particular application domains, or particular types of users. A reputation 
manager service is used to collect ratings from consumers. A weight coefficient is used to 
determine the importance level of the type of user or type of application domain and based on 
this, a coefficient reputation score is computed. The reputation framework is implemented in 
three phases. First, a Matchmaker system matches available services to user requirements. 
Second, a service composer enhances the availability of services, by combining a number of 
services in order to provide the required functionality in case no service is available that 
meets user requirements. The composer system draws on two different sources of 
information. In the rule-based approach, the service composer matches the input and output 
of composition templates with services in UDDI. This process is repeated until a suitable 
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template has been retrieved; failing this, a message is sent that no services match the user’s 
requirements. On the other hand, the chaining approach can be used to create a chain of 
services to fulfil the objective(s) of the user. Although this service composer provides 
availability of services, it adds extra time to the discovery process. So, users who consider 
response time as a high priority do not benefit from this approach. The last phase is that of 
reputation computation where a reputation score is computed based on one of the approaches 
including service retrieval, atomic or composite services. In each approach, there is a 
different reputation function to compute the reputation score.  
Maximilien and Singh [52] propose a model with specialized agencies to aggregate reputation 
and endorsement information. The reputation result is based on a collection of consumer 
ratings of services based on consumer preferences. Trustworthy providers and consumers can 
endorse new services in order to establish their reputation. On the other hand, an external 
advertisement agency is used to present new services as trusted services to be consumed by 
consumers. However, endorsement introduces providers as preferable agents, but it does not 
provide enough information about the performance of service. Moreover, this work does not 
specify how to compute a score for reputation. 
The Classification of Trust and Reputation Models 
The proposed models for trust and reputation systems can be analysed and classified from 
different perspectives. In this section, a set of classification dimensions is used to classify the 
computational models of the trust and reputation systems. The special characteristics of these 
models are considered in order to make the classification more clear in my study. 
Following are the dimensions of the classification scheme: 
(1) Computational algorithm 
Trust models can be classified according to whether they are summation, average, 
fuzzy, or statistical computational methods. In the summation models, such as the 
system of e-Bay.com [45], the values of the feedback are added together to present the 
final value of reputation. The averaging method is used of Amazon.com. In this 
method, the number of transactions is included in the calculation process to make the 
reputation more accurate and clear to all users of the system. Fuzzy models of trust 
and reputation use fuzzy logic concepts. Using fuzzy rules, the trustworthiness of 
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users can be described in detail in terms of multi-domains of services. Models which 
have been developed based on the statistic calculation method use probabilities to 
estimate the trust values of users based on past interaction behaviours.    
(2) Subjective or objective trust 
The quality of services in some cases can be measured. In this situation, the 
trustworthiness of services is an objective trust. An example of objective trust is the 
service with a price parameter. Users can monitor the price and measure this 
parameter to give an objective feedback about services. Another type of trust is 
subjective trust. In this situation, users can not measure objectively the quality of 
services. They provide feedback about the service based on their opinions. For 
example, music download users use their individual opinion about music. This 
opinion reflects subjective user feedback but does not necessarily indicate the real 
quality of services. Models of trust and reputation can be classified according to these 
concepts of trust.       
(3) Information source 
Trust and reputation systems can be classified based on the source of the information 
retrieved to build the trust value. Local trust value is usually calculated using the local 
repository of the information about the direct interactions. On the other hand, external 
resources are used with models which calculate the trust value based on both local 
information and global reputation.   
(4) Discrete or continuous feedback 
Consumers of  provide their feedback about the quality of services using two types of 
information. Discrete feedback is used to present the opinions of users as qualitative 
concepts. For instance, services may be evaluated as being very good, good, normal, or poor. 
On the other hand, the same services can be evaluated using continuous feedback in order to 
present the users’ opinions within a limited period. Periods such as [-1, 1] and [0,1] can be 
used to evaluate services with this quantitative method of feedback. The trust and reputation 
models involved in the literature review are classified based on the dimensions above and a 
summary of this classification is presented in Table 2.2. 
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Table 2.2: A summary of trust and reputation models classification 
Models Computational 
algorithm 
Subjective or 
objective trust 
Information 
source 
Discrete or 
continuous 
feedback 
e-Bay.com [45] Summation Subjective Local information Discrete 
Amazon.com [53] Average Subjective Local information Discrete 
L.Vu et al. [54] Average Objective External trusted 
agents 
Continuous 
C. Dellarocas [55] Statistical Subjective Local and global 
information 
Continuous 
Yu & Singh [48] Summation Subjective and 
objective 
Local and global 
information 
Discrete 
Elnaffar [50] Average Subjective Local and global 
information 
Discrete 
Shaikh [51] Fuzzy Objective Local information Continuous 
Maximilien & Singh 
[52] 
Summation Objective Global information Discrete 
 
 
There is much in the existing literature on trust and reputation systems. However, it is 
impractical to present all of these works. However, from the above discussion, it is evident 
that the proposed works on trust and reputation management systems are designed mainly to 
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enhance the security of the traditional Web Services. In cloud computing, the execution of 
services has changed so as to be completely independent of consumer’s infrastructure. 
Additionally, the price model for using cloud provider data resources is not same as the price 
of the traditional Web Services model. So, cloud computing lacks new trust and reputation 
approaches which can be integrated with the new technology and dynamic model of pricing. 
My proposed model will present a novel architecture of trust for cloud computing which take 
into account the above mentioned aspects of cloud computing. This architecture will use an 
SLA and business activities monitoring method to guarantee the quality of cloud services. 
In the existing body of literature on cloud computing, there is no framework by which a cloud 
service consumer can make an intelligent trust-based decision regarding service selection 
from a service provider. Given the potential growth of cloud computing and the business 
implications, it is very important to have such architecture in place. In my research, I propose 
an architecture which is primarily SLA-based for selecting a given cloud service provider. 
The Shortcomings of the Proposed Works for Trust and Reputation 
1. The proposed models mainly use feedback from the users of services. Because ratings 
from service users present different subjective views of service performance, real data 
such as the results from SLAs monitoring agents are very important to reflect the 
actual level of trust and reputation of a service provider. 
2. Many of the existing trust and reputation models are validated by simulation 
experiments. Simulation tools are not enough to evaluate the trustworthy of service 
providers under various real scenarios. There is a need to move from validation of 
trust and reputation models from simulation environments to real-world operational 
environments. 
3. From the above discussion, it is evident that the proposed works in trust and 
reputation management systems are designed mainly to enhance the security of the 
traditional Web Services. These models do not cater for the trust management 
requirements in cloud computing which have specialized requirements such as 
scalability, dynamic pricing feature and integrity. So, cloud architecture lacks a novel 
approach to enhance the security and improve the service performance by using the 
concept of trust and reputation. In this thesis, I aim to address this shortcoming. 
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2.7 CONCLUSION 
In this chapter, I have reviewed the proposed architectures for cloud computing and I 
discussed the differences between cloud computing and other distributed services. The 
discussion of cloud definitions, taxonomy, and shortcomings of the existing definitions of 
cloud computing are presented to provide a brief overview of the main concepts of the new 
paradigm of cloud computing. Then, I discussed the problems of existing schemes of service 
pricing. Then, I analysed the existing proposed framework of service level agreements in the 
context of Web Services, grid computing, and cloud computing. I identified and discussed the 
main shortcomings of the existing frameworks of SLAs. Then, I discussed the existing 
models of performance measurements for SOA, distributed services, and cloud computing 
followed by the list of the main shortcomings of these models. Finally, I presented the current 
approaches to the issues of trust and reputation in distributed environments. 
In the next chapter, after the analysis of state of art, I define the problem of this thesis and 
propose a methodology for solving this problem.   
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CHAPTER 3 – PROBLEM DEFINITION 
 
 
3.1 INTRODUCTION 
In this chapter, I define the research problem addressed in this thesis. I start with definitions 
of terms and concepts that will be used in this thesis and for defining the research problem 
and how I apply them. Then, I formally present the problem that this thesis is addressing. 
Finally, I discuss the methodology which is used to address the research problem.  
3.2 KEY CONCEPTS 
This section provides brief definitions of the concepts and terminologies which my thesis 
uses to define the research problem. 
3.2.1 Cloud computing 
I adopt the definition of cloud computing which, according to the NIST (National Institute of 
Standards and Technology), is “... a model for enabling convenient, on demand network 
access to a share pool of configurable computing resources (e.g., networks, servers, storage, 
applications, and services) that can be rapidly provisioned and released with minimal 
management afford or service provider interaction” [1]. 
3.2.2 Data  
I define data as “the environment where the cloud service operates”. This environment is 
owned by the service provider who has the responsibility to install, operate, and provide 
security and privacy solutions to save users’ data in a protected situation. 
3.2.3 Cloud provider 
I define cloud provider as “an entity who builds and operates the cloud service architecture in 
order to offer a public or private service model of cloud computing”. 
3.2.4 Cloud user 
I define cloud user as “the consumer who rents and pays for the use of a cloud service for a 
specific period of time”. The cloud user is not responsible for assuring the availability or 
security of cloud infrastructure. 
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3.2.5 Infrastructure as a Service (IaaS) 
I define IaaS as “a type of cloud service which provides resources for end users as a 
virtualized infrastructure”. Resources may be CPU, network, or storage technology. Cloud 
users are normally managed by assigning access controls rules and operating rules in order to 
use resources. 
3.2.6 Platform as a Service (PaaS) 
I define PaaS as “a way of delivering a computing platform and development tools as a 
service”. PaaS provides all the resources that are required to build, test, and deliver online 
applications without the need to pay large amounts of money in order to manage and update 
development platforms. 
3.2.7 Software as a Service (SaaS) 
I define SaaS as “a type of cloud service, whereby software applications are provided as a 
service rather than as ready-to-use software packages”. 
3.2.8 Database as a Service (DaaS) 
I define DaaS as “the database resources which can be offered via the Internet as a service”. 
With this type of service, multi-tenants can use the same physical resources to store their 
sensitive data. 
3.2.9 Virtualization 
Virtualization concept in the IT domain refers to any resources or technologies that are 
developed in a virtual rather than a real way. Virtual machines in cloud computing are 
virtualized machines that provide service as do actual machines. The main purpose of 
developing virtual machines is to obtain the advantage of scalability and to manage the 
allocation of cloud computing resources. 
3.2.10 Boot time 
I define the boot time of a virtual machine as “the time from when the user turns on the 
virtual machine to the time that it is ready to be used”. 
3.2.11 Response time 
I define the response time as “the time lapse between submitting a request and receiving the 
response to the request”. 
3.2.12 Scalability 
I define scalability as “the ability of a service to work properly when the system load either 
increases or decreases”.  
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3.2.13 Objective trust 
The quality of services in some cases can be measured. In this situation, the trustworthiness 
of services is an objective trust. An example of objective trust is the service with a price 
parameter. Users can monitor the price and measure this parameter to give an objective 
feedback about services. 
3.2.14 Subjective trust 
The other type of trust is subjective trust. In this situation, users cannot objectively measure 
the quality of services. They provide the feedback on the service based on their opinions. For 
example, music download users use their individual opinion about music. This opinion 
indicates subjective user feedback but does not necessarily reflect the real quality of services. 
Models of trust and reputation can be classified according to these concepts of trust. 
3.2.15 Service level agreements (SLAs) 
Andrieux et al. [2] define a service level agreement as an online agreement that describes the 
agreed service, service level parameters, and actions when the service is not provided 
according to the required level of quality or performance [2]. SLA is one of the most 
important guarantees for the continuity of a business that uses online services as a part of 
business processes. 
3.2.16 SLA metrics 
I define SLA metrics as “metrics used to present the actual level of quality and performance 
of service objectives”. These metrics can be retrieved directly from cloud resources such as 
CPU capacity or collected from third party agents such as users’ feedback. 
3.2.17 Quality of service (QoS) 
I define QoS in the cloud computing environment as “the level of the user’s acceptance of the 
cloud service provided by the service provider”. 
3.2.18 Negotiation 
I define negotiation as “the activities between user and cloud provider before establishing a 
business relationship”. Negotiation processes may include negotiation about IT objectives, 
business metrics, or management rules to obtain the guarantee of service. 
3.2.19 Costing model 
I define the costing model as a “mechanism used to determine the total cost over the whole 
period of the cloud service usage”. 
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3.2.20 Service level objectives 
I define service level objectives as “the level of measurable characteristics of cloud services”. 
Examples of service level objectives include response time, boot time and availability. 
 
3.3 DEFINITION 
This section presents definitions of cloud computing, service level agreement, trust and 
reputation. 
3.3.1 Cloud Computing 
In the literature, various definitions of cloud computing have been proposed [1, 3, 4]. In this 
thesis, I adopted and considered the definition provided by the U.S. NIST (National Institute 
of Standards and Technology) that describes cloud computing as “... a model for enabling 
convenient, on demand network access to a share pool of configurable computing resources 
(e.g., networks, servers, storage, applications, and services) that can be rapidly provisioned 
and released with minimal management afford or service provider interaction” [1]. In other 
words, cloud computing is a framework by means of which virtualized infrastructure 
resources are delivered as a service to customers by using a public network which is the 
Internet [5-7]. The cloud customers can range from big organizations, small business and 
developers to individual users. Examples of current cloud providers include: Amazon EC2 
[8] (infrastructure cloud provider), Azure [9] from Microsoft (platform cloud provider), and 
for an application cloud provider, there is Google Docs [10]. In cloud computing, a 
virtualization technology is built on top of the infrastructure in order to optimize the use of 
resources and provide flexible solutions for users. 
3.3.2 Service Level Agreements 
A Service Level Agreement (SLA) [11-13] is a contract that describes the agreed service, 
service level parameters, guarantees, and actions and remedies for all cases of violation [2]. 
The SLA is very important as a contract between consumer and provider. The main purpose 
of SLAs is to clarify and formalize the agreements about service terms such as performance, 
availability and billing between the cloud customers and providers. It is important that the 
SLA include the obligations and the actions that will be taken in the event of any violation, 
with clearly shared semantics between each party involved in the online contract. The SLA is 
a legal format documenting the way that services will be delivered as well as providing a 
framework for service charges. Service providers use this foundation to optimize their use of 
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infrastructure to meet signed terms of services. Service consumers use the SLA to ensure the 
level of quality of service they need and to maintain acceptable business models for long-
term provision of services. The following are the main requirements of the SLA: 
1. The SLA format should clearly describe a service so that the service consumer can 
easily understand the operation of the services. 
2. The SLA presents the agreed level of performance of service (from the perspective 
of both parties). 
3. It defines ways by which the service parameters can be monitored and the format of 
monitoring reports. 
4. It must specify the penalties when service requirements are not met. 
5. The SLA presents the business metrics such as billing and stipulates the conditions 
under which this service can be terminated without any penalties being incurred. 
In this research, the focus will be on the non-functional requirements of services such as 
availability, scalability and response time. Based on the more important non-functional 
requirements, the SLA parameters for each type of cloud service can be defined as: 
1. Availability: in cloud computing, the most important criterion for quality of service is 
the availability of service.  Availability is the probability that the cloud infrastructure 
or services will be up and running in the specific time of utilities of the service 
provided for in the SLA. 
2. Scalability: cloud consumers pay for the service only as they use it. The cloud 
provider should facilitate the specific resources for ease of scaling up and down. With 
scalability, cloud consumers can maximize revenue and cloud providers are able to 
optimize resources effectively. 
3. Resource reservation: this is not a method that is unique to each type of cloud service. 
For example, the storage service can be billed based on the time and size of the user’s 
data. On the other hand, cloud CRM (Customer Relationship Management) may be 
billed based on the number of users. This research will include an investigation of the 
most suitable cost calculation method for these types of cloud services [14]. 
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4. The configuration of service: in cloud computing, users deal with virtual machines 
and these VMs should be configured in a flexible manner to enable users to execute 
business processes with minimal need for managing the configuration. 
5. Security and privacy: the critical data of a business must be stored and transferred via 
secure channels. If security features are not guaranteed by cloud providers, business 
organizations may spend too much on operating their own data centres rather than 
switching to cloud providers [15]. 
 
3.3.3  Concepts of Trust and Reputation in Cloud Computing 
With the number of users of online systems increasing, trust and reputation issues have 
become the main obstacles preventing the users of these technologies from developing 
relationships between strangers and unknown services. Most traditional security solutions 
used for solving this problem cannot adequately meet the requirements of service users. Trust 
and reputation are essential components of any interaction with unknown providers of 
services in distributed systems. For instance, authentication and authorization are not enough 
to stop the malicious introduction of viruses and other malicious codes [16]. Also, by using a 
Public Key Infrastructure (PKI), users can change their identities and rejoin the system after 
they have been prevented from doing so using the first identity [17]. In fact, the problem 
remains of how service consumers can interact with service providers in distributed systems 
and invoke the most reliable service from an array of services. One solution to such problems 
is to use the trust and reputation methods to support the current solutions of security in online 
systems. This section provides definitions of trust and reputation concepts in the context of 
distributed services.   
 
3.3.3.1  Trust Definition 
Trust concepts have been used in many areas such as economics, law, commerce, and 
information technology. Many researchers have investigated the various challenges to trust 
management. The amount of literature relating to this topic is increasing as researchers 
continue to discuss different issues and propose innovative models to solve the problems that 
arise when two parties need to establish a business connection between them. A variety of 
meanings has been attached to the term ‘trust’ in multiple dimensions. Hence, some of the 
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literature in this area is confusing when different definitions of the trust concept are used in 
projects [18]. 
When the notion of trust appears in the literature, it is often without a formal definition. For 
instance, Deutch and Gambetta discuss the theoretical background and provide a basic 
definition of the trust concept for use in the real world [19]. An overview of trust and 
reputation definitions from the existing literature presented by Hussain et al. [18] shows that 
the current notions of trust and reputation need to be formally defined. Many researchers use 
the definition presented by Dasgupta[20] who defines trust as: “the expectation of one person 
about the actions of others that affects the first person’s choice, when an action must be taken 
before the actions of others are known”. Deutsch [21] states that: “trusting behaviour occurs 
when a person encounters a situation where s/he perceives an ambiguous path. The result of 
following the path can be good or bad and the occurrence of the good or bad result is 
contingent on the action of another person” [18]. Another definition often cited in the 
literature is that given by Gambetta [22]: “trust (or, symmetrically, distrust) is a particular 
level of the subjective probability with which an agent assesses that another agent or group of 
agents will perform a particular action, both before he can monitor such action (or 
independently of his capacity ever to be able to monitor it) and in a context in which it affects 
his own action”. 
 
3.3.3.2 Reputation Definition 
Reputation mechanisms are used for large-scale open systems. In general, reputation is 
defined as the public’s opinion about the object, character, or standing of an entity such as 
reliability, capability, and usability. Users can provide ratings about a person, a product, an 
agent, or a service. Mui et al. [23] state that reputation is “a perception that an agent creates 
through past actions about its intentions and norms”. Another definition presented by Abdul-
Rahman et al. [24] is: “a reputation is an expectation about an agent’s behaviour based on 
information about or observations of its past behaviour”. 
 
3.4 PROBLEM OVERVIEW AND PROBLEM DEFINITION 
In Chapter 1, I outlined the motivation and importance of trust and measurement of cloud 
service performance to ensure the continuity of business and to improve the reputation of the 
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service provider in the cloud computing environment. In this section, I present an overview of 
the main problem of this thesis. In next section, I discuss the research issues and challenges 
related to the main problem of building a trust model for the cloud computing environment. 
In terms of trust, the challenge for cloud architecture is to implement cloud computing 
systems in such a way as to increase the trust level of cloud users and fulfil customer 
requirements. Users of cloud services may take legal action in the case of any violations of 
service level agreements. Also, cloud providers may face legal action and damage the 
reputation of their organizations if they violate the terms of the SLA.  
Moreover, an increasing number of cloud providers with various levels of services pose 
scientific challenges when cloud customers want to select the optimal and good services from 
a large number of different services. In this case, cloud customers need to have a reliable trust 
model to help them select the most trusted and secure services from the different levels of 
cloud services on offer. 
Furthermore, cloud technology deploys virtual computing to process and store the data of 
cloud users. This type of technology increases the risk of storing and processing the sensitive 
data of customers and sensitive organizations. Cloud users without a sufficient level of 
security and trust values of cloud providers, are not willing to connect to untrustworthy 
providers of cloud services. As discussed in Chapter 2, no solution has been proposed to 
integrate the idea of trust concepts with the models of cloud service selection. More effort is 
still needed before moving to cloud data centres and storing sensitive data in remote 
virtualized infrastructures. 
In Chapter 2, I stated that trust models and performance evaluation approaches have received 
more attention in the research community. However, the proposed trust approaches focus on 
the use of subjective assessments provided by users of distributed services. In the case of 
cloud architecture, the dynamic nature of the allocation of cloud resources raises the need to 
develop novel frameworks of trust and performance evaluation. These frameworks should 
take into account the QoS aware based systems and integrate QoS evaluation methods with 
the trust solution for cloud computing. In my presentation of trust models in Chapter 2, it is 
clear that no models use the QoS evaluation method for cloud architecture to develop a 
reliable trust model that can provide an accurate methodology for cloud service selection. 
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The existing literature on trust and reputation focuses on investigating trust and reputation 
solutions for general domains of distributed services. So, the proposed models can be applied 
to different architectures of services. For instance, the proposed models can be modified with 
some changes to the peer-to-peer architecture, , and e-business services etc. To the best of my 
knowledge, the existing solutions of trust and reputation do not consider the new paradigm of 
cloud architecture. Trust and reputation in cloud computing lack dynamic and scalable 
models because cloud computing has unique features which are not found in other types of 
distributed services. For example, in cloud computing, trust and reputation models should be 
developed to solve the problem of virtualization trust, dynamic model of cost, reputation of 
cloud providers, and type of service model of cloud computing. All these features have to be 
considered in every stage of the trust life cycle when developing trust-based models for cloud 
computing. 
Unfortunately, the proposed methods for securing and protecting data on distributed 
architecture use either hardware trusted-based systems, or encrypted data-based models. The 
solutions that use trust-based systems lack scalability features. On the other hand, encrypted 
data-based models are still in the theoretical stage and need to be further developed in order 
to be applied to the cloud computing architecture. Moreover, since the resources of a 
virtualized infrastructure are under the control of cloud providers, cloud customers not only 
lack reliable solutions for trust management when dealing with cloud providers, but they are 
also concerned about the configurations and management activities of cloud data centres. In 
order to provide a generic solution for assessing the reputation of cloud providers and 
evaluating the trust of cloud resources, it is essential to combine the subjective concepts of 
trust and real-time measurement of cloud resources so as to provide a generic framework of 
trust management for the cloud community. 
The lack of research into reviewing and analysing the current requirements of cloud 
customers in terms of security and trust management for cloud systems, adversely affects 
developers and distributed services providers who need to develop effective models for 
service provisioning and business in cloud-based investments. To the best of my knowledge, 
(and as discussed in Chapter 2) there is no study in the existing literature that has surveyed 
and reviewed methods of analysing the requirements of cloud users from the perspective of 
trust and reputation. Research conducted using a survey approach may provide significant 
insights into user’s requirements and real problems regarding the security and trust issues of 
the cloud community. 
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Moreover, service consumers of cloud computing are willing to pay as they use, so an annual 
billing period or even monthly periods are not suitable for cloud computing. The cost 
calculation for resource reservation in cloud computing is not a unique method for each type 
of cloud service. For example, the Database as a Service (DaaS) can be billed based on the 
time and size of the user’s data. On the other hand, cloud Software as a Service (SaaS)  may 
be billed based on the number of users. Cloud architecture lacks an effective model that 
meets consumer requirements and provides an acceptable level of revenue for cloud 
providers. In cloud computing, a dynamic pricing scheme is very important to allow cloud 
providers to estimate the price of cloud services. Moreover, the dynamic pricing scheme can 
be used by cloud providers to optimize the total cost of cloud data centres and correlate the 
price of service with the revenue model of service. In the context of cloud computing, 
dynamic pricing methods in terms of cloud providers and cloud customers are missing from 
the existing literature. A dynamic pricing model for cloud computing must consider all the 
requirements of building and operating cloud data centres. Furthermore, a cloud pricing 
model must consider issues of service level agreements with cloud customers. 
Many organizations and e-services-based companies need reliable methods to compare the 
cost of building in-house IT centres when moving their systems to a cloud platform and 
estimate the price of service to maximize the revenue. It is important that the parameters of 
cost metrics such as cost of developing software, maintenance, and hardware of in-house IT 
centres be clearly correlated with the dynamic pricing of cloud services. A dynamic pricing 
methodology will provide adequate estimating methods for decision makers who want to 
calculate the benefits and assess the risks of using cloud technology. 
Additionally, the existing cloud platforms in the market of cloud services do not offer a clear 
guarantee or well-defined service level agreements (SLAs) to satisfy different interests of 
cloud customers who need to ensure the continuity if their business for the long term. Cloud 
users do not want just a certain percentage of guarantee of availability; they require a more 
specific definition of an SLA that can be used as an agreement about the required quality or 
level of services for different applications.  Based on the model of cloud service delivery, 
various parameters of SLA metrics can be included in the structure of SLA for cloud services. 
For example, hardware parameters such as CPU capacity, response time, and boot time of 
virtual machines are important parameters for IaaS. These parameters may be considered to 
be the most important parameters for users who are willing to use cloud computing as an 
operating system to run their application with some level of quality of services. On the other 
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hand, users of PaaS, SaaS, and DaaS may ask for different types of SLA parameters 
(customized depending on the cloud service) that should be included in SLA agreements. To 
the best of my knowledge, no SLA structure has been proposed in the existing literature that 
takes into account the context of different models of cloud services and the dynamic issue of 
parameters of SLA for cloud users. 
Additionally, cloud data centres are established in a complicated way. Numerous racks of 
physical servers interconnected with network switches, and the complexity of virtualization 
resources, produce scientific challenges to the development of a generic prediction model for 
estimating the values of SLA parameters. To solve these problems, measurements of low 
level resources in cloud architecture are very important to map the objectives in SLA with 
real values of performance of cloud resources. 
Moreover, service level agreements have been proposed for different domains by various 
researchers. However, as I discussed in Chapter 2, no proposed work for SLAs in cloud 
computing in the existing literature takes into account the problem of selecting SLA metrics 
for different models of services. How to select appropriate measurement metrics of cloud 
services is a critical process for users of cloud computing. Many issues should be considered 
in the process of selecting SLA metrics. For example, choosing metrics for an SLA which 
accumulates a sizeable amount of data does not work for users who are seeking a low level of 
response time for their application. So, there is no unique way of choosing measurement 
metrics of cloud services, since each type of business or service model has a specific SLA 
structure to provide more accurate results or produce a high amount of revenue using the 
cloud business model. 
Finally, to the best of my knowledge, in the context of cloud computing, there is no approach 
in the literature that can be applied to predict trust and reputation for cloud relationships 
between service providers and cloud customers that provides a costing model of cloud 
services and good guidelines for SLAs to cloud users. 
This thesis presents complete definitions of service level agreements and takes into 
consideration the performance metrics and quality of service criteria of cloud services. The 
proposed definitions of SLA are provided for use by different types of cloud users. In order to 
help cloud users include the most relevant factors of performance and quality of cloud 
services in SLAs, this thesis also provides a methodology to assess and measure the most 
relevant metrics of performance in different cloud platforms. I do this to enable cloud users to 
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choose appropriate criteria for performance of cloud services when they begin negotiations 
with cloud providers. Finally, I develop a dynamic pricing scheme for cloud services to be 
used with an SLA framework for developing a trust model for cloud users. The trust model 
for cloud relationships provides a reliable means of selecting cloud services with the required 
level of privacy and security.     
Based on the discussion of the literature in Chapter 2 and the above description of the 
research problem, the research problem can be defined as follows: 
How can a cloud service user choose the most trustworthy and secure cloud service 
from among different services in the cloud platform market that takes into account the 
structure of SLAs, dynamic pricing, and accurate metrics for performance measurement of 
cloud resources? 
 
3.5 RESEARCH ISSUES 
The thesis identifies the following important research issues that must be addressed in order 
to solve the thesis problem. The research issues are: 
1. Propose a dynamic pricing scheme: The service consumers using cloud computing are 
willing to pay as they use, so an annual billing period or even monthly periods are not 
suitable for cloud users. A cost calculation method for resource reservation must be 
correlated with the method of proposing the price of service in order to maximize 
cloud service profits and increase the customer demand. Cloud architecture lacks an 
effective model to satisfy consumer requirements and provide an acceptable level of 
revenue for cloud providers. 
2. Develop SLA metrics for cloud platforms: The SLA parameters are specified by 
metrics. These metrics define how cloud service parameters can be measured and 
specify values of measurable parameters. In the cloud computing architecture, there 
are four types of services which providers can offer to consumers. These services are: 
Infrastructure as a Service (IaaS), Platform as a Service, Software as a Service, and 
Database as a Service. Any proposed SLA metrics for cloud computing should 
consider these four types of services. For each part of the SLA, the most important 
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parameters should be defined so that consumers can use it to create a reliable model 
of negotiation with the service provider. 
3. Propose a methodology to define performance and measurement criteria: Performance 
evaluation is a very important factor in the open distributed systems. It is the main 
concern of all interactions between service providers and consumers in such a 
changing environment. The performance evaluation process may not be clear and easy 
for some users because it has vague and different subjective values. Hence, what is 
required is a description methodology to present the values of performance metrics in 
a clear way. Any solution aimed at solving this problem should take into account the 
dynamic nature of distributed services and deploy an effective methodology to 
calculate the final values of performance metrics 
4. Propose a trust and reputation model for cloud service selection: In the existing body 
of literature on cloud computing, there is no framework whereby a cloud service 
consumer can make an intelligent trust-based decision regarding service selection 
from a service provider. Given the potential growth of cloud computing and the 
business implications, it is very important to have such architecture in place. The 
primary issues which are not investigated in the related literature on this topic are: 
i. the difficulties faced by cloud users when they want to sign online 
agreements with cloud providers; there is no clear and reliable method for 
selecting the most suitable parameters for the SLAs; 
ii. the lack of a proposed model to estimate the price of cloud services. 
Although trust and reputation systems have been widely proposed and implemented 
for various types of online services, no such models have been proposed for cloud 
computing; cloud users also need such systems in order to select the most trustworthy 
of the services already being offered by cloud providers. 
 
5. Validate the proposed solutions: Researchers in most cases evaluate and validate the 
proposed frameworks for performance measurement of distributed services using 
local experiments or simulation methods. These methods sometimes do not provide 
accurate results that reflect the actual level of trust and performance of services. Real 
71 
 
experiments need to be conducted on the resources of existing cloud infrastructures in 
order to evaluate the real components of services. The following are the main criteria 
for the evaluation processes of the proposed model: 
(1) Scalability: To evaluate the performance of the proposed model when 
dealing with both small and large numbers of users, this simulation is 
conducted with different types of services and the simulation results are 
compared with the current models evaluated in the design phase of this 
research. The main parameters in the scalability evaluation are: 
i. the performance of the computation of trust model; 
ii. the performance of the communication overhead; and 
iii. the capacity of data storage. 
(2) Effectiveness of the proposed model 
The objective of evaluating the effectiveness of the proposed model is to 
guarantee that the functionalities of the model match the trust requirements of 
cloud users. 
In order to evaluate the above metrics for the proposed trust model, I conduct 
experiments on a well-known cloud provider (Amazon EC2) by implementing 
real cloud services for the purposes of my project. 
 
3.6 RESEARCH METHODS 
This section discusses the research methodology which is followed to ensure that my research 
processes and the proposed solutions are addressed using a systematic and scientifically-
based method. Because this research involves a literature review, design, development, and 
validation methods to provide a scientific trust framework for the cloud community, I discuss 
and justify the research method chosen as the most suitable for the purposes of my study.  
According to Denzin and Lincoln, research methods are skills and practices that provide 
guidelines to researchers for addressing research questions and the research process [25]. 
They discuss the scope of problems, the research resources and the rules for researchers when 
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they undertake research projects. Action research, case studies, literature reviews and 
laboratory experiments are examples of research methods. The use of more than one method 
of research is feasible when researchers consider the integration of all processes of a research 
project [26]. Since the aim of this research is to develop and validate a trust-based service 
level agreement framework in the cloud computing environment, the researcher intends to 
use the Science and Engineering based research approach. This approach is intended to 
develop a scientific solution to the identified problem by first developing a theoretical 
framework and later confirming it by using simulations and experiments to confirm its spirit 
of ‘making something work’[9, 10, 27]. The output of such a research approach will lead to 
improving the approaches of either previous or current studies. There are various research 
methodologies in this research approach. The method chosen by the researcher is the Systems 
Development based approach which is a combination of various research steps, such as: a) 
envisaging a system; b) developing key concepts and theories; c) developing a conceptual 
framework; d) building the system; and e) testing and validating the system. Each of the these 
steps has various sub-steps that can be classified into three broad categories as shown in 
Figure 3.1.  
Identification 
of Problem
 Literature
Review
Problem 
Formulation
Conceptual 
Solution
Methodology 
Development
Development of  
Prototype Systems 
and Case Studies
Testing and Case 
Studies
Conceptual Level
Perceptual Level
Practical Level
Definition of 
Key Concepts
 
Figure 3.1: Different stages in System Development approach of Science and Engineering based research 
methodology 
 
My research began with an extensive review of the literature related to the topics of cloud 
computing, security, trust and reputation. Also, the existing definitions and implementation of 
service level agreements, especially in distributed and cloud services, were evaluated. Most 
of the sources have been explored in order to understand the main area of cloud computing 
technology and the applications of trust and reputation systems in the online environment. To 
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understand the mechanisms of service level agreements in e-business, the existing literature 
in that area has been reviewed.   
Design the Trust Model based on the SLA: The objective of this phase is to design an 
innovative model of trust and reputation based on the SLA approach. To assist cloud 
providers to define SLAs parameters, it is very important to correlate the cost parameters 
with the criteria for service quality. Hence, this research aims to develop a dynamic pricing 
scheme covering all tiers of cloud architecture beginning from hardware infrastructure to the 
end user interface. The aim of developing this dynamic pricing scheme is to help the decision 
makers in cloud data centres and service customers to establish a clear relationship in the 
cloud community based on the guarantee terms that correlate with the cost plan. Also, in this 
phase of the research, the general trust model for cloud providers will be designed, and 
different factors will be considered when calculating a fear value of trustworthiness of cloud 
providers. A weighting approach is designed to assign a correct value to each parameter of 
the proposed model. The number of violations, for example, is assigned more weight than is 
customers’ feedback. Cloud users can use the output of the proposed model to select the most 
secure and reliable services from among a large number of offered services; this will help to 
reduce the risk in the event that users migrate to use the external resources of cloud 
computing. 
Evaluation of the Proposed Model: In order to evaluate the effectiveness and robustness of 
the proposed model, and to learn if the model is efficient in helping users to select a reliable 
cloud provider, I conducted various experiments. These experiments tested the functions of 
the proposed model in order to be used in the cloud architecture.  
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3.7 CONCLUSION 
In this chapter, I defined the main problem of this thesis. I began by defining the main 
concepts of the domain of cloud computing. Then, I provided definitions of SLAs, trust, and 
reputation. Next, I defined the main problem and its related issues which this thesis will 
address. The methodology used for solving the problem was discussed and I explained in 
depth the research approach and the main problem in relation to the existing literature. 
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CHAPTER 4 - SOLUTION OVERVIEW 
 
 
4.1 INTRODUCTION 
As I discussed in Chapter 2, several works in the existing literature attempt to solve the 
problem of trust and reputation in various domains of distributed services. Different 
techniques are used to enhance the security level of services. However, as mentioned and 
discussed in Chapter 2, the issues of a dynamic pricing scheme for cloud computing, defining 
service level agreements, measurement of performance, and modelling trust and reputation in 
the domain of cloud computing still remains unsolved. In Chapter 3, I discussed the research 
issues related to pricing schemes, designing SLAs, performance measurement, and trust and 
reputation for cloud computing. In this chapter, I provide an overview of the solutions for the 
research issues listed in Chapter 3. In Section 4.2, I present an overview of the solution for 
modelling service pricing of cloud computing. Section 4.3 sets out the solution for defining 
SLAs for each of the four main types of cloud services. In Section 4.4, I explain my solution 
to modelling the method of performance measurement of cloud services. In Section 4.5, I 
present an overview of the solution for modelling the trust and reputation for cloud services. 
Finally, I conclude the chapter in Section 4.6. 
 
4.2 OVERVIEW OF THE SOLUTION FOR DYNAMIC PRICING SCHEME 
FOR CLOUD SERVICES 
Dynamic pricing mechanism of cloud services is responsible for measuring the actual usage 
of resources and billing the cloud users for the consumption of resources.  The requests are 
allocated to the proper resources and when this is done, the cost of doing so is charged to the 
customer [3].  Taking into account the historical usage information or profile of users would 
assist in the dynamic pricing method.  This information can be retained and utilized by 
scalable admission control.  Information like this helps to improve the resource allocation 
decisions and the corresponding billing of the users. In this part of my thesis, I discuss the 
different schemes that can be applied for pricing services that are being offered by online 
providers. Then, I present a dynamic pricing scheme for cloud services. Finally, I analyse the 
results and evaluate the proposed scheme. 
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To improve the way of pricing cloud services, I propose a dynamic pricing scheme for cloud 
service customers and cloud service providers. In the proposed scheme, a cloud market agent 
is used to provide the matching process and negotiation about service level objectives for 
cloud users. In this scheme, pricing functions are proposed to control the cost level from the 
perspective of cloud customers and to control the resource allocation and maximize the 
revenue for the cloud service providers. I discuss the problem of how to announce the service 
price when the demand of service and the resources are not stable in the cloud computing 
market. I use weighting parameters  and   to control the increasing and decreasing amount 
of pricing when the cloud market is high and then low. Also, for cloud customers, I propose a 
methodology to estimate the quality of cloud services and propose a price based on the 
quality level and time slot for conducting the cloud service. The conducted simulations show 
the proposed dynamic pricing scheme for cloud computing provides scientific results of 
improving the revenue for cloud service providers and helps cloud customers to rent a high 
quality of cloud services. The detailed solution for my dynamic pricing scheme and the 
underpinning mathematical models are presented in Chapter 5. 
 
4.3 OVERVIEW OF THE SOLUTION FOR SERVICE LEVEL 
AGREEMENTS FOR CLOUD SERVICES 
I present a methodology for answering the questions of “How can the performance of cloud 
services be measured and what are the performance metrics that can most affect the SLAs of 
different types of cloud services?    
Cloud services are becoming popular in terms of distributed technology because they allow 
cloud users to rent well-specified resources of computing, network, and storage 
infrastructure. Users pay for their usage of services without needing to spend massive 
amounts for integration, maintenance, or management of the IT infrastructure. This creates 
the need for a reliable measurement methodology of this new paradigm of services. To solve 
the problem of linking service objectives with a pricing method for cloud services, I develop 
performance metrics to measure and compare the performance of the resources of 
virtualization on the cloud data centres. First, I discuss the need for a reliable and clear 
methodology to use for service level agreements of cloud services for the four broad types of 
cloud services (IaaS, PaaS, SaaS and DaaS). Second, I develop a specialized suite of metrics 
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and propose a suitable methodology to correlate the performance metrics with service level 
objectives for each  type of cloud service. 
The primary shortcoming of the existing approaches to SLAs in the online domain is that 
they do not provide dynamic negotiation, and various types of cloud consumers need a 
different structure of implementation of SLAs to integrate their own business rules with the 
guarantees that are presented in the targeted SLA. To solve such problems, I propose a basic 
architecture for developing the service level agreement contract between service consumers 
and other parties such as service providers and external agents. Two main categories of SLA 
metrics are presented. Performance metrics show the measurements of performance 
parameters in cloud computing data centres such as response time and CPU capacity. The 
other metrics are business metrics; the main measurements of business-related aspects 
presented by this type of metrics include such things as service costs and billing methods. 
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Figure 4.1: Conceptual SLA Framework for Cloud Computing 
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In my proposed framework (figure 4.1), the SLA parameters are specified by metrics for each 
of the different types of cloud services. These metrics define how cloud service parameters 
can be measured and specify values of measurable parameters. In the cloud computing 
architecture, there are four types of services which providers can present to consumers. These 
services are: Infrastructure as a Service (IaaS), Platform as a Service, Software as a Service, 
and Database as a Service. The proposed SLA metrics for cloud computing consider these 
four types of services. For each part of the SLA, I define the most important parameters that 
consumers can use for the corresponding service to create a reliable model of negotiation 
with this service provider. 
In this part of my thesis, I present the proposed architecture for the cloud computing 
environment. The following are the main components of the proposed framework: 
1) SLA Agent: The new architecture of outsourcing of services forces the business decision-
makers to look for experts in IT, policy, and legislation domains. These professionals can 
provide services such as design IT metrics for SLA agreements, set the value for SLA 
parameters and examine the policy and legislations for partners. In cloud computing, SLA 
agents are very important as intermediary agents between consumers and cloud providers. In 
the proposed model, I use an SLA agent to perform the following main tasks: 
i. Group cloud consumers in different classes based on business needs 
ii. Design SLA metrics based on the consumers’ needs 
iii. Negotiate with cloud providers 
iv. Select cloud providers based on non-functional requirements. The discovery and 
selection processes to get the cloud services based on the functional requirements are 
made by the consumers in the early stage of communication with cloud providers 
v. Monitor business activities for consumers 
vi. Monitor SLA parameters 
2) Cloud Consumer: As mentioned in Chapter 3, the cloud consumer is the entity requesting 
the external execution of one or more services. The cloud consumer is required to pay the bill 
for the completed execution of services based on a well-defined pricing model. The design 
and discussion of pricing models for cloud computing are presented in Chapter 5 of this 
thesis. The SLA agent has the authority to choose the optimal price model for services. The 
consumer model consists of two main parts: 
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i. Trust management: This agent manages the trust relationships between cloud 
providers and also the other users of cloud services. Three sources of information are 
used in the trust management model: (1) the local experiences with cloud providers 
and users; (2) the opinions of external cloud services; and (3) the reports which are 
provided by the SLA agent. To obtain a reliable result from the trust management 
agent, I will use credibility metrics associated with these three sources of information. 
Cloud consumers are able to assign various weights (0 ≤ summation of all weights ≤ 
1). The output of the trust management system will be used to rank the list of cloud 
providers obtained from the cloud services directory. Then, the ranked list will be sent 
to SLA agent to select the final cloud provider based on non-functional requirements. 
More details about the proposed solution for trust management in cloud computing 
are presented in Chapter 8 of this thesis. 
ii. Business activities management: The key point of my model that distinguishes the 
solution from others which are designed for online services is its indicator of business 
activities. I propose to use this indicator for the main SLA parameters to determine 
who is responsible for the violation of the revenue or profit parameters. More details 
about these parameters are presented in Chapter 5. 
3) Cloud Services Directory: Consumers of cloud services do not know about the existing 
cloud providers if there is no agent or registry to advertise the descriptions of their services. 
In my proposed architecture, I use a common directory in order to help cloud consumers to 
find specific services. I assume that the directory will store at least the IDs of cloud providers 
and the functional advertisements of their services. Here, I do not consider the processes of 
discovery and service selection in detail. So, the research scope in this part of my thesis is 
limited to the design of SLA agreements and trust management only and does not take into 
account cloud service discovery, selection and composition. 
4) Cloud Providers: As mentioned in Chapter 3, cloud providers are the entities who own the 
cloud infrastructure and provide cloud services for consumers. 
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4.4 OVERVIEW OF THE SOLUTION FOR PERFORMANCE 
MEASUREMENTS FOR CLOUD SERVICES 
A new paradigm of technology which enables users to access and configure a huge amount of 
computing resources is known as cloud computing architecture. It is very easy to use and can 
be implemented using a number of resources, thereby making it very popular. Hence, major 
providers such as Salesforce and Amazon are already offering this new technology. Cloud 
computing is very attractive for a wide variety of users including researchers and government 
organizations because the maintenance of the infrastructure is the decision of the cloud 
providers. A lot of attention is thus paid to the model by the cloud provider. However, 
because some virtual machines (VMs) may attain a magnitude of demand greater than that of 
the other VMs, there is the possibility of a decrease in performance [1]. This fact can indeed 
influence the performance of other applications considerably. This can be illustrated with an 
example. It can be inferred that the performance of EC2 differs to a great extent.  
There are several reasons for these inconsistencies in the performances of VMs. The reasons 
include the conflict for the VMs like the response time which is also one of the prime reasons 
for this variability in the performance. This irregularity in the performance is in fact one of 
the major issues of cloud computing which many users face and is also considered as one of 
the major barriers to the success of cloud computing [1]. For example, for any applicable 
service, users expect similar performance and that too at any time. This is not concerned with 
the existing workload present on the cloud for particular application or service. Also, it is 
quite important for decision makers because there might be an underlying pattern or 
variability in performance that needs to be factored in during decision making. Another good 
example is that clouds depend on SLAs like a grid computing that has to be constructed 
within a stipulated time. Hence, enterprises also expect cloud providers to guarantee a quality 
of service. Thus, it is critical that cloud providers ensure that the service level agreement is 
based on performance features which include storage size as well as level of security. 
However, the general tendency of cloud providers is to create their SLAs on the basis of the 
trust level of the services they are offering [2-4]. 
Thus, currently it is obvious that there are fewer users because they have to deal with the 
irregularity of the performance of the cloud services. There is a need for a mechanism to 
enable users to deal with the same so that they are better able to understand the difference in 
the performance of the cloud.  
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This part of the solution proposed in this thesis will focus on the issues mentioned above and 
assess the performance level of the instances of Amazon EC2,in depth, as it is one of the best 
cloud networks known to date. The major contributions that I make in this chapter are as 
follows. First, I conducted the experiments in different scenarios, on a single VM. This can 
provide an estimation of the differences in performance of a single VM. Subsequently, I 
conducted various types of VM experiments in multiple cases of operation. This provides an 
estimation of the variability in performance in the case of multiple VMs. To test the 
performance in different locations, I conducted different experiments using two locations that 
provide an estimation of different levels of performance of the cloud provider’s infrastructure 
which was in various locations. The second contribution is my analysis of the results that 
have been obtained using the statistics concepts to quantify the differences in cloud service 
performance. In this case, I increase the number of VMs and measure the difference in 
performance level in order to compare it with low level of performance in fewer VMs. Also, I 
compare the performance in these scenarios with real applications of cloud computing. The 
third contribution is an analysis of results and a defined methodology to divide the 
performance level into two segments. I use various factors but the focus will be on VMs 
provided by Amazon. Some recommendations have also been provided to the users so as to 
reduce the variability in the performance. 
It is expected that the study conducted will have a great impact on the practice for three main 
reasons. They are: 
i. The decision makers obtain a good understanding of the results which have been 
produced by conducting experiments using this well-known cloud provider. 
ii. A deeper understanding of the service level agreements is obtained from Amazon 
EC2 indicating what users can be offered. 
iii. Suggestions have also been provided about what can be done to reduce the variance in 
the performance. 
The research tasks for the methodology of the performance measurements solution have been 
defined as follows. I start with a survey which presents the existing methodologies that have 
been proposed for performance evaluation of cloud services. A detailed overview of the 
Amazon EC2 cloud has been provided in order to present basic knowledge about the 
architecture of Amazon EC2. Then, I discuss the interesting findings of the performance of 
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Amazon EC2, and the different benchmarks used in the experiments are presented. The 
results are then discussed in detail followed by the analysis of the variability in the 
performance as the resources increased and also with real applications. Further in this part of 
thesis, users of cloud computing have been provided with some advice so that the results 
obtained from experiments are meaningful and significant on the Amazon platform. The 
detailed solution is presented in Chapter 7. 
 
4.5 OVERVIEW OF THE SOLUTION FOR TRUST AND REPUTATION FOR 
CLOUD COMPUTING 
Cloud computing involves a trade-off between costs, benefits, security and privacy. Trust is a 
key to acceptance of Software as a Service. Unless the customers and organizations can trust 
that cloud providers will protect the security of sensitive information, potential customers 
might refrain from using cloud services. Secure handling of data, accountability and privacy 
safeguard promote trust among users and service providers and also provide the basis for 
acceptance of cloud computing services. 
In conventional models of internet security, a security boundary is deployed to build a trust 
perimeter to control the use of computing resources. In such a model, the customer or 
organization also has the control of storing and processing the data as they please. However, 
this is not possible in cloud computing and the security boundary is compromised because the 
data is processed on machines that are owned and controlled by someone else. The 
contractors or sub-contractor may also process the classified data outside the trusted vendors 
thereby increasing the risk of illegal uses, resale or leaking of sensitive data. 
Thus, cloud computing has certain serious issues and its use is risky unless several important 
measures are taken to avoid these risks. 
My methodologies in this thesis are proposed to reduce such risks in the cloud community. I 
use the concepts of economics, service level agreements (SLAs), evaluation of performance, 
and trust management to provide different contributions to cloud computing. These 
contributions are discussed and evaluated in order to assist cloud providers and cloud 
customers to obtain more advantages in the cloud community. More details about my 
proposed solution for trust and reputation for cloud services are presented in Chapter 8. 
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Trust is a very important factor in the open distributed systems. It is the main concern of all 
interactions between service providers and consumers in such a changing environment. Trust 
evaluation is not a clear and easy process for different users because it has vague and 
different subjective values. Hence, there is the need for a description methodology that 
presents the values of trust in a clear way. Fuzzy logic is an effective technique to solve this 
problem. The fuzzy logic provides a basis for modelling human perceptions using a better 
description method. Therefore, my solution for trust in cloud computing will use the fuzzy 
logic approach to evaluate the trustworthiness of its service providers. Figure 4.2 shows the 
main steps in the trust evaluation process for cloud computing using the concepts of fuzzy 
logic approach. 
 
 
 
 
 
 
 
 
 
 
 
In the proposed framework of trust for cloud services, I develop an approach that takes into 
account the key aspects of the trust relationship between cloud providers and users. Further, 
each of the trust dimensions will be represented within a fuzzy framework, and measures 
along each dimension are developed. In addition, an overall figure of trust value will be 
developed for the cloud providers. The detailed solution is presented in Chapter 8. 
 
Define fuzzy sets for 
fuzzy inputs 
Defuzzification steps 
Determine the 
membership degree 
Set weights for trust 
factors 
Use crisp values to 
evaluate trust for cloud 
providers 
Figure 4.2: Trust evaluation using fuzzy logic approach 
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4.6 CONCLUSION 
In this chapter, I provide an overview of the proposed solution and the methodology that I 
will adopt in order to solve the problem presented in Chapter 3. In Chapters 5-8, I give the 
details of the four solutions that have been proposed. I discuss first how the dynamic pricing 
solution can be used to solve the correlation problem with dynamic allocation of cloud 
resources. Then, I show the proposed service level agreements and how these can be used by 
the cloud community. Also, I provide an overview of the performance measurement 
methodology that will produce results enabling the users of cloud computing to monitor 
cloud service objectives. Finally, I consider the use of trust and reputation concepts to 
evaluate the trustworthiness of cloud computing agents using a fuzzy logic approach. 
The next four chapters present my proposed methodologies in more detail along with the 
evaluation results. 
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CHAPTER 5 – A DYNAMIC PRICING MODEL FOR CLOUD 
SERVICES 
 
 
5.1 INTRODUCTION 
There are different domains where cloud services are available including government 
departments, small businesses, social users, and the education sectors.  All of these sectors 
are connected through the internet and they can rent resources offered by cloud services 
providers.  This cloud-based resource has been discussed in detail in the previous chapters.  
All these sectors have different objectives for connecting with the cloud providers which in 
turn will affect the pricing of the corresponding cloud service and the revenue of cloud 
providers. Hence, there is the need to set up a dynamic pricing model for the cloud services 
or resources that each sector will require. Since this type of pricing method will give the 
consumers a better way of paying for the consumed services, it is relevant to discuss in detail 
the benefits of, and expectations from, such a pricing model. Every form of business or 
service that is offered always involves a pricing scheme. The developing and operating model 
of cloud services makes its pricing scheme a little complex.  The pricing mechanism is what 
decides how service customers are charged [1].  There are several different factors on which 
the pricing of a service can be based.  Some customers may be charged based on the time 
when the request was filed; this is known as the “peak/off-peak” pricing.  There are also 
“fixed” price rates, as well as “supply/demand” where the pricing will rely on the resources 
that are available.  Importantly, an effective pricing scheme is used to determine the supply 
and the demand by managing the computing resources that are found within the data centres.  
By determining the pricing factors, this helps with the allocation of the available resources 
along with the pricing of the corresponding resources. 
A dynamic pricing mechanism in cloud services is responsible for maintaining the actual 
usage of resources [1].  The requests are allocated to the proper resources and when this is 
done, the cost of doing so is charged to the customer [2].  A dynamic pricing method also 
takes into account the historical usage information.  This stored information can be utilized 
by scalable admission control.  Information like this is helpful in improving the resource 
allocation decisions. This chapter will discuss different schemes that can be applied for 
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pricing services that are being offered by online providers. Then, I present a dynamic pricing 
scheme for cloud services. Finally, I analyse the results and evaluate the proposed scheme. 
5.2 DYNAMIC PRICING SCHEMES 
There are three pricing schemes which can be used for pricing of cloud-based resources. 
These schemes are: 
A. Fixed pricing 
At first, users use a small amount of internet resources.  To increase the market, a unified 
price package is used. With this, for a certain time period, the users have the same access 
speed and price. This is a simple system in which the charges are known to the users and this 
system is quite common in the internet access services market [3]. 
However, this scheme has several disadvantages. The users have no idea of how to adapt 
their usage models, and they over-use the online resources. Then service providers apply the 
same pricing method to all users regardless of their individual usage. This does not increase 
the overall development of the distributed technology, and the performance of the system is 
degraded. As the technology has become further developed (in areas such as online 
applications and the complex e-commerce environment) this model no longer applies. 
B. Resource-based pricing 
This model charges the users independently. The charges are calculated on the basis of the 
amount of transferring and receiving data on network. The service provider uses statistical 
sampling methods to assess the usage. The charges are applied according to the demands of 
the supply. The interaction between service customers and service providers is also 
developed, unlike the fixed pricing model. It enhances the consuming approach efficiency of 
service resources and controls the bottleneck of the usage. But with the development of 
services requiring high-bandwidth, the overall user’s allocation of resources has increased 
together with an increase in charges. In terms of content sharing in some charging 
methodologies, this has become a problem for online-based service providers to charge 
according to the consumption of resources.    
Authors in [4] suggested a complicated pricing model. In this approach, customers prefer 
traditional services at a fixed rate but higher demands on resources are charged on the basis 
of the usage. The method of filtering and counting the packets of data for large number of 
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users increase the complexity of this approach. The analysis of the simulation results shows 
that the complicated price modelling approach can lead to an improvement in network 
resource performance while increasing the service provider’s revenue [4]. 
C. Blocking pricing 
With the problems of high resource applications, privacy issues and extra costing problems, 
the network blocking has increased. This has created a bad effect called ‘cost-based’ 
allocation for the service users. So a new model, congestion scheme of pricing, has been 
developed[5], which groups the price so that it reflects the service resource usage and the 
service cost. It encourages the users to define rules for the service demand. In this way, the 
blocking problems are addressed. The price fluctuates dynamically according to congestion.   
But cost-based allocation is difficult to measure as each user’s value of service resources is 
different. A dynamic-based pricing approach was proposed to measure the cost-based 
allocation. Several other methods have also been introduced, and the main goal is to 
determine a price-aware service resource system that shifts the amount of load from a time of 
high load to a time when service resources are stable. In this way, the blocking of traffic can 
be under control and produce some level of reliability [5]. In the next section, I present my 
proposed approach for pricing of cloud-based resources. 
 
5.3 DYNAMIC PRICING MODEL FOR CLOUD SERVICES 
Distributed computing systems such as grid computing, peer-to-peer, and the new cloud 
technology create a new way of using and sharing computing resources over the Internet. In 
cloud computing, users reserve virtualized resources in different capacities without any 
knowledge of the complicated allocation method of the underlying infrastructure of cloud 
data centres. For Infrastructure as a Service (IaaS), customers pay the service provider using a 
static scheme. Dynamic demand of cloud computing is a key feature of the new paradigm of 
distributed services. Using a fixed price for cloud services does not give more benefits for 
cloud providers in terms of optimizing resource allocation approach for cloud infrastructure. 
Also, a fixed price for cloud services may force customers to use services of other 
competitors who provide services at a lower price and higher level of quality. 
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My proposed model for dynamic pricing for cloud computing contains three main entities: 
cloud customer, cloud provider, and cloud market agent. Cloud customers propose their 
prices for desired cloud-based resources. Also, the cloud provider presents the price of its 
provisioned services to the cloud market agent. The cloud market agent is responsible for 
matching the service price proposed by the cloud provider with that of the customers that 
announce the same level of service price. In the second step, the cloud market agent matches 
the service level objectives (from the cloud customers) with the service performance of the 
cloud providers. These steps lead to the reliable monitoring system to monitor the 
performance of cloud resources. Also, the proposed SLA agreements definition presented in 
Chapter 6 can be used in this process in order to link the service price with the actual level of 
quality of cloud services. If there are no resources available to meet the customer request, the 
request will be placed in an admission queue until the resources of the cloud provider that can 
fulfil the customer requirements are available. 
The pricing model components are shown in Figure 5.1. 
 
 
Figure 5.1: Pricing model components 
 
 
92 
 
In cloud computing, the price of a service is determined by the scalability of resources, the 
market demand of the corresponding resource, and the willingness of cloud customers. In the 
cloud computing market, the priority of cloud providers is to maximize the service price. 
However, cloud users want to minimize the price and receive a high quality of service. So, 
any pricing model for cloud computing should take these issues into account and provide a 
solution that satisfies both parties in the cloud services market. 
 
5.3.1 Pricing Scheme from The Cloud Customer’s Perspective 
For the dynamic pricing model proposed in this thesis, I define the following approach to 
allow cloud customers to retain the history of service prices for a specified period of time. 
This can help customers to compare the current prices of services with the new prices 
proposed by service providers. 
 
1( ) Prpr DifCL t pr     (1) 
 
Where, CLpr(t) is the existing price and Pr-1 is the previous price of the cloud service 
proposed by the service user. Difpr is the amount that can be used to increase or decrease the 
service price. The value of Difpr  depends on the market demand and the quality of the cloud 
service. Difpr can be calculated by using a weighting variable to determine the degree of 
variance in the new price of the service. In my proposed dynamic pricing model, I use the 
following equation to calculate Difpr  from the perspective of the cloud customer. 
1( ( ) )PrDifpr x t thv      (2) 
Where,   is the weight to determine the degree of changing the service price; x(t) is the 
function that is used to evaluate the quality of the cloud service from the cloud customer’s 
perspective; thv is a threshold value for the quality of service that can be used to fix the level 
at which the customer is not able to accept the price with the quality level under this value. 
The algorithmic formulation of my dynamic cloud service/resources pricing approach is 
presented in Algorithm 5.1 
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Algorithm 5.1: Dynamic pricing algorithm for cloud customer 
Cloud customer (Dynamic pricing algorithm) 
Input:   1Pr , Difpr ,  , n 
Output: Current proposed price prCL  
 
Begin 
Set initial value for 1Pr  
For i = 1 to n do 
Calculate 1( ( ) )PrDifpr x t thv    
Calculate 1( ) Prpr DifCL t pr   
 
end 
 
The optimal time of renting cloud services 
Users of cloud computing can use my proposed approach to determine the optimal time to 
rent services provided by different cloud platforms. In the context of selecting the time when 
a service will be used, I discuss in general when cloud customers can receive a high level of 
quality and pay a good price for short-term use of cloud services. The QoS parameter is very 
important in the context of distributed services. So, users of cloud services are looking for 
QoS at the period of some selected hours. A detailed investigation of this problem is not 
within the scope of this thesis. Figure 5.2 shows the level of quality of cloud services at 
different hours of the day. 
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Figure 5.2: QoS of cloud services at different hours of the day 
 
Customers of cloud computing have different objectives when using cloud resources. 
Sometimes customers can delay their use of services by a different number of hours or days. 
In this case, my proposed dynamic pricing model can be used to propose a price level for the 
cloud services based on the quality during a given period of time. For example, as shown in 
Figure 5.2, the peak period interval can be avoided by using a service during the off-peak 
period. In this case, users can receive a high level of quality at a relatively lower price. 
 
5.3.2 Pricing Scheme from The Cloud Provider’s Perspective 
The cloud service provider publishes the price of service for the cloud market agent in order 
to attract cloud customers at different periods of time. The cloud market agent uses the 
advertised price in the negotiation and matching processes. In my proposed model of 
dynamic pricing for cloud computing, the cloud service provider uses the following equation 
to announce prices based on the time period of the market: 
 
1( ) Prpr DifPL t pr      (3) 
 
Where PLpr(t) is the existing price and Pr-1 is the previous price of the cloud service proposed 
by the service provider. Difpr is the amount that can be used to increase or decrease the 
service price. The value of Difpr  depends on the market demand and the function of resource 
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load for the cloud data . Difpr can be calculated by using the weighting variable to define the 
degree of variance in the new price of service. In my proposed dynamic pricing model, I use 
the following equation to calculate Difpr  from the perspective of the cloud provider: 
 
1( ( ) )PrDifpr x t thv      (4) 
 
Where   is the weight to determine the degree of changing the service price and x(t) is the 
function that is used to determine the load degree of cloud computing resources. thv is a 
threshold value for the cloud resources load that can be used to fix the level so that customers 
are not able to obtain the current price under this value. The algorithmic formulation of my 
proposed approach for pricing of cloud resources from the perspective of the cloud provider 
is shown below in Algorithm 5.2. 
 
Algorithm 5.2: Dynamic pricing algorithm for cloud service provider 
Cloud service provider (Dynamic pricing algorithm) 
Input:   1Pr , Difpr ,  , n 
Output: Current proposed price prPL  
 
Begin 
Set initial value for 1Pr  
For i = 1 to n do 
Calculate 1( ( ) )PrDifpr x t thv    
Calculate 1( ) Prpr DifPL t pr   
 
end 
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5.4 SIMULATION AND DATA ANALYSIS 
In order to simulate the proposed dynamic scheme model, I conducted two multi-step 
experiments. The first experiment investigated the method of allocation of cloud resources by 
using the proposed dynamic scheme and the static pricing scheme. The second experiment is 
to study the revenue produced by my method of dynamic pricing over a given period of time 
and compare the revenue in this case with the revenue produced by that of the static pricing 
method. 
 
 
Figure 5.3: Simulator 
 
Figure 5.3 shows the steps of the simulation experiments that are used to validate the 
proposed scheme for dynamic pricing of cloud services. The inputs of the simulation model 
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are: service time slot, offered price of given customer, and the probability of cloud customers 
of the cloud market. The first step of the simulation is to generate cloud customer requests 
using model inputs. I use two sets of pricing schemes. The first one is the fixed pricing 
scheme in which there is no correlation between the proposed price of cloud services and the 
way that cloud resources are allocated. The second scheme is the dynamic pricing scheme 
which I propose in this thesis. In each set of pricing schemes, the simulation model computes 
both a proposed price for a given cloud service and the total revenue, and obtains statistical 
parameters such as performance metrics. In Sections 5.4.1 and 5.4.2, I use these parameters to 
analyse the differences between both schemes of pricing for cloud servicers.  
 
5.4.1 Optimizing Resource Allocation of Cloud Services 
The rate of customer numbers arriving with the static pricing method is presented in Figure 
5.4.  
 
 
Figure 5.4: Optimizing resource allocation of cloud services 
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I observe from figure 5.4 that the resource load of the data  is not uniform. The resources load 
rate early in the day is low because customers do not use their full capacity of cloud resources 
at this period of time. I consider the CPU capacity to be the bottleneck of cloud computing 
resources. To solve the problem of having cloud resources bottleneck during on-peak periods, 
the cloud provider could charge different prices for different times of the day. The correlation 
between cloud service prices and the demand of customers is more complicated in terms of 
the competitive market, virtualization, and performance of cloud data centres. All these 
aspects need to be considered in any proposed mechanism for cloud service pricing. The 
cloud provider can use differentiation in service pricing methods to control the admission of 
customers’ requests during on-peak and off-peak periods. The high price of services forces 
many customers to postpone their request to the off-peak period. In this case, cloud resources 
can be optimally managed and allocated and at the same time, the revenue of the cloud 
provider can be maximized with most possible number of requests. Also, decreasing the price 
of services during off-peak periods could encourage more customers to use cloud resources 
during such periods. A dynamic pricing scheme provides a balancing policy to maintain the 
level of availability in homogeneous cases during different periods of time as presented in 
Figure 5.5. 
 
 
Figure 5.5: Impact of cloud service pricing scheme on resource load 
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5.4.2 Total Revenue of Cloud Service Provider 
I simulate the market of cloud services and collect the total revenue for the cloud provider 
using simulations with both fixed price and dynamic pricing schemes. These simulations 
were conducted over 24 hours on different days during several weeks.  As shown in Figure 
5.6, the total revenue using the dynamic pricing scheme is greater than the revenue using the 
fixed pricing method. This is because my proposed method provides an efficient 
methodology for optimizing resource allocation of cloud data  with no effect on the quality of 
services provided for different classes of users. The use of a flexible and dynamic method for 
cloud services results in more customers being willing to rent cloud services at different 
periods of time. On the other hand, the fixed method of pricing services can discourage 
customers from using the cloud infrastructure at bottleneck load system. From the perspective 
of the cloud provider, this could place business continuity at risk.  
 
 
Figure 5.6: Total revenue for cloud service provider with different schemes of pricing 
 
As the result of fixing the price of services, the quality of service is not acceptable to 
customers, especially during the on-peak period. In order to evaluate the satisfaction level of 
the proposed method using the fixed pricing approach, I conduct an Arrival-Request, Total 
Revenue experiment. The output of this simulation is presented in Figure 5.7. I notice that the 
rate of request arrivals using the dynamic pricing method produces significant improvements 
in the resource allocation of cloud services. 
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Figure 5.7: The impact of total requests on the total revenue for cloud service provider 
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5.5 CONCLUSION 
In this chapter, a dynamic pricing scheme is introduced for cloud service customers and cloud 
service providers. In the proposed scheme, a cloud market agent is used to provide the 
matching process and negotiation about service level objectives for cloud users. In this 
scheme, pricing functions are proposed to control the cost level from the perspective of cloud 
customers and to control the resource allocation and maximize the revenue from the 
perspective of cloud service providers. I discussed the problem of how to announce the 
service price when the demand for services and the resources are not stable in the cloud 
computing market. I use weighting parameters  and   to control the increasing and 
decreasing amount of pricing when the cloud market is in high and low phases. The 
conducted simulations show that the proposed dynamic pricing scheme for cloud computing 
provides scientific results of improving the revenue for cloud service providers and help 
cloud customers to rent high quality cloud services. 
In the next chapter, I use SLA agreements to correlate the proposed method in this chapter 
with the concept of using an SLA definition for different cloud service providers. 
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CHAPTER 6 – SERVICE LEVEL AGREEMENT FRAMEWORK FOR 
CLOUD SERVICES 
 
 
6.1 INTRODUCTION 
As the era of cloud computing has changed the way that online services are provided, service 
level agreements are considered to be an important key factor in providing cloud services, 
with an acceptable level of reliability and security. This chapter provides a framework to 
define customized structures for service level agreements to be used between service users 
and service providers in the cloud services market. 
 
6.2 DESIGN CRITERIA FOR SLA FRAMEWORK FOR CLOUD SERVICES 
This section presents the design criteria of the proposed framework of an SLA for cloud 
services. After reviewing the literature related to SLAs in different domains, I identify the 
following design criteria to be considered in the design phase of the SLA framework. Also, 
these criteria are used as performance criteria in the validation phase of my thesis to evaluate 
the proposed framework in the context of cloud computing. 
1. Scalability 
Cloud computing provides a framework for accessing various types of virtual 
machines from a scalable pool of cloud resources. These resources include hardware, 
network resources, development tools, and databases. Cloud resources need to be 
developed in a dynamic and scalable way taking into account the variable workload 
performed by cloud users. Scalability is “the ability of a system, network, or process, 
to handle growing amounts of work in a graceful manner or its ability to be enlarged 
to accommodate that growth” [1]. The scalability feature is an essential consideration 
in any proposed solution for cloud services. I propose an SLA framework for cloud 
services that can be dynamically scaled up and scaled down to provide optimized 
allocation of cloud resources to the cloud users. Also, this feature will reduce the cost 
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of services from the perspective of cloud customers when they no longer need to use a 
virtual machine.  
2. Usability 
The usability of any system is essential to increase the satisfaction of users and 
reduce supporting costs. If SLA management systems are developed and 
implemented without a sufficient level of usability, this could extend 
negotiation time and cause problems in mapping service objectives to SLA 
parameters. Especially in cloud computing, the usability factor is one of the 
most important factors to be considered when developers want to create cloud-
based solutions. The customers of cloud services may not necessarily be aware 
of the complicated technology of the cloud infrastructure since they use cloud 
services like outsourcing solutions and pay for what are they using. In my 
proposed SLA framework for cloud services, I consider this issue in order to 
produce SLA templates for different types of cloud services.      
 
3. Mapping SLA parameters 
Cloud services are provided via a large variety of resources. These resources 
can be monitored by measuring the performance parameters to be used in SLA 
templates. Due to the large number of performance parameters of cloud 
resources, cloud users face the problem of mapping SLA parameters to service 
objectives [1]. In some cases, SLA developers define the SLA structure 
inappropriately when matching service objectives with the correct parameters 
of performance. This problem can affect the continuity of the business model 
of cloud customers and create problems when assigning responsibility for the 
violation of terms. The proposed framework in this thesis aims to establish a 
reliable method of mapping objectives of cloud services to the appropriate 
performance parameters in order to maximize the level of satisfaction of users 
and minimize the risks associated with the use of cloud services.    
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6.3 SLA LIFE CYCLE 
In this section, I propose a model for an SLA life cycle for my framework. Ron et al. [1]’s 
model of the SLA life cycle comprises the following phases: 
 Creation phase 
 Operation phase 
 Removal phase 
 
For my proposed framework, I map the three phases of the life cycle model proposed by Ron 
et al. and add three more phases. The life cycle of my SLA framework for cloud services 
includes the following phases: 
 Discover cloud service 
 Define SLA 
 Establish SLA 
 Monitor SLA metrics 
 Remove SLA 
 Execute penalties 
 
Figure 6.1 shows the life cycle of my SLA framework for cloud services. 
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Figure 6.1: SLA life cycle 
 
 The first step of my proposed SLA life cycle framework is discovering the cloud service. In 
this step, the service consumer provides service requirements to obtain a list of service 
providers who can meet the terms of the required service. In the second step, the SLA is 
defined with service objectives and QoS criteria. The third step is to establish the SLA 
agreement and the service users are able to start using their allocated resources. In the fourth 
step, the SLA parameters are monitored so that they can be compared with the agreed values 
of the SLA content. In step five, the SLA can be terminated in any case of violation or 
because the service time has ended. The last step is the execution of penalty phase where the 
penalty corresponding to the SLA violation will be executed.     
 
 
6.4 SLA FRAMEWORK FOR CLOUD SERVICES 
In Chapter 3, I discussed the problem of defining service level agreements for cloud services. 
I stated that cloud customers should have a framework enabling them to create and deploy 
SLAs in a flexible and reliable way when they propose to use cloud technology. This section 
of my thesis describes my framework for designing an SLA in the cloud environment and 
defines the basic algorithm to use in a more trusted environment. Figure 6.2 describes the 
proposed framework of an SLA for cloud services.  
2. Define SLA  
3.  Establish 
SLA 
4. Monitor 
SLA metrics 
5. Remove 
SLA  
6. Execute 
penalties  
1. Discover 
cloud service 
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Figure 6.2: SLA Framework for cloud services 
 
 
 
6.4.1 SLA Framework Components 
 
Cloud service provider: Service providers may provide one of the following services: 
 
1. Infrastructure as a Service (IaaS) 
2. Platform as a Service (PaaS) 
3. Software as a Service (SaaS) 
4. Database as a Service (DaaS) 
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Cloud user: A cloud user is the user who can use cloud services in different models. Users 
can be individuals, small businesses, or large organizations. Cloud users may use one of the 
following services: IaaS, PaaS, SaaS, or DaaS. 
Public SLA Pool: The SLAs pool contains all templates of SLAs which have been devised 
by designers who have knowledge about cloud business models and the technology of cloud 
services. Experts who establish the definitions of SLAs for cloud services also take into 
consideration the service objectives and requirements to specify the most relevant parameters 
of a SLA in order to provide better customer satisfaction. 
SLA designer: The SLA designer is the expert who has knowledge about cloud business 
models and cloud services technology. SLA experts in most cases contact cloud customers 
and providers to obtain information about service requirements and existing results of 
performance parameters.  
Cloud services registry: This repository contains information about cloud services and cloud 
providers. Descriptions of quality of services and non-functional parameters are provided by 
cloud providers with a clear method of costing and penalty calculation for services. 
 
6.4.2 The Processes of SLA Framework 
The processes of the proposed SLA framework start with the service request being submitted 
by the cloud customer to the cloud services registry. Cloud customers specify the type of 
cloud service and quality of service in a description document. The administrator of the cloud 
services registry matches the service requirements to the best cloud platform for the cloud 
customer. The cloud services registry sends the result to the cloud customer without any SLA 
document. In this stage, the administrator of the cloud services registry chooses the type of 
cloud platform from one of the following: IaaS, PaaS, SaaS, and DaaS. Then, the cloud 
customer begins communication with the SLA designer to obtain the most relevant SLA (for 
that type of cloud service) which is already stored in the database of the SLA designer. The 
SLA designer may need to retrieve the SLA template from the public SLAs registry if it is 
not in the local database of the SLA designer. Although the SLA designer and cloud 
providers have already performed many interactions to create general SLA templates, cloud 
customers may require more specific types of SLAs if the general SLAs do not meet the 
service requirements. In this case, more interactions are required between the SLA designer, 
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cloud customer, and cloud provider to define most relevant parameters for the SLA. In the 
final stage of the SLA creation processes, the SLA designer sends an SLA template to the 
cloud customer in readiness for the establishment process between cloud customer and 
nominated cloud provider. 
In case of violation for SLA, service provider can apply banalities and terminate the services 
in order to change the service provider. 
After the defining stage of the SLA, the negotiation process begins between cloud customer 
and cloud provider. This stage may take either a short or long time depending on several 
factors which include the creativity of the SLA designer, customer budget, and workload of 
the cloud provider. After the negotiation process, the cloud customer and cloud provider sign 
the SLA for a specific period of time. After this process, the cloud provider can publish a 
copy of the agreed SLA in the public SLA registry to be available for later public use. Then, 
the monitoring of SLA parameters can be performed by a third party or by a local monitoring 
system. Performance results can be retrieved in terms of monitoring times or may be done 
using a live monitoring method. Finally, the cloud provider bills the cloud customer for the 
consumed resources. The cloud customer pays the provider, who in turn sends confirmation 
of payment. In the case of terms violations, a penalty must be executed between cloud 
customer and cloud providers using the approach specified in the SLA. Figure 6.3 presents 
the sequence diagram of my proposed framework for defining SLAs for cloud services.        
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Figure 6.3: Sequence Diagram of SLA Framework 
6.4.3 Correlation of Quality of Services and SLA 
The correlation concept has been adopted in many domains of services. The purpose of using 
the correlation approach in the domain of e-services is to analyse the gap between two levels 
of services for a given period of time. In the context of cloud computing, I propose to use 
correlation to define a relationship between service level metrics and the common value of 
reputation of a given service provider. For example, monitoring quality of service criteria 
such as availability, response time, and usability can be correlated to predict the reputation of 
that service provider. 
Cloud services that meet user requirements should be selected dynamically from existing 
cloud platforms based on the specified level of SLA parameters. In order to evaluate the 
criteria of an SLA, an efficient calculation method is required to produce the weighting result 
of all parameters of the SLA. In my proposed solution, I extend the methodology proposed by 
Taher in [2] to be used in cloud computing. I assume cloud services that meet user 
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requirements are denoted as CS.  CSi = (CS1, CS2, CS3, ..., CSN). Considering J number of SLA 
parameters, I can use following matrix: 
 
 
1,1 1,2 1,
2,1 2,2 2,
,1 ,2 ,
..
..
: : : :
..
m
m
n n n m
p p p
p p p
QCS
p p p
 
 
 
 
 
 
 
 
Where Pi,j is a parameter of SLA. In order to calculate the final value of the SLA for a cloud 
service, the matrix QCS can be normalized to be uniform with the level of criteria. To do the 
normalization, two equations are used. The first one is: 
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The second equation is: 
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To normalize the given parameter values, I need to define the case of benefits (denoted CB) 
which (CBi= 0,1) for cloud service customers. In this case, equation 2 will be used to 
normalize the parameter value. If the increased value of a given parameter (say i) benefits the 
cloud service customer, then CBi= 1. If the decreased value of a given parameter (say i) 
benefits cloud customers, CBi = 0, then equation 1 will be used to normalize the parameter 
value. For example, the boot time of a virtual machine must be normalized by equation 1, and 
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the availability of a cloud service must be normalized using equation 2.  The key idea of 
using the normalization method is to help cloud service providers to select which SLA has a 
greater effect on their resources allocation. Also, from the perspective of service customers, 
the normalization method will help users to select the most relevant provider from different 
levels of cloud providers. 
The proposed methodology for correlating the SLA parameters of cloud services comprises 
the following steps: 
1. Define the functional requirements of cloud customers 
2. Select cloud service models (IaaS, PaaS, SaaS, DaaS) 
3. Define SLA 
4. Assign values for SLA parameters 
5. Normalize pi  using the above equations 
6. Calculate the final weight of SLA 
 
To calculate the final weight of the SLA, I use the method proposed by Chang [3]. In the 
cloud computing environment, I use the following equation to calculate the final weight of 
the SLA: 
 
1
N
SLA c c
c
FW p weig

     (3) 
Where, FWSLA is the final weight of the SLA from the perspective of the cloud provider. Pc  is 
the SLA parameter, and weigc is the weight of pc  parameter assigned by the service provider. 
 
6.5 SLA DEFINITION FOR CLOUD SERVIES 
In my proposed framework, the SLA parameters are specified by metrics. These metrics 
define how cloud service parameters can be measured and specify the values of measurable 
parameters. In the cloud computing architecture, there are four types of services which 
providers can offer to consumers. These services are: Infrastructure as a Service (IaaS), 
Platform as a Service (PaaS), Software as a Service (SaaS), and Database as a Service 
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(DaaS). The proposed SLA metrics for cloud computing consider these four types of these 
services. In this section, I define the most important parameters of SLA that consumers can 
use to create a reliable model of negotiation with the service provider. 
6.5.1 SLA Metrics for IaaS 
Companies like Amazon.com provide Infrastructure as a Service. Most of the consumers are 
confused as to which important parameter should be defined in the hardware part of the SLA. 
I list the most important parameters for consumers who are interested in using cloud as an 
infrastructure service. Figure 6.4 shows the IaaS SLA metrics. 
 
 
 
 
 
 
Figure 6.4: SLA metrics for IaaS 
 
 
 
 
Parameter Description 
CPU capacity CPU speed for VM 
Memory size Cash memory size for VM 
Boot time Time for VM to be ready for use 
Storage Storage size of data for short or 
long term of contract 
Scale up Maximum of VMs for one user 
Scale down Minimum number of VMs for one 
user 
Scale up time Time to increase a specific number 
of VMs 
Scale down time Time to decrease a specific number 
of VMs 
Auto scaling Boolean value for auto-scaling 
feature 
Max number can 
be configured on 
physical server 
Maximum number of VMs that can 
be run on individual server 
Availability Uptime of service in specific time 
Response time Time to complete and receive the 
process 
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6.5.2 SLA Metrics for PaaS 
Platform as a Service is a type of cloud computing that provides all the requirements needed 
to support application developers in developing, evaluating, and delivering applications and 
software for end users [4]. So, in this case, developers using PaaS do not need to download 
tools or configure hardware to complete the developing tasks. For SLA metrics related to 
PaaS, I define the main parameters that can be used as the basic criteria when developers 
want to negotiate with PaaS providers. Figure 6.5 shows the PaaS SLA metrics. 
 
 
 
Figure 6.5: SLA metrics for PaaS 
 
  
 
 
Parameter Description 
Integration Integration with e-services and 
other platforms 
Scalability Degree of use with large number 
of online users 
Pay as you go billing Charging based on resources or 
time of service  
Environments of 
deployment  
Supporting offline and cloud 
systems 
Servers No. of servers provided for 
application development 
Browsers Firefox, IExplorer… 
Number of developers No. of developers who can access 
the platform 
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6.5.3 SLA Metrics for SaaS 
Software as a Service is a common example of cloud services [5], users of SaaS use 
applications developed by the cloud service provider in order to minimize the cost of 
purchasing software licenses and obtain the benefits of cloud architecture features such as 
security and scalability. Examples of SaaS are mail, calendar, and social web sites provided 
by Google, Yahoo, and Microsoft. I present the common metrics parameters for SaaS as an 
example of metrics for this type of cloud service. Figure 6.6 shows the SaaS SLA metrics. 
 
 
 
 
Figure 6.6:  SLA metrics for SaaS 
 
  
 
 
Parameter Description 
Reliability Ability to keep operating in 
most cases  
Usability Easy built-in user interfaces 
Scalability Using with individual or 
large organisations 
Availability Uptime of software for users 
in specific time 
Customizability Flexible to use with different 
types of users 
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6.5.4 SLA Metrics for Database as a Service (DaaS) 
In this type of cloud service, online users access their data from different geographical 
locations. In the past few years, online storage providers were unable to maintain large sizes 
of data because of the lack of huge space in storage disks, network performance, and data 
management systems. Now, data storage service providers such as S3 by Amazon.com 
configure large amounts of storage hardware and they are able to manage and serve millions 
of users efficiently with their method of data transfer and ensuring these data are compatible 
with various types of applications. The parameters for data storage service metrics are the 
basic requirements for negotiation with storage providers. Figure 6.7 shows the DaaS SLA 
metrics. 
 
 
 
 
 
 
Figure 6.7: SLA metrics for DaaS 
 
Parameter Description 
Geographic location Availability zones in which 
data are stored 
Scalability Ability to increase or decrease 
storage space 
Storage space Number of units of data 
storage 
Storage billing How the cost of storage is 
calculated 
Security Cryptography for storage and 
transferring of data, 
authentication, and 
authorization 
Privacy How the data will be stored 
and transferred 
Backup How and where images of 
data are stored 
Recovery Ability to recover data in case 
of disasters or failures 
System throughput Amount of data that can be 
retrieved from the system in a 
specific unit of time 
Transferring bandwidth The capacity of 
communication channels 
Data life cycle 
management 
Managing data in data centres, 
and use of network 
infrastructure 
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6.5.5 SLA General Terms 
The above section presents the main parameters for the four types of cloud services. 
However, there are general metrics that can be defined for SLAs with any or all types of 
cloud users. I present the most important parameters as an example when creating the basic 
SLA contract between cloud computing users and the corresponding cloud providers. Table 
6.1 shows the general SLA metrics. 
Table 6.1: General SLA metrics 
Term Description 
Monitoring Who does the monitoring and what 
monitoring method is used 
Billing Cost of service and how this can be 
calculated 
Security Issues like cryptography, authentication, 
and authorization are main requirements 
for cloud users 
Networking The number of IPs, throughput, and load 
balancing 
Privacy How the data will be stored and 
transferred 
Support service Cloud providers should clearly define the 
methods of help and support 
Local and international policies The policy standards that providers 
should follow  
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6.6 CONCLUSION 
An effective service level agreement is the key to ensuring that a service provider delivers the 
agreed terms of services to the cloud consumer. In cloud computing, cloud consumers with a 
clear definition of SLA parameters and flexible negotiation methods can increase the 
reliability and trust level of the cloud provider-cloud consumer relationship. In this chapter, 
the non-functional requirements of cloud consumers are presented and, based on these 
requirements, the most important criteria for the SLA are defined in order to help cloud users 
maintain a reliable protocol for negotiation with cloud service providers.  The result of this 
work will be the basic tool for cloud computing to be used with a trust management system, 
which is proposed in Chapter 8, to help consumers select the most reliable cloud service. 
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CHAPTER 7 – PERFORMANCE MEASURMENTS FOR CLOUD 
SERVICES 
 
 
7.1 INTRODUCTION 
The ease of use and the ability to scale computing resources on demand has made cloud 
computing very popular these days. Due to these advantages, users are now able to rent 
virtual resources from commercial cloud infrastructures with the help of several vendors. 
Examples of such cloud providers include Amazon and Microsoft Azure. Modelling and 
determining the performance of cloud providers remains a critical research challenge issue 
with this new technology. The major reasons for this are the different levels of performance 
and evaluation of services provided by cloud providers. This chapter of my thesis reviews, 
from a different standpoint, one of the most widely-used cloud infrastructure services which 
is EC2 from Amazon. Differences in performance of virtual instances, input output and data 
transferral are measured by means of experiments. Cloud computing can also have an impact 
on applications that use networking infrastructure and storage resources. To ascertain the 
impact on such applications, multiple experiments were conducted. Data was collected on 
different days, and it was compared with the results that were obtained from local 
experiments. The scientific results indicated that the V s’ performances differ substantially 
and quite often fall into two segments that have a large discrepancy in performance. An 
interesting result was that the two segments of performance obtained corresponded to 
different virtual system types which were provided by Amazon. Moreover, results were also 
analysed by taking into consideration different zones of services location, points in time, and 
the locations themselves. The analysis of results also determined that the selection of a 
service location also influences the level of the performance. One of the significant 
conclusions of the work conducted is that the differences between VMs are currently very 
high. Thus, performance measurement experiments need to be performed with care. Some 
recommendations are also provided to the users. 
The structure of this chapter is as follows. In the second section, the survey presents the 
existing methodologies that have been proposed for performance evaluation of cloud 
services. A detailed overview of the Amazon EC2 cloud has been provided in sections 3 and 
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4. Moreover, the different benchmarks used in the experiments will be presented in section 5. 
The next section discusses the results in detail. Finally, section 7 concludes this chapter. 
 
7.2 PERFORMANCE MEASUREMENTS 
A new paradigm of technology which enables users to access and configure a huge amount of 
computing resources is known as ‘cloud computing architecture’. It is very easy to use and 
can be implemented using a number of resources. For these reasons, it has gained popularity. 
Hence, major providers like Salesforce and Amazon are already offering this new technology. 
Cloud computing is very attractive to a wide range of users. This includes both researchers 
and government organizations because the maintenance of the infrastructure is the 
responsibility of the cloud providers. Hence, cloud providers have paid much attention to the 
model. However, some VMs may attain a magnitude of order worse than the other existing 
VMs [1]. This fact can indeed considerably influence the performance of other applications. 
This can be illustrated with an example. It can be inferred that the performance of EC2 differs 
to a great extent.  
There are several reasons for these inconsistencies which include the conflict for the VMs 
such as the response time which is also one of the prime reasons for this variability in 
performance. This irregularity in performance is in fact one of the major issues of cloud 
computing which many users face and is also considered as one of the major barriers to the 
success of cloud computing [1]. For example, for any application, developers expect similar 
performance and at any time. This is apart from any consideration of the existing workload 
present on the cloud. Also, it is quite important to decision makers because the results are 
repeated time and time again. Another good example is that clouds depend on SLAs like a 
grid computing system that has to be constructed within a stipulated time frame. Hence, 
enterprises also expect cloud providers to offer a quality of service guarantee. Thus, it is 
critical that cloud providers ensure that a Service Level Agreement is based on performance 
features, which include storage size as well as the security level. However, the general 
tendency of cloud providers is to create their SLAs on the basis of the trust level of the 
services they are offering [2-4]. 
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Thus, currently there is an obvious lack of users since they have to deal with the issue of the 
irregularity of results. They need to deal with these so that they are better able to understand 
the difference in the performance of the cloud. 
This chapter will focus on the issues mentioned above and will also conduct an in-depth 
assessment of the performance level of the virtual machines of EC2, as it is one of the best 
cloud networks known to date. The major contributions that I make in this chapter are as 
follows. First, I conducted the experiments in different scenarios to test a single VM. This 
provided an estimation of the difference in performance of a single virtual machine. Also, I 
used various types of VMs. This provided an estimation of the difference level of 
performance using multiple VMs. To test the performance in different locations, I conducted 
different experiments using two locations that gave an estimation of the different levels of 
performance of cloud providers’ infrastructures which are in different locations. The second 
contribution is the analysis of the results which have been obtained, focusing on the statistical 
concepts measuring differences in cloud service performance. In this case, I increased the 
number of VMs and measure the difference in performance levels in order to compare these 
with low level of performance in fewer VMs. Also, I compared the performance in these 
scenarios with real applications of cloud computing. The third contribution is my analysis of 
results and defining the methodology to divide the performance level into two segments. I use 
various factors for this objective, but the focus will be on virtual machines provided by 
Amazon. Some recommendations have also been provided to the users so as to reduce the 
difference in the performance. 
It is expected that the study conducted will have a great impact on practice for three main 
reasons. They are: 
 The decision makers obtain a good understanding of the results which have been 
acquired by conducting experiments using this well-known cloud provider. 
 A deeper understanding of the service level agreements is obtained from Amazon 
EC2 which allows us to see what is being offered to users. 
 Suggestions have also been provided to show what can be done to reduce variations in 
performance. 
The above three factors contribute to the significance of the study. This study is currently the 
first and only one of its type on Amazon EC2, as discussed below. 
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One of the focuses of several researches is the new method of distributed services. Cloud 
computing is a hot topic for many researchers. Hence, many evaluations of cloud services 
have been proposed with different objectives and motivations. According to Leavitt [5], one 
of the major barriers for cloud computing is the irregularity in the performance of cloud 
services. Several reasons for this were discovered including the fact that some technologies 
which are used to develop data centres are too brief to be in scalable and sharing forms. 
Zhang et al. [6] produced a model of general cloud computing with the aim of distributing 
cloud technologies and services into different levels which resulted in an understanding of 
how the technologies can be used and also interchanged. Buyya et al. [7] stated that there are 
few general benchmarks and these are not enough to gain an understanding of the new 
services provided by cloud computing as fixed rules are required by them, and concepts such 
as the reliability to the privacy of sensitive data which are very important to cloud computing, 
are not considered. Further, Wang et al. [8] also discussed several guarantees and finding the 
best service related to service level agreements for the cloud platforms. Wang [9] placed 
more weight on how to secure resources for cloud providers and considered that there is risk 
involved in sharing the virtual infrastructure among many unknown and possibly 
untrustworthy people. A comparison of the technology used in cloud computing and storage 
resources with the help of a few elements was proposed by Doelitzscher et al. [10]. The 
economics and the monitoring of service operations related to the technology and the 
different architectures of databases were given by Zhang et al. [11]. The problem of 
difference in performance was mentioned in their study but further evaluation was not done. 
Other authors [12, 13] discussed the different cloud services provided by EC2 in relation to 
service price and performance, but there was no discussion or evaluation of how different 
performance results can affect customers’ applications. Li et al. [14] illustrated the 
irregularities in performance on the cloud network services from EC2 but focused only on the 
applications level aspect, that is, the performance of databases resources. Hence, a detailed 
overview of the cause of these differences in performance has not been discussed. Many new 
projects have been developed to evaluate the performance of the platforms of cloud 
computing. Examples include [15] and [16] which are already monitoring the performance of 
the cloud platforms. However, the performance irregularities which can be encountered have 
not been evaluated by any researcher; nor have suggestions been given to enable users to 
understand how this variability can be reduced. A number of studies have also been 
conducted to compare the performance of the cloud computing with that of the normal 
models of performance so that the applicability of cloud computing on web-based 
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applications can be tested [16, 17]. However, these studies focus only on the runtime taken 
overall and not on the variability of the performance. 
Several studies on the scalability of virtual machines already exist. Most of these studies 
considered the measurement of performance metrics on the local machines. The background 
loads of tested machines are controlled to compare the results of performance with a different 
scale of loads. To the best of my knowledge, to date, no such methodology has been 
developed to study the performance of cloud providers by considering the use of different 
metrics of performance. For example, Evangelinos and Hill [13] evaluated the performance 
of Amazon EC2 to host High Performance Computing (HPC). They use a 32-bit architecture 
for only two types of Amazon instances. Jureta and Herssens [18] propose a model called 
Quality-Value-Dependency-Priority (QVDP) which has three functions: specifying the 
quality level, determining the dependency value, and ranking the quality priority. These 
functions consider the quality of services from the customers’ perspective. However, the 
performance issues related to cloud resources are not discussed and details are missing 
regarding the correlation of the quality model with the costing model of services. Cherkasova 
and Gardner [19] use a performance benchmark to analyse the scalability of disk storage and 
CPU capacity with Xen Virtual Machine Monitors. They measure the performance 
parameters of visualization infrastructure that are already deployed in most data centres. But 
they do not measure the scalability of cloud providers using the visualization resources. 
However, in contrast, my proposed work profiles the performance of virtualization resources 
that are already running on the infrastructure of cloud providers such Amazon EC2 services. 
 
7.3 SELECTING THE CLOUD PROVIDER 
The Amazon EC2 platform is an example of IaaS and DaaS cloud services. Amazon EC2 is 
one of the biggest providers for large numbers of cloud users who rent cloud resources as a 
local operating system without spending too much on operating and managing a computing 
infrastructure. In the context of Platform as a Service, the Google AppEngine provides a 
developing environment with more usability and flexibility with many programming tool 
features that can be run on most internet browsers. Salesforce is an example of the most 
trusted leader of SaaS that provides cloud-based CRM software. In my research, I apply the 
proposed methodology for performance measurements on an Amazon platform. I focus on 
evaluating the performance of two types of virtual machines which are deployed on Amazon 
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EC2. The other three types of cloud services are not considered in my performance 
measurement methodology. Figure 7.1 shows the screenshot of the Amazon EC2 website. 
 
 
 
Figure 7.1: Screenshot of Amazon EC2 platform 
 
7.4 THE CLOUD COMPUTING MODEL OF EC2 
The infrastructure produced by Amazon cloud services was initially not supposed to be a 
cloud services platform. Its main idea was to increase the use of resources available for 
customers at the peak period of time.  EC2 was released to solve the problem of non-scalable 
systems of offering services. When it came into existence, it became the first commercial 
public cloud offering IaaS. And today, it allows Amazon to offer a wide range of services 
apart from CPU resources and storage resources. Amazon EC2 is extremely popular among 
both distributed service providers and enterprises which are in search of instant and scalable 
resources for their business needs. This is also one of the prime reasons that the solution 
proposed in this thesis focuses on the study of this type of cloud service and not others. A 
dynamically resizable computational capacity is provided to the users of cloud computing. 
This helps to change the economics of the platform of computing because the users are 
required to pay only for the amount of resources used for different applications. It is also 
126 
 
known as the ‘ pay-as-you-go’ model. The resources of Amazon EC2 have been implemented 
with Windows and Linux operating systems using virtualization concepts. These virtual 
machines are known as instances. To frame it, a true virtual environment is provided which 
helps the users to use the interface of the Web Service and also rent instances for their use. 
They can also load them with the help of flexible applications and also take care of, and 
manage the permissions related to network access. The instances which can be acquired are 
classified into three types which include standard instances that are good for most of the 
applications, high memory instances which are good for the throughput-based applications 
and high CPU applications which are good for CPU-based applications. 
Small instances have been considered for the purpose of evaluating the performance as they 
are the instances with a default size and are multi-purpose. The power of computing is used 
to classify standard types of instances. It also corresponds to the physical layer of resources. 
The following are the classifications: 
1. The default small instances have around 1.7GB of the main memory and a platform of 
32 bits. 
2. The next is the large instance which is implemented with a memory of 7.5GB, and 
platform of 64 bits. 
3. The last is the extra-large instance which has a 15GB of memory, and platform of 64 
bits. 
4. A CPU capacity of a 1.0 GHz processor was found to be equivalent to one EC2 
compute unit [20]. However, there are many models which exist in the cloud 
computing market and it is not clear as to what CPU performance can in each instance 
help to obtain.  There are few resources like CPU, memory and storage which are 
committed to a particular type of instance, but there are still resources like storage and 
networking which are shared by multiple resources. If on a physical machine each 
instance tries to obtain the maximum amount of the shared resources available, each 
will receive an equal part or share of that particular resource. However, if it is found 
that a shared resource is not utilized adequately, then the instance may be able to 
acquire a larger part of the resource. The overall performance of the resources which 
are shared also depends on the type of the instance which generally contains an 
indicator that is either moderate or high. This indicator has an effect on the allocation 
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of these resources. Moreover, currently there are three different physical locations two 
of which are in the United States and one is in Ireland, with plans to extend to other 
locations. Each of these locations has zones of different availability and each is 
autonomous which is beneficial in cases of shutdown [20]. 
 
7.5 EVALUATION APPROACH 
In this section, the methodology of performance measurements of Amazon EC2 is presented. 
In order to measure the performance of cloud providers, the traditional method is to run 
identified applications on a specific type of cloud platform. Examples of these applications 
include encryption, image processing, data retrieving applications. Although these 
applications can show the general performance of cloud providers, methods for evaluating a 
low level of cloud infrastructure are missing in the literature. In this section of the thesis, I 
present benchmarks that I use to evaluate the performance of an IaaS cloud service which is 
EC2. Then, I present the approach used to conduct the experiments. 
 
7.5.1 Measurement Benchmark 
The performance of the cloud provider needs to be evaluated. To do so, classic cloud 
computing applications like Java-based applications can be run, or other storage applications 
can be used in order to evaluate the general performance of given type of cloud services. 
These applications provide a good idea about the cloud platform’s general performance; 
however, a deeper insight into the performance requires research. Hence, the focus was 
mainly concentrated on low level benchmarks which helped to measure the performance of 
each component present in the cloud data centres. Apart from understanding the results of 
performance, the measure of this performance also helps the users to better understand the 
working of the new application. The relationship between results and web-based applications 
must be established and its impact on the size of the virtual machines, different levels of 
quality as well as the Java applications had to be analyzed. The following sections discuss the 
different components of the infrastructure, the aspects that the research focuses on, and the 
performance measurements methodology used in this thesis. 
There must be a clear definition of the research components whose performance needs to be 
measured and the way in which this would be measured. In order to conduct the proposed 
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methodology, the following factors will be measured which are supposed to have a 
considerable influence on the performance of the new applications. First, there is the VM 
starting time. This is important because it helps to analyze how the clouds manage to quickly 
scale up during peak performance. The second factor, the CPU capacity, is the most 
important factor for IaaS users involved in processing. The third factor is data transferring 
which is important because instances are required by the cloud feature to store transitional 
results and also in cases where the transferred data was not processed by the main memory or 
default system. The fourth factor is the speed of the memory which is important as both time 
and data need to be fetched for some applications such as database applications. The last 
factor is the bandwidth of the network between the virtual machines of the cloud platform. 
In the cloud computing environment, there are three important issues which may influence 
the performance. The three issues are: the different levels of performance of the small and 
large VMs, the location of cloud data centre, and the availability of different zones. This part 
of my thesis explores these three aspects in detail.  
In this section, I discuss in detail the different benchmarks used in the study. These 
benchmarks have been used to measure the performance of each factor. The measure of the 
VM starting time from the time a request for a VM to the time the VM that was requested is 
available. The state of any starting VM is checked after each time period of 10 seconds and 
this check is stopped once the VM is ready to use. The multiplication Java-based benchmark 
utility is used to measure the performance of the next factor, that is the CPU [21], which is 
used for measuring CPU as well as memory performance. The calculation of different 
multiplication metrics is executed which helps to provide the score of CPU performance in a 
single case. To properly evaluate the multicore VMs, I evaluate the performance of two 
concurrent processes which the CPU is executing. The benchmark used for testing CPU 
performance can also be used to evaluate the performance of the memory [21]. Write and 
read tasks of memory operations from one memory to another are executed to obtain the 
score of the performance. It is also known as a single case of memory test performance score. 
Further, to measure the performance of the data transferring, I use the Ubench benchmark 
which is a storage and data transferring benchmark [22]. The results obtained were based on 
different aspects of data transferring performance. 
For bandwidth, the network micro benchmark was used [23] to measure the performance of 
the network. It is a modern technique for measuring the network’s bandwidth performance. 
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The benchmarks were run at different times each day for a period of 15 minutes. They were 
run on both small and large VMs. Long-term measurements were taken because the results of 
the performance change greatly over time. This extended testing time also allowed us to 
analyze the system performance which is more meaningful. The system which is tested is 
Amazon EC2 for a period of 20 days, but any additional information could not be obtained 
because new patterns could not be observed and hence have not been presented in this study. 
All VMs were shut after 30 minutes which allowed the EC2 platform to produce a new VM 
just before all the benchmarks were run. The prime reason for this was to distribute the tests 
over different VMs and thereby to obtain a realistic and holistic measure of the benchmarks 
used in the study. Also, to prevent the results of the benchmark from impacting on each other, 
all the benchmarks were run sequentially which ensured that only one benchmark ran at a 
particular time. A problem was that when running a single benchmark at a time, the 
benchmark could have lasted for more than 20 minutes. To run the micro benchmark, two 
idle VMs are required. Hence, before running it, the two VMs were synchronized. Along with 
this, since the two VMs were not available in the same availability zone, one thing which is 
quite likely to be different is the network bandwidth. For this reason, different types of 
experiments were run when the VMs were in the same availability zone and also when they 
were not.  
 
7.5.2 Set-up of the Experiment 
Experiments were run on the EC2 platform of Amazon and for this, small as well as large 
standard VMs were used from locations in both the United States and Ireland. The number of 
VMs has been increased in a further section. To understand the hardware of these instances, 
Section 7.3 can be referred to once again. The Windows operating system was used for both 
types of VMs. An image of Amazon machines was obtained for each instance for each 
location which also included the required benchmark code. Standard VMs and local disk 
were used when running the micro benchmark. All the results obtained from them were 
stored on Microsoft Excel sheets in the local machine. Further, to compare the results 
obtained from Amazon EC2 with the baseline, all the benchmarks were run on the local 
machine which had physical resources. The configuration of the local machine is: one 2.67 
GHz Windows 7, 64-bit platform, RAM of 4GB, and 160 GB hard disk. There was full 
control of this machine and no extra workload was imposed by the other applications during 
the experimentation process. Hence, it can also be considered as the best case which in turn 
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was considered as the baseline. Default settings were used for all the experiments. The 
performance of the compiler which also affects the micro benchmark performance was used 
on all the instances of EC2 platform and also the physical resources of the VMs. Amazon 
EC2 is a cloud IaaS provider network which is used all over the world, so because of the 
difference in time zones, no local time is specified. Hence, the decision was made to use EC2 
as time for coordination and also for presenting the results.  
In this thesis, I make use of statistical measures to evaluate the variability in performance. 
For this purpose, I used the standard deviation. Standard deviation is a statistical measure 
which is widely used as a measure in multi-domains but it is also difficult to compare it with 
different types of measurements. To reframe it, the standard deviation helps to determine the 
extent of the difference in performance when compared to the mean value. In addition to this, 
the proposed methodology also represents a comparison of various measurement scales used. 
Due to the nature of the problem discussed in Chapter 3, the term standard deviation ( ) is 
used. The standard deviation ( ) of performance results has been calculated over a sample of 
results for which the standard deviation of the sample itself is considered. The formula for the 
standard deviation ( ) is as follows: 
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Where n is the sample of measurements. (Mri) is the result which has been measured and 
(Mmr) is the mean of all the results obtained. The standard deviation of differences of 
performance enables a comparison to be made of the degree of difference of one data sample 
among the total samples. This can be done even if the mean is differentiated from each 
sample.  
 
7.6 EXPERIMENT RESULTS AND ANALYSIS 
The experiments were conducted with one crucial thing in mind, which was to measure the 
difference in the performance of the Amazon EC2 platform, and then analyze its impact on 
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real-world applications. In order to discover this, the factors mentioned in Section 7.4 were 
benchmarked and results were obtained which have been tabulated as the baseline in Table 
7.1.  
Table 7.1: Performance measurements for Amazon EC2 VMs 
Small Medium (H-CPU) Large Extra 
Large 
Extra Large 
(H-CPU) 
Local 
Machine 
656 375 110 125 125 360 
734 375 125 172 125 360 
844 375 109 124 125 359 
650 438 172 187 125 360 
      
STDDEV 
122.9 
STDDEV 
 23.5 
STDDEV 
48.9 
STDDEV 
27.7 
STDDEV 
7.2 
STDDEV   
1.1 
Average 
769.3 
Average 
383.2 
Average 
126.9 
Average 
153.8 
Average 
129.6 
Average 
359.8 
 
 
7.6.1 VM CPU Capacity 
The multiplication Java-based application was used to determine the performance of the 
CPU. The results are shown in Figures 7.2 and 7.3. The results indicate that the performance 
of the two VMs differs to a considerable extent. Two segments have been identified. The first 
segment ranges from 550 to 780 for all the small types of virtual machines and from 90 to 
220 for the large types of virtual machines. It was also found that most of the measurements 
lie in one of the mentioned segments. The   was also found to vary to some extent for the 
VMs. It was higher for the larger type of VMs than for smaller types of VMs. In summary, it 
was found that the performance of both types of VMs was far less stable than expected. 
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Figure 7.2: Performance of CPU for small VMs 
 
 
Figure 7.3: Performance of CPU for large VMs 
 
Two segments can be seen. One is very wide and spans most of the domain from 45000 to 
70000 KB/s. Along with this, a narrow level can also be seen from 87000 to 97000KB/s. Out 
of so many, none seems to follow a normal performance level. A likely reason for this could 
be the effect of the memory size of VMs, being either low or high. I carry out further analysis 
to determine the actual reason. 
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As indicated by [24], EC2 contains at least two different types of processors. An additional 
experiment was conducted to discover the impact of the different processors or systems. To 
perform this, five types of VMs were initialized and the micro benchmark was run 10 times 
on them. The results are shown below in Figure 7.4: 
 
 
 
Figure 7.4: Comparing performance of  two types of virtual machines 
 
 
The results show how the performance has been divided into two segments. A similar 
observation was made in Section 7.5.1. The reason for this is that both VMs are assumed to 
give the same level of performance. Also, the difference in these segments is much less than 
the actual difference. During the experiment, different segments of performance of VM 
memory were also estimated as there was a difference. Storage performance also provided the 
same kind of results, that is, two segments for the VMs types.  
The mean for the performance of the CPU for large VMs is almost four times the 
performance of smaller VMs. As mentioned previously, a small VM is based on a 32-bit 
platform and large VM on a 64-bit platform, thereby limiting the comparison. It is also 
deduced that the V s’ performance lies in the lower segment. 
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I concluded from the above results that the difference in performance is generally 
independent of the time when a VM is being used. An in-depth analysis of the same will be 
done here by looking at different days of the week. The figure below shows the performance 
for CPU for each week day. 
 
 
 
Figure 7.5: Standard deviation of two types of virtual machines 
 
For VMs in the United States zone, a smaller difference in the performance is observed on 
weekends. For the rest, there is a better performance level. For the Ireland zone, it is non-
existent, possibly because users generally run the application during working hours. 
 
7.6.2 Memory Speed of VM 
Figure 7.6 shows the results obtained for the memory benchmark. In line with the other 
benchmarks, this figure depicts two segments of performance for both virtual machine types. 
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Figure 7.6: Performance of memory 
 
The small type of VMs was found to have a standard deviation less than the large type of 
VMs. However, the standard deviation for my local experiment was smaller than for both 
types of VMs on Amazon EC2. This experiment shows that the memory capacity is very high 
compared to that of my local machine memory units. The situation is more significant for 
large types of virtual machines. It was also found that the speed of Amazon EC2 was less 
stable than that of the local machine. The different times to use the resources by large number 
of customers causes the difference in the capacity of RAM of cloud computing.   
 
7.6.3 Data Transferring Between VMs 
Data transferring is measured between virtual machines on Amazon EC2. The results for the 
write benchmark (between United States and Ireland) yielded almost the same results, as 
shown in Figures 7.7 and 7.8. It is also evident that the standard deviation of these results is 
higher than that of the baseline. It was observed that the measurements of data transferring 
are spread across a wide range of results. Another interesting pattern interpretation is that the 
measurement for data transferring for large types of VMs differs significantly from the values 
obtained from the Ireland zone. One reason for this could be different data centre.  
It was observed that none of the virtual machines was allocated to the United States zone. 
Thus, if all the measurements were run from the United States, they would be concentrated in 
0
10
20
30
40
50
60
70
80
90
100
1 2 3 4 5 6 7 8 9 1011121314151617181920
P
er
fo
rm
a
n
ce
 o
f 
m
em
o
ry
 %
 
Time (Every two hours) 
Cloud platform
Local machine
136 
 
one segment. This affirms that the availability of zones affects the performance. The same 
results were obtained for the small VMs and other benchmarks such as network performance. 
Hence, it is important to specify the availability zone when requesting a VM. The 
infrastructure installed in each data centres are not in the same capacity. So, the results of the 
measurements obtained with different values for each zone of availability. 
 
7.6.4 Network Bandwidth 
Figures 7.7 and 7.8 shows the results of the network bandwidth obtained. The VMs present in 
the United States had more differences than the ones present in the Ireland location. The 
difference in the V s’ performance was large compared to the standard deviation of local 
machines. Theoretically, it could have been possible because the concept of EC2 is relatively 
newer in Ireland than it is in the United States resulting in more requests being run over the 
United States network, thereby sharing more information. However, sufficient information is 
not available to confirm this theory. Thus, the observed range of obtained measurements is 
much larger than that of the baseline.  
 
 
Figure 7.7: Network bandwidth of write benchmark for United States availability zone 
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Figure 7.8: Network bandwidth of write benchmark for Ireland availability zone 
 
 
As mentioned previously, the zone of availability was not considered to be a factor for the 
experimental set-up, so it received little attention. According to Amazon, each separate 
availability zone has been implemented so as to be protected from the failures that occur in 
the other availability zones [24].  I analyze the effect of using the two available zones. The 
assumption in this part of my thesis is that the same availability zone assigned to two virtual 
machines running the same network benchmark must be better, and if they are assigned to 
different zones, then the resultant performance should be less than normal. If this is found to 
be true, it can be concluded that in an available zone, network units within are better than 
connection among the units.  
For the Ireland zone, I see that most VMs are allocated to the same zones of availability 
location. However, if the same is analyzed for the United States zone, it is the opposite. The 
measurements vary to a great extent but the measurements in an availability zone have an 
average performance of 32 and among different ones, it is 54. Thus, the performance within 
is better than otherwise. This conclusion was validated with further experiments. It was 
concluded that the network performance could be improved with the help of an allocation 
approach which schedules users’ requests. 
 
0
10
20
30
40
50
60
70
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
N
et
w
o
rk
 b
a
n
d
w
id
th
 w
ri
te
 (
M
B
/S
) 
Time (Every two hours) 
Large VMs
Small VMs
138 
 
7.7 CONCLUSION 
To date, micro benchmarks have been run on both small and large types of virtual machines. 
Now, two things would be analyzed: 
1. The variability in performance discussed in this part of the thesis averages out the 
consideration of different types of virtual machines. 
2. The impact of smaller virtual machines on applications which are using databases 
most of the time. 
Considering performance measurements as a random factor, average performance can be 
expected to have less impact due to the larger number of samples. Thus, virtual machines 
were used for experiments, but the important relationships and differences between the types 
of VMs could not be established. 
One important thing to consider is the way that performance irregularity of IaaS resources 
impacts on the performance of applications. A Java-based application has been used as a 
benchmark here. This is because it is widely used and hence, the results would interest the 
users. Also, the application makes use of intense memory, CPU and network. 
Cloud computing is a new form of technology, whose infrastructure, developing platform, 
software, and storage can be delivered as a service in a pay-as-you-use cost model. Intelligent 
usage of resources in cloud computing may help cloud customers to reduce the large amount 
of IT investments as well as operational costs. However, for critical business applications and 
more sensitive information, cloud providers must be selected based on a high level of 
performance and trustworthiness. To use cloud services, it is very important to understand the 
performance of the cloud infrastructure provided by clouds. In this chapter, I evaluated the 
performance of two types of EC2 virtual machines as an example to examine the stability of 
most types of VMs which are provided by Amazon platform. I demonstrate that the 
difference in performance of small types of VMs has the best stability. So, as a service level 
agreement, performance metrics can be used as a good parameter in the agreement. But for 
large types of VMs, it is important to improve the stability of performance before signing any 
agreement between cloud provider and user.    
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CHAPTER 8 – FUZZY-BASED TRUST MODEL FOR CLOUD 
COMPUTING 
 
 
8.1 INTRODUCTION 
Cloud services are becoming popular in terms of distributed technology because they allow 
the users to rent well-specified resources of computing, network, and storage infrastructure 
on demand. Users pay for their usage of services without needing to spend massive amounts 
on the integration, maintenance, or management of the IT infrastructure. Before interaction 
occurs between cloud providers and users, the establishment of trust in the cloud relationship 
is very important in order to minimize the security risk and malicious attacks. The notion of 
trust involves several dimensions which include: the scalability, availability, security, and 
usability parameters of IaaS, PaaS, SaaS, and DaaS. Each of these dimensions is 
characterized by fuzzy aspects and linguistic terms. This chapter develops a model for each 
of the dimensions of IaaS using fuzzy-set theory. Then the Takagi-Sugeno fuzzy-inference 
approach is used to develop an overall measure of trust value for the cloud providers. In this 
research, I will use an IaaS as the main example for the collection of the data and apply the 
fuzzy model to evaluate the notion of trust in cloud computing. As a part of my outlook, I 
will extend my trust model to PaaS, DaaS, and SaaS. 
 
8.2 FUZZY INFERENCE SYSTEM 
Chang et al.[1] identify number of factors that should be considered when developing trust-
based reputation models for service-oriented architecture. To evaluate trust for trusted agents, 
the trust model should include the following very important characteristics: 
a) The recommendation opinion of the third-party agent; 
b) The credibility of trustworthiness of the opinion; and 
c) The delay which might occur with the passage of time after the last interaction of the 
third-party agent with the reputation agent. 
These factors can be represented by fuzzy sets. Trust is a very important factor in open 
distributed systems. It is the main concern of all interactions between service providers and 
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consumers in such a rapidly changing environment. The trust evaluation process is not clear 
because different users may have vague and different subjective values regarding the 
individual criteria. This leads to the need for a descriptive methodology that clearly presents 
the values of trust. Fuzzy logic is an effective technique for solving this problem. The fuzzy 
logic approach is a better method of modeling and computing human perception. Therefore, 
this thesis uses this approach to evaluate the trustworthiness of service providers in cloud 
computing.  
In this research, I develop an approach that characterizes the key aspects of the trust 
relationship between cloud providers and users. Moreover, each of the trust dimensions is 
represented within a fuzzy framework, and measures for each dimension are developed. In 
addition, an overall figure for trust value is developed for the cloud providers. 
 
8.3 FUZZY-BASED TRUST MODEL FOR CLOUD COMPUTING 
Basing my work on the fuzzy logic technique in the cloud services environment, I aim to 
solve the problem of uncertainty in the evaluation of trust for cloud providers. This section 
presents the proposed methodology for evaluating the trustworthiness of cloud users. Also, I 
discuss how the fuzzy logic approach can be used to solve the problem of estimating the trust 
level for cloud services. 
 
8.3.1 Problem Definition 
The creation of trust and reputation models relies on three main concepts in the development 
process. These three concepts are: a) building the relationship and trust network; b) storing 
the trust information; and c) computing the final trust value. My solution for the trust 
computation problem in cloud computing focuses on the last concept in the development of a 
trust management model for cloud users which is the computation of the trust value. I use the 
fuzzy logic approach to produce the final trust value for the cloud service/cloud service 
provider. 
The main problem of producing reliable values for trust is how to define the major factors 
that affect trust value and also how to use these factors to evaluate the final trust for a given 
cloud service/cloud service provider. Because of the dynamic nature of trust, the factors 
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affecting trust should be determined first and subsequently modelled. In this research, I 
identify the most important factors that can affect the trust evaluation in a cloud community. 
Based on these factors, I use a fuzzy logic approach to evaluate the final trust of cloud 
services. 
 
In the existing body of literature on cloud computing, there is no framework by which a cloud 
service consumer can make an intelligent trust-based decision regarding service selection 
from a service provider. Given the potential growth of cloud computing and the business 
implications, it is very important to have such architecture in place. The primary issues which 
are not investigated in the related literature are: 
 The lack of a reliable model for trust and reputation specified for cloud architecture; 
 The difficulties faced by cloud users when they want to sign online agreements with 
cloud providers; there is no clear and reliable method for selecting the most suitable 
parameters for the SLA contracts; 
 The lack of a proposed model to calculate and estimate the cost for each level of the 
cloud architecture; 
 Although trust and reputation systems have been widely proposed and implemented 
for various types of online services, no such models have been proposed for cloud 
computing; cloud users also need such systems in order to select the most trustworthy 
of services that are already being offered by cloud providers. 
 
In my research, I focus on how to evaluate the trusted cloud providers, in such a way that 
users of cloud can easily understand and start to build a trust-based relationship with service 
providers. 
 
8.3.2 Trust Factors in Cloud Computing 
During the process of designing the SLA model for cloud computing as presented in Chapter 
6, various parameters were investigated for cloud services as shown in Figure 8.1. 
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In the proposed model, I will use the main parameters which were designed for IaaS with 
additional parameters as the core factors that the cloud computing experts believe will impact 
on the trust evaluation of IaaS. Table 8.1 lists the factors that impact on the trust evaluation of 
IaaS-based cloud services. 
Table 8.1: Factors impacting on the trust value of IaaS 
 
Final result of trust evaluation 
 
Factors impact trust 
 
 
 
Degree of trust (T) 
 
Scalability (Sca) 
 
Availability (Avi) 
 
Security (Sec) 
 
Usability (Usa) 
 
Trust evaluation factors include scalability, availability, security, and usability. After 
identifying the contributing factors, this section describes the inputs and output of the 
proposed model. This part of the research is usually conducted after investigating the problem 
domain and establishes more relationships with the cloud computing experts. I established 
 
Figure 8.1: Factors that impact on the different cloud services 
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good relationships with a number of cloud computing experts and end users and were able to 
determine the most important variables for my model. 
 
8.3.3 Data Collection 
One of the most important steps in the development of fuzzy-based control systems is the 
data set preparation and collection. Therefore, the model with a fuzzy inference approach 
must be trained with training data that represent the greatest possibilities of application [3]. In 
this study, I used the data which was collected from cloud computing experts and cloud users. 
An online-based survey was developed in order to collect more data sets from different 
locations. The survey with the designed research questions was conducted to collect values 
for the most important variables which had already been selected to present the trust value in 
a cloud-based application. 
 
8.3.4 Design of the Fuzzy Trust-Based Model 
Fuzzy logic theory is grounded in mathematical constructs in a certain method with fuzziness 
in order to help make an intelligent decision. By basing my research on the application of 
fuzzy logic technique to the cloud services environment, I aim to solve the problem of 
uncertainty in the evaluation of trust for cloud providers. The proposed fuzzy logic method in 
this thesis uses three fuzzy sets for the input factors and five fuzzy sets for the parameters of 
output. The three fuzzy sets which are low (L), medium (M) and high (H), are used to 
characterize the fuzzy value for each input which are scalability, availability, security and 
usability. The fuzzy sets that represent the output parameters are: very poor (VP), poor (P), 
good (G), very good (VG), and excellent (E). 
 
The proposed solution uses main two factors to evaluate the degree of trust for cloud users. 
These two factors are: 
1. Trust value (Tv) for cloud service/service provider 
2. Credibility of cloud service recommender 
 
To investigate the method of evaluating trust and credibility for cloud users, I use the 
following equations: 
( , , , )vT F Sca Avi Sec Usa                 (1) 
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,( )vCr Q T t                                        (2) 
 
To obtain the level of security, use the first equation which has four inputs: Sca is the level of 
scalability factor, Avi is the level of uptime of cloud service, Sec is the level of security, and 
Usa is the degree of usability of the cloud platform. The second equation is used to obtain the 
credibility level of the cloud service/service provider. The credibility level is determined 
based on the trust value (Tv) and the time (t) when the cloud service is used. 
 
The use of three fuzzy sets for the four inputs as shown in Figure 8.2, will generate 241 fuzzy 
rules. This takes into consideration all possible combinations of inputs. This is a large number 
of rules and many of these rules are unnecessary when using the Takagi-Sugeno fuzzy 
technique.  
 
 
 
 
 
  
  
Hence, the neural networks [4] will be used to reduce the number of fuzzy rules. In this way, 
the proposed model provides a more convenient method of evaluating the trust value of cloud 
providers. Table 8.2 shows the sample’s fuzzy rules for input factors and the assigned values 
for output. The type of membership function for inputs and output that can be used depends 
on the nature of the system’s attributes. In this research, the bell membership function is used 
because this is the simplest membership function that can present the input data, and gives a 
better view when I analyse the results from the experiments. 
 
Takagi-
Sugeno 
Fuzzy 
Inference 
System 
 
 
Scalability 
Availability 
Security 
Usability 
Trust 
Figure 8.2: Takagi-Sugeno fuzzy inference model 
147 
 
Table 8.2: Samples of fuzzy rules for trust evaluation of IaaS 
IF Sca AND Avi AND Sec AND Usa Then T 
L L L L VP 
M L L M P 
M M L M G 
L M M L P 
M L M M G 
H L L H P 
M M M M G 
H H L H G 
L H H L G 
H L H H VG 
H M M H G 
M H M M G 
H M H H VG 
H H H H VG 
    
The proposed system will help cloud users to make intelligent decisions using a simple 
method. Figure 8.3 explains the main process for trust decision-making for cloud providers. 
 
 
 
 
 
 
 
    
  
 
 
 
Define fuzzy sets for 
fuzzy inputs 
Defuzzification steps 
Determine the 
membership degree 
Set weights for trust 
factors 
Use crisp values to 
evaluate trust for 
cloud providers 
Figure 8.3: Trust decision-making process for cloud providers 
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The proposed model are explained as follows: 
1) The first step of the proposed method is to define the fuzzy sets for all factors and 
fuzzy sets for the output which is the trust value for cloud providers. Then, the 
requesters of trustworthiness about a service provider can set the weights for each 
factor; this step depends on the application of cloud services. If requesters do not like 
to provide these weights, the proposed fuzzy system will deal with all factors equally.  
Figure 8.4 describes the workflow of the proposed system. 
 
 
 
  
      
The step with the crisp values is given the fuzzy inference system. For instance, the crisp 
value of the usability factor can be considered to be 70 out of 100. Crisp values of each factor 
are converted to fuzzy linguistic terms in order to compute the linguistic term of the final 
trust value. This step is applied using fuzzy rules which are determined by the training data. 
To compute the trust level of the cloud service/service providers, fuzzy logic systems define 
which level of trust value should be produced. For this step, fuzzy membership functions are 
used to define the final numerical value of trust.  
2) The second step is the fuzzification process. In this step of the process, all inputs are 
assigned to the appropriate degree of the fuzzy sets of input. This process uses a 
membership function to determine the degree of input to the fuzzy set. 
3) Select the fuzzy membership function. Membership function is a function that 
determines how each of the values in the input range belongs to the input space of the 
membership value. The membership range is between 0 and 1. Figure 8.5 presents one 
of the membership functions of the scalability factor. 
 
 
Fuzzy logic rules 
Fuzzification Fuzzy engine Defuzzification 
Input factors Trust Degree 
Figure 8.4: Fuzzy model processes 
149 
 
 
Figure 8.5: Membership function of the scalability factor 
 
 
4) Design fuzzy rules. In this research, I select the most important rules of the inference 
system based on the neural networks [4].  
5) Takagi-Sugenofuzzy inference engine. The main technique which is used in the 
proposed model is the Takagi-Sugeno fuzzy inference method. Takagi-Sugeno’s 
method is one of the most popular control approaches which use the fuzzy theory. The 
Takagi-Sugeno fuzzy inference takes the fuzzy set of inputs to produce a final output 
value as a crisp value. 
6) Defuzzification. This type of fuzzy method uses centroid calculation in the process of 
defuzzification to produce a single output value. 
 
8.3.5 Quantification of the Corresponding Parameters 
To calculate the value of factors affecting trust for cloud service/service providers, I use the 
following equation for each factor: 
1
n
x i
i
Factor Level X

     (3) 
Where FactorxLevel is the factor level of trust value affecting the cloud service/service 
providers, and n is the number of properties of the particular affecting factor.  
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Security 
Security level (SecLevel) is determined by four security properties which are integrity, 
confidentiality, cryptography, and privacy. The security level can be calculated using the 
approach proposed by Chang et al.[1] as follows: 
 
4
1
4
1
Pr
i
i
i
i
X
SecLevel
Max opertyvalue





  (5) 
 
Availability 
The availability of cloud services can be defined as the time during which the cloud service is 
available for users divided by the specified interval of time. The following equation defines 
the main concept of availability for cloud services at given time At: 
 
int
avt
v
er
average
A
Time
     (6) 
 
Where Av is the availability ratio, averageavt is the average time for which the cloud service is 
available to the customer, and Timeinter is the specified period of time.  
 
After calculating the SecLevel value, I use fuzzy rules to convert the obtained value using 
equation (5) to the linguistic fuzzy sets. Table 8.3 provides an example of this process: 
 
Table 8.3: Example of applying membership functions 
Property ID Value of SecLevel Value of fuzzy set 
1 0-28 Low 
2 29-45 Medium 
3 46-80 High 
4 8-100 Very High 
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8.4 EXPERIMENT 
This section shows the validity of my methodology for verifying the proposed trust 
calculation model for cloud-based online services. In this section, the implementation of the 
proposed model is provided together with the final results of the experiment. The fuzzy logic 
toolbox of Matlab is used to design and implement my model. This toolbox includes ready 
functions and calculation methods to implement more than one type of fuzzy inference 
systems such as the Mamdani and Takagi-Sugeno inference systems. In my model, I use the 
Takagi-Sugeno fuzzy method with the bell membership function for inputs and output. Figure 
8.6 presents the main model for the fuzzy logic system. I used the FIS editor in Matlab to 
develop the model. The proposed model was implemented with four input factors: scalability, 
availability, security, and usability. These four inputs are directed as inputs to the fuzzy 
inference system implemented with the Takagi-Sugeno method. 
 
After calculating values for all affecting factors, I convert these into a value of fuzzy sets 
based on the rules that I defined in the previous section. Figure 8.6 shows the fuzzy tool box 
interface that I used to produce membership functions when the crisp values are converted. 
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Figure 8.6: FIS editor interface 
 
Using the FIS editor, I trained the system with 54 of the 81 data sets which were collected for 
this experiment. Figure 8.7 shows the system after the training process. 
 
153 
 
 
Figure 8.7: Training data sets 
 
In the training process, I undertake two main steps. The first step is to learn the pattern 
underlying the data. IF-THEN rules and the knowledge from experts are used to learn the 
system in the first step. In the second step, I use membership functions and select the related 
rules to learn the parameters of inputs.  Figure 8.8 shows the proposed system after the 
training process using the two training steps. 
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Figure 8.8: Fuzzy inference system after training steps 
 
 
The security factor has more impact on the trust value of cloud providers. In order to 
understand the impact level of security on producing total trust in cloud providers, I conduct 
the following experiment. I test the impact of security in an isolated simulation case. Figure 
8.8 shows the different levels of trust in a given cloud provider from the security perspective. 
In this simulation, other factors such as availability have been fixed as constant values and 
only the security parameter is varied. Using fuzzy logic sets, I fix those values at low, 
medium, and high. 
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Figure 8.9: Analysis of Scalability factor versus Trust Level 
 
 
I observe the trust values obtained for the high values of the security factor are higher than 
the other values in the low and medium range (figure 8.9). This observation confirms that 
security is the most important factor when cloud customers consider using the cloud 
platforms of different cloud services. 
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8.5 CONCLUSION 
In this chapter, a trust evaluation scheme based on the fuzzy logic system is described. The 
proposed scheme enables cloud users to evaluate the trustworthiness of cloud service 
providers when creating or shifting their distributed systems to cloud data centres. My 
evaluation method uses the cloud-based application with certain factors such as security and 
availability as an example of a cloud-based service. I believe that the proposed model 
provides a valid method, since the results obtained from the experiments which are presented 
in this chapter are close to the model output using the real data sets. This work is the first and 
only work of its type in the existing literature. This fuzzy-based model can be extended for 
use with additional input factors. Moreover, my model can also be extended to various web-
based applications such as e-commerce etc.   
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CHAPTER 9 – CONCLUSION AND FUTURE WORK 
 
 
9.1 INTRODUCTION 
This thesis presented definitions of service level agreements with consideration given to 
performance metrics and quality of service criteria of cloud services. The proposed 
definitions of SLA are provided for use by the different types of cloud users. In order to help 
cloud users include the most relevant factors of performance and quality of cloud services in 
SLAs, this thesis also presented a methodology for assessing and measuring the most relevant 
metrics of performance in different cloud platforms. I provided the solution to help cloud 
users choose appropriate criteria in relation to the performance of cloud services when they 
start to negotiate with cloud providers. Finally, I developed a dynamic pricing scheme for 
cloud services to be used with an SLA framework for developing a trust model for cloud 
users. The trust model for a cloud relationship provides a reliable way of selecting cloud 
services with the required level of privacy and security.  
Based on the discussion of the literature in Chapter 2, and the description of research 
contributions in previous chapters, I conclude this thesis and discuss the future directions as 
follows: 
Section 9.2 of this chapter concludes my thesis by providing a summary of thesis 
contributions, findings and results. In Section 9.3, I discuss the directions of future work in 
continuing the research in the domain of cloud computing. 
 
9.2 CONTRIBUTION OF THE THESIS TO THE EXISTING BODY OF 
LITERATURE 
In this thesis, I proposed four solutions to improve the reliability and security of providing 
and using cloud computing. These four solutions, which are discussed in Chapters 5-8, are 
listed below: 
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1. Development of a dynamic pricing scheme for cloud services: the service consumers using 
cloud computing are willing to pay as they use, so an annual billing period or even monthly 
periods are not suitable for cloud computing. A cost calculation method for resource 
reservation must be correlated to the method of proposing the price of service in order to 
maximize cloud service profit and increase the customer demand. I propose a dynamic 
pricing scheme for cloud computing architecture in order to satisfy consumer requirements 
and provide an acceptable level of revenue for cloud providers. 
2. Development of a methodology for SLA of cloud platforms: the SLA parameters are 
specified by metrics. These metrics define how cloud service parameters can be measured 
and specify the values of measurable parameters. In the cloud computing architecture, there 
are four types of services which providers can offer to consumers. These services are: 
Infrastructure as a Service (IaaS), Platform as a Service (PaaS), Software as a Service (SaaS), 
and Database as a Service (DaaS). I proposed SLA metrics for cloud computing which 
consider these four types of services. 
3. Development of a methodology for performance and measurement for cloud services: 
Performance evaluation is a very important factor in open distributed systems. It is the main 
concern of all interactions between service providers and consumers in such a rapidly 
changing environment. The performance evaluation process may not be clear and easy for 
some users because it has vague and diverse subjective values. Hence, I propose a 
methodology to present the values of performance metrics in a clear way. Real-world 
experiments were conducted to measure the performance of Amazon EC2 with different 
metrics of performance. 
4. Development of a trust and reputation model for cloud services: In the existing body of 
literature on cloud computing, there is no framework whereby a cloud service consumer can 
make an intelligent trust-based decision regarding service selection from a service provider. 
Given the potential growth of cloud computing and the business implications, it is very 
important to have such architecture in place. I proposed a fuzzy-based model for cloud 
computing. 
The following sub-sections of this chapter summarize the thesis contributions to the state of 
the art, and take into consideration the research issues stated above. 
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9.2.1 Development of a Dynamic Pricing Scheme for Cloud Services 
In this thesis, a dynamic pricing scheme is introduced for cloud service customers and cloud 
service providers. In the proposed scheme, a cloud market agent is used to provide the 
matching process and negotiation about service level objectives for cloud users. In this 
scheme, pricing functions are proposed to control the cost level from the perspective of cloud 
customers, and to control the resource allocation and maximizing the revenue from the 
perspective of cloud service providers. I discussed the problem of how to announce the 
service price when the demand of service and the resources are not stable in the cloud 
computing market. I use weighting parameters to control the increasing and decreasing 
amount of pricing when the cloud market is in high and low states. The conducted 
simulations show the proposed dynamic pricing scheme for cloud computing provides 
scientific results of improving the revenue for cloud service providers and help cloud 
customers to rent a high quality of cloud services. 
 
9.2.2 Development of a Methodology or SLA of Cloud Platforms 
A service level agreement is a document that includes a description of the agreed service, 
service level parameters, guarantees, and actions for all cases of violation. The SLA is very 
important as a contract between consumer and provider. The main idea of SLAs is to give a 
clear definition of the formal agreements about service terms such as performance, 
availability and billing. It is important that the SLA include the obligations and the actions 
that will be taken in the event of any violation, with clearly expressed and shared semantics 
between each party involved in the online contract. 
From the discussion of SLA problems in the context of cloud computing, the following issues 
emerge: 
1. The existing frameworks focus more on the technical attributes than on the security 
and management aspects of services. 
2. The proposed structures of SLAs in the above domains do not include a clear 
definition of the relationship between levels of violation and the cost of services. 
3. Most of the above studies do not integrate a framework of trust management of the 
service provider with the collected data from monitoring systems of SLAs. 
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4. The concepts and definitions of service objectives and service descriptions included 
in SLAs are not easy to understand, especially for business decision-makers. 
5. The proposed works for cloud environments focus more on the evaluation of 
virtualization machines on local servers than on existing cloud service providers. 
6. Most of the proposed structures of SLAs are defined by technical experts. 
 
To solve these problems, I propose a methodology for service level agreements for the users 
of cloud computing (Chapter 6). I consider the main types of cloud services (IaaS, PaaS, 
DaaS and SaaS). For each type of cloud service, I investigate the main metrics that can be 
used to obtain a reliable method for negotiating and signing the SLA in the context of cloud 
computing. 
 
9.2.3 Development a Methodology for Performance and Measurement for Cloud 
Services 
The different architecture of cloud services provided by IaaS should be known before running 
applications on any IaaS platform. Unfortunately, here it is not appropriate to comment on the 
processor type to be used; however, users could consider the percentage of different 
processors being used. This would help them predict the level of cloud service performance 
and also the ability to conduct experiments in different scenarios. Also, users should consider 
using equivalent types of virtual machines while comparing various applications using IaaS 
platforms.  
I also considered the effect of availability in different zones of IaaS and concluded that it is 
very important that users select one zone of availability and not leave it to the scheduler for 
the application quality. It was also noted that due to the differences in performance guarantee 
of service level agreements, companies are not able to use IaaS for performance stability-
based applications. Thus, cloud should offer performance-based service level agreements to 
the users. The difference between the use of Windows-based VMs and Linux-based VMs was 
also noticed; hence, users should be enabled to choose virtual machines with particular 
hardware settings in Amazon EC2 such as CPU, memory, network etc. 
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Cloud computing is a new form of technology whose infrastructure, developing platform, 
software, and storage can be delivered as a service in a pay-as-you-use cost model. Intelligent 
use of resources in cloud computing may help cloud customers to reduce the large amount of 
IT investments as well as operational costs. However, for critical business applications and 
more sensitive information, cloud providers must be selected based on high levels of 
performance and trustworthiness. In order to use cloud services, it is very important to 
understand the performance of the cloud infrastructure provided by clouds. In chapter 7, I 
evaluate the EC2 instances as an example to examine the stability of most types of VMs 
which are provided by Amazon. I demonstrate that the large types of VMs have the best 
stability in terms of performance. So, as a service level agreement, performance metrics can 
be used as a good parameter in the agreement. But for small types of VMs, it is important to 
improve the stability of performance before signing any agreement between cloud provider 
and user.    
 
9.2.4 Development a Trust and Reputation Model for Cloud Services 
Cloud computing has emerged as an effective technology where the computing infrastructure, 
networking routers, software, and developing platform are delivered as services available for 
users at any time and where they can access the Internet [1]. With the increase in public cloud 
providers, cloud consumers face various challenges such as the security, privacy, and 
discovery of reliable resource providers. One of the challenges presenting the greatest barrier 
to the adoption of external cloud providers is the issue of whether cloud users can trust cloud 
providers to deliver what they promise. Different trust and reputation models have been 
proposed in the literature of information technology. But none of these models is discussed in 
the context of cloud computing. In this thesis, I propose a trust model using the fuzzy logic 
approach with the first-hand experiences trust values in order to determine a reliable method 
to select the most secure providers of cloud resources. 
 
 
 
163 
 
9.3 FUTURE WORK AND RESEARCH DIRECTIONS 
As discussed throughout this thesis, there are many further research directions that could be 
pursued based on my contributions. Dynamic pricing models for multi-domain cloud 
communities and the large market of cloud services have still not been developed for 
practical use. Also, complicated issues related to service level agreements and performance 
benchmarking for cloud computing still need to be provided in more reliable and flexible 
systems. I intend to continue this research by investigating a number of challenges related to 
the problems addressed in this thesis. This section discusses some issues that will direct my 
research approach in the future. 
 
9.3.1 Improve the Allocation Approach Based on Dynamic Pricing Model 
This research has presented a methodology for pricing cloud services in dynamic time, with a 
dynamic demand feature and value adding to my understanding of the price approaches for 
services of cloud computing.  Based on the preceding analysis and discussion in Chapter 5, it 
appears that the market for cloud computing services is still evolving and certain challenges 
still lie ahead. For example:  
 
1. Cloud users currently do not have any control of the hardware and software 
management and thus are limited in responding to emergency situations. 
2. The actual ownership of the data is unknown and thus security aspects of the 
information are compromised, thereby creating fears among the customers. One way 
to address this is to develop robust security solutions for cloud computing services by 
incorporating appropriate properties in cloud services’ service level agreements. 
3. Many researchers argue that the practice of changing providers is difficult and the 
high cost of one provider means a locked-in consequence for the cloud service 
customer. 
4. As the cloud computing market is still in its early stages, there is no implementable 
common price structure/mechanism or pricing schemes. Commonly used approaches 
are resources pricing, pay-as-you-go and payment models, and they are utilized on all 
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layers (i.e. IaaS, PaaS and SaaS). There is a need to study consumer preferences on 
other layers besides the infrastructure layer.  
5. In addition to the price models discussed in this thesis, other models such as the 
fixed pricing approach have also been proposed in [2]. It calculates the bid price 
based on an additive method. The downside of this approach is its addition to the bid 
price in each time segment leading to a lower degree of flexibility in the additive 
function.  Furthermore, with the fixed approach the time segment is restricted, thus 
making it applicable in cases where usage starts at the end of the time segment. There 
is a need to extend the use of the fixed approach under a continuous usage regime. 
 
9.3.2 Implementation of SLAs Framework for Cloud Computing 
The existing cloud platforms in the market of cloud services do not offer a clear guarantee or 
well-defined service level agreements (SLAs) to satisfy different interests of cloud customers 
who need to ensure the continuity if their business for the long term. Cloud users do not want 
just a certain percentage of guarantees of availability; they require a more specific definition 
of an SLA that can be used as an agreement about the required quality or level of services for 
different applications.  Based on the model of cloud service delivery, various parameters of 
SLA metrics can be included in the structure of SLA for cloud services. On the other hand, 
users of PaaS, SaaS, and DaaS may ask for specialized types of SLA parameters that should 
be included in SLA agreements. As a future work, I intend to investigate further issues 
regarding SLA in cloud computing especially with regards to the correlation between 
business objectives of cloud providers and the objectives of performance. Also, I will develop 
a methodology to implement real environment of experiments to demonstrate the importance 
of using SLA in each type of cloud service.  
 
9.3.3 Investigating Further Issues for Performance Measurements in Cloud Computing 
Real-world-based applications experiments of the performance differences of the most widely 
used cloud are conducted on Amazon EC2. It was illustrated that there is a difference in the 
performance of cloud applications. The performance has been benchmarked frequently over 
the period of the experiments. The analysis distinctly shows that there is a significant 
difference between small and large types of virtual machines hosted on Amazon EC2. The 
standard deviations for CPU, data transferring and network bandwidth which were observed 
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in my experiments show large differences between the performances of evaluated VMs on 
Amazon EC2 and a local machine. One of the reasons for variation is the types of resources 
used in both scenarios. The difference in results on the cloud was compared against a local 
machine which confirmed that the micro benchmark had a significantly higher performance 
difference than did the Amazon EC2 VMs. Since runtime is also affected, experiments should 
be conducted on an Amazon EC2 platform with consideration given to external effects. It was 
also observed that as the difference is high and the distribution of measurements is not 
normal, it would not be an easy task to determine the intervals for measurements. However in 
order to determine which system is better, EC2 may be used as described earlier and in [3]. 
Many interesting opportunities for future research have also arisen. First, the results could be 
discussed with IaaS providers and better ways to introduce service level agreements could be 
devised. Also, the way cloud providers could provide virtual machines is important so that 
meaningful experiments are conducted. It would also be interesting to ascertain whether other 
cloud providers experience the problem which is considered in this part of my thesis. All this 
has been left for future work for which new technology and algorithms would be required and 
which is beyond the scope of this study. 
 
9.3.4 Investigating Difference Approaches for Trust Calculation in Cloud Computing 
In terms of trust, the challenge for cloud architecture is to implement cloud computing 
systems in such a way as to increase the trust level of cloud users and fulfil customer 
requirements. Users of cloud services may take legal action in the case of any violations of 
service level agreements. Also, cloud providers may face legal action and damage the 
reputation of their organizations if they violate the terms of the SLA.  
In the case of cloud architecture, the dynamic nature of the allocation of cloud resources 
raises the need to develop novel frameworks that should be implemented to minimize the 
calculation time and provide more reliable results. These frameworks should take into 
account the QoS aware based systems and integrate QoS evaluation methods with the trust 
solution for cloud computing. In my proposed solution of trust evaluation for cloud services, I 
use a fuzzy logic approach. My proposed future work is to continue to evaluate the proposed 
solution in the context of measuring the calculation time of trust value. Also, I will compare 
the results with different method of calculation of trust value in other domains such as web 
services and wireless service domains. 
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9.3.5 Extending the Proposed Model of Dynamic Pricing of Cloud Services 
In Chapter 5, I investigated the issues related to how to correlate the price of cloud services 
from both sides of cloud customers and cloud providers. I focused on the notion of dynamic 
demand of cloud services and its impacts on the price of services. More challenges should be 
considered to implement more attractive solution for pricing cloud services. As a future work, 
I will focus on how to use the dynamic notion of resource allocation and dynamic demand of 
cloud services to develop a flexible model for the price of cloud services. I can use the same 
technique that is already being used in Smart Grid Technology [5]. In Smart Grid Systems, 
residents can generate and sell power at different times at different prices. The price depends 
on the size of the power demand. If there are large numbers of users who want to buy power, 
residents who generate power can propose a higher price for the generated power. However, 
in times of low demand for power such as warmer months, residents who generate power can 
propose a low price for generated power. 
In cloud computing, there are many complicated issues regarding the control of resources 
allocation of cloud services. In future work, I will continue to investigate more factors that 
may be considered to have a high impact on the price of cloud services. Then, I will develop 
a more flexible model to be used by cloud customers. The proposed model will help cloud 
users to select the best time and best providers of cloud services. 
 
9.3.6 Developing Monitoring System for Cloud Services 
In a cloud environment, there are many criteria that should be evaluated, monitored and used 
with trust solutions. I presented a methodology to evaluate the performance of resources in 
cloud computing. The evaluation criteria such as response time, memory throughput, and 
network bandwidth may provide required information for specific users of cloud computing. 
But, for many cloud customers, these criteria are not enough to build a relationship that has a 
high level of trust. So, there is a need to develop a comprehensive system to monitor the 
important metrics of cloud resources. As future work subsequent to this thesis, I will define 
more criteria for the four types of cloud services and I will develop a reliable model for 
monitoring the resources metrics of cloud computing. To validate the proposed model, I will 
develop a prototype system to be integrated with the most-used type of virtualization 
environment.   
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9.3.7 Extending my Proposed Fuzzy-Based Trust Model 
In Chapter 8, I proposed a Takagi-Sugeno fuzzy-inference approach to evaluate the 
trustworthiness of one type of cloud service which is Infrastructure as a Service (IaaS). In 
future work, I will extend my proposed model of trust to consider other types of cloud 
services including Platform as a Service (PaaS), Software as a Service (SaaS), and Database 
as a Service (DaaS). To apply the Takagi-Sugeno approach to these types of services, I will 
develop a cloud computing expert-based survey. The results of this survey will be analysed to 
train the proposed model. I will focus on the experts and normal users of cloud computing in 
order to obtain a more accurate fuzzy system for each type of cloud service. A general trust 
model can be developed after creating a fuzzy-based trust model for all types of cloud 
services. The use of a general trust model for cloud computing will help cloud users to use a 
customized common trust system based on their preferences and the types of cloud services 
they require. 
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 ABSTRACT 
 Cloud services are becoming popular in terms of distributed 
technology because they allow cloud users to rent well-
specified resources of computing, network, and storage 
infrastructure. Users pay for their use of services without 
needing to spend massive amounts for integration, maintenance, 
or management of the IT infrastructure. This creates the need 
for a reliable measurement methodology of the scalability for 
this type of new paradigm of services. In this paper, we develop 
performance metrics to measure and compare the scalability of 
the resources of virtualization on the cloud data centres. First, 
we discuss the need for a reliable method to compare the 
performance of cloud services among a number of various 
services being offered. Second, we develop a different type of 
metrics and propose a suitable methodology to measure the 
scalability using these types of metrics. We focus on the 
visualization resources such as CPU, storage disk, and network 
infrastructure. Finally, we compare well-known cloud providers 
using the proposed approach and conclude the 
recommendations.  This type of research will help cloud 
consumers, before signing any official contract to use the 
desired services, to ascertain the ability and capacity of the 
cloud providers to deliver a particular service. 
 
Keywords 
Performance, SLA, Cloud computing, Trust management 
  
1. INTRODUCTION 
There have been various definitions proposed in the literature of 
cloud computing [1-3]. 
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 In this paper, we adopted and considered the definition 
provided by U.S. NIST (National Institute of Standards and 
Technology) that describes cloud computing as “... a model for 
enabling convenient, on demand network access to a share pool 
of configurable computing resources (e.g., networks, servers, 
storage, applications, and services) that can be rapidly 
provisioned and released with minimal management afford or 
service provider interaction” [1]. In other words, as shown in 
Figure 1, cloud computing is a framework by means of which 
virtualized infrastructure resources are delivered as a service to 
customers by using a public network which is the Internet    [4-
6].  
 
 
 
 
 
 
 
 
 
 
 
 
   
   Figure 1. Cloud computing architecture 
 
The cloud customers can range from big organizations, small 
business and developers to individual users. In this paper, we 
will refer to such customers as ‘users’. One of the advantages of 
having such a framework is that users do not need to buy costly 
physical infrastructure or software, but they can use them over a 
virtual environment from other users at a much lower price, 
thereby reducing their operational and maintenance costs. For 
example, Salesforce.com developed a customer relationship 
management solution (CRM) and delivered this as a cloud 
service not as a package of software. Salesforce.com customers 
can use this type of service using a basic machine with an 
Internet browser [7]. There are four main delivery models of 
cloud services with such a paradigm. They are: 
1. Infrastructure as a service (IaaS): In such architectures, 
users can use the visualization resources as a fundamental 
infrastructure for their applications. These resources may 
be a CPU, network, or storage. Cloud users can manage 
the resources and assign rules for end users [8].  
2. Database as a service (DaaS): Such architectures allow 
users to rent a specific size of storage for a specific period 
of time. Users are not required to manage the integration 
 
 
 Governmen
 
Small Business Education Social Users 
Internet   
Physical Layer 
 
 
CPU RAM Storage Network 
IaaS SaaS DaaS PaaS 
Cloud Computing (Virtualization Layer) 
or the scaling of the infrastructure. Database providers 
take the responsibility for integration, privacy, and 
security of users’ data [9]. 
3. Platform as a service (PaaS): In such architectures, users 
use all facilities on the cloud to develop and deliver their 
web application and services to the end users. PaaS 
services may include development, integration, testing or 
the storage resources to complete the life cycle of services 
[10].  
4. Software as a service (SaaS): In such architectures, users 
connect with the service providers to use the application, 
but they do not control the infrastructure, operating 
system or network infrastructure [10, 11]. 
Each of these delivery models is above the required hardware 
and virtualization model as shown in Figure 2. 
 
 
 
 
 
       
 
 
 
 
 
 
             
             Figure 2. Cloud computing stack layers 
 
No matter what type of delivery model is being used, there are 
five essential factors or characteristics that have to be satisfied 
to achieve smooth computing in a cloud computing 
environment. They are: 
a) On-demand self-service: On demand self-service refers to the 
availability of the required resources (such as CPU power, 
network etc) as and when the user needs it. Further, this should 
be without any human intervention [12].  
b) Broad network access: As the interacting medium between 
the different users is the Internet, there should be a broad 
network access available that allows for the seamless interaction 
of different applications across different heterogeneous 
platforms [13]. 
c) Resource Pooling: A cloud provider should support multi-
tenancy of its resources for maximising the efficiency of its 
infrastructure. For example, it should be able to dynamically 
assign the required resources to the consumer according to its 
demand [14]. 
d) Rapid Elasticity: It should be flexible according to the 
computing resources required for the customers. For example, 
there is no up-front commitment and the customers should be 
able to release the resources once their work is done [15]. 
e) Measure of Service: There should be a framework that 
measures the usage of each user according to the resources that 
are being used by it [16]. 
 
To test the performance of hardware or real applications, test 
and evaluations rules should be defined and implemented to 
serve as a comparative tool for performance metrics. Instead of 
having a large investment and lengthy time to use non-reliable 
providers, benchmarks [17] assist decision makers to save 
money and choose the cloud providers who fulfil their 
objectives. Based on the study objectives or research, an 
appropriate benchmark can be chosen and a targeted application 
or system is deployed. Then, the results can be analysed using 
different techniques to obtain the final recommendation. In this 
paper, we test the stability of performance of different types of 
Amazon EC2 instances in order to investigate the use of a 
performance parameter as the main criterion for service level 
agreements (SLA) between cloud providers and their customers. 
Before deploying our application on cloud instances, the same 
application was executed on a local machine and the response 
time in this experiment was more stable. So, the standard 
deviation was almost 1.01. But in the cloud environment, the 
results vary based on the type of EC2 instances. More details 
about experiment results are discussed in the experiments 
section. 
 
In our study, we ran a series of experiments on Amazon EC2 
cloud over a different number of times. For each time period, 
we evaluated the response time of five types of Amazon EC2 
instances. The main contribution of our study is testing the 
isolation across the same hardware of virtual machines which 
are hosted by a cloud provider. There are different ways to 
evaluate the scalability of cloud providers, for instance, 
evaluating of throughput of network, disk performance, and 
capacity of RAM. In this paper, we use the CPU performance as 
a main parameter for cloud performance, and we measure the 
execution time of the deployed application over five types of 
Amazon EC2 instances. We recorded the response time every 
two hours during several days of experimentation. 
 
The rest of this paper is structured as follows. We discuss 
related work in Section 2. The methodology of our contribution 
is presented in Section 3. We present the results and our 
evaluation in Section 4 and conclude in Section 5.  
 
2. LITERATURE REVIEW 
Several studies on the scalability of virtual machines already 
exist. Most of these studies considered the measurement of 
performance metrics on the local machines. The background 
loads of tested machines are controlled to compare the results of 
performance with a different scale of loads. To the best of our 
knowledge, to date, no such methodology has been developed to 
study the performance for cloud providers by considering the 
use of different metrics of performance. For example, 
Evangelinos and Hill [18] evaluated the performance of 
Amazon EC2 to host High Performance Computing (HPC). 
They use 32-bit architecture for only two types of Amazon 
instances. In our study, we run various experiments on most 
types of Amazon EC2 instances. These instances are: small, 
large, extra large, high CPU, medium, and high CPU extra large 
instance. Jureta, and Herssens [19] propose a model called 
QVDP. This model has three functions: specifying the quality 
level, determining the dependency value, and ranking the 
quality priority. These functions consider the quality of services 
from the customers’ perspective. However, the performance 
issues related to cloud resources are not discussed and details 
are missing regarding the correlation of the quality model with 
the costing model of services. Cherkasova and Gardner [20] use 
a performance benchmark to analyse the scalability of disk 
storage and CPU capacity with Xen Virtual Machine Monitors. 
They measure the performance parameters of visualization 
infrastructure that are already deployed in most data centres. 
But they do not measure the scalability of cloud providers using 
the visualization resources. However, our proposed work 
profiles the performance of virtualization resources that are 
already running on the infrastructure of cloud providers such 
Amazon EC2 services. 
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3. METHODOLOGY 
3.1 Benchmark 
We ran Java application on Amazon EC2 over a period of days. 
We used our benchmark to measure the variations in the 
performance of CPU for the five types of Amazon EC2 
instances. If the collected results show that the execution time 
of chosen application is stable, then this will provide evidence 
that a cloud infrastructure is able to run applications which need 
stability of response time. If the collected results have sizeable 
variations in response time, then the particular cloud provider is 
not able to host applications that consider the response time as 
one of main objectives in the service level agreement (SLA). 
 
3.2 Experiment Setup 
We used different types of virtual machines in terms of CPU 
capacity, RAM size, and bandwidth of disk and network. Table 
1 show the features of Amazon EC2 instances that were used in 
our experiments. 
 
 Table 1. Features of Amazon EC2 instances 
Instance 
Type 
EC 
unit 
Cores Architecture Disk 
(GB) 
RAM 
(GB) 
Small 1 1 32 160 1.7 
Medium 
(H-CPU) 
5 2 32 350 1.7 
Large 4 2 64 850 7.5 
Extra 
Large 
8 4 64 1690 15 
Extra 
Large (H-
CPU) 
20 8 64 1690 7 
    
There are different uses of cloud computing technology and the 
results of the performance using different applications are 
different. The performance comparison is not fair in this case. 
So, we deploy one Java application on all types of cloud 
instances and we collect results without changing the scalability 
of our application. Our goal is to see how the usage changes 
when the backload is changed in the same machine in the cloud 
data centre. The proposed metrics to measure the scalability of 
cloud providers will evaluate throughput of network, disk 
performance, and capacity of RAM. In this paper, we use the 
CPU performance as a main parameter for cloud performance; 
in our future work, we will use the other metrics and evaluate 
the same types of Amazon EC2 that were used in this paper. 
 
4. EXPERIMENT RESULTS  
In this section, we compare the response time of selected VMs 
which are provided by EC2. The performance metric we are 
measuring does not include the booting and installing time 
which has various measurements between 80 and 220 seconds. 
Also, the response time reported does not include the 
transferring of input and output data. Table 2 shows the 5 
samples of performance metrics of EC2 instances. 
 
 
 
 
 
 
 
 
 
 
 
Table 2. Samples of response time of Amazon EC2 instances 
Small Medium 
(H-CPU) 
Large Extra 
Large 
Extra 
Large 
(H-CPU) 
Local 
Machine 
656 375 110 125 125 360 
734 375 125 172 125 360 
844 375 109 124 125 359 
650 438 172 187 125 360 
      
STDD
EV 
122.9 
STDDEV 
23.5 
STDD
EV 
48.9 
STD
DEV 
27.7 
STDDEV 
7.2 
STDDEV 
1.1 
Avera
ge 
769.3 
Average 
383.2 
Avera
ge 
126.9 
Avera
ge 
153.8 
Average 
129.6 
Average 
359.8 
  
 
In the performance metrics, the best stability was for the Extra 
large (H-CPU) type. This is due to the fact that Extra large (H-
CPU) has the best resources of CPU power. Figure 3-7 show the 
stability of the performance on the selected types of VMs. 
 
 
 
                Figure 3. Response time of small instances 
 
 
 
              Figure 4. Response time of medium instances 
 
 
 
                Figure 5. Response time of large instances 
 
 
 
               Figure 6. Response time of extra large instances 
 
 
 
 
     Figure 7. Response time of extra large (H-CPU) instances 
 
 
5. CONCLUSION 
Cloud computing is a new form of technology, whose 
infrastructure, developing platform, software, and storage can 
be delivered as a service in a pay-as-you-use cost model. 
Intelligent usage of resources in cloud computing may help 
cloud customers to reduce the large amount of IT investments 
as well as operational costs. However, for critical business 
application and more sensitive information, cloud providers 
must be selected based on high level of performance and 
trustworthiness. To use cloud services, it is very important to 
understand the performance of the cloud infrastructure provided 
by clouds. In this paper, we evaluate the EC2 instances as 
example to examine the stability of most types of VMs which 
provided by Amazon. We demonstrate that the performance of 
Extra large high CPU has the best stability of performance. So, 
as a service level agreement, response time can be used as a 
good parameter in the agreement. But for small, large, and extra 
large instances, it is important to improve the stability of 
response time before signing any agreement between cloud 
provider and user.    
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Abstract. Cloud computing has been a hot topic in the 
research community since 2007. In cloud computing, 
the online services are conducted to be pay-as-you-use. 
Service customers need not be in a long term contract 
with service providers. Service level agreements (SLAs) 
are agreements signed between a service provider and 
another party such as a service consumer, broker agent, 
or monitoring agent. Because cloud computing is a 
recent technology providing many services for critical 
business applications, reliable and flexible mechanisms 
to manage online contracts are very important. This 
paper presents the main criteria which should be 
considered at the stage of designing the SLA in cloud 
computing. Also, we investigate the negotiation 
strategies between cloud provider and cloud consumer 
and propose our method to maintain the trust and 
reliability between each of the parties involved in the 
negotiation process.  
  
Index Terms: SLA, Negotiation, Cloud computing, Trust 
management 
 
I. Introduction 
Cloud computing has been a hot topic in the research 
community recently. In cloud computing, the online services 
are conducted on a pay-as-you-use basis. It is not necessary to 
be in a long term contract with service providers [1]. In this 
case, cloud customers can save large amounts of budget spent 
on operating, managing and transferring services. Cloud 
computing can be described as a new form of IT environment 
which provides dynamic, flexible and scalable virtualization 
of resources. Examples of current cloud providers include: 
Amazon EC2 [2] (infrastructure cloud provider), Azure [3] 
from Microsoft (platform cloud provider), and for an 
application cloud provider, there is Google Docs [4] . In cloud 
computing, virtualization technology is built on top of the 
infrastructure in order to optimize the use of resources and 
provide flexible solutions for users. An important element that 
provides some degree of assurance to both users and providers 
of these cloud resources is the Service Level Agreements 
which define the scope of usage and provision of resources. 
Cloud consumers need an SLA before they transfer their 
infrastructure to cloud data centres, to provide certainty 
regarding the resources provided and the ability to reach the 
desired level of productivity. Cloud providers need an SLA to 
define the trust and quality of services they provide to users as 
well as an agreed framework for costs and charges. The 
research on SLA and QoS metrics has been considered by 
many researchers in business and service-oriented architecture 
such as e-commerce and web services. However, SLA metrics 
in these technologies are not suitable for cloud computing as 
the nature and type of resources being provided and delivered 
is different. So, new SLA models are still required to provide 
flexible method for negotiation and the signing of electronic 
contracts between consumers and providers. The main 
contributions of this paper are summarized as follows: 
1) Investigating and analysing the main requirements to 
establish an effective model for SLA in cloud computing 
2) Defining dynamic SLA metrics for different groups of 
cloud users 
 
The remainder of this paper is structured as follows: Section 2 
defines SLAs and describes the main characteristics of SLAs 
in cloud computing. The existing standards for SLA contracts 
are presented in Section 3. In Section 4, properties and main 
criteria for SLA in cloud computing are described. Also, in 
this section, the negotiation model and negotiation scenarios 
for cloud computing are discussed. Section 5 concludes the 
paper.  
 
II. Characteristics of Service Level Agreement 
 
A. Definition 
A Service level agreement is a document that 
includes a description of the agreed service, service level 
parameters, guarantees, and actions and remedies for all cases 
of violations [5]. The SLA is very important as a contract 
between consumer and provider. The main idea of SLAs is to 
give a clear definition of the formal agreements about service 
terms like performance, availability and billing. It is important 
that the SLA include the obligations and the actions that will 
be taken in the event of any violation, with clearly shared 
semantics between each party involved in the online contract.  
 
B. Properties of SLAs 
The SLA is a legal format documenting the way that 
services will be delivered as well as providing a framework 
for service charges. Service providers use this foundation to 
optimize their use of infrastructure to meet signed terms of 
services. Service consumers use the SLA to ensure the level of 
quality of service they need and to maintain acceptable 
business models for long term provision of services. The 
following are the main requirements of the SLA: 
• SLA format should clearly describe a service so 
that the service consumer can easily understand the 
operation of the services 
• Present the level of performance of service 
• Define ways by which the service parameters can 
be monitored and the format of monitoring reports 
• Penalties when service requirements are not met 
• Present the business metrics such as billing and 
stipulate when this service can be terminated 
without any penalties being incurred 
 
This is the requirements for SLAs in the general environment 
of services. Later, we present the main requirements which the 
SLA should implement in order to integrate with the cloud 
computing architecture. 
 
C. Functional and non-functional requirements for 
cloud users 
Functional requirements and non-functional 
requirements of cloud services should be met to fulfil the need 
of consumers. In this section, classification of cloud 
computing requirements from the perspective of the cloud 
consumer is presented, helping to provide a good 
understanding of the proposed framework in Section 4. For 
each type of cloud service, there are different requirements. 
Figure 1 shows the categorization of cloud computing services 
and requirements for each service.   
 
 
Figure 1. Categorization of requirements for cloud services 
In this paper, we focus on the non-functional requirements of 
services such as availability, scalability and response time. 
Based on the more important non-functional requirements, we 
define the SLA parameters for each type of cloud service. 
 
• Availability: in cloud computing, the most important 
criteria for quality of service is the availability of 
service.  Availability is the probability that the cloud 
infrastructure or service are up and running in the 
specific time of utilities of the service provided for in 
the SLA 
• Scalability: cloud consumers pay for the service only 
as they use it. The cloud provider should facilitate the 
specific resources for ease of scaling up and down. 
With scalability, cloud consumers can maximize 
revenue and cloud providers are able to optimize 
resources effectively. 
• A clear method for cost calculation: service 
consumers using cloud computing are willing to pay 
as they use, so an annual billing period or even 
monthly periods are not suitable for cloud computing. 
A cost calculation for resource reservation method is 
not a unique method for each type of cloud service. 
For example, the storage service can be billed based 
on the time and size of the user’s data. On the other 
hand, cloud CRM may be billed based on the number 
of users. 
• The configuration of service: in cloud computing, 
users deal with virtual machines and these VMs 
should be configured in a flexible manner to enable 
users to execute business processes with minimal 
need for managing the effort of the configuration. 
•      Security and privacy: the critical data of a 
business must be stored and transferred via secure 
channels. If security features are not guaranteed by 
cloud providers, business organizations may spend 
too much on operating their own data centres rather 
than switching to cloud providers. 
 
III. SLA Frameworks 
To the best of our knowledge, scientific research in the 
area of SLA and trust management does not investigate the 
new paradigm of outsourcing of services in a pay-as-you-use 
framework, which is called “Cloud Computing”. The main 
specifications which are designed to describe the syntax of 
SLA are: 1) Web Service Agreement (WS-Agreement) [5]. 2) 
Web Service Level Agreement Language and framework 
(WSLA) [6]. A WS-Agreement is created by Open Grid 
Forum (OGF) in order to create an official contract between 
service consumers and service providers. This contract should 
specify the guarantees, the obligations and penalties in the 
case of violations. Also, the functional requirements and other 
specifications of services can be included in the SLA. There 
are three main sections for WS-Agreement: name, context, 
and terms. A unique ID and optional names of services are 
included in the name section. The information about service 
consumer and service provider, domain of service, and other 
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specifications of service is presented in the context section. 
Terms of services and guarantees are described with more 
details in the terms section. These types of online agreements 
were developed for use with general services. For cloud 
computing, service consumers lack more specific solutions for 
SLA to present the main parameters of the visualization 
environment; at the same time these solutions should be 
dynamically integrated with the business rules of cloud 
consumers. The other specification is WSLA, which was 
developed to describe services in three categories, which are:              
1) Parties: in this section, information about service 
consumers, service providers, and agents are described. 2) 
SLA parameters: in this section the main parameters which 
are measurable parameters are presented in two types of 
metrics. The first is resource metrics, a type of metric used to 
describe service provider’s resources as row information. The 
second one is composite metrics. This metrics is used to 
represent the calculation of the combination of information 
about a service provider’s resources. The final section of the 
WSAL specification is Service Level Objective (SLO). This 
section is used to specify the obligations and all actions when 
service consumers or service providers do not comply with the 
guarantees of services. 
The primary shortcoming of these approaches is that they 
do not provide dynamic negotiation, and various types of 
cloud consumers need a different structure of implementation 
of SLAs to integrate their own business rules with the 
guarantees that are presented in the targeted SLA. In this 
paper, we propose a basic architecture for developing the 
service level agreement contract between service consumers 
and other parties such as service providers and external 
agents. Two main categories of SLA metrics are presented. 
Performance metrics show the measurements of performance 
parameters in cloud computing data centres such as response 
time and CPU capacity. The other metrics is business metrics; 
the main measurements of business-related aspects presented 
by this type of metrics includes such things as service cost and 
billing methods. 
 
IV. Conceptual SLA Framework for Cloud Computing 
 
A. SLA Metrics 
In our proposed framework, the SLA parameters are 
specified by metrics. These metrics define how cloud service 
parameters can be measured and specify values of measurable 
parameters. In the cloud computing architecture, there are four 
types of services which providers can present to consumers. 
These services are: infrastructure as a service (IasS), platform 
as a service, software as a service, and storage as a service. 
The proposed SLA metrics for cloud computing consider 
these four types of these services. For each part of the SLA we 
define the most important parameters that consumers can use 
to create a reliable model of negotiation with this service 
provider. We focus on the definition of these parameters, and 
in our future work, we will design and implement the 
proposed framework followed by simulation experiments in 
order to validate our framework. 
SLA metrics for IasS: 
Companies like amazon.com provide infrastructure as a 
service. Most of the consumers are confused as to which 
important parameter should be defined in the hardware part of 
the SLA. We list the most important parameters for consumers 
who are interested in using cloud as an infrastructure service. 
Table 1. SLA metrics for IasS 
Parameter Description 
CPU capacity CPU speed for VM 
Memory size Cash memory size for 
VM 
Boot time Time for MV to be ready 
for use 
Storage Storage size of data for 
short or long term of 
contract 
Scale up Maximum of VMs for 
one user 
Scale down Minimum number of 
VMs for one user 
Scale up time Time to increase a 
specific number of VMs 
Scale down time Time to decrease a 
specific number of VMs 
Auto scaling Boolean value for auto 
scaling feature 
Max number can be 
configured on physical 
server 
Maximum number of 
VMs that can be run on 
individual server 
Availability  Uptime of service in 
specific time 
Response time Time to complete and 
receive the process 
  
SLA metrics for PasS: 
Platform as a service is a type of cloud computing that 
provides all the requirements needed to support application 
developers in developing, evaluating, and delivering 
applications and software for end users [7]. So, in this case, 
developers using PasS do not need to download tools or 
configure hardware to complete the developing tasks. For 
SLA metrics related to PasS, we define the main parameters 
that can be used as basic criteria when developers want to 
negotiate with PasS providers. 
Table 2. SLA metrics for PasS 
Parameter Description 
Integration Integration with e-
services and other 
platforms 
Scalability Degree of use with large 
number of online users 
Pay as you go billing Charging based on 
resources or time of 
service  
Environments of 
deployment  
Supporting offline and 
cloud systems 
Servers  
Browsers Firefox, IExplorer,.. 
Number of developers How many developers 
can access to the 
platform 
 
 
 
SLA metrics for SasS: 
Software as a service is a common example of cloud services 
[8] if an application is hosted on a cloud platform and 
infrastructure to provide built-in services for end users of 
cloud computing. Good examples of SasS are mail, calendar, 
and social web sites provided by Google, Yahoo, and 
Microsoft. We present the common metrics parameters for 
SasS as an example of metrics for this type of cloud service. 
Table 3. SLA metrics for SasS 
 
Parameter Description 
Reliability Ability to keep operating 
in most cases  
Usability Easy built-in user 
interfaces 
Scalability Using with individual or 
large organisations 
Availability Uptime of software for 
users in specific time 
Customizability Flexible to use with 
different types of users 
 
SLA metrics for Storage as a service: 
Online users  access their data from different geographical 
locations. In the past few years, online storage providers were 
unable to maintain large size of data because of the lack of 
huge space in storage disks, network performance, and data 
management systems. Now, data storage service providers 
such as S3 by amazon.com configure large numbers of storage 
hardware and they are able to manage and serve millions of 
users efficiently with their method of data transferral and 
ensuring these data are compatible with various types of 
applications. The parameters for data storage service metrics 
are basic requirements for negotiation with storage providers. 
 
Table 4. SLA metrics for Storage as a service 
Parameter Description 
Geographic location Availability zones in 
which data are stored 
Scalability Ability to increase or 
decrease storage space 
Storage space Number of units of data 
storage 
Storage billing How the cost of storage 
is calculated 
Security Cryptography for storage 
and transferring of data, 
authentication, and 
authorization 
Privacy How the data will be 
stored and transferred 
Backup How and where images 
of data are stored 
Recovery Ability to recover data in 
disasters or failures 
System throughput Amount of data that can 
be retrieved from system 
in specific unit of time 
Transferring bandwidth The capacity of 
communication channels 
Data life cycle 
management 
Managing data in data 
centres, and use of 
network infrastructure 
 
SLA general terms: 
The above section presents the main parameters for metrics in 
four types of services. However, there are general metrics that 
can be defined for SLA with any or all types of cloud users. 
We present the most important parameters as an example 
when creating the basic SLA contract between cloud 
computing users and providers. 
 
Table 5. SLA general terms 
 
Term Description 
Monitoring Who do the monitoring 
and what method of 
monitoring 
Billing Cost of service and how 
can be calculated 
Security Issues like cryptography, 
authentication, and 
authorization are main 
requirement for cloud 
users 
Networking The number of IPs, 
throughput, and load 
balancing 
Privacy How the data will be 
stored and transferred 
Support service Cloud providers should 
clearly define the 
methods of help and 
support 
Local and international 
policies 
The policy standards that 
providers follow  
 
 
B. Negotiation Strategies 
Negotiation is the method by which the service 
consumer and service provider present their terms and agree 
or disagree upon the results of this process to reach an 
agreement acceptable to both sides. There is more than one 
way of starting the negotiation process in an online 
environment [9, 10]. In this section, we discuss the possible 
negotiation scenarios relating to cloud computing. The first 
scenario involves direct negotiation between the cloud 
consumer and the cloud service provider. In this case, the 
service provider may create a unique template and define all 
SLA criteria such as period of contract, billing, and response 
time. When the SLA document is ready, cloud consumers can 
review the SLA terms and respond by signing the SLA, 
renegotiating or terminating the negotiation. Direct 
negotiation is a common method used by most of today’s 
cloud providers. The second scenario is negotiation via a 
trusted agent, that is, an agent who has sound experience in 
selecting the cloud providers and defining the critical 
parameters for the SLA. This can be a key factor when a 
business wants to focus on the core business activities. A 
number of activities can be assigned to external agents who 
undertake the negotiation in flexible and reliable steps. They 
may start with the analysis of business processes and goals 
and complete the negotiation by monitoring all or some of the 
SLA parameters. Also, the trusted agent can use other agents 
to carry out some activities like service discovery and 
monitoring of performance. In the third scenario  more than 
one agent is used to carry out the one type of negotiation. As 
we mention above, there are four different types of cloud 
services: IasS, PasS, SasS, and storage as a service. A cloud 
consumer can sign a contract with four different agents (IasS 
agent, PasS agent, and SasS) which take the responsibility of 
defining SLA parameters and complete the negotiation 
process. This type of negotiation can be efficient if the cloud 
consumer requires more than one type of cloud service. 
 
 
V. Conclusion and Future Work 
The effective service level agreement is the key to ensure that 
a service provider delivers the agreed terms of services to the 
cloud consumer. In cloud computing, cloud consumers with 
clear definition of SLA parameters and flexible negotiation 
methods can increase the reliability and trust level of cloud 
provider-cloud consumer relationship. In this paper, the non-
functional requirements of cloud consumers are presented and, 
based on these requirements, the most important criteria for 
the SLA are defined in order to help cloud users maintain a 
reliable protocol for negotiation with cloud service providers. 
The state-of-the-art SLA frameworks are discussed. Finally, 
we present three scenarios that can be applied to the cloud 
computing environment when consumers need to negotiate 
with cloud providers. As future work, we will design SLA 
metrics and implement a simulation process to test our 
framework in the cloud computing environment. The result of 
this work will be the basic tool to be used with trust 
management systems for cloud computing to help consumers 
select the most reliable service. 
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Abstract— Cloud services are becoming popular in terms of 
distributed technology because they allow cloud users to rent 
well-specified resources of computing, network, and storage 
infrastructure. Users pay for their use of services without 
needing to spend massive amounts for integration, maintenance, 
or management of the IT infrastructure. Before interaction 
occurs between cloud providers and users, trust in the cloud 
relationship is very important to minimize the security risk and 
malicious attacks. The notion of trust involves several 
dimensions. These dimensions include: the scalability, 
availability, security, and usability parameters of IaaS, PaaS, 
SaaS, and DaaS. Each of these dimensions is characterized by 
fuzzy aspects and linguistic terms. This paper develops a model 
for each of the dimensions for IaaS using fuzzy-set theory. It 
then uses the sugeno fuzzy-inference approach for developing an 
overall measure of trust value of the cloud providers. It is not 
easy to evaluate the cloud metrics for a general domain. So, in 
this paper, we will use an e-learning application as the main 
example when we collect the data and apply the fuzzy model to 
evaluate the trust for cloud computing. Test and results are 
presented to evaluate the effectiveness and robustness of the 
proposed model.   
 
 
 
Index Terms— Trust, Cloud computing, Fuzzy inference. 
 
I. INTRODUCTION 
A. Cloud Computing 
In the literature, various definitions of cloud computing have 
been proposed [1-3]. In this paper, we adopted and 
considered the definition provided by U.S. NIST (National 
Institute of Standards and Technology) that describes cloud 
computing as “... a model for enabling convenient, on demand 
network access to a share pool of configurable computing 
resources (e.g., networks, servers, storage, applications, and 
services) that can be rapidly provisioned and released with 
minimal management afford or service provider interaction” 
[1]. In other words, cloud computing is a framework by means 
of which virtualized infrastructure resources are delivered as a 
service to customers by using a public network which is the 
Internet [4-6]. The cloud customers can range from big 
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organizations, small business and developers to individual 
users. In this paper, we will refer to such customers as ‘users’. 
One of the advantages of having such a framework is that 
users do not need to buy costly physical infrastructure or 
software, but they can obtain them over a virtual environment 
from other users at a much lower price, thereby reducing their 
operational and maintenance costs. For example, 
Salesforce.com developed a customer relationship 
management solution (CRM) and delivered this as a cloud 
service, not as a package of software. Salesforce.com 
customers can use this type of service using a basic machine 
with an Internet browser [7]. There are four main delivery 
models of cloud services with such a paradigm. They are: 
1. Infrastructure as a service (IaaS): In such architectures, 
users can use the visualization resources as a 
fundamental infrastructure for their applications. These 
resources may be a CPU, network, or storage. Cloud 
users can manage the resources and assign rules for end 
users [8].  
2. Database as a service (DaaS): Such architectures allow 
users to rent a specific size of storage for a specific 
period of time. Users are not required to manage the 
integration or the scaling of the infrastructure. Database 
providers take the responsibility for integration, privacy, 
and security of users’ data [9]. 
3. Platform as a service (PaaS): In these architectures, users 
utilize all facilities on the cloud to develop and deliver 
their web application and services to the end users. PaaS 
services may include development, integration, testing 
or the storage resources to complete the life cycle of 
services [10].  
4. Software as a service (SaaS): Here, users connect with 
the service providers to use the application, but they do 
not control the infrastructure, operating system or 
network infrastructure [10, 11].  
 
Each of these delivery models is above the required hardware 
and virtualization model. No matter what type of delivery 
model is being used, there are five essential factors or 
characteristics that have to be satisfied in order to achieve 
smooth computing in a cloud computing environment. They 
are: 
a) On-demand self-service: This refers to the availability of 
the required resources (such as CPU power, network etc) as 
and when the user needs it. Furthermore, this should be 
without any human intervention [12].  
b) Broad network access: As the interacting medium between 
the different users is the Internet, there should be a broad 
network access available that allows for the seamless 
A Trust-Evaluation Metric for Cloud 
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interaction of different applications across different 
heterogeneous platforms [13]. 
c) Resource Pooling: A cloud provider should support 
multi-tenancy of its resources for maximising the efficiency of 
its infrastructure. For example, it should be able to 
dynamically assign the required resources to the consumer 
according to its demand [14]. 
d) Rapid Elasticity: It should be flexible according to the 
computing resources required for the customers. For example, 
there is no up-front commitment and the customers should be 
able to relinquish the resources once their work is done [15]. 
e) Measure of Service: There should be a framework that 
measures the usage of each user according to the resources 
that are being used by it [16]. 
 
 
B. Trust and Fuzzy Inference System 
Trust is a very important factor in the open distributed 
systems. It is the main concern of all interactions between 
service providers and consumers in such a changing 
environment. The trust evaluation process is not clear and 
easy for diverse users because it has vague and different 
subjective values. This leads to the need for a clear 
description methodology to present the values of trust in a 
clear way. Fuzzy logic is an effective technique for solving 
this problem. The fuzzy logic approach is a better method of 
describing human perception. Therefore, this paper will use 
this approach to evaluate the trustworthiness of service 
providers in cloud computing.  
 
In this paper, we will develop an approach that characterizes 
the key aspects of the trust relationship between cloud 
providers and users. Moreover, each of the trust dimensions 
will be represented within a fuzzy framework, and measures 
along each dimension will be developed. In addition, an 
overall figure for trust value will be developed for the cloud 
providers. 
 
C. E-learning systems 
Electronic learning is an online service that includes a wide 
range of e-services and applications that provide different 
types of online-based media to deliver fast and effective 
training and education. The Internet is the main tool that 
e-learning providers use for the delivery of complicated 
functions for students and school staff. E-learning systems are 
widely used in various sectors of teaching which include 
universities, companies, medical organizations, and even in 
training schools at a lower level. The main stockholders 
involved in e-learning systems are the trainers and students. 
Students can derive major benefits from an e-learning 
environment in terms of efficient media delivery time, timely 
feedback, communication with teachers etc. Also, students 
can communicate interactively with tutors and students 
anywhere at any time. E-learning providers can obtain more 
benefits by using the cloud computing infrastructure. Most of 
the  e-learning legacy systems can be adjusted and transferred 
to cloud data centres to provide more scalable and available 
applications for students who can be anywhere in the world. 
In this paper, we use the e-learning system as an example of 
cloud applications that can be assisted and evaluated using 
our proposed approach which is a fuzzy logic technique. We 
chose an e-learning application to save the data collection 
time; also, there are many experts available for consultation 
when we define the fuzzy inputs and outputs parameters.  
II. RELATED WORK 
Different models have been proposed with fuzzy logic to 
provide reliable and trusted solutions for online services. For 
instance, Falcon et al. [17] implemented a socio-cognitive 
model to evaluate the trustworthiness. A Fuzzy Cognitive 
Map is used with different components to evaluate the impact 
and can be changed to suit different situations. Another model 
proposed by Sabater and Sierra [18] uses a fuzzy logic-based 
approach to analyse the relationships of the service users in 
electronic marketplaces. Reputation mechanisms are used in 
e-market systems (e.g. Amazon, E-bay) to secure the 
transactions of all users in a centralized architecture. Novel 
models of reputation and trust have been developed in 
e-market places to provide reliable services of security since 
traditional solutions to security issues do not adequately 
protect providers and services consumers [19]. The most 
important aspect of these models is the information relating to 
past behaviours of users. This information is used to present 
the reputation of those users in terms of availability, 
reliability, and security. As centralized architectures of online 
reputation models, E-bay and Amazon exemplify this 
approach. Their systems are implemented based on a 
centralized rating model so that customers and sellers can rate 
each other using numerical ratings or feedback comments. 
Users can obtain a reputation profile for a given user in order 
to decide whether or not to proceed with a transaction with 
this user. For example, E-bay uses 1, 0, -1 scales which means 
positive, neutral, and negative respectively. Users use these 
scales to rate business partners based on past behaviours. The 
feedback from users is stored in a central system and the 
reputation score is computed regularly as cumulative results 
of user ratings [20]. The problem with this mechanism is that 
users with high scores for reputation can cheat other users in 
the course of a few transactions even though they receive 
negative feedback, because these users still receive positive 
ratings from other customers. Also, this model cannot 
guarantee the consistent performance of all services from the 
one user. This model employs a centralized architecture; 
therefore, all services and reputation information have a 
single point of failure. Unlike the centralized architecture of 
service discovery, the peer-to-peer model does not use a 
single point to manage and store descriptions of services and 
reputation information. Vu et al. [8] propose peer-to-peer web 
service discovery that uses QoS and users’ feedback to rank 
and select services. QoS data about services and reputation 
rates from consumers are stored in multi-peers in peer-to-peer 
systems. Monitoring agents are used to prevent cheating by 
users and providers. Trusted agents monitor and provide 
reports of services to a UDDI peer and, based on this 
information, services are evaluated and ranked. However, the 
monitoring of reports differs from peer to peer, because each 
peer uses different criteria to provide feedback about services. 
Hence, it is evident that the proposed works in trust and 
reputation management systems are designed mainly to 
enhance the security of the traditional web services. In cloud 
computing, the execution of services has changed to be 
  
completely independent of the consumer’s infrastructure. The 
proposed methodology will present a novel metrics of trust 
for cloud computing providers. An e-learning application will 
be used to show the effectiveness of the proposed method 
when the performance evaluation is needed for cloud 
providers. 
 
III. RESEARCH METHODOLOGY 
The research approach includes problem definition, 
definition of domain variables, data collection, model design, 
and the implementation. Figure 1 describes the research 
approach. The following sections describe the research steps. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure. 1. The research approach. 
 
 
A. Problem Definition 
In the existing body of literature on cloud computing, there 
is no framework by which a cloud service consumer can make 
an intelligent trust-based decision regarding service selection 
from a service provider. Given the potential growth of cloud 
computing and the business implications, it is very important 
to have such architecture in place. The primary issues which 
are not investigated in the related literature are: 
• the lack of a reliable model for trust and reputation 
specified for cloud architecture; 
• the difficulties faced by cloud users when they want to 
sign online agreements with cloud providers; there is 
no clear and reliable method for selecting the most 
suitable parameters for the SLA contracts; 
• the lack of a proposed model to calculate and estimate 
the cost for each level of the cloud architecture; 
• although trust and reputation systems have been 
widely proposed and implemented for various types 
of online services, no such models have been 
proposed for cloud computing; cloud users also need 
such systems in order to select the most trustworthy 
of services that are already being offered by cloud 
providers. 
 
In this paper, we will focus on how to evaluate the trusted 
cloud providers in such a way that users of cloud can easily 
understand and start to build a trusting relationship with 
service providers. 
B. Defining Domain Variables 
During the process of designing the SLA model for cloud 
computing in our previous work [21], various parameters 
were investigated for cloud services as shown in Figure 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure. 2. Factors that impact on the different cloud services. 
 
 In this paper, we will use the main parameters which were 
designed for IaaS with additional parameters as the core 
factors that the cloud computing experts believe will impact 
on the trust evaluation of IaaS with an e-learning application. 
Table 1 lists the impact factors for trust evaluation of 
IaaS-based e-learning systems. 
 
 
Table 1. Factors impact the trust value of IaaS-based e-learning systems 
 
Final result of trust 
evaluation 
Factors impact 
trust 
 
Degree of trust (T) 
Scalability (Sca) 
Availability (Avi) 
Security (Sec) 
Usability (Usa) 
 
 
Trust evaluation factors include scalability, availability, 
security, and usability. After defining the problem, this 
section describes the inputs and output of the proposed model. 
This part of the research is usually conducted after 
investigating the problem domain and set more relationships 
with the cloud computing experts. We established good 
relationships with a number of cloud computing experts and 
end users and were able to define the most important variables 
for our model. 
 
 
C. Data Collection 
One of the most important steps in the development of 
fuzzy-based control systems is the data set preparation and 
collection. So, the model with a fuzzy inference approach 
must be trained with training data that represent the greatest 
possibilities of application [22]. In this study, we used the 
data which was collected from cloud computing experts and 
cloud users. An online-based survey was developed in order 
to collect more data sets from different locations. The survey 
with the designed research questions was conducted to collect 
values for the most important variables which had already 
been selected to present the trust value in a cloud-based 
e-learning application. 
Defining Problems 
Defining Variables 
Data Collection 
Design 
Implementation 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
D. Design Fuzzy Model 
Fuzzy logic theory is used so as to extend the mathematics 
ontology in a certain method with fuzziness in order to help 
make an intelligent decision. By basing our research on the 
application of fuzzy logic technique to the cloud services 
environment, we aim to solve the problem of uncertainty in 
the evaluation of trust for cloud providers. The proposed 
fuzzy logic method in this paper uses three fuzzy sets for the 
input factors and five fuzzy sets for the parameters of output. 
The three fuzzy sets which are low (L), medium (M) and high 
(H) are used to characterize the fuzzy value for each input 
which are scalability, availability, security and usability. The 
fuzzy sets that represent the output parameters are: very poor 
(VP), poor (P), good (G), very good (VG) and excellent (E). 
 
The use of three fuzzy sets for four inputs as shown in 
Figure 3, will generate 241 fuzzy rules. This takes into 
consideration all possible combinations of inputs. This is a 
large number of rules and many of these rules are unnecessary 
when using the Sugeno fuzzy technique. Hence, the neural 
networks [23] will be used to reduce the 
 
 
 
 
 
  
 
 
 
 
 
 
 
Figure. 3. Sugeno fuzzy inference model 
 
 number of fuzzy rules. So, the proposed model provides a 
more convenient method of evaluating the trust value of cloud 
providers. Table 2 shows the sample’s fuzzy rules for input 
factors and the assigned values for output. The type of 
membership function for inputs and output that can be used 
depends on the nature of the system’s attributes. In this paper, 
the gbell membership function is used because this is the 
simplest membership function that can present the input data 
and give a better view when we analyse the experiment 
results. 
 
Table. 2.  Samples of fuzzy rules for trust evaluation of IaaS 
 
IF 
Sca 
AND 
Avi 
AND 
Sec 
AND 
(Usa) 
Then 
T 
L L L L VP 
M L L M P 
M M L M G 
L M M L P 
M L M M G 
H L L H P 
M M M M G 
H H L H G 
L H H L G 
H L H H VG 
H M M H G 
M H M M G 
H M H H VG 
The proposed system will help cloud users to make 
intelligent decision in simple method. Figure 4 explain the 
main process for trust decision making for cloud providers. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure. 4. Trust decision making process for cloud providers 
 
 
The basic processes for the proposed model are 
explained as follows: 
1) The first step of the proposed method is defining the 
fuzzy sets for all factors and fuzzy sets for the output 
which is the trust value for cloud providers. Then, 
requesters for trustworthiness about a service 
provider can set the weights for each factor; this step 
depends on the application of cloud services. If 
requesters do not like to provide these weights, the 
proposed fuzzy system will deal with all factors 
equally.  Figure 5 describes the processes of the 
proposed system. 
 
 
 
  
 
 
 
    Fugure.5.  Fuzzy model processes 
 
 
2) The second step is the fuzzification. In this part of the 
process, all inputs are assigned to the appropriate 
degree of the fuzzy sets of input. This process uses a 
membership function to determine the degree of 
input to the fuzzy set. 
3) Select the fuzzy membership function. Membership 
function is a function that determines how each of 
the values in the input range belong to the input 
space of the membership value. The membership 
range is between 0 and 1. Figure 6 presents one of 
the membership functions of the scalability factor. 
Define fuzzy sets for 
fuzzy inputs 
Defuzzification steps 
Determine the 
membership degree 
 
Set weights for trust 
factors 
 
Use crisp values to 
evaluate trust for cloud 
providers 
  
Sugeno Fuzzy 
Inference 
System 
 
 
Scalability 
Availability 
Security 
Usability 
Scalability 
Fuzzy logic 
 
Fuzzification Fuzzy engine Defuzzificatio
 
Input factors Trust Degree 
  
 
 
   Figure. 6.  Membership function of the scalability factor 
  
4) Design fuzzy rules. In this paper, we select the most 
important rules of the inference system based on the 
neural  networks [23]. Discussions and an online 
survey are used to determine the means of selecting 
fuzzy rules that give our system more accurate and 
better performance. 
5) Sugeno fuzzy inference engine. The mean technique 
which is used in the proposed model is the Sugeno 
fuzzy inference method. Sugeno’s method is one of 
the most popular control approaches which uses the 
fuzzy theory. The Sugeno fuzzy inference takes the 
fuzzy set of inputs to produce a final output value as 
a crisp value.. 
6) Defuzzification. This type of fuzzy method uses 
centroid calculation in the process of defuzzification 
to produce a single output value. 
 
IV. EXPERIMENT 
This section shows our methodology for verifying the 
proposed trust calculation model for cloud-based online 
services. In this section, the implementation of the proposed 
model is provided with the final results of the experiment. The 
fuzzy logic toolbox of Matlab is used to design and implement 
our model. This toolbox includes ready functions and 
calculation methods to implement more than one type of fuzzy 
inference systems such as the Mamdani and Sugeno inference 
system. In our model, we use the Sugeno fuzzy method with 
gbell membership function for inputs and output. Figure 7 
presents the main model for the fuzzy logic system. We used 
FIS editor in Matlab to develop the model. The proposed 
model was implemented with four input factors: scalability, 
availability, security, and usability. These four inputs are 
directed as inputs to the fuzzy inference system implemented 
with the Sugeno method. 
 
 
 
Figure.7.  FIS editor interface. 
 
Using the FIS editor, we have trained the system with 54 
datasets among the 81 datasets which were collected for this 
experiment. Figure 8 shows the system after the training 
process. 
 
 
 
 
   Figure. 9. Training data sets 
 
 
In the training process, we undertake two main steps. The 
first step is to learn the model structure. IF-THEN rules and 
the knowledge from experts are used to learn the system in the 
first step. In the second step, we use membership functions 
and select the related rules to learn the parameters of inputs.  
Figure 10 shows the proposed system after the training 
process using two training steps. 
 
  
 
 
Figure. 10.  Fuzzy inference system after training steps. 
 
V. CONCLUSION 
In this paper, a trust evaluation scheme based on fuzzy 
logic system is described. The proposed scheme enables 
cloud users to evaluate the trustworthiness of cloud services 
providers when creating or shifting their distributed systems 
to cloud data centres. Our evaluation method uses the 
cloud-based e-learning system with certain factors such as 
security and availability as an example of a cloud-based 
service. We believe the proposed model provides a valid 
method, since the obtained results of the experiments are 
close to the model output using the real data sets. This 
fuzzy-based model can be extended for use with additional 
input factors. Moreover, our model can also be extended to 
various web-based applications such as e-commerce 
applications etc.   
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Abstract. Cloud computing has changed the strategy used for providing distributed services to 
many business and government agents. Cloud computing delivers scalable and on-demand 
services to most users in different domains. However, this new technology has also created 
many challenges for service providers and customers, especially for those users who already 
own complicated legacy systems. This paper reviews the challenges related to the concepts of 
trust, SLA management, and cloud computing. We begin with a survey of cloud computing 
architecture. Then, we discuss existing frameworks of service level agreements in different 
domains such as web services and grid computing. In the last section, we discuss the 
advantages and limitations of current performance measurement models for SOA, distributed 
systems, grid computing, and cloud services. Finally, we summarize and conclude our work.       
Keywords: SLA, Measurement, Cloud computing 
 
1   Introduction 
Cloud computing has been the focus of active and extensive research since late 2007. 
Before the term ‘cloud’ was coined, there was grid technology. Now, the hot topic of 
research is cloud and more proposed frameworks and models of various solutions for 
the new technology have started to be applied to the cloud architecture. In this 
section, we survey the literature in order to determine the most appropriate definition 
of “cloud computing”. Also, we review the different architectural frameworks and the 
common challenges that may present major problems for providers and customers 
who are interested in understadning this type of distributed computing. 
    The Google trends report shows that cloud computing had surpassed grid 
computing by late 2007. 
 
 Fig. 1. Cloud computing trend, source, Google search engine 
 
2   Definition 
Experts and developers who investigate issues and standards related to cloud 
computing do not necessarily have the same technology background. In research 
projects, professionals from grid technology, SOA, business, and other domains of 
technology and management have proposed several concepts to define cloud 
computing. These definitions of cloud computing still need to be presented in a 
common standard to cover most technology and other aspects of cloud computing 
architecture. 
    In the context of networking and communication, the term “cloud” is a metaphor 
for the common internet concept [1]. The cloud symbol is also used to present the 
meaning of network connection and the way that the cloud technology is provided by 
internet infrastructure. “Computing” in the context of the cloud domain refers to the 
technology and applications that are implemented in the cloud data centers [2]. 
    In [3], Vaquero et al. comment on the lack of a common definition of cloud 
computing. They state that developers and business decision makers confuse the 
understanding of the technology with the features of cloud data centers. So, large 
budgets may be allocated to implement private or even public cloud data centers. 
However, these data centers face several problems when users or public customers 
want to connect the interfaces of their legacy systems with the new technology of 
cloud architecture. Vaquero et al. link the challenge of maximizing the revenue of 
building cloud technology to professionals who are involved in distributed services. 
Because they come from a traditional computing domain, they are confused about the 
other concepts of distributed services such as grid and web services. The definition 
used in [3] is as follows: 
    “Clouds are a large pool of easily usable and accessible virtualized resources 
(such as hardware, development platforms and/or services). These resources can be 
dynamically re- configured to adjust to a variable load (scale), allowing also for an 
optimum resource utilization. This pool of resources is typically exploited by a pay-
per-use model in which guarantees are offered by the Infrastructure Provider by 
means of customized SLAs”. 
 
    Although, this definition presents the main features of cloud computing, it does not 
encompass other important components of cloud architecture which include the 
method of establishing and managing network, applications, and supporting services. 
    Wang [4] defines cloud computing as: 
     “A computing Cloud is a set of network enabled services, providing scalable, QoS 
guaranteed, normally personalized, inexpensive computing infrastructures on 
demand, which could be accessed in a simple and pervasive way”. 
 
    Wang’s definition of cloud focuses on the technical aspects of services. Business 
and functional characteristics are absent from the proposed definition. On other hand, 
Gruman and Knorr [5] explain the main technical concepts of a cloud services model 
and define cloud computing from the developers’ perspective. The authors show how 
the cloud computing architecture takes advantage of the way that different distributed 
services (mainly web services and SOA) are implemented. Two types of cloud 
services are presented along with this definition; they define SaaS and PaaS. Despite 
the importance of IaaS as a main component of cloud architecture, they do not 
adequately discuss this type of cloud delivery model. 
 
    In this paper, we adopted and considered the definition provided by U.S. NIST 
(National Institute of Standards and Technology) [6], according to which “Cloud 
computing is a model for enabling convenient, on demand network access to a share 
pool of configurable computing resources (e.g., networks, servers, storage, 
applications, and services) that can be rapidly provisioned and released with minimal 
management afford or service provider interaction” [6]. 
 
The shortcomings of the proposed definitions of cloud computing given above 
are as follows: 
1. None of the definitions consider cloud computing from the technical and 
business perspectives. This would cause confusion to decision makers in 
large organizations, especially when they want to define the parameters 
of a costing model of cloud services. 
2. Existing cloud definitions do not specify the onus of responsibility in 
cases of poor QoS delivery. 
3. Most of the proposed definitions consider specific types of cloud 
services, whereas a comprehensive definition of cloud should clearly 
define all classes of cloud services. 
4. The proposed definitions do not consider a definition of cloud users. 
  
    The following tables include the scope of definitions and list the main 
shortcomings of the definitions discussed above: 
Table 1. Conclusion of cloud definitions 
Reference  The scope of definition  Missing 
Vaquero [3] Define architecture and service 
model 
Management, supporting, 
and trust concepts  
Wang [4] Technical concepts Business and functional 
characteristics 
Gruman [5] Comparison between cloud 
computing and web services, 
and SOA 
Definition of IaaS, and 
DaaS 
Mell [6] Technical features, 
management, and security 
concepts 
Costing and billing model 
 
 
 
3   Taxonomy of Cloud Computing 
Buyya [7] presents more than fifteen characteristics to distinguish cloud computing 
from other distributed systems. Buyya uses scalability, automatic adaption, 
virtualization, and dynamic model of billing as main concepts to construct the 
architecture of cloud computing. Moreover, he explains how cloud services can be 
delivered to different types of users. For instance, users who want to develop small 
size applications may connect to one of the PaaS such as Microsoft Azure [8] without 
the need to install any of the development tools. Hoefer [9] identifies a clear 
taxonomy framework for existing categories of cloud services. The class of cloud 
services is described in a tree-structured taxonomy, and the unique characteristics of 
each model of service are used to identify each node of the proposed tree structure. 
Hoefer’s classification provides a clear comparison of cloud services at high level on 
the tree structure. However, at the base of the structure, the taxonomy of cloud 
services is not enough to distinguish services in more detail. The taxonomy presented 
by Laird in [10] defines cloud technology from the perspective of service providers. 
The proposed taxonomy presents the common vendors of cloud services. Laird 
presents two classifications of services. The first class defines the infrastructure of 
cloud services, and the second one defines the services based on cloud features such 
as security, billing, and applications which are built into the system. Rimal [11] 
presents a comprehensive framework for the architecture of cloud computing. He 
describes the taxonomy of cloud services with more focus on the management domain 
of cloud contents. The concepts of management, business, billing, and support of 
cloud services are defined in great depth in order to present the cloud architecture as a 
new business model. The main advantage of the proposed work by Rimal is that 
relationships between security features and cloud components are provided as a part 
of the comparison of service models in cloud computing. The taxonomy proposed by 
Oliveira [12] classifies the concepts of cloud computing according to dimensions of 
cloud architecture, business model, technology infrastructure, pricing, privacy, and 
standards. The proposed taxonomy is provided in a hierarchical tree with parent and 
child relationships. Oliveira uses SaaS, PaaS, IaaS, and DaaS as sub-taxonomy for the 
business model. This classification is used in the literature of cloud computing to 
distinguish the service delivery for end users of cloud services. These sub-taxonomy 
terms may cause confusion in understanding the way that various business models are 
constructed for cloud services. The taxonomy proposed by Oliveira describes the 
concepts of cloud architecture from the perspective of e-science. Therefore, many of 
the technical aspects of cloud computing are missing from the proposed taxonomy. 
 
 
2   Service Level Agreements 
A service level agreement is a document that includes a description of the agreed 
service, service level parameters, guarantees, and actions for all cases of violation. 
The SLA is very important as a contract between consumer and provider. The main 
idea of SLAs is to give a clear definition of the formal agreements about service terms 
like performance, availability and billing. It is important that the SLA include the 
obligations and the actions that will be taken in the event of any violation, with 
clearly expressed and shared semantics between each party involved in the online 
contract. 
    This section discusses works related to SLAs in three domains of distributed 
services. Firstly, we discuss the proposed SLAs structure for web services. Secondly, 
the frameworks of SLAs designed to grid computing are reviewed; thirdly, we discuss 
the main works that specifically focus on cloud computing. Finally, we include in this 
section the main shortcomings of these SLA frameworks.  
A)  SLAs for Web Services 
Several specifications for defining SLAs have been proposed for web services. 
WSLA language [13] introduces a mechanism to help users of web services to 
configure and control their resources in order to meet the service level. Also, the 
service users can monitor SLA parameters at run time and report any violation of the 
service. WSLA was developed to describe services under three categories: 1) Parties: 
in this section, information about service consumers, service providers, and agents are 
described. 2) SLA parameters: in this section the main parameters which are 
measurable parameters are presented in two types of metrics. The first is resource 
metrics, a type of metrics used to describe a service provider’s resources as row 
information. The second one is composite metrics. This metrics is used to calculate 
the combination of information about a service provider’s resources. The final section 
of the WSAL specification is Service Level Objective (SLO). This section is used to 
specify the obligations and all actions when service consumers or service providers do 
not comply with the guarantees of services. The WSLA provides an adequate level of 
online monitoring and contracting, but does not clearly specify when and how a level 
of service can be considered a violation. WSOL [14] is a service level specification 
designed mainly to specify different objectives of web services. Defining concepts of 
service management, cost and other objectives of services can be presented in WSOL. 
However, WSOL cannot adequately meet the objectives of the new paradigm of cloud 
computing.  
WS-Agreement [15] is created by an Open Grid Forum (OGF) in order to create an 
official contract between service consumers and service providers. This contract 
should specify the guarantees, the obligations and penalties in the case of violations. 
Also, the functional requirements and other specifications of services can be included 
in the SLA. The WS-Agreement has three main sections: name, context, and terms. A 
unique ID and optional names of services are included in the name section. The 
information about service consumer and service provider, domain of service, and 
other specifications of service are presented in the context section. Terms of services 
and guarantees are described in greater detail in the terms section. These types of 
online agreements were developed for use with general services. For cloud 
computing, service consumers need more specific solutions for SLAs in order to 
reflect the main parameters of the visualization environment; at the same time, these 
SLA solutions should be dynamically integrated with the business rules of cloud 
consumers. 
    The primary shortcomings of these approaches is that they do not provide for 
dynamic negotiation, and various types of cloud consumers need a different structure 
for the implementation of SLAs to integrate their own business rules with the 
guarantees that are presented in the targeted SLA. 
B) SLAs for Grid Computing 
In the context of grid computing, there are a number of proposed specifications which 
have been developed especially to improve security and trust for grid services. In 
[16], an SLA-based knowledge domain has been proposed by Sahai to represent the 
measurable metrics for business relationships between all parties involved in the 
transaction of grid services. Also, the author proposed a framework to evaluate the 
management proprieties of grid services in the lifecycle. In this work, business 
metrics and a management evaluation framework are combined to produce an 
estimated cost model for grid services. In our research, we extend this approach in 
order to build a general costing model based on the technical and business metrics of 
the cloud domain. The framework proposed in this work lacks a dynamic monitoring 
technique to help service customers know who takes responsibility when a service 
level is not provided as specified in SLA documents. Leff [17] conducted a study of 
the main requirements to define and implement SLAs for the grid community. The 
author provides an ontology and a detailed definition of grid computing. Then, a 
scientific discussion is presented about the requirements that can help developers and 
decision makers to deploy trusted SLAs in a grid community. A basic prototype was 
implemented in order to validate the use of SLAs as a reliable technique when the 
grid service provider and customer need to build a trusting relationship. The 
implementation of the framework in this study does not consider important aspects of 
security and trust management in grid computing. Keung [18] proposed an SLA-
based performance prediction tool to analyse the performance of grid services. Keung 
uses two sources of information as the main inputs for the proposed model. The 
source code information and hardware modelling are used to predict the value of 
performance metrics for grid services. The model proposed by Keung can be used in 
other types of distributed computing. But in the cloud environment, this model cannot 
be integrated with a dynamic price model of cloud services. It needs to be improved 
by using different metrics for cost parameters to reflect the actual price of cloud 
services. The system proposed by Padget in [19] considers the response time of 
applications in the grid systems. The main advantage of the proposed system is that it 
can predict the CPU time for any node in the grid network before conducting the 
execution. When Padget tested the adaptation SLA model using a real experiment on 
the grid, the prediction system produced values for response time close to the values 
obtained when users executed the same application on the grid. Noticing the delay 
recorded for the large size of executed files, the author claims that the reason for this 
delay is the external infrastructure such as internet connections. The author also 
discusses the impact of the time delay caused by external parties to the reputation of 
service providers when using SLA management systems. Although the author 
provides a good method for calculating the response time for grid resources, other 
metrics such as security and management metrics, are absent in this work.      
C) SLAs for Cloud Computing 
The context of this research is the management of service level agreements in cloud 
communities. In the sections above, we presented the frameworks and models in the 
current literature that are designed mainly for managing SLAs in traditional 
distributed systems. In this section, SLAs and approaches to agreement negotiations 
in the cloud community are presented. 
    Valdimir [20] describes the quality of services related to cloud services and 
different approaches applied to map SLA to the QoS. Services ontology for cloud 
computing is presented in order to define service capabilities and the cost of service 
for building a general SLAs framework. The proposed framework does not consider 
all types of cloud services; it is general and was tested on the Amazone EC2 only. It 
also needs to consider other types of cloud providers such as PaaS, DaaS, and SaaS. 
Our framework in this research considers this issue in the validation phase of the 
research. The framework developed by Hsien [21] focuses on software as a service 
model of delivery in cloud computing. More details are provided on how the services 
can be integrated to support the concept of stability of cloud community especially for 
SaaS. 
 
 
The Shortcomings of the Proposed Works for SLAs in the Context of Distributed 
Services  
    The frameworks and structures that were discussed in previous sections have the 
following problems: 
1. The existing frameworks focus more on the technical attributes than on the 
security and management aspects of services. 
2. The proposed structures of SLAs in the above domains do not include a clear 
definition of the relationship between levels of violation and the cost of 
services. 
3. Most of the above studies do not integrate a framework of trust management 
of the service provider with the collected data from monitoring systems of 
SLAs. 
4. The concepts and definitions of service objectives and service descriptions 
included in SLAs are not easy to understand, especially for business decision 
makers. 
5. The proposed works for cloud environments focus more on the evaluation of 
virtualization machines on local servers than on existing cloud service 
providers. 
6. Most of the proposed structures of SLAs are defined by technical experts. 
 
4   Performance Measurements Models 
Cloud providers have been increased to deliver different models of services. These 
services are provided at different levels of quality of services. Cloud customers need 
to have a reliable mechanism to measure the trust level of a given service provider. 
Trust models can be implemented with various measurement models of services. As a 
part of this research, we investigate the use of a measurement approach in order to 
develop a general trust model for cloud community. In this section, the measurement 
model of SOA, distributed, and grid services will be reviewed. 
A) SOA Performance Models 
Kounev et al. in [22] propose an analytical approach to modelling performance 
problems in SOA-based applications. The authors discuss the different realistic J2EE 
applications for large systems of SOA architecture. A validated approach has been 
tested for capacity planning of the organizations that use distributed services as an 
outsourcing infrastructure. The advantage of the proposed method is its ability to 
predict the number of application servers based on the collected information of SLA 
metrics. Walter et al. [23] implemented a simulation tool to analyse the performance 
of composite services. Authors used an online book store as a case study to simulate 
experiment scenarios. They focus on measuring communication latency and 
transaction completion time. Real data sets were compared with the simulation 
results. The authors state that the simulation tool presents results that approximate 
those of the real data. This type of simulation can be extended and applied to other 
distributed services. For cloud computing, more efforts is required to make this 
technique compatible with existing interfaces of cloud providers. Rud et al. in [24] 
use the WS-BPEL composition approach to evaluate the performance of utilization 
and throughput of SOA-based systems in large organizations. They developed the 
proposed methodology using a mathematical model in order to improve the processes 
of service level agreements in the SOA environment. The main focus of Rud’s 
method is on the management aspects of services. However, this approach does not 
consider performance issues of response time, data storage, and other metrics of 
technical infrastructure. For the optimization of total execution time and minimization 
of business processes cost, Menasce in [25] provides an optimized methodology 
based on the comparison of performance metrics of SOA-based services. In this 
study, Menasce developed the proposed method to estimate the cost level of all 
services which are registered in the SOA directory under medium sized organizations. 
Then, the cost metric is compared to the real performance of services. The parameters 
of the performance metrics can be selected by service customers. So, the proposed 
model can be used for different types of services. Although, the proposed method 
produces a high level of reliability and usability, issues such as risk management, and 
trust mechanisms of the relationship between service providers and service customers 
are not discussed in more details.         
 
B) Distributed Systems Performance Models 
Kalepu et al. [26] propose a QoS-based attribute model to define the non-functional 
metrics of distributed services. Availability, reliability, throughput, and cost attributes 
are used in their work to define performance of resources of a given service provider. 
Two approaches of resources are used to calculate the final value of reputation. The 
first resource is the local rating record. Ratings of services which are invoked by local 
customers are stored in this record. In the second resource, global ratings of all 
services that are executed on resources of a given service provider are stored. 
Although, Kalepu et al. discuss the need to use SLA parameters to calculate the value 
of performance metrics, they do not explain how these parameters can be linked to the 
local global resources of a rating system. In [27], Yeom et al. provide a monitoring 
methodology of the performance parameters of service. The proposed methodology 
uses the broker monitoring systems to evaluate the performance of resources of a 
service provider. Collected data of performance metrics are not maintained on the 
service consumer database. This method incurs low cost in terms of implementing 
measurement architecture but more risk in terms of privacy, availability of data, and 
security. Such risks are not easy to control, especially in the case of multi tenant 
distributed systems. Kim et al. in [28] analyse the quality factors of performance level 
of services and propose a methodology to assign priorities message processing of 
distributed web services based on the quality factors of services. This assigning aspect 
of their framework is a dynamic process in different service domains. They claim that 
their framework satisfies the agreement regarding service level in web services. The 
validation methodology of the proposed work lacks a clear definition of the 
evaluation criteria and a description of the way in which the experiment was 
conducted to produce the claimed results. The work proposed by Guster et al. in [29] 
provides an evaluation methodology for distributed parallel processing. In the 
proposed method, authors use a parallel virtual machine (PVM) and real hosting 
servers to compare the results of their experiments. The efficiency of the evaluation 
method performed better in PVM for the processing time. In the real server 
environment, the experiments presented better performance in terms of 
communication time. The evaluation of this work does not include the 
implementation processes and the experiment results are not clearly explained. 
C) Cloud Computing Performance Models 
Several studies already exist on the scalability of virtual machines. Most of these 
studies considered the measurement of performance metrics on the local machines. 
The background loads of tested machines are controlled to compare the results of 
performance with a different scale of loads. Evangelinos and Hill [30] evaluated the 
performance of Amazon EC2 to host High Performance Computing (HPC). They use 
a 32-bit architecture for only two types of Amazon instances. In our study, we run 
various experiments on most types of Amazon EC2 instances. These instances are: 
small, large, extra large, high CPU, medium, and high CPU extra large instance. 
Jureta, and Herssens [31] propose a model called QVDP which has three functions: 
specifying the quality level, determining the dependency value, and ranking the 
quality priority. These functions consider the quality of services from the customers’ 
perspective. However, the performance issues related to cloud resources are not 
discussed and details are missing regarding the correlation of the quality model with 
the costing model of services. Cherkasova and Gardner [32] use a performance 
benchmark to analyse the scalability of disk storage and CPU capacity with Xen 
Virtual Machine Monitors. They measure the performance parameters of visualization 
infrastructure that are already deployed in most data centres. But they do not measure 
the scalability of cloud providers using the visualization resources. However, our 
proposed work profiles the performance of virtualization resources that are already 
running on the infrastructure of existing cloud providers. 
The Shortcomings of the Proposed Works for Above Performance models  
1. The above proposed models for evaluating the virtualization services focus 
on how to measure the performance of virtual machines using local 
experiments. However, the techniques used for measuring the actual 
resources of cloud providers need further refinement in order to ensure some 
level of trust between service providers and the customers. 
2. Most of the proposed works on performance evaluation do not allow service 
customers to specify the parameters of performance metrics. In cloud 
computing, service customers need a more flexible and dynamic approach to 
modify the parameters of performance metrics in order to solve the problem 
of dynamic changes of service requirements and business models of 
customers. 
3. The experiments using the above proposed models do not specify the 
benchmarks for the performance evaluation. 
4. In cloud computing architecture, the relationship between performance 
monitoring and costing metric is very important. The proposed models do 
not link the results of performance monitoring with the actual cost metric of 
services. So, service customers are not able to build a trust relationship with 
service providers without having a real cost model of services 
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