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Abstract
In this paper, we give a homotopy classification of continuous maps between two simply
connected four manifolds M, N and design an algorithm and program to give explicit computations.
Some calculations for self-maps of a rational surface and manifolds of type E8 are given as examples.
© 2005 Elsevier Ltd. All rights reserved.
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1. Introduction
Suppose M, N be two simply connected four dimensional topological manifolds with
base points and [M, N] be the homotopy set of all homotopy classes of continuous
maps from M to N preserving their base points. By the work of Whitehead and Milnor,
the homotopy types of M, N are completely determined by their intersection forms or
cohomology rings. So the homotopy set [M, N] should be determined by intersection
forms or cohomology rings of M, N .
A natural problem in topology arises:
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Problem A. Give an explicit algorithm to compute [M, N] from the data of intersection
forms or cohomology rings of M, N .
In homotopy theory, it is well known that M, N can be given CW-complex
decompositions (see Whitehead, 1950; Milnor and Husemoller, 1973).
M =
m∨
i=1
S2 ∪ f D4, N =
n∨
i=1
S2 ∪g D4
where m, n is respectively the rank of π2(M) and π2(N), f ∈ π3(
m∨
i=1
S2), g ∈ π3(
n∨
j=1
S2)
is respectively the attaching map of the four cell of M, N . Let M1 =
m∨
i=1
S2, N1 =
n∨
j=1
S2;
the homotopy types of M, N are also determined by attaching maps f ∈ π3(M1) and
g ∈ π3(N1).
Suppose the natural embeddings of m S2’s in M1 give generators x1, . . . , xm ∈ π2(M1).
By Hilton’s theorem (Hilton, 1955), we have π3(M1) = mπ3(S2)⊕ 12 m(m−1)π3(S3) with
m generators xi ◦ η, 1 ≤ i ≤ m, and 12 m(m − 1) generators [xi , x j ], 1 ≤ i, j ≤ m, i > j ,
where η is the Hopf map η : S3 → S2 and [xi , x j ] is the Whitehead product of xi , x j . The
attaching map f ∈ π3(M1) of M can be written as
f = aii
m∑
i=1
xi ◦ η +
∑
1≤ j<i≤m
ai j [xi , x j ], ai j ∈ Z.
Since xi ◦ η = 12 [xi , xi ] and [xi , x j ] = [x j , xi ], we can write f as a quadratic form
f = 1
2
∑
1≤i, j≤m
ai j [xi , x j ] = 12 x
t Ax
where x = (x1, . . . , xm)t and A = (ai j )1≤i, j≤m is a unimodular symmetric m ×m integral
matrix. Be careful when xi meet x j ; this means to do Whitehead product [xi , x j ].
It deserves mention that xi ∈ π2(M1), 1 ≤ i ≤ m can also be regarded as generators
of π2(M), H2(M1,Z) or H2(M,Z). For xi , x j ∈ H2(M,Z), let xi · x j denote the
intersect product of xi and x j ; from Cochran and Habegger (1990), the intersection matrix
(xi · x j )m×n is the inverse of the matrix A. If we denote by x∗i the Kronecker dual of
xi ∈ H2(M,Z) and fix an orientation generator αM ∈ H 4(M,Z), then x∗i ∪ x∗j = ai j αM .
Similarly, for N , we have generators y1, . . . , yn ∈ π2(N1) and a unimodular symmetric
n × n matrix B . So an equivalent form of Problem A is
Problem B. Give an explicit algorithm to compute [M, N] from the matrices A, B .
In this paper, we will give a solution to Problem B. Our method is of a typical homotopy
theory nature. Let i : M1 → M be the inclusion. Consider the natural induced map
i∗ : [M, N] → [M1, N]; it is obvious that [M, N] = ⋃
u∈Im i∗
i∗−1(u). So to understand
the set [M, N], we first compute Im i∗, then determine the set i∗−1(u) for each u ∈ Im(i∗).
This decomposes Problem B into the following Problems B1 and B2.
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Problem B1. Single out those u ∈ Im i∗ from data of matrices A, B .
Problem B2. Determine the set i∗−1(u) from u and matrices A, B .
For u ∈ [M1, N], we can give an m × n matrix U = (ui j )m×n to represent u, and
ui j satisfies u(xi ) = ui j y j . Let ui = u(xi ), then we can also regard u as a vector
u = (u1, . . . , um)t . The elements in Im i∗ are just the homotopy classes in [M1, N] which
can be extended from the subspace M1 to the whole space M . We have
Theorem 1.1. For u ∈ [M1, N], u ∈ Im i∗ if and only if there is an integer k such that the
associated matrix U satisfies Ut AU = k B for some integer k.
The set i∗−1(u) is the set of all homotopy classes in [M, N] that extend u. It can be
computed using techniques from obstruction theory. In fact we have
Theorem 1.2. For u ∈ Im i∗, there is a natural Abelian group structure on i∗−1(u) and
i∗−1(u) ∼= π4(N)/Im∆( f, u), where Im∆( f, u) is a subgroup of π4(N) which depends
on u.
For the definition of Im∆( f, u), see Section 3. Both π4(N) and Im∆( f, u) can be
effectively computed, so we can give an explicit algorithm to compute i∗−1(u) for u ∈
Im i∗. In fact for u ∈ Im i∗, we can construct an integral matrix M(A, B, U) which has
mn + mn(n − 1)/2 + 1 + n + n + n(n − 1)/2 rows and n + n(n − 1)/2 + (n3 − n)/3
columns from matrices A, B, U . In Section 5, we describe the construction of M(A, B, U)
and give an algorithm to extract the isomorphism type of i∗−1(u) from matrix M(A, B, U).
Our algorithm is described in Section 5. In Section 6, we give some examples containing
the calculation for self-maps of rational surfaces and the manifold of type E8. The
isomorphism types of i∗−1(u) are given for some u.
In this paper, all spaces are supposed to have base points and all maps between these
spaces preserve their base points.
2. Low dimensional homotopy groups of M1 and M
In this section, we list some results about the low dimensional homotopy groups of M1
and M which will be needed later.
2.1. Low dimensional homotopy groups of S2, S3
Fact 2.1. 1. π2(S2) ∼= Z, with generator x given by the identity of S2.
2. π3(S2) ∼= Z, with generator given by the Hopf map η.
3. π4(S2) ∼= Z2, with generator given by η2 = η ◦ Sη, where Sη is the suspension of η.
4. π3(S3) ∼= Z, with generator given by the identity of S3.
5. π4(S3) ∼= Z2, with generator given by Sη, the suspension map of η.
2.2. Low dimensional homotopy groups of M1
Fact 2.2. 1. π2(M1) = mπ2(S2) with generators x1, . . . , xm.
2. π3(M1) = mπ3(S2) ⊕ 12 m(m − 1)π3(S3) with m generators xi ◦ η, 1 ≤ i ≤ m, and
1
2 m(m − 1) generators [xi , x j ], 1 ≤ i, j ≤ m, i > j .
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3. π4(M1) = mπ4(S2) ⊕ 12 m(m − 1)π4(S3) ⊕ 13 (m3 − m)π4(S4) with m Z2-generators
xi ◦ η2, 1 ≤ i ≤ m, 12 m(m − 1) Z2-generators [xi , x j ] ◦ Sη, 1 ≤ i, j ≤ m, i > j , and
1
3 (m
3 − m) Z-generators [[xi , x j ], xk], 1 ≤ i, j, k ≤ m, i > j ≤ k.
4. π4(SM1) = mπ4(S3) with generators Sηi = S(xi ◦ η), 1 ≤ i ≤ m.
2.3. Low dimensional homotopy groups of M
Consider the homomorphism i∗ : π∗(M1) → π∗(M). Denote i∗(xi ) ∈ π2(M) by the
same symbol xi , then
Fact 2.3. 1. π2(M) ∼= π2(M1) = mZ with generators x1, . . . , xm.
2. π3(M) = 12 (m2 + m − 2)Z with m generators xi ◦ η, 1 ≤ i ≤ m, and 12 m(m − 1)
generators [xi , x j ], i > j, 1 ≤ i, j ≤ m, and a relation f = 0.
The computation of π4(M) is harder than those of π2(M) and π3(M). In
Cochran and Habegger (1990), Cocharn and Habegger computed the group π4(M). We
list their result.
Theorem (Cochran–Habegger). For a simply connected four manifold M, there is a split
short exact sequence
0 → π4(S3) ⊕ π2(M) θ→ π4(M1) i∗→ π4(M) → 0
where θ(a, b) = f ◦ a + [ f, b].
Corollary 2.1. π4(M) ∼= 12 (m2 + m − 2)Z2 ⊕ 13 m(m − 2)(m + 2)Z with m generators
xi ◦ η2, 1 ≤ i ≤ m, and 12 m(m − 1) generators [xi , x j ] ◦ Sη, i > j, 1 ≤ i, j ≤ m, and
1
3 (m
3 −m) generators [[xi , x j ], xk], i > j ≤ k, 1 ≤ i, j, k ≤ m, with relations f ◦ Sη = 0
and [ f, xi ] = 0, 1 ≤ i ≤ m.
3. Homotopy theory and obstruction theory
We need some general results about the homotopy set from an induced cofibration space
M of a map f to a space N . For references of this section, see Baues (1977) and Rutter
(1967).
Let f : S3 → M1 be the attaching map of four manifold M , then M has the
same homotopy type with the reduced mapping cone C f of map f . We have a principal
cofibration homotopy sequence induced by f .
S3 f→ M1 i→ M j→ S4 S f→ SM1 Si→ SM→· · ·
where j is the map pinching M1 ⊂ M to a point in M .
Given a space N , we have the associated Puppe sequence.
· · · → [SM, N] (Si)
∗
→ [SM1, N] (S f )
∗
→ [S4, N] j
∗
→ [M, N] i∗→ [M1, N] f
∗
→ [S3, N]
this sequence is exact (see Whitehead, 1978, p. 134).
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By Eckmann and Hilton (1960), there is a homotopy coaction µ : M → M ∨ S4 of S4
on M  C f . This coaction induces an action K : [S4, N] × [M, N] → [M, N]
K (α, u0) = ∇ ◦ (α ∨ u0) ◦ µ : M µ→ S4 ∨ M α∨u0→ N ∨ N ∇→ N,
α ∈ [S4, N], u0 ∈ [M, N].
By standard facts in obstruction theory, we have
Fact 3.1. u ∈ Im i∗ ⇐⇒ u ∈ ker f ∗ (i.e. f ∗(u) = u ◦ f = 0).
For u ∈ Im i∗, let ˜[M, N]u be the extension homotopy set of u, i.e. the set of all
extension homotopy classes of u relative to M1 (i.e. two extensions u0, u1 of u are in
the same extension homotopy class if and only if there is a homotopy Ht : M → N from
u0 to u1 and Ht are extensions of u for all t ∈ [0, 1]).
Let ˜[M, N] = ⋃
u∈Im i∗
˜[M, N]u . The action K of [S4, N] on [M, N] can be extended
similarly to an action K˜ : [S4, N] × ˜[M, N] → ˜[M, N] and there is an equivariant natural
quotient map π : ˜[M, N] → [M, N]. We have:
Fact 3.2. For u ∈ Im i∗, u˜0 ∈ ˜[M, N]u, let [M, N]u = π( ˜[M, N]u) and u0 = π(u˜0), then
1. ˜[M, N]u is the orbit of u˜0 under the action K˜ , and K˜ (−, u˜0) : [S4, N] →
[M, N]u , α → K (α, u˜0) is bijective.
2. i∗−1(u) = [M, N]u , and the orbit of u0 under the action K is i∗−1(u).
3. Let the isotropy subgroup of u0 under K be Gu0 , then Gu0 is independent to u0 and
i∗−1(u) ∼= π4(N)/Gu0 .
The group Gu0 in π4(N) can be determined in homotopy theory by the data of f, g
and u. In Barcus and Barratt (1958), Barcus and Barratt constructed a homomorphism
fu : [SM1, N] → [S4, N] depending on f, u and Gu0 = Im fu . This map was generalized
by Rutter to a more general case in Rutter (1967), where the symbol ∆( f, u) was used.
Rutter also got an exact sequence which generalizes the Puppe sequence. In our case it is:
· · · → [SM1, N] ∆( f,u)−→ [S4, N] K (−,u0)−→ [i∗−1(u)]u0 i
∗→ [M1, N]u f
∗
→ [S3, N]
here [i∗−1(u)]u0 (resp. ([M1, N]u )) is the homotopy set with u0 (resp. u) as base point.
Fact 3.3. For u ∈ Im i∗, i∗−1(u) ∼= π4(N)/Im∆( f, u), thus [M, N] ∼=⋃
u∈ker( f ∗)
π4(N)/Im∆( f, u).
4. Computation of Im i∗ and i∗−1(u)
4.1. Computation of Im i∗
Let the standard generators of π2(M) and π2(N) be x1, . . . , xm and y1, . . . , yn . Under
these generators, u ∈ [M1, N] can be represented by an m × n matrix U = (ui j ) such
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that u(xi ) =
n∑
j=1
ui j · y j . If we write column vectors (x1, . . . , xm)t , (y1, . . . , yn)t as
x, y, then u(x) = U y. In the following, we also regard u as u = (u1, . . . , um)t , where
ui = u(xi ) ∈ π2(N). By Fact 3.1, u ∈ Im i∗ if and only if f ∗(u) = 0 in π3(N).
Since f ∗(u) = u ◦ f = u∗( f ) = u∗( 12 xt Ax) = 12 (u(x))t Au(x) = 12 ytUt AU y, note
that in π3(N) there is only one relation g = ∑
1≤i, j≤n
1
2 bi j [yi , y j ] = 12 yt By = 0, we get
1
2 y
tUt AU y = k · 12 yt By for some k ∈ Z. So Ut AU = k B .
From u ∈ [M1, N], we can define a homomorphism hu of cohomology group hu :
H ∗(N,Z) → H ∗(M,Z) which is given by hu = i∗−1◦u∗ : H 2(N,Z) u∗→ H 2(M1,Z) i
∗−1→
H 2(M,Z) on H 2(N,Z) and hu(αN ) = kαM on H 4(N,Z). Note that k is determined by
u and it is called the mapping degree of hu by Duan and Wang (2003).
Now we can write our Theorem 1.1 more precisely as
Theorem 4.1. The following are equivalent
1. u ∈ Im i∗.
2. f ∗(u) = 0 in π3(N).
3. Ut AU = k B, for some k ∈ Z.
4. hu : H ∗(N,Z) → H ∗(M,Z) is a cohomology ring homomorphism.
Proof. We only prove (3) =⇒ (4). Let y∗1 , . . . , y∗n ∈ H 2(N,Z) be the Kronecker dual of
y1, . . . , yn . For u ∈ Im i∗, we have Ut AU = k B, k ∈ Z and k gives the common mapping
degree of all extensions of u. Since
hu(y∗i ∪ y∗j ) = hu(bi j αN ) = kbi j αM = (Ut AU)i j αM =
∑
1≤k,l≤n
uki aklul j αM
=
∑
1≤k,l≤n
uki ul j x∗k ∪ x∗l =
( ∑
1≤k≤n
uki x
∗
k
)⋃( ∑
1≤l≤n
ul j x∗l
)
= hu(y∗i ) ∪ hu(y∗j ),
hu is a cohomology ring homomorphism. 
Let Hom(H ∗(N,Z), H ∗(M,Z)) be the set of all cohomology ring homomorphisms
of N to M; the cohomology functor gives a representation H ∗ : [M, N] →
Hom(H ∗(N,Z), H ∗(M,Z)), then we have
Corollary 4.1. For u ∈ Im i∗, i∗−1(u) ∼= H ∗−1(hu).
4.2. Computation of i∗−1(0)—the special case
We will compute the case u = 0 (the homotopy class of constant map) at first. By
exactness of the Puppe sequence, i∗−1(0) = Im j∗ ∼= π4(N)/ ker j∗ = π4(N)/Im(S f )∗.
Consider the suspension map S f : S4 → SM1, since under the suspension
homomorphism S : π3(M1) → π4(SM1), S[xi , x j ] = 0 for i > j , we have
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S f = S
(
aii
m∑
i=1
xi ◦ η +
∑
1≤ j<i≤m
ai j [xi , x j ]
)
=
∑
1≤i≤m
aii S(xi ◦ η).
Recall that S(xi ◦η), 1 ≤ i ≤ m, have order 2. If A is of even type (i.e. aii = 0 for all i ),
S f = 0. So we get i∗−1(0) ∼= π4(N). If A is of odd type(A is not of even type), then there
is some i for which aii is odd. Since [SM1, N] ∼= [S3, N] ⊕ · · · ⊕ [S3, N], we can write
h ∈ [SM1, N] as (h1, . . . , hm)t , hi ∈ [S3, N]. So we have (S f )∗(h) =
n∑
i=1
aii hi ◦ Sη.
This shows Im(S f )∗ is the 2-torsion subgroup π4(N)2 of π4(N).
Summarize the above paragraphs and denote by π4(N)2 the 2-torsion subgroup of
π4(N); we have
Proposition 4.1. If M is of even type, then i∗−1(0) ∼= π4(N); if M is of odd type, then
i∗−1(0) ∼= π4(N)/π4(N)2 .
4.3. Computation of i∗−1(u)—the general case
Similar to the case u = 0, from the exact sequence
· · · → [SM1, N] ∆( f,u)−→ [S4, N] K (−,u0)−→ [i∗−1(u)]u0 i
∗→ [M1, N]u f
∗
→ [S3, N].
We have i∗−1(u) ∼= π4(N)/Im∆( f, u) (when u = 0, ∆( f, u) = (S f )∗). For
general f and u we list some properties of homomorphism ∆( f, u). From some results
in Barcus and Barratt (1958) we can derive
Fact 4.1. For f1, f2 ∈ π3(M1), u ∈ [M1, N]
1. ∆( f1 + f2, u)(h) = ∆( f1, u)(h) +∆( f2, u)(h).
2. ∆(xi ◦ η, u)(h) = hi ◦ Sη + [ui , hi ].
3. ∆([xi , x j ], u)(h) = [ui , h j ] + [hi , u j ].
By this fact
∆( f, u)(h) = aii
m∑
i=1
∆(xi ◦ η, u)(h) +
∑
1≤i< j≤m
ai j∆([xi , x j ], u)(h)
=
∑
1≤i≤m
aii (hi ◦ Sη + [ui , hi ]) +
∑
1≤ j<i≤m
ai j ([ui , h j ] + [hi , u j ]).
Let a = (a11, . . . , amm)t , then we have
Proposition 4.2. ∆( f, u)(h) = (at · h) ◦ Sη + ut Ah.
Let Λ = ut A = (Λ1, . . . ,Λm),Λi ∈ π2(N). If A is of even type, then ∆( f, u)(h) =
Λh =
m∑
i=1
[Λi , hi ]; if A is of odd type, then∆( f, u)(h) = ( ∑
1≤i≤m
aii hi ) ◦ Sη +
m∑
i=1
[Λi , hi ].
The image of homomorphism ∆( f, u) is generated by elements aii hi ◦ Sη +
[Λi , hi ], hi ∈ π3(N), 1 ≤ i ≤ m. Let hi go through generators of π3(N), we can write
Theorem 1.2 as
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Theorem 4.2. For u ∈ Im i∗, i∗−1(u) ∼= π4(N)/Im∆( f, u) and Im∆( f, u) is generated
by elements aii y j ◦ η2 + [Λi , y j ◦ η], 1 ≤ i ≤ m, 1 ≤ j ≤ n, aii [y j , yk] ◦ Sη +
[Λi , [y j , yk]], 1 ≤ i ≤ m, 1 ≤ j, k ≤ n, j > k, in π4(N).
5. Algorithm to compute i∗−1(u)
In this section, we give an explicit algorithm to compute i∗−1(u) from A, B, U .
By Theorem 4.2, we have i∗−1(u) ∼= π4(N)/Im∆( f, u). The homomorphism i ′∗ :
π4(N1) → π4(N) is surjective. We denote the generators of π2(N) and the corresponding
generators of π2(N1) by the same symbol y j , 1 ≤ j ≤ n, then a simple check
shows:
Corollary 5.1. Let Γ ( f, u) be the subgroup of π4(N1) generated by elements aii y j ◦ η2 +
[Λi , y j ◦ η], 1 ≤ i ≤ m, 1 ≤ j ≤ n, aii [y j , yk] ◦ Sη + [Λi , [y j , yk]], 1 ≤ i ≤ m, 1 ≤
j, k ≤ n, j > k, g ◦ Sη and [g, yk], 1 ≤ k ≤ n, then we have i∗−1(u) ∼= π4(N1)/Γ ( f, u).
Let π˜4(N1) be the Abelian group freely generated by the generators of π4(N1), then
we have a surjective homomorphism p : π˜4(N1) → π4(N1). If we compute in group
π˜4(N1) and denote the generators of π˜4(N1) by the same symbol as in π4(N1), then we
have
Corollary 5.2. Let Γ˜ ( f, u) be the subgroup of π˜4(N1) generated by elements aii y j ◦
η2 + [Λi , y j ◦ η], 1 ≤ i ≤ m, 1 ≤ j ≤ n, aii [y j , yk] ◦ Sη + [Λi , [y j , yk]], 1 ≤ i ≤
m, 1 ≤ j, k ≤ n, j > k, g ◦ Sη, [g, yk], 1 ≤ k ≤ n, 2(yk ◦ η2), 1 ≤ k ≤ n, and
2([y j , yk] ◦ Sη), 1 ≤ k < j ≤ n, then we have i∗−1(u) ∼= π˜4(N1)/Γ˜ ( f, u).
This corollary reduces our computation to the problem of determining Abelian group
i∗−1(u) from a set of generators (of π˜1(N1)) and relations (in Γ˜ ( f, u)). We construct a
matrix M(A, B, U) using Corollary 5.2. For each generator of π˜4(N1), M has a column,
and for each relation in Γ˜ ( f, u) M has a row. Since there are n + n(n − 1)/2 + (n3 − n)/3
generators and mn +mn(n −1)/2+1+n +n +n(n −1)/2 relations, then we get a matrix
M(A, B, U) with mn + mn(n − 1)/2 + 1 + n + n + n(n − 1)/2 rows and n + n(n −
1)/2 + (n3 − n)/3 columns. Each row of M(A, B, U) is given by a relation. The elements
of M(A, B, U) are the components of relations relative to the standard generators. To
determine M(A, B, U) completely we still need to give orders on generators and relations.
We give the order of the generators as follows: for any i, j, k, j ′, k ′, l, s, t, l ′, s′, t ′ ∈
{1, 2, . . . , n} and j > k, j ′ > k ′, l > s ≤ t, l ′ > s′ ≤ t ′,
yi < [y j , yk] < [[yl, ys], yt ],
[y j , yk] < [y j ′, yk′ ] ⇔ k < k ′, or k = k ′ and j < j ′,
[[yl, ys ], yt ] < [[yl′, ys ′ ], yt ′ ] ⇔ l < l ′, or l = l ′ and s < s′,
or l = l ′ and s = s′ and t < t ′.
The order of relations is given by the order they appear below and the similar order as for
the generators.
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Since Λi = ∑
1≤l≤m,1≤k≤n
ulkali yk and [y, y ′ ◦ η] = [y, y ′] ◦ Sη − [[y ′, y], y ′] for
y, y ′ ∈ π2(N), we can decompose these relations into
aii y j ◦ η2 + [Λi , y j ◦ η] = aii y j ◦ η2 + [y j ,Λi ] ◦ Sη − [[y j ,Λi ], y j ]
= aii y j ◦ η2 + [y j , ∑
1≤l≤m,1≤k≤n
ulkali yk] ◦ Sη − [[y j , ∑
1≤l≤m,1≤k≤n
ulkali yk], y j ]
= aii y j ◦ η2 + ∑
1≤l≤m,1≤k≤n
ulkali [y j , yk] ◦ Sη − ∑
1≤l≤m,1≤k≤n
ulkali [[y j , yk], y j ]
= aii y j ◦ η2 + ∑
1≤l≤m,1≤k≤n, j>k
ulkali [y j , yk] ◦ Sη + ∑
1≤l≤m,1≤k≤n,k> j
ulkali [yk, y j ] ◦ Sη
− ∑
1≤l≤m,1≤k≤n, j>k
ulkali [[y j , yk], y j ] − ∑
1≤l≤m,1≤k≤n,k> j
ulkali [[yk, y j ], y j ].
aii [y j , yk] ◦ Sη + [Λi , [y j , yk]]
= aii [y j , yk] ◦ Sη + ∑
1≤l≤m,1≤s≤n
ulsali [ys, [y j , yk]]
= aii [y j , yk] ◦ Sη +
∑
1≤l≤m,1≤s≤n,s≥k
ulsali [ys, [y j , yk ]] +
∑
1≤l≤m,1≤s≤n,s<k
ulsali [ys , [y j , yk]]
= aii [y j , yk] ◦ Sη +
∑
1≤l≤m,1≤s≤n,k≤s
ulsali [[y j , yk ], ys] −
∑
1≤l≤m,1≤s≤n,k>s
ulsali [[yk , ys], y j ]
− ∑
1≤l≤m,1≤s≤n,s<k
ulsali [[y j , ys ], yk].
g ◦ Sη =
n∑
i=1
bii yi ◦ η2 + ∑
1≤ j<i≤n
bi j [yi , y j ] ◦ Sη.
[g, yk] =
n∑
i=1
bii [yi ◦ η, yk] + ∑
1≤i≤n,1≤ j≤n,i> j
bi j [[yi , y j ], yk].
= ∑
1≤k<i≤n
bii [yi , yk] ◦ Sη + ∑
1≤i<k≤n
bii [yk, yi ] ◦ Sη − ∑
1≤k<i≤n
bii [[yi , yk], yi ] −∑
1≤k<i≤n
bii [[yk, yi ], yi ] + ∑
1≤i, j≤n,i> j≤k
bi j [[yi , y j ], yk] − ∑
1≤i, j≤n,i> j>k
bi j [[y j , yk], yi ] −∑
1≤i, j≤n,i> j>k
bi j [[yi , yk], y j ].
2(yk ◦ η2) and 2([y j , yk] ◦ Sη).
The matrix M(A, B, U) is an integral matrix; it can be deformed into standard form by
elementary row and column transformations. A simple fact is
Fact 5.1. If the standard form of M(A, B, U) is as follows

d1 0 · · · 0
0 d2 · · · 0
...
...
. . .
...
0 0 · · · dr
Or×s
Ot×r Ot×s


then the isomorphism class of Abelian group i∗−1(u) is sZ ⊕ Zd1 ⊕ · · · ⊕ Zdr .
We have composed a program to compute the Abelian group i∗−1(u) from A, B, U .
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6. Some examples
In this section we give some examples using our algorithm and program.
Example 6.1. Let M = N = CP22CP2 and
A = B =

1 0 00 −1 0
0 0 −1

 , U =

 3 2 2−2 −1 −2
−2 −2 −1

 .
The matrix U was given by Wall in Wall (1963), which is a nontrivial generator of
automorphism group of H ∗(M,Z). Then the matrix M(A, B, U) is a blocked matrix as
follows
M(A, B, U) =

1 0 0 2 2 0 −2 0 0 −2 0 0 0 0
0 1 0 3 0 2 0 −3 0 0 0 0 −2 0
0 0 1 0 3 2 0 0 0 0 0 −3 0 −2
−1 0 0 1 2 0 −1 0 0 −2 0 0 0 0
0 −1 0 2 0 2 0 −2 0 0 0 0 −2 0
0 0 −1 0 2 1 0 0 0 0 0 −2 0 −1
−1 0 0 2 1 0 −2 0 0 −1 0 0 0 0
0 −1 0 2 0 1 0 −2 0 0 0 0 −1 0
0 0 −1 0 2 2 0 0 0 0 0 −2 0 −2
0 0 0 1 0 0 3 2 2 0 0 0 0 0
0 0 0 0 1 0 0 0 0 3 2 2 0 0
0 0 0 0 0 1 0 0 −3 0 −3 0 2 2
0 0 0 −1 0 0 2 1 2 0 0 0 0 0
0 0 0 0 −1 0 0 0 0 2 1 2 0 0
0 0 0 0 0 −1 0 0 −2 0 −2 0 1 2
0 0 0 −1 0 0 2 2 1 0 0 0 0 0
0 0 0 0 −1 0 0 0 0 2 2 1 0 0
0 0 0 0 0 −1 0 0 −2 0 −2 0 2 1
1 −1 −1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 −1 −1 0 0 1 0 0 0 1 0 0
0 0 0 1 0 −1 −1 0 0 0 0 0 0 1
0 0 0 0 1 −1 0 0 0 −1 0 0 1 0
2 0 0 0 0 0 0 0 0 0 0 0 0 0
0 2 0 0 0 0 0 0 0 0 0 0 0 0
0 0 2 0 0 0 0 0 0 0 0 0 0 0
0 0 0 2 0 0 0 0 0 0 0 0 0 0
0 0 0 0 2 0 0 0 0 0 0 0 0 0
0 0 0 0 0 2 0 0 0 0 0 0 0 0


.
Example 6.2. Let M = CP2, then A = (1). By Ut AU = k B , the rank of Ut AU is ≤ 1, so
if k = 0, then m must ≤ 1. This can occur only when N = S4 or CP2. Both [CP2, S4] and
[CP2,CP2] are Z. If k = 0, U = (U1, . . . , Un) then U = 0, so [M, N] ∼= π4(N)/π4(N)2.
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Example 6.3. Let M = N = CP2CP2, then A = B =
(
1 0
0 −1
)
. By the condition
Ut AU = k B, k ∈ Z, U must be of the form
(
a b
b a
)
,
(
a b
−b −a
)
,
(
a b
a b
)
or
(
a b
−a −b
)
.
For u with associated matrix U our computation shows
i∗−1(u) ∼=
{
Z2, a + b odd
{1}, a + b even.
Example 6.4. Let M = N = CP2nCP2, n ≥ 3, U = k In , then A = B =
diag{1,−1, . . . ,−1} and
i∗−1(u) ∼=
{
n3−4n
3 Zk, k even
(n − 1)Z2 ⊕ n3−4n3 Zk, k odd.
Example 6.5. Let M = N be the simply connected four manifolds with intersection form
E8,
E8 =


2 −1 0 0 0 0 0 0
−1 2 0 −1 0 0 0 0
0 0 2 −1 0 0 0 0
0 −1 −1 2 −1 0 0 0
0 0 0 −1 2 −1 0 0
0 0 0 0 −1 2 −1 0
0 0 0 0 0 −1 2 −1
0 0 0 0 0 0 −1 2


,
A = B =


4 7 5 10 8 6 4 2
7 14 10 20 16 12 8 4
5 10 8 15 12 9 6 3
10 20 15 30 24 18 12 6
8 16 12 24 20 15 10 5
6 12 9 18 15 12 8 4
4 8 6 12 10 8 6 3
2 4 3 6 5 4 3 2


.
For U = k I8, computation shows
i∗−1(u) ∼=
{
35Z2 ⊕ 160Zk, k even
8Z2 ⊕ 160Zk, k odd.
So there are 235×k160 (resp. 28×k160) homotopy classes in i∗−1(u) for k even (resp. odd).
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Remark. In Cochran and Habegger (1990) Cochran and Habegger calculated the special
case of U being invertible over Z by a different method.
After submitting this paper, we were informed by the referees that a related problem
was also considered in Baues (2003). We would like to express our thanks to the referees
whose comments help to improve our expressions.
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