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SSDH: Semi-supervised Deep Hashing
for Large Scale Image Retrieval
Jian Zhang and Yuxin Peng
Abstract—Hashing methods have been widely used for efficient
similarity retrieval on large scale image database. Traditional
hashing methods learn hash functions to generate binary codes
from hand-crafted features, which achieve limited accuracy
since the hand-crafted features cannot optimally represent the
image content and preserve the semantic similarity. Recently,
several deep hashing methods have shown better performance
because the deep architectures generate more discriminative
feature representations. However, these deep hashing methods
are mainly designed for supervised scenarios, which only exploit
the semantic similarity information, but ignore the underlying
data structures. In this paper, we propose the semi-supervised
deep hashing (SSDH) approach, to perform more effective hash
function learning by simultaneously preserving semantic similar-
ity and underlying data structures. The main contributions are as
follows: (1) We propose a semi-supervised loss to jointly minimize
the empirical error on labeled data, as well as the embedding
error on both labeled and unlabeled data, which can preserve
the semantic similarity and capture the meaningful neighbors on
the underlying data structures for effective hashing. (2) A semi-
supervised deep hashing network is designed to extensively exploit
both labeled and unlabeled data, in which we propose an online
graph construction method to benefit from the evolving deep
features during training to better capture semantic neighbors.
To the best of our knowledge, the proposed deep network is
the first deep hashing method that can perform hash code
learning and feature learning simultaneously in a semi-supervised
fashion. Experimental results on 5 widely-used datasets show that
our proposed approach outperforms the state-of-the-art hashing
methods.
Index Terms—Semi-supervised deep hashing, online graph con-
struction, underlying data structures, large scale image retrieval.
I. INTRODUCTION
MULTIMEDIA data including images and videos havebeen growing explosively on the Internet in recent
years, and retrieving similar data from a large scale database
has become an urgent need. Hashing methods can map similar
data to similar binary codes that have small Hamming distance,
due to the low storage cost and fast retrieval speed, hashing
methods have been receiving broad attention [1]. Hashing
methods have also been used in many applications, such as
image retrieval [2]–[10] and video retrieval [11]–[13]. Tradi-
tional hashing methods [6], [7], [14], [15] take pre-extracted
image features as input, and then learn hash functions by
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exploiting the data structures or applying the similarity pre-
serving regularizations. These methods can be divided into two
categories: unsupervised and supervised methods. Recently,
inspired by the remarkable progress of deep networks, some
deep hashing methods have also been proposed [7]–[10], [16],
[17]. Unsupervised methods design hash functions by using
unlabeled data to generate binary codes. Locality Sensitive
Hashing (LSH) [14] is a representative unsupervised method,
which is proposed to use random linear projections to map data
into binary codes. Instead of using randomly generated hash
functions, some data-dependent methods [2], [3], [5], [6], [18]
have been proposed to capture the data properties, such as data
distributions and manifold structures. For example, Weiss et
al. [6] propose Spectral Hashing (SH), which tries to keep hash
functions balanced and uncorrelated. Liu et al. [5] propose
Anchor Graph Hashing (AGH) to preserve the neighborhood
structures by anchor graphs, and Locally Linear Hashing
(LLH) [3] is proposed to use locality sensitive sparse coding
to capture the local linear structures and then recover these
structures in Hamming space. Gong et al. [2] propose Iterative
Quantization (ITQ) to generate hash codes by minimizing
the quantization error of mapping data to the vertices of a
binary hypercube. Topology Preserving Hashing (TPH) [18]
is proposed to perform hash function learning by preserving
consistent neighborhood rankings of data points in Hamming
space. Shen et al. [19] propose Asymmetric Inner-product
Binary Coding (AIBC) method, where two asymmetric coding
functions are learned such that the inner products between
original data pairs are approximated by the produced binary
code vectors.
While unsupervised methods are promising to retrieve the
neighbors under some kind of distance metrics (such as L2
distance), the neighbors in the feature space can not optimally
reflect the semantic similarity. Therefore, supervised hashing
methods [15], [20]–[30] are proposed to utilize the semantic
information such as image labels to generate effective hash
codes. For example, Kulis et al. [20] propose Binary Re-
construction Embedding (BRE) to learn hash functions by
minimizing the reconstruction error between original distances
and reconstructed distances in the Hamming space. Liu et
al. [23] propose Supervised Hashing with Kernels (KSH)
to learn hash functions by preserving the pairwise relations
between data samples provided by labels. Wang et al. [15]
propose Semi-supervised Hashing (SSH) to learn hash func-
tions by minimizing the empirical error over labeled data
while maximizing the information entropy of the generated
Copyright c© 2017 IEEE. Personal use of this material is permitted. However, permission to use this material for
any other purposes must be obtained from the IEEE by sending an email to pubs-permissions@ieee.org.
2 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY
hash codes over both labeled and unlabeled data. Norouzi et
al. [24] propose to learn hash functions based on a triplet
ranking loss that can preserve relative semantic similarity.
Ranking Preserving Hashing (RPH) [29] and Order Preserving
Hashing (OPH) [26] are proposed to learn hash functions by
preserving the ranking information, which is obtained based
on the number of shared semantic labels between data exam-
ples. Shen et al. [30] propose Supervised Discrete Hashing
(SDH) to leverage label information to obtain hash codes
by integrating hash code generation and classifier training.
Shen et al. [31] further improve SDH by a discrete proximal
linearized minimization method, which directly handles the
discrete constraints during the learning process and improves
the performance.
For most of the unsupervised and supervised hashing meth-
ods, input images are represented by hand-crafted features (e.g.
GIST [32]), which can not optimally represent the semantic
information of images. Inspired by the fast progress of deep
networks on image classification [33], some deep hashing
methods have been proposed [7]–[10], [16], [17] to take
advantage of the superior feature representation power of deep
networks. Convolutional Neural Network Hashing (CNNH) [8]
is a two-stage framework based on the convolutional networks,
which learns fixed hash codes in the first stage, and learns
hash functions and image representations in the second stage.
Although the learned hash codes can guide feature learn-
ing, the learned image features cannot provide feedback for
learning better hash codes. To overcome the shortcomings
of the two-stage learning scheme, some approaches have
been proposed to perform simultaneously feature learning and
hash code learning. Network in Network Hashing (NINH) [7]
is proposed to design a triplet ranking loss to capture the
relative similarities of images. NINH is a one-stage supervised
method, thus image representation learning and hash code
learning can benefit each other in the deep architecture. Some
similar ranking-based deep hashing methods [9], [16] have
also been proposed recently, which also design hash functions
to preserve the ranking information obtained by labels.
However, existing deep hashing methods [7]–[10], [16], [17]
are mainly supervised methods. On one hand, they heavily rely
on labeled images and require a large amount of labeled data
to achieve better performance. But labeling images consumes
large amounts of time and human labors, which is not practical
in real world applications. One the other hand, they only
consider semantic information while ignore the underlying
data structures of unlabeled data. Thus it is necessary to make
full use of unlabeled images to improve the deep hashing
performance. In this paper, we propose the semi-supervised
deep hashing (SSDH) approach, which learns hash functions
by preserving the semantic similarity and underlying data
structures simultaneously. To the best of our knowledge, the
proposed SSDH is the first deep hashing method that can per-
form hash code learning and feature learning simultaneously
in a semi-supervised fashion. The main contributions of this
paper can be concluded as follows:
• Semi-supervised loss. Existing deep hashing methods
only design the loss functions to preserve the semantic
similarity but ignore the underlying data structures, which
is essential to capture the semantic neighborhoods and
return the meaningful nearest neighbors for effective
hashing [5]. To address the problem, we propose a
semi-supervised loss function to exploit the underlying
structures of unlabeled data for more effective hashing.
By jointly minimizing the empirical error on labeled
data as well as the embedding error on both labeled
and unlabeled data, the learned hash functions can not
only preserve the semantic similarity, but also capture the
meaningful neighbors on the underlying data structures.
Thus the proposed SSDH method can benefit greatly from
both labeled and unlabeled data.
• Semi-supervised deep hashing network. A deep network
structure is designed to learn hash functions and im-
age representations simultaneously in a semi-supervised
fashion. The proposed deep network consists of three
pars: representation learning layers extract discriminative
deep features from the input images, hash code learning
layer maps the image features into binary hash codes and
classification layer predicts the pseudo labels of unlabeled
data. Finally the proposed semi-supervised loss function
is designed to model the semantic similarity constraints,
meanwhile preserve the underlying data structures of
image features. The whole network is trained in an end-
to-end way, thus our proposed method can perform hash
code and feature learning simultaneously.
• Online graph construction. The traditional offline graph
construction methods are time consuming due to the
O(n2) complexity, which is intractable for large scale
data. To address this issue, we propose an online graph
construction strategy. Rather than constructing neighbor-
hood graph over all the data in advance, our online graph
construction strategy constructs the neighborhood graph
in a mini-batch during the training procedure. On one
hand, online graph construction only needs to take con-
sideration of a much smaller mini-batch of data, which is
efficient and suitable for the batch-based deep network’s
training. On the other hand, online graph construction
can benefit from the evolving feature representations
extracted from deep networks.
Experiments on 5 widely-used datasets show that our pro-
posed SSDH approach achieves the best search accuracy
comparing with 8 state-of-art methods. The rest of this paper
is organized as follows. Section II presents a brief review of
related deep hashing methods. Section II introduces our pro-
posed SSDH approach. Section IV shows the experiments on
the 5 widely-used image datasets. Finally Section V concludes
this paper.
II. RELATED WORK
Hashing methods have become one of the most popular
methods for similarity retrieval on large scale image datasets.
In recent years, some hashing methods have been proposed
to perform hash function learning with the deep networks and
have made considerable progress. In this section, we briefly
review some representative deep hashing methods.
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A. Convolutional Neural Network Hashing
Convolutional Neural Network Hashing (CNNH) [8] is a
two-stage framework, including a hash code learning stage
and a hash function learning stage. Given the training images
I = {I1, I2, . . . , In}, in the hash code learning stage (Stage
1), CNNH learns an approximate hash code for each training
data by optimizing the following loss function:
min
H
‖S −
1
q
HHT ‖2F (1)
where ‖ · ‖F denotes the Frobenius norm. S denotes the
semantic similarity of the image pairs in I, in which Sij = 1
when image Ii and Ij are semantically similar, otherwise
Sij = −1. H ∈ {−1, 1}
n×q denotes the approximate hash
codes. For the training images, H encodes the approximate
hash codes which preserve the pairwise similarities in S.
It’s difficult to directly optimize equation (1), CNNH firstly
relaxes the integer constraints on H and randomly initializes
H ∈ [−1, 1]n×q, then optimizes equation (1) using a coordi-
nate descent algorithm, which sequentially chooses one entry
in H to update while keeping other entries fixed. Thus it is
equivalent to optimize the following equation:
min
H
·j
‖H·jH
T
·j − (qS −
∑
c 6=j
H·cH
T
·c)‖
2
F (2)
where H·j and H·c denote the j-th and the c-th column of
H respectively. In the hash function learning stage (Stage
2), CNNH utilizes deep networks to learn the image feature
representation and hash functions. Specifically, CNNH adopts
the deep framework in [34] as its basic network, and designs
an output layer with sigmoid activation to generate q-bit hash
codes. CNNH trains the designed deep network in a supervised
way, in which the approximate hash codes learned in Stage 1
are used as the ground-truth. In addition, if discrete class labels
of training images are available, CNNH also incorporates these
image labels to hash functions.
Based on the deep network, CNNH learns deep features and
hash functions at the same time. However CNNH is a two-
stage framework, where the learned deep features in Stage 2
cannot help to improve the approximate hash code learning
in Stage 1, which limits the performance of hash function
learning.
B. Network in Network Hashing
Different from the two-stage framework in CNNH [8],
Network in Network Hashing (NINH) [7] integrates image
representation learning and hash code learning into a one-
stage framework. NINH constructs the deep framework for
hash function learning based on the Network in Network
architecture [35], with a shared sub-network composed of
several stacked convolutional layers to extract image features,
as well as a divide-and-encode module encouraged by sigmoid
activation function and a piece-wise threshold function to
output binary hash codes. During the learning process, without
generating approximate hash codes in advance, NINH designs
a triplet ranking loss function to exploit the relative similarity
of the training images to directly guide hash function learning:
ltriplet(I, I
+, I−) =
max(0, 1− (‖b(I)− b(I−)‖H − ‖b(I)− b(I
+)‖H))
s.t. b(I), b(I+), b(I−) ∈ {−1, 1}q
(3)
where I, I+ and I− specify the triplet constraint that image
I is more similar to image I+ than to image I− based
on image labels, b(·) denotes binary hash code, and ‖ · ‖H
denotes the Hamming distance. For simplifying optimization
of equation (3), NINH applies two relaxation tricks: relaxing
the integer constraint on binary hash code, and replacing
Hamming distance with Euclidean distance.
C. Bit-scalable Deep Hashing
The Bit-scalable Deep Hashing (BS-DRSCH) method [16]
is also a one-stage deep hashing method that constructs an
end-to-end architecture for hash function learning. In addition,
BS-DRSCH is able to flexibly manipulate hash code length
by weighing each bit of hash codes. BS-DRSCH defines
a weighted Hamming affinity to measure the dissimilarity
between two hash codes:
H(b(Ii), b(Ij)) = −
q∑
k=1
w2kbk(Ii)bk(Ij) (4)
where Ii and Ij are training images, b(·) denotes the q-bit
binary hash code, and bk(·) denotes the k-th hash bit in
b(·), and wk is the weight value attached to bk(·), which is
to be learned and expected to represent the significance of
bk(·). Similar to NINH [7], BS-DRSCH organizes the training
images into triplet tuples, then formulates the loss function as
follows:
loss =
∑
I,I+,I−
max(H(b(I), b(I+))−H(b(I), b(I−)), C)
+
1
2
∑
i,j
H(b(Ii), b(Ij))Sij
(5)
where Sij denotes the similarity between images Ii and Ij
based on labels. The defined loss is the sum of two terms: the
first term is a max-margin term, which is designed to preserve
the ranking orders. The second term is a regularization term,
which is defined to keep the pairwise adjacency relations. BS-
DRSCH builds a deep convolutional neural network to perform
hash function learning, in which the convolutional layers are
used to extract deep features, while the fully-connected layer
followed by the tanh-like layer is used to generate hash codes.
For learning the weight values {wk}, k = 1, . . . , q, BS-
DRSCH designs an element-wise layer on the top of the deep
architecture, which is able to weigh each bit of hash code.
Both NINH [7] and BS-DRSCH [16] are supervised deep
hashing methods, and they only preserve the semantic similar-
ity based on labeled training data, but ignore the underlying
data structures of unlabeled data, which is essential to capture
the semantic neighborhoods for effective hashing.
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Fig. 1. Overview of the proposed SSDH framework, which consists of three parts: representation learning layers, hash code learning layer and classification
layer. Finally a semi-supervised loss is proposed to guide the network training.
III. SEMI-SUPERVISED DEEP HASHING
A. Overview of proposed hashing framework
Given a set of n images X that are composed of labeled
images (XL,YL) = {(x1, y1), (x2, y2), . . . , (xl, yl)} and un-
labeled images XU = {xl+1, xl+2, . . . , xn}, where YL is the
label information. The goal of hashing methods is to learn a
mapping function B : X → {−1, 1}q, which encodes an image
X ∈ X into a q-bit binary codes B(X) in the Hamming space,
while preserving the semantic similarity of images.
In this paper, we propose a novel deep hashing method
called semi-supervised deep hashing (SSDH), to learn better
hash codes by preserving the semantic similarity and under-
lying data structures simultaneously. As shown in Fig. 1, the
deep architecture of SSDH includes three main components:
1) A deep convolutional neural network is designed to learn
and extract discriminative deep features for images, which
takes both the labeled and unlabeled image data as input. 2)
A hash code learning layer is designed to map the image
features into q-bit hash codes. 3) A semi-supervised loss
is designed to preserve the semantic similarity, as well as
the neighborhood structures for effective hashing, which is
formulated as minimizing the empirical error on the labeled
data as well as the embedding error on both the labeled and
unlabeled data. The above three components are coupled into
a unified framework, thus our proposed SSDH can perform
image representation learning and hash code learning simul-
taneously. In the following of this section, we first introduce
the proposed deep network architecture, then we introduce the
proposed semi-supervised loss function as well as the training
of the proposed network.
B. The Proposed Deep Network
We adopt the Fast CNN architecture (denoted as CNN-
F for simplification) from [36] as the base network. The
first seven layers are configured the same as those in CNN-
F [36], which build the representation learning layers to extract
discriminative image features. The eighth layer is the hash
code learning layer, which is constructed by a fully-connected
layer followed by a sigmoid activation function, and its outputs
are hash codes defined as:
h(x) = sigmoid(WT f(x) + v) (6)
where f(x) is deep feature extracted from the last represen-
tation learning layer, i.e., the output of fully-connected layer
fc7, W denotes the weights in the hash code learning layer,
and v is the bias parameter. Through the hash code learning
layer, image features f(x) are mapped into [0, 1]q. Since hash
codes h(x) ∈ [0, 1]q are continuous real values, we apply a
thresholding function to obtain binary codes:
bk(x) = sgn(hk(x) − 0.5), k = 1, 2, · · · , q (7)
However, binary codes are hard to directly optimize, thus we
relax binary codes b(x) with continuous real valued hash codes
h(x) in the rest of this paper.
The ninth layer is the classification layer, which predicts
the pseudo labels of unlabeled data, we use the cross-entropy
loss function to train the classification layer. Outputs of the
last representation learning layer (fc7), the hash code learning
layer (fc8) and the classification layer (fc9) are connected with
the semi-supervised loss function, so that the proposed loss
function can make full use of the underlying data structures
of extracted image features and pseudo labels to improve hash
function learning performance. The whole network is an end-
to-end structure, which can perform hash function learning and
feature learning simultaneously.
The detailed configurations of our network structure are
shown in Table I. For the five convolutional layers: the
“filter” parameter specifies the number and the receptive filed
size of convolutional kernels as num × size × size, the
“st.” and “pad” parameters specify the convolution stride and
spatial padding respectively, the “LRN” indicates whether
Local Response Normalization (LRN) [33] is used, the “pool”
indicates whether to apply the max-pooling downsampling,
and specifies the pooling window size by size× size. For the
fully-connected layers, we specify their dimensions, of which
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TABLE I
DETAILED NETWORK CONFIGURATIONS OF OUR PROPOSED SSDH
APPROACH
Layers Configuration
conv1 filter 64x11x11, st. 4x4, pad 0, LRN, pool 2x2
conv2 filter 256x5x5, st. 1x1, pad 2, LRN, pool 2x2
conv3 filter 256x3x3, st. 1x1, pad 1
conv4 filter 256x3x3, st. 1x1, pad 1
conv5 filter 256x3x3, st. 1x1, pad 1, pool 2x2
fc6 4096, dropout
fc7 4096, dropout
fc8 q-dimensional, sigmoid
fc9 c-dimensional
the first two are 4096, the hash layer is the same as hash
code length q, and the classification layer is the same as the
class number c. The “dropout” indicates whether the fully-
connected layer is regularized by dropout [33]. The hash code
learning layer takes sigmoid as activation function, while the
other weighted layers take Rectied Linear Unit (ReLU) [33] as
activation functions. It is noted that although we adopt CNN-
F [36] as our base network, it’s practicable to replace the base
network by other deep convolutional network structures, such
as Network in Network (NIN) [35] model or AlexNet [33]
model.
C. Semi-supervised Deep Hashing Learning
The proposed semi-supervised loss function is composed of
three terms, namely supervised ranking term, semi-supervised
embedding term, and pseudo-label term. The first term can
preserve the semantic similarity by minimizing the empiri-
cal error. The second term can capture the underlying data
structures by minimizing the embedding error, which measures
whether hash functions preserve the local structure of image
data when embedding images into Hamming space, namely
the neighbor points should have similar hash codes while non-
neighbor points should have dissimilar hash codes. The third
term encourages the decision boundary in low density regions,
which is complementary to semi-supervised embedding term.
Thus the proposed SSDH can fully benefit from both labeled
and unlabeled data. We introduce these three terms separately
in the following parts of this subsection.
1) Supervised Ranking Term: Encouraged by [7], we for-
mulate the supervised ranking term as triplet ranking regular-
ization to preserve the relative semantic similarity provided
by label annotations. For labeled images (XL,YL), we ran-
domly sample a set of triplet tuples depending on the labels,
T = {(xLi , x
L+
i , x
L−
i )}
t
i=1, in which x
L
i and x
L+
i are two
similar images with the same labels, while xLi and x
L−
i are
two dissimilar images with different labels, and t is the number
of sampled triplet tuples. For the randomly sampled triplet
tuples (xLi , x
L+
i , x
L−
i ), i = 1 · · · t, the supervised ranking term
is defined as:
JL(x
L
i , x
L+
i , x
L−
i ) =
max(0,mt + ‖h(x
L
i )− h(x
L+
i )‖
2 − ‖h(xLi )− h(x
L−
i )‖
2)
(8)
where ‖ · ‖2 denotes the Euclidean distance, and the constant
parameter mt defines the margins between the relative sim-
ilarity of the two pairs (xLi , x
L+
i ) and (x
L
i , x
L−
i ), that is to
say, we expect the distance of dissimilar pair (xLi , x
L−
i ) to be
larger than the distance of similar pair (xLi , x
L+
i ) by at least
mt. Thus minimizing JL can reach our goal to preserve the
semantic ranking information provided by labels.
2) Semi-supervised Embedding Term: Although we can
train the network solely based on supervised ranking term, the
deep models with multiple layers often require a large amount
of labeled data to achieve better performance. Usually it’s
hard to collect abundant labeled images, since labeling images
consumes large amounts of time and human labors. Thus it’s
necessary to improve search accuracy by utilizing unlabeled
data which are much easier to obtain. Manifold assump-
tion [37] states that data points within the same manifold are
likely to have the same labels. Based on this assumption, the
graph-based embedding algorithms are often used to capture
the underlying manifold structures of data. Thus we add an
embedding term to capture the underlying structures of both
labeled and unlabeled data.
Modeling the neighborhood structures often requires to
build a neighborhood graph. A neighborhood graph is defined
as G = (V,E), where the vertices V represent the data points,
and the edges E, which are often represented by an n × n
adjacency matrix A, indicate the adjacency relations among the
data points in a specified space (usually in the feature space).
But for large scale data, building neighborhood graph on all the
data is time and memory consuming, since the time complexity
and memory cost of building the k-NN graph on all the
data are both O(n2), which is intractable for large n. Instead
of constructing graph offline, we propose to construct graph
online within a mini-batch by using the features extracted
from the proposed deep networks. More specifically, given the
mini-batch including r images, XB = {xi}
r
i=1, and the deep
features {f(xi) : xi ∈ X
B}. We firstly use deep features to
calculate the k-nearest-neighbors NNk(i) for each image xi,
then we can construct the adjacency matrix as:
A(i, j) =


1 : I(i, j) = 0 ∧ xj ∈ NNk(i)
0 : I(i, j) = 0 ∧ xj /∈ NNk(i)
−1 : I(i, j) = 1
(9)
where I(i, j) is an indicator function: I(i, j) = 1 if xi and xj
are both labeled images, otherwise I(i, j) = 0. A(i, j) = −1
means that we don’t build neighborhood graph between two
labeled images, since we can use supervised ranking term to
model their similarity relations. But we construct neighbor-
hood graph between labeled and unlabeled images, so that
we can make unlabeled neighbors of labeled images close to
them and improve the retrieval accuracy. Thus the embedding
term is in a semi-supervised fashion. Because the size of mini-
batch is much smaller than the size of the whole training data,
i.e., r ≪ n, thus it is efficient to compute online in each
iteration. Furthermore, building neighborhood graph online
can benefit from the representative deep features, since the
training procedure of deep network generates more and more
discriminative feature representations, which can capture the
semantic neighbors more accurately.
Based on the constructed adjacency matrix, we expect the
neighbor image pairs to have small distances, while the non-
neighbor image pairs to have large distances. We apply pair-
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wise contrastive regularization [38] to achieve this goal. Thus
for one image pair (xi, xj), our semi-supervised embedding
term is formulated as:
JU (xi, xj) ={
‖h(xi)− h(xj)‖
2 , A(i, j) = 1
max(0, mp − ‖h(xi)− h(xj)‖
2) , A(i, j) = 0
(10)
where JU (xi, xj) is the contrastive loss between the two
images xi and xj based on the neighborhood graph, ‖ · ‖
2
represents the Euclidean distance, and the constant mp is
a margin parameter for the distance metric of non-neighbor
image pairs. With the neighborhood graphs constructed on the
mini-batches, the semi-supervised embedding term JU cap-
tures the embedding error on both labeled and unlabeled data.
We minimize JU to preserve the underlying neighborhood
structures of image data.
3) Pseudo-label Term: Apart from proposed graph ap-
proach, Lee et al. [39] propose the pseudo-label method
for image classification task, which can also make use of
unlabeled data. Pseudo-label method predicts unlabeled data
with the class that has the maximum predicted probability as
their labels. The maximum a posteriori estimation encourages
this approach to have the decision boundary in low density
regions, which improves the generalization of classification
model. Different from our proposed graph approach, which
encourages neighborhood image pairs to have small distance
and non-neighbor image pairs to have large distance, pseudo-
label method encourages each image data to have an 1-of-
C prediction, these two approaches are complementary to
each other. Thus we integrate pseudo-label method in our
framework. More specifically, in our network structure, the top
layers have two branches: one is hash code learning layer, and
the other is a classification layer, which uses softmax function
to calculate the label probability of each unlabeled data.
pj(i) =
ezij∑c
l=1 e
zil
(11)
where zi· is the output of fc9 layer for image xi, and c is the
class number. During the forward propagation of the model
training, the fc9 layer in the network structure predicts the
pseudo-labels, and its parameters are from previous iteration.
We also take the class with maximum predicted probability
as their true label. Then we also use the contrastive loss
function to model semantic similarity between the pseudo
labels. Similar to equation (10), the pseudo-label term is
defined as follows:
JP (xi, xj) ={
‖h(xi)− h(xj)‖
2 , PLi = PLj
max(0,mp − ‖h(xi)− h(xj)‖
2) , PLi 6= PLj
(12)
where the PLi and PLj are the predicted pseudo labels. For
the data that have multiple labels, we follow the idea of ML-
KNN [40] to calculate the k-nearest labeled neighbor of each
unlabeled data x and assign the labels of neighbors to x. If
xi and xj do not share any labels, then PLi 6= PLj . If the
predicted pseudo labels with maximum predicted probability
are the same, then PLi = PLj .
4) The Semi-supervised Loss: Combining the supervised
ranking term, semi-supervised embedding term and pseudo-
label term, we define the semi-supervised loss function as:
J =
t∑
i=1
JL(x
L
i , x
L+
i , x
L−
i ) + λ
n∑
i,j=1
JU (xi, xj)
+ µ
n∑
i=1
JP (xi, xj)
s.t. xLi , x
L+
i , x
L−
i ∈ XL, xi, xj ∈ X
(13)
where t is the number of triplet tuples sampled from labeled
images, which is the same as the number of labeled images
in the mini-batch, that is to say we randomly generate one
triplet tuple for each labeled image. λ and µ are the balance
parameters. In order to make the neighbor and non-neighbor
image pairs to be balanced, we only use a small part of image
pairs obtained by the neighborhood graph to calculate the
loss. More specifically, for each image xi, we randomly select
a neighbor pair (xi, x
+
i ), and a non-neighbor pair (xi, x
−
i )
for semi-supervised embedding term, and we randomly select
a positive pair (xLi , x
L+p
i ) and negative pair (x
L
i , x
L−p
i ) for
pseudo-label term, then we rewrite the loss function as:
J =
t∑
i
JL(x
L
i , x
L+
i , x
L−
i ) + λ
n∑
i=1
(JU (xi, x
+
i ) + JU (x,x
−
i ))
+ µ
n∑
i=1
(JP (x
L
i , x
L+p
i ) + JP (x
L
i , x
L−p
i ))
(14)
D. Network Training
The proposed SSDH network is trained in a mini-batch way,
that is to say, we only use a mini-batch of training images to
update the network’s parameters in one iteration. For each iter-
ation, the input image batch XB ⊂ X is composed of some la-
beled images (XBL ,Y
B
L ) = {(x1, y1), (x2, y2), · · · , (xm, ym)}
and some unlabeled images XBU = {xm+1, xm+2, · · · , xr},
where m denotes the number of labeled images in the mini-
batch, and r denotes the total number of images in the mini-
batch.
The proposed network structure has two branches, namely
the hash code learning layer and the classification layer. The
hash code learning layer generates the hash codes while the
classification layer predicts the pseudo-labels of unlabeled
data. We use a joint training scheme to learn the network
simultaneously. For the classification layer, we use labeled
data to train it with a cross-entropy loss, which can make
the predicted pseudo labels more accurate. For the hash code
learning layer, with the equations (8), (10), (12) and (14),
we adopt stochastic gradient descent (SGD) to train the deep
network. For each triplet tuple and image pair, we use the
back-propagation algorithm (BP) to update the parameters
of the network. More specifically, according to equation
(8), we can compute the sub-gradient for each triplet tuple
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(xLi , x
L+
i , x
L−
i ), with respect to h(x
L
i ), h(x
L+
i ) and h(x
L−
i )
respectively as:
∂JL
∂h(xLi )
= 2(h(xL
−
i )− h(x
L+
i ))× Ic
∂JL
∂h(xL
+
i )
= 2(h(xL
+
i )− h(x
L
i ))× Ic
∂JL
∂h(xL
−
i )
= 2(h(xLi )− h(x
L−
i ))× Ic
Ic = I
mt+‖h(x
L
i
)−h(xL
+
i
)‖2−‖h(xL
i
)−h(xL
−
i
)‖2>0
(15)
where Ic is an indicator function, Ic = 1 if c is true, otherwise
Ic = 0.
For the semi-supervised embedding term and pseudo-label
term, according to equations (10) and (12), when A(i, j) = 1
or PLi = PLj , we compute the sub-gradient for h(xi) and
h(xj) respectively as:
∂JU
∂h(xi)
= 2(h(xi)− h(xj))
∂JU
∂h(xj)
= 2(h(xj)− h(xi))
(16)
and when A(i, j) = 0 or PLi 6= PLj , we compute the sub-
gradient for h(xi) and h(xj) respectively as:
∂JU
∂h(xi)
= 2(‖h(xi)− h(xj)‖ −mp)× sgn(h(xi)− h(xj))× Ic
∂JU
∂h(xj)
= 2(‖h(xi)− h(xj)‖ −mp)× sgn(h(xj)− h(xi))× Ic
Ic = Imp−‖h(xi)−h(xj)‖2>0
(17)
where Ic is the indicator function as described above.
These derivative values can be fed into the network via the
back-propagation algorithm to update the parameters of each
layer in the deep network. The training procedure is ended
until the loss converges or a predefined maximal iteration
number is reached. After the deep model is trained, we can
generate q-bit binary codes for any input image. For an input
image x, it is first encoded into a hash codes h(x) ∈ [0, 1]q
by the trained model. Then we can compute binary code for
hashing by equation (7).
In this way, the deep network can be trained end-to-end
in a semi-supervised fashion, and newly input images can be
encoded into binary hash codes by the deep model, we can
perform efficient image retrieval via fast Hamming distance
ranking between binary hash codes.
IV. EXPERIMENTS
In this section, we first introduce the experiments conducted
on 4 widely-used datasets (MNIST, CIFAR-10, NUS-WIDE
and MIRFLICKR) with 8 state-of-the-art methods, including
unsupervised methods LSH [14], SH [6] and ITQ [2], semi-
supervised method SPLH [15], supervised methods SDH [30],
CNNH [8], NINH [7] and DRSCH [16]. LSH, SH, ITQ, SPLH
and SDH are traditional hashing methods, which take hand-
crafted image features as input to learn hash functions, while
CNNH, NINH, DRSCH and our proposed SSDH approach
are deep hashing methods, which take raw image pixels as
input to conduct hash function learning. To further analyze
the proposed SSDH approach, we conduct several baseline
experiments to demonstrate the impact of each term in pro-
posed loss function, as well as the impact of parameters λ
and µ and online graph construction. We further conduct
experiments on a challenging transfer type testing protocols
to comprehensively evaluate the proposed approach. Finally
we evaluate on a large scale ImageNet dataset.
TABLE II
SPLIT OF EACH DATASET
MNIST CIFAR10 NUS-WIDE MIRFLICKR
Query 1,000 1,000 2,100 1,000
Retrieval Database 64,000 54,000 153,447 19,000
Labeled training set 5,000 5,000 10,500 5,000
A. Datasets and evaluation metrics
We conduct experiments on 4 widely-used image datasets.
Each dataset is split into query, retrieval database and labeled
training set, where the labeled training set is randomly selected
from retrieval database. We summarize the split of each dataset
in table II. Our proposed approach and compared state-of-the-
art methods are divided into three categories: unsupervised, su-
pervised and semi-supervised methods. Unsupervised methods
use retrieval database as training set, supervised methods use
the labeled data as training set, and semi-supervised methods
including our proposed approach utilize both labeled data and
unlabeled database as training set. The detailed descriptions
and settings of each dataset are as follows:
• The CIFAR-101 dataset consists of 60,000 color images
with the resolution of 32 × 32 from 10 categories,
each of which has 6,000 images. For fair comparison,
following [7], [8], 1,000 images are randomly selected
as the query set (100 images per class), the rest images
are used as retrieval database, and 5,000 images (500
images per class) are further randomly selected to form
the labeled training set.
• The MNIST2 dataset contains 70,000 gray scale hand-
written images from “0” to “9” with the resolution of
28 × 28. Following [8], 1,000 images are randomly
selected as the query set (100 images per class), the rest
images are used as retrieval database, and 5,000 images
(500 images per class) are randomly selected from the
database as the labeled training set.
• The NUS-WIDE3 [41] dataset contains nearly 270,000
images, and each image is associated with one or multiple
labels of 81 semantic concepts. Following [5], [7], only
the 21 most frequent concepts are used, where each
concept has at least 5,000 images, resulting in a total
of 166,047 images. 2,100 images are randomly selected
as the query set (100 images per concept), the rest images
are used as retrieval database, and 500 images from each
of the 21 concepts are randomly selected to form the
labeled training set.
1http://www.cs.toronto.edu/ kriz/cifar.html
2http://yann.lecun.com/exdb/mnist/
3http://lms.comp.nus.edu.sg/research/NUS-WIDE.htm
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Fig. 2. The comparison results on four datasets. The first row is the Precision-Recall curves with 48bit hash codes. The second row is the Precision@topk
curves with 48bit hash codes. The third row is the Precision@top500 w.r.t. different length of hash codes.
• The MIRFLICKR4 [42] dataset consists of 25,000 im-
ages collected from Flickr, and each image is associated
with one or multiple labels of 38 semantic concepts. 1,000
images are randomly selected as the query set, the rest
images are used as retrieval database, and 5,000 images
are randomly selected from the rest of images to form
the training set.
To objectively and comprehensively evaluate the retrieval
accuracy of the proposed approach and all compared methods,
we use four evaluation metrics: Mean Average Precision
(MAP), Precision-Recall curves, Precision@topk and Preci-
sion@top500, which are defined as follows:
• Mean Average Precision (MAP): MAP presents an overall
measurement of the retrieval performance. MAP for a set
of queries is the mean of the average precision (AP) for
each query, where AP is defined as:
AP =
1
R
n∑
k=1
k
Rk
× relk (18)
where n is the size of database set, R is the number of
relevant images in database set, Rk is the number of
relevant images in the top k returns, and relk = 1 if the
image ranked at kth position is relevant and 0 otherwise.
• Precision-Recall curves: The precisions at certain level of
recall, we calculate PR curves of all returned results.
• Precision@topk: The average precision of top k returned
images for each query.
4http://press.liacs.nl/mirflickr/
• Precision@top500: The average precision of the top 500
returned image for each query with different lengths of
hash codes.
B. Implementation details
We implement the proposed SSDH method based on the
open-source framework Caffe [43]. The parameters of our
network are initialized with the CNN-F network [36], which
is pre-trained on ImageNet [44]. Similar initialization strategy
has been used in other deep hashing methods [9], [10]. In all
experiments, our networks are trained with the initial learning
rate of 0.001, and we divide the learning rate by 10 each
20,000 steps. The size of mini-batch is 128. The weight decay
parameter is 0.0005. For the parameters in the proposed loss
function, we set λ = 0.1 and µ = 0.1 in all experiments, we
will further conduct experiments on the parameters to show
that retrieval accuracy is not sensitive to parameter settings.
For the proposed SSDH method, CNNH, NINH and
DRSCH, we use raw image pixels as input. The implemen-
tations of CNNH [8] and DRSCH [16] are provided by their
authors, while NINH [7] is of our own implementation. Since
the network structures of these deep hashing methods are
different, for a fair comparison, we use the same CNN-F
network as the base structure for the four deep methods. The
network parameters of deep hashing methods are initialized
with the same pre-trained CNN-F model, thus we can perform
fair comparison among these deep hashing methods. The
results of CNNH [8], NINH [7] and DRSCH [16] are referred
as CNNH∗, NINH∗ and DRSCH∗ respectively.
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TABLE III
MAP SCORES WITH DIFFERENT LENGTH OF HASH CODES ON CIFAR10, MNIST, NUS-WIDE AND MIRFLICKR DATASET
MAP
CIFAR10 MNIST NUS-WIDE MIRFLICKR
12bit 24bit 32bit 48bit 12bit 24bit 32bit 48bit 12bit 24bit 32bit 48bit 12bit 24bit 32bit 48bit
SSDH(Ours) 0.801 0.813 0.812 0.814 0.975 0.982 0.982 0.982 0.707 0.725 0.731 0.735 0.773 0.779 0.778 0.778
DRSCH∗ 0.721 0.733 0.726 0.747 0.951 0.953 0.955 0.966 0.640 0.650 0.655 0.635 0.741 0.741 0.737 0.728
NINH∗ 0.600 0.696 0.689 0.702 0.931 0.949 0.958 0.959 0.597 0.627 0.647 0.651 0.693 0.711 0.718 0.709
CNNH∗ 0.496 0.580 0.582 0.583 0.925 0.955 0.964 0.965 0.536 0.522 0.533 0.531 0.667 0.688 0.654 0.626
SDH-CNNF 0.363 0.528 0.529 0.542 0.542 0.938 0.943 0.944 0.520 0.507 0.591 0.610 0.695 0.704 0.697 0.708
SPLH-CNNF 0.268 0.282 0.299 0.318 0.493 0.517 0.526 0.559 0.582 0.594 0.612 0.607 0.648 0.659 0.695 0.706
ITQ-CNNF 0.219 0.228 0.239 0.247 0.407 0.478 0.487 0.506 0.582 0.581 0.583 0.588 0.648 0.654 0.652 0.652
SH-CNNF 0.169 0.161 0.161 0.159 0.301 0.304 0.296 0.287 0.486 0.462 0.455 0.448 0.603 0.595 0.590 0.588
LSH-CNNF 0.132 0.124 0.144 0.157 0.176 0.191 0.220 0.305 0.432 0.451 0.464 0.466 0.571 0.574 0.580 0.589
SDH 0.255 0.330 0.344 0.360 0.526 0.915 0.921 0.926 0.414 0.465 0.451 0.454 0.595 0.601 0.608 0.605
SPLH 0.209 0.227 0.237 0.244 0.455 0.494 0.513 0.526 0.415 0.420 0.431 0.440 0.575 0.574 0.575 0.574
ITQ 0.158 0.163 0.168 0.169 0.404 0.442 0.447 0.460 0.428 0.429 0.430 0.431 0.576 0.579 0.579 0.580
SH 0.124 0.125 0.125 0.126 0.290 0.278 0.260 0.254 0.390 0.391 0.389 0.390 0.561 0.562 0.563 0.562
LSH 0.116 0.121 0.124 0.131 0.162 0.236 0.222 0.276 0.404 0.384 0.394 0.400 0.557 0.564 0.562 0.569
For other compared methods without deep networks, i.e.,
the traditional hashing methods, we represent each image
by hand-crafted features and deep features respectively. For
hand-crafted features, we represent images in the CIFAR-
10 and MIRFLICKR by 512-dimensional GIST features,
images in MNIST by 784-dimensional gray scale values, and
images in the NUS-WIDE by 500-dimensional bag-of-words
features. For a fair comparison between traditional methods
and deep hashing methods, we also conduct experiments on
the traditional methods with features extracted from deep
networks, where we extract 4096-dimensional deep feature
from the activation of second fully-connected layer (fc7) of
the pre-trained CNN-F network. We denote the results of
traditional methods using hand-crafted features by LSH, SH,
ITQ, SPLH and SDH, and we denote the results of traditional
methods using deep features by LSH-CNNF, SH-CNNF, ITQ-
CNNF, SPLH-CNNF and SDH-CNNF. The results of SDH,
SH and ITQ are obtained from the implementations provided
by the authors of original paper, while the results of LSH and
SPLH are from our own implementation.
C. Experiment Results and Analysis
Table III shows the MAP scores of all the retrieved results
on CIFAR10, MNIST, NUS-WIDE and MIRFLICKR datasets
with different length of hash codes. We can observe that: (1)
The proposed SSDH approach outperforms compared state-
of-the-art supervised deep hashing methods. For example on
CIFAR10 dataset, the proposed SSDH approach improves the
average MAP from 73.2% (DRSCH∗), 67.2% (NINH∗) and
56.0% (CNNH∗) to 81.0%. Similar results can be observed on
MNIST, NUS-WIDE and MIRFLICKR dataset. It’s because
the proposed SSDH approach designs a semi-supervised loss
function, which not only preserves the semantic similarity
provided by labels, but also captures the meaningful neigh-
borhood structure, thus improves the search accuracy. (2)
SSDH, DSRCH∗ and NINH∗ significantly outperform the
two-stage method CNNH∗, because they learn hash codes
and image features simultaneously, which can benefit from
each other, thus leading to better performance compared to
CNNH∗. (3) The trends among traditional methods are that
supervised methods SDH outperform semi-supervised method
SPLH, which further outperforms unsupervised method. We
can also observe that the traditional hashing methods using
deep features significantly outperform the identical methods
using hand-crafted features. For example on CIFAR10, com-
pared to SDH, SDH-CNNF improves the average MAP score
from 32.2% to 49.0%, which indicates that deep features can
also boosts traditional hashing methods’ performance.
The first row of Fig. 2 shows the Precision-Recall curves
with 48bit hash codes on four datasets. We can clearly see
that the proposed SSDH approach outperforms other state-of-
the-art hashing methods, which demonstrates the effectiveness
of exploiting the underlying structures of unlabeled data.
The second row of Fig. 2 demonstrates the Precision@topk
curves with 48bit hash codes, it can be observed that SSDH
achieves the best search accuracy steadily when the number of
retrieved results increases, which has superior advantage over
state-of-the-art methods. The third row of Fig. 2 shows the
Precision@top500 for different code lengths on four datasets.
We can clearly see that the proposed SSDH approach outper-
forms all compared state-of-the-art methods on all hash code
length. For example on CIFAR10 dataset, the proposed SSDH
approach achieves over 80% search accuracy on all hash code
lengths. Also from all these figures, by comparing traditional
methods using deep features and the identical methods using
hand-crafted features, we can observer that deep features can
boost the performance of traditional methods.
In all metrics on the 4 widely-used datasets, the proposed
SSDH approach shows superior advantages over the state-of-
the-art hashing methods, which demonstrates the effectiveness
of proposed SSDH method. SSDH outperforms supervised
deep hashing methods NINH∗, DRSCH∗ and CNNH∗ in all
evaluation metrics, which indicates that the proposed SSDH
method can preserve the semantic similarity and underlying
data structures simultaneously, thus leading to better retrieval
accuracy.
D. Comparison of Computation Time
Besides the retrieval performance, we also compare the
computation time cost of the proposed SSDH approach with
other compared methods. All the experiments are carried
out on the same PC with NVIDIA Titan X GPU, Intel
Core i7-5930k 3.50GHz CPU and 64 GB memory. Hashing
based image retrieval process generally consists of three parts:
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Feature extraction, hash codes generation and image search
among database. Note that our proposed SSDH approach
and other deep hashing methods are end-to-end frameworks
whose inputs are raw images, and outputs are hash codes.
For a fair comparison between deep hashing methods and
traditional methods, we compare with traditional methods by
deep features input. We record feature extraction time, hash
codes generation time and image search time cost of each
method. The average computation time of different methods
are shown in table IV. We can observe that, among deep
hashing methods, DRSCH is relatively slow, because it uses
weighted Hamming distance to perform image retrieval, which
is slower than original Hamming distance. The computation
time of our proposed SSDH approach and other 6 compared
methods is comparable with each other, because when hash
functions are learned, the time cost of hash generation is only
a matrix multiplication which is very fast, and all of them
use Hamming distance that can be efficiently implemented by
bit-wise XOR operation.
TABLE IV
COMPARISON OF THE AVERAGE COMPUTATION TIME (MILLISECOND PER
IMAGE) ON FOUR BENCHMARK DATASET BY FIXING THE CODE LENGTH
48.
Method CIFAR10
(ms)
MNIST
(ms)
NUSWIDE
(ms)
MIRFLICKR
(ms)
SSDH(ours) 3.43 4.31 11.56 2.12
DRSCH∗ 4.44 4.92 12.56 2.83
NINH∗ 3.92 4.46 11.94 2.26
CNNH∗ 3.78 4.14 11.92 2.34
SDH-CNNF 4.24 4.35 12.02 2.33
SPLH-CNNF 4.05 4.43 12.31 2.39
ITQ-CNNF 4.22 4.67 12.24 2.50
SH-CNNF 4.41 4.55 12.07 2.32
LSH-CNNF 4.15 4.65 12.28 2.30
E. Baseline Experiments and Analysis
1) Evaluation of the Loss Function: To further verify the
effectiveness of proposed semi-supervised loss function, we
also report results of using first supervised ranking term only
(NINH∗), and results of using supervised ranking term and
semi-supervised embedding term (SSDH base). By comparing
SSDH base with NINH∗, we can verify the effectiveness of
semi-supervised embedding term. By comparing SSDH with
SSDH base, we can verify the complementarity of semi-
supervised embedding term and pseudo-label term. The MAP
scores are shown in table V. SSDH base achieves better results
on all 4 datasets with all hash code lengths than NINH∗, which
demonstrates the effectiveness of semi-supervised embedding
term. SSDH approach outperforms SSDH base on 4 datasets
and all hash code lengths, which verifies the complementarity
of semi-supervised embedding term and pseudo-label term.
Fig. 4 demonstrates the Precision@topk curves with 48bit hash
codes on 4 datasets. Fig. 5 shows the Precision-Recall curves
of Hamming ranking with 48bit hash codes on 4 datasets.
Fig. 6 shows the Precision@top500 w.r.t. different length
of hash codes on 4 datasets. From these three figures, we
can clearly observe that SSDH outperforms SSDH base and
SSDH base outperforms NINH∗, which further demonstrates
the effectiveness of each term in our proposed loss function.
Fig. 3 demonstrates the top 10 retrieval results of NUS-WIDE
and CIFAR10 using Hamming ranking on 48bit hash codes.
Fig. 3. Some retrieval results of NUS-WIDE and CIFAR10 using Hamming
ranking on 48bit hash codes. The blue rectangles denote the query images.
The red rectangles indicate wrong retrieval results. We can observe that SSDH
achieves the best results, and SSDH base achieves better results than NINH∗.
2) Evaluation of Parameters: The proposed SSDH ap-
proach has two parameters λ and µ, which control the impact
of semi-supervised embedding term and pseudo-label term.
We set them with different values ranging from 0.1 to 1, and
compute MAP scores on CIFAR10 dataset with 48bit code
length. The results are shown in Fig. 7, and it can be observed
that experimental results are not sensitive to these parameters.
3) Evaluation of Online Graph Construction: To further
demonstrate the effectiveness of our proposed online graph
construction strategy, we conduct a baseline experiment to
compare with offline graph construction strategy. More specif-
ically, we first construct a neighborhood graph offline based
on all the data. It is constructed based on deep features
extracted from the fc7 layer of the pre-trained CNN-F network.
Then we use the proposed SSDH approach to train a deep
hashing network based on the offline neighborhood graph.
The only difference between offline and online approach
is that in equation (14): offline approach randomly selects
neighbor pairs and non-neighbor pairs based on the fixed
offline graph, while online approach is based on the evolving
graph constructed online. We conduct this baseline experiment
on CIFAR10 dataset, the results are shown in table VI. We
can observe that, online graph construction achieves better
retrieval results than offline graph construction on all hash
code length, which shows that online graph construction can
benefit from the evolving deep features and capture more
meaningful neighbors. We can also observe that offline graph
construction can improve the retrieval accuracy compared with
state-of-the-art methods in table III, which also demonstrates
the effectiveness of simultaneously preserving the semantic
similarity and the underlying data structures in our proposed
SSDH approach.
To further demonstrate the representative power of neigh-
borhood graph and pseudo labels, we also conduct experiments
to analyze the accuracy of the online constructed graph and
predicted pseudo labels. More specifically, during the training
stage we calculate the accuracy of neighbors among the
constructed graph and the accuracy of predicted pseudo labels
of unlabeled data. We also calculate MAP score of image
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TABLE V
EVALUATION OF THREE TERMS IN THE PROPOSED LOSS FUNCTION ON 4 DATASETS.
Methods
SSDH (All three terms) SSDH base (First & second term) NINH∗ (First term only)
12bit 24bit 32bit 48bit 12bit 24bit 32bit 48bit 12bit 24bit 32bit 48bit
MNIST 0.975 0.982 0.982 0.982 0.944 0.969 0.975 0.969 0.931 0.949 0.958 0.959
CIFAR10 0.801 0.813 0.812 0.814 0.749 0.773 0.784 0.779 0.600 0.696 0.689 0.702
NUS-WIDE 0.707 0.725 0.731 0.735 0.665 0.672 0.691 0.706 0.597 0.627 0.647 0.651
MIRFLICKR 0.773 0.779 0.778 0.778 0.747 0.758 0.759 0.751 0.693 0.711 0.718 0.709
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Fig. 4. Precision@topk curves with 48bit hash codes on 4 datasets. (a) MNIST; (b) MIRFLICKR; (c) NUS-WIDE; (d) CIFAR10.
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Fig. 5. Precision-Recall curves of Hamming ranking with 48bit hash codes on 4 datasets. (a) MNIST; (b) MIRFLICKR; (c) NUS-WIDE; (d) CIFAR10.
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Fig. 6. Precision@top500 w.r.t. different length of hash codes on 4 datasets. (a) MNIST; (b) MIRFLICKR; (c) NUS-WIDE; (d) CIFAR10.
TABLE VI
MAP SCORES OF ONLINE AND OFFLINE GRAPH CONSTRUCTION
STRATEGY ON CIFAR10 DATASET
Methods
CIFAR10
12bit 24bit 32bit 48bit
SSDH with Online Graph 0.801 0.813 0.812 0.814
SSDH with Offline Graph 0.756 0.764 0.756 0.766
retrieval by using the model of corresponding iterations, so
that we can clearly see the relations between them. The results
are shown in Fig. 8. We can observe that both the accuracies of
neighborhood graph and predicted pseudo labels increase fast
during training, and achieve over 80% within 2,000 iterations,
which indicates that the online graph and the predicted pseudo
labels are becoming more and more accurate due to the
evolving deep features. From Fig. 8 we can also observe
that the accuracy of image retrieval increases along with the
neighborhood graph and pseudo labels, which indicates that
proposed SSDH captures more and more meaningful semantic
neighbors and improves the search accuracy.
4) Evaluation of the Impact of k: We conduct experiments
to study the impact of k in k-nearest-neighbor graph. More
specifically, we calculate the MAP score of image retrieval
w.r.t different k ranging from 2 to 30. We conduct this baseline
experiment on CIFAR10 dataset with 48 bit code lenght. The
result is shown in Fig. 9, from which we can observe that
the MAP score is stable when k < 10, but it decreases when
k > 10. This trend is expected, and it is related to the accuracy
of k-nearest-neighbors. The accuracy of k-nearest-neighbors
will decrease when k is large, which will further lead to low
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Fig. 8. The accuracy of neighborhood graph and predicted pseudo labels, as
well as the MAP scores of image retrieval during each iteration on CIFAR10
dataset with 48bit code length.
retrieval accuracy. However, the result is stable when k < 10,
which can ensure the robustness of our proposed online graph
construction approach.
F. Experiment Results on Transfer Type Testing Protocols
Besides the traditional testing protocols used by most
hashing works, we also conduct experiments under transfer
type testing protocols proposed in [45], where only 75% of
categories are known during training, and the remaining 25%
of categories are used for evaluation. We follow the exactly
same setting, and randomly split each dataset into 4 sets,
namely train75, test75, train25 and test25, where train75 and
test75 are the images of 75% categories, while train25 and
test25 are the images of the remaining 25% categories. The
training set is formed by train75, the query set is formed by
test25, and the database set is formed by train25 and test75.
Note that test75 is a distraction set in database, since there
are no ground truth images in them. The detailed split of each
dataset under transfer type protocol is shown in table VII. The
experiment results are shown in table VIII. For fair compari-
son, we report traditional methods by only using deep features.
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Fig. 9. The MAP score w.r.t different k on CIFAR10 dataset.
From table VIII, we can observe that the overall retrieval
accuracy of each method decreases under transfer type testing
protocol, which is because of the information loss of unseen
categories. The retrieval accuracy gap between supervised
methods and unsupervised methods becomes smaller than
that of traditional settings. For example, ITQ even achieves
better retrieval accuracy than SDH and CNNH on NUS-WIDE
dataset. It is because unsupervised methods don’t depend
on the semantic information, which are more robust under
transfer type testing protocols, while supervised methods are
likely to overfitting to the known categories. Traditional semi-
supervised method SPLH achieves promising results, which
even outperforms deep hashing methods on some datasets,
it is because semi-supervised paradigm can make use of
labeled data as well as prevent overfitting. Under the transfer
type testing protocols, our proposed SSDH approach still
achieves the best results, because proposed SSDH preserves
the semantic similarity and the underlying data structures of
unlabeled data simultaneously, thus it’s more robust to the
unseen categories and achieves the best results.
TABLE VII
SPLIT OF EACH DATASET UNDER TRANSFER TYPE TESTING PROTOCOL
CIFAR10 MNIST NUS-WIDE MIRFLICKR
Query 9000 10913 35176 6976
Database 30000 35000 83023 12709
Training 21000 24088 47848 5315
G. Experiment Results on Large Scale ImageNet Dataset
The ImageNet dataset (ILSVRC12) [44] contains 1000
categories with 1.2 million images. ImageNet is a large scale
dataset which can comprehensively evaluate the effectiveness
of the proposed approach and compared state-of-the-art meth-
ods. In order to fairly evaluate the retrieval accuracy on the
ImageNet dataset, we no longer use the pre-trained CNN-F
model to initialize the parameters of the network structure,
since the pre-trained model has learned the information from
all the 1.2 million training images. Thus we also use the
transfer type testing protocols on the ImageNet dataset. More
specifically, we randomly split ImageNet dataset into 4 sets,
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TABLE VIII
MAP SCORES WITH DIFFERENT LENGTH OF HASH CODES ON CIFAR10, MNIST, NUS-WIDE AND MIRFLICKR DATASET UNDER TRANSFER TYPE
TESTING PROTOCOL
Methods
CIFAR10 MNIST NUS-WIDE MIRFLICKR
12bit 24bit 32bit 48bit 12bit 24bit 32bit 48bit 12bit 24bit 32bit 48bit 12bit 24bit 32bit 48bit
SSDH(Ours) 0.274 0.286 0.305 0.304 0.344 0.357 0.404 0.477 0.513 0.536 0.541 0.547 0.780 0.783 0.781 0.785
DRSCH∗ 0.239 0.223 0.240 0.231 0.316 0.321 0.321 0.335 0.454 0.467 0.465 0.456 0.756 0.754 0.755 0.761
NINH∗ 0.235 0.248 0.251 0.269 0.313 0.330 0.373 0.394 0.484 0.483 0.485 0.487 0.751 0.755 0.760 0.761
CNNH∗ 0.229 0.235 0.221 0.216 0.266 0.273 0.260 0.281 0.455 0.473 0.478 0.478 0.740 0.742 0.742 0.737
SDH-CNNF 0.179 0.190 0.196 0.204 0.225 0.268 0.305 0.317 0.469 0.505 0.497 0.517 0.692 0.706 0.720 0.732
SPLH-CNNF 0.200 0.228 0.231 0.222 0.282 0.296 0.294 0.293 0.458 0.464 0.521 0.524 0.705 0.709 0.712 0.744
ITQ-CNNF 0.147 0.159 0.173 0.180 0.283 0.308 0.326 0.345 0.488 0.486 0.498 0.493 0.683 0.683 0.684 0.685
SH-CNNF 0.127 0.117 0.115 0.112 0.227 0.244 0.247 0.241 0.396 0.372 0.361 0.356 0.623 0.614 0.615 0.611
LSH-CNNF 0.078 0.098 0.105 0.096 0.186 0.288 0.247 0.244 0.310 0.323 0.336 0.343 0.591 0.609 0.611 0.616
namely train75, test75, train25 and test25, where train75 and
test75 are the images of 750 categories, while train25 and
test25 are the images of the remaining 250 categories. Similar
to the above setting, we use train75 as training set, test25 as
query set, and the union of test75 and train25 as database set.
Thus we construct a training set of 499,071 images, query set
of 166,513 images and database set of 665,583 images. For a
fair comparison between deep hashing methods and traditional
methods, we first use the training set to train the CNN-F model
from scratch, then the trained model is used to initialize the
parameters of network structure for deep hashing methods, and
to extract 4096 dimensional features for traditional hashing
methods. For the training of each hashing methods, since the
number of images in training set is too large to train the
compared hashing methods, we further randomly select 75,000
images (100 images per category) to train hashing methods.
For this large-scale dataset, we only report the precisions
within top 500 retrieved samples with different hash code
length due to high computation cost of MAP evaluation.
The results are shown in table IX. Since this dataset is
very large and we test on more challenging transfer type
testing protocols, the precision values are relatively low. From
table IX we can observe that our proposed SSDH approach
still achieves the best results on this large scale ImageNet
dataset and challenging testing protocol, which demonstrates
the effectiveness of our proposed SSDH approach.
TABLE IX
THE RETRIEVAL PRECISIONS WITHIN TOP 500 RETRIEVED SAMPLES
W.R.T. DIFFERENT HASH CODE LENGTH ON IMAGENET DATASET
Methods
ImageNet
12bit 24bit 32bit 48bit
SSDH(ours) 0.084 0.106 0.122 0.134
DRSCH∗ 0.063 0.089 0.101 0.106
NINH∗ 0.062 0.090 0.095 0.105
CNNH∗ 0.020 0.041 0.056 0.081
SDH-CNNF 0.037 0.070 0.086 0.105
SPLH-CNNF 0.053 0.080 0.090 0.103
ITQ-CNNF 0.044 0.074 0.091 0.108
SH-CNNF 0.040 0.064 0.075 0.087
LSH-CNNF 0.010 0.015 0.018 0.023
V. CONCLUSION
In this paper, we have proposed a novel semi-supervised
deep hashing (SSDH) method. Firstly, we design a deep
network with an online graph construction strategy to make
full use of unlabeled data efficiently, which can perform hash
code learning and image feature learning simultaneously in
a semi-supervised fashion. Secondly, we propose a semi-
supervised loss function with a supervised ranking term to
minimize the empirical error on labeled data, as well as a
semi-supervised embedding term and a pseudo-label term to
minimize the embedding error on both labeled and unlabeled
data, which can capture the semantic similarity information
and the underlying structures of data. Experimental results
show the effectiveness of our method compared with 8 state-
of-the-art methods.
For the future work, we will explore different semi-
supervised embedding algorithms that can make better use of
unlabeled data, and more advanced graph construction strate-
gies can be utilized. We also plan to extend this framework to
an unsupervised scenario, in which we intend to use clustering
methods to obtain virtual labels of images.
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