This paper proposes an optimal power dispatch by taking into account risk management and renewable resources. In particular, it examines how control engineering and risk management techniques can be applied in the field of power systems through their use in the design of risk-based model predictive controllers. To this end, this paper proposes a two-layer control scheme for microgrid management where both levels are based on model predictive control (MPC): the higher level is devoted to risk management while the lower layer is dedicated to power dispatching. In particular, the high-level controller is based on a risk-based approach where potential risks have been identified and evaluated. Mitigation actions are the decision variables to be optimized to reduce the consequences of risks and costs. The MPC-based algorithm decides the appropriate frequency of mitigation actions such as changes in references, constraints, and insurance contracting, by relying on a model that includes integer variables, identifiable risks, their costs, and the cost/benefit assessment of mitigating actions. On the other hand, the low-level controller drives the plant to suitable values to satisfy demands. A series of simulations on a nonlinear model of a real laboratory-scale power plant located in the facilities of the University of Seville are conducted under varying conditions to demonstrate the effectiveness of the algorithm when risks are explicitly considered. KEYWORDS mixed integer programming, model predictive control, risk mitigation, smart grid
panels, and their size can vary from a small community connected to local resources to a larger area like New York University. 4 In this context, the design of smart policies for the generation and storage of energy can provide optimal and reliable performance with significant costs reduction. A review of different control strategies for microgrids can be found in the works of Olivares et al 3 and Minchala-Avila et al 5 and the references therein. From the viewpoint of microgrid control, there are two essential features to highlight: (a) it is a locally controlled system and (b) it can operate either connected to the traditional grid (mega grid) or as an isolated electrical grid.
Among the many contributions in the field of microgrid control, model predictive control (MPC) stands out due to its advantages in comparison with other control techniques. 6 MPC can take explicitly into account delays, constraints on states and input variables, disturbances, and nonlinearities, among others. Thus, several MPC approaches have been applied to offer an economical, optimal, and reliable power dispatch, see, eg, the works of Kriett and Salani, 7 Parisio et al, 8 Bruni et al, 9 and Pereira et al. 10 The idea behind this approach is that the controller predicts future states based on a dynamic model of the system and computes a sequence of inputs, which results from the optimization of a given objective function over a finite prediction horizon. Only the first component of the input sequence is applied to the system. At the next time step, the problem is solved again following a receding time horizon strategy.
In addition, one of the major challenges in microgrids is the management of the uncertainty derived from the introduction of renewable resources. 11, 12 Issues such as the lack of accurate predictions of power demands, changing weather conditions, and the possibility of faults that affect the system are potential uncertainty sources that may generate unexpected results and extra costs and hence reduce the viability of the system. In this sense, there are MPC approaches that have been developed to consider uncertainties from a stochastic viewpoint. 13, 14 For example, in the work presented by Bahakim and Ricardez-Sandoval, 13 disturbances are introduced in the system model as stochastic time-varying perturbations. In the work of Su et al, 14 an MPC is applied to a distribution system considering plug-in electric vehicle uncertainty. Moreover, in the work of Velarde et al, 15 several stochastic MPC methods are tested on a real benchmark. Other contributions in the field of robust performance and fault diagnosis can be found in the works of Chow and Willsky 16 and Blanke et al 17 and also using MPC. 18 Risk management is a rising methodology with applications in very different fields, eg, behavioral health, 19 irrigation canals, 20 and supply chains. 21 In this line, works of Baron and Paté-Cornell, 22 Rachev et al, 23 and Eising et al 21 show the potential benefits of this approach. In this paper, uncertainties are driven from the point of view of risk management to make power systems more robust and increase their risk-tolerant performance. In particular, we combine stochastic risk management with MPC, also providing risk identification and mitigation in this context. As for the control architecture, a hierarchical structure is applied, where an external loop runs a predictive controller based on risk management to change the parameters of the system operations, and the internal loop steers the microgrid to satisfy the demand with the other MPC. To the best of our knowledge, the risk-based MPC approach presented here has not been applied before to this type of system. Hence, the main contribution of this paper is the development of a risk assessment MPC methodology based on a real hydrogen-based microgrid located at the laboratory of the University of Seville that was modeled by Valverde et al. 24 In the risk management paradigm, a trade-off between performance and risk aversion is the main objective. This means that the control architecture does not solely focus on performance but also on additional issues such as the extension of the lifetime of the system. For this reason, there may be other methods in literature that provide better sheer performance than our proposal, for it aims to optimize the plant exploitation in time. In this way, risks that could affect the microgrid are defined, along with their probabilities, impacts, and a set of actions that they can mitigate. All this information has been obtained from historical data and interviews with the technical staff that manage the microgrid. In addition, the proposed framework allows for the consideration of different criteria in the optimization and the effects of the risks all together. The optimization problem based on MPC incorporates new manipulated variables (mitigation actions) to reduce the effects of risks throughout time through mitigation actions. Note that the collection of statistical data on the risks that may affect the actual microgrid has been very important for the validation of the method. A hierarchical structure is also used here: the external loop may make changes to the operation to reach optimal risk avoidance by using mixed integer programming; the internal loop incorporates the decision variables of the plant given by the external loop, which considers external factors. The justification for this hierarchy is determined by the difference of objective functions, constraints, and sampling rates at both levels. For instance, note that the sampling rate of the internal loop is higher than that of the external loop. It is worth highlighting the multicriteria character of this work: the minimization of the impacts of risks is established by a set of weighted criteria that represents the priorities of the operation.
The organization of this paper is as follows. Section 2 describes the real plant located in the Department of System and Automation Engineering at the University of Seville and the considered model. Section 3 presents an introduction to risk management and the adopted risk-based approach. In addition, the risk identification and assessment are undertaken in this section. Section 4 introduces the proposed hierarchical model predictive controller. Section 5 shows the results via simulation by considering the two predictive controllers and the risk mitigation. Finally, some conclusions and future perspectives are drawn in Section 6.
DESCRIPTION OF THE HYDROGEN-BASED MICROGRID
Renewable energy sources joined with hydrogen can be considered as efficient, clean, and sustainable energy source. 25 In this sense, the laboratory-scale plant was developed by HyLab 26 for tests and experiments with various types of renewable energy and demands profiles. A scheme of the bilevel control structure of the microgrid is shown in Figure 1 .
The HyLab microgrid consists of a 6-kW electronic power source, which emulates the power produced from renewable sources, eg, photovoltaic panels, wind turbines, hydraulic microturbines, etc. The power excesses are stored in the battery bank or sent to the electrolyzer for metal hydrides generation and storage inside the hydrogen tank. Conversely, when the renewable sources are not able to provide enough power to the 1-kW load (emulated electronically), the fuel cells and the battery bank deliver power to be consumed. The fuel cell and the electrolyzer, which use proton exchange membrane (PEM) technology, and the hydrogen storage tank, whose nominal capacity is 7 Nm 3 −5 bar, compose the hydrogen path. The nominal power ratings for the PEM fuel cell and electrolyzer are 1.2 kW and 1 kW, respectively. Moreover, the microgrid can work either as an isolated system or by exchanging energy with the utility power grid (UPG). DC/DC converters (1 kW and 1.5 kW) provide the power interface between the different devices. The system is connected via a
Variable
Description P H2 (kW) P H2 > 0 represents the power of the fuel cells (P fc ) Manipulated variables P H2 < 0 means that the electrolyzer (P ez ) is operating Pgrid(kW) Pgrid P grid < 0 is the power exported in opposite direction States SOC (%) State of charge of the batteries MHL(%) Metal hydrides level P net = P res − P dem Disturbance P net (kW) P res : power produced by the renewable energy sources Pdem: power energy demanded by the load 48 V DC bus regulated by the battery bank. Finally, it is important to note that the fuel cell and the electrolyzer cannot work simultaneously.
Linear model and constraints
To design and implement a linear MPC controller, it is necessary to consider a linear discrete-time model of the system, ie,
Equation (1) consists of u = [P H2 ; P grid ], which represents the vector of manipulated variables, the states vector of the system x = [SOC; MHL], and the disturbance = P net ∈ ℝ. The description of these variables is given in more detail in Table 1 .
The model of the system is defined for each time instant k ∈ ℤ + , around a working point [u * , x * ] = [0 kW; 1.75 kW; 50 %; 50 %], as follows:
The identification of the parameters of (1) was developed in the work of Pereira et al. 27 In addition, for more details, a complete analysis, modeling, simulation, and validation of this experimental plant can be found in the work of Valverde et al. 24 It was discretized using Tustin's method with a sampling time of 30 seconds.
To ensure a correct performance of the equipment, the system has to be subject to hard constraints. They establish limits for the hydrogen path and grid operation by constraining the control input variables and their incremental signals, Δu = [ΔP H2 ; ΔP grid ], which correspond to physical limitations of the connection, ie,
In addition, the battery bank and the metal hydrides storage tank have limited capacity to prevent any plant damage. This is expressed as constraints on the state variables Function that determines the reduction of the effect affecting criterion c i when the mitigation A j is applied g i Function that determines the impact on criterion c i when the mitigation action A j is executed
The input, their incremental signals, and state constraints given by (3), (4), and (5) can be written, respectively, as
x
Here, n u = 2, and n x = 2. All in all, the energy balance is given by
where P batt is the power of the battery bank, which is controlled indirectly by satisfying (9).
A RISK-BASED CONTROL APPROACH IN MICROGRIDS
At this point, the main objective is to incorporate relevant information about uncertainty to manage it and provide a better solution for the microgrid. In this paper, uncertainties are treated under the concept of risks. According to the work of Hood and Jones, 28 the three basic steps in risk management are going to be described in and adapted to this work. Table 2 describes the used notation for the risk approach.
Goal settings
Depending on the established goals and priorities, the problem may be focused from different points of view. To this end, performance criteria and their priorities must be set. Therefore, consider
the vector of weights and criteria in the optimization problem. Examples of criteria may be environmental impact, operational costs, and delays, among others.
Risk identification
Once the objectives have been established, information regarding the problem should be gathered and interpreted, ensuring that all key topics are considered, including lessons learnt from past experiences. Major hazards for man, environmental aspects, and deviations from nominal costs are examples of risks and they have to be evaluated quantitatively, identifying the parameters to which they can affect. Note that risk identification should be done by gathering experts to provide system information from different areas: process technicians, financial, purchasing, quality, to name a few. It should be noted that risk assessment is also a process in continuous update. Risk can be defined as the likelihood of a specific event within a certain period of time. Complex functions of probability, consequences, and vulnerability can be used to introduce risk into industrial problems. Therefore, a risk can be characterized by its likelihood over time as well as by the effects it can produce.
According to that, a probability function P r (t) is defined for each risk R r . It is assumed that these probabilities are independent. The effects of risks should be evaluated on the criteria set, C, also as a function of time. This feature is given by terms E i r (t) ∈ ℝ, where the effect of risk R r on criterion c i at time t is described. For example, a fault in the microgrid batteries (risk) can affect the operating cost (criterion), with a value of 500 euros (effect).
Formally, the exposure to risk R r , affecting criterion c i , is denoted by EX i r and it is defined according to the expression
where E i r denotes the effect of risk R r affecting criterion c i . As can be seen, probabilities and effects may vary over time. In this article, an identification of potential risks in the real microgrid is undertaken. Risks are categorized depending on the associated source: photovoltaic plant, fuel cell, batteries, and weather conditions. This information has been obtained from historical values provided by the technical staff of the laboratory that operates the plant. Table 3 describes this information. It shows an exhaustive list of possible risks that could occur in a microgrid. Risks R 1 − R 6 are linked to the photovoltaic plant. R 1 identifies the deviation of production capacity of solar panels. It can vary from nominal along the time. R 2 establishes the importance of keeping the terrain stable and unbumped. R 3 and R 4 include mechanical failures in the plant as well as accumulated dirt on the panels. Both will cause maintenance costs and deterioration in solar production. R 5 deals with the degradation of materials due to harsh conditions affecting the estimated lifetime of panels. R 6 describes the possible fluctuations in electricity prices that may incur in an overcapacity of stored energy.
Risks associated with fuel cell are focused on preventive maintenance due to the danger of storing hydrogen. In our case, the fuel cell is combined with an electrolyzer to produce hydrogen. A tank of hydrogen is also included in the facility. Risks R 7 − R 11 list the possible adverse events of this system (fire, explosion, and electric shock, among others).
Some risks in batteries describe hardware faults as loss of continuity (R 13 ), contactors (R 12 ), or electrical short circuit (R 14 ). In addition, risks associated with maintenance (overcharge, low efficiency, or elevated temperature) have been identified.
Finally, the weather conditions are a crucial source of risks when renewable energies are considered. Unexpected changes in demands and generation can be provoked. Therefore, R 18 represents unexpected changes in power demand and 19 represents possible deviations from the estimated solar generation; for example, on cloudy days, the power generated could be insufficient.
As will be seen in the following subsection, a subset of risks from Table 3 has been implemented for the tests performed. Table 4 describes the effects and probabilities (second and third column, respectively) of selected risks, which are explained in detail in the following subsection.
Risk mitigation
At this step, necessary measures to limit risks consequences have to be identified. A mitigation plan should be incorporated to analyze the source of the risks and propose actions to reduce the potential consequences.
Mitigation is performed with two different objectives: preventive actions are focused on probability reduction while reactive actions are chosen to reduce the effects. In this way, each risk can be associated with a set of actions that could mitigate it. We assume the mitigation action set to be A = {A 1 , … , A n a } with n a representing the number of mitigation actions. Each mitigation action is described by a set of three elements
where u M a is a manipulated variable of the optimization problem representing mitigation action A a . It may be an integer (do/not do the action) or a real variable, representing the intensity of the action. F a = { c a ∶ ℝ → ℝ + } is the set of functions that determine the risk effect reduction as a function of u M a , where c a represents the reduction of the effect affecting criterion c when action A a is applied; and G a = {g c a ∶ ℝ → ℝ + } is the set of functions that describe execution costs of action A a , with g c a measuring the impact on the criterion c as a function of u M a . If control variables are integer or Boolean, the optimization problem becomes a mixed integer quadratic problem.
The influence of mitigation actions on the exposure to risk R r with respect to criterion c has to be taken into account. In this way, Equation (11) can be rewritten as
where Periodic cleaning of panels (monthly)
Modify the solar generation load shape
Properly maintenance of fuel cell (monthly)
Training for personnel (quarterly)
Change upper limit of SOC in battery
Change power demand curve as request 1 6 = 0, 2 6 = E 2 18 u M 6 , g 1 6 = 0 B Table 4 shows the subset of risks that have been considered to illustrate the method in the simulation presented in this paper and the mitigation actions that can reduce them. Effects (E) are expressed on the following criteria: (c = 1) cost (euros/day), (c = 2) the estimated power demand, and (c = 3) the expected power generation by the solar panels. Table 5 describes the adopted actions, reductions ( a c functions), and the extra costs incurred (g a c functions). The last column indicates if the control variable is Boolean (B) or real (R). Note that actions A 1 to A 6 involve Boolean variables, giving rise to a mixed integer problem. Values from these tables were obtained jointly with the technical staff that manages the microgrid located at the University of Seville. Next, some additional explanations about Tables 3 and 4 are provided.
• Risk R 4 considers the accumulation of dirt in photovoltaic panels. The probability (P 4 (t)) increases with time and decreases if action A 1 is performed. This action is executed when the probability exceeds a threshold. Note that the effect in terms of cost is E 1 4 = 50 euros/day and the demand is E 2 4 = 0. If this risk happens, it is estimated that the generation would suffer a 50% decrease (E 3 4 = −0.5PG). When action A 1 is executed, it reduces the effect of R 4 by 95% on cost ( 1 1 = 0.95E 1 4 u M 1 ) and 100% on solar generation by changing the curve ( 3 1 = −E 3 4 u M 1 ). Each time this action is executed, it costs 250 euros (g 1 1 = 250u M 1 ) and the probability is reset. The frequency of this action may be monthly and the decision variable is Boolean.
• All the identified risks in fuel cells are grouped (R 7 -R 11 ), and the proposed actions to avoid them are a monthly skilled maintenance (A 3 ) and a quarterly training for personnel (A 4 ). Both decision variables are Boolean. Risk probabilities take the same form that R 4 . • Risk R 17 sets the efficiency loss for batteries charging. To mitigate this risk, the upper limit in the constraints about SOC is proposed (A 5 ); in particular, it goes down from 90% to 70%. The probability between days 10 to 20 is set to 0.6 to illustrate this event.
The unexpected changing power demand is described in the risk R 18 . To show these effects, the probability in days 50 and 74 is set to 1. The existence of abrupt changes in the estimated demand can be justified by drastic climatic changes, the load of electric cars, among others. Note that the high-level controller takes into consideration external information such as weather predictions that may change the initial demand curve. In this sense, the mitigation action is the modification/no modification of the demand curve with the same value as the effect. Action A 6 changes the expected power demand to be sent to low-level MPC controller. In this case, it has been established that demand increases by 32%. The decision variable is Boolean. • Risk R 19 represents a 55% reduction in solar generation if there is a cloudy day. It may incur in an extra cost of 300 euros/day. The probability between days 25 to 34 is modeled as a normal distribution with mean 0.9 and standard deviation 0.3. Action A 2 modifies the estimated solar generation as an input to the low-level MPC controller. It reduces the 99% of E 1 19 (cost), and it corrects the power estimation generated by the photovoltaic plant with an additional cost of 45 euros. The variable decision is Boolean (execute/nonexecute the action).
HIERARCHICAL RISK-BASED MODEL PREDICTIVE CONTROLLER
Summarizing the previous concepts and formulations, the hierarchical risk-based control algorithm can be introduced. MPC is a control strategy based on the use of an explicit dynamic model system to predict the evolution of the states along a prediction horizon (N). The sequence of future control inputs ({u(k), … , u(k + N − 1)}) is calculated by optimizing an objective function. Only the first component of the sequence, u(k) is applied to the process at the current time step k; the remaining ones are discarded. The optimization problem is repeated in a receding horizon fashion at the next time step (k + 1) to calculate the corresponding actions with the most recent information. In this section, we explain how this method is applied for both the upper and the lower layers of the proposed controller.
Upper layer: an MPC based on risk management
Risk mitigation is carried out by a model predictive controller whose control horizon is denoted by N up . The control goal is expressed by the multicriteria performance index as follows:
with = [ 1 , 2 , … , n c ] T the weighting vector for criteria and u M = [u M1 , u M2 , … , u Mna ] the vector of decision variables (mitigation actions to undertake). Note that values of are imposed depending on the priority of desired performance. Term J c takes the form
whereŶ c is the predicted output on criterion c at instant (k + i) without risks and m denotes the total number of risks. Note that, for each output, the sum of terms EX c r is added to the nominal value. This controller can be executed as many times as desired. The optimization will be more valid if the data is more accurate.
Low-level: MPC in microgrids hydrogen-based storage
The cost function optimized by the low-level controller is given by
where Q and R are positive definite weighting matrices and x ref is the given references for the states. Here, these values are set as Q = I n x ×n x , R = [500, 0; 0, 600], and x ref =[60%; 45%]. These values prioritize the use of the battery bank over the hydrogen path, which only works if enough difference between the power generated by the renewable sources and the power demand exists. Other considerations are to minimize the power exchanged with the UPG and to give flexibility to the smart grid through its reference levels. The optimization problem solved at each time instant k is formulated as
subject to
is the set of integer numbers from 0 to N low − 1. In addition, x(k) is the measured state vector at each time instant k. In this manner, the optimization problem has a closed-loop formulation.
Finally, note that the elements that configure this problem can be modified by the actions carried out by the upper layer. 
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RESULTS
In this section, a series of simulations were carried out by using a nonlinear model as replacement for the real plant. 26 The risk identification and management presented in the previous section were performed based on the real microgrid in our labs. In particular, information about risks has been obtained from historical data and interviews with the technical staff. The initial conditions for SOC and MHL were 50% for each one. The results are presented over a simulation time of 93 days. The sampling time step was 30 seconds for the lower controller and 1 day for the higher controller. The prediction horizons were set to N up = 5 days for the upper layer and N low = 5 minutes for the lower one. The CPLEX commercial package 29 has been used for the simulations due to the mixed integer decision variables.
Results from the high-level controller are depicted in Figures 2 and 3 . Figure 2 shows the initial estimated power demand as well as the initial estimated solar generation, represented by dotted green lines. According to the risk R 19 , its probability between days 25 to 34 is high. The optimization problem determines to execute the action A 2 modifying the solar generation shape. Therefore, final values are shown by solid red lines. They are sent to the low-level controller. In the same way, final values of estimated power demand are also represented in the days 50 and 74 as a consequence of the risk R 18 . Figure 3 describes how mitigation actions are considered to compensate depletion as a consequence of risks. A 1 and A 3 are carried out every month and A 4 every 90 days. The manipulated variables of A 2 and A 6 (u M 2 and u M 6 ) are executed to change the generation and demand profiles, respectively. u M 2 is one from days 25 to 34 and u M 6 is one in the days 50 and 70  60  50  40  30  20  10  0   90  80  70  60  50  40  30  20  10  0   90  80  70  60  50  40  30  20  10  0   90  80  70  60  50  40  30  20  10  0   90  80  70  60  50  40  30  20  10  0   90  80  70  60  50  40  30  20 74. In addition, u M 5 takes the value one from days 10 to 20 to set the upper limit of the SOC in the battery to 70% (see in Figure 4 ). Figure 4 shows the evolution of the variables that compose the experimental microgrid in the low-level controller. The microgrid follows a general scheme of operation to satisfy the demand. The days when the power from the renewable sources is not enough to meet the electric demand, the fuel cells are turned on; SOC and MHL decrease gradually as supply power to the load. Finally, the microgrid imports energy power from the main grid as the last resource. This event can be seen along the time-period from day 31 to day 65. Note that P grid > 0 in this case. On the contrary, when there exists excess of renewable energy production and the user demand has been satisfied, the electrolyzer is active, energy is stored as metallic hydrides, batteries are charged, and power is sold to the external grid P grid < 0. Figure 5 shows the same results as in Figure 4 , but without a risk analysis. When the renewable power is enough, the batteries are fully charged, which could compromise their lifespan. Therefore, by implementing a risk analysis, the constraints on SOC are readjusted toward acceptable levels, in this case to a maximum level of 70%.
As can be seen, the risk mitigation approach has a more conservative behavior. However, a cost reduction (10 000 euros) is obtained after 93 days when mitigation is considered (see Figure 6 ).
CONCLUSIONS
Risks are incorporated into an optimal control strategy using model predictive control, which provides a versatile framework to this end and allows us to consider different criteria. As a result, a very flexible risk-based approach was proposed. In particular, a two-level management method for microgrids has been presented: a high-level MPC controller mitigates the risks and a low-level controller employs another MPC to optimize the performance of the microgrid. Our results are promising and show the benefits that can be obtained from the application of this methodology.
Finally, the risks considered in this paper are defined regarding expected values. In future works, we expect to improve the modeling of their stochastic nature to penalize risky behaviors. Likewise, we aim to obtain experimental results with a broader set of risks in the management of the microgrid in a real benchmark.
