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Abst rac t - -The  current status of the direct simulation Monte Carlo (or DSMC) method is reviewed 
with particular emphasis on its range of validity, the extent of its validation against experiment, and 
the new molecular models that have been developed inthe context of DSMC modelling. The growing 
number of DSMC applications tothe study of flow instabilities are discussed and results are presented 
for new calculations ofunsteady axially symmetric and three-dimensional T ylor-Couette flows. The 
axially symmetric cases exhibit a transition at a critical Reynolds number from an eventual steady 
laminar flow to a permanently unsteady flow. 
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1. INTRODUCTION 
The general objective behind the direct simulation Monte Carlo (or DSMC) method is to cal- 
culate practical gas flows through the use of no more than the collision mechanics of model 
molecules. The molecules move in simulated physical space so that physical time is a parameter 
in the simulation and all flows are calculated as unsteady flows. Advantage may be taken of 
flow symmetries in physical space, but all collisions are calculated as three-dimensional events. 
An essential DSMC feature is that the molecular motion and the intermolecular collisions are 
uncoupled over time intervals that are much smaller than the mean collision time. Both the in- 
termolecular collisions and representative boundary interactions are calculated on a probabilistic 
basis and the method makes extensive use of random numbers. In most applications, the number 
of simulated molecules i  extremely small in comparison with the number of molecules that would 
be present in the real gas flow. Each simulated molecule is then regarded as representing the 
appropriate number of real molecules. The details of the procedures, the consequences of the 
computational pproximations, and the relationship between the DSMC method and the other 
particle simulation methods have been discussed in a recent monograph [1]. 
The first nentrivial application of the DSMC method ealt with the structure of a normal shock 
wave and was presented at the Fourth International Symposium on Rarefied Gas Dynamics at 
Toronto in 1964 [2]. The initial reception of the method was less than enthusiastic, and this lack 
of acceptance was arguably the most serious problem associated with the first twenty years of 
the development of the DSMC method. The method is very demanding of computer esources 
and the number of simulated molecules and the sample sizes in the computations that could be 
made during that period were very small in comparison with those that are routinely employed in 
contemporary studies. In addition, the expense of the early computations precluded application 
of the DSMC method to flows associated with the development of high vacuum processes in most 
industries, and its development took place largely in the context of the "big budget" aerospace 
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industry. The support extended to fundamental studies and, by 1970, it was possible to calculate 
shock wave profiles [3] that allowed meaningful comparisons with the experimental results that 
were then available [4] and with subsequent experiments [5]. Other calculations at that time led 
to the formulation [6] of a criterion for the breakdown of equilibrium in expansion flows. This 
was verified in subsequent experiments [7] and the breakdown parameter has been widely applied 
to problems that range from comet ails to rocket plumes. 
While the DSMC method had been employed by only a handful of workers up to about 1975, 
it has subsequently been adopted at an increasing rate and significant enhancements have come 
from many sources. As noted above, the initial problem was in making the case that the DSMC 
results are equivalent to a solution of the Boltzmann equation and, at sufficiently high Knudsen 
numbers, the Navier-Stokes equations. However, it has now become clear that DSMC solutions 
can reach beyond the scope of these conventional mathematical models and that the range of 
applicability of the method is greater than first thought. These aspects are discussed in the 
following section. In addition, the recent applications have included a number of studies that 
have been made solely for the purpose of making careful comparisons with experiment. Some of 
these verification studies are briefly reviewed in Section 3. 
The DSMC method was originally based on the kinetic theory of gases which had been most 
authoratively presented by Chapman and Cowling [8]. The monatomic models were essentially 
the single repulsive power law model and the combined repulsive-attractive models. The former 
included the hard sphere and Maxwell molecules as special cases. The only models for molecules 
with internal energy that were dealt with in the second edition were the unrealistic rough sphere 
and weighted sphere models. The third edition included additional work on inelastic models, 
principally the development ofthe theory for the loaded sphere and the introduction of the sphero- 
cylinder model. The newer models introduced as many difficulties as they solved (e.g., physically 
unrealistic hattering collisions). Also, because they introduced the need to store molecular 
orientations as well as angular velocities and to make very complex dynamics calculations for each 
collision, their use in early DSMC calculations would have introduced a crippling computational 
time penalty. 
This problem led to the introduction in 1974 of the phenomenological model of Larsen and 
Borgnakke [9]. The phenomenological approach is to create the simplest possible mathematical 
model of a process at the molecular level that reproduces the physically significant effects on the 
gas flow of that process. In the case of the Larsen-Borgnakke theory, the post-collision internal 
energies in a fraction of the collisions are simply sampled from the known equilibrium distribu- 
tions associated with a notional "temperature" based on the energy in the particular collision. 
This leads to physically realistic behavior of the gas at the macroscopic level and bypasses the 
limitations of the physical analogues that had been employed in classical kinetic theory. The 
phenomenological approach as since been extended to cover most aspects of intermolecular col- 
lisions and gas-surface interactions. The molecular models that have been developed in a DSMC 
context represent a significant advance on the models that had been inherited from classical ki- 
netic theory. Much of this development has occurred in recent years and the models are outlined 
in Section 4. Attention is drawn to capabilities that have not yet been exploited and to areas 
where further work is needed. 
2. RANGE OF APPL ICABIL ITY  
The results from DSMC calculations at very small Knudsen number are frequently compared 
with solutions of the Navier-Stokes equations. It should be kept in mind that the transport 
terms in these equations are simplified versions of those given by the Chapman-Enskog theory. 
For example, the conventional formulation of the Navier-Stokes equations for gas mixtures does 
not take thermal and pressure diffusion into account, even though these terms appear in the 
Chapman-Enskog theory at the same level of approximation as the terms for viscosity, heat 
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conduction, and concentration gradient diffusion that are included. These effects are, of course, 
present in the DSMC simulations and it has been shown [10] that thermal and pressure diffusion 
can be significant in some flows of practical interest. 
In addition, there are higher order terms in the Chapman-Enskog theory that have been in- 
corporated into the continuum formulation to obtain the Burnett equations. These equations 
are extremely difficult to work with and the circumstances under which they provide a superior 
representation f a real gas flow has been a matter of some confusion. However, for weak shock 
waves, the DSMC method and the Burnett equations have been shown [11] to provide results 
that fit the measured profiles better than solutions of the Navier-Stokes equations. Moreover, 
the higher order Chapman-Enskog terms describe physical effects uch as thermal stresses that 
are not present in the conventional Navier-Stokes model. The DSMC method has been employed 
in recent studies to study vortices due to thermal creep, both from temperature gradients along 
a surface [12] and between surfaces [13-15]. A notable feature of this form of convection is that 
it occurs even under zero-gravity conditions. There is evidence [16] that the Burnett equations 
extend the validity of the continuum model to Knudsen numbers that are higher than the lim- 
iting values for the Navier-Stokes equations. However, this extension occurs in a flow regime 
that is readily accessible to the DSMC method and, given the difficulties associated with Burnett 
solutions, the DSMC method will generally be the preferred approach. 
All continuum models break down at sufficiently high Knudsen number and must be replaced 
by particle based models. The conventional mathematical model is then the Boltzmann equation. 
Some key DSMC assumptions such as molecular chaos are shared with the Boltzmann equation, 
but the applications of and the extensions to the DSMC method have now gone beyond the range 
of validity of this equation. 
The single particle velocity distribution function is the only dependent variable in the Boltz- 
mann equation and all boundary conditions and physical processes must be defined in terms of 
their interaction with this variable. This is extremely difficult in the case of the complex chemical 
reactions that occur either through intermolecular collisions or molecule-surface interactions. In 
addition, the Boltzmann formulation requires the existence of inverse collisions and these cannot 
be defined for many complex interactions. For example, the dissociation-recombination reaction 
has been extensively modelled in DSMC studies even though recombination i volves three body 
collisions that are outside the Boltzmann model. Finally, gas mixture involve coupled simultane- 
ous equations, and even the most basic physical extensions such as the inclusion of internal energy 
modes increase the dimensions of phase space and add to the already formidable difficulties that 
are associated with either analytical or numerical solutions of the Boltzmann equation. A major 
advantage of the simulation approach is that physical processes are defined through the behavior 
of an individual molecule and, while complex physical effects require additional data and coding, 
they do not change the nature of the problem. 
It had been thought hat the DSMC method is restricted to dilute gases because, while the 
molecular size is taken into account in determining the collision rate, the actual collision algorithm 
employs point molecules. Alexander, Garcia and Alder [17] have recently shown that, if the space 
occupied by the molecules is taken into account when determining the rate and the molecular 
trajectories are displaced by the appropriate amount during collisions, the hard sphere equation 
of state for moderately dense gases is correctly reproduced. The DSMC calculations remain 
more efficient han calculations by the molecular dynamics (or MD) method, and they can be 
extended to more realistic molecular models. This development is expected to be of significance 
in the growing field of DSMC applications to flows associated with nanometer devices. 
The enhanced level of fluctuation that is present in most DSMC calculations is generally 
regarded as the most serious practical and ideological difficulty with the method. It is a serious 
practical problem when an extremely small fraction of the molecules in a real flow are responsible 
for physical effects that are significant in the flow. The ideological problem relates to the question 
whether there might be any coupling between enhanced fluctuations and the macroscopic flow 
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properties. One can argue that a positive density fluctuation in, say, a shock layer will lead to 
an enhanced local collision rate and that the fluctuations may be unstable. The evidence from 
thousands of DSMC calculations i that there is no coupling and there are no instabilities, but 
there have not been any analytical studies of the stability of enhanced fluctuations. 
The fluctuations can, however, have physical significance and be representative of those in a 
real gas. The number of molecules in a cubic mean free path is inversely proportional to the 
square of the number density and the fluctuations are physically real if the number density is 
sufficiently high. They also have physical significance at any density if a one-dimensional flow 
has a sufficiently small cross-section, or if a two-dimensional flow is confined to a sufficiently thin 
strip. The properties of these fluctuations has been compared, in a number of studies, with the 
predictions fluctuating hydrodynamic theory. This work has been reviewed by Garcia [18] and 
the fluctuations have been shown to be consistent with the fluctuations that are present in a 
real gas. This is a particularly important finding with regard to the increasing application of 
the DSMC method to flow instabilities. It means that the fluctuations in the studies of the flow 
instabilities, uch as those in the final sections of this paper, reproduce those in the appropriate 
state of a real gas. In a three-dimensional flow, the density of the corresponding real flow is high 
and the newly developed capability of the method to model dense gases can be used to enhance 
the validity of these studies. 
The continuum studies of flow instabilities are generally concerned with the growth or decline 
of imposed disturbances and there is some question[19] whether the spontaneous initiation of 
turbulence is within the scope of the Navier-Stokes equations. At a less esoteric level, the con- 
ventional description of the smallest scale of turbulence is through the Kolmogorov limit that 
is based on dimensional nalysis. The local Knudsen numbers associated with these smallest 
disturbances have not been determined and it is not clear whether these Knudsen numbers are 
sufficiently small for the Navier-Stokes equations to remain valid in this limit. Speculations such 
as these give added impetus to the application of the DSMC method to flow instabilities. The 
method has been applied to Benard instability [15,20,21[, Taylor-Couette instability [15,22-24], 
and to thermal stress instabilities [12-15]. These studies have been concerned almost exclusively 
with two-dimensional flows and generally deal with assumed steady flow conditions. This has 
become a very active field and the paper concludes with new results from a continuing study of 
unsteady two- and three-dimensional T ylor-Couette flow. 
3. VAL IDAT ION STUDIES  
Before making validations through comparisons with experiment, it is necessary to check the 
quantities for which analytical results are available. These include the velocity and internal energy 
distribution functions and the collision rate in simple gases and gas mixtures under equilibrium 
conditions. This process has been followed in a recent monograph [1]. This also verified both 
the method and the gas models through test calculations of the Chapman-Enskog transport 
coefficients and their comparison with the measured values for a number of real gases and gas 
mixtures. 
As noted above, the first comparisons between DSMC and measured flow values were for the 
structure of normal shock waves. This has continued to be an important test cases and later 
studies have included comparisons of measured and computed velocity distribution functions 
within strong shock waves in helium [25]. Early DSMC studies of the hypersonic leading edge 
problem [26] gave a flow structure that was qualitatively different from the predictions of earlier 
studies, but was supported by experiment [27]. Similar comparisons of DSMC calculations and 
experiment were made in a valuable set of validation studies at Imperial College [28]. Many 
calculations were made for hypersonic blunt-body problems and the most useful of the early 
comparisons was with the measured data for the Shuttle Orbiter e-entry [29]. This was concerned 
with the windward centerline heating and employed an axially symmetric equivalent body. More 
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recent DSMC comparisons [30] with Shuttle data have been for the aerodynamic characteristics 
of the full three-dimensional shape. Three-dimensional DSMC calculations have also been made 
for the flow past a delta wing [31]. They compare well with wind tunnel measurements [32] of 
the flowfield under the same conditions. 
Other recent wind tunnel comparisons have been for separated wake flows and flows that involve 
boundary layer separation and reattachment. The first DSMC calculations [33] of separated 
boundary layers were for comparison with wind tunnel studies of a two-dimensional sharp flat 
plate followed by an angled ramp. These were in good agreement, but the sidewall effects in 
wind tunnels cause the flow to not be truly two dimensional. Similar experiments were therefore 
made [34] for the corresponding axially symmetric flow which is less subject o the inevitable flow 
nonuniformity in low density wind tunnels. The DSMC calculations that have been made for 
these cases [35] are in excellent agreement with the experimental results. This confirms that the 
DSMC method can correctly predict he separation and reattachment points if laminar boundary 
layers. 
The most notable wake flow calculations have been for a 70 ° spherically blunted cone model 
that has been tested in several wind tunnels [36,37]. The DSMC calculations [38] of the lee side 
flow that contains the vortex have been in good agreement with the experiments and with Navier- 
Stokes CFD studies of the flow. Further validation of the DSMC method for flows with vortices 
was provided by Reichelmann and Nanbu [23] who compared their results for Taylor-Couette flow 
with the corresponding experiments of Kuhlthau [39]. 
4. MOLECULAR MODELS 
4.1. Models  for Elastic Collisions 
The development of phenomenological models requires a knowledge of what is physically sig- 
nificant and what is not. In the case of elastic collisions, the relation of the deflection angle to the 
miss-distance impact parameter (or scattering law) and the relation of the effective cross-section 
to the relative velocity are the most important features of the models. The discussion of the 
models in the classical kinetic theory texts places most emphasis on the scattering law and many 
effects were related qualitatively to the "persistence of velocity" in collisions. It was only after 
many studies were made with approximate theories (e.g., the effect of molecular model on the 
Mott-Smith theory for shock wave structure [40]) and with DSMC studies that it was realised 
the that effects that are observable at the macroscopic level can be correlated strongly with the 
cross-section change and that the scattering law appears to have little effect. This realisation 
led to the variable hard sphere (or VHS) model [41] which combines the scattering simplicity of 
the hard sphere model with a variable cross-section based on the effective cross-section i the 
inverse power law model. The molecular diameter is proportional to the relative collision velocity 
raised to the power v. This leads to a viscosity coefficient proportional to temperature raised 
to the power w - v + 1/2. The power law is chosen to best fit the viscosity coefficient and the 
diameter at a reference temperature is chosen to correspond with the viscosity coefficient at that 
temperature. 
The VHS procedures guarantee that the coefficient of viscosity exactly matches that in the 
real gas and it has been found that the heat conduction coefficient is reproduced almost exactly. 
Some early implementations of the L-B procedure required that all molecular species have the 
same temperature exponent, but the current implementations allow distinct values for all binary 
combinations of molecular species. While the viscosity coefficient is essentially a macroscopic 
quantity, its employment in setting the connection between the molecular model and the real gas 
appears to remain valid at high Knudsen numbers. 
The VHS model that reproduces the viscosity coefficient does not, however, lead to the correct 
diffusion coefficient in a gas mixture. This led Koura and Matsumoto [42] to develop the variable 
soft sphere (or VSS) model. This introduces an additional power law parameter a into the hard 
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sphere expression for the deflection angle, and this parameter can be chosen so that the Schmidt 
number for the mixture is reproduced exactly. The question the arises whether the VSS model 
in a simple gas with a chosen to match the self-diffusion coefficient would be better than the 
VHS model. It has been shown [43] that the two models lead to identical results for shock wave 
structure. The VSS model involves a significant computational penalty because the scattering 
is no longer isotropic in the center-of-mass frame and there does not appear to be any point is 
using it for a simple gas. 
The generalised hard sphere (or GHS) model [44] involves two VHS type terms for the diameter 
as a function of the relative velocity and these can be chosen to mimic the models such as 
the Lennard-Jones model that include an attractive component at larger separation distances. 
However, the calculations have so far been made do not show that this model fills a real need. 
Given the wide use of the Lennard-Jones, Exp-6 and similar models in transport theory, it would 
be expected that there are such circumstances. It is most likely that these circumstances would 
occur at low temperatures and more work is required to resolve the macroscopic consequences of 
the attractive component. 
The classical models such as the inverse power law model were used in DSMC studies prior 
to the development of the phenomenological models. They can still be used, but they are much 
slower and would not reproduce the Schmidt number in a gas mixture. 
4.2. Rotat iona l  and V ibrat iona l  Modes  
The Larsen-Borgnakke model for the internal degrees of freedom was outlined in Section 1. 
There are alternatives to this method such as Pullin's model [45] and a new model that has 
recently been proposed by Lord [46]. These are closer to the real physics in that the relaxation 
time is associated with a procedure that is applied at every collision rather than by regarding 
a fraction of collisions as inelastic with the remainder as elastic. However, the physical advan- 
tage is a computational disadvantage and it is doubtful whether there are degrees of "physical 
correctness" with regard to phenomenological models. For example, until several years ago the 
Larsen-Borgnakke method had been applied to the partitioning of collisional energy in a phys- 
ically meaningful sequence. It has now been shown [47] that the partitioning can be made in 
any order and this has particular advantage in the case of the quantum vibrational model [1, 
Sections 6.7,6.8; 48]. This is a recent development and leads to an unusually realistic treatment 
of vibration. 
If the number of active vibrational modes is small they can then be regarded as separate 
species and the vibrational transitions can be treated as chemical reactions rather than through 
the Larsen-Borgnakke method. If sufficient data was available for the transition cross-sections, 
this could be the preferable approach. 
4.3. Chemica l  React ions  and Thermal  Rad ia t ion  
Most work has been done with a model that uses improved versions of the "collision theory" 
of chemical reactions to convert he continuum rate equations into collision cross-sections. The 
collisions then occur as part of the collision process with probability equal to the ratio of the 
collision cross-section to the elastic cross-section. Recombination reactions can be accommodated 
by the association of a theoretical ternary (three body) collision probability with each binary 
collision. 
Dissociation can be regarded as vibration to the level at which the bond between the atoms 
breaks. Given the vibrational relaxation rate, the L-B theory can be used [49] with kinetic theory 
to derive analytical expressions for the reaction rate equations. These agree with the measured 
rates to within the uncertainty in the vibrational rate data. The theory has been extended with 
equal success to the recombination reaction and also (somewhat surprisingly) to the exchange 
reactions in air. When implemented in the DSMC method [1, Section 5.6] this allows the real air 
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reactions to be included without he need for measured reaction rate data. The approach should 
be tested in other reacting systems in order to determine whether it is generally valid. 
The L-B theory has been extended [50] to electronic excitation, but the theory has not yet been 
tested or exploited in DSMC calculations. If the available data on cross-sections for electronic 
transitions could be expressed as an "electronic excitation relaxation rate", the electronic tran- 
sitions could be calculated with the L-B method. Just as dissociation is related to vibrational 
excitation, ionisation is related to electronic excitation and it may be possible to again produce 
integrated procedures. The quantum L-B procedures for vibration and electronic excitation open 
the way for improved simulation of flows with thermal radiation. The Einstein coefficients can be 
converted into mean radiative lifetimes and, for each permitted transition, the probability that 
a molecule in the emitting state radiates during each time step can be easily calculated. The 
fraction of molecules in the upper electronic states may be so small that it is not adequately rep- 
resented in the simulation. While this does not matter as far as the overall energetics of the flow 
are concerned, these states may make a significant contribution to the radiation. The solution is 
to take advantage ofthe fact that the simulated molecule generally represents an extremely large 
number of simulated molecules in order to associate a distribution of states with each molecule. 
4.4. Gas-Surface Interactions 
The classical model of diffuse reflection is adequate for many problems but there are many 
cases, for example the reflection of light molecules from clean surfaces, in which it is far from 
adequate. The addition of a fraction of specular reflection has often been used to model departures 
from diffuse reflection but this is unable to reproduce the measured scattering patterns from clean 
surfaces. The essentially phenomenological model of Cercignani and Lampis [51] has been adapted 
and extended by Lord [52,53] for application in DSMC studies. The resulting CLL model has 
been shown [54] to provide a realistic model of reflection with incomplete accommodation. The 
remaining problem is that, while there is now an adequate model, there is insufficient measured 
data to allow it to be used with confidence in engineering studies. 
A further complication is that, for the high impact energies of 5 e.v. and above that occur in 
space applications, there can be chemical reactions at the surface. Some attention has been paid 
to catalytic recombination atthe surface, but there is also evidence (e.g., Shuttle glow) that part 
of the impact energy can go into the internal states (including electronic states) of the molecules. 
These effects could easily be incorporated into DSMC modelling but the required data is not 
available. 
5. EVOLUTION OF AXIALLY SYMMETRIC  
TAYLOR-COUETTE FLOWS 
This is the flow that in produced in the gap between two concentric ylinders when the inner 
cylinder otates while the outer cylinder emains tationary. The previous DSMC studies [13, 
21-23] of this flow have been concerned mainly with the results of time averages taken over the 
assumed steady flows at sufficiently large times. This study seeks to resolve the unsteady flow in 
an initially uniform stationary flow after the inner cylinder has been impulsively set in motion 
with a uniform circumferential velocity at zero time. 
The radius of the outer cylinder is double that of the inner cylinder. The flow is confined in the 
axial direction between two specularly reflecting planes that are separated by a distance qual 
to 0.6 times the spacing between the cylinders. The reflection of the molecules from the surface 
is fully diffuse as far as the circumferential nd radial components are concerned but, in order 
to facilitate the cross-flow instabilities, the axial component is unchanged. A hard sphere gas is 
employed and the circumferential speed of the inner cylinder is three times the most probable 
molecular speed in the gas, i.e., a surface speed ratio of sw = 3. Calculations were made for 
gas densities uch that the number of mean free paths in the radial direction in the initially 
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undisturbed gas were 25, 50, 100, 200, 400, and 800. These will be referred to as the Knudsen 
number 0.04, 0.02, 0.01, 0.005, 0.0025, 0.00125 cases, respectively. The Reynolds number in a 
hard sphere gas is given by 1.8054 swlKn so that the Reynolds numbers corresponding to these 
cases are 135, 271,542, 1083, 2166, and 4333. 
The Knudsen number 0.04 (or Kn = 0.04) case was run for twenty revolutions of the inner 
cylinder without any sign of vortex formation. The high speed ratio leads to a temperature 
gradient such that the density near the moving cylinder corresponds to just ten mean free paths 
between the boundaries in the axial direction. This is too few to allow the formation of a vortex. 
This is consistent with the findings of the earlier studies of this flow and with studies of other 
flows that involve vortex formation. 
A single vortex forms readily in the Kn = 0.02 case. This starts in the region near the moving 
wall after one or two revolutions and grows to fill the whole cavity after about three or four 
revolutions. This case is near the limit for vortex formation because none is observed if the 
hard sphere model is replaced by a realistic gas model that includes a reduction in the average 
collision cross-section i the high temperature r gion near the rotating cylinder. The large time 
state appears to be steady and the velocity vectors at the time the inner cylinder has completed 
15 revolutions are shown in Figure 1. The maximum cross-plane velocity is equal to 0.14 times the 
peripheral speed of the inner cylinder. The flow at K n --- 0.01 is similar and the velocity vectors 
at 12 revolutions are shown in Figure 2. The major effect due to the factor of two increase 
in density is that the maximum cross-flow velocity ratio increases to 0.23. However, there is a 
qualitative change in both the large time steady flow and in the evolution of this flow when the 
density is increased by a further factor of two. 
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Figure 1. Kn ---- 0.02 case at 15 
revolutions. 
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Figure 2. K,+ ---- 0.01 case at 12 
revolutions. 
The only significant variations that occur when statistically independent runs are made for the 
K,~ -- 0.02 and 0.01 cases is that the rotation can be either clockwise or counterclockwise. The 
K,+ --- 0.005 flow is no longer repeatable to this extent. A number of independent runs were made 
for this case and a the flow vectors at various stages of the development of a typical case is shown 
in Figure 3. 
The local heating of the gas due to the impulsive movement of the inner cylinder caused an 
acoustic wave to propagate in the radial direction and this can be seen at the time corresponding 
to 0.1 revolutions of the inner cylinder. The acoustic wave had dissipated by the time the first 
flow vortex started to form between one and two revolutions. This vortex grew but, at about 
three revolutions, a second small vortex formed in the lower corner with the smaller the cross flow 
velocities. Allowing for the density decrease near the lower wall, the diameter of this new vortex 
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Figure 3. Typical flow development for the Kn = 0.005 case. 
when it first became apparent was approximately twenty mean free paths• The second vortex 
grew to become the dominant vortex and, by five revolutions, it had split the original vortex 
into two parts. The upper vortex then decayed and the lower section of the original vortex grew 
while the intensity of the second vortex declined. The two were of equal size after six or seven 
revolutions and they then developed to fill the whole cavity. The large time state that is shown 
at 12.8 revolutions appeared to be stable and the flow remained unchanged to 20 revolutions. 
Other runs for this case, which differed only in the random number sequence, produced quali- 
tatively different flows. The two stable vortices were sometimes formed by four or five revolutions 
while, in one case out of about ten, a single vortex remained stable to 20 revolutions. This single 
vortex flow was similar to that in Figures 1 and 2, although the maximum cross-flow velocity 
ratio increased to 0.29. 
The unsteady process is determined largely by the time at which the second vortex forms. The 
rapid increase in the intensity of a newly formed vortex near the moving cylinder is a striking 
feature of the flows. The newly formed vortex is associated with a strong local high in the 
circumferential velocity component. This circumferential velocity declines as the vortex moves 
away from the axis and this appears to feed the increase in the vortical speed. This coupling 
between the circumferential velocity component and the radial and axial components in the cross- 
plane shows that, while axial symmetry is imposed on the flow, it does involve features that are 
three-dimensional in nature. 
The initial instability in the Kn = 0.0025 case shown in Figure 4 was an upward moving jet 
near the midpoint of the moving cylinder with a vortex on either side. This is not a stable 
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Figure 4. Development ofthe Kn = 0.0025 flow. 
configuration and the left-hand vortex became dominant. As in the preceding case, a new vortex 
was generated at a lower corner and this grew to split the original vortex. The upper vortex 
disappeared and the other two became comparable in size. This configuration was generally 
stable, although there was some fluctuation in the relative size of the vortices. 
A further factor of two increase in the density to the Kn = 0.00125 case led to a marked 
qualitative change in the flow (see Figure 5). The initial instability involved a number of small 
vortices, but these quickly coalesced into two vortices that moved outward along the planes of 
symmetry. The outward movement slowed near the midpoint and new instabilities developed 
near the moving cylinder. At about four revolutions of the inner cylinder, it appeared that the 
flow would settle down to a stable two-vortex configuration. However, new instabilities continued 
to arise at irregular intervals and the flow remained unsteady throughout the computation to 20 
revolutions. 
A strong increase in circumferential velocity at some location along the inner cylinder was the 
first sign of a new instability. If this was near the corners of the flow, there could be a local 
vortex that merged with the nearer vortex, but the main effect was an increase in the strength of 
the existing vortex. However, if it was nearer the center of the moving cylinder, the inverted U 
formation that is clearly visible at 4.725 revolutions was generally observed. Note that the U- 
shaped disturbance in the "laboratory" frame of reference is equivalent o a closed vortex in 
a frame of reference that moves with the mean flow. The mean flow was two vortices similar 
to those in the two preceding cases but, as is shown at 10.525 revolutions, there can be large 
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Figure 5. The Kn = 0.00125 case. 
steady flow at large times to an apparently permanent chaotic flow approximate those at which 
a transition from laminar towards a turbulent flow would be expected. While these are axially- 
symmetric disturbances, it is again emphasised that there are gradients in the magnitude of the 
circumferential velocity components and the energy exchange between the velocity components 
that are a consequence of vortex stretching is present in this flow. 
6. THREE-DIMENSIONAL TAYLOR-COUETTE FLOW 
The calculations in the preceding section forced the flow to be axially symmetric and it is known 
that circumferential instabilities develop in real Taylor-Couette flows at sufficiently high Reynolds 
number. Also, the transition towards turbulence in such a flow would involve three-dimensional 
disturbances. The Kn = 0.005 case has therefore been calculated as a three-dimensional case with 
the circumferential dimension extending the full 360% The number of subcells in the axial and 
radial directions were sufficient to keep the average separation of the molecules in the cross-flow 
plane to about one-half the undisturbed mean free path, but was a factor of five larger than the 
recommended value in the circumferential direction. 
The initial instabilities were not axially symmetric, but the speed of rotation of the inner 
cylinder is such that the vortex becomes axially symmetric by the time that it is distinctly 
formed at two or three revolutions of the inner cylinder. Figure 6 shows the cross-plane velocities 
in radial planes spaced at intervals of 30 ° in the flow. This is for after five revolutions when the 
vortex was fully developed. The single vortex and the magnitude of the velocities are similar to 
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those in an axial ly symmetr ic  alculat ion at a sl ightly larger Knudsen number.  F igure 7 shows the 
full velocity vectors in some of the cells nearest he rotat ing cyl inder and in the plane of max imum 
axial coordinate (the rotat ion is about  the z axis). These are the planes of max imum velocity 
and the figure demonstrates  that  the cross-plane velocity components are general ly much smaller 
than the circumferential  velocity components.  The two are comparable only at radi i  about  half 
way between the inner and outer cylinders. The results indicate that  the flow will remain axial ly 
symmetr ic  to a much lower Knudsen number than that  for the current calculation. 
The highest density axial ly symmetr ic  ase involved the computat ion  of 2 × 101° collisions and 
more than  1011 molecular moves. One mil l ion s imulated molecules were used and a 133 Mhz Pen- 
t ium PC required eight seconds for each t ime step. This meant that  the calculat ion required one 
day per revolut ion of the inner cylinder. The computer  has 128 Mb memory  and this would per- 
mit  four mil l ion molecules to be used. It  will therefore be possible to make an axial ly symmetr ic  
calculat ion at a Knudsen number half that  of the current the highest density case, a l though the 
computat ion  will require several months. The corresponding three-dimensional  case is beyond 
the capabi l i t ies of contemporary  single processor machines. It  should be possible to cover the 
t rans i t ion from laminar  flow in a three-dimensional  calculat ion on a massively paral lel  computer .  
Even so, the full 360 ° case would be difficult and it might be necessary to restr ict  the az imuthal  
coordinate and impose periodic boundary  conditions. 
REFERENCES 
1. G.A. Bird, Molecular Gas Dynamics and the Direct Simulation of Gas Flows, Oxford University Press, 
(1994). 
2. G.A. Bird, Shock wave structure in a rigid sphere gas, In Rarefied Gas Dynamics, (Edited by J.H. de Leeuw), 
Vol. 1, p. 216, Academic Press, New York, (1965). 
3. G.A. Bird, Aspects of the structure of strong shock waves, Phys. Fluids 13, 1172 (1970). 
4. B. Schmidt, Electron beam density measurements in shock waves in argon, J. Fluid Mech. 39, 361 (1969). 
5. H. Alsmeyer, Density profiles in argon and nitrogen shock waves measured by the absorption of an electron 
beam, J. Fluid Mech. 74, 497 (1976). 
6. G.A. Bird, Breakdown of translational nd rotational equilibrium in gaseous expansions, Am. Inst. Aero. 
and Astro. J. 8, 1998 (1970). 
7. R. Catollica, F. Robben, L. Talbot and D.R. Willis, Translational nonequilibrium in free jet expansions, 
Phys. Fluids 17, 1973 (1974). 
8. S. Chapman and T.G. Cowling, The Mathematical Theory of Non-Uniform Gas, 2nd Edition (1952), 3rd 
Edition (1970), Cambridge University Press. 
9. C. Borgnakke and P.S. Larsen, Statistical collision model for Monte Carlo simulations of polyatomic gas 
mixtures, J. Comput. Phys. 18, 405 (1975). 
10. G.A. Bird, Thermal and pressure diffusion effects in high altitude flows, AIAA Paper 88-2732, (1988). 
11. G.C. Pham-Van-Diep, D.A. Erwin and E.P. Muntz, Testing continuum descriptions of low Mach number 
shock structures, J. Fluid Mech. 232, 403 (1991). 
12. D.H. Papadopoulos and D.E. Rosner, Enclosure gas flows driven by non-isothermal wails (to appear). 
13. K. Aoki, N. Masukawa nd Y. Sone, A rarefied gas flow induced by a temperature field, In Rarefied Gas 
Dynamics 19, (Edited by J. Harvey and G. Lord), Vol. 1, p. 35, Oxford University Press, (1995). 
14. T. Soga, Y. Iwayama nd H. Oguchi, Direct simulation of thermally induced flows, In Rarefied Gas Dynamics 
19, (Edited by J. Harvey and G. Lord), Vol. 1, p. 361, Oxford University Press, (1995). 
15. E. Golshtein and T. Elperin, Investigation ofBenard, Taylor and thermal stress instabilities by direct simu- 
lation Monte Carlo method, AIAA Paper 95-2054, (1995). 
16. K.A. Fiscko and D.R. Chapman, Comparison of Burnett, super-Burnett and Monte Carlo solutions for 
hypersonic shock structure, Progr. in Aero. and Astro. 118, 374 (1989). 
17. F.J. Alexander, A.L. Garcia and B.J. Alder, A consistent Boltzmann algorithm (to appear). 
18. A.L. Garcia, Phys. Rev. A 34, 1454 (1986). 
19. M. Mareschal and B.L. Holian, Editors, Round Table Discussion in Microscopic Simulations of Complex 
Hydrodynamic Phenomena, Plenum Press, New York, (1992). 
20. S. Stefanov and C. Cercignani, Eur. J. Mech. B Fluids 11,543 (1992). 
21. Y. Sone, K. Aoki, H, Sugimoto and H. Motohashi, The Benard problem of rarefied gas dynamics, In Rarefied 
Gas Dynamics 19, (Edited by J. Harvey and G. Lord), Vol. 1, p. 135, Oxford University Press, (1995). 
22. S. Stefanov and C. Cercignani, Monte Carlo simulation of the Taylor-Couette flow of a rarefied gas, J. Fluid 
Mech. 256, 199 (1993). 
23. D. Reichelmann and K. Nanbu, Monte Carlo direct simulation of the Taylor instability in a rarefied gas, 
Phys. Fluids A 5, 2585 (1993). 
14 G.A. BIRD 
24. M. Usami, Direct simulation Monte Carlo on Taylor vortex flow, In Rarefied Gas Dynamics 19, (Edited by 
J. Harvey and G. Lord), Vol. 1, p. 389, Oxford University Press, (1995). 
25. G.C. Pham-Van-Diep, D.A. Erwin and E.P. Muntz, Nonequilibrium olecular motion in a hypersonic shock 
wave, Science 245, 624 (1989). 
26. F.W. Vogenitz, J.E. Broadwell and G.A. Bird, Leading edge flow by the Monte Carlo direct simulation 
method, Am. Inst. Aero. Astro. J. 8, 504 (1970). 
27. S.C. Metcalf, D.C. Lillicrap and C.J. Berry, A study of the effect of surface temperature onthe shock-layer 
development over sharp-edged shapes in low-Reynolds-Number high-speed flow, In Rarefied Gas Dynamics, 
(Edited by L. Trilling and H.Y. Wachmann), Vol. 1, p. 619, Academic Press, New York, (1969). 
28. J.K. Harvey, Direct simulation Monte Carlo method and comparison with experiment, Progr. in Astro. and 
Aero. 103, 25 (1986). 
29. J.N. Moss and G.A. Bird, Direct simulation of transitional flow for hypersonic re-entry conditions, Progr. in 
Astro. and Aero. 96, 113 (1985). 
30. D.F.G. Rault, J. Spacecraft and Rockets 31, 944 (1994). 
31. M.C. Celenligil and J.N. Moss, Am. Inst. Aero. Astro. J. 30, 2017 (1992). 
32. H. Legge, Force and heat ransfer on a delta wing in rarefied flow, Workshop on Hypersonic Flows for Reentry 
Problems, Part II, Antibes, France, (1991). 
33. J.N. Moss, C.H. Chun and J.M. Price, Hypersonic rarefied flow about a compression corner--DSMC simu- 
lations and experiment, AIAA Paper 91-1313, (1991). 
34. B. Chanetz, Study of axisymmetric shock wave/boundary la er interaction i hypersonic laminar flow, ON- 
ERA Report RT 42/4365 AN, (1995). 
35. J.N. Moss, V.K. Dogra and J.M. Price, DSMC simulations ofviscous interactions for a hollow cylinder-flare 
configuration, AIAA Paper 94-2015, (1994). 
36. J. Allegre and D. Bisch, Experimental study of a blunted cone at rarefied hypersonic onditions, CNRS 
Report RC 94-7, (1994). 
37. H. Legge, Experiments on a 70 degree blunted cone in rarefied hypersonic wind tunnel flow, AIAA Paper 
95-2140, (1995). 
38. J.N. Moss, J.M. Price, V.K. Dogra and D.B. Hash, Comparison of DSMC and experimental results for 
hypersonic external f ow, AIAA Paper 95-2028, (1995). 
39. A.R. Kuhlthau, Recent low-density experiments u ing rotating cylinder techniques, In Proceedings of the 
First International Symposium on Rarefied Gas Dynamics, (Edited by F.M. Devienne), p. 192, Pergamon 
Press, London, (1960). 
40. C. Muckenfuss, Phys. Fluids 5, 1325 (1962). 
41. G.A. Bird, Monte Carlo simulation i  an engineering context, Progr. in Astro. and Aero. ~'4, 239 (1981). 
42. K. Koura and H. Matsumoto, Variable soft sphere molecular model for inverse-power-law or Lennard-Jones 
potential, Phys. Fluids A 3, 2459 (1991). 
43. G.A. Bird, The search for solutions in rarefied gas dynamics, In Rarefied Gas Dynamics 19, (Edited by J. 
Harvey and G. Lord), Vol. 2, p. 753, Oxford University Press, (1995). 
44. H.A. Hassan and D.B. Hash, A generalized hard-sphere model for Monte Carlo simulations, Phys. Fluids A 
5, 738 (1993). 
45. D.I. Pullin, Kinetic models for polyatomic molecules with phenomenological energy exchange, Phys. Fluids 
21, 209 (1978). 
46. R.G. Lord, A new model of energy exchange in inelastic ollisions, In Rarefied Gas Dynamics 19, (Edited by 
J. Harvey and G. Lord), Vol. 1, p. 564, Oxford University Press, (1995). 
47. F. Bergemann and I.D. Boyd, New discrete vibrational energy model for the direct simulation Monte Carlo 
method, Progr. in Aero. and Astro. 158, 174 (1994). 
48. G.A. Bird, New chemical reaction model for direct simulation Monte Carlo studies, Progr. in Astro. and 
Aero. 159, 185 (1994). 
49. A.B. Carlson and G.A. Bird, Implementation f a vibrationally inked chemical reaction model for DSMC, 
In Rarefied Gas Dynamics 19, (Edited by J. Harvey and G. Lolxt), Vol. 1, p. 434, Oxford University Press, 
(1995). 
50. C. Cercignani and M. Lampis, Transp. Theory Star. Phys. 1, 101 (1971). 
51. R.G. Lord, Some extensions to the Cercignani-Lampis gas scattering kernel, Phys. Fluids A 3, 4 (1991). 
52. R.S. Simmons and R.G. Lord, Some extensions to the Cercignani-Lampis gas scattering kernel, In Rarefied 
Gas Dynamics 19, (Edited by J. Harvey and G. Lord), Vol. 2, p. 906, Oxford University Press, (1995). 
53. M.S. Woronowicz and D.F.G. Rault, Application of the C-L Model to vibrational transitions of diatomic 
molecules during DSMC gas-surface interaction, J. Spacecraft and Rockets 31, 532 (1994). 
54. M.S. Woronowicz and D.F.G. Rauit, Cecignani-Lampis-Lord gas-surface interaction model: Comparisons 
between theory and simulation, J. Spacecraft and Rockets 31,532 (1994). 
