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ABSTRACT
Whether higher-level cognitive processes can influence processing in early visual cortex 
remains a long-standing issue in cognitive psychology. The aim of the experiments 
reported in the current thesis was to explore this issue, specifically investigating whether 
attention could modulate spatial frequency (SF) processing at early stages of visual 
analysis. Early visual areas, including VI, are known to strongly encode SF information 
and therefore SF filtered stimuli provided an ideal tool to examine attentional influences 
on low-level visual processing.
Previous studies have shown that observers can selectively use SF information depending 
on task requirements such as categorisation and prior sensitisation, and work using top- 
down cues indicates that attention may be responsible for this flexible scale use. 
However, the locus of such attentional modulation has not been examined in detail. 
Using methods from experimental psychology and functional Magnetic Resonance 
Imaging (fMRI), the work reported in the current thesis provides converging evidence 
that selective scale perception results from attentional modulation of SF processing in 
early visual areas. Applying the logic used in perceptual learning studies to infer the 
locus of learning, flexible SF processing was found to be specific to retinotopic location 
and driven by top-down attention. This was confirmed by an event-related fMRI 
experiment, demonstrating directly that cue-directed attention to SF influenced neural 
activity in visual areas as early as VI. Furthermore, this thesis reports an fMRI method 
that was developed to identify SF channels in V.l. It is concluded that SF processing in 
early visual cortex can be modulated by attention: an influence of cognition on early 
visual processing.
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CHAPTER ONE
INTRODUCTION
1.1 Overview
A core issue in cognitive psychology concerns whether cognitive processes can 
influence early (or low-level) visual processing. Supporters of the cognitive 
impenetrability of early vision (Pylyshyn, 1999) argue that early visual analysis is 
impervious to cognitive influences. One common view is that early visual processing 
areas consist of passive banks of filters that perform simple feature extractions in a 
stereotypical fashion before relaying this information to higher-level visual areas. It is at 
these later areas where attention and other cognitive processes such as categorisation 
select the behaviourally relevant information for further processing. In contrast to this 
“late” account, there is evidence that the demands of a visual task can influence 
processing in early visual areas. For example, performing a face categorisation requires 
different spatial frequency information depending on the type of categorisation (Schyns 
& Oliva, 1999). Because spatial frequencies are strongly encoded in low-level 
processing stages, this implies an early locus for cognitive influences. The central aim 
of this thesis is to contribute to the debate concerning how closely early visual analysis 
and cognition are connected. Specifically it explored whether the information 
requirements for a task can direct attention to modulate processing in early visual areas, 
perhaps as early as primary visual cortex, challenging earlier views of static processing 
of perceptual information.
Chapter One begins by introducing the visual cortex and the different cortical areas 
within. Challenging the views that early visual areas passively receive visual input and 
are not subject to higher-level influences, the literature demonstrating top-down 
alteration of the processing in early visual areas is next discussed. Specifically, research 
into the wealth of intercortical and intracortical connections in the visual cortex,
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attention and perceptual learning all indicate that neural processing in areas as early as 
primary visual cortex can be substantially modified. Finally, the review covers studies 
relevant to the main theme of the thesis; influences of cognitive processes on spatial 
frequency processing.
1.2 The visual cortex
The processing of visual information begins in the retina which projects information to 
the brain across several different pathways. One of the main pathways is the 
retinogeniculostriate projection (the primary visual pathway); in primates around 80% of 
the fibres project from the retina to the visual cortex via the lateral geniculate nucleus 
(LGN). This pathway is essential for conscious visual perception and is responsible for 
those functions that are thought of as vision, such as recognition and discrimination. 
Damage to any part of the primary visual pathway seriously impairs vision, causing 
blindness to all or a portion of visual space. Retinal signals in the primate LGN are 
anatomically segregated into three parallel pathways -  the magnocellular, parvocellular 
and koniocellular channels, with each cell class found in separate layers of the LGN. In 
primates, almost all projections from the LGN terminate in a distinct sub-region in layer 
IV of visual area 1 (VI; also known synonymously as the primary visual cortex, 
Brodmann’s area 17, or striate cortex) in the visual cortex.
The entire visual cortex consists of multiple visual areas. It has been estimated that 
there are 32 separate visual areas in macaque monkey cortex1, 25 of these being solely 
used by vision (Felleman & Van Essen, 1991), with each area containing neurons that 
are specialised for analysing a particular aspect of a visual image such as colour and 
motion (Zeki, 1978; Zeki, Watson, Lueck, Friston, Kennard & Frackowiak, 1991). A 
dense set of connections link VI to V2, and visual processing segregates into two main 
pathways after V2. The dorsal pathway, dominated by magnocellular neurons, flows
1 Much of what is known about vision is based on data from macaque monkeys, and monkey cortex is a 
good model of human cortex.
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through V3 and V3A to the medial temporal area (MT; also referred to as V5) then to 
the medial superior temporal area (MST), reaching the parietal cortex. The ventral 
stream, dominated by parvocellular neurons, flows through V4 to the posterior and 
anterior inferotemporal areas (PIT and AIT) of the temporal cortex. These two 
pathways are associated with different visual capabilities (Ungerleider & Mishkin, 
1982); the dorsal pathway supports spatial vision and is involved with the spatial 
relations between objects, movement and action, while the ventral pathway supports 
object identification and perception.
1.2.1 Visual processing hierarchy
Van Essen and Maunsell (1983) and Felleman and Van Essen (1991) arranged the 
different visual areas into a hierarchy, with VI at the bottom, and information analysis 
amongst the different areas was thought to progress across the hierarchy in a rather serial 
fashion; information is processed at one level before being sent to the next, higher, level. 
This hierarchical model was based on the connections between the cortical areas. There 
are two main categories of connections: extrinsic and intrinsic. Intrinsic connections (or 
horizontal or intracortical connections) connect neurons at the same cortical level, while 
extrinsic (or intercortical) connections link together different cortical regions. Most 
extrinsic connections are reciprocal; if area A projects to area B (via feedforward 
connections), then area B also projects back towards area A (via feedback connections). 
Based on this, Van Essen and Maunsell placed a visual area at a higher level than the 
area from which it received a feedforward connection. Support for the hierarchical 
model of visual processing comes from two pieces of evidence. The first is that 
receptive field (RF) size is correlated with hierarchical level; a RF is the region in visual 
space in which a stimulus will affect the activity of a neuron and RF sizes are smallest in 
VI, increasing in size along the successive levels of the hierarchy (Desimone & Gross, 
1979; Gattass, Gross & Sandell 1981; Gattass, Sousa & Gross, 1988). Thus, analysis 
performed at early visual areas is local compared to the global analysis of entire scenes 
at the highest areas. The second piece of evidence is that RF properties become more 
complex at progressively higher hierarchical levels. For instance, the pioneering work
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of Hubei and Wiesel (1962) revealed that VI neurons are preferentially selective for the 
elementary features of the visual world such as orientation, spatial frequency and 
binocular disparity. At higher levels of the hierarchy, the analysed features are 
integrated into unique configurations and neurons at these higher stages are selective for 
complex patterns (Maunsell & Newsome, 1987). For example, the inferotemporal (IT) 
cortex has a central role in object recognition (Tanaka, 1996).
This framework of visual processing has undergone a change since studies have revealed 
that processing is not strictly serial. For example, lesion or inactivation studies have 
challenged the assumption that information must be processed at one level before it can 
be sent to the next higher level. Although inactivation of VI in monkeys results in the 
silencing of later areas such as V2 (Girard & Bullier, 1989), V3 (Girard, Salin & Bullier, 
1991a), V4 (Girard, Salin & Bullier, 1991b) and IT (Rocha-Miranda, Bender, Gross & 
Mishkin, 1975), lesioning V2 in monkeys did not have a profound effect on visual 
abilities (Merigan, Nealy & Maunsell, 1993). This suggests that V2 should not be lower 
than V3 or V4 in the hierarchy since these areas were not silenced by the lesion. 
Furthermore, visual latency studies have revealed that there is much more simultaneity 
of processing across the visual areas than the serial organisation would allow. For 
example, in the hierarchy (Felleman & Van Essen, 1991) the frontal eye fields (FEF) 
area is at level 8, although this area has a similar latency to areas V2 and V3 
(Schmolesky, Wang, Hanes, Thompson, Leutgeb, Schall & Leventhal, 1998). Indeed, a 
meta-analysis of latencies (Lamme & Roelfsema, 2000) revealed that the anatomical 
hierarchy does not correspond with the temporal hierarchy.
1.2.2 Role of horizontal and feedback connections
Following the presentation of an image, there is a rapid feedforward sweep of activity 
that passes through the hierarchy of visual areas (Lamme & Roelfsema, 2000). 
Although this initial feedforward sweep has been shown to allow for adequate 
recognition of objects in the absence of clutter (Serre, Oliva & Poggio, 2007), to 
distinguish an object from the background when there are occlusions, shadows and other
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irregularities due to lighting cannot rely on the initial sweep alone. For example, it has 
been argued that VI uses information provided by feedback connections from higher- 
level extrastriate areas in order for the visual system to segregate figures from the 
background (Lamme, Super & Spekreijse, 1998; Lamme, Rodriguez & Spekreijse, 1999; 
Lamme & Roelfsema, 2000; Lamme, Zipser & Spekreijse, 2002; Roelfsema, Lamme, 
Spekreijse & Bosch, 2002). Lamme et a l (1999) recorded the responses from VI 
monkey cells during a task involving detecting figures from a background. There were 
two stimulus patterns: one pattern consisted only of an oriented texture background, and 
the other was an oriented texture background on which a (smaller) figure consisting of a 
different oriented texture was overlaid. The texture orientation of the figure was the 
same as the texture of the pattern that only presented a background. Responses from a 
neuron whose RF was positioned within the figure were compared to the responses from 
a neuron whose RF was positioned on the background texture pattern. Both neurons 
exhibited a peak response similar in magnitude at short latency, but the responses at a 
later latency were stronger for the figure even though the texture orientations in both 
conditions were the same. It is proposed that the initial peak response is related to the 
feedforward signalling of orientation, while the delayed figure-ground enhanced signal 
is a result of interactions between higher-level areas and VI. Lamme et a l (2002) 
reported that the figure-ground signals could be suppressed, leaving the initial response 
unaffected, if backward masks were presented shortly after stimulus presentation thereby 
preventing feedback signals to be incorporated into the responses of VI neurons.
Computations performed in early visual areas, as early as VI, can also be modified by 
horizontal connections. Kapadia, Ito, Gilbert and Westheimer (1995) showed that the 
response to a bar stimulus placed within the RF of a complex cell in monkey VI was 
increased by 42% if a second bar was placed outside of the RF and was collinear, had 
the same orientation and was adjacent to the first bar. If the first bar was not presented, 
the cell was not activated by the second bar suggesting that a cell’s response can be 
facilitated by contextual influences, which is likely due to the horizontal connections 
integrating information across a larger area than the size of a classical RF. Thus, spatial 
integration of the segments of a visual stimulus is thought to begin at the earliest stages
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of visual analysis. It has been suggested that intracortical feedback may provide the 
mechanism through which orientation tuning, which is broad in the LGN, is sharpened 
in VI (Ringach, Hawken and Shapley, 1997).
In his integrated model of visual processing, Bullier (2001) proposes that the feedback 
connections function to integrate the processing across the dorsal and ventral pathways. 
Information conveyed by the magnocellular neurons of the LGN arrive at VI 20 msec 
earlier than information conveyed by the parvocellular pathway. Since the dorsal stream 
is dominated by magnocellular neurons, information from the dorsal stream is in a 
position to send feedback towards VI and V2 in time for the arrival of parvocellular 
information, thereby influencing the processing of neurons in the ventral pathway. 
Areas VI and V2 are considered as “active-blackboards”, a site at which high level 
computations can be integrated with local analysis. Support that feedback to VI and V2 
is necessary for visual awareness comes from a study by Pascual-Leone and Walsh 
(2001). Applying transcranial magnetic stimulation (TMS) to area MT induces the 
awareness of moving phosphenes. They found that applying TMS to areas V1/V2 5-40 
msec after the application of a TMS pulse to MT eliminated the phosphene percept. 
This suggests that the percept of phosphenes following MT stimulation requires 
feedback to be sent to V1/V2.
In summary, early visual areas should not be considered as a module that operates in a 
bottom-up fashion, extracting simple features before passing information onto the next 
visual area for further processing. Instead, early visual areas are active processors, 
heavily involved with a variety of computations and they should not be placed at the 
beginning or at the end of visual processing. The feedback and horizontal connections 
provide a mechanism by which higher level cognitive operations can influence the 
perception of the visual input. Further, as will be seen next, abundant work on top-down 
attention has revealed influences of attention on early visual areas. Presumably the 
feedback connections from the higher levels to the lower levels of the visual cortex 
mediate top-down attention.
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1.3 Visual attention
The visual world is a cluttered environment, containing far too much information for the 
limited computational resources of the brain to process. It is the mechanism of attention 
that selects which aspects of the visual scene will have access to further processing 
operations. Attention can be driven by the external properties of the stimulus such as 
saliency (bottom-up processes), or internally by the observer (top-down processes). The 
failure of the visual system to attend to all objects in the visual environment is 
dramatically illustrated by “change blindness” studies (Rensink, O’ Regan & Clark, 
1997; Simons & Levin, 1997) where observers can miss highly significant changes in a 
scene if they were not attending to the change. What is perceived is therefore heavily 
dependent on the allocation of attention, and because only a few objects and events can 
be attended to at any given moment, attention must selectively focus awareness to those 
aspects of the visual image that are most relevant for the immediate goals of the task at 
hand. The relevance of stimuli can be based upon their visual field location (spatial 
attention) or their features (non-spatial or feature-based attention) such as colour or 
motion.
The fate of unattended stimuli is the subject of the classic “locus-of-selection” debate in 
cognitive psychology. The late selection position (e.g. Deutsch & Deutsch, 1963; 
Duncan, 1980) argues that all aspects of incoming stimuli are fully processed, including 
object identification, and attention then acts to select some aspect for further processing; 
here, unattended stimuli are rejected at a late stage, are prevented entry into memory and 
lack any control of behaviour. In contrast, the early selection position (e.g. Treisman & 
Riley, 1969) maintains that the processing of attended stimuli is facilitated while the 
processing of unattended stimuli is suppressed at early stages of visual processing. As 
will be reviewed in the following section, cognitive neuroscience techniques have 
demonstrated that attention can vigorously influence neural activity at anatomically 
early visual processing areas, supporting the early selection position. However, it is 
important to note that attentional selection is not always early. One theory of visual 
attention (Lavie, 2005) asserts that attention has an early locus when the perceptual load
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of the task is high, while there is a late locus of attention when the load is low. Thus, the 
identification of distractors is only suppressed when the processing capacity of the 
system is full making it necessary to prevent irrelevant objects from interfering with 
target identification. This theory helps serve to resolve the early vs. late selection 
debate.
1.3.1 Top-down spatial attention
The top-down effects of spatial attention have been well studied. Directing attention to a 
particular spatial location facilitates processing of information at this location. 
Behaviourally, this facilitation improves information processing at a location by 
shortening reaction times (Posner, 1980) and lowering detection thresholds (Bashinski & 
Bacharach, 1980). At the neural level, spatial attention enhances stimulus-evoked neural 
activity by increasing the firing rates of cells. For instance, a typical finding in monkey 
single-cell experiments is that covertly (that is, without eye movements) attending to an 
effective stimulus presented within the RF of a neuron increases firing rates compared to 
when attention is directed elsewhere (e.g. Reynolds, Pasternak & Desimone, 2000).
In the visual world however, attention has to select from multiple stimuli competing for 
neural representation and the effects of attention has the greatest impact when two or 
more stimuli are presented within a RF. According to the “biased competition” account 
of attention, attention acts to bias information processing in favour of the stimulus 
presented at the attended location, thereby suppressing the influence of nearby stimuli 
(Desimone & Duncan, 1995). In support of this, monkey single-cell studies have shown 
that the response of a neuron to two stimuli within its RF is the weighted average of the 
response to each stimulus presented alone; the response to an effective stimulus and an 
ineffective stimulus presented together is less than the response to the single effective 
stimulus (Moran & Desimone, 1985; Reynolds, Chelazzi & Desimone, 1999). By 
directing spatial attention to the effective stimulus, the suppressive effect of the 
ineffective stimulus is eliminated. fMRI studies in humans have also revealed similar 
competitive effects with multiple stimuli (Kastner, De Weerd, Desimone & Ungerleider,
1998; Kastner, Pinsk, De Weerd, Desimone & Ungerleider, 1999; Kastner, De Weerd, 
Pinsk, Elizondo, Desimone & Ungerleider, 2001). These findings imply that the effect 
of spatially directed attention is to resolve the competition among multiple stimuli in the 
visual world by filtering out the influences of stimuli outside the spotlight of attention.
1.3.2 Locus of attendonal modulation
A controversial issue concerns how early in the visual processing pathway attention 
modulates (i.e. enhances/suppresses) neural activity. Spatial attentional modulation of 
neuronal responses in several extrastriate areas has been well documented in the primate 
neurophysiology literature, although the modulation of VI in these studies is 
inconsistently reported. Some monkey single-cell studies have reported attentional 
modulation of neurons in areas V2, V4 and IT (Moran & Desimone, 1985; Luck, 
Chelazzi, Hillyard & Desimone, 1997), whilst finding no effects in VI. Other single­
cell studies, however, have observed spatial attentional modulations in VI (Motter, 
1993; Ito & Gilbert, 1999; McAdams & Maunsell, 1999; McAdams & Reid, 2005). The 
amount of attentional modulation varies greatly between the visual areas, with stronger 
modulation effects at higher levels of the visual processing hierarchy. Attentional 
enhancement of the response is as small as 8% in VI (McAdams & Maunsell, 1999), 
26% in V4 (McAdams & Maunsell, 1999), and increasing to 30-40% in the ventral 
intraparietal cortex (Cook & Maunsell, 2002).
Human event-related potential (ERP) studies have also failed to find modulation by 
spatial attention in VI. In ERP, the Cl wave represents the stimulus-evoked response in 
VI 50-60 msec after stimulus onset, and this initial Cl response is not affected by spatial 
attention (Clark & Hillyard, 1996). Instead, the earliest influence of spatial attention in 
ERP studies occurs at 80-130 msec after stimulus onset reflecting the modulation of 
extrastriate areas (Heinze, Mangun, Burchert, Hinrichs, Scholz, Münte, Gôs, Scherg, 
Johannes, Hundeshagen, Gazzaniga & Hillyard, 1994; Clark & Hillyard, 1996; Mangun, 
Hinrichs, Scholz, Mueller-Gaertner, Herzog, Krause, Tellman, Kemna & Heinze, 2001).
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In contrast to the single-cell data and ERP studies, functional magnetic resonance 
imaging (fMRI) studies consistently reveal spatial attention modulations in VI (Tootell, 
Hadjikhani, Hall, Marrett, Vanduffel, Vaughan & Dale, 1998a; Gandhi, Heeger & 
Boynton, 1999; Brefcyznski & DeYoe, 1999; Somers, Dale, Seiffert & Tootell, 1999; 
Martinez, Anllo-Vento, Sereno, Frank, Buxton, Dubowitz, Wong, Hinrichs, Heinze & 
Hillyard, 1999; Martinez, DiRusso, Anllo-Vento, Sereno, Buxton & Hillyard, 2001a). 
Such studies typically present the observer with two or more simultaneously presented 
stimuli and attention is cued to each of the stimulus locations in turn. For example, in a 
speed discrimination task (Gandhi et al, 1999) observers were cued to attend to one of 
two moving gratings presented in the right and left visual fields. Responses in VI 
revealed that there was modulation in the hemisphere contralateral to the visual field that 
the attended grating appeared in. This attentional modulation enhanced the neural 
response by 25%. Attention-related enhancements in neural processing, in both VI and 
extrastriate areas, are also retinotopic; those areas that are activated by passive viewing 
of the stimuli are the same areas that show attentional response enhancement (Tootell et 
al, 1998a; Kastner et a l, 1998; Brefcyznki & DeYoe, 1999; Martinez et al, 1999; 
Martinez et al, 2001a). As with single-cell studies (McAdams & Maunsell, 1999; Cook 
& Maunsell, 2002), a common finding in fMRI studies of spatial attention is that there is 
an increase in the level of attentional modulation from VI to extrastriate visual areas 
(e.g. Kastner et al, 1999; Kastner et a l, 2001; O’Connor, Fukui, Pinsk & Kastner, 
2002). O’Connor et a l (2002) suggest that top-down attentional signals are transmitted 
in a hierarchical manner, reaching higher levels of the visual processing hierarchy first 
and diminishing in strength as the signal travels, via extrinsic feedback connections, 
down towards VI (but see Liu, Larsson & Carrasco, 2007).
Although robust attentional modulations of VI have been reported using fMRI, Martinez 
et a l (2001a) suggest that the initial feedforward passage of information in VI is not 
subject to attentional influences. Instead they argue that modulation in VI is a result of 
delayed feedback from higher level extrastriate areas. Although they observed spatial 
attentional modulation in VI using fMRI, the amplitude of the initial Cl wave in their 
ERP experiment did not increase. However, they found that the Cl component was
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modulated 160-260 msec after stimulus onset. Because the temporal resolution of fMRI 
is low, the fMRI signal would not differentiate between initial attentional modulation 
and any feedback modulation, perhaps explaining why modulation in VI is measured 
more reliably with fMRI. Support for the delayed feedback hypothesis comes from a 
monkey single-cell study which showed attentional modulation of VI neurons 200 msec 
after stimulus onset, while the initial stimulus-evoked response in VI neurons was 
unaffected by attention (Roelfsema, Lamme & Spekreijse, 1998).
1.3.3 Top-down non-spatial attention
Top-down spatial attentional modulation is clearly established in striate and extrastriate 
visual cortex. Much less is known about the effects of top-down attention towards the 
features of a stimulus. However, there is accumulating evidence for non-spatial 
attentional modulation. Corbetta, Meizin, Dobmeyer, Shulman and Petersen (1991) 
used positron emission tomography (PET) to investigate the influence of attention to 
shape, colour and speed and found that attending to one of these features modulated 
those extrastriate visual areas that are specialised for the processing of that particular 
feature. For instance, attention to speed modulated neural activity in area MT, an area 
known to process visual motion information. fMRI studies have also observed feature- 
based attentional enhancements of the neural response in extrastriate areas selective for 
the processing of motion (Beauchamp, Cox & DeYoe, 1997; O’Craven, Rosen, Kwong, 
Treisman & Savoy, 1997; Schoenfeld, Hopf, Martinez, Mai, Sattler, Gasde, Heinze & 
Hillyard, 2007) and colour (Clark, Parasuraman, Keil, Kulansky, Fannon, Maisog, 
Ungerleider & Haxby, 1997; Schoenfeld et al, 2007).
Treue and Martinez Trujillo (1999) proposed a “feature similarity gain model” of 
feature-based attention which suggests that attention to a feature enhances the responses 
of neurons that prefer the attended feature. In their monkey single-cell study, they 
presented one coherently moving random dot pattern (RDP) in the RF of an area MT 
neuron, moving in the preferred direction of that neuron, and another RDP in the 
opposite hemi-field which either moved in the same or in the opposite direction. In a
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given trial, monkeys were cued to attend to either stimulus. Analysing the results for 
those trials where attention was directed to the RDP outside of the RF revealed that the 
response of the neuron was enhanced when the monkey was attending to the preferred 
direction than to when it was attending the non-preferred direction. Thus, attending to a 
particular direction had a global influence; the responses of MT neurons tuned for the 
preferred direction were enhanced even though their RFs were at some distance from the 
attended location (stimuli were presented in opposite hemi-fields and were 20° apart). 
Another finding from the Treue and Martinez Trujillo (1999) study was that feature- 
based attention enhances the gain of neurons in a multiplicative manner; by varying the 
direction of the RDPs inside and outside the RF, they found that the attentional 
modulation of a neuron was dependent on the similarity between the neuron’s preferred 
direction and the direction of the attended RDP. Later single-cell (Martinez-Trujillo & 
Treue, 2004), fMRI (Sàenz, Burâcas & Boynton, 2002; Serences & Boynton, 2007) and 
psychophysical (Sàenz, Burâcas & Boynton, 2003) studies have also reported the 
extension of feature-based attention to stimuli presented outside the focus of attention, 
consistent with the Treue and Martinez Trujillo (1999) study.
As with spatial attention, evidence of feature-specific attentional modulation in VI is 
mixed. For example, Anllo-Vento, Luck and Hillyard (1998) investigated the influence 
of attention to colour using ERP. Although they demonstrated that the Cl component 
was sensitive to colour under passive viewing, there was no increase in the amplitude of 
the Cl when attention was directed to this feature. Instead, colour-based attention 
exerted its influence to extrastriate regions that probably include V2 or V3. 
Furthermore, it is argued that attention to features is dependent on the prior selection of 
location (Eimer, 1995; but see Hopf, Boelmans, Schoenfeld, Luck & Heinze, 2004). 
One ERP study reports attentional modulation for the feature of spatial frequency in VI 
(Zani & Proverbio, 1995) although this result was not replicated in later ERP studies 
(Heslenfeld, Kenemans, Kok & Molenaar, 1997; Martinez, Di Russo, Anllo-Vento & 
Hillyard, 2001b; Baas, Kenemans & Mangun, 2002).
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In contrast to these ERP studies, fMRI research has revealed that attention to the motion 
(Watanabe, Sasaki, Miyauchi, Putz, Fujimaki, Nielsen, Takino & Miyakawa, 1998; 
Watanabe, Hamer, Miyauchi, Sasaki, Nielsen, Palomo & Mukai, 1998; Sàenz et al, 
2002), colour (Sàenz et al, 2002) and orientation (Kamitani & Tong, 2005; Liu et al, 
2007) features of stimuli can influence neural processing in VI. For example, Liu et al, 
(2007) presented observers with a compound test grating (two superimposed gratings) 
and the orientations of the gratings were orthogonal. They viewed the compound 
grating for 40 seconds, and were directed to attend to only one of the gratings. 
Subsequently, a test grating was presented which was either of the same or of the 
orthogonal orientation as the attended grating. The effects of prolonged viewing of a 
stimulus is adaptation of those neurons responsible for processing this particular 
stimulus, and Liu et a l (2007) found that the fMRI response was lower for the test 
grating whose orientation was the same as the attended orientation than when it was 
different. Because the adapting and test gratings were presented in the same location, 
this finding was not due to spatial attention and thus must result from feature-based 
attentional modulation. Although this effect was present in several early visual areas, 
the results from a similar psychophysical task only correlated significantly with the 
fMRI findings in VI, leading the authors to conclude that VI was the primary site of 
modulation resulting from attention to orientation.
It is evident that top-down attention can modulate early visual processing in both a 
spatial and a non-spatial, feature-based manner. Whether these effect are found as early 
as VI is disputed although accumulating fMRI evidence suggests that VI is subject to 
such higher-level cognitive influences.
1.4 Perceptual learning
A field of literature that demonstrates the active involvement of early visual areas in 
shaping perception is perceptual learning. Perceptual learning is a long-lasting 
improvement in sensory performance after a prolonged period of training; after training, 
discriminations can be made that could not be made before the training. There are a
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whole host of perceptual learning studies that demonstrate improvements in performance 
after practice, including improvements in discrimination and detection tasks involving 
vernier acuity (Fahle, 1994; Poggio, Fahle & Edelman, 1992; Fahle, Edelman & Poggio, 
1995), orientation (Shiu & Pashler, 1992; Schoups, Vogels & Orban, 1995), motion 
(Ball & Sekuler, 1982), compound gratings (Fiorentini & Berardi, 1980), depth in 
random-dot stereograms (Ramachandran & Braddick, 1973), texture (Kami & Sagi, 
1991, 1993), luminance contrast (Sowden, Rose & Davies, 2002) and pop-out (Ahissar 
& Hochstein, 1996).
1.4.1 Locus of perceptual learning
Following training, performance on a novel condition is tested. Typical findings show 
that perceptual learning is specific to the exact task trained; the learning does not 
transfer to novel conditions. For example, Poggio et al. (1992) found that the 
improvement in vernier acuity for vertical lines after training does not transfer to 
horizontal lines. Specificity of perceptual learning is found to be very specific for 
fundamental stimulus attributes such as eye of origin, position, size, orientation, and 
spatial frequency. Neurons in the early levels of the visual processing hierarchy are 
highly selective for these attributes which implies that the location of the learning 
involves early visual areas, including VI (e.g. Ahissar & Hochstein, 1996; Kami & Sagi, 
1991). Learning is not necessarily early, however. Ahissar and Hochstein (1997, 2004) 
argue that the site of learning depends on the difficulty of the task. They hinge this 
argument on findings from pop-out detection tasks that required the observers to detect 
the presence of a differently oriented bar within an array of bars, and the difficulty of the 
task was manipulated; in the hard condition the learning did not transfer to other 
orientations suggesting the locus of learning was early, and in the easy condition 
learning was transferred across orientations placing the locus at higher cortical areas 
(where neurons generalise across simple attributes). In their reverse hierarchy theory of 
perceptual learning, Ahissar and Hochstein (1997, 2004) suggest that learning first 
begins at the highest stages of visual analysis, and if this does not suffice, top-down
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attention guides the locus of learning backwards through the visual processing hierarchy 
to the site most appropriate to perform the task.
The behavioural improvements in performance following perceptual learning must be 
supported by changes in the brain. While it is tempting to assume that alterations occur 
at early sites because of the specificity of learning, investigations into the neural 
correlates of perceptual learning give mixed results as to whether plasticity (experience- 
dependant changes of the functional properties of neurons) is evident in early areas. 
Although there is evidence for plasticity in primary somatosensory (Recanzone, 
Merzenich, Jenkins, Grajski & Dinse, 1992) and auditory (Recanzone, Schreiner & 
Merzenich, 1993) cortices, three recent single-cell recording studies in monkeys (Crist, 
Li & Gilbert, 2001; Ghose, Yang & Maunsell, 2002; Schoups, Vogels, Qian & Orban, 
2001) do not provide compelling evidence for cortical reorganisation in VI that is 
commensurate with the improvements in behaviour following perceptual learning 
(although see Yang & Maunsell (2004) for evidence of plasticity in V4). For example, 
Crist et a l (2001) trained monkeys on a line bisection task over several months and, 
compared to untrained monkeys, they found no changes in cortical magnification or in 
RF properties such as size, location and orientation selectivity in the neurons of VI. It is 
important to note, however, that changing representations in early visual cortex could 
impair vision. Reorganising early representations for one visual task, such as changing 
orientation selectivity, may well interfere with performance on other tasks. Indeed, 
Fahle (1997) examined whether there was transfer of learning between three hyperacuity 
tasks (orientation discrimination, vernier acuity and curvature detection) that all used 
orientation information. There was no transfer; perceptual learning was task-specific. 
Thus, orientation tuning was not sharpened as a result of perceptual learning on one task 
because there was no interference of this learning on the other tasks.
It has been argued that the specificity of perceptual learning does not necessarily require 
changes in early visual cortex (Mollon & Danilova, 1996; Dill, 2002; Dosher & Lu, 
1998, 1999, 2005; Petrov, Dosher & Lu, 2005). One explanation for the observed 
specificity of perceptual learning is that changes occur in the connections from early
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representations to higher-level decision processes; high weighting is given to those 
neurons that are optimally tuned for the given task, while low weighting is given to 
neurons processing unreliable features (Dosher & Lu, 1998, 1999, 2005; Fine & Jacobs, 
2002; Petrov et ah, 2005). The beauty of this explanation is that because representations 
in early visual areas do not change, this ensures no cross-task interference following 
perceptual learning.
1.4.2 Top-down influences on perceptual learning
Recent findings demonstrate that perceptual learning modifies early visual neurons, as 
early as VI, in a task-dependent manner (Crist et ah, 2001; Li, Piëch & Gilbert, 2004). 
For example, although Crist et al. (2001) found no evidence for changes in the RF 
properties of monkey VI neurons following perceptual learning, there was a striking 
effect of contextual tuning of neurons adjacent to the cortical location of training. When 
an optimally oriented line is presented within the RF of a neuron, the response of this 
neuron is inhibited by the presence of a second, parallel line just outside the RF. 
However, following bisection training at a nearby location, where the task is to decide 
which of two flanking parallel lines the central line is closest to, the influence of a 
parallel line presented outside the RF facilitated the response to the line within the RF. 
This contextual facilitation of the neuron occurred when the line placed outside the RF 
matched the stimulus attributes of the bisection task (i.e. was parallel). Crucially, this 
contextual influence only operated while the monkey was performing the bisection task 
and not while performing a simple fixation task in the trained location. In a later study, 
Li et al. (2004) showed that VI monkey neurons, following perceptual learning, changed 
their functional properties to fit the requirements of the discrimination task (either 
bisection or vernier) at the time the task was being performed. These findings 
demonstrate that the early visual system is able to dynamically alter the way visual 
information is processed in accordance with task demands. The multiplexing of early 
visual neurons allows for stability of sensory representations because the responses of 
neurons following perceptual learning only temporarily change to meet the requirements 
of a particular task. The dependence on task suggests that the functional properties of
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VI neurons can be modulated by top-down signals mediated by feedback connections 
(cf. Bullier, 2001) from higher visual areas. That perceptual learning modulates early 
visual areas under the influence of top-down task-dependent signals is bolstered by the 
fact that the observer must be attending to the relevant stimulus features for perceptual 
learning to occur (Ahissar & Hochstein, 1993).
1.5 Summary
The reviewed literature in the preceding sections clearly indicates that early visual areas, 
including VI, are not passive feedforward image processors; instead they are very much 
affected by the goals of the observer. For instance, there is a wealth of literature 
providing evidence that allocating spatial and non-spatial attention can influence fMRI 
and neurophysiological responses in VI. Perceptual learning studies indicate that the 
learning is subject to top-down attention and can result in functional changes of the 
neurons in VI in accordance with task demands. Furthermore, nonattentional tasks, 
such as figure-ground segregation, also rely on information from higher-level visual 
areas being incorporated into the responses of early visual neurons. The role of the array 
of feedback connections from higher visual areas to VI is little understood, although 
they presumably provide the mechanism through which the responses of early visual 
neurons can be modulated by top-down processes. It has been suggested that similar 
feedback mechanisms account for both attentional modulations and nonattentional 
modulations of early visual processing (Spratling & Johnson, 2004).
The remainder of this chapter focuses on research that investigated the influences of 
categorisation and attention on the subsequent perception of stimuli, specifically whether 
these can modulate the processing of spatial frequencies, a feature that is known to be 
processed early in the visual system (De Valois & De Valois, 1990). Therefore, 
studying the selective processing of spatial frequencies is a useful tool to examine 
whether cognition can influence early vision. It is first necessary to begin with a brief 
review concerning what spatial frequencies are and how the visual system analyses this
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information. If the reader is familiar with this then they may proceed directly to section 
1.6 .2 .
1.6 Spatial frequency processing
Fourier analysis is a mathematical technique that decomposes any complex waveform 
into a linear sum of its component sinusoidal waves. Further, these waves can be added 
back together by the inverse Fourier transform, to form the original waveform. Consider 
a two-dimensional visual scene (ignoring the third dimension of depth). If a line is 
drawn through a section of the scene and the amount of light is measured across each 
point on the line, the resulting waveform would be very complex. Fourier analysis 
breaks this waveform down into its constituent sinusoidal waves, each of which varies in 
spatial frequency (SF), amplitude, phase and orientation. SF refers to the number of 
cycles of sinusoid per unit distance (this is usually given as cycles per degree of visual 
angle, c/deg); a large number of c/deg is referred to as a high SF (HSF) while a small 
number of c/deg is referred to as a low SF (LSF). The amplitude of a sine wave is 
measured as the distance between the height of the crest and the depth of the trough 
divided by two. The phase is the position of the sinusoidal wave relative to either 
another sinusoidal wave (relative phase) or to some landmark such as the edge of the 
stimulus (absolute phase). The orientation refers to the direction of the sinusoid; it may 
be horizontal, vertical or somewhere in between.
Hubei and Weisel (1962) reported that the cortical cells in monkey and cat visual cortex 
responded preferentially to edges and black or white bar stimuli of varying widths and 
orientations. In contrast, later research suggested that the visual system analyses the 
visual world into SF components (Campbell & Robson, 1968). Indeed it has been 
shown that cells in VI, rather than being edge and bar detectors, are best described as 
being selective for SFs. Albrecht, De Valois and Thorell (1980) measured the sensitivity 
(i.e. how much response is evoked) and the selectivity (i.e. the tuning) of VI neurons in 
cats and monkeys to bars varying in width and to sinusoidal grating patterns of varying 
SFs. Sinusoidal gratings are composed of alternating light and dark bars, with
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luminance varying sinusoidally perpendicular to the direction of the bars. A single light- 
dark bar pairing constitutes one cycle. Albrecht et a l (1980) found that neurons 
responded more vigorously to gratings of their preferred SF than to bars of their 
preferred width. They also found that neurons were far more selective to gratings of 
particular SFs; neurons responded to only a narrow range of SFs, while they responded 
to a wide range of bar widths.
Objects and scenes in the visual environment consist of information at a variety of SFs 
(also referred to as spatial scales). LSFs convey coarse and global detail, while HSFs 
convey fine edge and surface detail. It is now widely accepted that neurons in early 
visual areas process input across multiple SFs and orientations. While it is not suggested 
that the visual system performs a strict Fourier analysis on the incoming visual 
information, given the sensitivity of early visual neurons to SF and orientation the 
processing within the early visual system has been likened to a crude form of Fourier 
analysis (e.g. Graham, 1979).
1.6.1 Spatial frequency channels
Contrast detection thresholds vary according to SF, and psychophysical measurements in 
humans consistently find the lowest thresholds in the mid SF range ( 2 - 6  
cycles/degree). Because low thresholds are associated with high sensitivity, and high 
thresholds with low sensitivity, it is customary to calculate the inverse of the contrast 
threshold (1/threshold) measured for various SFs resulting in the contrast sensitivity 
function (CSF). The CSF is an asymmetric U-shaped function and shows that sensitivity 
to HSFs drops sharply while there is a gentler loss for LSFs. Until the late 1960’s, it 
was widely believed that a single mechanism in the visual system accounted for the 
shape of the CSF. However, Campbell and Robson (1968) made the important 
suggestion that the shape of the CSF instead reflects the sensitivities of several channels 
(a channel is a population of neurons which act as a filtering mechanism to pass some of 
the information that reaches it), each of which is narrowly tuned for particular SFs. In 
the present day, vision scientists now understand the CSF to represent the envelope of
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the sensitivity of multiple SF channels, each acting as a band-pass filter. Each channel 
responds to a limited range of SFs and each has peak sensitivity to a different SF. For 
example, figure 1.1 plots the contrast sensitivity for a range of SFs. The dark curve 
represents the overall CSF, while each of the narrow curves represents the tuning 
functions for hypothetical SF channels. It demonstrates that widely different SFs will be 
analysed by separate and non-overlapping channels (e.g. the LSF channel on the far left 
and the HSF channel on the far right).
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Figure 1.1. The contrast sensitivity for a range of SFs. The overall CSF represents the envelope of 
several narrowly tuned SF selective channels.
1.6.1.1 Spatial frequency adaptation
There is much evidence to suggest that there are multiple SF channels which act in 
parallel to analyse the spatial composition of images (see De Valois & De Valois, 1990 
for a review), and by far the most compelling evidence is from the SF specific
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adaptation study of Blakemore and Campbell (1969). Behaviourally, the effect of 
repeatedly presenting the same stimulus results in a decreased sensitivity for perceiving 
that stimulus. This effect, termed selective adaptation, has been used as a tool for 
demonstrating the neural specificity to different stimulus dimensions. The logic is 
simple; the observer is adapted to pattern A and subsequently presented with another 
pattern (e.g. the identical pattern A or pattern B). If sensitivity to pattern A is lowered 
but the sensitivity to pattern B is not then it is assumed that the adapted neurons are 
responsible for processing the stimulus properties of pattern A but not those of pattern B. 
This suggests that there are different populations of neurons (or channels) that are 
involved in processing patterns A and B. Blakemore and Campbell (1969) used 
adaptation to explore the sensitivity of the visual system to sinusoidal gratings of various 
SFs. Before adaptation, the contrast sensitivity for several SFs was established. Next 
the observer adapted to a grating of a single SF displayed at high contrast for 60 
seconds. The CSF was measured again to investigate the effect of the adaptation. If 
only one channel underlies the CSF then the adaptation should have had the effect of 
lowering the CSF uniformly across all SFs, i.e. the contrast required to detect all the SFs 
would be elevated. Instead, they found that the loss in sensitivity occurred at and around 
the SF the observer had been adapted to; the threshold for detection was elevated only 
for frequencies within one octave either side of the adaptation frequency. Results were 
interpreted as showing that only one channel, preferentially sensitive for the adapting 
frequency, was adapted. Wilson, McFarlane and Phillips (1983) propose that there are 6 
SF channels which define the CSF. Further studies investigating multiple SF channels 
have found that they do not operate independently (De Valois, 1977; Tolhurst & 
Barfield, 1978), and instead they impose inhibitory influences on one another. De 
Valois (1977) showed, while also confirming that adaptation to a particular SF produces 
a band-limited sensitivity loss centred on this adapting frequency, that there is an 
increased sensitivity for frequencies at more than two octaves removed from the 
adapting frequency. It appears that adapting one channel reduces its inhibitory influence 
on other channels, thereby increasing their sensitivity.
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1.6.1.2 Spatial frequency channel bandwidth
The SF range that each channel is responsive to is its “bandwidth” which is measured at 
full-width half-amplitude. The bandwidth of a SF channel is expressed in octaves (the 
logarithm of the bandwidth to the base 2). Measuring the bandwidth of SF channels is 
complicated not only because the experimental paradigm used to measure them gives 
differing results (whether by subthreshold summation, masking or adaptation) but also 
because bandwidths are different at different frequencies; bandwidths for HSFs are more 
narrowly tuned than those for LSFs (De Valois, Albrecht & Thorell, 1982; Wilson et al, 
1983). De Valois and De Valois (1990) compared estimated channel bandwidth across 
studies that used various psychophysical and electrophysiological measures and found 
that SF bandwidth was measured to be between 1 to 1.4 octaves.
1.6.2 Selection of spatial frequency channels) to mediate visual tasks
A possible mechanism to reduce the amount of visual information impinging on the 
retina is to preferentially process particular SFs over others for a visual task and there 
has been considerable interest in the role of HSFs and LSFs in the recognition of an 
object. For instance, there have been several studies investigating the SF channel (which 
functionally describes SFs) that mediates letter identification. Parish and Sperling 
(1991) presented SF filtered letters at various viewing distances. They found that letter 
identification was invariant across the range of viewing distances; it was the SFs present 
in the letter that determined whether that letter could be identified. The observers 
extracted letter information best when the letter had been filtered to present SFs of 1.5 
cycles/letter. Given that the retinal spatial frequency of an object is dependent on the 
viewing distance (specifically, retinal spatial frequency is given by dividing the object 
spatial frequency by the number of degrees of visual angle the object subtends on the 
retina), this result suggests that the selection of the SF channel scaled with the retinal 
size of the letters so that same object frequency was extracted. However, later work has 
revealed that SF channels are not invariant to changes in the size of a letter, i.e. the SF 
channel used to analyse the letter does not simply scale with the size of the letter so that
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the same object SF is extracted (Majaj, Belli, Kurshan & Palamores, 2002; Chung, 
Legge & Tjan, 2002). Instead the processing of SF is flexible, with the extraction of 
different object frequencies from the same letter stimulus when the letter changes size 
(thereby changing the retinal size); large letters are identified using SF channels that 
process HSF detail, and small letters are identified using SF channels that process LSF 
detail. A similar finding with faces is reported in Ojanpaa and Nasânen (2003). 
Different classes of objects have also been shown to rely on different SF channels to 
mediate their identification. Gold, Bennett and Sekuler (1999) presented filtered letters 
and faces and found that observers used a different range of SFs to identify each of these 
patterns; at HSFs, observers were less efficient at identifying faces than letters.
The modem conception of the activity of SF channels is that they dynamically change as 
a function of factors such as viewing distance and object class. However, while the 
Majaj et a l (2002) study demonstrates flexible SF processing, they argue that the choice 
of channel is determined bottom-up by the signal. This study used critical-band noise- 
masking, and they found that observers continued to use the same SF channel to process 
the signal even though a better strategy would have been to use an alternative channel to 
improve the signal-to-noise ratio. Given that the range of SFs within letters cover a 
broad spectrum, using a different, albeit less preferable, channel still would enable the 
detection of faint signals. Because observers failed to switch channel suggests that they 
lacked the ability to select channels top-down. A similar result was obtained in the 
critical-band noise-masking study of Solomon and Pelli (1994).
1.6.2.1 Top-down flexible spatial frequency processing
Some models of visual recognition (Bullier, 2001; Bar, 2003) suggest that LSF 
information is processed before HSF information. Although there is evidence that LSF 
information is perceptually available before HSF information (Schyns & Oliva, 1994), 
the information demands of a task can override this coarse-to-fme processing scheme. 
For example, Oliva and Schyns (1997) demonstrated that observers can flexibly extract 
either LSF or HSF information from an image depending on which of these carry
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information most diagnostic for the task at hand. In their Experiment 2, observers were 
repeatedly presented with filtered scene images of highways and cities that were always 
composed of one SF (HSF or LSF, combined with noise at the orthogonal SF) and the 
task was to categorise the scene. The restriction of information at one SF tuned the 
visual system to seek information at this diagnostic SF so that when a hybrid scene 
image, composed of a city at one SF and a highway at the other SF, was subsequently 
presented observers typically reported the scene presented at the diagnostic SF without 
being aware of the other scene in the hybrid. This experiment provides evidence that the 
processing of LSF information before HSF information is not mandatory. In a later 
experiment, Schyns and Oliva (1999) showed that observers are able to select, top-down, 
the SF channels that optimise the processing of diagnostic information. Here, hybrid 
face stimuli (composed of both LSF and HSF filtered faces) were presented and 
observers performed different face categorisations on the same stimuli. This revealed 
that the HSF face component was used to categorise whether the face was expressive or 
not, and the LSF face component was used to categorise the expression. Because the 
observers denied seeing two faces in the hybrid stimulus this implied that the 
categorisations were based on only one SF. This study not only demonstrated that 
particular SFs have different roles in face processing but also that the demands of the 
categorisation task determined which SF information was extracted from the image, 
effectively changing the perception of the hybrid.
A study by Bonnar, Gosselin and Schyns (2002) neatly illustrates that different SFs 
convey very different information within the same image, and that selectively using each 
SF to process the image can lead to dramatically different percepts. Using the technique 
of ‘Bubbles’ (Gosselin & Schyns, 2001), Bonnar et a l (2002) investigated which SF 
information drove the alternative perceptions of the nuns and the Bust of Voltaire in 
Salvador Dali’s ambiguous painting, the “Slave Market with the Disappearing Bust of 
Voltaire”. This painting is an example of a bistable stimulus where only one of the 
percepts is perceived at a given moment. Bubbles revealed that the nuns were perceived 
using HSF information while Voltaire was perceived using LSF information, suggesting 
that observers switch between different SF channels to perceive either percept. As a
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further test that these SFs do drive the alternative perceptions, the SF channels 
underlying each percept were anaesthetised by adapting the HSF (or LSF) channels to 
HSF (or LSF) noise. The adaptation meant that observers had to use the unadapted SF 
channels to analyse the image; HSF adaptation resulted in the percept of Voltaire, and 
LSF adaptation resulted in the percept of the nuns. Bubbles has also been used to reveal 
the diagnostic SFs used to perform different face categorisations (Schyns, Bonnar & 
Gosselin, 2002).
There is now strong evidence that SF channel selection is not simply a bottom-up 
process. Observers are able to learn which SFs are most relevant for a particular task 
and selectively attend to those SFs at the time the task is being performed. This implies 
that observers are able to attentionally modulate SF channels. Analogous to the effects 
of categorisation task, studies using symbolic top-down cues also reveal attentional 
influences on SF processing. Sowden, Ôzgen, Schyns and Daoutis (2003) presented 
observers with sinusoidal grating stimuli at threshold contrast and the task was to report 
the orientation (left or right). SF uncertainty was created (Davis, Kramer & Graham, 
1983, Hilbner, 1996a, 1996b) by presenting the gratings at one of two SFs, and a sound 
cue before each trial indicated the SF of each grating. Subsequently, plaid stimuli were 
presented (two superimposed gratings, one at each SF), and observers typically reported 
the orientation of the cued SF. Similarly, Ôzgen, Sowden, Schyns and Daoutis (2005) 
demonstrated that sound cues can direct attention to a specific SF in scene stimuli. SF 
filtered highway and city stimuli were combined with noise at the orthogonal SF, and the 
SF of the scene for each image was signalled by a sound cue. In a following test phase 
and unknown to the observers, invalid trials were interleaved where the SF of the 
presented scene image was orthogonal to that indicated by the cue. Performance 
reduced on these invalid trials suggesting attention had been directed to the 
inappropriate SF channel. Both of these studies demonstrate that the cues act to focus 
attention on the relevant SF bands for the task. These studies also suggest an 
explanation for why critical-band noise-masking studies (Solomon & Pelli, 1994; Majaj 
et al, 2002) find that letter identification relies on a single channel which is selected 
bottom-up. In these critical-band experiments, observers were not directed to attend to a
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particular SF and therefore would presumably rely on past experience with identifying 
letters. Letter identification is a highly practiced task, thus learning to switch attention 
to another channel to perform the task is unlikely to occur in the laboratory over a few 
sessions.
Recent research using fMRI has investigated the possible functional architecture that 
might support the flexible use of SFs reported in the behavioural studies. Peyrin, 
Schwartz, Seghier, Michel, Landis and Vuilleumier (2005) hypothesised that flexible 
task dependent SF processing could be related to the fact that the right hemisphere is 
preferentially sensitive for LSFs and the left hemisphere is preferentially sensitive to 
HSFs. They presented two successive scene images in an LSF to HSF sequence or the 
converse and observers had to decide whether the two scenes belonged to the same 
category. They found greater neural activation in the right hemisphere when LSF filtered 
scenes temporally preceded HSF filtered scenes, and greater activation for the left 
hemisphere for the converse sequence. They suggest that the initial scale in the 
sequence pre-activated the hemisphere specialised for analysing this scale to dominate 
the processing of both the filtered images in the sequence. Rotshtein, Vuilleumier, 
Winston, Driver and Dolan (2007) identified distinct regions in the occipitotemporal 
cortex that processed LSF or HSF components of face stimuli. Using dynamic causal 
modelling, they showed that the output from these areas converge onto the right 
fusiform gyrus where the LSF and HSF information is combined. They suggest that this 
structure is compatible with the hypothesis that SF information is used flexibly 
depending on the demands of the task thereby influencing perception since LSF and 
HSF information are initially processed separately.
1.6.3 The mechanism of flexible spatial frequency processing and locus of learning
It has been suggested that when an observer attends to the SFs diagnostic for a 
categorisation task, this drives perceptual learning of those SF channels, found early in 
the visual system, that are optimally tuned for extracting that SF information (Sowden & 
Schyns, 2006). Therefore, when a given categorisation task is being performed, these
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SF channels are dynamically implemented via feedback connections from those regions 
that store the category representation. This task-dependent implementation of SF 
channels is consistent with recent perceptual learning research (Crist et a l, 2001; Li et 
al, 2004) and allows for stability of early visual representations. Furthermore it is 
consistent with findings that demonstrate that attention to a feature of a stimulus can 
modulate neural activity in early visual areas, including VI (Kamitani & Tong, 2004; 
Liu et a l, 2007). However, even though psychophysical studies (Schyns & Oliva, 1997, 
1999; Schyns et a l, 2002; Sowden et al, 2003; Ôzgen et al, 2005) have demonstrated 
that the categorisation task can flexibly modulate the processing of SFs, the locus of 
these modulations has not been fully established. That SF processing occurs in early 
visual areas is only indirect support for the view that the categorisation task can alter the 
processing of SFs at these low-level areas. More direct evidence for an early locus of 
learning comes from ERP studies that have explored the stage at which scale 
information diagnostic for a particular facial categorisation task is extracted (Goffaux, 
Jemel, Jacques, Rossion & Schyns, 2003; Joyce, Schyns, Gosselin, Cottrell & Rossion, 
2006). For example, Goffaux et a l (2003) examined the amplitude of the N170 
response when observers performed both gender and familiarity categorisations on SF 
filtered faces. There was a greater N170 amplitude when the gender categorisation task 
was performed on a LSF face compared to when the familiarity categorisation was made 
on the LSF face, consistent with behavioural findings that reveal coarse scale 
information is diagnostic for gender categorisation (Schyns et al, 2002). Because the 
N170 component reflects the earliest stage at which visual categories are processed, 
these results suggest that the locus of task-dependent modulations of SF processing for 
faces is early in the visual system.
1.7 Overview of thesis and experimental chapters
Using psychophysical and fMRI experiments, this thesis investigated how early in the 
visual system attentional modulation of SF processing occurs. Not only is this important 
for the debate concerning how closely early visual processing and cognition are
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intertwined, but also it contributes to the rather sparse literature on feature-selective (in 
this case, for SF) attention.
In Chapter Two, the locus of flexible SF processing was investigated by using the logic 
of specificity of learning from perceptual learning studies. In three experiments (la-c), 
observers were repeatedly exposed to separate SFs (HSF and LSF) in the upper-left and 
lower-right vs. lower-left and upper-right quadrants of the display, and the task was to 
identify the images as cities or highways. Specificity of learning was measured by 
subsequently presenting observers with scene stimuli of the orthogonal SF at each retinal 
location. A reduction in performance on these trials would indicate that the learning is 
specific to retinal location. Given that the retinal distances between the image locations 
were small, lack of transfer of learning would imply that the locus of learning occurred 
in early visual areas where RF sizes are small. However, there was the possibility that 
observers were learning to associate a particular spatial location on the display with a 
SF, rather than tuning the relevant retinotopic neurons to process the SF. Consequently, 
Experiment 2 tested both these possibilities to disambiguate spatial location learning 
from retinal location learning.
Chapter Three presents an fMRI experiment that sought to investigate whether SF 
channels could be identified in the primary visual cortex. Given that the aim of the 
thesis was to examine whether the locus of flexible SF processing is found in early 
visual areas, it was essential to establish SF filtering mechanisms in the early visual 
system. Because the spatial resolution of fMRI is too poor to identify the exact 
population of neurons that form a particular SF channel, the method of fMRI-Adaptation 
was employed to infer the existence of SF channels. Experiment 4 presented different 
blocks of grating stimuli that varied in the octave range of SFs, and the adaptation of the 
fMRI signal for each block was examined. It was assumed that by presenting a greater 
SF range more SF channels would be adapted resulting in a greater adaptation of the 
signal. This adaptation technique was first assessed using a similar psychophysical 
adaptation design, reported in Experiment 3a. Furthermore, the length of grating 
exposure time was manipulated to explore the dependence of adaptation on presentation
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time. The psychophysical adaptation study was re-run in Experiment 3b to match the 
conditions of the fMRI experiment. Importantly, it was examined whether the 
psychophysical findings of Experiment 3b were commensurate with the fMRI findings 
of Experiment 4 to ensure that any fMRI adaptation was a result of prolonged viewing of 
grating stimuli.
The design used for the experiments to investigate flexible SF use reported in Chapter 
Two was not sensitive to establishing whether the results were due to top-down 
expectation or to bottom-up priming. The latter explanation would imply that flexible 
SF processing was not influenced by cognitive factors. To confirm that flexible SF 
processing can be driven top-down, the experiments in Chapter Four explicitly cued 
observers to attend to a particular SF. In Experiment 5 a psychophysical study 
investigated the retinotopic specificity of flexible SF processing. Observers were trained 
to attend to SFs at two locations on the display; one sound cue indicated that the scene 
image would be LSF filtered if it appeared in the left visual field and HSF filtered if it 
appeared in the right visual field, while another sound cue indicated the opposite. 
Importantly, the observer was uncertain as to which of the two locations the stimulus 
would appear following the cue and therefore had to simultaneously attend to one SF in 
one location and the opposite SF in the other location. The retinotopic specificity of 
flexible SF processing was measured by presenting scenes composed of the SF 
orthogonal to that indicated by the cue. However, the retinotopic specificity was limited 
to visual hemi-fields. Experiment 6 presents an fMRI study that directly investigated the 
effects of cueing the SF of the forthcoming image on neural activity in early visual 
areas, identified beforehand using retinotopic mapping. Crucially, catch trials were 
included to measure the effect of the cue in early visual areas in the absence of 
subsequently presented scene stimuli. Furthermore, invalid trials were also presented to 
examine the behavioural effects and the effects on the fMRI signal when a scene image 
of the orthogonal SF to that indicated by the cue was presented. The purpose of 
Experiment 6 was to gain a fuller understanding of the effects of top-down attention on 
flexible SF processing and, more importantly, to clarify whether selective attention to a 
particular SF can modulate neural activity in visual areas as early as VI.
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CHAPTER TWO
RETINOTOPIC SENSITISATION TO SPATIAL SCALE IN SCENE 
PROCESSING
2.1 Introduction
There is much evidence to suggest that observers can flexibly use spatial frequency (SF) 
information depending on the task such as type of categorisation (Schyns & Olivia, 
1999; Schyns et al, 2002), repeated exposure to a particular SF (Oliva & Schyns, 1997; 
Ôzgen, Payne, Sowden & Schyns, 2006) and top-down cueing (Ôzgen et al, 2005; 
Sowden et al, 2003). Selecting the appropriate scales to use during these tasks is a 
result of sensitisation, a form of perceptual learning. As an observer learns which 
aspects of a visual stimulus are most relevant for the task at hand, the visual system 
becomes increasingly responsive, or sensitised, to this task relevant information. During 
SF sensitisation, the observer learns to attend to those SFs that are most diagnostic for 
the task. In the case of making categorisations, for example, observers presumably learn 
through experience which are the appropriate spatial scales to attend to thereby 
sensitising categorisation processes to select these diagnostic scales when a particular 
categorisation is to be performed. Similarly, those experiments that repeatedly expose 
observers to scenes of a particular SF sensitises the visual system to seek information at 
this diagnostic frequency.
The precise attentional mechanism of sensitisation is unclear. It could be that the 
sensitisation directs the observer to 1) monitor the output of the relevant SF channels, or 
2) suppress irrelevant inputs, or 3) enhance the processing in the relevant SF channels. 
However, the present purpose is not to choose between these alternatives but to explore 
where in the visual processing hierarchy this sensitisation-driven modulation of SF 
channels occurs. More specifically: where is the locus of sensitisation? Sowden et a l 
(2003) provide evidence to suggest that sensitisation operates in early stages of visual
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processing. They investigated the effects of auditory cues on SF processing. In their 
Experiment 3, observers were sensitised to spatial scale using cues that indicated the SF 
of grating stimuli. There was an LSF grating and an HSF grating (the primary gratings), 
the SFs of which were separated by 4 octaves so that there would be no SF channel 
overlap. On subsequent invalid cueing test trials, observers were presented with gratings 
of SFs that were of varying distances from the cued primary SFs. They found that there 
was a greater reduction in contrast sensitivity (i.e. reduction in detection performance) 
when there was the greatest difference between the SF of the primary and the SF of the 
test grating. The tuning functions for both the LSF and HSF primaries were calculated 
and the bandwidth (full width at half peak height), for the LSF primary in particular, 
matched the SF channel tuning observed at early stages of visual analysis. This strongly 
suggested that sensitisation, achieved through the use of auditory cues, directed attention 
to SF channels at early stages of the visual processing hierarchy.
The purpose of the experiments in Chapter Two was to explore the locus of sensitisation 
effects, specifically whether sensitisation operates in early visual areas. To do so, two 
properties of early visual brain areas were exploited; firstly, the neural representation of 
the visual field is retinotopically mapped, and secondly, early visual areas have small 
receptive fields (RFs). These properties are key in perceptual learning studies that 
investigate the locus of learning.
2.1.1 Representation of the visual field
The visual field is the entire area of the external visual world, central and peripheral, that 
is visible to the eyes. The visual field is composed of the left and right hemi-fields and 
in primates the visual stimuli from one hemi-field project to the contralateral cerebral 
hemisphere. It is also helpful to divide the visual field further into upper and lower 
hemi-fields, essentially dividing it into four quadrants.
The visual cortex is located within the occipital lobe and is divided into several 
functional areas. Although there are many extrastriate visual areas in the visual cortex,
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knowledge about these areas is dwarfed by what is known about the extensively studied 
primary visual cortex. VI, the largest visual cortical area, is located within and 
surrounding the calcarine sulcus and is presumably one of the most important areas in 
visual processing given that almost all visual information is passed through VI before 
reaching the other visual processing areas. A key organisational feature of VI, and other 
areas early in the visual processing hierarchy including V2, V3, VP, V3A and V4v, is 
that the visual field is represented in an orderly, topographic fashion; the neurons in 
early visual areas are mapped so that neurons with adjacent RFs are also adjacent in the 
visual cortex. Since this neuron arrangement in the brain reflects how the visual 
stimulus projects onto the retina, it is known as retinotopic mapping.
2.1.2 Receptive field sizes
Until recently, RF sizes in different visual areas had not been plotted for humans. A key 
finding from single-cell recording studies of monkeys was that RF size in VI was very 
small and continued to increase in size at each successive stage of the hierarchy, until 
they covered the entire visual field in the inferotemporal and parietal brain areas 
(Desimone & Gross, 1979; Gattass & Gross, 1981; Gattass et a l, 1988). More recent 
studies have used fMRI to estimate RF size in humans (Kastner et ah, 2001; Smith, 
Singh, Williams & Greenlee, 2001). For example, Kastner et a l (2001) estimated RF 
size for areas VI, V2, V4, TEO and V3A. Complex visual stimuli were presented in 
four locations on the display at varying spatial distances from each other, and the 
amount of sensory suppression between the four images was measured in each visual 
area for each distance. Single-cell recording studies have shown that two or more 
stimuli presented within the same RF compete for neural representation and suppress 
each others’ processing as compared to the processing of just one stimulus within the 
RF. Since the larger RFs of visual areas further along the visual processing hierarchy 
(for example, TEO and V3A) would likely encompass the four stimuli at all spatial 
separations, it was expected that there would still be suppression in these later areas 
compared to the earlier visual areas for the largest spatial separations. This was indeed 
found and furthermore, by manipulating the spatial separations and monitoring at what
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spatial distances suppression effects were eliminated, the authors could effectively 
estimate RF sizes for the different visual areas of interest. The estimates of RF sizes 
were <2° in VI, 2-4° in V2, 4-6° in V4, and larger than 6-7° in TEO and V3A, and these 
results are very similar to RF size estimations reported in monkey studies.
2.1.3 Retinotopic specificity of perceptual learning
In this chapter, the logic from perceptual learning studies that use positional, or 
retinotopic, specificity of learning as evidence that the underlying anatomical site of the 
learning resides in early visual areas was employed. Several perceptual learning studies 
have found that improvements are specific to the visual field location of learning (Ball & 
Sekuler, 1987; Kami & Sagi, 1991; Shiu & Pashler, 1992; Fahle, 1994; Fahle et al, 
1995; Schoups et al, 1995; Ahissar & Hochstein, 1996; Sowden et al, 2002). The logic 
is simple; a stimulus to be learnt is continuously presented in the same retinal area 
during a training phase and, after successful training, the stimulus is displayed at a 
different retinal location. If performance on the task falls to baseline level then it is 
concluded that the training was specific to the location that received the training. By 
varying the distance between the trained location and the new location and then testing 
for transfer of learning, one can measure the spatial extent of the learning. For example, 
Kami and Sagi (1991) used a texture discrimination task and during training the target 
was always displayed within one quadrant of the display. Following training, transfer of 
learning was tested by shifting the location of the target to a different visual field by just 
3°, and they found that the task had to be completely re-leamed at this new location. 
The distance of location change was very small which localises the site of learning to 
areas with small RF sizes. RF size estimates can be used as a marker for a visual area; 
small RF sizes suggest early visual areas were involved and thus the Kami and Sagi 
(1991) study demonstrated retinotopic specificity of perceptual learning at an early stage 
of visual analysis.
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2.1.4 General design and chapter aims
The purpose of the experiments in Chapter Two was to demonstrate that the locus of 
sensitisation to spatial scale resides in early, retinotopically mapped, visual processing 
areas. Observers were sensitised to two different spatial scales (LSF and HSF) at 
different retinal locations and, using the rationale from perceptual learning studies, 
transfer of learning (or sensitisation) was probed. After a period of sensitisation, and 
unknown to the observers, “incongruent” trials were interleaved amongst sensitisation 
trials. These presented images composed of the orthogonal scale to sensitisation trials 
depending on the retinal location they were presented in. Incongruent trials were used to 
test for transfer of sensitisation to the different retinal locations. Lack of transfer across 
the different retinal locations would indicate that the locus of sensitisation to spatial 
scale involves retinotopic brain areas. Experiments la  to c, explored retinotopic 
specificity of sensitisation to spatial scale. These three experiments were conducted in 
order to establish the most reliable method to elicit retinotopic specificity, with each 
altering the way backward masking was used. However, the experimental design used 
in Experiments la  to c meant that it was impossible to disambiguate whether observers 
were being sensitised to spatial scales in spatial location coordinates or in retinal 
location coordinates. Therefore, in Experiment 2, the positions of the image and fixation 
locations were manipulated so that each possibility (retinal location sensitisation and 
spatial location sensitisation) could be tested separately. In each of the four 
experiments, sensitisation to specific locations was achieved by having observers fixate 
a central fixation cross and direct their attention covertly elsewhere on the display.
2.2 Experiment la: Retinotopic sensitisation to spatial scale (no backward 
masks)
2.2.1 Introduction
In this experiment, retinotopic sensitisation to spatial scale was studied by testing 
transfer of sensitisation across the four quadrants of the display. Observers were
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sensitised to one scale (LSF or HSF) in the upper-left and lower-right quadrants, and 
sensitised to the other scale in the upper-right and lower-left quadrants. The images 
were filtered scene images of cities and highways that were combined with noise of the 
orthogonal scale, and the task was to categorise the scene of the image. Each image 
therefore included diagnostic information at only one frequency, the other frequency 
being uninformative noise. Following a period of sensitisation trials, a test phase was 
introduced which presented incongruent trials; the spatial scale was orthogonal to that of 
sensitisation depending on the quadrant they were displayed in. Sensitisation images 
continued to be presented in the test phase (referred to as “congruent” images when in 
the test phase). If sensitisation to spatial scale is retinal location specific then 
sensitisation to HSFs or LSFs in a particular quadrant should fail to transfer to the other 
quadrants. This will cause incongruent trial performance to suffer because the quadrant 
they are presented in will not have been sensitised to the scale of the scene image. 
Transfer of sensitisation was measured by comparing incongruent trial performance to 
congruent trial performance. Congruent trial superiority (a congruency effect) would 
indicate lack of transfer of sensitisation to scale across the four quadrants, and because 
the retinal distances between the four quadrants were small, this would imply that 
sensitisation is retinotopically specific.
2.2.2 Method
Observers
Twenty observers (9 females) took part in the experiment. They all had normal or 
corrected-to-normal vision. They were paid a fee or offered course credits for their 
participation.
Apparatus and stimuli
Visual stimuli were created from a set of 80 highway and 80 city greyscale images (see 
figure 2.1a and b) at a resolution of 250 x 250 pixels. From these, structured noise
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patterns were created. These noise patterns were constructed using the Fast Fourier 
Transform in the following way. For each city and highway scene, the spatial frequency 
spectrums were computed, and the phase information of each scene was randomly 
shuffled whilst preserving the magnitude and orientation. Then each phase-shuffled city 
was randomly combined with one of the phase-shuffled highways (so that each highway 
was also only used once), thereby creating 80 noise patterns. By keeping the spatial 
frequency, magnitude and orientation the same as their original form but altering the 
phase, the noise patterns would contain no meaningful information and yet be of 
maximum interference to the relevant spatial frequency channels.
The scenes and noise patterns were then filtered in two ways; the first to create low- 
passed scene and noise images and the second to create high-passed scene and noise 
images, which were used to form scene + noise hybrids. The absolute cut-off for the 
low-pass filter was 0.75 cycles/deg, and the absolute cut-off for the high-pass filter was 
3 cycles/deg. The cut-off frequencies used for image filters were based on the filtering 
used in Experiment 2 in Ôzgen et al. (2006) where the location of the images and the 
screen resolution was identical to that used in the present experiment. Such frequencies 
were selected on the basis that there were not any biases towards a given frequency. 
Furthermore, the 2 octave separation between the high-pass and low-pass cut-offs meant 
that non-overlapping SF channels responded to each scale (De Valois & De Valois, 
1990). Image filtering was performed using a two-dimensional Fast Fourier Transform 
and a two-dimensional Butterworth filter. A total image set of 320 filtered scene images 
(80 LSF cities, 80 HSF cities, 80 LSF highways and 80 HSF highways) and 160 filtered 
structured noise images (80 LSF noise images and 80 HSF noise images) was created. 
The mean luminance in each image (filtered scenes and filtered noise) was made to be 
equivalent across all images. For each image, the mean luminance was calculated and 
then deducted from the image. The mean luminance of one randomly selected image 
was then added back into every image. Of the 320 scene images, 256 images (with 
equal numbers of each type) were randomly selected for use in the sensitisation phases 
and the remaining 64 (again, with equal numbers of each type) were used in the test 
phase (see procedure).
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mFigure 2.1. Examples of city and highway images. Full bandwidth cities (a) and highways (b) were high- 
pass and low-pass filtered and were then combined with filtered noise of the orthogonal spatial scale 
producing an image set composed of HSF cities + LSF noise (c), HSF highways + LSF noise (d), LSF 
cities + HSF noise (e), and LSF highways + HSF noise (f).
37
To create scene + noise hybrids, a low or a high-passed scene was randomly combined 
with structured noise filtered in the opposite way to the scene. For instance, a high- 
passed scene was combined with low-passed noise, while a low-passed scene was 
combined with high-passed noise. Each filtered noise pattern was used twice; once 
when paired with a city and once when paired with a highway. A total set of 320 scene + 
noise images were created (80 LSF city + HSF noise, 80 LSF highway + HSF noise, 80 
HSF city + LSF noise, and 80 HSF highway + LSF noise) hereafter referred to as 
LSF/HSF images (the noise suffix is removed). Figure 2.1 c to f  presents examples of 
LSF/HSF filtered scene images combined.
Visual stimuli were presented on an EIZO FlexScan F980 CRT monitor (measuring 
40.2cm horizontal by 30cm vertical), with a display area subtending 20.1° (horizontal) 
by 15.5° (vertical) visual angle. The viewing distance was 110cm, and a head and chin 
rest was used. The images were displayed on a black background and measured 4.07° x 
4.07°. The screen resolution was 1280 x 1024. A maximum of 31.8 cycles/degree could 
be presented with this display. The stimuli were displayed in either one of four 
quadrants; the upper-left, lower-left, upper-right and lower-right locations of the screen. 
The horizontal centre-to-centre distance between the upper-left and upper-right quadrant 
stimuli (and between the lower-left and lower-right) was 7.7°. The vertical centre-to- 
centre distance between the upper and lower-left (and the upper and lower-right) 
quadrant stimuli was 7.9°. The horizontal and vertical distances between the inside 
edges of the stimuli were 3.6° and 3.8° respectively. Fixation was displayed in the 
centre of the screen (1°). The distance between the centre of the display and nearest 
comer of each of the four stimuli was 2.7°. Figure 2.2 demonstrates all the possible 
image locations.
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7.9
3.6
Figure 2.2. Image locations in Experiment 1. The distances between fixation and image locations are 
labelled (in degrees visual angle). The background was black but is depicted grey here for illustration 
purposes.
Procedure
Observers were randomly assigned to one of two sensitisation patterns: LSF
sensitisation in the upper-left and lower-right quadrants and HSF sensitisation in the 
upper-right and lower-left quadrants, or the opposite (see figure 2.3).
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Sensitisation Pattern 1
(HSF) LSF HSF (LSF)
(LSF) HSF (HSF)LSF
Sensitisation Pattern 2
(LSF) HSF LSF (HSF)
(HSF) LSF (LSF)HSF
Figure 2.3. Sensitisation patterns. Observers were assigned to one of two sensitisation regimes, and the 
figure labels the frequencies present in the scenes for each quadrant of the display. The frequencies in 
brackets represent the frequencies of the scenes in incongruent trials (see text for further details).
Observers were first presented with four full-bandwidth scenes (two cities and two 
highways), one displayed per quadrant. Observers were informed that images would 
appear one at a time and that the task was to judge the category of the image. It was 
explained that the images would be displayed very briefly, would be quite distorted, and 
would appear unpredictably in one of the four locations. They were also told that the 
optimal way of completing the task would be to look at the central fixation cross and use 
their peripheral vision to judge the category of the images. The observers were then 
given several practice trials before the experiment commenced using full-bandwidth 
scenes.
The experiment consisted of two sessions. Previous work (cf. Ôzgen et a l, 2006) has 
shown that the difficulty involved in this four-quadrant task reduces the efficiency of 
sensitisation (compared to when only two locations are used). Thus, a two-consecutive- 
day sensitisation regime was used in this experiment. On day one, there were a 
maximum of 16 blocks of sensitisation trials. In this “sensitisation phase”, observers 
were shown the images in the quadrants relevant to their sensitisation pattern. There 
were 16 trials per block, thus the maximum number of trials that could be completed in
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this stage was 256. There were 256 available images for the sensitisation phase and 
each one could be used only once during this phase Within each block, each quadrant 
presented four images resulting in 8 LSF images and 8 HSF images (4 cities and 4 
highways per scale) being shown in the quadrants relevant to the observer’s sensitisation 
pattern regime. If the observer completed two consecutive blocks at accuracy of 15 or 
more correct then the sensitisation phase was over. The trial sequence was as follows. 
Each trial began with the fixation cross and a space bar press initiated the trial. 
Observers were instructed not to press space until they were fixating on the cross. After 
500 msec, fixation disappeared and the image appeared in one of the four quadrants for 
125 msec. The observer used a game pad to respond. There was unlimited time to 
respond, and following a response there was a feedback tone to indicate a correct or 
incorrect response. Fixation then reappeared indicating the start of the next trial.
On day two, the observers completed a further 16 sensitisation blocks (or less if they 
completed two consecutive blocks at an accuracy of 15 or more correct). The same 
image set used for sensitisation in day one was used. Immediately following this 
sensitisation phase, observers entered the “test phase”. Of the 64 trials in the test phase, 
16 were incongruent trials. Incongruent trials presented images with SF content 
orthogonal to that which the observers had been sensitised to for a particular quadrant 
(see figure 2.3). For example, the quadrant where LSF images were presented during 
the sensitisation phase would present a HSF image during an incongruent trial. The 
remaining 48 trials presented filtered images in accordance with the observer’s 
sensitisation regime and are referred to as congruent trials. Across the 64 trials of the test 
phase, 12 congruent trials and four incongruent trials were presented in each quadrant, 
the scales of which corresponded to the observer’s sensitisation pattern. Furthermore, 
equal numbers of highways and cities were presented in each quadrant. The selection of 
incongruent and congruent trials was random. There were 64 images available for use in 
the test phase and once one had been used, it could not be selected again. The trial 
sequence of the test phase was identical to that of the sensitisation phases, except that 
there was no auditory feedback following a response. Feedback was not included in the 
test phase so that observers would not be confused by inconsistent feedback provided for
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the incongruent trials. Observers were informed that there would be trials towards the 
end of the experiment that received no feedback but from their perspective the trials in 
the test phase were identical to those in the sensitisation phase.
2.2.3 Results
To ensure that only successfully sensitised observers were included in the analysis, only 
those who performed at an average accuracy level of 70% or more on the congruent 
trials of the test phase were included. Nine of out 20 observers failed to reach the 
successful criterion of 70% accuracy in the test phase and were excluded from the 
analysis.
Sensitisation trials
Of the remaining 11 observers, all needed to complete all 16 sensitisation blocks for 
both sensitisation phase sessions. To explore sensitisation performance improvement, 
the average correct performance for both the first three and the last three sensitisation 
blocks was calculated for both sensitisation phases, as was the average correct 
performance on the congruent trials of the test phase (summed across the four image 
locations and hence across LSF and HSF scenes which did not differ significantly in 
below ANOVA; see figure 2.4).
Sensitisation performance in both sensitisation phases was explored first. To indicate 
sensitisation performance improvement within each session, paired sample one-tailed t- 
tests were used to compare the average correct performance of the first three blocks to 
the average of the last three blocks. For the sensitisation phase on day one, there was no 
difference between the average of the first three blocks (M = 69.32%) and the average of 
the last three blocks (M = 70.64%); t (10) = 0.584,/? = 0.572. For the sensitisation phase 
on day two, there was a significant decrease in performance from the average of the first 
three blocks (M =  74.62%) to the average of the last three blocks (M = 69.7%); t (10) = 
2.204,/? <0.05.
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The next analysis concerned examining any sensitisation performance improvement 
across the two sensitisation phases and the congruent trials of the test phase. For the 
sensitisation phases, average correct performance was averaged across the first and last 
three sensitisation blocks for LSF and HSF scenes separately. Average correct LSF and 
HSF scene performance for the congruent trials of the test phase were also calculated. A 
repeated measures ANOVA was conducted with factors of session (3 -  sensitisation 
phase 1, sensitisation phase 2, and test phase) and scale (2 -  LSF and HSF) revealed a 
significant main effect of session (F  (2, 20) = 3.813, p  < 0.05, partial r|2 = 0.276), no 
main effect of scale {F (1, 10) = 0.791,/? = 0.395, partial i f  = 0.073) and no interaction 
{F (2,20) = 0.585,/? = 0.567, partial if2 = 0.055). Performance on categorising HSF {M= 
71.78%) and LSF (M = 73.86%) scenes was equal. Newman-Keuls adjustment for 
multiple comparisons was used to explore the differences between the three testing 
sessions. Congruent trial performance in the test phase (M = 76.33%) was significantly 
higher than sensitisation phase performance on day one (M = 69.99%; p  < 0.05). 
Sensitisation phase performance on day two (M = 72.17%) was not significantly 
different from either congruent trials (/? = 0.08) or sensitisation phase performance on 
day one (p = 0.361).
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Sensitisation Sensitisation Test Phase
Phase 1 Phase 2
Figure 2.4. For each sensitisation phase session, the average correct sensitisation performance was 
calculated for both the first three blocks and for the last three blocks (summed across quadrants, and 
across HSF and LSF scenes). Unfilled bars represent the average of the first three sensitisation blocks; the 
grey filled bars represent the average of the last three sensitisation blocks. The patterned bar represents the 
average correct performance of the congruent trials of the test phase (again summed across quadrants, and 
across HSF and LSF scenes). Error bars represent +/-1 standard error.
Test Phase
Observers were sensitised to not only two different scales but were also sensitised to 
each of these scales in two different locations. It was first investigated whether there 
were any differences between the two locations for each scale for both congruent and 
incongruent trials, and no differential effects were found across the locations for each 
type of SF for both trial types (p > 0.1 for both SF’s in congruent trials; p  > 0.2 for both 
SF’s in incongruent trials). Thus, responses were combined across locations for each 
scale for both trial types. Next it was investigated whether there were any differences 
between the scales for both trial types, and there were no differences between LSF and
□  First three blocks
□  Last three blocks
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HSF trials for both congruent (p > 0.1) and incongruent (p = 1) trial types. Therefore, 
responses were also combined across the two scales for both trial types.
Combining responses across location and scale for both trial types allowed a comparison 
of the average number of correct scene categorisation responses for the congruent trials 
(M = 76.33%) to that of the incongruent trials (M = 75%). Given that congruent trial 
performance was expected to be superior to incongruent trial performance, a one-tailed 
t-test was conducted revealing that performance on the congruent trials was not 
significantly better than incongruent trial performance; f (10) = 0.629, p  = 0.272.
2.2.4 Discussion
Results from Experiment la  do not show that sensitisation is retinal location specific. 
There was no congruency effect; incongruent trial performance (where the scale of the 
scene was orthogonal to the sensitised scale for a particular quadrant) was not different 
from congruent trial performance (where the scale of the scene matched the sensitised 
scale for a particular quadrant). One possible explanation for this result is that 
sensitisation was operating in visual areas where the RFs are larger than the separations 
between the image locations. For instance, entire hemi-fields may have become 
sensitised to the SFs which could be accomplished at late stages in the visual processing 
hierarchy where RF sizes are larger (Kastner et a l, 2001). If this was the case, then the 
entire hemi-field would have been sensitised to both LSF and HSF images because each 
hemi-field displayed LSF images in one quadrant (upper or lower) and HSF images in 
the other quadrant. Therefore, observers would have been sensitised to the scale of the 
scene component of the incongruent trial despite that it was presented in a quadrant that 
had not displayed scene images of that scale.
However, an alternative and equally plausible explanation for the lack of congruency 
effect is that observers relied on iconic memory to perform the categorisation task. For 
instance, if sensitisation does direct the visual system to preferentially extract a 
particular scale at a particular location, then the noise information will be extracted in
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the incongruent trial (all images were composed of a filtered scene and a filtered noise of 
opposite scales) since the scale of the noise is what they had been previously sensitised 
to in that location. On perceiving no valid scene information observers may have 
switched to using the other, informative scale to perform the categorisation task which 
did contain the valid scene information. The image presentation time (125ms) was too 
rapid for this switching to occur while the image was still displayed, but there is 
evidence for a very short memory store that has large capacity and decays quickly 
(iconic memory) which could have been accessed to aid with the categorisation task. 
Evidence for iconic memory comes from a classic study by Sperling (1960). Observers 
were presented with stimulus arrays consisting of 12 letters and numbers in three rows 
of four symbols. They were exposed to the array for a very short duration (50ms) and 
when asked to report all the symbols they had seen (whole-report), only four or five 
symbols were reported. However, if they were cued immediately after stimulus 
presentation which row to report (partial-report) then observers could perfectly report all 
the symbols in the cued row. The observers did not know in advance which row was to 
be cued and this implied that all items in the array were stored in memory at the time of 
the cue. If this cue was delayed then observers performed at the same level as when they 
had to report all items in the array. Items held in this iconic storage can be effectively 
wiped by the use of backward masks (Averbach & Sperling, 1960). A backward mask is 
a stimulus that is presented immediately after target presentation, and if a backward 
mask is presented in a partial-report experiment there is a decrease in the number of 
symbols that are reported.
Consequently Experiment lb explored whether a congruency effect could be established 
with the introduction of backward masking.
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2.3 Experiment lb: Retinotopic sensitisation to spatial scale (using backward 
masks)
2.3.1 Introduction
Experiment lb  explored whether erasing the iconic memory of the image would disrupt 
performance on incongruent trials, more so than on congruent trials. Congruent trials, 
which are identical to sensitisation trials, should not need to access iconic memory since 
the prior sensitisation should result in the processing of the scale comprising the scene 
component of the image. The design of Experiment lb was essentially the same as 
Experiment la  except for the addition of backward masking using full-bandwidth noise 
images to overlap the target images. It was hypothesised that performance on 
incongruent trials would be worse than performance on congruent trials; sensitisation 
informs the visual system which scale to attend at a given location and, although this 
scale section would be valid for congruent trials, the noise component of the image 
would be attended for the incongruent trials. However, because the iconic memory of 
the image is erased by the backward mask, observers should be unable to switch to using 
the other informative scale to categorise the incongruent image, leaving performance to 
suffer.
2.3.2 Method 
Observers
Sixteen observers (8 females) took part in the experiment. They all had normal or 
corrected-to-normal vision. They were paid a fee or offered course credits for their 
participation.
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Apparatus and stimuli
The experimental design and set-up was identical to Experiment la  except for the use of 
full-bandwidth backward masks. Backward masks were unfiltered structured noise 
patterns (see the “Apparatus and stimuli” section in Experiment la). There were 80 
noise patterns available for use as backward masks, and the mean luminance of these 
masks was identical to that of the filtered scene and filtered noise images.
Procedure
The procedure was almost identical to the procedure in Experiment la. However, 
immediately after image presentation a randomly selected backward noise mask was 
presented in the same location and remained on the screen until the observer made their 
response. The backward masks were used throughout both sensitisation phases and the 
test phase. There were a maximum number of 576 trials that could be completed (256 
for each sensitisation phase, and 64 for the test phase), therefore each backward noise 
mask could be used a maximum of 8 times each.
2.3.3 Results
Of the 16 observers tested, only five reached the criterion of performing at 70% or 
higher in correctly categorising the scenes of the congruent trials in the test phase. The 
poor sensitisation results deemed the experiment unsuccessful and further analysis was 
not conducted.
2.3.4 Discussion
It was crucial that observers were successfully sensitised by the time they reached the 
test phase since it was hypothesised that performance on the incongruent trials is 
influenced by prior sensitisation, i.e. sensitisation should direct attention to the 
uninformative noise component of the incongruent image and impair performance.
48
However, a disappointing number of observers failed to become sensitised adequately to 
be included in the analysis. The lack of sensitisation in this experiment could be due to 
the implementation of backward masks throughout the entire experiment. The use of 
backward masking in both of the sensitisation phase sessions may have rendered the task 
too difficult and prevented observers from becoming properly sensitised to the different 
SFs in the four quadrants. Therefore, Experiment 1c sought to investigate this 
possibility by including backward masks in the test phase only.
2.4 Experiment 1c: Retinotopic sensitisation to spatial scale (backward masks in 
test phase only)
2.4.1 Introduction
Experiment 1c again investigated whether sensitisation to spatial scale was specific to 
retinal locations. The design of this experiment was guided by results from Experiments 
la  and lb. It was speculated that observers may have been relying on iconic memory to 
aid their categorisation performance on incongruent test trials in Experiment la. 
Experiment lb aimed to eliminate iconic memory by backward masking every image 
throughout the entire experiment, which had the effect of reducing sensitisation 
performance. Therefore, Experiment 1c employed backward masking in the test phase 
only. Since it was for the incongruent trials in which observers were suspected of 
resorting to iconic memory, it seemed reasonable to only backward mask the images in 
the test phase. Furthermore, not using masking in the sensitisation phase would ensure 
that observers were becoming sensitised to an adequate level (since Experiment la  
demonstrated that observers were properly sensitised and this experiment did not use 
backward masking).
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2.4.2 Method
Observers
Thirty-four observers (18 females) took part in the experiment. They all had normal or 
corrected-to-normal vision. They were paid a fee or offered course credits for their 
participation.
Apparatus and stimuli
Stimuli and apparatus were the same as those used in Experiments la  and lb.
Procedure
The procedure was identical to experiments la  and lb, except that backward masks were 
only used in the test phase.
The spread of images in the test phase was adjusted slightly so that there were four 
blocks of 16 trials in the test phase and, for each block, three congruent trials and one 
incongruent trial were presented in each quadrant, the scales of which corresponded to 
the observer’s sensitisation pattern. This ensured a more even spread of incongruent and 
congruent trials across the test phase. Across the four blocks, equal numbers of 
highways and cities were presented in each quadrant.
2.4.3 Results
Sixteen of the 34 observers failed to reach the successful sensitisation criterion of 70% 
accuracy in the test stage and were excluded from the following analyses.
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Sensitisation trials
Of the remaining 18 observers, all but one needed to complete all 16 blocks of 
sensitisation trials on the first day (one observer completing 12 blocks) and all observers 
completed all 16 sensitisation phase blocks on the second day. Sensitisation 
performance improvement was explored by calculating the average correct performance 
for both the first three and the last three sensitisation blocks for both sensitisation 
phases, as was the average correct performance on the congruent trials of the test phase 
across all four blocks. These averages were summed across the four image locations and 
hence across LSF and HSF scenes which did not differ significantly in the below 
ANOVA (see figure 2.5).
Sensitisation performance was explored first, and the average of the first three blocks 
was compared to the average of the last three blocks for both sessions, using paired 
sample one-tailed t-tests, to indicate performance improvement. For the sensitisation 
phase on day one, there was a significant improvement from the average of the first 
three blocks (M = 67.48%) to the average of the last three blocks {M= 72.11%); t (17) = 
1.772, < 0.05. For the sensitisation phase on day two, there was a significant decrease
in performance from the average of the first three blocks (M = 75.81%) to the average of 
the last three blocks { M -  72.57%); f (17) = 1.867,/? < 0.05.
Sensitisation performance improvement across the two sensitisation phases and the 
congruent trials of the test phase was next examined. For the sensitisation phases, 
average correct performance was averaged across the first and last three sensitisation 
blocks for LSF and HSF scenes separately. Average correct LSF and HSF scene 
performance for the congruent trials of all four blocks of the test phase were also 
calculated. A repeated measures ANOVA, conducted with factors of session (3 -  
sensitisation phase 1, sensitisation phase 2, and test phase) and scale (2 -  LSF and HSF), 
revealed a significant main effect of session (F  (2, 34) = 8.685, p  < 0.005, partial p2 = 
0.338), no main effect of scale {F (1, 17) = 0.027,/? = 0.871, partial r f  = 0.002) and no 
interaction {F (2,34) = 1.314, p  = 0.282, partial p2 = 0.072). Performance on
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categorising HSF {M= 74%) and LSF (M = 73.69%) scenes was equal. Newman-Keuls 
adjustment for multiple comparisons was used to explore the differences between the 
three testing sessions. Sensitisation phase performance on day two (M = 74.10%) and 
congruent trial performance in the test phase (M = 77.55%) were both significantly 
higher than sensitisation phase performance on day one (M = 69.79%; p  < 0.05 and p  < 
0.001 respectively). There was no difference between sensitisation phase performance 
on day two and congruent trial performance (p = 0.08).
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Figure 2.5. For each sensitisation phase session, the average correct sensitisation performance was 
calculated for both the first three blocks and for the last three blocks (summed across quadrants, and 
across HSF and LSF scenes). Unfilled bars represent the average of the first three sensitisation blocks; the 
grey filled bars represent the average of the last three sensitisation blocks. The patterned bar represents the 
average correct performance of the congruent trials o f the test phase for all four blocks (again summed 
across quadrants, and across HSF and LSF scenes). Error bars represent +/-1 standard error.
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Test Phase
Observers were sensitised to not only two different scales but were also sensitised to 
each of these scales in two different locations. It was first investigated whether there 
were any differences between the two locations for each scale for both congruent and 
incongruent trials, and no differential effects were found across the locations for each 
type of SF for both trial types (p > 0.1 for both SF’s in congruent trials; p  > 0.6 for both 
SF’s in incongruent trials). Thus, responses were combined across locations for each 
scale for both trial types. Next it was investigated whether there were any differences 
between the scales for both trial types. For both congruent trials (p > 0.5) and the 
incongruent trials (p > 0.9) there were no differences between LSF and HSF trials. 
Therefore, responses were also combined across the two scales for both trial types.
Combining responses across location and scale for both trial types allowed a comparison 
of the average number of correct scene categorisation responses for the congruent trials 
(M = 77.55%) to that of the incongruent trials (M = 72.57%). A one-tailed t-test was 
conducted revealing that performance on congruent trials was significantly better than 
incongruent trial performance; t (17) = 1.903,p  < 0.05.
2.4.4 Discussion
The results from Experiment 1c show that observers were more accurate in recognising 
the test phase images when the spatial scale of the scene matched the sensitised scale of 
the scenes presented in that particular location (congruent trials) than when the scene 
was of the orthogonal scale (incongruent trials). The reduction in recognition 
performance for incongruent trials, a congruency effect, provides further evidence that 
spatial scale processing of scenes can be sensitised towards a particular scale. More 
importantly, the results imply that sensitisation is retinal location specific. The reduced 
performance in incongruent trials meant that sensitisation did not transfer to alternative 
locations. For instance, observers sensitised to LSF scenes in the upper-left quadrant 
were better at categorising the LSF scenes than HSF scenes in this location, despite
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being sensitised to HSF scenes in the adjacent upper-right and lower-left quadrants. 
This lack of transfer implies that entire hemi-fields were not sensitised to both spatial 
scales. Instead, the sensitisation occurred at a finer resolution. The horizontal and 
vertical centre-to-centre distances between the image locations were 7.7° and 7.9° 
respectively, while the inside edge to inside edge distances were 3.6° and 3.8° 
respectively. Thus, sensitisation was operating in visual areas where the RF sizes are 
fairly small, these being early visual areas (Kastner et al, 2001; Smith et <2/.,2001).
Another interesting finding was the success of using backward masks in the test phase 
only. Compare the results from Experiment la  to Experiment 1c; both were identical 
except that no backward masking was used in Experiment la. In both experiments, 
congruent trial performance was superior to sensitisation trial performance in the first 
sensitisation phase, and congruent trial performance was close to significantly better 
than sensitisation trial performance in the second sensitisation phase ip = 0.08 for both 
experiments). However, a congruency effect was achieved only in Experiment 1c which 
suggests that the backward masks had an effect. It is proposed that they erased iconic 
memory thereby preventing observers from switching to the informative scale for those 
(incongruent) trials where sensitisation directed the visual system to process the noise 
component of the image. Experiment lb revealed that the backward masks prevented 
sensitisation throughout the sensitisation phases, while Experiment 1c revealed that once 
adequately sensitised, the masks do not impede congruent trial performance in the test 
phase. Thus, not only establishing retinotopic sensitisation to spatial scale, Experiment 
1c has established a useful method of ensuring sensitisation without damaging congruent 
and incongruent trial performance.
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2.5 Experiment 2: Can the sensitisation to spatial scale be explained in terms of 
spatial location specificity rather than retinotopic location specificity?
2.5.1 Introduction
In Experiment 1c it was argued that the results showed that observers could be 
sensitised, bottom-up, to a particular SF at a particular retinal location. This reveals two 
important findings. Firstly, it provides evidence that the processing of the spatial scale 
of scenes can be sensitised towards a particular scale. Secondly, the reduced 
performance on the incongruent trials meant that sensitisation did not transfer to nearby 
alternative locations, implying that the sensitisation is retinal location specific. Given 
that the distances between the four quadrant locations were small, and that RF size 
increases further along the visual processing hierarchy, this suggests that sensitisation 
involves early stages of visual processing. However this assumption should be met with 
caution. Sensitisation to spatial scale may not have been operating in a retinotopic 
framework. Instead it could have been operating on a particular spatial location on the 
screen, using environmental reference points. Therefore, an equally plausible 
explanation for the lack of transfer of the sensitisation is that observers were being 
sensitised to spatial scales at particular spatial locations, as opposed to retinal locations, 
on the display. Consider an example where observers are sensitised to LSF images in 
the upper-right quadrant. An incongruent trial then presents a HSF image to this 
location and scene categorisation performance suffers. Because fixation always remains 
in the same place, it cannot be reliably disentangled whether the performance decrement 
is due to a retinotopic location being stimulated by a spatial scale that observers had not 
been sensitised to (at this retinotopic location) or whether the decrement is due to a 
spatial location presenting a scale that observers had not been sensitised to (at this 
spatial location). Given that the incongruent trials presented images at a different 
retinotopic and spatial location, Experiment 1c was confounded.
Barrett, Bradshaw, Rose, Everatt and Simpson (2001) investigated whether covert shifts 
of attention operated in egocentric (i.e. retinotopic) or allocentric (object-centred)
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coordinate frames. Observers, while fixating centrally, were primed to the location of a 
target in one of three locations (a triad) above fixation. Subsequently, observers were 
presented with the target in one location of the triad with distracters displayed in the 
other two locations. In the valid egocentric condition, the triad shifted position but the 
target was presented in the exact same location as the prime. In the valid allocentric 
position, the triad shifted position and the target appeared in the same position within the 
triad as the prime did; if the prime appeared in the central location of the triad then so 
did the target even if was in a different location on the display. Results showed greater 
accuracy and response times for the valid egocentric condition suggesting that shifts of 
covert attention operated in egocentric coordinates rather than in relation to other objects 
in the visual field. The present study aimed to dissociate possible retinotopic 
sensitisation from spatial location sensitisation in a similar manner by examining the 
effects of changing one factor (retinotopy or spatial location) while preserving the other. 
In effect, each possibility was tested separately. It was predicted that sensitisation to 
spatial scale operates in retinotopic coordinates.
In the present experiment, during a sensitisation phase, observers were sensitised to LSF 
images in one location and HSF images in another location (upper and lower hemi- 
fields) and like Experiments la  to c, they were required to categorise the images as 
highways or cities. In a subsequent test phase, 75% of the trials were sensitisation trials 
and 25% of the trials were test trials. There were three different test phases (all 
completed by each observer -  see procedure) and the test trials in these test phases 
differed in two respects. Firstly, the location of the images and/or fixation changed in 
order to test for retinotopic or spatial location specificity. Secondly, there were spatial 
scale congruent and incongruent versions of the test trials to investigate sensitisation to 
spatial scale (as in Experiments la to c). These two factors are discussed in the 
following paragraphs.
In a Location Change test phase, the test trials involved moving the image location to 
another part of the screen but keeping the positions of the images relative to fixation the 
same as in the sensitisation trials (achieved by moving fixation accordingly); here the
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location of the images was changed but the retinotopy remained the same (see figure 
2.6a). In a Retinotopy Change test phase, the images remained in the same location as 
the sensitisation trials, but the position of the fixation changed location; here the 
retinotopy was changed but the location remained the same (see figure 2.6b).
A third test phase was added; a Both Change test phase. It is possible that sensitisation 
to spatial scale is due to some additive effect of both spatial location and retinotopy. In 
the Both Change test phase, both the spatial location and the retinal location that 
observers had been sensitised to were changed; the fixation remained in the same 
position as in sensitisation and the location of the images moved thereby changing the 
spatial location and retinal location (see figure 2.6c).
Observers were sensitised to LSF images in one location and HSF images in another 
location (upper and lower hemi-fields) and they were required to categorise the images 
as highways or cities. Of the test trials in the subsequent test phase, half were congruent 
test trials and the other half were incongruent test trials. The congruent test trials 
changed image and/or fixation location (according to the test trial type) and the spatial 
scale of the images matched the scale that observers were sensitised to in a particular 
hemi-field. For example, if the observer was sensitised to LSF images in the upper 
vertical location, LSF images were presented in this location for the congruent test trials. 
The incongruent test trials also involved changes in image and/or fixation position 
(again, according to the test trial type) but the spatial scale of the images were 
orthogonal to the scale observers had been sensitised to in a particular hemi-field. For 
example, for the hemi-field where observers were sensitised to LSF images, the 
incongruent test trials presented HSF images instead. Figure 2.6 illustrates the 
distinction between congruent and incongruent test trials.
57
Test TrialsSensitisation Trials
Type Congruent Incongruent
LSF LSF HSF
a) Location 
Change
HSF LSFHSF
LSF HSF
b) Retinotopy 
Change
HSF LSF
LSF HSF
c) Both Change
HSF LSF
Figure 2.6. The locations of the spatial frequency filtered images and fixation for the different test trial 
types. Sensitisation trials are shown on the left of the figure; fixation is in the centre of the screen and the 
images are to the left o f fixation, with LSF images presented in the upper hemi-field and HSF images 
presented in the lower hemi-field. Test trials are shown on the right o f the figure. There are three types of 
test trial and both have congruent and incongruent versions; congruent test trials present the same spatial 
scale in the lower and upper locations as the sensitisation trials, incongruent test trials present the 
orthogonal spatial scale in these locations, a) Location Change test trials; the images and fixation have 
been shifted rightwards but the image location relative to fixation is the same as the sensitisation trials, b) 
Retinotopy Change test trials; fixation moves from the right of the images to the left of the images but the 
images remain in the same position as the sensitisation trials, c) Both Change test trials; the location of 
the images shift to the right of fixation and fixation remains in the centre of the screen.
There are two important comparisons to be made. The first concerns comparing scene 
recognition performance on the congruent test trials of each test phase to sensitisation 
trial performance. This will help to resolve whether the sensitisation effects found in
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Experiment 1c can be attributed to retinotopic sensitisation, to spatial location 
sensitisation or to the additive effect of both. All three congruent test trial types 
presented the same spatial scale in the upper and lower hemi-fields as sensitisation. 
Should sensitisation be purely retinal location specific then performance will be similar 
on both congruent Location Change test trials and sensitisation trials because images in 
these trial types are presented in the same retinal location. Furthermore, performance on 
congruent Location Change test trials will be superior to performance on congruent 
Retinotopy Change test trials. Should sensitisation be purely spatial location specific 
then performance will be similar on both congruent Retinotopy Change test trials and 
sensitisation trials because images in these trial types are presented in the same spatial 
location. Furthermore, performance on congruent Retinotopy Change test trials will be 
superior to performance on congruent Location Change test trials. However, if both 
location and retinotopy are important for sensitisation then performance on the 
congruent Both Change test trials (where the sensitised retinotopic and spatial locations 
have been removed) will be worst of all when compared to performance on both 
congruent Location Change and Retinotopy Change test trials. Also, compared to 
sensitisation trial performance, congruent Both Change test trials will fare worse than 
the same comparison against sensitisation trials for both congruent Location Change and 
Retinotopy Change test trials.
Effects of sensitisation to spatial scale were tested with the inclusion of the incongruent 
test trials, and the second important comparison is that between congruent and 
incongruent test trials for each of the three test phase types. Incongruent test trials 
presented scene images at the orthogonal scale to which observers had been sensitised to 
at a particular location. If observers were sensitised to spatial scale at particular 
locations on the display (be it due to retinotopy, spatial location or the additive effect of 
both) then there will be a performance decrement on these incongruent trials compared 
to the congruent trials. This comparison also helps determine whether the sensitisation 
is a result of retinotopic location or spatial location sensitisation. If sensitisation is due 
to retinotopy then there will only be a congruency effect (better performance on 
congruent than incongruent trials) for the Location Change test trials. If sensitisation is
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location based then there will only be a congruency effect for the Retinotopy Change 
test trials.
2.5.2 Method
Observers
Twenty-three observers (11 females) took part in the experiment, all with normal or 
corrected-to-normal vision.
Apparatus and stimuli
Stimuli and apparatus were identical to that in Experiments la  to c, except that there was 
a larger image set owing to the greater numbers of trials in the present experiment. All 
stimuli were filtered in an identical manner to the previous experiments. Stimuli were 
created from a set of 160 highway and 160 city greyscale images creating a total image 
set of 640 scene images (160 LSF cities, 160 HSF cities, 160 LSF highways and 160 
HSF highways) and 320 noise images (160 LSF noise images and 160 HSF noise 
images), and 160 full-bandwidth backward masks.
Each filtered scene was randomly combined with a filtered noise pattern of the 
orthogonal scale. Each filtered noise pattern was used twice; once when paired with a 
city and once when paired with a highway. Of the 640 scene plus noise images, 256 
images (64 LSF city + noise, 64 LSF highway + noise, 64 HSF city + noise, and 64 HSF 
highway + noise) were randomly selected for the sensitisation phases of the experiment 
(the sensitisation image set). The remaining 384 images (96 LSF city + noise, 96 LSF 
highway + noise, 96 HSF city + noise, and 96 HSF highway + noise) were used for the 
test phases. These test phase images were split into three sets of 128 test phase images. 
As in Experiments la  to c, filtered scene + noise hybrids will hereafter be referred to as 
HSF/LSF images.
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As described in the procedure, the experiment was split into three sessions. Each 
session consisted of a sensitisation phase, followed by a test phase. The same set of 
sensitisation images were used in each sensitisation phase, with the requirement that 
each image in the sensitisation image set was picked at random and used only once in 
each sensitisation phase session. Each of the three test phase image sets were used only 
once (one per session) so that images in the test phases were novel to the observers. 
Again, the restriction was that each image in each test phase image set was picked at 
random and used only once.
There were three possible positions for the fixation cross (see procedure) and the 
distance between the centre of fixation and the nearest comer of an image location was 
2.7°. Figure 2.7 demonstrates all the possible image and fixation locations.
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Figure 2.7. Possible image and fixation locations in Experiment Two. The distances between image and 
fixation locations are labelled (in degrees visual angle). The background was black but is depicted grey 
here for illustration purposes.
Procedure
Observers were assigned to one of four sensitisation pattern regimes to counterbalance. 
During the sensitisation phase images were only presented at locations to the left or right 
of the centrally located fixation cross, and stimuli were separated along the vertical 
meridian and presented in the upper and lower hemi-fields. Half of the observers were 
sensitised to the left of fixation and the other half of observers were sensitised to the 
right. For each side sensitisation was further counterbalanced; half of the observers
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were sensitised to HSF images in the upper hemi-fleld and to LSF images in the lower 
hemi-field, the other half were sensitised to the opposite.
The experiment was composed of three sessions (completed over consecutive days), and 
each session consisted of a sensitisation phase followed by a test phase. There were 
three types of test phase -  Location Change, Retinotopy Change and Both Change -  
completed on different sessions. The order in which observers completed the three 
sessions was counterbalanced. Furthermore, the test phase image set used for each test 
phase was selected at random from the three sets available with the restriction'that each 
test phase image set was used only once for each observer.
There were 16 blocks of 16 Sensitisation trials during the sensitisation phase giving a 
maximum of 256 trials. In each block 8 trials presented LSF images and 8 trials 
presented HSF images (4 cities and 4 highways per scale) in the locations relevant to the 
observer’s sensitisation pattern regime. If the observer completed two consecutive 
blocks at accuracy of 15 or more correct then the sensitisation phase was over. The trial 
sequence was as follows. Each trial began with the fixation cross and a space bar press 
initiated the trial. To ensure fixation, there was a 500 msec delay before the space bar 
press became active. Additionally, observers were instructed not to press space until 
they were fixating on the cross. After 500 msec, fixation disappeared and the image 
appeared for 125 msec. The observer used a game pad to respond. There was unlimited 
time to respond, and following a response there was a feedback tone. Fixation then 
reappeared indicating the start of the next trial.
In each test phase there were 8 blocks of 16 trials and all blocks were completed. In 
each block 12 trials were sensitisation trials; 6 trials were LSF scenes and 6 trials were 
HSF scenes (three cities and three highways per scale).The remaining 4 trials per block 
were test trials. Overall, there were 96 sensitisation trials and 32 test trials presented in 
each test phase. The sensitisation trials in the test phases were identical to those in the 
sensitisation phase; the image and fixation locations were the same. In contrast, the 
image and/or fixation locations in the test trials changed according to test phase type.
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The Location Change test phase trials changed image and fixation locations; the images 
were presented to the location (left or right) opposite to that in sensitisation, and the 
fixation cross moved accordingly to remain in the same position relative to the images. 
The Retinotopy Change test phase trials changed only the fixation location, moving to 
the opposite side of the images to that in sensitisation. The Both Change test phase trials 
involved only changing image location, fixation always remained central. The images 
here were displayed in the visual field (left or right) opposite to that in sensitisation.
Of the 4 test trials per block in the test phase, two were congruent and two incongruent. 
Congruent test trials displayed the same scale in the upper and lower hemi-fields as in 
sensitisation. Incongruent test trials displayed the orthogonal scale in the upper and 
lower hemi-fields to that in sensitisation. For each block, there was one LSF congruent 
test trial, one HSF congruent test trial, one incongruent LSF test trial and one HSF 
incongruent test trial. Of the 32 test phase test trials, an equal number of cities and 
highways (16 each) were presented. The trial sequence in the test phase was almost 
identical to that in the sensitisation phase except that there was no auditory feedback 
and, once the image was presented, a backward noise mask appeared in the same 
location for 500 msec. Each randomly selected backward noise mask was used only 
once in each test phase. The present experiment was guided by results from 
Experiments la  to c which showed that the most effective method of ensuring 
sensitisation and a congruency effect was to use backward masks in the test phase only.
To begin, observers were shown examples of full-bandwidth and filtered scene + noise 
highway and city images. Before each testing session observers were given a practice, 
using full-bandwidth images, consisting of examples of sensitisation and test trials 
where the fixation and image locations were relevant to the test phase type the observer 
was to complete for that particular session. It was explained to the observers how the 
location of the images and fixation would change for some trials and the importance of 
fixating was emphasised.
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2.5.3 Results
Recap o f  design
To avoid confusion for this somewhat complicated design, the reader may find a 
reiteration of the design a useful summary. There were three sessions; each session 
consisted of a sensitisation phase followed a test phase. The sensitisation phases were 
composed only of sensitisation trials and observers were sensitised to one scale (LSF or 
HSF) in the upper hemi-field, and to the other scale in the lower hemi-field. The test 
phases were composed of 75% sensitisation trials, and 25% test trials. The test trials 
were different for each test phase resulting in three test phase types; each test phase type 
contained either Location Change test trials, Retinotopy Change test trials or Both 
Change test trials. Furthermore, there were congruent and incongruent versions of the 
test trials. The scale of the congruent test trials presented in the upper and lower hemi- 
fields matched that of the sensitisation trials, while the scale of the incongruent test trials 
were orthogonal to the scale of the sensitisation trials.
Analysis
Adequate within-session and across-session sensitisation to spatial scale was measured 
using an ANOVA, including the factor of scale to examine whether performance 
differed according to the SF of the scene image. It was also important to establish that 
sensitisation trial performance within each of the test phases was not influenced by the 
different test trials contained within each test phase. If the different test trials impacted 
on sensitisation trial performance by differing amounts then it would not be possible to 
make valid comparisons between sensitisation and congruent test trials for each test 
phase. Thus, an ANOVA was conducted comparing average sensitisation performance 
in each of the test phases.
An ANOVA was also performed comparing the average performance of the three 
congruent test trial types, simply to give an indication of whether observers were better
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at one type of congruent test trial than the others. The results of this ANOVA would 
only be marginally indicative of whether sensitisation to spatial scale operates in 
retinotopic or spatial location coordinates since there is no benchmark here to show what 
good (or poor) congruent test trial performance actually means. Therefore the crucial 
tests for demonstrating whether sensitisation to spatial scale is retinotopically specific or 
spatial location specific (or even the additive effect of both) were the comparisons for 
each test phase between the sensitisation trials and congruent test trials, and congruent 
and incongruent test trials. Given that a congruency effect was demonstrated in 
Experiment 1c and that it was predicted that sensitisation is retinotopically specific, 
planned comparisons were used for both these analyses. With specific predictions in 
mind, using ANOVAs for these analyses was deemed inappropriate and their use could 
result in increasing the chances of false negatives.
Inclusion criteria
Sensitisation trial performance in the three test phases was averaged for each observer, 
and only observers who performed at an accuracy level of 65% and over were included 
in the analysis. Because the unpredictability of the location of the images and fixation in 
the test phases increased the difficulty of the task (performance on test phase 
sensitisation trials was worse than performance on sensitisation phase sensitisation trials 
-  see below), the inclusion criterion was reduced from the 70% criteria used in 
Experiments la  to c, to 65%.
Of the 23 observers that took part in the experiment, 9 failed to reach the inclusion 
criterion and were excluded from the following analyses.
Sensitisation performance
Observers completed a maximum of 24 blocks of sensitisation trials in each session (16 
blocks of 16 trials in the sensitisation phase and 8 blocks of 12 trials in the test phase). 
Improvement in performance on these sensitisation trials in each of the three testing
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sessions was first explored. Possibly the increased task difficulty in the test phases 
resulted in the significant (/(13) = 3.954,/? < 0.005) decrease in average performance in 
the sensitisation trials of the three test phase sessions (M = 73.74%) compared to the 
performance of the first and last three blocks of sensitisation trials averaged across the 
three sensitisation phase sessions (M =  78.19%). Unlike Experiments la  and c, where 
sensitisation trial performance continued to improve within the test phase following the 
sensitisation phases, here sensitisation trial performance analyses were performed on the 
sensitisation trials of the sensitisation phases only.
Sensitisation trials o f  the sensitisation phases
Of the remaining 14 observers, 11 completed all 16 blocks of sensitisation trials on 
session one (the remaining three completed 9, 12 and 15 blocks), 10 observers 
completed all 16 blocks on session two (the remaining four completed 7,9,  10 and 11 
blocks), and 10 observers completed all 16 blocks on session three (the remaining four 
completed 4, 10, 11 and 13 blocks).
To explore sensitisation performance improvement within and across blocks, the average 
correct performance for both the first three and the last three sensitisation blocks, for 
HSF and LSF scene images separately, was calculated for each of the three sessions. A 
repeated measures ANOVA was conducted with main factors of session (3), time (2 -  
average of first three blocks and average of last three blocks) and scale (2 -  LSF and 
HSF), revealing a main effect of session (F(2, 26) = 4.47, p  < 0.05, partial rj2 = 0.256), 
no main effect of scale (F(l, 13) = 2.793,/? = 0.119, partial rj2 = 0.177) and a significant 
main effect of time (F(l, 13) = 18.378,/? < 0.001, partial rj2 = 0.586). The average of the 
last three sensitisation phase blocks (M = 81.94%) was significantly higher than the 
average of the first three sensitisation blocks (M = 74.5%). The only significant 
interaction was between session, time and scale (F (2, 26) = 4.745,/? < 0.05, partial i f  = 
0.267), reflecting differences on HSF and LSF scene performance depending on time 
between sessions one and three (F (1, 13) = 12.318, p  < 0.005, partial i f  = 0.487). 
Indeed, scene categorisation performance (averaged across session and time) on LSF
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scenes (M = 74.65%) was lower than that on HSF scenes (M = 81.75%), although this 
difference was not significant.
To investigate where the significant differences between sessions lie, post hoc testing 
using Newman-Keuls adjustment for multiple comparisons revealed there to be 
significant differences between session one and session two {p < 0.05) and between 
session one and session three (p < 0.05), and no significant difference between session 
two and session three ip = 0.78). The average sensitisation performance for sessions 
two and three improves in comparison to session one (session one M =  75.45%, session 
two M =  79.84% and session three M =  79.39%). However, because each sensitisation 
phase was followed by a test phase, it was vital that observers were adequately sensitised 
within each sensitisation session. To indicate that there was sensitisation improvement 
within each sensitisation session, paired sample one-tailed t-tests were used to compare 
the average of the first three blocks to the average of the last three blocks for each 
sensitisation phase (see figure 2.8). There were significant improvements in each 
session from the first three blocks to the last three blocks. Session one (first three blocks 
M =  72.62%, last three blocks M =  78.27%): t (13) = 1 . 8 7 6 , <  0.05. Session two (first 
three blocks M  = 75.45%, last three blocks M  = 84.23%): t (13) = 3.259, p  < 0.005. 
Session three (first three blocks M =  75.45%, last three blocks M =  83.33%): t (13) = 
3.41,^ <0.005.
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Figure 2.8. For each sensitisation phase session, the average correct sensitisation performance was 
calculated for both the first three blocks and for the last three blocks (summed across upper and lower 
locations, and across HSF and LSF scenes). Unfilled bars represent the average of the first three 
sensitisation blocks; the filled bars represent the average of the last three sensitisation blocks. Error bars 
represent +/-1 standard error.
Test phase
Of the trials in the test phases, 75% were sensitisation trials and the remaining 25% were 
test trials. The location of the images and/or fixation changed according to the test 
phase type. Within each test phase, half of the test trials were congruent, that is the scale 
of the scene matched the scale the observers had been sensitised to in that particular 
hemi-field, and the other half were incongruent, that is the scale of the scene was 
orthogonal to the scale that the observers had been sensitised to in that particular hemi- 
field.
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Sensitisation trials o f the three test phase types
Sensitisation trials in the test phases were identical to sensitisation trials in the 
sensitisation phases; retinal and spatial locations were the same. Sensitisation 
performance in each test phase according to test phase type* (not test phase session) was 
calculated. This resulted in average correct scene recognition performance for the 
sensitisation trials of the Location Change test phase (M = 73.36%), Retinotopy Change 
test phase (M = 72.02%) and Both Change test phase (M=  75.82%). To explore whether 
the task demands in the three test phase types were different and thus influenced the 
performance of scene categorising, a repeated measures ANOVA with a main factor of 
test phase type (3 -  Location Change, Retinotopy Change and Both Change) was 
performed on the average number of correctly categorised sensitisation trials of the test 
phases. There was no significant difference between performances on the sensitisation 
trials of the three test phase types; F (2 ,26) = 2.277, p  = 0.123, partial i f  = 0.149.
Congruent test trials
To investigate any differences in performance between the three congruent test types, a 
repeated measures ANOVA was conducted with main factors of congruency type (3 -  
congruent Location Change, congruent Retinotopy Change and congruent Both Change 
test trials). It revealed a significant difference in performance between these three 
congruent test phase trials; F  (2, 26) = 4.771,/? < 0.05, partial i f  = 0.268.
To examine where the differences between the congruent test types lie, post hoc testing 
using Newman-Keuls correction for multiple comparisons was performed. Observers 
performed significantly better on the congruent Location Change test trials (M =
* Counterbalancing the order observers completed each test phase type across the sessions was important 
given that by the third testing session, it was expected that sensitisation trial performance would be at its 
best. Differences in sensitisation performance might influence performance on the test trials o f the test 
phase (e.g. strong sensitisation might result in test trials being more difficult than if there was weaker 
sensitisation) therefore counterbalancing would cancel any influences o f superior sensitisation 
performance out.
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78.13%) than both the congruent Retinotopy Change test trials (M = 65.63%) (p < 0.05) 
and the congruent Both Change test trials (M = 67.86%) (p < 0.05) and there was no 
significant difference between the congruent Retinotopy Change tests trials and the 
congruent Both Change test trials (p = 0.61). This indicates that sensitisation operates in 
retinotopic coordinates, since the prior sensitisation appears to reduce the performance 
on trials where retinotopy has changed (i.e. congruent Location Change and congruent 
Both Change test trials). However, to ensure that it was indeed sensitisation to scale that 
caused the differing performances between the congruent test trial types, it was 
necessary to compare these trials to sensitisation trials.
Sensitisation trials versus congruent test trials
Crucially, the comparison between performance on sensitisation trials and congruent test 
trials help to disambiguate whether sensitisation is retinal location specific or spatial 
location specific. The average sensitisation performance in the test phase was compared 
to the congruent test trials for each test phase type (see figure 2.9). Planned comparisons 
revealed no significant difference between the sensitisation trials (M = 73.36%) and 
congruent Location Change test trials (M =  78.13%) (F = 3.87,/? = 0.07), no significant 
difference between sensitisation trials (M = 72.02%) and congruent Retinotopy Change 
trials (M  = 65.63%) {F = 3.18, p  = 0.1), and no significant difference between 
sensitisation trials (M =  75.82%) and congruent Both Change trials (M = 67.86%) (JF = 
4.18,/? = 0.06). Although the non-significant differences for all three comparisons mean 
that no conclusions can be drawn here with regards to arguing whether sensitisation is 
retinotopic specific or spatial location specific, figure 2.9 does show that performance on 
the congruent Retinotopy Change and congruent Both Change test trials is less than that 
of the sensitisation trials, while the congruent Location Change test trials performance is 
greater than that for sensitisation and it was worth noting that these differences were 
marginally significant suggesting further analysis may be worthwhile.
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Figure 2.9. Percentage of correct performance on the sensitisation trials of the test phase and congruent 
test trials for each test phase type. Error bars represent +/-1 standard error.
To investigate further this possibility that sensitisation is retinotopically based, 
sensitisation trials of the sensitisation phases were used to compare to the congruent test 
trials (the preceding analysis used sensitisation trials of the test phase to perform this 
analysis). Whereas before the average performance in the sensitisation phases was 
calculated according to session (one, two or three), here they were calculated according 
to the test phase session they preceded (observers completed a sensitisation phase before 
entering each test phase). Observers reached their peak sensitisation by the last three 
blocks in the sensitisation phases, and the average of these last three blocks were 
compared to the congruent test trials for each test phase (see figure 2.10). Planned 
comparisons revealed no significant difference between the sensitisation trials (M = 
82.59%) and congruent Location Change test trials (M = 78.13%) {F= 1.167, p = 0.3), a 
significant difference between sensitisation trials (M = 83.18%) and congruent 
Retinotopy Change test trials {M = 65.63%) (F = 20.412, p  < 0.001), and a significant 
difference between sensitisation trials (M = 80.06%) and congruent Both Change test
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trials (M = 67.86%) (F = 8.069, p  < 0.05). Performances on sensitisation trials and the 
congruent Location Change test trials are similar, whereas performance on the congruent 
Retinotopy Change test trials is significantly less than the sensitisation trials. This 
suggests that sensitisation to spatial scale is specific to retinal location and not spatial 
location; retaining the retinal location and not the spatial location leads to performance 
that closely matches sensitisation phase performance. The drop in congruent Both 
Change test trials in comparison to the sensitisation trials is presumably due to the 
change in retinotopic location for these trials.
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Figure 2.10. Percentage of correct performance on the sensitisation trials (average of the last three blocks 
of the sensitisation phase that preceded the test phase) and congruent test trials for each test phase type. 
Error bars represent +/-1 standard error.
Congruent versus incongruent test trials
To investigate the effect of sensitisation to spatial scale, planned comparisons between 
the average correct performance on the congruent and incongruent test trials for each test
□  Sensitisation Trials
□  Congruent Test Trials
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phase type were performed. These revealed a significant effect of congruency for the 
Location Change test trials (F = 7.81, p  < 0.05), but no effect of congruency for the 
Retinotopy Change test trials {F = 1.243, p  = 0.28) and the Both Change test trials {F =
0.271, p  = 0.61). Observers performed significantly better on the congruent Location 
Change test trials (M = 78.13%) than the incongruent Location Change test trials (M = 
70.54%), whereas performances on the congruent Retinotopy Change test trials (M = 
65.63%) and the congruent Both Change test trials (M = 67.86%) did not significantly 
differ from their incongruent counterparts (Retinotopy Change M  = 70.54%, Both 
Change M  = 66.07%). Figure 2.11 shows the average correct responses to the 
congruent and incongruent trials of each test type.
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Figure 2.11. Summary of scene categorisation performance in the three test phases. Unfilled bars 
represent the congruent trials where the scene matched the scale the observers had been sensitised to in a 
particular hemi-field, and the filled bars represent the incongruent trials where the scale of the scene was 
orthogonal to the scale that the observers had been sensitised to in a particular hemi-field. Error bars 
represent +/-1 standard error.
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2.5.4 Discussion
The purpose of Experiment 2 was to disambiguate possible spatial location sensitisation 
(i.e. the observer is sensitised to process a particular SF at one location because this SF 
always appears in that location of the screen) from retinal location sensitisation (i.e. the 
neurons responding to the appropriate visual field location have been sensitised to 
respond to a particular SF). To do this, observers were sensitised to one scale in one 
visual field location (upper or lower hemi-field) and the opposite scale in the other 
location. Following successful sensitisation they were then presented with test trials 
which changed either both the locations of the images and fixation (in order to preserve 
retinotopy), only the fixation (to preserve spatial location), or only the image locations 
(to preserve neither retinotopy nor spatial location). There were congruent and 
incongruent versions of the test trials; the congruent test trials presented images with SFs 
that matched sensitisation for a particular hemi-field (upper or lower), and the 
incongruent test trials presented images with SFs orthogonal to those in the sensitisation 
trials for a particular hemi-field.
Three findings from this experiment converge to strongly suggest that sensitisation 
operates in retinotopic coordinates. Firstly, although congruent test trial performance for 
all three test types did not differ from the sensitisation trial performance of the 
corresponding test phases, the results showed that Both Change congruent test trial 
performance was almost significantly worse than sensitisation performance (p = 0.06), 
and Location Change congruent test trials were almost significantly greater than 
sensitisation performance (p = 0.07). Further, the alternative analysis comparing 
performance on congruent test trials to sensitisation phase performance (the average of 
the last three sensitisation phase blocks) showed that there was a transfer of the 
sensitisation to those test trials where the retinotopy was identical to sensitisation (i.e. 
performance on the Location Change test trials and sensitisation trials were similar). 
Those congruent test trials where retinotopy changed but spatial location remained the 
same as in sensitisation showed that there was no transfer of the prior sensitisation (i.e. 
performance on the Retinotopy Change test trials was worse than sensitisation).
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Changing the retinotopy so that a different and unsensitised population of neurons were 
used to view the image meant that scene categorisation performance suffered. Changing 
the spatial location of the images but preserving retinotopy meant that the same 
sensitised population of neurons were used to process the image, resulting in no 
performance decrement even though the images were displayed in a different spatial 
location.
Secondly, comparing congruent test trial performance for each of the three test types 
showed that performance was best for the Location Change test trials when compared 
against Retinotopy Change and Both Change test trials. The Both Change condition was 
included so that the possibility that sensitisation is due to the additive effect of 
retinotopy and spatial location could be tested. The Both Change trial type changed the 
retinotopy and spatial location from that of prior sensitisation. If the poor performance 
on congruent Both Change test trials was due to the loss of retinotopy and spatial 
location then it would be expected for performance on the congruent Retinotopy Change 
test trials to also be superior to congruent Both Change test trials given that congruent 
Retinotopy Change test trials preserve spatial location. There was no difference in 
performance between congruent Retinotopy Change and Both Change test trials. 
Presumably, the poor performance in the Both Change test trials was due to the change 
in retinotopy; the change in spatial location had no effect. To check that performance 
differences between these three test trial types may have been due to changes in task 
difficulty rather than a real effect of retinotopy, the sensitisation trial performance in 
each test phase were compared to one another. These trials were identical for all three 
phases and if one test trial type was harder than the others, it might be expected that 
performance on the sensitisation trials of the test phase would also suffer. This was not 
the case; performance on the sensitisation trials across the three test phases did not 
differ.
Thirdly, only a congruency effect (a superior performance on congruent test trials 
compared to incongruent test trials) was found for the Location Change test trials. 
Performance on the incongruent Location Change test trials suffered much more when
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compared to its congruent counterpart, than did this same comparison for the other two 
test phase types. Given that performance on the congruent test trials for both Retinotopy 
Change and Both Change did not display any benefits from prior sensitisation (i.e. there 
was no transfer of sensitisation) leading to a performance decrement, it follows that 
performance on the incongruent versions should not be any worse than their congruent 
counterparts. The congruency effect for Location Change test trials occurred because 
the sensitisation operated in retinotopic coordinates; when the retinotopic location 
displayed a SF opposite to that displayed during sensitisation the responding population 
of neurons were not tuned to process this SF and performance suffered. This same 
congruency result was reported in Experiment 1c.
Experiment 2 provides further evidence that the locus of sensitisation to spatial scale 
involves early, retinotopically mapped visual areas.
2.6 General discussion
The aim of the experiments in this chapter was to show that sensitisation to spatial scale 
is specific to retinal location. In Experiments la  to c, observers were sensitised to two 
SFs in four quadrants of the visual field -  the left and right upper and lower visual fields. 
The images were high-pass and low-pass filtered scene images (combined with noise at 
the orthogonal scale) and the task was to categorise the scenes as cities or highways. 
After a period of sensitising observers to these SFs at particular locations, a test phase 
followed where incongruent trials were randomly interleaved amongst the sensitisation 
trials (referred to as congruent trials in the test phase). Incongruent trials were images 
that contained valid scene information at the SF orthogonal to the scale observers had 
been sensitised to for a particular location. In Experiment 1c, a congruency effect was 
found; performance on congruent trials was better than performance on incongruent 
trials. This finding indicated that sensitisation had the effect of tuning the visual system 
to preferentially process a particular SF since performance suffered when the scene 
image was composed of a SF bandwidth orthogonal to that to which the observers had 
been sensitised to at a particular location. This supports findings from previous studies
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that demonstrate flexible spatial frequency processing as a result of categorisation task 
(Schyns & Olivia, 1999; Schyns et al, 2002), repeated exposure to a SF (Oliva & 
Schyns, 1997; Ôzgen et ah, 2002, Ôzgen et ah, 2006) and top-down cueing (Ôzgen et 
ah, 2003; Sowden et ah, 2003) all resulting from sensitisation to the SFs most diagnostic 
for the given task. Experiment 1c adds further to the understanding of flexible SF 
processing by showing that the scale used to perform the task also depends on the 
location the stimulus was presented in.
Experiments la  and lb were unsuccessful in demonstrating a congruency effect. The 
lack of backward masking in Experiment la  meant that observers were able to rely on 
iconic memory to categorise the scene component of an incongruent trial; here, prior 
sensitisation resulted in the extraction of the noise component of the scene + noise 
hybrid and, on perceiving no valid scene information in the noise, iconic memory would 
be evoked. Experiment lb prevented adequate sensitisation by including backward 
masks throughout the sensitisation phases. Experiment 1c employed backward masks in 
the test phase only, allowing successful sensitisation and preventing the reliance on 
iconic memory to categorise the incongruent trials. The usage of backward masks in 
only the test phase was successfully used in Experiment 2 where the congruency effect 
was also demonstrated. Therefore, this chapter has also identified an effective method to 
investigate sensitisation to spatial scale.
The most important finding from Experiment 1c was that the sensitisation to spatial 
scale did not transfer to alternative locations. For example, observers sensitised to LSF 
images in the top-right quadrant did not perform the categorisation task as well for 
incongruent trials where LSF images were presented in the top-left quadrant, a location 
where observers had been sensitised to HSF images. This specificity was taken as 
evidence that sensitisation operates in visual brain areas where the mapping of the visual 
field is retinotopic. However, there was the possibility that instead observers were being 
sensitised to SFs on the basis of where on the display particular SFs were repeatedly 
being presented (i.e. the spatial location) as opposed to sensitisation operating in 
retinotopic coordinates. Experiment 1c was confounded because the same retinal and
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spatial locations were tested. Experiment 2 resolved this issue by testing possible spatial 
location sensitisation and retinotopic sensitisation separately. Results strongly showed 
that sensitisation was achieved within retinotopic coordinates; when spatial location was 
changed after sensitisation but retinotopy preserved, scene categorisation performance 
was high in comparison to those trials where spatial location remained the same and 
retinotopy was changed. This is a similar result to that reported by Barrett et al. (2001) 
who showed that covert attention operates on the basis of cued retinal location rather 
than in an environmental frame of reference. Furthermore, a congruency effect (or the 
lack of transfer of sensitisation across locations), similar to that achieved in Experiment 
1c, was only found for trials that preserved retinotopy.
Lack of transfer of learning across locations has been used by studies of perceptual 
learning to indicate that the locus of the learning occurs in early visual areas (e.g. 
Ahissar & Hochstein, 1996; Kami & Sagi, 1991). The correlation between RF size and 
visual area is a useful way to show where in the visual processing hierarchy perceptual 
learning operates. Lack of learning transfer across small distances (e.g. 3° in Kami and 
Sagi, 1991) suggests the involvement of areas with small RF sizes, and the early visual 
areas are known to have small RFs (Kastner et a l, 2001). The retinotopic specificity of 
sensitisation reported in Experiment 1c was found across quite small areas of the visual 
field; the centre-to-centre distances between the images were small at 7.7° horizontally 
and 7.9° vertically. Indeed, the distances between the inside edges of the stimuli were 
smaller still at 3.6° horizontally and 3.8° vertically. If sensitisation involved visual areas 
with RFs that exceeded the distance of about 4° then the RFs would have covered two 
image locations (each sensitised to different SFs) and transfer of sensitisation would be 
expected. Such transfer was not found suggesting that the location-specific sensitisation 
to spatial scale was operating on early visual areas with RFs smaller than 4°.
The retinotopic specificity of sensitisation indicates an early locus of sensitisation. 
However, the results do not conclusively point to VI as the site of the learning. RF sizes 
in VI are smaller than the distances between the image locations tested in this chapter. 
It would be difficult to use small separations to test whether retinotopic specificity of
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sensitisation can be found over distances less than 2° (the estimated RF size in VI 
(Kastner et a l, 2001)) since large images are required in order to successfully recognise 
the scene images. Regardless of this, the evidence presented in this chapter does suggest 
that the locus of sensitisation is not at a late stage of the visual processing hierarchy.
However, some have argued that the logic behind the assumption that perceptual 
learning involves changes in early cortical sites because of the specificity of learning 
should be treated with caution (Mollon & Danilova, 1996; Dill, 2002; Dosher & Lu, 
1998, 1999, 2005; Petrov et ah, 2005). For instance, it might not necessarily be the case 
that the learning has altered the basic sensory coding of the stimulus in early visual 
areas. Instead it is conceivable that what have changed are the connections between the 
neurons in early visual areas that code for a particular stimulus and decision units 
residing in higher visual areas. Mollon and Danilova (1996) argue that the site of 
learning may in fact involve later areas in the visual hierarchy. Thus, sensitisation may 
not be directly influencing the SF channels in early visual areas. Rather the retinotopic 
specificity reported in Chapter Two may have arisen from sensitisation operating at a 
later visual area which changes the weighting of the outputs from SF channels in early 
retinotopic areas. Furthermore, results from the experiments reported in this chapter 
cannot confirm that sensitisation acts to direct attention in a top-down fashion to the 
diagnostic SF channels. All experiments used a bottom-up design where observers were 
repeatedly presented with SF filtered images at different retinal locations. Therefore, the 
retinotopic sensitisation to spatial scale results reported in this chapter may have been 
due to sensitisation priming the visual system to extract the task-relevant SFs, without 
the influence of attention. These two issues will be addressed in Chapter Four where 
psychophysical and fMRI experiments were performed to examine 1) whether 
retinotopic sensitisation to spatial scale can be driven top-down by attention, and 2) 
whether sensitisation can directly influence the activity in early visual areas, and in VI 
specifically. However, before the experiments in Chapter Four were conducted, it was 
necessary to establish, using fMRI, SF channels in VI. Rather than identifying the exact 
populations of neurons that are tuned for different SFs, the novel fMRI technique 
investigated the activity of the SF channels to infer their existence in VI.
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CHAPTER THREE
MEASURING THE ACTIVITY OF SPATIAL FREQUENCY 
CHANNELS USING FMRI AND PSYCHOPHYSICAL
ADAPTATION
3.1 Introduction
Findings from the previous chapter strongly suggest that sensitisation influences flexible 
spatial frequency (SF) processing in early visual areas. However, the results could not 
narrow the locus of sensitisation to spatial scale to the earliest visual area, VI, because 
the distances between the image locations (and therefore the receptive field sizes) were 
too great to assume the involvement of VI. The next logical step would be to 
demonstrate the influence of sensitisation to spatial scale using neuroimaging where 
early, retinotopic visual areas can be specified using retinotopic mapping techniques 
(Engel, Rumelhart, Wandell, Lee, Glover, Chichilnisky, Shadlen & Newsome, 1994; 
Sereno, Dale, Reppas, Kwong, Belliveau, Brady, Rosen & Tootell, 1995; DeYoe, 
Carman, Bandettini, Glickman, Wieser, Cox, Miller & Neitz, 1996). However, an 
important intermediate step was to establish, using functional magnetic resonance 
imaging (fMRI), SF processing channels in early visual areas. The fMRI experiment 
reported in this chapter uses a relatively new paradigm, fMR-Adaptation (Grill-Spector 
& Malach, 2001) to study SF channel activity. Psychophysical experiments were also 
conducted using a similar design in order to establish a relationship between the fMRI 
activity and psychophysical performance.
3.1.1 Functional Magnetic Resonance Imaging
Functional Magnetic Resonance Imaging (fMRI) is a non-invasive neuroimaging 
technique which is widely used to investigate changes in brain activity in response to 
some sensory, motor or cognitive task. The most commonly used method in fMRI to
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measure neural activity is called BOLD (blood oxygenation level dependent) contrast 
imaging. This method is sensitive to changes in oxygen levels in haemoglobin; an 
increase in neural activity is accompanied by an increase in the ratio of oxyhaemoglobin 
to deoxyhaemoglobin in the activated brain area (see Ogawa, Menon, Tank, Kim, 
Merkle, Ellermann & Ugurbil, 1993). The greater the ratio of oxyhaemoglobin to 
deoxyhaemoglobin, the higher the BOLD signal. The BOLD signal is an indirect 
measure of neural activity and the assumption is that an increase in the BOLD signal 
represents an increase in neural activity. However, even though neural activity occurs 
rapidly, the BOLD signal following the presentation of a stimulus (the haemodynamic 
response) lasts for 10-12 seconds (Boynton, Engel, Glover & Heeger, 1996); the 
haemodynamic response to a stimulus is delayed and does not begin until 1-2 seconds 
following stimulation, peaks between 5-7 seconds and a return to baseline is complete 
by 12 seconds. Even for brief stimulus events lasting a few seconds or less, the 
haemodynamic response extends over this relatively long period of time (Boynton et al, 
1996; Buckner, Bandettini, O’ Craven, Savoy, Petersen, Raichle & Rosen, 1996). 
However, the poor temporal resolution of fMRI is mitigated somewhat by the fact that 
the haemodynamic response is extremely reproducible in time-to-peak and amplitude 
within an individual observer and within a given region of cortex (Miezin, Maccotta, 
Ollinger, Petersen & Buckner, 2000). These reproducible characteristics of the 
haemodynamic response are taken into account when analysing fMRI data. For 
instance, the effects of interest in a block design (where stimuli are presented 
sequentially within blocks, or epochs, which are usually interleaved with rest blocks) are 
modelled with a boxcar stimulus function that has been convolved with a synthetic 
haemodynamic response function. The haemodynamic response function takes into 
account the delayed haemodynamic response thereby allowing for a much better fit 
between the model and the data.
3.1.1.1 Spatial resolution o f fMRI
The spatial resolution of fMRI is measured by voxel size; the imaged cortex is divided 
into a 3D array of voxels of a particular size (usually 3 x 3 x 3mm), much like how a
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computer screen is divided into pixels. Increasing voxel size therefore lowers the spatial 
resolution. fMRI analysis involves extracting the average activity from each voxel, and 
given that hundreds of thousands of neurons make up each voxel, functional differences 
between the neurons within a voxel will not be detected; the source of the BOLD signal 
may come from the activity of a mixture of neuronal populations, each tuned to different 
stimulus properties or from a homogenous group that are selective for the same stimulus 
properties. Therefore to infer functional properties of neurons within cortical areas is 
difficult. For instance, presenting an image of the face activates the fusiform face area 
(e.g. Kanwisher, McDermott & Chun, 1997). Presenting faces, however, at different 
rotations about the vertical axis would still activate the fusiform face area giving no 
indication as to whether there are populations of neurons in this area that are sensitive to 
different rotation angles or whether these neurons are invariant to this property. In the 
case of SF tuned neurons, although it is generally accepted that the early visual brain 
areas are the neural substrates for psychophysically identified spatial frequency (SF) 
channels, it would be difficult to identify those neurons most sensitive to a particular SF 
simply by investigating which voxels in the brain become activated following 
presentation of grating stimuli of that SF. A single fMRI voxel could contain neurons 
selective for many different SFs. Therefore, the averaging of the fMRI signal in each 
voxel would not be informative as to whether the signal is generated from a group of 
different neuronal populations, each of which is tuned to a different SF, or if the signal is 
generated by a group of neurons that are activated by the same SF. It is likely that 
presenting gratings of different SFs would activate different but distinct neural 
populations with different SF selectivities but which are interleaved in the same brain 
region.
3.1.2 fMR-Adaptation
When two visual events are presented in quick succession, the fMRI response to the 
second stimulus is lower than the response to that stimulus presented alone (Dale & 
Buckner, 1997; Huettel & McCarthy, 2000). Indeed, the magnitude of the response to 
the second stimulus presented one second after the first is only 55% of that of the first
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stimulus presentation (Huettel & McCarthy, 2000). One possible explanation for this 
response suppression is neuronal adaptation. Recently, adaptation has been used in 
fMRI studies to make inferences about the functional properties of neurons within 
particular cortical regions. The repetition of an identical stimulus adapts the appropriate 
neurons and this effect is manifest as a BOLD signal decrease. For instance, orientation 
tuning in early visual areas has been established by exploiting the fact that prolonged 
viewing of a grating at a specific orientation will adapt the neural response (Tootell et 
al, 1998b; Fang, Murray, Kersten & He, 2005). Tootell et a l (1998b) presented a 
grating at a specific orientation for 40 seconds and then the orientation was changed by 
90°. They found that the BOLD signal, extracted from VI, adapted during the 40 
second presentation period but increased (i.e. recovered) when the grating changed 
orientation. It was inferred that changing the orientation activated a different and non­
adapted population of neurons selective for this new orientation. Furthermore, by 
changing the orientation of the grating after adaptation by varying amounts, Tootell et 
a l  found that the BOLD signal to these gratings was proportional to the angular 
difference between them and the adapting grating. This method allowed them to 
measure the bandwidth of sensitivity to orientation as 45°.
The neural mechanism underlying adaptation is unclear (see Grill-Spector, Henson & 
Martin, 2006 for a review of the potential mechanisms), but adaptation is widely used in 
fMRI studies to probe the functional properties of cortical neurons. The technique of 
using adaptation in fMRI was formalised by Grill-Spector and colleagues (Grill-Spector, 
Kushnir, Edelman, Avidan-Carmel, Itzchak & Malach, 1999; Grill-Spector and Malach, 
2001) and is referred to as fMR-Adaptation (fMR-A). This technique allows the teasing 
out of the separate contributions of different neural populations within the fMRI signal. 
The rationale behind fMR-A is simple. Repeated presentation of the same stimulus 
causes neural adaptation and the fMRI BOLD signal decreases. Some aspect of the 
stimulus is then changed and if the signal remains adapted this suggests that those 
adapted neurons are invariant to that change, while a signal recovery suggests that a 
different population of neurons are selective for that particular stimulus property. Grill- 
Spector and Malach (2001) investigated the functional properties of neurons within an
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object area known as the lateral occipital complex (LOG) using fMR-A. Observers were 
repeatedly presented with faces and in separate blocks some property of the faces was 
changed -  translation (same face translated in the image plane), rotation (same face 
rotated around the vertical axis), size (same face displayed at different sizes) and identity 
(different faces). A further condition displayed the same face repeatedly. The effects of 
adaptation were analysed in two areas of the LOG; the anterior-ventral (pis) area and 
the dorsal-posterior (LO) area. Both of these areas showed maximal fMRI activation 
(i.e. no adaptation) in the block where different faces were presented, and the most 
adaptation in the block where the same face was presented repeatedly. The effects of the 
other conditions were different according to the area. The pFs showed adaptation when 
the size and translation of the faces changed, while there was no adaptation for these 
conditions in the LO. Thus, neurons in the pFs are invariant to changes in size and 
position of faces, while neurons in the LO are sensitive to these changes. This technique, 
in effect, is able to characterise the properties of neural populations in specific areas at a 
sub-voxel resolution.
3.1.3 General design and chapter aims
The main purpose of the experiments in Chapter Three was to establish multiple SF 
channels in early visual areas measured using fMRI. The spatial resolution of fMRI 
prevents the identification of separate populations of neurons corresponding to the 
different SF channels within the visual cortex. However, it is possible to infer the 
activity of SF channels using the method of fMR-Adaptation. fMR-Adaptation has been 
successfully used by several researchers to identify the functional properties of neuronal 
populations by analysing the adaptation (i.e. the reduction) of the BOLD signal 
following repeated stimulus presentation. The fMRI experiment reported in this chapter 
uses a variant of this technique; observers were repeatedly presented with grating stimuli 
spanning a particular range of SFs and the adaptation of the BOLD signal was examined. 
The experimental manipulation involved changing the octave range of SFs presented, 
with the assumption that increasing the SF range would increase the number of adapted 
SF channels. It was predicted that a larger population of neurons would be adapted in
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those conditions that presented gratings that stimulated more than one SF channel, 
giving rise to greater adaptation of the BOLD signal.
As is often the case with neuroimaging studies, the link between behaviour and the 
underlying neural mechanisms is examined. For example, the responses in VI recorded 
by fMRI agree with contrast discrimination behavioural performance (Boynton, Demb, 
Glover & Heeger, 1999), and response suppression in VI measured by fMRI is 
consistent with the psychophysical measurement of surround effects on contrast 
discrimination (Zenger-Landolt & Heeger, 2003). Therefore, psychophysical adaptation 
experiments were conducted here using a similar paradigm to the fMRI experiment. 
Effects of manipulating the octave range of the adapting gratings were investigated 
psychophysically by inspecting differences between the observers’ contrast sensitivity 
function (CSF) before and after adaptation. A repeated finding in SF adaptation studies 
is that the effect of adaptation is centred on the adapting SF (Blakemore and Campbell, 
1969; De Valois, 1977). Thus it was expected that increasing the SF range of the 
adapting gratings would increase the number of adapted SF channels, giving rise to a 
broader loss in contrast sensitivity.
Three experiments were conducted^ In the first, Experiment 3a, the basic adaptation 
block design was explored psychophysically using a CRT (cathode ray tube) monitor to 
present the grating stimuli. Two adaptation blocks that differed greatly in the octave 
span of SFs presented were included to test whether this manipulation would induce 
varying levels of adaptation. Furthermore, because the response times of CRT monitors 
are very fast, this enabled investigation of the effect of manipulating the length of 
stimulus duration on adaptation. By altering the length of time the stimuli were 
presented for, it was expected that adaptation could be induced or eliminated. In 
Experiment 3b, the psychophysical adaptation experiment was run again using an LCD 
(liquid crystal display) projector to display the stimuli. The fMRI experiment used an 
LCD projector to display the images, and because the results from psychophysical 
adaptation were to be compared to the results from the fMRI adaptation, it was 
important that the conditions between these two experiments matched closely.
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Furthermore, a larger number of adaptation blocks were included in Experiment 3b to 
investigate the effects of SF octave range manipulation more thoroughly. Finally, 
Experiment 4 measured the levels of adaptation in each block with fMRI, and the results 
from this experiment were compared to results from Experiment 3b to see whether fMRI 
activity is commensurate with psychophysically measured SF channel activity.
3.2 Experiment 3a: Psychophysical adaptation of spatial frequency channels 
using a CRT monitor
3.2.1 Introduction
To investigate whether adapting observers to gratings that spanned varying ranges of 
SFs induced varying amounts of adaptation, Experiment 3a measured adaptation 
psychophysically using an adaptation paradigm similar to De Valois (1977). First, the 
CSF for several test frequencies using the method of adjustment was measured for each 
observer. Next the observers were adapted to two blocks of SFs, with each block 
spanning a different octave range of SFs. One block, the +/-0 adaptation block, was 
composed of three counterphasing grating patterns of the same SF (1.06 cycles/degree), 
and the other block contained this “primary” SF and two others symmetrically different 
from the primary frequency by +/- 3 octaves (0.13 and 8.5 cycles/degree). At the 
beginning of each block, the three gratings cycled at a rate of 7.5 Hz for five minutes 
and then the CSF was re-measured using the method of adjustment. SF channel 
bandwidth estimates are between 1 and 1.4 octaves (De Valois & De Valois, 1990), and 
the prediction was that there would be the most adaptation in the +/-3 adaptation block 
because more SF channels would have been stimulated. Therefore, contrast sensitivity 
was expected to be lowered across the range of test frequencies for the +/-3 adaptation 
block leading to a greater loss in contrast sensitivity overall, whereas in the +/-0 
adaptation block it was expected that there would be adaptation centred on the adapting 
frequency only.
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The dependence of adaptation on timing parameters has been investigated previously. 
For example, exposure to an adapting stimulus need only be very brief for adaptation to 
occur; adaptation to a stimulus presented for 25 msec was demonstrated in Georgeson 
and Georgeson (1987). Greenlee, Georgeson, Magnussen and Harris (1991) showed that 
the time to recover after adapting to grating stimuli depends on the time taken to adapt. 
Therefore, it was speculated that it would be possible to eliminate adaptation to SF in the 
present paradigm by manipulating the length of time the gratings were presented for. It 
was intended that adaptation to SF in this psychophysical paradigm could be "flipped",
i.e. if the timings of the grating presentation were suitably modified the +/-3 adaptation 
block would give rise to less adaptation than the +/-0 adaptation block. Therefore, a 
"flip” version of the psychophysical experiment was conducted where minimal loss in 
CSF was expected for the +/-3 adaptation block. The flip version involved reducing 
grating presentation exposure (but allowing enough exposure for adaptation to occur) 
and inserting blank screens so that the length of one cycle in the flip version matched the 
length of one cycle in the non-flip version. The dependence of the duration of 
adaptation on the time given to adapt (Greenlee et al, 1991) led to the prediction that 
there would be a quicker recovery in adaptation for the flip version of the experiment, 
and this would be particularly apparent in the +/-3 adaptation block. Since the gratings 
in the +/-0 adaptation block were of the same frequency it was expected that reducing 
presentation time would not have such an impact as compared to the +/-3 adaptation 
block because adaptation would not have recovered fully by the time the next grating of 
the identical spatial frequency was presented (i.e. all gratings in the +/-0 adaptation 
block were of the same SF).
A CRT monitor was used to display the grating stimuli rather than an LCD screen. The 
timings of grating presentation were short in the flip version of this experiment, and 
CRT monitors are preferable to LCDs, with respect to displaying briefly presented 
images, because they have faster response times. Response time relates to the time 
taken for the light throughput of a pixel to fully react to a change in its electrically 
programmed brightness - in other words the time taken to turn a pixel on or off or to 
change its colour. In an LCD display the response time can be upwards of 20 msec,
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whereas in a CRT display it is usually much less than this. This can mean that when an 
expected display time for an image is brief it may actually display for longer on an LCD 
than on a CRT. The implication this has on the psychophysical adaptation experiment is 
that by using an LCD display, the exposure time to the grating in the flip version of the 
experiment would be longer than expected giving rise to a longer duration of adaptation. 
To investigate whether manipulation of timing duration can effectively reduce 
adaptation, it was therefore necessary to use a display where grating presentation 
duration would be accurate.
3.2.2 Method
Observers
Three observers (1 female) all with normal or corrected-to-normal vision participated. 
Apparatus and stimuli
Visual stimuli were presented on an EIZO FlexScan F980 CRT monitor (measuring 
40.2cm horizontal by 30cm vertical), gamma corrected with an OptiCAL photometer, 
driven by a VSG 2/5 graphics card (Cambridge Research Systems, Cambridge, UK). 
The viewing distance was 75cm, and a head and chin rest were used. The display area 
subtended 28.2° (horizontal) by 21.8° (vertical) visual angle. The screen resolution was 
1280 x 1024 and the refresh rate was 60 Hz. A maximum of 22.7 cycles/degree could be 
presented with this display. The mean luminance of the grating stimuli was 80 cd/m2 
and the maximum Michelson contrast that the gratings could be displayed at was 75%. 
During the trials, observers adjusted the contrast of the test gratings using a PC game 
pad.
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Design
The contrast sensitivity to each test grating was first measured for each observer to 
produce a baseline that could be compared against any effects of adaptation. Observers 
then completed the non-flip and flip versions of the experiment. First the non-flip 
version was undertaken, beginning with the +/-0 adaptation block, followed by the +/-3 
adaptation block. Then the flip version was completed, again beginning with the +/-0 
adaptation block and then the +/-3 adaptation block. One observer completed the flip 
version twice in a counterbalanced order, and results from both runs were averaged for 
this observer.
Procedure
Before testing took place, observers were adapted to the mean luminance of the stimuli 
to be presented (by means of presenting a grey screen of this luminance) for ten minutes.
CSF measuring task
To measure the CSF there were 18 test gratings ranging in SF from 0.07 to 12.02 c/deg 
(0.07, 0.09, 0.13, 0.19, 0.27, 0.38, 0.53, 0.75, 0.89, 1.06, 1.26, 1.5, 2.13, 3.01, 4.25, 6.01, 
8.5, 12.02 c/deg). The test gratings were chosen such that as well as including the same 
frequencies as the adaptation gratings, the lowest SF test grating was 4 octaves below 
the primary adaptation frequency, incrementing in 0.5 octave steps until the highest SF 
test grating (3.5 octaves above the primary adaptation frequency) to ensure that any 
effect of adaptation would be covered by a full range of frequencies.
Contrast threshold was measured using the method of adjustment and it involved two 
stages. The purpose of the first stage was to obtain an estimate of the CSF and involved 
presenting each of the test frequencies, one-at-a-time and in random order. The initial 
contrast levels for each grating were set to be clearly visible. The observer used the 
game pad to increment/decrement the contrast of the grating until the contrast reached
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threshold. The size of the increment/decrement was quite large (0.2 log units) to start 
with so that an approximate threshold could be quickly reached. Then another button on 
the game pad was pressed to change the size o f the steps to a smaller value (0.05 log 
units), to gain a more finely-tuned threshold. Another button was then pressed once the 
observer was satisfied that they had found their contrast threshold to the grating, and the 
next test grating would appear. The initial contrast levels for the gratings in the second 
stage were based on the thresholds measured in this first stage.
The second stage immediately followed and involved another four blocks of contrast 
threshold measurement (each block containing the 18 test frequencies), the purpose of 
this stage being to gain accurate contrast thresholds for each of the test gratings. The 
start contrast values of the gratings in each block were the contrast values obtained from 
the first stage plus one log unit. The observer responded to the gratings in the same 
manner as the first stage (i.e. large step sizes followed by smaller step sizes). The 
average threshold of each frequency across these four blocks was taken and from this the 
contrast sensitivity for each frequency was calculated.
Psychophysical Adaptation: Non-Flip
This experiment consisted of two blocks of adaptation. The start of each adaptation 
block was signalled by a tone, followed by the adaptation gratings. The contrast of .the 
three gratings for each adaptation block was dependent on each observer’s own CSF. 
Contrast threshold is different for different SFs therefore if the contrast of all the 
adapting gratings were presented at maximum then some gratings would be more visible 
than others. Furthermore, the initial effect of adaptation is stronger the greater the 
contrast (Greenlee et a l, 1991). Therefore the contrast of the each of the adapting 
gratings needed to be set to some relative amount above threshold. The contrast 
threshold value for the least sensitive adapting spatial frequency, measured during the 
CSF task, was deducted from 75 (the maximum contrast the image could be displayed at 
in percent) and converted into log units. The contrast for this grating was set at 75%
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while the contrasts for all the other adapting gratings were incremented by this log 
amount (an average, across observers, of 5 log units) above their respective thresholds.
The three counter-phasing gratings cycled for five minutes at a rate of 7.5 Hz; each 
grating was presented for 133.3 msec (8 frames at 60 Hz). The gratings were vertically 
oriented, full-field, fixation-free and viewed binocularly. Observers were instructed to 
move their eyes while viewing these gratings to prevent afterimages. Two seconds 
before the end of adaptation a tone was presented to warn the observers that a test 
grating would appear. The initial test grating contrast was based on the observer’s own 
CSF and incremented by 1 log unit. The task was to set the contrast to threshold and 
was completed in the same manner as in the CSF measuring task. There were five 
seconds to do this; if the contrast threshold had not been set during this period then the 
adaptation gratings would appear for 10 seconds to top-up the adaptation (again, a 
warning tone was presented 2 seconds before the end of adaptation). The same test 
grating would then re-appear at the contrast it had been changed to previously. 
Observers were allowed as many presentations of the test grating as needed. Once the 
contrast threshold had been set, the adaptation gratings would appear for 20 seconds 
(again, with warning tone) followed by the next test grating (see figure 3.1 for a 
schematic of the procedure). The order of presentation of test grating SFs was random.
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ADAPTING
GRATINGS
Three counterphasing 
sinusoidal gratings cycled 
for 5 minutes at 7.5 Hz.
TEST
GRATING
Presented for 5 
seconds. The contrast 
is adjusted to threshold
ADAPTING
GRATINGS
Contrast set: Adapting gratings 
cycle for 20 seconds.
Next test 
grating
Contrast not set: Adapting 
gratings cycle for 10 seconds.
Figure 3.1. Procedure for the psychophysical adaptation experiment. Here a +/-0 adaptation block is 
represented in which the gratings in the adaptation stage all had the same SF. Note that the mean 
luminances for the test and adaptation gratings were the same.
Psychophysical Adaptation: Flip
The procedure and stimuli were almost identical to the non-flip adaptation experiment. 
The only difference between these two experiments was the timing of adaptation grating 
presentation. Each adaptation grating was presented for 33.3 msec (2 frames at 60 Hz). 
A 33.3 msec exposure to a grating is enough time for adaptation to occur (cf Georgeson 
& Georgeson, 1987). Each grating was followed by a blank screen (of the same mean 
luminance) for 100 msec (6 frames at 60 Hz). Thus, one adaptation grating cycle
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(consisting of presentation of the three gratings) in the flip version of the experiment 
lasted for the same length of time as for the non-flip version.
3.2.3 Results
The CSF and the adapted CSF values for each adaptation block were converted into a 
log scale. Figure 3.2 depicts the adapted CSF and the non-adapted CSF for both 
adaptation blocks on a logarithmic scale for both non-flip and flip experiments.
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Figure 3.2. CSF plotted against adapted CSF oh a logarithmic scale for each adaptation block for the non-
flip and flip psychophysical adaptation experiments. Data has been averaged across 3 observers.
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In the non-flip experiment, adaptation in the +/-0 adaptation block is clearly centred on 
the adapting frequency. In the flip experiment, there is evidence of adaptation around 
the adapting frequency in the +/-0 adaptation block, although this is much less marked 
than that in the non-flip experiment. Reducing presentation time in the flip experiment 
has prevented adaptation occurring as strongly as in the non-flip experiment, although 
adaptation is still evident in this +/-0 adaptation block because the same grating stimulus 
was repeatedly presented. This suggests that adaptation to the grating had not fully 
recovered by the time the grating was next presented. Looking at the adaptation effects 
in the +/-3 adaptation block, an overall lowering of contrast sensitivity is shown for the 
non-flip experiment; because more channels have been adapted there was a broader loss 
in contrast sensitivity across the test SFs. In the flip experiment, there appears to be 
hardly any adaptation at all in the +/-3 adaptation block; the CSF and the adapted CSF 
are almost identical. Any adaptation to the grating has recovered by the time this same 
grating is next presented.
3.2.4 Discussion
This psychophysical experiment showed clear evidence of SF channel adaptation in the 
human visual system. The effect on the CSF of adapting observers to a single SF has 
been widely reported (e.g. Blakemore & Campbell, 1969; De Valois, 1977) and the 
typical finding is that the loss in contrast sensitivity occurs at and around the adapting 
frequency, exactly what is shown here in the +/-0 adaptation block in the non-flip 
adaptation version of the experiment. This finding has been used to argue for the 
existence of multiple SF channels; if adaptation to a single frequency lowered the overall 
CSF then this would instead suggest that a single mechanism analyses all SFs. In the 
non-flip experiment, one condition (the +/-3 adaptation block) did give rise to an overall 
lowering of the CSF. However, here three gratings varying greatly in SF were rapidly 
presented and thus the broader drop in CSF suggests that more than one SF channel was 
adapted.
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The flip version of the experiment explored adaptation to SF channels further by 
manipulating the exposure time to the gratings. Duration of adaptation is dependent on 
the duration of the adapting stimulus (Greenlee et a l, 1991) and by reducing exposure 
time, adaptation was effectively reduced (+/-0 adaptation block) or even eliminated (+/-3 
adaptation block). The dramatic differences in adaptation between the flip and non-flip 
experiments demonstrate the importance of stimulus duration on adaptation.
The results from Experiment 3a demonstrated that the amount and spread of adaptation 
depended on the range of SFs presented and the length of exposure time to the grating 
stimuli. The next step, in Experiment 3b, was to re-run the psychophysical adaptation 
experiment using conditions that matched conditions in the fMRI experiment (reported 
in Experiment 4). One aim of the experiments in this chapter was to examine the 
relationship between psychophysical adaptation and fMRI adaptation, therefore it was 
important that conditions between the two were comparable.
3.3 Experiment 3b: Psychophysical adaptation of spatial frequency channels 
using an LCD projector
3.3.1 Introduction
Results from the non-flip experiment in Experiment 3a clearly show that by rapidly 
presenting gratings that cover a wide octave range of frequencies, there is a broader 
overall loss in CSF as compared to presenting a single grating repeatedly. The larger 
octave range of SFs presented in the +/-3 adaptation block presumably adapted several 
channels, as compared to the +/-0 adaptation block. Furthermore, the flip version of the 
experiment demonstrated that adaptation could be eliminated by shortening exposure 
times to the grating stimuli. The purpose of Experiment 3b was to replicate these 
findings using the same experimental conditions as those that were to be used in the 
fMRI adaptation experiment (Experiment 4). Therefore, to match the equipment and 
environmental conditions used in the fMRI experiment, Experiment 3b presented the 
grating stimuli to observers lying inside the bore of a ‘dummy’ scanner using an LCD
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projector and screen. Further to this, six adaptation blocks were included in this 
experiment, the SFs contained within ranging from 0 octaves through to +/- 3 octaves. 
This enabled a more thorough examination of the effects of manipulating the number of 
SF channels adapted on the CSF. Like the non-flip version of Experiment 3a, it was 
expected that as the octave range of SFs within a block increased, there would be a 
corresponding increase in adaptation, manifest as a broader lowering of contrast 
sensitivity across a range of SFs.
As in Experiment 3a, a flip version of this experiment was also conducted, again to 
investigate whether SF channel adaptation could be eliminated by adjusting exposure 
times to the gratings. Of course, the response time of the LCD would mean that a tight 
control of short presentation timings could not be obtained. However, it was considered 
worthwhile to investigate whether a “flip” of adaptation could be achieved using a LCD 
display.
3.3.2 Method
Observers
Six observers (2 females) took part in the non-flip adaptation experiment and seven (4 
females) took part in the flip adaptation experiment. All had normal or corrected-to- 
normal vision.
Apparatus and stimuli
Visual stimuli were rear-projected onto a screen (measuring 44.4cm horizontal by 
31.8cm vertical) in a dummy scanner using an NEC VT670 projector, gamma corrected 
with an OptiC AL photometer, driven by a VSG 2/5 graphics card (Cambridge Research 
systems, Cambridge, UK). Observers lay supine in the dummy scanner and viewed the 
projector screen, at a distance of 75cm, through a tilted mirror on the head coil. The 
display area subtended 30.6° (horizontal) by 23° (vertical) visual angle. The screen
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resolution was 1024 x 768 at 60 Hz. A maximum number of 16.7 cycles/degree could 
be presented with this display. The mean luminance of the grating stimuli was 
approximately 220 cd/m2 (this luminance was chosen to closely match the mean 
luminance of the grating stimuli in the fMRI adaptation experiment). The maximum 
Michelson contrast that the gratings could be displayed at was 75%.
Design
There were six adaptation blocks, each spanning a different octave range of SFs. One 
block was composed of three grating patterns of the same SF; the other blocks contained 
this primary SF and two others symmetrically different from the primary frequency by 
either (+/-) 0.25, 0.5, 1, 2 or 3 octaves (see table 3.1).
Table 3.1. Frequencies for each of the three adapting gratings in each adaptation block
Adaptation Block - Prim ary +
0 1.06 1.06 1.06
0.25 0.89 1.06 1.26
0.5 0.75 1.06 1.5
1 0.53 1.06 2.13
2 0.27 1.06 4.25
.3 0.13 1.06 8.5
The adaptation experiments (for flip and non-flip) were split into four testing sessions, 
each containing three adaptation blocks to complete. Session One consisted of +/-0, 
0.25 then 0.5 adaptation blocks; Session Two with +/- 1, 2 then 3 adaptation blocks; 
Session Three with +/- 3, 2 then 1 adaptation blocks; Session Four with +/-0.5, 0.25 then 
0 adaptation blocks. This ensured two runs for each block and also counterbalanced the 
presentation orders of the blocks. To counterbalance further, half of the observers 
completed Sessions One and Two first, the other half completing Sessions Three and 
Four first.
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Procedure
As in Experiment 3a, each observer’s CSF was measured before the psychophysical 
adaptation experiment took place, and the contrast of the adapting gratings and the initial 
contrast levels for the test gratings were based on each observer’s own CSF. The 
contrasts of the adapting gratings were incremented by an average (across observers) of 
4.5 log units.
Each psychophysical adaptation session (for both non-flip and flip experiments) was 
completed over four consecutive days. The task was almost identical to that in 
Experiment 3a, the only difference being that the gratings were cycled at a rate of 6 Hz 
for the non-flip experiment; each grating was presented for 166.67 msec (10 frames at 
60 Hz). Slightly longer presentation times were selected to elicit a stronger effect of 
adaptation. In the flip experiment, gratings were presented for 33.3 msec (2 frames at 60 
Hz) followed by a blank screen (of the same mean luminance) for 133.3 msec (8 frames 
at 60 Hz).
3.3.3 Results
The CSF and the adapted CSF values for each adaptation block were converted into a 
log scale. Figures 3.3 and 3.4 plot the adapted CSF and the non-adapted CSF for each 
adaptation block on a logarithmic scale in both non-flip (figure 3.3) and flip (figure 3.4) 
experiments.
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Figure 3.3. CSF and adapted CSF plotted on a logarithmic scale for each adaptation block for the non-flip
psychophysical adaptation experiment. Data has been averaged across 6 observers.
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Figure 3.3 shows that in the non-flip psychophysical adaptation experiment, the loss in 
contrast sensitivity spans more of the test frequencies as the octave range within the 
adaptation block increases. For the flip version of the experiment (figure 3.4), the loss 
in contrast sensitivity for the low and high SFs is not as marked in the +/-3 adaptation 
block, although a broader spread of adaptation is evident in the adaptation blocks that 
span a greater range of octaves.
To quantify the amount of contrast sensitivity loss in each block, the adapted log CSF 
was deducted from the non-adapted log CSF for each observer for both flip and non-flip 
experiments. The log loss in contrast sensitivity was averaged across the test 
frequencies for each adaptation block, separately for flip and non-flip experiments, and 
is plotted in figure 3.5.
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Figure 3.5. Log loss in contrast sensitivity averaged across the test frequencies for each adapting block 
for both flip and non-flip experiments. Data has been averaged across all observers. The vertical lines 
represent +/-1 SE.
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Figure 3.5 shows that overall there is less loss in contrast sensitivity for the flip 
experiment as compared to the non-flip experiment. It also shows that there is not much 
variation between the adaptation blocks for either experiment. However, averaging 
across frequencies for each adapting block loses information regarding whether there are 
differences between loss in contrast sensitivity amongst the test frequencies for each 
adaptation block. Therefore a mixed ANOVA was conducted with within subject 
factors o f Adaptation Block (6) and Frequency (18) and a between subject factor of Type 
(2 -  flip and non-flip). Crucially, if the octave range of adapting frequencies in each 
block influenced the number of test frequencies requiring more contrast to perceive 
them, then there will be an interaction between adaptation block and frequency. 
Furthermore, if the timings of grating presentation in the “flip” version of the 
experiment acted to reduce adaptation, there will also be a significant difference between 
log loss in contrast sensitivity between the flip and non-flip experiments. The ANOVA 
revealed that there was only a significant main effect of frequency (F(17, 187) = 11.044, 
p  < 0.001, partial i f  = 0.501) which was expected given that contrast sensitivity varies 
across SFs. There was a significant interaction between adaptation block and frequency 
(F(85, 935) = 4.744, p  < 0.001, partial i f  = 0.301) although this interaction did not vary 
according to type. Therefore, although log loss in contrast sensitivity for the various SFs 
tested did vary according to adaptation block, the influence of adapting block was 
similar for both non-flip and flip versions of the experiment. That there was no 
significant main effect of type (F(l, 11) = 3.082, p  = 0.107, partial i f  = 0.219) highlights 
the lack of difference between both these experiments.
It was next explored how many of the test SFs showed a significant decrease in contrast 
sensitivity following adaptation for each adaptation block. For each of the 18 SFs 
tested, the contrast sensitivity for the non-adapted frequency was compared to the 
contrast sensitivity for this frequency measured after adaptation (using paired sample t- 
tests), calculated for each adaptation block separately. This was completed for both non­
flip and flip experiments. Table 3.2 indicates the number of test SFs that showed a 
significant loss in contrast sensitivity following adaptation for each adaptation block, for
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both non-flip and flip experiments. Appendix A reports the p values for all comparisons 
made.
Table 3.2. Number of test frequencies significantly different from their non-adapted counterparts (i.e. the 
non-adapted CSF) for each adaptation block, for both non-flip and flip psychophysical adaptation 
experiments.
Adaptation Block (+/-) Non-Flip Flip
0 8 5
0.25 8 5
0.5 11 5
1 9 6
2 11 8
3 14 10
Table 3.2 shows that for both non-flip and flip experiments, the number of test SFs with 
significantly less contrast sensitivity following adaptation increases as the octave range 
of adapting SFs increases. Table 3.2 also shows that more frequencies are adapted in the 
non-flip experiment than in the flip experiment. The timing manipulation of grating 
exposure in the flip experiment does appear to have reduced adaptation, although there 
is still broader adaptation in the adaptation blocks that present a wider octave range of 
SFs.
3.3.4 Discussion
Replicating Experiment 3a, the non-flip version of the psychophysical adaptation 
experiment clearly shows that there is a broader spread of adaptation among the test SFs 
for the adaptation blocks that are hypothesised to adapt more than one SF channel; 
Figure 3.3 and the paired sample t-test analysis for the non-flip experiment both show 
that the number of SFs adapted following exposure to the adapting stimuli increased as 
the octave range spanned by the adapting SFs increased.
Although the ANOVA results showed that there was no difference between the loss in 
contrast sensitivity between the non-flip and flip versions of the psychophysical
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adaptation experiment, the more sensitive t-test analysis did reveal there to be a greater 
number of adapted test frequencies in the non-flip version compared to the flip version, 
for each of the adaptation blocks. , There were strong a priori reasons for conducting 
these planned comparisons. Firstly, the amount of adaptation depends on the time taken 
to adapt (Greenlee et al, 1991). Secondly, results from Experiment 3a clearly 
demonstrate that manipulating the exposure time to the gratings influences the degree of 
adaptation. Therefore, on the basis of the t-test comparisons, the flip version of the 
experiment succeeded in reducing adaptation. Because the use of the LCD projector 
meant that the exposure to the gratings was probably longer than expected due to the 
poor response times of LCDs, the flip experiment may well have resulted in less 
adaptation than found here had there been a tighter control on exposure times.
3.4 Experiment 4: Using fMRI to isolate the activity of spatial frequency
channels
3.4.1 Introduction
The results from non-flip versions of Experiments 3a and 3b demonstrate that the 
psychophysical paradigm used could successfully vary the number of SF channels 
adapted. With adequate exposure time to the cycling gratings, the loss in contrast 
sensitivity to a range of SFs could be manipulated; increasing the octave span of the 
adapting gratings produced an increasing loss in contrast sensitivity.
Visual researchers strive to establish links between visual perceptions and the underlying 
neural mechanisms. The method of selective adaptation does enable assumptions to be 
made regarding the characteristics of the neural mechanisms that give rise to the 
perception. However, Experiment 4 sought to explore the nature of SF adaptation even 
further by using fMRI to study the activity of multiple SF channels in early visual areas. 
An almost identical paradigm to Experiments 3a and 3b was used; observers were 
adapted to six adaptation blocks o f SFs, interspersed with rest blocks. The adaptation 
blocks presented gratings of the same SFs as in Experiment 3b. Adaptation was
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assessed by inspecting the BOLD signal; a reduction in the BOLD signal indicates 
neural adaptation. Based on the psychophysical findings of Experiment 3b, it was 
predicted that there would be increasing amounts of BOLD signal adaptation as the SF 
octave span of the grating stimuli increased from +/-0 octaves towards +/-3 octaves. 
Because the number of stimulated SF channels increases (and hence does the size of the 
neural population) as the adapting SF range increases, it was expected that the initial 
BOLD activity at the beginning of the block would be larger for the blocks adapting 
more SF channels resulting in a steeper reduction in activity as the BOLD signal adapts. 
The initial BOLD activity level and corresponding loss should be less pronounced as the 
octave range between the adapting frequencies reduces.
The effects of SF adaptation were explored in the earliest visual area, VI. Previous 
studies have highlighted the importance of stimulus duration in achieving adaptation in 
VI using fMRI; short presentations of the adapting stimulus does not lead to orientation 
adaptation in VI (Boynton & Finney, 2003; Fang et a l, 2005). Fang et a l (2005) 
adapted observers to a specific grating orientation for either one second or 20 seconds 
and a test grating of a different orientation was subsequently presented. In the long-term 
adaptation condition, the responses of VI neurons tuned to the adapting orientation were 
reduced while the responses of neurons tuned to different orientations were less affected 
by the adaptation. However, in the short-term adaptation condition, orientation- 
dependent adaptation in VI was much less marked. They suggested that neurons in VI 
are not sufficiently adapted by short exposures to be detected by fMRI. In 
psychophysical adaptation studies, the adaptation period varies from one minute (e.g. 
Blakemore & Campbell, 1969) to five minutes (De Valois, 1977), plus such studies 
typically include “topping-up” periods of adaptation. The fMRI study reported here 
adapted observers to SFs for one minute in keeping with traditional psychophysical 
studies of adaptation to SFs and to ensure adaptation effects that fMRI could detect. 
Furthermore, Experiment 3b used long-term adaptation and because the fMRI results 
were to be compared with these psychophysical results, it would allow for more 
adequate comparison. Because of the response time limitation with LCDs, it was not 
deemed fruitful to run a “flip” version of the fMRI adaptation experiment.
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3.4.2 Retinotopic mapping
Effects of adaptation to SF were investigated in VI. Therefore, it was necessary to 
locate VI for each observer separately. Early retinotopic visual areas can be effectively 
obtained using fMRI. Retinotopically mapped areas in the brain were first identified in 
humans by correlating visual field deficits with the locations of brain lesions (Horton & 
Hoyt, 1991). With fMRI, detailed retinotopic areas can now be identified non- 
invasively using well established methods (Engel et al, 1994; Sereno et a l, 1995; 
DeYoe et a l, 1996). To understand how such fMRI methods work, it is important to 
have a detailed understanding of how the visual field is represented in each of the 
retinotopically organised visual areas (i.e. VI, V2 ventral (v), V2 dorsal (d), V3v/ventral 
parietal area (VP), V3d and V4v).
3.4.2.1 Visual fie ld  representation in retinotopically organised visual areas
The fovea (the centre of gaze) is represented on the posterior end of the calcarine sulcus 
(the occipital pole) and as a visual stimulus moves into the periphery the responding 
neurons move along to the anterior end of the calcarine sulcus. This dimension of 
retinotopy is eccentricity. The entire hemi-field is represented in VI; the representations 
of the upper visual field (lying either side of the upper vertical meridian) and the lower 
visual field (lying either side of the lower vertical meridian) reside on the lower and 
upper banks of the calcarine sulcus respectively, while the horizontal meridian (that 
which separates the upper and lower visual fields) runs along the fundus of the calcarine 
sulcus. This dimension of retinotopy is polar angle. Figure 3.6 depicts the visual field . 
landmarks of vertical and horizontal merdia, and the two dimensions of retinotopy.
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Figure 3.6. Landmarks of the visual field: fixation point (F), horizontal meridian (HM), upper vertical 
meridian (UVM) and lower vertical meridian (LVM). As a stimulus moves from the UVM towards the 
LVM, polar angle increases. As a stimulus moves from fixation towards the periphery, eccentricity 
increases. This figure is adapted from Engel, Glover and Wandell (1997).
The boundaries between retinotopic visual areas are located at the cortical representation 
of the horizontal or vertical meridians (except for the horizontal meridian in VI which is 
the only boundary that does not separate different visual areas; this particular boundary 
separates only the representation of the upper and lower visual fields in VI). Area VI is 
flanked either side by the other visual areas; on the dorsal side there are representations 
of the lower visual field in V2 then V3, and on the ventral side there are representations 
of the upper visual field in V2 then VP then V4. These areas contain quarter-field 
representations of the visual field. At the dorsal and ventral V1/V2 border, the ventral 
VP/V4 border and dorsal V3/V4 border the vertical meridian is represented, while the 
horizontal meridian is represented at the dorsal V2/ V3 border, the ventral V2/VP border 
and at the anterior of V4v. Dorsal and ventral V2 form a second complete 
representation of the entire hemi-field. A third complete hemi-field comes from V3 and
108
VP. Some researchers prefer to refer to V3 and VP as V3d and V3v respectively instead 
(e.g. Gattass et al, 1988) since these two divisions represent upper and lower visual 
fields, and fMRI data on receptive field size do not find any differences between these 
two areas (Smith et al, 2001). However, evidence from Macaque monkeys studies (e.g. 
Burkhalter, Pelleman, Newsome & Van Essen, 1986) suggest that the dorsal and ventral 
portions of V3 are functionally distinct and therefore dorsal V3 and VP should be 
classified as different visual areas. In this thesis, the emphasis is more on hemi-field 
representation, therefore the labels ventral V3 and dorsal V3 will be used.
3.4.2.2 Identifying boundaries between adjacent retinotopic visual areas
Conveniently for retinotopic mapping purposes, adjacent retinotopic visual areas 
alternate between representing a mirror-image of the visual field and a non mirror-image 
of the visual field. For instance, VI represents a mirror-image while V2 represents a 
non-mirror-image. This distinction is unlikely to be of any functional significance 
(Sereno et o/., 1995) but is extremely useful in terms of locating the boundaries between 
retinotopic visual areas. As a stimulus moves, for example, from the horizontal 
meridian through to the upper vertical meridian, activation in VI sweeps from the 
fundus of the calcarine towards the ventral V1/V2 border, while activation in V2 is 
opposite to that in VI and sweeps from the ventral V2/V3 border toward the ventral 
V1/V2 border. The point at which this reversal occurs between each visual area is what 
is sought in fMRI retinotopic mapping experiments.
Stimuli for the retinotopic mapping of polar angle typically use a black-and-white 
checkerboard wedge that slowly rotates clockwise or counter-clockwise about the 
fixation point. During analysis, the location of the wedge in the visual field is arbitrarily 
divided into different temporal phases, and each phase activates different populations of 
visual neurons at different times during the stimulus sequence; activity in visual areas 
containing neurons which have RFs in visual locations that are last to be stimulated by 
the wedge will be delayed relative to visual areas containing neurons which have RFs 
that are located near to the starting position of the wedge. The analysis simply involves
109
correlating each temporal phase with the activity of the visual neurons. Each phase is 
associated with a colour, and those voxels that are significantly correlated to each phase 
are “painted” the appropriate phase colour. These painted voxels are then displayed on a 
visual representation of the brain. Because adjacent visual areas alternate between 
mirror-image and non-mirror image representations of the visual field, each visual area 
will display colour reversals at the boundary. The locations of the colour reversals 
demarcate the boundaries between the different visual areas.
3.4.3 Method
Observers
Twelve observers (9 female) participated in the fMRI adaptation experiment. All had 
normal or corrected-to-normal vision. Three observers were excluded from the analysis; 
one due to excessive head movement and two due to unsatisfactory BOLD timecourses 
(noisy and lacked differences between stimulation and rest).
Apparatus and stimuli
A dummy scanner was used to measure each observer’s contrast threshold for the 11 
adapting gratings. An LCD projector and screen were used to display the gratings for 
this task and the apparatus and display dimensions were identical to those used in 
Experiment 3b. Since the fMRI scanner also displayed images using an LCD projector 
and screen, the visual stimuli were closely matched to those displayed in the fMRI 
scanner. Because the dummy scanner involved observers lying in a bore, this also 
prepared the observers for the physical constraints of the fMRI scanner.
For the fMRI adaptation experiment, visual stimuli were rear-projected onto a screen 
(measuring 52.5cm horizontal by 39.3cm vertical) using a Sanyo PLC-XP40L projector, 
gamma corrected with a hand-held Minolta CS-100 photometer, driven by a VSG 2/5 
graphics card (Cambridge Research systems, Cambridge, UK). Observers lay supine in
110
the scanner and viewed the projector screen, at a distance of 81cm, through a tilted 
mirror on the head coil. The display area subtended 32.9° (horizontal) by 25.9° 
(vertical) visual angle. The screen resolution was 1024 x 768 at 60 Hz. A maximum 
number of 15.6 cycles/degree could be presented with this display. The mean luminance 
of the visual stimuli was approximately 220 cd/m2. The maximum Michelson contrast 
that the gratings could be displayed at was 75%.
Procedure •
There were three parts to this experiment. The first involved measuring each observer’s 
contrast threshold for each of the adapting gratings as described in Experiment 3a 
(except only the thresholds for the 11 adapting gratings were assessed). The contrasts of 
the adapting gratings were incremented by an average (across observers) of 4.1 log units. 
The second part of the experiment was the fMRI adaptation experiment, and the third 
was the retinotopic mapping experiment.
fM R I adaptation task
Before commencement of the fMRI adaptation experiment, anatomical data were 
collected. During this scan, the display presented a uniform grey colour set at the mean 
luminance of the visual stimuli used during the fMRI adaptation experiment. Observers 
were instructed to view this screen during the anatomical scan in order to adapt 
observers to this mean luminance in time for the fMRI experiment. The experiment was 
conducted in a darkened room.
Observers viewed six adaptation blocks interspersed with rest blocks. Each block lasted 
60 seconds and there were two counterbalanced runs (one run began with the +/-0 
adaptation block, and the following adaptation blocks increased in the number of 
octaves, with the last adaptation block being the +/-3 adaptation block; the other run 
began with the +/-3 adaptation block, ending with the +/-0 adaptation block (see table 
3.3)). Each run lasted 13 minutes. Half of the observers observed the +/-0 adaptation
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block first run first, the other half observed the +/- 3 adaptation block first run first to 
counterbalance.
Table 3.3. Ordering of the adaptation blocks in each fMRI adaptation run. The numbers indicate the 
range of octaves (+/-) present in the gratings displayed in the adaptation block.
+/-0 Adaptation Block First:
Rest 0 Rest 0.25 Rest 0.5 Rest 1 Rest 2 Rest 3 Rest
+/-3 Adaptation Block First:
Rest 3 Rest 2 Rest 1 Rest 0.5 Rest 0.25 Rest 0 Rest
The vertically oriented gratings were full-field, fixation-free and were viewed 
binocularly. Each block presented three gratings, presented sequentially, and cycled at a 
rate of 6 Hz; each grating was presented for 166.67 msec (10 frames at 60 Hz). The 
observers’ task was simply to look at the grating stimuli in the adaptation blocks and the 
blank screen in the rest blocks. The mean luminance of the screen in the rest blocks was 
the same as the mean luminance of the grating stimuli. Observers were instructed to 
move their eyes while viewing the gratings to prevent afterimages.
Retinotopic Mapping
Retinotopic mapping data were , collected last, following the fMRI adaptation 
experiment. Retinotopic mapping was achieved using a rotating black-and-white 
contrast-reversing (8 Hz) checkerboard wedge stimulus. The width of the wedge was 
30° and the check size was scaled with eccentricity. The wedge completed 8 full 
rotations, one every 32 seconds. There was also 16 seconds of fixation at the end of the 
run to allow the haemodynamic response to return to baseline. There were two runs; the 
wedge rotated clockwise in one run and counter-clockwise in the other (the order of the 
runs was counterbalanced across observers). Each run lasted approximately 4.5 minutes. 
There was a small fixation circle in the centre of the screen and the wedge rotated 
around this. The task was simply to fixate on the circle in the centre of the screen. 
Observers were instructed that, although they must fixate on the circle, they should 
attend to the checkerboard stimuli.
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fMRI data acquisition and pre-processing
The experiment was conducted using a 3T Siemens Trio scanner. High-resolution 
anatomical images of the entire brain were collected for each observer using a saggital 
T1 weighted three-dimensional MPRAGE (multiplanar rapidly acquired gradient echo) 
sequence (TR = 1900 msec, TE = 5.57 msec, flip angle = 11°, FOV = 256 x 256mm, 
matrix = 256 x 256, voxel size: I x l x l  mm).
Functional images were collected using T2* weighted echo planar imaging (EPI) pulse 
sequences (TR = 2000 msec, TE = 30 msec, flip angle = 90°, FOV = 192 x 192mm, 
matrix = 64 x 64, voxel size: 3 x 3 x 3mm). Slices were orientated parallel to the 
calcarine sulcus, and the scanned area included 24 slices (3mm thick) covering the 
occipital lobe. Functional imaging data were collected for two runs of the adaptation 
experiment and two runs of retinotopic mapping. During each run for the adaptation 
experiment, 390 volumes were collected (30 volumes for each adaptation block (6) and 
rest block (7)). During each retinotopic mapping run, 136 volumes were collected (128 
volumes of stimulation followed by 8 volumes of fixation).
The functional data were analysed using BrainVoyager QX version 1.4 
(Brainlnnovation, Maastricht, Netherlands). The functional MRI data pre-processing 
involved 3D motion correction, slice timing correction, temporal filtering (linear trend 
removal and high pass filtering of frequencies above 3 (adaptation experiment) or 4 
(retinotopic mapping) cycles per time course) and spatial smoothing (FWHM = 6mm). 
For every observer, each functional data set was then co-registered with the anatomical 
image and transformed into stereotactic space (Talairach & Toumoux, 1988).
Anatomical data preparation and retinotopic mapping
To aid the visualisation of the retinotopic mapping data, each hemisphere was 
computationally flattened (using BrainVoyager) since it is easier to interpret the
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functional data on a sheet-like flat map of the brain. To achieve this, the anatomical 
images were first corrected for intensity inhomogeneities and were then automatically 
segmented into grey and white matter. Next the grey matter was inflated, a cut was made 
along the calcarine sulcus (the border between VI ventral and VI dorsal) and then the 
brain was unfolded, flattened and distortion corrected.
Retinotopic maps were produced for both hemispheres for each individual observer; the 
size and location of visual areas vary widely amongst observers so each observer’s 
visual areas had to be mapped separately. Therefore, the following steps were 
completed separately for each observer. First, the clockwise and counter-clockwise data 
sets were averaged together to cancel out the haemodynamic response delay. It took 32 
seconds for the wedge to make one complete cycle, thus each hemisphere was 
stimulated for 16 seconds per cycle. For each hemifield, the 16 seconds of stimulation 
was artificially segmented into 8 distinct phases. At each phase, the time series of each 
voxel was cross-correlated with a haemodynamic response model. Each phase was 
associated with a colour, and those voxels that were correlated to each phase were 
“painted” the appropriate phase colour. These data were then overlaid onto the 
observer’s flat map and the colour at each point on the cortical surface indicated the 
response phase. Since the travelling wave of activity in the visual areas caused by the 
wedge occurs in the opposite direction in adjacent early visual areas the different visual 
areas can be identified using the reversals in colour as a guide. The locations of visual 
area boundaries were then drawn by hand onto the flat map. Figure 3.7 shows a 
retinotopic map for one representative observer.
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Figure 3.7. The left (a and c) and right (b and d) hemisphere retinotopic maps for one representative 
observer. The light grey areas represent the gyri, the dark grey areas represent the sulci, and the coloured 
areas are the visual areas significantly activated by the rotating wedge stimulus and have been assigned the 
appropriate colour depending on the temporal phase of the wedge, a) and b) are inflated representations of 
the cortical surface, while c) and d) are the result o f cutting and flattening the inflated representations (the 
occipital cortical region is displayed only). Colour reversals (i.e. visual area borders) can easily be 
identified, particularly on the flat maps (c and d). The calcarine sulcus separates the dorsal and ventral 
visual areas.
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3.4.4 Results
A region of interest (ROI) analysis was conducted on area VI, which was identified for 
each hemisphere for each observer. The BOLD signal timecourses for both adaptation 
runs were extracted from VI for both hemispheres. This resulted in four timecourses 
from each observer (data from both adaptation runs for both hemispheres). Each of 
these timecourses was shifted forwards in time by 3TR (6 seconds) to account for the 
haemodynamic response delay. Next each value in each timecourse was converted from 
the raw value into percent signal change (PSC) from baseline using the following 
calculation:
((BOLD signal -  baseline)/baseline) x 100
For each timecourse, the baseline was calculated separately for each adaptation block, 
and was the average activity of the two adjacent rest blocks. The baseline for each rest 
block was the average of that rest block. The PSC was then averaged across the four 
data sets to obtain the average timecourse across both hemispheres and across both runs. 
Figure 3.8 illustrates the average timecourse of the adaptation experiment, further 
averaged across the nine observers.
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Figure 3.8. Timecourse of adaptation plotted as PSC from baseline in area VI averaged across both 
hemispheres, both adaptation runs and nine observers. The numbers at the top indicate the adaptation 
block. The shaded regions are rest blocks. Linear trend lines are shown in red.
During the rest blocks the PSC is low, and soon after the adapting stimuli are first 
presented the timecourse displays a rapid rise which is followed by a slower decay. This 
decay is a result of the adaptation, and adaptation in all 6 adaptation blocks is evident in 
figure 3.8. As expected, initial activation level in the +/-3 adaptation block is higher 
than the +/-0 adaptation block, presumably because more channels and thus more 
neurons have been activated. Also in figure 3.8, the linear trend of adaptation has been 
depicted for each adaptation block and they show that there is a marked drop in the 
signal in the +/-3 adaptation block whereas the signal shows less adaptation in the +/-0 
adaptation block. The intervening blocks (with the exception of the +/-0.25 adaptation 
block) show increasing amounts of adaptation as the frequencies within each block span 
a greater number of octaves. This shows that increasing the octave range of adapting 
SFs is commensurate with increasing amounts of adaptation.
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Deciding how to quantify the adaptation effect was the next stage in the analysis. 
Simply taking the average PSC from each adaptation block would not reveal the drop in 
the signal caused by adaptation. For instance, the higher initial activation in the +/-3 
adaptation block would cancel out the effect of the adaptation by the end of the block. 
The analysis approach used by Gill-Spector and Malach (2001) was to calculate an 
adaptation ratio; the mean signal in a condition was divided by the mean signal in the 
condition that showed the least adaptation. A ratio of one would indicate no adaptation. 
The block that showed the least adaptation in Grill-Spector and Malach (2001) is where 
they presented different faces, and the block with the most adaptation was where the 
same face was repeated. In the same face block, effects of adaptation occurred almost 
instantly and the initial PSC for this block was much lower than that for the different 
face block. Thus, calculating an adaptation ratio worked very well for their 
experimental design. However, the present experiment expected a greater initial PSC 
for the block that was predicted to show the most adaptation (by virtue of there being 
more channels/neurons to be adapted, i.e. the +/-3 adaptation block); completely the 
opposite to Grill-Spector and Malach (2001). Calculating an adaptation ratio for the 
present purposes would therefore not be suitable. All blocks were expected to cause 
adaptation, and initial activation levels were expected to be different depending on the 
number of channels that were being stimulated. It was predicted that the more channels 
adapted, the greater the drop in the signal because a greater proportion of the neurons 
included in the ROI would be adapted. A better analysis approach was to investigate the 
timecourse of activation across each of the adaptation blocks.
Gauthier, Tarr, Moylan, Skudlarski, Gore and Anderson (2000) measured the effect of 
adaptation by splitting the data set into time blocks. Here, the same approach is used. 
Each adaptation block was split into two time blocks (the average of the first 15 data 
points in one and the average of the last 15 time points in the other) (see figure 3.9). A 
repeated measures ANOVA with main factors of adaptation block (6) and time block 
(2) revealed there to be no main effect of block (F(2.34, 18.68) = 2.893, p  =0.074, 
partial r f  = 0.266), a main effect of time (F(l, 8) = 32.172,/? < 0.001, partial rj2 = 0.801)
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but no significant interaction (F(5, 40) = 2.310,/? = 0.062, partial r|2 = 0.224). However, 
this interaction is very close to being significant.
119
+/-0 Octave Adaptation Block +/-0.25 O ctaves Adaptation Block
0.8
0.6
0.4
0.2
0
2
Time Block 
+/-0.5 Octaves Adaptation Block
M 0.4 -
1 2 
Time Block
+/-2 Octaves Adaptation Block
0.8
0.6
0.4
0.2
0
2
Time Block
ejc 0.4
Time Block 
+/-1 Octave Adaptation Block
0.8
0.6
0.4
0.2
0
2
Time Block 
+/-3 Octaves Adaptation Block
0.8
0.6
0.4
0.2
0
2
Time Block
Figure 3.9. Percent signal change from baseline for each adaptation block. Each block has been divided 
into two times blocks (the first time block represents the average of the first 15 time points, the second 
time block represents the average of the last 15 time points). Linear trend lines shown. Vertical lines 
represent +/-1 SE.
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Although the interaction from the ANOVA was not significant, an alternative method to 
analyse the time blocks was to compare the first time block to the second time block for 
each adaptation block. A conservative method to perform these comparisons in order to 
avoid inflation of the Type I error was to use a Bonferroni corrected p value of 0.008 
(0.05 divided by the number of comparisons, i.e., 6). These comparisons revealed there 
to be no differences between the two time blocks for the +/-0 ip = 0.185), 0.25 (p = 
0.041) and 0.5 (p = 0.078) adaptation blocks. However the PSC in the second time 
block was significantly lower than the PSC in the first time block for the +/- 1 ,2  and 3 
adaptation blocks.
A final approach to the analysis was to fit a linear trend line to the timecourse (across all 
30 time points) of each adaptation block for each observer. The values of the gradients 
were taken and used in a repeated measures ANOVA with the main effect of adaptation 
block (6), which revealed a significant effect (F(5,40) = 3.210, p  < 0.05, partial i f  = 
0.286). There was also a significant linear effect of adaptation block; F(l,8) = 15.157, 
<0.01, partial i f  = 0.655, showing that the slope gets steeper as the range of octaves in a 
block increases, reflecting adaptation of an increasing number of SF channels. Figure 
3.10 plots the average gradient values (i.e. the slope of adaptation) for each adaptation 
block.
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Figure 3.10. A linear trend line was plotted for each of the adaptation blocks, and the gradient of those 
trend lines are plotted here. Vertical lines represent +/- 1 SE.
Post hoc testing on the slope of adaptation for each adaptation block was performed 
using Newman-Keuls adjustment for multiple comparisons. This revealed there to be a 
significant difference between the +/-0 and 3 adaptation blocks (p = 0.02). Indeed, the 
slope of adaptation is 2.8 times greater in the +/-3 adaptation block compared to the +/-0 
adaptation block. The difference between the +/- 3 and +/-0.25 adaptation blocks was 
very close to significance (p = 0.06).
Relationship between JMRI adaptation and psychophysical adaptation
To compare the fMRI adaptation results to the psychophysical adaptation results, the 
bandwidth of the reduction in log contrast sensitivity following adaptation was 
calculated for each adaptation block in the non-flip psychophysical adaptation 
experiment of Experiment 3b. For each adaptation block in the psychophysical
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experiment, the spread of the significant t-test comparisons between each test spatial 
frequency in the CSF and the adapted CSF was explored (See Appendix A for the t-test 
results). For each adaptation block a cluster of sequential significant test spatial 
frequencies were identified (allowing gaps of up to two test spatial frequencies) and the 
octave difference (i.e. the bandwidth) between the highest and lowest test frequencies 
was calculated. Figure 3.11 plots the slope of adaptation for each adaptation block 
measured during the fMRI experiment against the bandwidth of log contrast sensitivity 
loss for each block.
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Figure 3.11. Bandwidth of log contrast sensitivity loss measured psychophysically plotted against the 
slope of adaptation measured using fMRI for each adaptation block.
Figure 3.11 shows a clear correspondence between the results from both fMRI and 
psychophysical adaptation experiments; the greater loss in contrast sensitivity following 
adaptation to a greater SF range is mirrored by a greater reduction in the BOLD signal 
over time as the adapting SF range increases.
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3.4.5 Discussion
The purpose of this experiment was to establish that fMRI could measure the activity of 
SF channels in early visual areas. Using a block fMRI design that varied the number of 
SF channels to be adapted across the blocks by repeatedly presenting gratings spanning 
varying SF octave ranges, the adaptation of the BOLD signal was measured. The 
assumption was that by adapting increasing numbers of SF channels, thereby increasing 
the size of the adapted neuronal population, there would be a concomitant reduction in 
the BOLD signal (signifying neural adaptation).
There were six 60 second long adaptation blocks and each presented three cycling 
gratings varying in SF octave range from +/-0 octaves through to +/3 octaves. The 
timing of grating presentation was such that adaptation to one of the SFs would not have 
recovered by the time it was next presented. The initial BOLD activity at the beginning 
of each adaptation block was the greatest for those adaptation blocks that spanned a 
greater octave range of SFs, indicating that more neurons (hence more SF channels) 
were contributing to the signal. Following repeated presentation, the BOLD signal in 
each adaptation block decayed (i.e. was adapting) at different extents depending on the 
block. The timecourse of adaptation to these blocks was investigated firstly by 
comparing the average activity of the first half of the block to the average activity of the 
second half. The blocks that spanned the least octave range (i.e. +/-0, 0.25 and 0.5 
octaves) did not show any differences between the two time blocks, while there was 
significantly less activity in the second time block compared to the first time block for 
the +/- 1, 2 and 3 adaptation blocks. Given that the bandwidth of SF channels is 
approximately 1 to 1.4 octaves (see De Valois & De Valois, 1990), the adaptation blocks 
showing significant adaptation across the time blocks contained a range of SFs that 
stimulated more than one SF channel. This finding shows that adaptation effects are 
stronger when more SF channels are being stimulated. The timecourse of adaptation 
was also analysed by fitting a linear trend line across the level of activity in each 
adaptation block, revealing that the steepness of the BOLD signal decay increased as the
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octave span increased. The gradient of the slope was significantly steeper in the +/- 3 
adaptation block compared to the +/-0 adaptation block. This again demonstrates that 
there is more adaptation for those blocks that present gratings which stimulate more than 
one SF channel.
Crucially, there was a striking agreement between the fMRI adaptation results and the 
non-flip psychophysical results from Experiment 3b. Adaptation in the psychophysical 
experiment, as revealed by loss in contrast sensitivity, strongly mirrors the level of 
adaptation found in the fMRI experiment; the loss in contrast sensitivity and the 
reduction in BOLD activity both become greater as the SF octave span covered by the 
gratings increases, implying more SF channels were adapted. The match between 
psychophysics and fMRI strongly suggest that the fMRI experiment was successful in 
measuring the activity (by virtue of the adaptation activity) of different numbers of SF 
channels in VI.
3.5 General discussion
Selective adaptation is a powerful method to investigate the neural sensitivities to a 
variety of visual stimulus dimensions such as SF and orientation. Traditionally, effects 
of adaptation have been studied by measuring the contrast threshold required to detect 
these features. For example, psychophysical SF adaptation studies using contrast 
threshold measures have established that the visual system is composed of a set of SF 
channels, with each channel being preferentially tuned to a particular SF (Blakemore & 
Campbell, 1969). The main purpose of this chapter was to demonstrate multiple SF 
channels in the visual cortex using fMRI.
Psychophysical studies have shown that adapting observers to a single grating stimulus 
of a particular SF produces a band-limited loss in contrast sensitivity around this SF 
only, implying adaptation to a single SF channel (Blakemore & Campbell, 1969; De 
Valois, 1977). The experimental paradigm used in this chapter explored whether 
varying the octave range of the adapting SFs presented in a single block could adapt the
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visual system to a varying number of SF channels. To this end, adaptation to blocks of 
sinusoidal gratings varying in SF range was measured using psychophysical and fMRI 
methods; one block presented the identical SF (the primary SF), while the other blocks 
presented this primary SF and two others symmetrically different from the primary SF 
by either +/-0.25, 0.5, 1, 2 or 3 octaves. The psychophysical results revealed that the 
bandwidth of loss in contrast sensitivity following adaptation increased as the SF range 
of the adapting grating increased, suggesting that this paradigm was capable of adapting 
different numbers of SF channels. During the fMRI experiment, observers were 
presented with the same adaptation blocks and the results mirrored those found in the 
psychophysical experiment; there was a greater reduction of the BOLD signal (implying 
neuronal adaptation) in the blocks that presented gratings that spanned a greater octave 
range. Because the fMRI results are consistent with the psychophysical results that 
show adaptation to varying numbers of SF channels, this suggests that the fMRI 
adaptation findings are also the result of neuronal adaptation to varying numbers of SF 
channels.
Crucially, the activities of SF channels measured using fMRI were identified in area VI. 
Boynton and Finney (2003) investigated orientation-specific adaptation in several early 
visual areas and found no effect in area VI; the fMRI response to the second grating of a 
stimulus pair displayed adaptation when it was of either the same or the orthogonal 
orientation to the first grating stimulus. They did find orientation-specific adaptation 
effects in extrastriate areas and that these effects increased in strength along the visual 
processing hierarchy (V2, V3 and V4v). However, the length of stimulus duration in the 
Boynton and Finney experiment was only one second. Studies using long-term 
adaptation (Tootell, Hadjikhari, Vanduffel, Liu, Mendola, Sereno & Dale, 1998b; Fang 
et a l, 2005) have demonstrated orientation-specific adaptation in VI suggesting that 
exposure times to stimuli need to be long to produce measurable adaptation effects in 
this visual area.
The effect of manipulating the length of stimulus exposure on adaptation was 
investigated psychophysically in this chapter. Because it has been shown that the
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duration of adaptation is dependent on the time taken to adapt (Greenlee et a/., 1991) the 
“flip” versions of the psychophysical experiments presented the same grating stimuli 
very briefly (although presented long enough to induce adaptation; cf Georgeson & 
Georgeson, 1987) to explore whether adaptation to multiple SF channels could be 
eliminated. To ensure accurate presentation timings, a CRT monitor was first used 
which are recognised to have good response times. Adaptation was almost non-existent 
in the +/-3 adaptation block, and there was only a small effect of adaptation centred on 
and around the adapting frequency for the +/-0 adaptation block. Using an LCD 
monitor, the flip version was not as successful in eliminating adaptation. Although 
adaptation effects were smaller when compared to the non-flip experiment, the spread of 
adaptation was broader as the octave range increased. This could be due to the use of an 
LCD; the length of time the grating was presented on the screen was likely to be longer 
than expected because of the slower response time of the LCD.
In summary, despite the fact that the fMRI experiment was an indirect method to 
identify multiple SF channels - the varying amounts of adaptation across the blocks was 
used to infer the activity of varying numbers of SF channels -  the strong agreement 
between human performance measured psychophysically and the BOLD activity implies 
that this technique could successfully capture the activity of different numbers of SF 
channels in VI. Satisfactory fMRI evidence revealing the activity of multiple SF 
channels in VI meant that further fMRI experiments could be conducted to investigate 
the influence of sensitisation driven flexible SF processing in early visual areas. To this 
end, experiments in Chapter Four report the effects of top-down cueing to SF in both a 
behavioural experiment, and in an fMRI experiment which explored whether the cues 
influenced SF activity in visual areas as early as VI.
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__________ _____________CHAPTER FOUR _________________ ____
TOP-DOWN RETINOTOPIC SENSITISATION TO SPATIAL 
SCALE IN SCENE PROCESSING
4.1 Introduction
The fMRI experiment in Chapter Three examined whether SF channels could be 
identified in VI. Using the technique of adaptation, the fMRI experiment was able to 
distinguish the activity of different numbers of SF channels by measuring the adaptation 
of the BOLD signal, extracted from VI, following repeated exposure to sinusoidal 
gratings varying in SF octave ranges. Importantly, psychophysical versions of this 
experiment revealed that the fMRI results corresponded well with behaviour. Because 
the adaptation of different numbers of SF channels demonstrated psychophysically was 
commensurate with the amount of BOLD signal adaptation meant that the fMRI results 
could be interpreted as having functionally isolated populations o f  neurons 
corresponding to SF channels in VI. Having identified SF channels in VI using fMRI, 
the next step was to monitor the influence of sensitisation to spatial scale on neural 
activity in early visual areas using fMRI. Although the experiments reported in Chapter 
Two revealed that sensitisation to spatial scale is specific to retinal location, it was not 
possible to pinpoint the locus of sensitisation to the earliest visual areas. A more direct 
measure to establish sensitisation-driven modulation of SF channels in early visual 
areas, such as VI, is required and fMRI can provide this direct measure. Another 
ambiguous finding from Chapter Two is whether sensitisation acted to direct top-down 
attention to the diagnostic SF channels. The experiments in Chapter Two used a bottom- 
up design and, while it was possible that sensitisation to spatial scale was achieved top- 
down by setting up expectations about which scale would appear in a particular retinal 
location, an alternative explanation is that sensitisation primes the visual system, 
bottom-up, to process particular scales at particular locations without any attentional
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influence. Therefore, a second aim of this chapter was to examine whether flexible 
retinotopic sensitisation to spatial scale could be driven explicitly by top-down attention.
Two experiments are reported in Chapter Four. Experiment 5 investigated whether 
retinal location specific sensitisation to spatial scale could be driven by explicit top- 
down cueing. Experiment 6 employed event-related fMRI to directly examine the neural 
influences of top-down sensitisation. Specifically, Experiment 6 examined the 
attentional manipulation, in early visual areas, of presenting observers with either scene 
images that were composed of the cued SF or scene images that were composed of the 
orthogonal scale to that which was cued. Furthermore, Experiment 6 explored whether 
the cues gave rise to any neural activity in early visual areas in the absence of any visual 
stimulation. Although Chapter One provided a fairly extensive review of the influences 
of top-down attention on neural activity, the following sections review the literature 
concerning this so-called preparatory activity: neural activation resulting from an 
attention-directing cue before the to-be-attended stimulus is presented. The review also 
covers event-related fMRI.
4.1.1 Influences of top-down attention on neural activity
Studies that investigate selective visual attention typically use cues to provide advance 
information about the relevant attributes of the forthcoming stimulus. For instance, SF 
uncertainty can be eliminated when the SF of the to-be-prêsented stimulus is cued 
(Davis et a/., 1983, Hiibner, 1996a, 1996b). When the SF of the stimulus is varied from 
trial-to-trial detection performance reduces in comparison to when the SF remains 
constant; an uncertainty effect. However, when the SF is cued in this intermixed 
condition, performance is equivalent to the condition where the SF is held constant. The 
neural representations of the facilitated behavioural performance in response to top- 
down cues have been investigated in a large number of studies that use 
neurophysiological and neuroimaging techniques. These demonstrate that attending to a 
particular stimulus location in the visual field (e.g. Brefczynski & DeYoe, 1999; Gandhi 
et al, 1999; Martinez et al, 1999; Moran & Desimone, 1985; Somers et al, 1999) or to
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a particular non-spatial feature such as colour (e.g. Anllo-Vento et a/., 1998; Clark et al, 
1997; Corbetta et a l, 1990; Sàenz et al, 2002; Schoenfeld et a l, 2007), motion (e.g. 
Beauchamp et a l, 1997; O’Craven et al, 1997; Watanabe et al, 1998; Sàenz et al, 
2002; Treue & Martinez Trujillo, 1999) or orientation (Kamitani & Tong, 2005; Liu et 
al, 2007) gives rise to an increase in neural response, a response enhancement, which is 
evoked by the incoming stimulus with the attended attribute. The cue is thought to bias 
neural activity in favour of the attended attribute.
4.1.1.1 Attentional control brain regions
There is much interest in the source areas that generate the attentional top-down bias. 
For instance, studies using event-related fMRI (ER-fMRI) have demonstrated that the 
frontoparietal network is involved in the top-down control of spatial attention (e.g. 
Hopfmger, Buonocore & Mangun, 2000; Corbetta, Kincade, Ollinger, McAvoy & 
Shulman, 2000; Kastner et al, 1999). Such studies use cues to direct attention to a 
particular location, and the logic is that the areas that are activated in response to the 
cue, but prior to the presentation of the target stimulus, are the source areas for driving 
top-down attention. Thus, activations in these areas do not reflect attentional 
modulation of stimulus-evoked responses. These studies have demonstrated that cue- 
directed spatial attention activates superior frontal cortex, including the frontal eye field 
(FEF), and superior and inferior parietal cortex, including the intraparietal sulcus (IPS). 
Studies investigating the attentional control areas have not been restricted to 
investigating the source areas for spatial attention; there are studies that have 
investigated the anatomical regions that deploy non-spatial attention. Shulman, 
Ollinger, Akbudak, Conturo, Snyder, Petersen and Corbetta (1999) looked at the brain 
areas involved when observers were cued to expect a particular direction of motion. 
They found that the cues activated the parietal cortex, including the IPS. Giesbrecht, 
Woldorff, Song and Mangun (2003) investigated the brain regions involved in the top- 
down control of visual attention to spatial locations and non-spatial stimulus features. A 
cue either instructed observers to attend to a target location or to a target colour. Results 
showed that a very similar portion of the frontoparietal brain network was activated in
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response to attention to location and attention to colour. However, they also found that 
there was some specificity in parts of this control network; the frontal and parietal 
regions were activated more by shifts in spatial attention than by non-spatial attention.
4.1.1.2 Preparatory activity in spatial attention tasks
Several higher-level control areas have been identified as the source of the top-down 
attentional biasing signal, the effects of which are typically observed as modulations of 
the neural activity evoked by the presentation of the stimulus with the attended attribute. 
However, studies have revealed there to be significant neural activations in early visual 
areas in response to the cues but prior to the presentation of the stimulus target (e.g. 
Hopfmger et a l, 2000; Corbetta et al, 2000; Kastner et a l, 1999). None of these studies 
suggest that these early, low-level, visual areas are the source of attentional control; the 
region of cortex activated prior to the stimulus presentation was the site at which 
processing of the target stimulus took place. This strongly suggests that this so-called 
preparatory activity (or increased baseline activity, e.g. Luck et al, 1997; Chawla, Rees 
& Friston, 1999) in early visual areas is a consequence, or site, of attentional modulation 
and is striking because it demonstrates attentional modulation in the absence of any 
visual stimulation.
In a monkey single-cell recording study (Luck et a l, 1997) the responses of single 
neurons were examined when paired stimuli, consisting of an effective stimulus and an 
ineffective stimulus, were presented within the RF of the neuron either simultaneously 
or sequentially. While they found a larger stimulus-evoked response when attention was 
covertly directed to the effective stimulus, they also found an increase in spontaneous, or 
baseline, activity of 30-40% when the monkeys attended to the location of the effective 
stimulus before the stimulus was actually presented. These results were obtained in V2 
and V4; there was no increase in baseline activity for area VI leading the authors to 
conclude that shifts in baseline activity occur in visual areas subsequent to VI.
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One of the first studies to demonstrate a baseline increase using fMRI was that by 
Kastner et a l (1999). They investigated whether spatially directed attention could bias 
processing in the human visual cortex even when there was no visual stimulation in a 
manner analogous to the Luck et al. (1997) study. Multiple stimuli were presented to 
the observers within one quadrant of the visual field. In the “attend” condition,
observers were cued at the start of the trial to covertly attend to one of the possible
stimulus locations and count the occurrence of a particular target in this location. There 
was a ten second delay between the cue and the stimulus presentation, the expectation 
period, so that the effects of attention in the absence of visual stimulation could be 
studied. As in their previous study (Kastner et a l, 1998) they found increased neural 
activity in areas V2, V4 and TEO when spatial attention was directed to a target. Their 
new finding was that, during the expectation period, areas VI, V2, V4 and TEO were 
significantly activated. The portions of these activated visual areas corresponded to the 
particular quadrant of the visual field that the observer attended before the stimulation 
was presented; thus the increase in activity during the expectation period was
retinotopically specific. Activity in the frontal and parietal regions during the
expectation period increased to a higher level than that observed in the visual cortex and 
remained sustained (i.e. did not increase further) when the attended stimulus was 
presented. This suggests that these higher-level areas were the top-down source of the 
preparatory activity in the visual cortex and that activity in these areas reflect the 
attentional demands of the task and not the effects of attention on visual processing.
Several other studies have investigated preparatory activity in spatial attention tasks 
using fMRI. In a spatial orienting task, Serences, Yantis, Culberson and Awh (2004) 
found stronger preparation induced by attention when visual distractors were probable. 
This activity was evident in early visual areas, including VI. The authors suggested that 
preparatory activity does not just reflect signal enhancement for the attended location, 
but also prepares the observer to suppress distracter interference. Similarly, Ruff and 
Driver (2006) found that advance knowledge of an expected distractor can increase 
preparatory activity in the occipital cortex contralateral to the location of the expected 
distractor and not the target. Preparatory activity has also been demonstrated in the
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cross-modal literature. Macaluso, Eimer, Frith and Driver (2003) dissociated unimodal 
and mulitmodal components of preparatory activity in a spatial attention task that 
involved vision and touch. They used "Cue Only” trials to examine the influence of 
cues without the subsequent presentation of tactile or visual stimuli. For example, they 
found that activity in the intraparietal sulcus and occipital gyrus was modulated by 
attention to either vision or touch, even when no visual or tactile stimuli were presented, 
demonstrating that preparatory activity can arise independently of the attended modality.
Ress, Backus and Heeger (2000) examined whether increases in baseline activity were 
related to behaviour. In their pattern detection task, half of the trials presented a low- 
contrast pattern, and the other trials presented no pattern. An auditory cue indicated the 
start of each trial. They found that the fMRI response in early visual areas (VI, V2 and 
V3) was dominated by a stimulus-independent response for both pattern-present and 
pattern-absent trials, i.e. an increase in baseline activity. Not only was this response 
specific to the retinotopically appropriate part of the visual areas, but the strength of this 
baseline activity could predict performance in the detection task, i.e. the higher the 
baseline activity, the greater the performance. Another finding was that if the task was 
made easier, by increasing the contrast of the pattern, then baseline activity was very 
small.
4.L I .3 Preparatory activity in non-spatial attention tasks
Preparatory activity is not only specific to spatial attention tasks; studies have 
demonstrated there to be activation in preparation of to-be-attended features (e.g. 
Chawla et a l, 1999; Shulman et al, 1999). For instance, Chawla et a l (1999) 
investigated effects of attention to colour and motion in the functionally specialised 
areas that process these attributes (V4 for colour and V5 for motion). They found that 
selectively attending to either of these attributes increased the baseline activity, in the 
absence of visual stimuli, in the appropriate brain region that processes that attribute. 
Giesbrecht, Weissman, Woldorff and Mangun (2006) explored preparatory activity 
during both spatial and non-spatial attention (to colour) and also found that preparatory
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activity occurred in areas of the visual cortex that represented the attended location or 
feature. Furthermore, the greater the magnitude of the preparatory activity, the better the 
behavioural performance on the discrimination task.
4.1.1.4 Purpose o f  preparatory activity
It has been suggested that the preparatory activity observed when anticipating a 
particular stimulus may influence the responses of neurons when the target stimulus is 
subsequently presented (Chawla et al, 1999; Ress et a l, 2000). The stimulus-evoked 
response enhancement due to attention may occur because there was a corresponding 
shift in preparatory activity. This is supported by the finding that increased preparatory 
activity is correlated with behavioural performance (Ress et al, 2000; Giesbrecht et al, 
2006). The precise mechanism behind how preparatory activity gives rise to facilitated 
processing of the incoming stimuli is yet to be established. Ress et al. (2000) suggest 
that the baseline increase in the relevant neural population biases these neurons to 
become more sensitive to the expected target stimulus. However, Kastner et al. (1999) 
have shown that the magnitude of baseline activity in VI was not coupled with the 
magnitude of the attentional stimulus-evoked response in this same area; indeed they 
found there to be no attention enhanced stimulus-evoked response in VI. They suggest 
that the increase in baseline activity and the stimulus-evoked attentional enhancement 
are not tightly correlated and may be due to different populations of neurons. While an 
increase in baseline activity might reflect the processing of a large population of neurons 
which respond non-specifically to the expected stimulus, the attention effects on the 
visually-evoked response might reflect a smaller set of neurons which respond more 
selectively to the features of the expected stimulus and also whose RF’s contain the 
location of this stimulus. However, despite the findings of Kastner et al. (1999), 
preparatory activity has been demonstrated in VI (Ress et al. 2000; Serences et a l 
2004). Ress et al. (2000) suggest that those studies that do not find baseline increases in 
V 1 may have used an attention task that was not highly demanding.
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In summary, it appears that the effect of spatial and non-spatial attention on neural 
activity is to increase activity in preparation of the presentation of the stimulus with the 
attended attribute. The preparatory activity occurs in visual areas that are involved with 
processing that attribute, and can be as early as VI. Spatial and non-spatial attention 
also modulates the stimulus-evoked activity of the subsequently presented, expected 
stimulus. Possibly the preparatory activity biases the relevant visual areas to favour 
some particular stimulus attribute over others, resulting in modulation of the phasic 
response to the anticipated incoming stimulus.
4.1.2 Event-related fMRI
Event-related fMRI (ER-fMRI) has become a predominant technique for fMRI 
experiments in recent years. The popularity of this method is because it offers several 
advantages over traditional block design fMRI experiments. Block fMRI designs group 
identical event types that are presented consecutively, while in ER-fMRI different event 
types can be randomly presented in unpredictable sequences and this allows for analysis 
of responses to individual trials. Presenting an intermixed ordering of different trials 
means that trials can be sorted post hoc, perhaps according to performance. 
Furthermore, there are some experimental designs that simply cannot be blocked (e.g. 
"oddball" paradigms). Event-related analysis involves averaging data according to 
stimulus trial or event types. This selective averaging procedure involves extracting the 
time series data for a specified number of time points before and after the onset of each 
event, and these are then averaged together for each event type, with each event being 
aligned by time-locking the haemodynamic response to the onset of the event.
There is a fundamental problem in ER-fMRI and that is the sluggishness of the 
haemodynamic response; even a brief stimulus event of one second elicits a 
haemodynamic response that extends over 10-15 seconds (Boynton et a l, 1996). This 
creates a potential problem if stimuli are presented in quick succession because the 
haemodynamic response to temporally adjacent trials will overlap and separating the 
BOLD signal evoked by different events becomes difficult to resolve. One solution to
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this is to present events that are separated by long inter-stimulus intervals (ISIs), such as 
12-14 seconds, so that the BOLD response to one event will have recovered by the time 
the next event is presented (Bandettini & Cox, 2000). Of course this would mean that 
fewer trials could be presented within a given amount of time, and observers may find 
the long gaps between trials somewhat tiresome. Furthermore, it might be important for 
the experiment that the ISI is short. However, long temporal separation between events 
is not necessary; it is possible to separate the BOLD signal according to the different 
contributions of individual events even when those events have been presented in rapid 
succession. The basis of this ability to separate the signal is that sequential events 
summate in an approximately linear fashion (Boynton et al, 1996; Dale & Buckner, 
1997). This means that an identical haemodynamic response to an event is evoked even 
when the response to the same event presented beforehand has not yet decayed. The 
effect of this is that the magnitude of the BOLD signal following presentation of the 
second stimulus increases additively. That there is linearity of the BOLD signal means 
that methods can be applied to remove the overlap between successive trials.
Two important considerations to be taken into account when designing a fast ER-fMRI 
study are the length of the ISI and counterbalancing. Bandettini and Cox (2000) suggest 
that the optimum ISI to use if the ISI is to remain constant is, in seconds, 8 + (2 * 
stimulus duration). If the ISI needs to be much shorter than this then careful 
counterbalancing of the trial ordering is necessary; each type of trial needs to be 
followed and preceded by every other type of trial an equal number of times (Dale & 
Buckner, 1997). This has the effect of simply subtracting out the past and future 
timecourses that enclose each event, and allows selective averaging analysis to be 
employed. However, counterbalancing cannot always be performed. For instance, in 
some experimental designs there are sequential dependencies in the stimulus 
presentation order such as a cue is typically followed by a target. In such instances, the 
ISI between the events should be jittered. Jittering involves using a range of ISIs so that 
for some successive trials the amount of haemodynamic response overlap will be large 
and on some trials the overlap will be small. This increases the variance in the BOLD 
signal which means that there is more information available to separate the individual
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signals (Burock, Buckner, Woldorff, Rosen & Dale, 1998). The analysis required for 
this is called deconvolution and this takes into account the possible contamination of the 
BOLD signal from temporally adjacent events. Using jittered ISIs and deconvolution to 
analyse the time series is favourable if the trial ordering cannot be adequately 
counterbalanced (Serences, 2004).
4.1.3 Separating cue-evoked responses from target-evoked responses
Those neuroimaging studies that used blocked fMRI designs to investigate attentional 
modulation of the neural response to the incoming stimulus could be flawed in that 
possible preparatory signals may have been integrated with the subsequent stimulus 
evoked attentional modulations. The results from these studies could therefore be due to 
an increase in baseline activity that endures throughout the block rather than changes in 
phasic neural activity when the attended stimulus attribute is presented. For instance 
Shulman et a l (1999) cued observers to expect a particular direction of motion and used 
a blocked fMRI design in their first experiment. They found greater modulations in 
motion sensitive brain areas when observers were given a directional cue rather than a 
neutral cue but they recognised that this result could be interpreted in two ways; the 
modulation could be either due to a tonic change in neural activity before the onset of 
the sensory target or due to the effects of the cue on the neural response that was evoked 
by the stimulus.
However, with the advance in ER-fMRI methods, studies investigating preparatory 
activity in response to cues can now isolate neural activations during the cue period from 
those activations when the target is subsequently presented. For instance Kastner et al.
(1999) used a long ISI between the cue and the target to ensure that there was no 
haemodynamic response overlap. Some studies (e.g. Giesbrecht et a l, 2006; Hopfmger 
et a l, 1999; Serences et al, 2004) jitter the cue-target ISI and, to distinguish the 
haemodynamic response to the cues from that of the target, only analyse the cue-related 
and target-related activity in trials with the longest ISI. For example, Hopfmger et a l
(2000) used two cue-target ISIs, one being 1000 msec (making up 17% of the trials) and
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the other being 8160 msec. To investigate pre-target attentional modulations, only the 
trials with the cue-target ISI of 8160 msec were analysed. Other studies (e.g. Corbetta et 
al, 2000; Macaluso et al, 2003; Shulman et al, 1999) include a "cue-only" condition in 
which a cue is presented but there is no subsequent target presentation. Such “cue-only” 
trials allow the investigation of the unique effects of the cue without any contamination 
from target-related activity. These trials are referred to as catch trials and reflect a small 
proportion of the total number of trials, i.e. only account for about 20-25% of the total 
number of trials.
4.1.4 General design and chapter aims
To address whether top-down sensitisation to spatial scale using cues modulates the 
activity of SF channels in early visual areas, two experiments were performed. In both 
experiments, SF filtered scene images (combined with noise at the opposite scale) were 
presented to the observers and the task was to categorise the images (as a city or a 
highway). Observers were sensitised to spatial scale using cues that informed the 
observer of the SF (either HSF or LSF) of the to-be-presented scene image. After a 
period of sensitisation, infrequent “incongruent” trials were interleaved in which the SF 
of the scene was orthogonal to that indicated by the cue. Previous findings using 
incongruent trials where the SF of the scene was not that expected, be it due to bottom- 
up sensitisation (Experiment 1c; Experiment 2; Ôzgen et al, 2006) or due to top-down 
cues (Sowden et a l, 2003; Ôzgen et al, 2005), show that performance suffers on these 
trials because the diagnostic SF information that was necessary to perform the task was 
not present/cued. In Experiment 5 the retinotopic specificity of sensitisation to spatial 
scale was explored behaviourally using symbolic cueing to establish whether retinotopic 
sensitisation can be driven top-down. Experiment 6 used an ER-fMRI design to 
investigate directly whether the cues acted to prepare early visual areas for the incoming 
stimulus and examined whether the magnitude of the neural response in early visual 
areas was greater when the SF of the presented scene image corresponded to the cued SF 
than when the SF of the scene was orthogonal to that cued. If the cue drives top-down 
attention to a particular band of SFs by modulating the activity of task-relevant SF
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channels, then when the expected scene SF is presented the stimulus-evoked response 
should be greater than when an unexpected scene SF is presented (i.e. the incongruent 
trials).
4.2 Experiment 5: Top-down retinotopic sensitisation to spatial scale
4.2.1 Introduction
In this experiment, the retinotopic specificity of the effects of top-down sensitisation to 
spatial scale was tested by investigating whether the sensitisation transferred from one 
visual hemi-field to another. Filtered scene images of highways and cities combined 
with noise of the opposite scale were presented one-at-a-time and observers categorised 
the scene of the image. Each image therefore included diagnostic information at only 
one scale, the other scale being uninformative noise. Observers completed a 
sensitisation regime where both the left and right visual hemi-fields (LVF and RVF, 
respectively) were sensitised to opposite scales. At the start of each trial an auditory cue 
was presented to indicate the scale of the forthcoming stimulus. There were two distinct 
sound cues: one signalled that the stimulus would be a LSF scene if it appeared in the 
LVF and a HSF scene if in the RVF, and the other sound cue indicated the opposite. 
Importantly, the observer was uncertain as to which of the two locations the stimulus 
would appear and therefore had to simultaneously attend to one scale in one location and 
the opposite scale in the other location. So that the use of the cues was necessary, the 
scene images were presented at the luminance threshold contrast required for scene 
categorisation, which was measured prior to the experiment. Following a period of 
sensitisation to the cues differentially for both retinal locations, observers completed a 
test phase which tested the effects of the sensitisation. Of the test phase trials, 25% were 
incongruent trials; the scale of the scene image was opposite to that which the auditory 
cue had indicated. If top-down cueing modulates the activity of early, retinotopically 
mapped SF channels then the sensitisation should be retinal location specific; 
sensitisation to HSFs or LSFs in one visual hemi-field should not transfer to the other 
visual hemi-field. The lack of transfer across hemi-fields was measured by comparing
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performance on the incongruent trials to performance on the sensitisation (congruent) 
trials. Congruent trial superiority would indicate a lack of transfer across the visual 
hemi-fields implying that top-down sensitisation is retinotopically specific.
4.2.2 Method
Observers
■ ■ i
Twenty-one observers (7 females) took part in the experiment, all with normal or 
corrected-to-normal vision.
Apparatus and stimuli
Stimuli were displayed on an EIZO FlexScan F980 CRT monitor (measuring 40.2cm 
horizontal by 30cm vertical), gamma corrected with an OptiCAL photometer, driven by 
a Visual Stimulus Generator 2/5 graphics card (Cambridge Research Systems, 
Cambridge, UK). The viewing distance was 135cm and was secured using a head and 
chin rest. The display area subtended 16.5° (horizontal) by 12.5° (vertical) visual angle. 
The screen resolution was 1024 by 768 and refresh rate was 120 Hz. A maximum of 31 
cycles/degree could be presented with this display. Stimuli were displayed on a black 
background and measured 4.07° by 4.07°. Stimuli were presented in the LVF and the 
RVF, separated along the horizontal meridian and displayed either side of the vertical 
meridian. A fixation cross was presented centrally (1°) and images were located 6.04° 
(centre of image to centre of screen) either side of fixation.
Stimuli were created from a set of 160 highway and 160 city greyscale images at a 
resolution of 250 by 250 pixels. These images were created in an identical manner to 
those used in the experiments in Chapter Two, creating a total image set of 640 scene 
images (160 LSF cities, 160 HSF cities, 160 LSF highways and 160 HSF highways), 
320 noise images (160 LSF noise images and 160 HSF noise images) and 160 backward 
masks. The absolute cut-off for the low-pass filter was 0.9 cycles/deg, and the absolute
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cut-off for the high-pass filter was 3.6 cycles/deg. The cut-off frequencies used for 
image filters were based on the filtering used in the HORS experiment in Ôzgen et al, 
(2006), which displayed filtered scene images in the LVF and RVF.
During the experiment, each filtered scene image was combined at runtime with a 
randomly selected filtered noise image of the orthogonal scale to create scene + noise 
images. This runtime combination of images was achieved by alternating the two 
images at each frame of the monitor’s refresh rate. As described in the procedure there 
were three phases in the experiment (contrast threshold estimation phase, sensitisation 
phase and test phase). For the contrast threshold phase and the sensitisation phase, the 
same filtered scene image set was used for both (the sensitisation image set). The test 
phase used a separate filtered scene image set (the test image set) because this phase 
required images that observers had not been exposed to previously. The sensitisation 
image set contained a total of 576 filtered scene images (144 LSF cities, 144 HSF cities, 
144 LSF highways, 144 HSF highways). The test image set contained a total of 64 
filtered scene images (16 LSF cities, 16 HSF cities, 16 LSF highways and 16 HSF 
highways). Each scene image in the sensitisation image set could only be used once 
during the contrast threshold estimation phase and once during the sensitisation phase 
(for each observer). Similarly, each scene image in the test image set could be used only 
once during the test phase (for each observer). The same set of filtered noise images 
were used for all three phases; a filtered noise image could be used a maximum of two 
times in the contrast threshold estimation phase, and once during the sensitisation and 
test phases. Backward masks were used a maximum of 4 times each during the contrast 
threshold estimation phase, 2 times in the sensitisation phase, and once during the test 
phase.
Procedure
The experiment consisted of three phases. The contrast threshold estimation phase was 
completed in session one and the sensitisation and test phases were completed on session 
two. The two sessions were run on consecutive days. In each of the three phases an
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LSF or HSF scene (plus noise) image would appear in one of the two locations and 
observers had to categorise it as a highway or a city, using a gamepad to make their 
response. Before the experiment started observers were shown examples of full- 
bandwidth city and highway images, and filtered scene + noise images (hereafter 
referred to as LSF/HSF images). Observers were taught to recognise LSF images as 
“coarse” images and HSF images as “fine” images. Observers were also instructed to 
make sure that they fixated on the cross in all three phases.
Contrast threshold estimation phase
Each observer’s contrast threshold for correct categorisation of scenes was estimated for 
both LSF and HSF scenes in the LVF and the RVF using the ZEST method (King- 
Smith, Grigsby, Vingrys, Benes & Supowit, 1994), which used 70% correct as the 
estimate of threshold to converge on . There were four ZEST blocks in this phase (LSF 
on the left, LSF on the right, HSF on the left and HSF on the right) and for each block 
there were three randomly interleaved independent ZEST runs. Each ZEST run 
consisted of 48 trials, and the three estimates were averaged to give a threshold estimate. 
Four final threshold estimates were obtained at the end of this phase (one for each ZEST 
block). The order in which each ZEST block was completed was random, and the 
screen at the start of each block displayed a message informing observers the scale 
(coarse or fine) and location (left or right) of the images in that block. Each block 
displayed a total of 144 trials (72 highways and 72 cities). Over all 4 ZEST blocks, 
there were a total of 576 trials. Before starting this phase, observers were given 20 
practice trials.
The beginning of each trial displayed a fixation cross in the centre of the screen. 
Observers initiated each trial with the space bar and following a one second pause a 
filtered scene image would appear for 125 msec followed by a backward mask displayed 
at 50% contrast (in the same location) for 500 msec. When the image appeared the 
fixation cross would disappear and would reappear once the observer responded. An 
auditory feedback tone indicated whether the response was correct or not. There was
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unlimited time for the observers to respond. The contrast of the filtered noise 
component of the stimulus was always displayed at 100%. The contrast of the filtered 
scene component at the start of each ZEST run was 20% for LSF images and 100% for 
HSF images. The difference in contrast is because at equivalent levels of contrast, HSF 
images are not as visible as LSF images (Hughes, 1986).
Sensitisation and test phases
Observers were assigned to one of two sensitisation pattern regimes in order to 
counterbalance. One sensitisation regime displayed LSF scenes on the left and HSF 
scenes on the right in response to sound cue one (a whistle), and HSF scenes on the left 
and LSF scenes on the right in response to sound cue two (a bell); the other sensitisation 
pattern regime displayed the opposite (see figure 4.1).
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Figure 4.1. Sensitisation patterns. Observers were assigned to one of two sensitisation regimes, and the 
figure labels the frequencies present in the scenes for each location of the display according to sound cue. 
The frequencies in brackets represent the frequencies of the scenes in incongruent trials (see text for 
further details).
The sensitisation phase consisted of 16 blocks of 16 trials. Each sound cue was used 
eight times per block; for each of the two sound cues 4 images were presented on the left 
(2 cities and two highways) and 4 on the right (2 cities and 2 highways) and the scale 
presented was in accordance with location and cue type. Therefore, each block 
presented 4 LSF cities, 4 HSF cities, 4 LSF highways and 4 HSF highways. The trial 
sequence was almost identical to that used in the contrast threshold estimation 
procedure, the only difference being that once the observer pressed space to initiate the 
trial there was a sound cue (lasting 250 msec) and a 2 second pause from the onset of the
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sound cue before the image was presented. The contrast of each scene was presented at 
each observer’s own contrast level relevant for that scale and location (as measured 
during the contrast threshold estimation phase) and the noise component was presented 
at 100% contrast. Although the experiments in Chapter Two revealed that successful 
sensitisation was achieved by avoiding the use of backward masks in the sensitisation 
phase, here it was essential that the task was difficult enough to encourage the use of the 
cues and thus backward masks were included in the sensitisation phase.
The test phase immediately followed the sensitisation phase. There were four blocks of 
16 trials in the test phase. Twelve trials per block were congruent trials; the scale of the 
scene matched the cue. The remaining 4 trials per block were incongruent trials; the 
scale of the scene presented was orthogonal to that indicated by the cue. Each sound cue 
was used eight times per block and two of the trials for each sound cue were incongruent 
trials. For each of the two cues 4 images were presented on the left and 4 were 
presented on the right, the scale of the scenes being in accordance with location, cue 
type and validity. Eight cities and 8 highways were presented per block. The trial 
sequence was identical to that in the sensitisation phase expect no auditory feedback was 
given in the test phase.
Observers were first trained to use the sound cues. For instance, observers using the first 
sensitisation pattern regime (see figure 4.1) were instructed to think "coarse fine” (as if 
reading from left to right) on hearing sound cue one and "fine coarse” on hearing sound 
cue two. Before the experiment started, observers were then given a practice with 16 
trials; the first 8 trials had auditory feedback and the last 8 trials had no auditory 
feedback. Observers were told that it was of extreme importance that they used the cues 
on all trials. For example, if they heard the cue that signalled fine on the left and coarse 
on the right, and the image then appeared on the right, observers were instructed to 
extract coarse information from the image and that this would make the categorisation 
task easier.
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4.2.3 Results
Sensitisation Phase
In the sensitisation phase, observers completed 16 blocks of 16 sensitisation trials. 
Observers correctly categorised scenes at an average of 56.16%. Unlike Experiments 
la, 1c and 2 (in Chapter Two) which successfully sensitised observers to spatial scale 
without using backward masks in the sensitisation phases, here it was necessary to 
present the scene images at threshold and to employ the backward masks in the 
sensitisation phase in order to increase the difficulty o f the task to . encourage the use of 
the sound cues. Of course, this resulted in a lower sensitisation phase performance. 
However, average sensitisation performance was significantly different from the chance 
level of 50%; t (20) = 5.485, p  < 0.001. Improvement in sensitisation performance 
across the first and last three sensitisation blocks was next explored. Figure 4.2 shows 
blocked scene recognition performance summed across the two image locations for these 
six sensitisation blocks (hence across LSF and HSF scenes).
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Figure 4.2. Summary of sensitisation performance in the sensitisation phase: percent correct recognition 
o f scenes (summed across left and right locations, and across HSF and LSF scenes), in the first and last 
three blocks of sensitisation trials. Error bars represent +/-1 standard error.
A repeated measures ANOVA with within-subjects factors of block (6) and scale (2 -  
HSF and LSF) was performed. There was no significant main effect of block {F (5, 100) 
= 1.594, p  = 0.169, partial r f  = 0.074), a significant main effect of scale (F  (1, 20) = 
4.839, /) < 0.05, partial i f  = 0.195) and no interaction (F (3.447, 68.931) = 01.397,/? = 
0.248, partial i f  = 0.065). Scene categorisation performance for LSF images (M  = 
59.13%) was superior to that for HSF images (M =  53.17%).There was a significant 
increasing linear trend of block (F (1, 20) = 6.277,/? < 0.05, partial i f  = 0.239) showing 
that sensitisation performance improved across the first and last three blocks. A one­
tailed paired sample t-test comparing the average performance on the first three blocks 
(M = 53.57%) to the average performance on the last three blocks (M = 58.73%) 
confirmed an improvement in performance across the sensitisation phase (t (20) = 2.033, 
p  < 0.05).
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Test Phase
Observers completed four blocks of 16 trials in the test phase. 12 trials in each block 
were sensitisation (congruent) trials, the remaining four were incongruent trials. Of the 
congruent trials in the test phase, observers correctly categorised scenes at an average of 
57.24% and this was significantly different from the chance level of 50%; t (20) = 4.078, 
p  < 0.005. Furthermore, there was no significant difference between LSF (M = 56.55%) 
and HSF (M = 57.94%) performance for these congruent trials; t (20) = 0.452,/? = 0.656.
Figure 4.3 summarises the performance in the test phase. The scale of the image is 
represented on the x axis, and the filled bars show performance on trials that were given 
LSF cues while the unfilled bars show performance on trials that were given HSF cues. 
It shows that when the cue is congruent with the scale of the image performance is 
higher than when the cue is incongruent. A repeated measures ANOVA with within- 
subjects factors of scale (2 — HSF and LSF) and cue validity (2 — congruent and 
incongruent) revealed a significant main effect of cue validity (F(l, 20) = 7.219, p  < 
0.05, partial i f  = 0.265), no effect of scale (F(l, 20) = 0.257, p  = 0.618, partial i f  = 
0.013) and no interaction (F(l, 20) = 0.005,/? = 0.946, partial i f  = 0.000).
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Figure 4.3. Average percent correct responses in the test phase. On the x-axis the scale of the image is 
shown. Filled bars show performance when the cue was LSF, and unfilled bars show performance when 
the cue was HSF. Vertical bars represent +/-1 standard error.
Performance on the congruent trials was significantly higher (M = 57.24%) than 
performance on the incongruent trials (M = 51.49%). Furthermore, performance on the 
incongruent trials was not significantly different from chance performance of 50%; t 
(20) = 0.773, p  = 0.448. Performance on HSF (M = 50.6%) and LSF (M = 52.38%) 
incongruent trials was equivalent; t (20) = 0.344, jp = 0.735.
4.2.4 Discussion
Experiment 5 explored whether retinotopic sensitisation to spatial scale could be driven 
by top-down attention. One cue indicated that if the image appeared in the LVF it would 
be a LSF scene and if it appeared in the RVF it would be a HSF scene, while the other 
cue indicated the opposite. As such, observers were sensitised to both LSF and HSF
1 4 9
images in both hemi-fields. The results show that observers made more accurate 
categorisation judgments in the test phase when the cue correctly indicated the scale of 
the scene that was presented; comparing the congruent trials to the incongruent trials 
revealed a superior congruent trial performance. This strongly suggests that a top-down 
attentional mechanism was at work and the observers were using the cues to aid the 
scene categorisation task. For instance, observers were sensitised to LSFs in the LVF 
following sound cue one, but were sensitised to HSFs in the LVF following sound cue 
two. On an incongruent trial, observers were presented with an HSF in the LVF 
following sound cue one. Even though they had been sensitised to HSFs in the LVF 
following sound cue two, performance on this incongruent trial dropped, showing that 
observers had been deploying attention top-down in accordance with the cue. The 
observers had to switch attention to a particular scale at a particular retinotopic location 
depending on the cue. This provides further support that the processing of spatial scale, 
as a result of sensitisation, is flexible; in congruent trials, the cue indicated the 
diagnostic scale and as a result observers were able to selectively attend to the correct 
scale component of the image and perform the categorisation task adequately. On 
incongruent trials, the cue directed attention toward the noise component of the image 
and performance suffered. This result demonstrates that SF processing can be 
influenced by top-down attention supporting the findings of Ôzgen et a l (2005) and 
Sowden et a l (2003).
Furthermore, the top-down sensitisation to spatial scale was retinal location specific. 
The reduced incongruent trial performance meant that the sensitisation as a result of the 
cueing did not transfer to the alternative hemi-field. The sensitisation to LSFs in the 
LVF as a result of one cue, for example, did not transfer to the RVF which had been 
sensitised to HSFs using this same cue. Had LSF sensitisation in the LVF transferred to 
the RVF, performance on the incongruent trial which presented a LSF image in the RVF 
following this cue, would be similar to congruent trial performance. This specificity of 
sensitisation to retinal location, also found in Experiments 1c and 2 in Chapter Two, 
suggests that sensitisation modulates the activity in retinotopically mapped visual areas.
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Sensitisation trial performance was rather low. The experiments reported in Chapter 
Two required that observers reached some criterion level in order to be included in the 
analysis. However, a criterion for observer inclusion was not included in Experiment 5 
because the task was necessarily made difficult (by implementing backward noise masks 
throughout sensitisation and presenting the scene images at contrast threshold) so that 
the use of the cues became vital. Furthermore, LSF performance was superior to HSF 
performance in the sensitisation phase. It is not clear why this is the case given that the 
cut-offs for the filters were based on those used in Ôzgen et a l (2006) and they did not 
find any bias toward either scale using these filter cut-offs. However, the separation 
distance between the two image locations were slightly different between the two 
experiments (14.07° in Ôzgen et a l (2006) and 12.07° here) which may explain the bias. 
Despite these results, sensitisation to spatial scale was achieved as revealed by a 
significant improvement in performance across the sensitisation blocks in the 
sensitisation phase, and a poorer performance on the incongruent trials when compared 
to congruent trials. Also the HSF and LSF performance discrepancy had diminished by 
the time observers had reached the crucial test phase. Although sensitisation 
performance was low overall, the results suggest that the level of sensitisation was 
adequate and the conclusions drawn from the findings are valid.
Although specificity to retinal location was found across the two hemi-fields, it does not 
suggest that the sensitisation modulates SF channels at early cortical sites. The centre- 
to-centre distance between the two image locations was large at 12.07° and it is possible 
that visual areas with RFs that encompass the entire hemi-field were sensitised to the 
spatial scales rather than visual areas with RFs covering only the image locations. 
Cortical areas with large RFs are late in the visual processing hierarchy (Kastner et al, 
2001; Smith et a l, 2001). However, Experiment 1c in Chapter Two sensitised observers 
to spatial scale in each of four quadrants of the display and demonstrated that 
sensitisation can operate on visual areas with small RFs, indicating an earlier locus of 
sensitisation. Given the difficulty of the task with just two locations, using a similar 
quadrant design for the current experiment would likely render the task impractical, as 
very extensive training would be required. Therefore, Experiment 6 uses a much more
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direct method to investigate top-down modulation of SF channels in early visual areas 
by using fMRI.
4.3 Experiment 6: An event-related fMRI investigation into top-down
attentional modulation of SF channels in early visual areas
4.3.1 Introduction
The results from Experiment 5 suggest that the spatial scale used in scene categorisation 
was influenced by observers’ expectations; observers were better able to categorise SF 
filtered scenes when the SF’s of the scenes were validly cued than when they were 
invalidly cued. Furthermore, this expectation was retinal location specific, supporting 
the results from Chapter Two that suggest sensitisation to spatial scale influences 
activity in retinotopic visual areas. The present experiment used fMRI to directly 
investigate whether top-down sensitisation to spatial scale does indeed modulate the 
activity of SF channels in early cortical areas. Most neuroimaging studies investigating 
the effects of attention in early visual areas have used spatial attention tasks (e.g. 
Brefczynski e/a/., 1999; Gandhi ef a/., 1999; Kastner ef a/., 1999; Martinez eZ a/., 1999; 
Somers et al, 1999). However, the present study explores whether attention to a non- 
spatial feature, SF, can influence neural activity at early stages of the visual processing 
hierarchy.
Previous fMRI studies investigating the influence of cueing particular stimulus locations 
or features on neural activity have found that not only does attention modulate the 
stimulus-evoked responses of the incoming stimulus with the attended attribute but also 
that those areas that process this attribute show increases in baseline activity prior to the 
presentation of the stimulus. This preparatory activity has been demonstrated in several 
experiments (Luck et a l, 19997; Chawla et a l, 1999; Corbetta et a l, 2000; Hopfmger et 
al, 2000; Giesbrecht et al, 2006; Kastner et al, 1999; Macaluso et al, 2003; Ress et al, 
2000; Ruff & Driver, 2006; Serences et a l, 2004; Shulman et al, 1999) and it has been 
suggested that attention modulates baseline activity in the relevant visual area that
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processes the to-be attended stimulus attribute, which in turn enhances the neural 
response to the attended sensory input when it is subsequently presented. For instance, 
Chawla et al. (1999) found that attention to motion or colour increased baseline activity 
within V5 (if motion) or V4 (if colour), and in doing so the sensitivity to a subsequently 
presented motion or colour stimulus was increased. The goal of the current experiment 
was to investigate whether cueing the SF of the forthcoming scene image would give 
rise to preparatory activity in early visual areas. However, an increase in neural activity 
in the absence of stimulus presentation does not on its own suggest that the attention- 
directing cue is preparing the relevant SF channels to respond to the scale information in 
the to-be-presented scene image. It might be that the preparatory activity is preparing 
the visual area more generally (Kastner et a l, 1999), such as preparing it to respond to 
an image regardless of its SF content. Thus, analysis of the stimulus-evoked neural 
responses to the filtered scene images will indicate the specificity of the cue. Crucially, 
the design included congruent and incongruent trials. Like Experiment 5, incongruent 
trials presented a scene image where the SF content was orthogonal to that indicated by 
the cue. If the effect of the cue was to bias the relevant SF channels to be more sensitive 
to the SF of the presented scene then it was expected that there would be increased 
neural activity to filtered scenes where the SF content matched that indicated by the cue. 
The response to the incongruent scene images should not evoke such a great response 
because the relevant SF channels for these trials had not been biased by attention to 
process the meaningful SF content of the scene.
Standard retinotopic mapping procedures were performed to identify observers’ early 
visual areas (ventral and dorsal VI, V2 and V3 for both hemispheres). An event-related 
fMRI design was used to measure cortical activity in the visual processing areas while 
observers performed the scene categorisation task at contrast threshold. Auditory cues 
were used to indicate to the observer the scale of the centrally presented scene image 
that followed (either HSF or LSF) and the task was to categorise the scene as a city or 
highway. Prior to this scanned cueing experiment, observers undertook two sessions of 
sensitisation in order to sensitise their visual systems to use the appropriate spatial scales 
in response to the auditory cues. The cueing paradigm used in the scanned cueing
153
experiment did not permit brain activity to the attention directing cues to be 
distinguished from the subsequent stimulus-evoked response in the congruent and 
incongruent trials. Therefore, cue-only trials were included (cf Corbetta et al, 2000; 
Macaluso et al, 2003; Shulman et a l, 1999) to investigate any preparatory activity in 
the visual areas in response to the auditory cues. Here, although the observer was cued 
to expect a particular scale, no scene image was presented. If the cue does act top-down 
to prepare the visual areas for the expected stimulus then there should be activation in 
these areas for the cue-only trials. Such activation would not be due to a visual stimulus 
as one was never displayed. Cue-no-stimulus control trials, where the observers were 
cued to expect no image, were added to isolate the effect o f a non-informative auditory 
cue per se. It was expected that there would be greater activity in early visual areas for 
cue-only trials than for the cue-no-stimulus trials. Behavioural responses to the 
congruent and incongruent trials were recorded to check whether observers were 
adequately sensitised to the top-down cues and as such performance on congruent trials 
was expected to be higher than performance on the incongruent trials in line with 
previous findings (Experiment 5; Sowden et al, 2003; Ôzgen et al, 2005).
4.3.2 Method
Observers
Eleven observers (5 female) took part in the experiment, all with normal or corrected-to- 
normal vision.
Apparatus and stimuli
A ‘dummy’ fMRI scanner was used to both to measure each observer's own contrast 
sensitivity function (CSF) and for the first sensitisation session (see procedure). The 
dummy scanner used an LCD projector to display the images, thus making the visual 
stimuli closely match those displayed in the fMRI scanner which also used an LCD
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projector. The dummy scanner involved observers lying in a bore, thus serving to 
prepare the observers for the physical constraints of the fMRI scanner.
Visual stimuli were projected onto a screen placed at the rear of the bore for both the 
dummy scanner and the fMRI scanner using the identical apparatus and display 
dimensions as those used in Experiments 3b ( for the dummy scanner) and 4 (for the 
fMRI scanner) reported in Chapter Three. The images were displayed centrally on a 
black background and measured 8.2° x 8.2° in the dummy scanner and 10.24°x 10.24° in 
the fMRI scanner. The fixation cross was presented centrally (1°). Observers indicated 
whether they saw a highway or a city using a game pad held in their dominant hand. 
The auditory stimuli were presented binaurally using speakers within the dummy 
scanner and headphones for the fMRI scanner.
The auditory cues consisted of the words “coarse” to indicate a LSF image, “fine” to 
indicate a HSF image and “none” to indicate no image. Each of these cues lasted for 
300 msec. Short sounds were used to indicate correct and incorrect responses.
Visual stimuli were created from a set of 160 highway and 160 city greyscale images 
and were created in an identical manner to those used in the experiments of Chapter 
Two. The absolute cut-off for the low-pass filter was 1 cycle/deg, and the absolute cut­
off for the high-pass filter was 4 cycles/deg. Such frequencies were selected, through 
pilot work, on the basis that there were not any biases towards a given frequency. A 
total image set of 640 scene images (160 LSF cities, 160 HSF cities, 160 LSF highways 
and 160 HSF highways), 320 noise images (160 LSF noise images and 160 HSF noise 
images) and 160 backward masks was created. During the experimental sessions, each 
filtered scene image was combined at runtime with filtered noise as in Experiment 5.
As described in the procedure (below) there were four phases in the experiment (contrast 
threshold estimation phase, two sensitisation phases and the scanned cueing experiment) 
and each phase used the same filtered scene, filtered noise and backward mask images. 
Within each phase, each of these image types could only be used once for each observer
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(with the exception of the backward masks in the scanning phase, each of which could 
be used a maximum of twice).
Procedure
Before the contrast thresholds were measured observers were shown examples of full- 
bandwidth city and highway images, and HSF and LSF scene images (each combined 
with noise of the orthogonal scale). Observers were taught to recognise LSF images as 
“coarse” images and HSF images as “fine” images. Observers were reminded before 
each testing session to make sure that they fixated on the cross.
Contrast Threshold Estimation
Within the dummy scanner, each observer’s contrast threshold for correct categorisation 
of scenes was estimated for both LSF and HSF scenes in the centre of the screen using 
the ZEST method (King-Smith et a l, 1994), which used 70% correct as the estimate of 
threshold to converge on. There were two ZEST blocks (one for LSF images and one 
for HSF images) and for each block there were three randomly interleaved independent 
ZEST runs. Each ZEST run consisted of 48 trials, and the three estimates were averaged 
to give a threshold estimate. Two final threshold estimates were obtained at the end of 
this phase (one for each ZEST block). At the start of each block the screen displayed a 
message informing observers the scale (coarse or fine) of the images in that block. Each 
block displayed a total of 144 trials (72 highways and 72 cities), giving a total of 288 
trials. Before starting this phase, observers were given 20 practice trials.
The beginning of each trial displayed a fixation cross in the centre of the screen. 
Observers initiated each trial with a button press and following a one second pause a 
filtered scene image would appear for 66.67 msec (4 frames at 60 Hz) followed by a 
backward mask displayed at 50% contrast (in the same location) for 500 msec (30 
frames at 60 Hz). When the image appeared the fixation would disappear and would 
reappear once the observer responded. An auditory feedback tone indicated whether the
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response was correct or not. There was unlimited time for the observers to respond. 
The contrast of the filtered noise component of the stimulus was always displayed at 
100%. The contrast of the filtered scene component at the start of each ZEST run was 
20% for LSF images and 100% for HSF images.
Sensitisation Session One
The first sensitisation phase took place within the dummy scanner (either the day before 
or on the morning of the day of the scanned cueing experiment) and this phase is 
hereafter referred to as dummy scanner sensitisation. This phase consisted of 216 trials. 
The first 150 trials were all congruent trials, i.e. a sound cue was always followed by a 
scene image composed of the appropriate scale (i.e. if the sound cue was “fine” a HSF 
image followed). The last 66 trials consisted of a random sequence of 54 congruent 
trials and 12 cue-no-stimulus trials (the auditory cue was “none” and no image 
followed). These cue-no-stimulus trials were included to prepare the observers for this 
trial type in the scanning experiment. For the congruent trials, there were 102 HSF 
images and 102 LSF images presented. For each scale, 51 scene images were highways 
and 51 were cities. Once the observer had made a response one of two feedback sounds 
was presented to indicate whether the response was correct or incorrect. The contrast of 
each scene was presented at each observer’s own contrast level relevant for that scale, as 
measured by the ZEST procedure. The filtered noise component of the image was 
displayed at 100% contrast.
Due to the haemodynamic response overlap of successive trials in rapid event-related 
fMRI studies, one important consideration to include in the design is that of jittering 
(Burock et al., 1998). Jittering involves varying the interval between the stimuli rather 
than using a fixed amount of time. In the current experiment, the ISI between the cue 
and target (i.e. the scene image) was fixed and both these components of the trial were 
considered as one unit, with each trial type being treated as a separate unit. Therefore, to 
satisfy this requirement of an event-related design, the inter-trial interval (ITI) was 
jittered instead. Because jittering was included in the scanned cueing experiment it was
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also included in the dummy scanner sensitisation to prepare the observers for variable 
intervals between trials when performing the scanned cueing experiment.
Each trial (see figure 4.4) began with a central fixation cross and after one second an 
auditory cue (lasting 300 msec) was presented. 1500 msec after cue onset the scene 
image appeared for 66.67 msec (4 frames at 60 Hz), followed by the backward mask for
433.3 msec (26 frames at 60 Hz). There were two seconds for the observer to respond 
and during this time there was no fixation. Once the observer responded the fixation 
reappeared. Following the response an auditory tone was presented to indicate whether 
the response was correct or not. If the observer did not respond within the two second 
response window this was considered as an incorrect response. Although the cue-no- 
stimulus trials did not present an image, fixation still disappeared for these trials at the 
same time in the trial sequence as for congruent trials in order to make these trials as 
similar as possible. The trial length was 5 seconds. The ITI was either 1, 3 or 5 
seconds. Each of these ITIs was equally represented for each trial type. For example, 
there were 150 congruent trials and each of the ITIs preceded the congruent trials 50 
times each.
Before the experiment started, observers were given a practice with 12 congruent trials 
and 4 cue-no-stimulus trials. Observers were told that it was of extreme importance that 
they used the cues on all trials. For instance if they heard the cue "coarse" they were 
told to extract coarse detail from the image and this would make the categorisation task 
easier.
Sensitisation Session Two
The second sensitisation phase took place the within the fMRI scanner immediately 
before the scanned cueing experiment and this phase is hereafter referred to as pre­
scanning sensitisation. This phase was intended to refresh the dummy scanner 
sensitisation and to prepare observers for the actual scanning experiment by allowing 
them to become familiarised and relaxed with the conditions of the fMRI scanner.
158
Because of this, variable ITIs were not included here and there were only 50 congruent 
trials (equally divided between HSF and LSF images, and for each scale there were 12 
highways and 13 cities). This phase lasted approximately 5 minutes.
Scanned Cueing Experiment
The scanned cueing experiment contained four trial types plus null events. As well as 
the congruent and cue-no-stimulus trials, there were incongruent and cue-only trials. 
Incongruent trials were identical to congruent trials except that the auditory cue 
indicated the scale orthogonal to that comprising the scene component of the image. 
Observers were not aware that there would be incongruent trials. Cue-only trials 
presented an auditory cue, yet no image was actually presented. Observers were pre- 
wamed that there would be trials of this type but instructed to always prepare to see an 
image on hearing a “coarse” or “fine” cue. The trial sequence and timings (including the 
three equally represented ITIs) were identical to those of dummy scanner sensitisation 
except that there was no auditory feedback following responses to the congruent and 
incongruent trials, plus the experiment began and ended with 30 seconds of fixation. 
Like the cue-no-stimulus trials, observers were not required to make a response for the 
cue-only trials. Figure 4.4 depicts the timings of the various components of the different 
trial types. Null events consisted only of fixation and were included to act as a baseline 
and also added extra jitter. The duration of null events was the same as the other trials 
(5 seconds) and from the observer’s perspective, although not being aware of these 
trials, the null events simply acted to vary the time between trials even more. Variable 
ITIs also preceded null events.
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Figure 4.4. Schematic of the four different trial types in the scanned cueing experiment, a) Congruent 
and incongruent trials contained an auditory cue and image. These trial types required the observers to 
make a response, b) Cue-only and cue-no-stimulus trials presented no image thus no response was 
required.
There were 150 congruent trials, 12 incongruent trials, 21 cue-only trials, 21 cue-no- 
stimulus trials and 75 null events. For the congruent and incongruent trials, both 
presented equal numbers of LSF and HSF scene images. Equal numbers of highways 
and cities were also shown for the incongruent trials, although this split was not quite 
equal for the congruent trials (there were 75 HSF images and 75 LSF images, therefore 
for each scale the split between highways and cities was 37 and 38). Similarly, ‘fine’ 
and ‘coarse’ auditory cues for the cue-only trials were split unequally between 10 and 
1 1 .
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It was important that there were a large proportion of congruent trials in the scanned 
cueing experiment in order to maintain sensitisation throughout the duration of the 
experiment. The inclusion of too many trials belonging to the other conditions could 
have had the effect of eliminating sensitisation to spatial scale, either by the regular 
presentation of an image of the orthogonal scale to that cued (incongruent trials) or by 
not showing any image at all (cue-only and cue-no-stimulus trials). The proportion of 
congruent trials was approximately 3/4 of the total number of trials (excluding null 
events), leaving the remaining proportion to be split between incongruent, cue-only and 
cue-no-stimulus trials.
The trials were pseudo-randomly distributed within a run. Constraints with regards to 
which trial types could be adjacent to another were decided beforehand and entered into 
a computer program that generated a sequence list. For "instance, it was specified that no 
cue-only trials followed another cue-only trial. It was also specified that the number of 
times one trial type followed another trial type should be the same number of times that 
it preceded it in order to counterbalance. The scanning experiment lasted for a duration 
of 39 minutes 12 seconds.
Retinotopic Mapping
Immediately after the scanned cueing experiment, fMRI retinotopic mapping data were 
collected from each observer. Polar angle retinotopic mapping data was acquired from 
each observer in an identical manner to Experiment 4 of Chapter Three, except that an 
added measure to ensure observers were attending to the checkerboard stimuli was that a 
red patch intermittently appeared somewhere on the wedge and observers had to make a 
key press on its appearance.
fM R I data acquisition and pre-processing
The experiment was conducted using a 3T Siemens Trio scanner. High-resolution 
anatomical images of the entire brain were collected for each subject using a saggital T1
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weighted three-dimensional MPRAGE sequence (TR = 1900 msec, TE = 5.57 msec, flip 
angle = 11°, FOV = 256 x 256mm, matrix = 256 x 256, voxel size: I x l x l  mm). 
Functional images were collected using T2* weighted EPI pulse sequences (TR = 2000 
msec, TE = 30 msec, flip angle = 90°, FOV = 192 x 192mm, matrix = 64 x 64, voxel 
size: 3 x 3 x 3  mm). Each EPI image comprised of 28 axial slices positioned to cover 
the occipital lobe. Functional imaging data were collected for the scanned cueing 
experiment (1146 volumes) and for the two runs of polar angle mapping (136 volumes 
each).
The functional data were analysed using Brain Voyager QX version 1.4 
(Brainlnnovation, Maastricht, Netherlands). The functional MRI data pre-processing 
involved 3D motion correction, slice timing correction, temporal filtering (linear trend 
removal and high pass filtering of frequencies above 3 (cueing experiment) or 4 (polar 
mapping) cycles per time course). The polar mapping data were also spatially smoothed 
(FWHM = 6mm). For every observer, each functional data set was co-registered with 
the anatomical image and transformed into stereotactic space (Talairach & Toumoux, 
1988).
The procedure for anatomical data preparation and retinotopic mapping was identical to 
that in Experiment 4 of Chapter Three. The ROIs were ventral and dorsal VI, V2 and 
V3 for both hemispheres.
fM R I Data Analysis
Data from the scanned cueing study were first analysed using the General Linear Model. 
Correct and incorrect responses to the congruent trials were modelled separately (an 
interesting aside was to examine whether there was a relationship between categorisation 
performance and the stimulus-evoked response). The stimulation epochs (each epoch 
lasted for two seconds from cue onset) for each of the six conditions (congruent correct, 
congruent incorrect, incongruent, cue-only, cue-no-stimulus and null events) were
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convolved with a gamma function (delta = 2.5 sec, tau = 1.25 sec; Boynton et al, 1996) 
and a statistical model was fit for each observer.
To extract the BOLD response for each trial type for each ROI, event-related averaging 
was performed. This produces a BOLD signal average of all the trials for each condition 
within a temporal window. Extracting event-related averages from the entire ROI could 
result in including data from voxels that were not significantly activated by the task. 
Therefore, to increase the sensitivity of the analysis only those voxels within each ROI 
that were modulated by visual stimulation were included in the event-related averaging 
analysis. For each ROI, a contrast was performed to identify those voxels activated by 
the congruent trials because these trials presented visual stimulation. The contrast was 
the sum of congruent correct and congruent incorrect trials minus null events. The 
statistical results from this contrast were thresholded using a false discovery rate (FDR) 
correction for multiple comparisons of 0.05 (Genovese, Lazar & Nichols, 2002).
The activated voxels from each ROI were then subjected to event-related averaging. A 
temporal window from 2 time points (4 seconds) before cue onset to 9 time points (18 
seconds) after cue onset was defined. The baseline for calculating the percent signal 
change (PSC) was defined as the average BOLD signal during the 2 time points (4 
seconds) preceding each cue onset for each condition. Event-related averages for each 
condition (excluding null events) were extracted for each observer for each of the right 
and left, dorsal and ventral VI, V2 and V3 ROIs. For each visual area, the statistical 
analyses used the peak BOLD responses for each condition as a measure of response 
amplitude. The peak time points were based on the time courses averaged across 
observers and were both the third and fourth time points after cue onset (i.e. 6 and 8 
seconds after cue onset). The haemodynamic response tends to peak around 5-7 seconds 
after the onset of the event that causes the activation (Smith, Cotillon-Williams & 
Williams, 2006), thus analysing the activation for these time points is a reasonable 
approach to analysing this data.
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4.3.3 Results
Data for one observer were not collected during the pre-scanning sensitisation session 
due to technical difficulties. One observer was discarded from the ROI analysis due to 
the poor quality of the retinotopic mapping data.
Behavioural Results
To investigate whether observers had been sufficiently sensitised, top-down, to spatial 
scale using the auditory cues, correct scene recognition performance was calculated for 
the congruent trials of the dummy scanner sensitisation session, the pre-scanning 
sensitisation session and the scanned cueing experiment (see figure 4.5).
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Figure 4.5. Percent correct scene recognition performance on congruent trials (where the cue correctly 
indicated the scale of the forthcoming scene image). Dummy scanner sensitisation was completed the 
day before (or on the morning of) the pre-scanning sensitisation which immediately preceded the scanned 
cueing experiment. Vertical bars represent +/- 1 standard error.
Figure 4.5 shows that performance on the congruent trials clearly drops in the fMRI 
scanner when compared to performance in the dummy scanner. A repeated measures 
ANOVA with the main factor of session (3 -  dummy scanner performance, pre-scanning 
performance and scanning performance) revealed there to be a significant effect of 
session; F(2, 18) = 8.8,/? < 0.005, partial r|2 = 0.494. To see where these differences lie, 
post hoc testing using Newman-Keuls correction for multiple comparisons was 
performed. Dummy scanner congruent trial performance was significantly better than
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performance pre-scanning (p < 0.005) and during scanning (p < 0.005). Pre-scanning 
and during scanning congruent trial performance did not significantly differ (p = 0.6).
Successful sensitisation to spatial scale using auditory cues can be investigated by 
comparing correct scene recognition performance on congruent trials to incongruent 
trials. If the auditory cues during the sensitisation sessions were sensitising observers to 
use a particular scale in the scene categorisation task, then performance on the 
incongruent trials should be worse because observers would have been using the 
incorrect scale (i.e. the noise component of the image) to categorise the image. During 
the scanned cueing experiment, incongruent trials were presented to the observers. A 
repeated measures ANOVA with main factors of congruency (2 -  congruent and 
incongruent) and scale (2 -  HSF and LSF) was carried out to see if there were any 
differences in performance between congruent and incongruent trials and also to see if 
there were any differences between HSF and LSF performance for both these trial types. 
The ANOVA revealed there to be no significant effect of congruency (F(l, 10) = 0.165, 
p  = 0.693, partial i f  = 0.016), a significant effect of scale (F(l, 10) = 14.572,/? < 0.005, 
partial i f  = 0.593) and a significant interaction between congruency and scale (F(l, 10) 
= 5.162, p  < 0.05, partial rj2 = 0.34). Performance on the congruent (54.53%) and 
incongruent (53.03%) trials was very similar, suggesting insufficient sensitisation to the 
auditory cues. Performance on LSF (59.75%) images was significantly superior to HSF 
(47.81%) performance. This scale difference was not present in the dummy scanner 
sensitisation session; performance on HSF (M = 58.47%) and LSF (M =  63.19%) scenes 
in the dummy scanner was similar (Z (10) = 1.539,/? = 0.155).
To investigate the interaction between scale and congruency post hoc testing using 
Newman-Keuls correction for multiple comparisons was performed. This revealed there 
to be significantly better performance on both validly cued (congruent trials) LSF 
images (p < 0.05) and invalidly cued (incongruent trials) LSF images (/? < 0.005) 
compared to invalidly cued HSF images (See figure 4.6). The superior performance on 
LSF trials might account for the lack of a congruency effect.
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Figure 4.6. Percent correct scene categorisation performance on validly and invalidly cued (congruent 
and incongruent trials respectively) HSF and LSF images during the scanned cueing experiment. On the x- 
axis the scale of the scene image is shown. Filled bars show performance when the cue was LSF, and 
unfilled bars show performance when the cue was HSF. Vertical bars represent +/- 1 standard error.
Although there was no difference in performance between congruent and incongruent 
trials, comparing both these trial types against chance performance level of 50%
(using a Bonferroni corrected p value of 0.025) does reveal that performance on 
congruent trials is significantly better than chance {t (10) = 3.824, p  < 0.025) while 
performance on incongruent trials is no different from chance (t (10) = 0.803, p  = 
0.441).
fM RI Results
For every observer, the event-related averages were combined across hemispheres and 
across ventral and dorsal regions to produce a single averaged measure for each
1 6 7
condition for VI, V2 and V3 separately: Presented in figure 4.7 are the event-related 
averages for each condition extracted from V I, V2 and V3, and averaged across 
observers.
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Figure 4.7. Event-related averages for each condition (combined across dorsal and ventral areas and 
across hemispheres) extracted from area a) VI, b) V2 and c) V3. Each line represents the average of all 
trials of a particular condition, averaged across all observers. Time is represented on the x-axis and 0 
seconds corresponds to the time of cue onset. Vertical bars represent +/- 1 standard error.
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Figure 4.7 displays the event-related averages for each condition extracted from VI, V2 
and V3. There are several aspects of the time courses for each visual area presented in 
figure 4.7 that are worth noting. First, the time courses for congruent correct and 
congruent incorrect are almost identical. Indeed, paired sample t-tests comparing the 
average of time points 3 and 4 for the congruent correct trials against the average of time 
points 3 and 4 for the congruent incorrect trials reveal no significant differences for all 
three areas (VI: t (9) = 0.582,/? = 0.575; V2: t (9) = 0.341,/? = 0.741; V3: t (9) = 0.222, 
p  = 0.829). The statistical analyses that follow average the time courses for congruent 
correct and congruent incorrect trials to give a single congruent trial time course. 
Second, trials that displayed visual stimulation (congruent correct, congruent incorrect 
and incongruent trials) evoked larger activation than conditions that did not. Third, the 
magnitude of the neural activity for congruent (correct and incorrect) trials was greater 
than incongruent trials. Both congruent and incongruent trials presented a visual 
stimulus and the difference between these trials was that incongruent trials presented an 
image of the orthogonal scale to that which was cued, while the congruent trials 
correctly cued the scale of the image. Presumably, that the top-down cue matched the 
scale information in the bottom-up visual stimulus resulted in the greater activation level 
seen for the congruent trials. Fourth, the cue-only trials did not evoke such a high level 
of activation as the congruent and incongruent trials. Because the BOLD response 
reflects the sum of the neural activation for the cue and the target (the analysis did not 
separate cue-related activity from target-related activity), it is not surprising that there 
should be greater activity for the congruent and incongruent trials when compared to 
cue-only trials. Fifth, cue-only trials evoke slightly greater activation than cue-no- 
stimulus trials and, because neither of these trials presented an image, this indicates that 
cue-only trials gave rise to preparatory activity.
Area VI
To examine differences in peak activation levels between the 4 conditions in VI, a 
repeated measures ANOVA with main factors of condition (4 -  congruent, incongruent,
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cue-only and cue-no-stimulus) and time (2 -  time points 3 and 4) was performed. This 
revealed there to be a significant main effect of condition (F (3, 27) = 3.004, p < 0.05, 
partial i f  = 0.250), no main effect of time (F ( 1, 9) = 1.462, p  = 0.257, partial p2 = 0.14) 
and an interaction between condition and time (F (3, 27) = 6.688, p  < 0.005, partial p2 = 
0.426).
To investigate where the differences between conditions lay post hoc testing using 
Newman-Keuls correction for multiple comparisons was performed. This revealed there 
to be significantly greater activation for the congruent when compared to cue-no- 
stimulus trials {p < 0.05). However, analysing activation for time points 3 and 4 
combined does not capture the differences in the peak activation amongst the different 
conditions (for example, cue-only trials peak at time point 4 while congruent trials peak 
at time point 3). Therefore, a more revealing analysis is the interaction between 
condition and time, as this would highlight any differences between conditions at their 
peak activation levels. To aid in the visualisation of the interaction, figure 4.8 plots 
percent signal change for each of the four conditions and each line represents a time 
point (3 and 4).
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Figure 4.8. Percent signal change for each condition at time points 3 and 4 in area VI. Vertical bars 
represent +/- 1 standard error.
Figure 4.8 demonstrates that cue-only activation peaks at time point 4, while all other 
conditions peak at time point 3. Presumably, that no visual stimulus was presented for 
these cue-only trials meant that preparatory activity was not terminated resulting in the 
sustained neural activity seen here. Post hoc comparisons using Newman-Keuls 
correction for multiple comparisons were used to investigate the interaction between 
condition and time. Of the 28 post hoc comparisons made, 20 were significant: 
Therefore, it is more useful to summarise the pattern of findings (a table o f the p values 
for these comparisons can be found in Appendix B). First, congruent trials evoke 
significantly higher activity in VI at time point 3 than the other three conditions (at both 
time points), and significantly higher activity at time point 4 than cue-only and cue-no- 
stimulus conditions (at both time points). Incongruent trials evoke significantly more 
activity at time point 3 than cue-only trials at both time points, and evoke more activity 
at both time points than cue-no-stimulus trials (at both time points). The cue-only trials 
gave rise to significantly more activity at time point 4 than cue-no-stimulus trials (again, 
at both time points). Second, when comparing time point 3 against time point 4 for each 
condition, only congruent trials have significantly higher activity at time point 3. 
Presumably, the significant differences between time points 3 and 4 for the congruent 
trials is because these evoke the most activity in VI; the smaller activity levels evoked 
by the other conditions resulted in this time point difference being non-significant.
The results of this interaction reveals that the stimulus-evoked activity for congruent 
trials was significantly greater than that for incongruent trials, strongly suggesting that 
the cue acted to bias the relevant SF channels in VI to respond to the SF of the presented 
scene. Furthermore, when comparing those time points which had peak activity for each 
condition (time point 3 for congruent and incongruent, and time point 4 for cue-only) 
against the cue-no-stimulus trials at both time points, there was significantly greater 
activity in these conditions. The cue-no-stimulus trials acted as a control since no visual 
area activation was expected for these trials and the finding that the cue-only condition 
at time point 4 shows enhanced activity when compared to the cue-no-stimulus 
condition suggests that the cue-only trials induced preparatory activity in VI.
172
Another way to investigate preparatory activity is to compare the cue-only condition 
against a flat line which indicates no haemodynamic response. The cue-no-stimulus 
condition was also compared against a flat line. For both conditions, the average of time 
points 3 and 4 was compared against zero. Paired sample t-tests (using a Bonferroni 
corrected p value of 0.025) were performed and revealed a significant difference 
between cue-only trials and zero {t (9) = 3.518, p  < 0.01) and no significant difference 
between cue-no-stimulus and zero (t (9) = 0.903, p  -  0.39).
Extrastriate Areas V2 and V3
Similar results to that found in VI were evident in extrastriate visual areas V2 and V3. 
The event-related averages for each condition extracted from V2 and V3 (see figure 4.7b 
and 4.7c) were similar in shape to those extracted from VI (figure 4.7a).
To investigate differences in peak activation levels between the 4 conditions for area V2, 
a repeated measures ANOVA with main factors of condition (4 -  congruent, 
incongruent, cue-only and cue-no-stimulus) and time (2 -  time points 3 and 4) was 
performed. This revealed there to be no significant main effect of condition {F (1.49, 
13.44) = 3.189, ^  = 0.084, partial i f  = 0.262), no main effect of time {F (1,9) = 0.756, jy 
= 0.407, partial i f  = 0.077) and an interaction between condition and time (F  (3, 27) = 
7.508, p  < 0.005, partial i f  = 0.445). Post hoc comparisons using Newman-Keuls 
adjustment for multiple comparisons were conducted to investigate the significant 
interaction (a table of the p values are included in Appendix B). Results of these 
comparisons were similar to those found in VI. The main differences between VI and 
V2 are that in V2, it is only at time point 3 that incongruent trials are different from cue- 
no-stimulus trials at both time points. Also, the time point at which cue-only trials peak 
(time point 4) evokes only significantly greater activity than cue-no-stimulus trials at 
time point 3. The alternative preparatory activity analysis, comparing cue-only and cue- 
no-stimulus conditions (averaged across time points 3 and 4) against a baseline of zero 
using paired sample t tests (using a Bonferroni corrected p value of 0.025) was
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performed. This revealed a significant difference between the cue-only condition and 
zero (t (9) = 2.757, j? < 0.025) and no significant difference between the cue-no-stimulus 
condition and zero (/ (9) = 0.538, j? =0.604).
To investigate differences in peak activation levels between the 4 conditions for area V3, 
a repeated measures ANOVA with main factors of condition (5 -  congruent, 
incongruent, cue-only and cue-no-stimulus) and time (2 -  time points 3 and 4) was again 
performed. This revealed there to be no significant main effect of condition (F (1.45, 
13.041) = 2.175,/? = 0.16, partial r|2 = 0.195), no main effect of time CF(1, 9) = 4.373,/? 
= 0.066, partial r|2 = 0.327) and a significant interaction between condition and time (F 
(3, 27) = 10.422,/? < 0.001, partial i f  = 0.537). Post hoc comparisons using Newman- 
Keuls adjustment for multiple comparisons were made to investigate the significant 
interaction (a table of the p values are included in Appendix B). The differences 
between V3 compared to both VI and V2 are that there are no significant differences 
between the congruent trials at time point 4 and the incongruent trials at time point 4, the 
cue-only trials at Time point 3, and the cue-no-stimulus trials at time point 4. Also there 
are no significant differences between cue-only trials at time point 4 and the cue-no- 
stimulus trials at both time points. Again, the alternative preparatory activity analysis 
that compares cue-only trials and cue-no-stimulus trials (averaged across time points 3 
and 4) against a baseline of zero using paired sample t tests (using a Bonferroni 
corrected p value of 0.025) was performed. This revealed no significant differences 
between the cue-only trials and zero (t (9) = 1.448, p  = 0.182) and the cue-no-stimulus 
trials and zero (t (9) = 0.394,/? =0.703).
Attentional Modulation
In each of the three visual areas, the incongruent trials evoked a smaller response than 
the congruent trials. Because the stimulus was identical for both conditions, this 
difference must be due to the attentional manipulation, i’e. the congruent trials cued 
observers to attend the diagnostic scene scale, while the incongruent trials cued 
observers to attend the non-informative noise scale. To compare the amount of
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attentional modulation across the three visual areas, it was necessary to calculate an 
attentional modulation index (AMI). Measuring the strength of the attention effect on 
the basis of fMRI amplitudes is difficult to interpret since a large amplitude, for 
example, could either be due to a large attentional effect or due to the stimulus evoking a 
large response. Thus, calculating an AMI is a common practice in studies of attention 
(e.g. Gandhi et a l, 1999; Kastner et a l, 1999; Liu et a l, 2007) as it allows one to 
quantify the size of the effect of attention and, for the present purpose, allows 
comparisons to be made across visual areas. For instance, although figure 4.8 indicates 
that the amplitudes of neural activity decrease from VI to V3 this does not necessarily 
mean that the attentional effect decreases. The fMRI responses to the congruent and 
incongruent conditions were averaged across peak time points 3 and 4 and the AMI was 
calculated using the following formula:
Incongruent -  Congruent
| Incongruent | + | Congruent |
The mean AMI values for each visual area were -0.2 for VI, -0.31 for V2 and -0.29 for 
V3. The negative AMI values indicate that there was a stronger response to congruent 
trials than to incongruent trials for each visual area. The AMI values were similar across 
visual areas as revealed by no significant effect in a repeated measures ANOVA (F  (2, 
18) = 2.121,/> = 0.149, partial r|2 = 0.191).
4.3.4 Discussion
The purpose of the experiment was to examine 1) pre-target modulations of neural 
activity when observers were cued to attend to a particular SF in the to-be-presented SF 
filtered scene + noise image, and 2) the stimulus-evoked neural response to the scene 
images when the SF’s of these images were validly and invalidly cued. The areas of the 
brain under scrutiny were early visual areas that were identified using retinotopic
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mapping. Using event-related fMRI, neural activity was measured during a cueing 
paradigm where the cues directed attention to extract LSF or HSF information from the 
subsequently presented scene image. Crucially, on some trials no scene image was 
presented. These “cue-only” trials allowed the investigation of the effect o f the cue on 
the neural activity in early visual areas independently from the effects of the presentation 
of the target scene image. It was hypothesised that there would be an increase in neural 
activity, or preparatory activity, in response to the cue. The design also included trials 
that correctly cued (congruent trials) and incorrectly cued (incongruent trials) the SF of 
the forthcoming stimulus. The second hypothesis was that the cue directs attention to 
bias the relevant SF channel to be more responsive to the cued SF component of the 
incoming image so that when the SF of the scene matched the SF that was cued (i.e. 
congruent trials) there would be greater stimulus-evoked activity as compared to when 
the scale of the scene does not match the cue (i.e. incongruent trials).
The prediction that early visual areas would exhibit preparatory activity was based on 
previous studies that show attentional modulation in response to a cue but in the absence 
of the target (Luck et al, 19997; Chawla et a l, 1999; Corbetta et al, 2000; Hopfinger et 
al, 2000; Giesbrecht et al, 2006; Kastner et a l, 1999; Macaluso et al, 2003; Ress et al, 
2000; Ruff & Driver, 2006; Serences et a l, 2004; Shulman et al, 1999). Consistent 
with these studies, analysis of the peak activity of the cue-only trials in VI revealed 
there to be greater activity for these trials than those that cued observers to expect no 
image (the cue-no-stimulus trials). This effect was also observed in V2, albeit weaker. 
Both these trial types were identical in that they both presented a cue and neither 
presented a scene image. The difference was that the cue-only trials specifically 
directed attention towards a particular SF, while the cue-no-stimulus trials were neutral 
and did not direct attention towards either SF. Therefore, the difference in neural 
activity can only be due to the difference in attentional demands between these two 
conditions, strongly suggesting that the cue acts to prepare VI to respond to the image. 
This is supported by the alternative analysis of comparing peak neural activity to a 
baseline of zero; cue-only activity was significantly greater than zero while cue-no- 
stimulus trials were not. Indeed, comparing cue-only trials against a baseline of zero
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might be a more valid approach than comparing them against cue-no-stimulus trials. 
Although observers were cued to expect no image, there was evidence that cue-no- 
stimulus trials evoked some activation in the visual cortex; performing a whole brain 
contrast between cue-no-stimulus trials against null events revealed activity in the visual 
cortex. However, such a finding has been reported in the motor preparation literature. 
For example, Sterr, Dean and Mathews (in prep.) found evidence of preparatory activity 
in the motor cortex for trials that had cued observers not to make a motor response. For 
80% of these trials, this cue was valid. They found that even though it was more likely 
that observers did not need to make a response, the data showed that observers were 
preparing for action anyway. They term this effect paradoxical priming and argue that 
observers will prepare for action even if a required response was unlikely. They ran a 
second experiment where the no response trials were cued with 100% validity and the 
motor preparation diminished. In the present experiment, observers were aware that 
cue-no-stimulus trials would be presented, but on hearing a cue they were possibly 
preparing to see an image perhaps before having processed the meaning of the cue. The 
likelihood of a cue indicating there would be an image (approximately 75% of the trials 
were congruent trials) meant that a better strategy from the observers perspective would 
be to begin to prepare for an image in response to any of the cues but to stop if it became 
clear that it was a no stimulus cue.
The second prediction was that there would be less activation for the incongruent trials 
when compared to congruent trials. This prediction was based on studies of selective 
visual attention that find a stimulus-evoked response enhancement when the stimulus 
with the attended attribute is presented (Anllo-Vento et al, 1998; Beauchamp et a l, 
1997; Brefczynski & DeYoe, 1999; Clark et a l, 1997; Corbetta et a l, 1990; Gandhi et 
al, 1999; Kastner et a l, 1999; Martinez et al, 1999; O’Craven et a l, 1997; Somers et 
a l, 1999; Watanabe et a l, 1998). This prediction was confirmed for all three visual 
areas; trials that presented scene images with the attended SF (i.e. the congruent trials) 
evoked a greater neural response than those trials that presented scenes at the orthogonal 
scale to that cued (i.e. the incongruent trials). This suggests that the cue biased the 
relevant SF channels in early visual areas to be more sensitive to the attended SF. The
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magnitude of attentional modulation was similar across all three visual areas, a finding 
that contrasts with many other studies of spatial attention (McAdams & Maunsell, 1999; 
Cook & Maunsell, 2002; Kastner et al, 1999; Kastner et a l, 2001; O’Connor et al, 
2002). However, Lui et a l (2007) report that the magnitude of attentional modulation 
was constant across several visual areas when attention was directed toward the feature 
of orientation. They suggested that attention to a feature modulates the processing in 
visual areas that are most specialised for the processing of that feature. Therefore, they 
argue that attentional modulation was observed in VI because this area is strongly 
involved with the processing of orientation. They also suggest that attentional 
modulation was observed in extrastriate areas as a result of feedforward signals being 
sent from VI to these areas. In support of this conjecture, Liu et a l found only a 
correlation between their behavioural results (using a similar design to their fMRI 
experiment) and fMRI results extracted from area VI, suggesting that VI is the site of 
modulation. In the present experiment, feature-based attention was directed toward SF 
which is another feature strongly encoded by VI (De Valois & De Valois, 1990) 
suggesting why attentional modulation of SF processing was observed in this area. 
Perhaps attentional modulation was also observed in V2 and V3 as a result of the 
modulation effects in VI being passively propagated to these extrastriate areas. Indeed, 
preparatory activity following a cue indicating a SF was only established in VI (the 
effect was weaker in V2 and not found in V3), implying that VI is the primary site of 
attentional modulation to SF processing.
Despite the difference between stimulus-evoked responses to congruent and incongruent 
trials, the behavioural data reveal that performance between these two trial types is very 
similar. Although the comparisons between these two trial types and chance 
performance of 50% shows that only performance on congruent trials is significantly 
greater than chance, this result is not particularly convincing considering that the mean 
performance for both these trial types differ by approximately 1.5%. The performance 
on LSF trials was also very much superior to HSF performance, which possibly 
interfered with the results. It is unclear why there was this scale bias although it may be 
explained by the differences between the dummy scanner, which was used to measure
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the contrast thresholds required to categorise the scene images, and the fMRI scanner. 
For instance, the sizes of the images were larger (by 2°) in the fMRI scanner compared 
to the dummy scanner (although the SF content of the images was held constant) . It may 
therefore be the case that the contrast thresholds acquired in the dummy scanner were 
not suitable for use in the fMRI scanner, and results clearly indicated that sensitisation 
trial performance dropped dramatically when observers were inside the fMRI scanner. 
Furthermore, the experiment may have benefited from more sessions of sensitisation to 
ensure that observers were strongly sensitised to spatial scale using the cues.
The poor behavioural performance may explain why cue-evoked activity was rather 
small in VI. Giesbrecht et a l (2006) and Ress et al. (2000) showed that the magnitude 
of the preparatory activity was related to behavioural performance; the greater the 
magnitude of preparatory activity, the better the performance on the task. It might be 
expected following this that greater preparatory activity would have been observed had 
there been a better performance on the scene categorisation task. Indeed, Macaluso et 
a l (2003) found that the effects of spatial attention were in fact larger for the cue-only 
trials than for the cue + stimuli trials, the opposite of what was found in the present 
experiment. Although Ress et a l (2006) showed that increasing the difficulty of the task 
had the effect of increasing preparatory activity, the task used in the present experiment 
might have been too hard and this is indicated by low sensitisation trial performances in 
the pre-scanning sensitisation session and the actual scanned cueing experiment. 
However, the differences in stimulus-evoked neural activity to the congruent and 
incongruent trials certainly suggest that observers were attending to the scale indicated 
by the cue. Thus, although observers could extract the cued scale information, they were 
unable to use this information effectively to categorise the scene perhaps because the 
contrast of the image was inappropriate.
The behavioural results do not alter the main findings that 1) the cue prepares VI for the 
incoming stimulus, and 2) attention to diagnostic scale information enhances stimulus- 
evoked activity. That these effects were found for area VI demonstrates that attention 
can modulate activity in the earliest cortical visual area.
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4.4 General discussion
In the SF uncertainty paradigm (Davis et al, 1983; Hübner, 1996a, 1996b), the SF of a 
sinusoidal grating varies from trial-to-trial and detection is impaired compared to 
performance on a block of trials that present the same SF. The uncertainty in the 
intermixed SF condition is explained as being due to observers attending to multiple SF 
channels. However, these studies demonstrate that when the SF of the to-be-presented 
grating is cued, the detection performance increases to a level comparable to the block 
where the SF is kept constant. The effect of cueing appears to direct attention to a more 
restricted set of SF channels that process the relevant SF of the forthcoming stimulus. In 
this chapter, two experiments investigated whether such top-down cues direct attention 
to the relevant SF channels in early, retinotopically mapped visual areas. The task was 
the same for both experiments; observers were presented with top-down cues that 
indicated the spatial scale of the scene (LSF or HSF) and they were required to 
categorise the scenes as cities or highways.
Top-down retinotopic sensitisation to spatial scale was explored behaviourally in 
Experiment 5. Observers were sensitised to spatial scales using auditory cues at two 
different retinal locations. Using one sound cue, observers were sensitised to LSFs in the 
LVF and HSFs in the RVF, and another sound cue sensitised observers to the opposite 
pattern. Thus, it was crucial for observers to switch their attention to a particular scale 
according to cue and location. The improvement in sensitisation performance across the 
sensitisation phase suggested observers were able to flexibly switch attention to perform 
the task. The specificity of the sensitisation to retinal location was measured in a 
subsequent test phase where incongruent trials were included. Incongruent trials 
incorrectly cued the scale of the scene. If sensitisation operated on areas with large RFs 
that encompassed the entire display then performance on incongruent trials should be 
equal to performance on congruent (correctly cued) trials. Instead there was a 
performance decrement on incongruent trials suggesting that cue-directed sensitisation 
to a particular scale at one retinal location did not transfer to the other retinal location 
that had been sensitised to the orthogonal scale. The retinotopic specificity of the
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sensitisation to spatial scale implies that sensitisation operates on retinotopically mapped 
visual areas. However, the distance between the two image locations was large and it 
was possible that the locus of sensitisation was at later stages of the visual processing 
hierarchy where RF sizes are larger (Kastner et ah, 2001).
Experiment 6 used event-related fMRI to directly investigate whether the retinotopic 
specificity of top-down sensitisation to spatial scale demonstrated in Experiment 5 
operated in the earliest cortical areas, specifically exploring the neural activity in areas 
VI, V2 and V3. There are two influences of top-down attention on neural activity. The 
first is to prepare the relevant brain areas to process the attended attribute before the 
stimulus is presented and this preparatory activity is manifest as an increase in baseline 
activity. The second is to modulate the neural evoked response once the attended 
stimulus is presented and this is manifest as a neural response enhancement. The fMRI 
results from Experiment 6 demonstrate both effects; an increase in neural activity 
following a cue was observed in VI, and there was a greater magnitude of neural 
activity for trials that presented a scene image composed of the attended scale 
(congruent trials) compared to trials that presented a scene composed of the orthogonal 
scale to that cued (incongruent trials) in VI (and V2 and V3). While the results do not 
establish that the preparatory activity observed in VI is related to the increase in 
stimulus-evoked activity for the congruent trials, it has been suggested that preparatory 
activity biases neural activity in favour of the attended attribute so that when it is 
subsequently presented the neural response is enhanced (Chawla et al, 1999; Ress et al, 
2000).
Overall, the results from these two experiments reveal that observers can flexibly attend 
to the diagnostic scale in the forthcoming scene image when they are cued top-down to 
do so, supporting the work of Sowden et a l, (2003) and Ôzgen et a l, (2005). 
Furthermore, the experiments demonstrate that the top-down attention modulates SF 
channel activity in the earliest cortical visual area. Most fMRI studies investigate the 
effects in VI of attending to a spatial location (Brefczynski et al, 1999; Gandhi et al, 
1999; Kastner et al, 1999; Martinez et a l, 1999; Somers et al, 1999); here it is shown
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using fMRI that attending to a non-spatial feature can also modulate neural activity in 
VI.
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 _________________ CHAPTER FIVE ____________________
GENERAL DISCUSSION
5.1 Overview
A key issue in cognitive psychology is whether higher-level cognitive processes can 
influence low-level visual analysis. The empirical work in the current thesis aimed to 
explore whether attention could influence processing in early visual areas. Specifically, 
the behavioural and fMRI experiments investigated how early in the visual system 
attentional modulation of spatial frequency (SF) processing occurs. Chapter Five first 
summarises the experiments in each experimental chapter, followed by a discussion on 
the main findings and their relation to the studies reviewed in Chapter One and the main 
aim of the thesis. Finally, suggestions for future research are made.
5.2 Summary of experimental chapters
5.2.1 Chapter Two
The experiments reported in Chapter Two investigated whether observers could be 
sensitised to different spatial scales at different retinotopic locations. Sensitisation to 
spatial scale was induced via repeated presentation of SF filtered scene images at four 
retinal locations. For example, LSF filtered scene images were always presented to the 
upper-right and lower-left quadrants, while HSF filtered scene images were presented to 
the upper-left and lower-right quadrants. Results from Experiments 1c and 2 confirmed 
previous findings that spatial scale processing is flexible and the new finding was that 
sensitisation to spatial scale was retinotopically specific; when scene images were 
presented with SF content that was orthogonal to that which observers were sensitised to 
for a particular retinal location, scene categorisation performance dropped. That there 
was no transfer of sensitisation to spatial scale across the retinal locations indicated that
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the locus of sensitisation resided in early, retinotopically mapped visual areas. 
Experiment 2 verified that the sensitisation to spatial scale results reported in 
Experiment 1c operated in retinotopic, and not spatial location, co-ordinates.
5.2.2 Chapter Three
The experiments reported in Chapter Three investigated whether SF channels could be 
identified in early visual areas using fMRI. Identifying the clusters of neurons that 
preferentially process particular SFs is beyond the reach of the spatial resolution of 
fMRI, thus the method of adaptation was used to infer the activity of varying numbers of 
SF channels. This method was first explored psychophysically, and the effect of 
adapting observers to different blocks of sinusoidal grating stimuli varying in SF octave 
span was examined. This revealed a greater effect of adaptation for those blocks that 
presented a greater range of SFs suggesting a greater number of SF channels were 
adapted. The development of a method to isolate the activity SF channels is a valuable 
endeavour in its own right and was deemed worthy of further exploration. Thus, 
investigation into whether altering the timings of grating presentation could reduce SF 
channel adaptation was confirmed in the psychophysical experiments (3a and 3b). A 
similar experiment was conducted using fMRI revealing that the adaptation of the 
BOLD signal in area VI was greater for those blocks that presented the greatest range of 
SFs, again implying the adaptation of a greater number of SF channels. Crucially, the 
amount of fMRI adaptation was commensurate with the psychophysical data. The 
match between fMRI and psychophysical results meant that the fMRI data could be 
interpreted as having functionally identified SF channels in VI.
5.2.3 Chapter Four
The experiments reported in Chapter Four explored sensitisation to spatial scale using 
explicit cueing to identify a top-down attentional influence on SF processing. In 
Experiment 5, observers were sensitised at two locations; one sound cue indicated that 
the scene component of the image would be LSF filtered if it appeared in the LVF and
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HSF filtered if it appeared in the RVF, while a second cue indicated the opposite. 
Importantly, both visual field locations were sensitised to both SFs but the cue indicated 
which scales were to be attended to for each location. Results revealed retinotopic 
sensitisation to spatial scale suggesting that attention was directed to the diagnostic scale 
component of the image. However this finding was limited to hemi-fields which do not 
narrow the retinotopic specificity to the earliest stages of the visual processing hierarchy. 
Experiment 6 used an event-related fMRI design to directly monitor the influence of top- 
down cueing on early visual areas. Results showed there to be greater stimulus-evoked 
neural activation for validly cued trials as compared to invalidly cued trials in areas VI, 
V2 and V3. Thus attention to spatial scale can modulate neural activity in early visual 
areas. A second finding from Experiment 6 was that the cue gave rise to preparatory 
activity (activity in the absence of visual stimuli) in the earliest visual area, VI.
5.3 Influences of attention on early visual processing
The traditional view of processing in the visual cortex was that visual analysis 
progressed through the series of visual areas in a hierarchical fashion, beginning in 
primary areas and culminating in higher visual areas. This bottom-up feedforward 
processing of visual information has been challenged in recent years by studies that 
reveal this description is incomplete. Instead, the importance of interactions between 
feedforward signals and top-down signals mediated by feedback connections from 
higher-level areas has been highlighted. For example, it has been suggested that figure- 
ground segregation relies on the modulation of VI neural responses by higher visual 
areas (Lamme et al, 1998, 1999, 2000, 2002; Roelfsema et a l, 2002). Indeed, 
determining where early visual processing ends and higher-level processing begins has 
been an important area of research in cognitive psychology. Contrary to the belief that 
processing in early visual areas is autonomous and not subject to cognitive influences, 
there is a wealth of studies demonstrating that processing in early vision is dynamic and 
can be modified substantially by task demands. For instance, studies of attention (e.g. 
Tootell et al, 1998a; Gandhi et a l, 1999; Brefcyznski & DeYoe, 1999; Somers et al, 
1999; Martinez et al, 2001a) and perceptual learning (e.g. Ahissar & Hochstein, 1996;
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Kami & Sagi, 1991) indicate that the activity in early areas, even as early as VI, can be 
modulated. The abundance of intercortical and intracortical connections within the 
visual system (Felleman & Van Essen, 1991) is presumably the anatomical substrate for 
these top-down influences. The aim of this thesis was to investigate further the 
influences of cognitive processes, namely attention, on low-level visual analysis. 
Specifically, it was the analysis of spatial frequencies that were under scrutiny, since this 
is a stimulus property known to be encoded strongly by VI (De Valois & De Valois, 
1990).
Previous work has shown that observers are able to flexibly use SF information 
depending on task factors such as categorisation (Schyns & Oliva, 1999; Schyns et al, 
2002) and repeated exposure to SF filtered scenes (Oliva & Schyns, 1997; Ôzgen et hi, 
2006). In these tasks, observers attend to the spatial scale that is most diagnostic for the 
information requirements of the task. For instance, prior experience with making 
categorisations presumably determines which scale is most relevant for a particular 
categorisation and thus observers will direct attention to this scale. Likewise, restricting 
meaningful information to only one scale sensitises the visual system to attend this scale. 
Evidence for attentional modulation of SF processing comes from studies that use top- 
down cueing to indicate the diagnostic scale information (Ôzgen et al, 2005; Sowden et 
al, 2003). However, these studies do not reveal the locus of attentional modulation; 
although SF processing is known to occur in early visual areas, that SF processing can 
be modulated by attention is only indirect evidence for an early locus. Therefore, using 
psychophysical and fMRI methods, this thesis conducted further experiments to explore 
whether attentional modulation of SF processing resides in early areas. Two important 
findings emerged from these studies to suggest that this is indeed the case: flexible SF 
processing is 1) specific to retinotopic location, and 2) modulated by attention at the 
earliest stages of visual analysis. Furthermore, the findings add to the sparse body of 
literature concerning attention to a non-spatial feature.
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5.3.1 Retinotopic specificity of flexible spatial frequency processing
The experiments reported in Chapter Two and experiment 5 of Chapter Four explored 
the retinotopic specificity of flexible SF processing using logic from perceptual learning 
studies. Perceptual learning studies typically demonstrate an improvement in detection 
and discrimination performance in a wide range o f perceptual tasks after prolonged 
training (e.g. Fahle, 1994; Poggio et al, 1992; Fahle et a l, 1995; Shui & Pashler, 1992; 
Schoups et al, 1995; Ball & Sekuler,1982; Florentin! & Berardi, 1980; Ramachandran 
& Braddick, 1973; Kami & Sagi, 1991, 1993; Sowden et al, 2002; Ahissar & 
Hochstein, 1996). To explore the locus in the visual system of this learning, transfer 
paradigms are used where performance on a novel condition is tested. For example, 
Kami and Sagi (1991) tested observers at a different, yet nearby, retinal location to the 
trained location and found that performance dropped to baseline levels implying that 
learning was specific to a retinotopic location where RF sizes are small. Because RF 
sizes are smaller in early visual areas (Desimone & Gross, 1979; Gattass & Gross, 1981; 
Gattass et al, 1988; Kastner et al, 2001; Smith et a l, 2001) then it is assumed that the 
locus of learning is early.
In previous studies (Schyns & Oliva, 1997; Schyns & Oliva, 1999; Sowden et a l, 2003; 
Ôzgen et al, 2005) stimuli were only presented at one location on the display. In 
Chapter Two, observers were sensitised to SFs at four locations on the display. While 
confirming that SF processing is flexible (i.e. there was a better categorisation 
performance for those scenes that, were presented at the sensitised SF), the results 
demonstrated that the sensitisation did not transfer to adjacent retinotopic locations. The 
inside edges of the adjacent stimulus locations were less than 4°, implying that the locus 
of sensitisation to spatial scale resided in early visual areas. However, the sensitisation 
to spatial scale results reported in this chapter do not preclude the possibility that 
observers were sensitised to spatial scale in the absence of influences from attention; 
priming of the visual system was an equally plausible mechanism to account for the 
results because observers were not explicitly cued to attend to the different SFs. 
However, experiment 5 of Chapter Four used a top-down cueing design and confirmed
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that retinotopic sensitisation can be driven by attention. These findings agree with 
previous studies that show observers can selectively attend the cued SF channels (Ôzgen 
et al, 2005; Sowden et al, 2003) and also supports Sowden et a l (2003) who 
established that attention to the SF of a grating stimulus does not go beyond the range of 
two octaves which matches the SF tuning of early SF channels (De Valois & De Valois, 
1990). These findings also contrast with Majaj et a l (2002) who argue that SF channel 
selection is not under the control of observers and instead are selected bottom-up. As 
explained in Chapter One, Majaj gf a l (2002) may have obtained these results because 
the task they used did not explicitly cue observers to attend particular SF channels.
Given that sensitisation to spatial scale is a form of perceptual learning, inferring an 
early locus of sensitisation suffers the same drawback as other perceptual learning 
studies that investigate the specificity of learning; changing the functional properties of 
early visual neurons through practice would interfere with the performance on other 
tasks that require the same neurons. Clearly this does not make ecological sense as the 
visual system would be unstable. It has been suggested that the specificity of learning 
demonstrated in perceptual learning studies does not require changes in early visual 
cortex (Mollon & Danilova, 1996; Dill, 2002; Dosher & Lu, 1998, 1999, 2005; Petrov et 
al, 2005). Instead it has been proposed that learning occurs in higher-level processes 
that learn to give high weighting to the output of those low-level neurons that are 
optimally tuned for the task (Dosher & Lu, 1998, 1999, 2005; Fine & Jacobs, 2002; 
Petrov et or/., 2005). Thus, the observed retinotopic specificity to spatial scale observed 
in the experiments of Chapter Two and experiment 5 could be due to outputs from those 
retinotopic locations stimulated during sensitisation being given more weighting, leaving 
the functioning of early visual neurons unaltered by attention.
However, recent perceptual learning studies (Crist et a l, 2001; Li et a l, 2004) have 
revealed that monkey VI neurons dynamically change their functional properties in 
response to the demands of different tasks, at the time they were being performed, even 
though the visual stimulus in each task was identical. This multiplexing of early visual 
neurons avoids cross-talk interference between learnt tasks, and implies that the
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functioning of early visual neurons is dynamic and influenced top-down by task 
demands. Thus, an alternative possibility for the retinotopic specificity of SF processing 
observed in the experiments of this thesis is that attending to the SFs diagnostic for 
scene categorisation at each retinal location drives perceptual learning about which SF 
channels are relevant for this particular task. Thus, when this task is being performed 
these SF channels are dynamically implemented, top-down, via feedback connections 
presumably from higher-level areas that store the category information related to this 
task. Of course, this conjecture requires direct evidence which could be given using 
neuroimaging methods. Indeed, the final, fMRI, experiment of the thesis (Experiment 6) 
provides such direct evidence.
5.3.2 Direct evidence for attentional modulation of spatial frequency processing
Experiment 6 conducted an event-related fMRI study to provide direct physiological 
evidence for attentional modulation of selective SF processing in early visual cortex. 
Because SFs are functionally described by SF channels, it was first important to 
establish whether fMRI could measure the activity of these filtering mechanisms in VI. 
The method of fMR-Adaptation was used (Grill-Spector et al, 1999, 2001) whereby 
stimuli are repeatedly presented and the magnitude of the BOLD signal is measured; a 
drop in the signal indicates neural adaptation. In Experiment 4 of Chapter Three, the 
adaptation of the BOLD signal increased as the octave range of the adapting SFs 
increased, indicating that increasing numbers of SF channels were becoming adapted. 
This adaptation effect was also observed psychophysically, confirming the fMRI 
findings. Thus this method successfully captured the activity of varying numbers of SF 
channels (without identifying the neuronal populations corresponding to SF channels per 
se) in area VI.
The effect of attention in sensory processing is not only to enhance stimulus-evoked 
neural activity, but also to modulate neural activity prior to, or in the absence of, the 
presentation of the attended stimulus. One explanation for this so-called preparatory 
activity is to influence the responses of neurons when the stimulus with the attended
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attribute is subsequently presented (Chawla et a l, 1999; Ress et a l, 2000). The design 
of Experiment 6 aimed to investigate both of these attentional effects in early visual 
areas. Stimulus-evoked neural responses to filtered scene images that were composed of 
the cued scale (congruent trials) were of greater magnitude than those responses to scene 
images that were composed of the scale orthogonal to that indicated by the cue 
(incongruent trials). This attentional modulation effect was observed, with similar 
magnitudes, in all three visual areas (VI, V2 and V3) measured. These data supports 
studies that demonstrate that attention can influence stimulus-evoked activity in VI (e.g. 
Tootell et al, 1998a; Gandhi et al, 1999; Brefcyznski & DeYoe, 1999; Somers ef al, 
1999; Martinez et al, 2001a; Watanabe, Sasaki et al, 1998; Watanabe, Hamer et al, 
1998; Liu et al, 2007; Kamitani & Tong, 2005; Sàenz et al, 2002). However, the 
corresponding behavioural data tell a different story; although it was expected that 
performance on congruent trials would be high and better than incongruent trial 
performance, performances on both these trial types were similar and rather poor. This 
may explain why evidence of preparatory activity was weak; previous studies have 
shown that good behavioural performance is commensurate with a greater magnitude of 
preparatory activity (Giesbrecht et a l, 2006; Ress et a l, 2000). Indeed, preparatory 
activity has been shown to be greater than stimulus-evoked activity (Macaluso et al, 
2003; Kastner et al, 1999). Despite this, there was indication of preparatory activity in 
VI, and a weaker effect evident in V2. These results suggest that top-down attention 
modulates task-dependent SF channels in visual areas as early as VI.
These results also contribute to the classic “locus-of-selection” debate, providing support 
for the early selection position (e.g. Treisman & Riley, 1969). This position argues that 
attention enhances processing of attended stimuli and suppresses processing of 
unattended stimuli at an early stage o f visual processing. The physiological evidence 
presented in Experiment 6 indicates that attention did influence neural activity in early 
sensory processing areas.
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5.3.3 Feature-based attention
In the study of the neural correlates of visual attention, most attention studies have 
investigated the influence of spatial attention. Typical findings report an enhanced 
response of the stimulus-evoked activity for those neurons whose RFs are within the 
focus of spatial attention (e.g. Moran & Desimone, 1985; Reynolds et al, 1999). 
However, attention can also be directed towards particular features of stimuli (e.g. Clark 
et a l, 1997; Corbetta et al, 1990; Treue & Martinez Trujillo, 1999; Kamitani & Tong, 
2005; Liu et al, 2007). The experiments reported in Chapters Two and Four of the 
current thesis investigated attention to the feature of SF, thus contributing to the less 
well-studied area of non-spatial attention.
A common finding in fMRI studies of spatial attention is that the strength of attentional 
modulation is the weakest in VI, increasing in strength further along the visual 
processing hierarchy (McAdams & Maunsell, 1999; Cook & Maunsell, 2002). It has 
been proposed that top-down attentional signals first reach the higher stages of visual 
processing and are then conveyed back to area VI via feedback connections (Martinez et 
al, 2001a), diminishing in strength as they travel (O’Connor et a l, 2002). However, in 
Experiment 6 the strength of attentional modulation is similar in VI, V2 and V3. 
Similarly, Liu et a l (2007) report that attention to orientation has similar effects across 
several visual areas. Liu et a l (2007) argue that feature-based attention is likely to show 
the most modulation in those visual areas that contain neurons specialised for the 
attended feature. For instance, several studies have reported that selective attention to 
colour enhances the responses of V4, an area known to be strongly involved with colour 
processing (Corbetta et al, 1991; Clark et al, 1997; Schoenfeld e/ al, 2007). Thus, 
attention to orientation (Liu et a l, 2007) and SF (Experiment 6 of the current thesis) is 
likely to have the most prominent effects in early visual areas, particularly VI, since 
these areas are selective for these features. However, it is difficult to distinguish 
whether the attentional modulation observed in extrastriate areas V2 and V3 in 
Experiment 6 resulted from VI afférents, or if VI attentional modulation was caused by 
feedback from these areas. Liu et a l (2007) conjecture that, because there was a
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correlation between behavioural performance for a similar orientation task and the fMRI 
signal extracted from VI only, the primary site of attentional modulation is VI. They 
explain attentional modulation effects in later visual areas as passive propagation of the 
modulation in VI to these areas. Given that cue-related preparatory activity was only 
convincingly demonstrated in area VI of Experiment 6 of the current thesis, perhaps this 
suggests that the primary site of attentional modulation to SF is also VI.
5.4 Suggestions for future research
In terms of localising the attentional modulation of flexible SF processing to early, 
retinotopically mapped, visual areas using behavioural methods, an obvious candidate 
for a future research study would be to conduct a finer grained analysis of retinotopic 
sensitisation using top-down cues. In Experiment 5 the top-down retinotopic 
sensitisation to spatial scale using cues was limited to hemi-fields; the images were 
presented in the left and right visual fields and thus the locus of sensitisation could only 
be narrowed to those visual areas that had fairly large RFs. Here, a similar experiment 
would be conducted but SF filtered scene images would be presented to the four 
quadrants of the display as in Experiments la to 1c. For instance, one sound cue would 
indicate that the SF of the to-be-presented scene image would be high if it appeared in 
the upper-left or lower-right quadrants or low if it appeared in the upper-right or lower- 
left quadrants, while another sound cue would indicate the opposite. Such a design 
would require extensive sensitisation training owing to the difficulty of the task. 
Following successful sensitisation, invalid trials would be interleaved where the 
presented scene image is filtered in the orthogonal manner to that indicated by the cue. 
A performance decrement on these invalid trials would indicate that the cue-dependent 
sensitisation has failed to transfer to the nearby adjacent retinotopic locations, 
suggesting that the effect of attention to spatial scale operates in early visual areas. This 
experiment would provide a complement to Experiment 1c that reported retinotopic 
sensitisation to spatial scale at a fine resolution using a bottom-up sensitisation design.
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Although behavioural experiments have been extremely important in highlighting the 
likely locus of the effect of sensitisation to spatial scale and therefore contributing to the 
main objective concerning influences of cognition on lower level visual processing, the 
major disadvantage of course is that they reveal only the output of neural processing. 
With the advance in techniques that can record neural activity while a task is being 
performed, such as ERPs and fMRI, the future of determining the locus of attentional 
influences within the visual processing stream lies with this technology. As such an 
important set of studies would be to further explore attentional modulation of flexible SF 
processing using event-related fMRI. A good starting point would be to refine 
Experiment 6 of this thesis. Although this experiment successfully captured the effect of 
attention on the processing of validly cued SF filtered scene images compared to those 
that were invalidly cued in early visual areas, cue-related preparatory activity in these 
areas was rather weak. It is proposed that the lack of adequate sensitisation to spatial 
scale, measured behaviourally, may explain why preparatory activity was not stronger 
given that other studies have demonstrated measurable cue-related activity that is 
commensurate with behavioural performance (Giesbrecht et a l, 2006; Ress et al, 2000). 
Thus, one improvement would be to provide observers with extensive sensitisation 
training that extends over weeks. Only when successful sensitisation has been achieved 
can the experiment be conducted. Another change might be to jitter the cue-target SO A, 
enabling estimates of the BOLD responses for the cue and for the filtered scene images 
to be yielded separately (cf. Giesbrecht et a l, 2006; Hopfinger et al, 1999; Serences et 
al, 2004); in Experiment 6, both these components of the trial were considered together 
in one timecourse. Not only would this eliminate the need to include the “cue-only” trial 
type, but the pure BOLD responses to validly and invalidly cued trials could be 
measured, without interference from cue-related activity.
If the proposed improvements to Experiment 6 described in the preceding paragraph 
result in convincing demonstration of both cue-related preparatory activity and 
attentional modulation of the stimulus-evoked response in early visual areas, it will serve 
as a useful general design to further explore the influences of top-down attention on 
early visual SF processing. For instance, this method could be used to investigate the SF
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channel selectivity of top-down cueing. Although the findings in Experiment 6 indicate 
the attentional modulation of SF channels in early visual areas, it did not differentiate 
between high and low SF channel modulation following high and low cues. Here, the 
method of adaptation would be used to selectively anaesthetise a specific SF channel, as 
in Experiment 4, and then preparatory and stimulus-evoked activity would be measured 
following a cue. For example, following successful sensitisation, the visual system 
would be adapted with HSF noise. If the cues modulate processing in the relevant SF 
channels, then when observers are cued to expect a HSF filtered image there should be 
little or no preparatory and stimulus-evoked activity compared to when observers are 
cued to expect a LSF filtered image. Another possible fMRI experiment would be to 
examine the retinotopic specificity of the top-down cues. Previous studies have 
demonstrated that preparatory activity and the subsequent stimulus-evoked activity are 
retinotopically mapped (Kastner et a l, 1999; Hopfinger et a l, 2000; Ress et a/., 2000). 
For instance, Hopfinger et a l (2000) found that attending to the right visual field 
increased activity in left occipital cortex, while attending to the left increased activity in 
the right occipital cortex. Kastner et a l (1999) found preparatory activity in those areas 
of the visual cortex that corresponded to the attended upper-right quadrant of the 
display. Here, the sensitisation design used in Experiment 5 (i.e. observers were 
sensitised to both the left and right visual fields using cues) could be implemented and 
the attention-related activations in specific visual-field locations could be analysed.
Functional MRI affords further investigation into SF channels. For instance, Fang et a l 
(2005) used fMRI to examine orientation-tuned neurons in early visual cortex. 
Following long-term adaptation to grating stimuli of a particular orientation, test grating 
stimuli were briefly presented. The orientations of the test gratings were rotated by +/- 
0, 7.5, 30 or 90°. They found that the fMRI response to the test gratings increased in 
proportion with the angular difference between the adapting and test gratings, i.e. a 
different population of non-adapted neurons were stimulated by test gratings more 
different from the adapting grating. This method could be adapted to measure SF 
channel tuning. Observers would be adapted to gratings of a particular frequency, and 
would subsequently be presented with test gratings differing from the SF of the adapting
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grating by varying degrees. Measuring at which SF the fMRI signal recovers from 
adaptation will indicate the tuning of the adapted SF channel. Finally, an alternative 
method to the adaptation method used in Experiment 4 of the current thesis could be 
implemented to analyse SF selectivity in early visual areas. Pattern classification 
algorithms have been developed to circumvent the limited spatial resolution of fMRI and 
used to explore orientation-selective processing in VI (Kamitani & Tong, 2005; Haynes 
& Rees, 2005). Such methods could be applied to investigating SF-selective processing 
in VI.
5.5 Conclusion
The purpose of this thesis was to contribute to the debate concerning the influences of 
cognition on early visual processing and the findings present strong evidence to indicate 
that attention modulates SF processing in visual cortex as early as VI. Firstly, selective 
scale perception is specific to retinal location at a sufficiently fine resolution to imply 
the involvement of visual areas with small RFs. Secondly, retinotopic specificity to 
spatial scale can be driven top-down by attention. Thirdly, stimulus-evoked neural 
activity in VI (and other early extrastriate visual areas) is enhanced when the presented 
scene image is filtered to contain the cued, and therefore the attended, SF. That the cue 
also gives rise to preparatory activity in VI suggests that that the primary site of 
attentional modulation is VI. These findings thus demonstrate that SF processing in 
early visual areas is dynamically alterable, modulated by attention: an influence of 
cognition on early visual processing. Furthermore, this thesis presents a new fMRI 
method developed to isolate SF channels in early visual cortex. Finally, the findings 
demonstrate that attending to a non-spatial feature (i.e. SF) can modulate activity in VI 
and therefore also contributes to the literature concerning the neural correlates of 
feature-based attention.
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A ppendix  A: p value resu lts from  paired  sam ple t-test com parisons betw een  the C SF and
adapted CSF for each adapting block, for both non-flip and flip versions of the 
psychophysical adaptation experiment (Experiment 3b)
j Test NON-FLIP Adapting Blocks (+/-)
Frequency 0 0.25 0.5 1 2 3
0.07 0.148 0.614 0.429 0.003 0.000 0.001
*** **** ***
0.09 0.690 0.565 0.554 0.058 0.056 0.002
***
0.13 0.360 0.156 0.386 0.103 0.009 0.001
** ***
0.19 0.376 0.116 0.083 0.078 0.09 0.024
*
0.27 0.355 0.421 0.032 0.018 0.001 0.003
* * *** ***
0.38 0.007 0.512 0.007 0.015 0.002 0.02
** ** * *** *
0.53 0.021 0.003 0.008 0.013 0.025 0.134
* *** ** * *
0.75 0.007 0.001 0.000 0.007 0.016 0.017
** *** **** ** * *
0.89 0.000 0.000 0.000 0.001 0.005 0.005 !
**** **** **** *** ** **
1.06 0.000 0.002 0.001 0.026 0.025 0.012
**** *** *** * * *
1.26 0.000 0.000 0.000 0.000 0.000 0.000
**** **** **** **** **** ****
1.5 0.000 0.001 0.000 0.116 0.009 0.009
**** *** **** ** **
2.13 0.012 0.004 0.001 0.837 0.073 0.008
* *** *** **
3.01 0.058 0.031 0.028 0.021 0.073 0.130
* * *
4.25 0.052 0.186 0.012 0.069 0.017 0.025
* * *
6.01 0.261 0.169 0.072 0.247 0.054 0.203
8.5 0.511 0.621 0.584 0.8 0.207 0.2
*
12.02 0.979 0.784 0.674 0.959 0.86 0.146
* p < 0 .0 5  * * ^ < 0 .0 1  * * * p <  0.005 * * * * ^ < 0 .0 0 1
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A ppendix  A  continued
Test
Frequency
FL IP  A dapting Blocks (+/-)
0 0.25 0.5 1 2 3
0.07 0.66 0.429 0.622 0.373 0.36 0.021
*
0.09 0.357 0.421 0.712 0.838 0.469 0.269
0.13 0.071 0.134 0.075 0.41
*
0.033
*
0.034
*
0.19 0.306 0.286 0.134 0.19 0.104 0.009
**
0.27 0.091 0.089 0.14 0.094 0.006
**
0.003
***
0.38 0.425 0.385 0.317 0.2 0.258 0.233
0.53 0.157 0.076 0.171 0.082 0.05
*
0.121
0.75 0.005
**
0.002
***
0.124 0.012
*
0.125 0.342
0.89 0.029
*
0.052 0.002
***
0.029
*
0.007
**
0.049
*
1.06 0.001
***
0.003
***
0.000
****
0.07 0.03
*
0.03
*
1.26 0.014
*
0.000
****
0.000
****
0.000
****
0.005
**
0.000
****
1.5 0.053 0.002
***
0.001
***
0.009
**
0.026
*
0.026
*
2.13 0.088 0.02
*
0.014
*
0.021
*
0.281 0.043 !
*
3.01 0.769 0.357 0.163 0.081 0.118 0.048
*
4.25 0.023
*
0.32 0.093 0.075 0.025
*
0.615
6.01 0.936 0.688 0.203 0.898 0.405 0.314
8.5 0.732 0.84 0.729 0.941 0.417 0.186
12.02 0.214 0.055 0.06 0.399 0.222 0.746
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Appendix B: p value results from Newman-Keuls post hoc comparisons examining 
the interaction between condition and time for Experiment 6 for visual areas VU V2
and V3
A rea V I
CONGRUENT INCONGRUENT CUE ONLY CUE NO 
STIMULUS
TP 3 TP 4 TP 3 TP 4 TP 3 TP 4 TP 3 TP 4
CONGRUENT TP
3
0.002
***
0.000
****
0.000
«K
0.000
****
0.000
****
0.000
****
0.000
****
TP
4
0.969 0.045
*
0.000
***
0.019
*
0.000
****
0.000
****
INCONGRUENT TP
3
0.072 0.001
***
0.045
*
0.000
****
0.000
****
TP
4
0.065 0.968 0.014
*
0.016
*
CUE ONLY TP
3
0.14 0.27 0.405
TP
4
0.022
*
0.023
*
CUE NO 
STIMULUS
TP
3
0.859
TP
4
TP = Time point
* ^ < 0 .0 5  * * ^< 0 .0 1  ***^< 0 .005  ****;, <0.001
A rea V2
CONGRUENT INCONGRUENT CUE ONLY CUE NO : 
STIMULUS
TP 3 TP 4 TP 3 TP 4 TP 3 TP 4 TP 3 TP 4
CONGRUENT TP
3
0.005
**
0.002
***
0 . 0 0 0
****
0 . 0 0 0
«K
0 . 0 0 0
****
0 . 0 0 0 0 . 0 0 0
****
TP
4
0.527 0.004
***
0 . 0 0 0
«K «K
0.013
*
0 . 0 0 0
****
0 . 0 0 0
****
INCONGRUENT TP
3
0.011
*
0.003
***
0.023
*
0 . 0 0 0
****
0.002
***
TP
4
0.422 0.469 0.063 0.552
CUE ONLY TP
3
0.284 0.183 0.816
TP
4
0.018
*
0.302
CUE NO 
STIMULUS
TP
3
0.125
TP
4
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A rea V3
A p p en d ix  B  co n tin u ed
CONGRUENT INCONGRUENT CUE ONLY CUE NO 
STIMULUS
TP 3 TP 4 TP 3 TP 4 TP 3 TP 4 TP 3 TP 4
CONGRUENT TP
3
0.000
****
0.004
***
0.000
****
0.000
****
0.000
****
0.000
****
0.000
****
TP
4
0.058 0.06 0.065 0.042
*
0.005
**
0.051
INCONGRUENT TP
3
0.001
***
0.000
****
0.001
***
0.000
****
0.000
****
TP
4
0.826 0.801 0.386 0.866
CUE ONLY TP
3
0.883 0.357 0.773
TP
4
0.356 0.868
CUE NO 
STIMULUS
TP
3
0.279
TP
4
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