Using the techniques of value distribution theory in several complex variables, we obtain a theorem which can be used to determine whether two nondegenerate meromorphic mappings from an affine algebraic variety to a projective algebraic variety of the same or lower dimension are identical. The theorem generalizes a result of R. Nevanlinna in one complex variable.
1. Introduction. In 1926, R. Nevanlinna [12] proved that iff, g: C^P'(C) are nonconstant holomorphic maps such that, for five points ax, . . . , a5 E Px,f~x(a¡) = g~x(a¡) as point sets, then / and g are identical.
He investigated analogous problems, and H. Cartan obtained related results [2] , [3] , [4] , [13] . E. M. Schmid [14] studied questions of this type for holomorphic maps from open to compact Riemann surfaces. H. Fujimoto [6]- [9] , has recently obtained generalizations of certain theorems of this type to the case of several complex variables. J. Carlson [1] has also studied unicity questions. In this paper we give another extension of Nevanlinna's theorem to the several variables setting. Our method consists in applying the value distribution theory results of Shiffman [15] to the idea underlying the original proof of Nevanlinna's theorem. Our main result follows. Theorem 1.1. Let M be a smooth n-dimensional affine algebraic variety and V be a smooth k-dimensional projective algebraic variety with k < n. Suppose f, g: M -> V are nondegenerate meromorphic maps. Let i: V -» P^C) be a holomorphic map of V into any projective space, so that i ° f and i ° g are meromorphic. Let A be any hypersurface in V with normal crossings such that the holomorphic line bundle LA on V defined by A is positive. If the following conditions are met, then i ° f = i ° g: (1) Either M = C" or both fand g are transcendental.
(2)Aspointsetsf~x(A) = g~x(A).
(3) For all z in f~x(A) lying in the common domain of determinacy of f and g, f(z) = g(z). The notation and terminology used in the statement of this theorem will be explained in the next section. Applications of this result to the specific cases where V is P*(C) or an elliptic curve will be given in §4. §5 will discuss the effects of weakening various hypotheses of the theorem. -This paper extends results in the author's doctoral thesis written at Rice University in 1974 under the direction of R. O. Wells, Jr. A weaker version of Theorem 1.1 was announced in [5] . The author would like to thank James Carlson and Wilhelm Stoll for helpful suggestions pertaining to the paper.
2. Résumé of background results. In this section we review and reproduce definitions, notation, and results from Shiffman [15] to be used in the proof of 1.1. For further details, the reader should consult that paper. (e) If F is a holomorphic line bundle on V with a hermitian metric h, then the curvature form tj of h is given by tj = -(\/4tr)ddc log h. (f) Kv denotes the canonical line bundle on V, and Kv its dual. Definition 2.3. In (e) if h is any hermitian metric on F, then its curvature form represents cx(L). Conversely, any (1, 1) form representing cx(L) is the curvature form for some metric on F. Definition 2.7. (a) Let M be an «-dimensional smooth affine variety in C". By making a suitable linear change of coordinates in Cm, it can be assumed that the projection -n: M -> C" onto the first n coordinates is proper. Choose aC°° function a: C -> R such that for some /■" > 0, o(z) = log|z| for |z| > /-0 and a(z) < log r0 if |z| < r0. Let t: M -► R be t = a ° w, and let B = {x E M: r(x) > log r0). Then t is plurisubharmonic on B, and the complement of B is compact. Here || means that the inequality holds for all r greater than some rx > 0, outside an open set / c (rx, oo) such that f, dx/x < oo. Theorem 2.11. From (3.1) in [15] it follows that, for the hypotheses in 2.10, limr^oo Tj(LA, r) = oo.
In the proof of Theorem 4.2 we will also need the following application of Shiffman's defect relation, which follows immediately from the statement and proof of his Theorem 4.3 in [15] . Here the results hold for any choice of hermitian metrics in the line bundles involved.
3. Proof of Theorem 1.1. In this section, we will use the results of Shiffman given in the previous section to prove Theorem 1.1. To prove our result, we will assume that all hypotheses of the theorem hold, but that i ° f and /' ° g are not (essentially) the same function; a contradiction will follow.
Suppose [supp^]-^ + R¡o\u>0inU. Assume p is a regular point of suppf*A. Then there is a coordinate neighborhood Ux of p in M0 with coordinates (zx, . . . , zn) such that Ux n (swppf*A) = {x E Ux: zx(x) = 0}. Let q = f(p) E V. There is a coordinate neighborhood W of q in V with coordinates (wx, . . . , wk) such that for some m < k, An W = {y E W: w\ ' ' ' wm(y) = 0}. Let U = Ux n fô~l(W). In local coordinates we can write/0: U -* V as /0 = (/,, . . . ,fk). Suppose f(x) = z?h¡(x) where n¡ > 0 and «, is a holomorphic function on U which does not vanish along s\ippf*A. By computing the Jacobian matrix of/0 on U in local coordinates and evaluating the determinant by expanding by minors along any row, it follows that the determinant has (z,^)/2'-1"''-1 as a factor for some n, > 0. Hence R/0\u> 2 «tj-lVsupp^jl,,. M. Schmid [14] . Tf{L^,r) giving 1 < 0, a contradiction. Since there are five a,'s, there is some a¡, say ax, which is not in {ex, . . . , e4), the branch locus of p. Then p is one-to-one near ax. Since/"'(fl,) ¥= 0andg"'(a1) =/"'(«,), there is a q Ef~x(ax) n g~\ax). For all z near q, p ° f(z) =p ° g(z). Since P is one-to-one near/(<7) = g(q),f(z) = g(z) for all z near q. Thus/ = g by uniqueness of analytic continuation.
For the case n = 1, M = C, Schmid [14] has already given an example showing the number five in 4.2 is sharp. The existence of a one-variable example demonstrating sharpness immediately implies the existence of an example demonstrating sharpness for n > 1.
It is interesting to note that Theorem 4.2 shows that sharp results cannot always be obtained from Theorem 1.1 if i is taken to be an embedding. If one were to try to obtain 4.2 by finding an embedding /': V -> P"(C) and concluding that / ° / = i o g, hence / =g, by showing that cx(LA ® Kv ® (i*H)~2) > 0 then he would need cx(i*H) = 0, 1, or 2. We will show this condition cannot be met by applying the following corollary of the Riemann-Roch Theorem from [11] : -g\f~x(A) but/ ïg. Thus, the normal crossings hypothesis cannot be removed in Theorem 4.1.
As stated, hypothesis (1) of Theorem 1.1 requires that when M ^ C, both /and g should be transcendental. This hypothesis may be weakened, with no change in the rest of the theorem's statement, to require only that at least one of / and g is transcendental. For, suppose/ is transcendental and g is rational. As is well known, log r = o(Ta[La, r)) and Tg(LA, r) = 0(log r). Theorem 2.10 still holds for/ For g, [15, 3.2] enables us to conclude that || Tg(LA, r) -Ñg(A, r) + Tg(Kv, r) < N(R,, r) + o(Tf(LA, r)). Now N(R", r) = 0(log r) = o(Tj (LA, r) ).
The reasoning of §3 shows 3.3 is still valid, and the remainder of the proof of 1.1 is the same. Theorems 4.1 and 4.2 may be similarly weakened.
The following example, based on an idea of Paul Roberts, shows that in the case M ¥= C the hypothesis that/or g is transcendental may be essential.
Example 5.4. Let V be an elliptic curve which is a nonsingular cubic in P2(C). Give V an additive group structure in the standard manner, and let 0 be the Whether variants of Theorem 1.1 can be obtained for the case that A has singularities other than those of the normal crossing type has yet to be determined.
It should be mentioned that since the method of proof of 1.1 uses Shiffman's First and Second Main Theorems in an essentially computational way, one should be able to use other types of "Main Theorems" in the same way to obtain similar results in different settings.
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