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We present an O((m + n)‘) algorithm for deciding total unimodularity of any real 
m x n matrix, i.e., for deciding whether or not every square submatrix of the given 
matrix has determinant 0 or f  1. The algorithm relies on the well-known reduction 
to the binary case, but from then on is quite different from any method we know 
of, in particular, from the prior algorithm by W. H. Cunningham and J. Edmonds 
(Decomposition of linear systems, in preparation) and the recent algorithm by 
R. E. Bixby, W. H. Cunningham, and A. Rajan (“A Decomposition Algorithm for 
Matroids,” Working Paper, Rice University, 1986) which are of order O((m + H)~) 
and O((m + n)4.5 (log(m + n))0.5), respectively. The most difftcult part of the algo- 
rithm, where regularity of a 3-connected, binary, nongraphic, and noncographic 
matroid must be decided, is handled by a search procedure that relies on the 
concept of induced decompositions of Parts III and IV. The efficacy of that search 
procedure crucially depends on asymmetries between certain circuit results and 
cocircuit results of graphs. In other settings these asymmetries can be quite 
annoying, but here they turn out to be most beneficial. c 1990 Academic Press. Inc. 
In this paper we describe an O((m + n)3) algorithm for deciding whether 
or not a given real m x n matrix is totally unimodular, i.e., whether or not 
every square submatrix of the matrix has determinant equal to 0 or f 1. 
The algorithm is substantially faster than any other method we are aware 
of, in particular, the prior O((m + n))‘) algorithm by W. H. Cunningham 
and J. Edmonds [3] and the recent O((m + B)~.’ (log(m + n))“.5) algorithm 
by R. E. Bixby, W. H. Cunningham, and A. Rajan [l]. Each of these 
methods, as well as the one of this paper, depends on P. D. Seymour’s 
decomposition theorem for regular matroids [4]. We should also mention 
that the latter paper already contains implicitly a polynomial testing 
algorithm for total unimodularity, even if it might not appear to be so 
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according to the introductory remarks of [4]. One only needs to replace 
certain nonconstructive proofs of [4] by constructive ones involving 
polynomial subroutines. We should note, however, that the order of the 
polynomial algorithm produced in such a straightforward manner is higher 
than that of any of the other algorithms mentioned so far. 
The algorithm of this paper relies on the well-known reduction to the 
binary case, but otherwise is different from any prior method we know of. 
This is particularly so for the most difficult part, in which regularity of a 
3-connected, binary, nongraphic, and noncographic matroid is decided. By 
[4] any such matroid is not regular, or is equal to a certain regular 
matroid with ten elements called RID, or has as a minor a certain regular 
matroid on twelve elements called R,,. In the third case, a certain 3-sum 
decomposition of R,, induces a 3-sum decomposition of the entire matroid. 
We search for the 3-sum decomposition using several ideas of Parts I-IV 
[9], in particular that of induced decompositions of Parts III and IV. 
Specifically, we locate certain minors of the given matroid, and check with 
a special version of the partitioning scheme of Part III whether or not any 
3-separation of any such minor induces a 3-sum decomposition of the 
matroid. If no such induced decomposition exists, then the matroid is equal 
to RIO or is not regular. When a 3-sum decomposition is found, the 
matroid is decomposed, and the algorithm then decides regularity of the 
components. Straightforward implementation of the above idea produces 
an algorithm that is not faster than the schemes cited above. However, a 
drastic reduction of the complexity is achieved when one exploits asym- 
metries between certain circuit results and cocircuit results of graphs. 
Curiously enough, these asymmetries can be quite bothersome in other 
research settings when one handles graphs via graphic matroids, but here 
they turn out to be most beneficial. 
Before proceeding, the reader may want to quickly scan Section 1 of 
Part I since we shall not repeat the definitions given there. For a start, no 
other material of Parts I-IV [9] is needed. For ease of reference, we 
continue the consecutive numbering rule, and thus the first section of this 
part is numbered 18. However, we do introduce the following minor depar- 
ture from prior practice. When a section, lemma, theorem, etc., of one of 
the earlier parts is referenced, we add the Roman numeral of that part to 
clarify the reference. For example, “Theorem 1.3.3” refers to Theorem 3.3 of 
Part I. 
We need a few definitions before we can summarize the algorithm. 
Throughout, all matroids are binary. Any partial representation [ZI A] of 
such a matroid is thus a standard representation over GF(2). Since the 
matrix A with row and column index sets (see Section 1.1) suffices to 
specify [Zl A], we use M(A) to denote the binary matroid defined by 
[Zl A]. The union of the row index set and the column index set of A is 
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thus the ground set of M(A). In GF(2) a change of representation via a 
binary pivot, say on A,, = 1, is particularly simple. The new representation 
is given by [Zj A’], where A’ is obtained from A by (1) updating for all 
i # x and j # y, A, to A, + A,. Ai, (operations in GF(2)), and (2) relabell- 
ing row x to y and column y to x. We use terminology like “A’ is derived 
from A by a pivot on A,,” to refer to this process. For convenient reference 
we list here the standard representation matrices B” and B12 of (111.12.1) 
for the two regular matroids R,, and R12, respectively, mentioned earlier. 
B 10 = 
10011 
11001 7 01101 00111 11111 8” = 
The indicated partition of the rows and columns of B’* corresponds to 
a 3-separation (Xi u Y,, X, u Y2) of RI,. By Theorem (9.2) of [4], that 
3-separation induces a 3-separation in any regular matroid with RI2 as a 
minor. The latter fact, one of the main results of [4], makes the low-order 
time complexity of the algorithm presented here possible, as is evident from 
the proof of Theorem 19.16 below. As a matter of convenience, we consider 
two matrices equal if one can be transformed to the other by a permutation 
of the rows and columns. If a matrix A has m rows and n columns, then 
the length of A, denoted by length(d), is 0 if m or n is equal to 0, and is 
m + n otherwise. 
We apply terms for matroid properties to the matrices producing the 
matroids. For example, a binary matrix A is 2-separable, 3-connected, 
planar, graphic, cographic, or regular if M(A) has the respective property. 
For convenient reference we include the definitions of some of these matrix 
properties plus some elementary facts even though they follow from Part II. 
A matrix A is regular if the l’s of A can be replaced by + l’s such that 
a totally unimodular (tu.) real matrix results. Matrix A is graphic if M(A) 
is the polygon matroid of a graph G. Equivalently, by binary row opera- 
tions the matrix [I[ A] can be transformed to a matrix with at most two 
l’s in each column. If M(A) is 3-connected, then G is unique (see [13] or 
[S]), and is denoted by G(A). Matrix A is cographic if M(A’) is graphic. 
If M(A’) is 3-connected (equivalently, if M(A) is 3-connected), we denote 
G(A’) by G*(A). This notation is consistent with the use of the asterisk to 
denote the dualizing operator in matroid theory. Matrix A is planar if 
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M(A) is graphic and cographic. Assuming 3-connectivity, G*(A) is the 
planar dual graph of G(A), and vice versa. 
Note that the use of “G(A)” clashes with the use of that term in 
Section 1.1, since there it is employed to designate the following bipartite 
graph defined from A : Each node of the bipartite graph corresponds to a 
row or column of A, and row node i and column node j are connected by 
an edge if A, = 1. Here we denote this bipartite graph by BG(A ). The new 
definition of G(A) is in pleasant agreement with the use of “G” in Part II, 
and is made precisely for that reason. 
The algorithm for testing total unimodularity can now be summarized. 
We may assume that the given real matrix, say W, is connected and has 
only (0, f l} entries. Let A0 be the binary support matrix of W, i.e., for all 
i and j, Ai= 1 W,l. It is well known that W is t.u. if and only if M(A”) is 
regular and a t.u. signed version A # of A0 is by row and column scaling 
convertible to W. Thus answering the total unimodularity question is 
equivalent to (1) testing regularity of A’, (2) signing of A0 to A#, and (3) 
a scaling test comparing A # and W. The last two steps are easily accom- 
plished, so the main difficulty lies in the test of regularity of A’. Towards 
resolution of that question, the algorithm reduces M(A”) by repeated 
2-sum decompositions and by deletion of parallel elements and contraction 
of series elements, to a collection of 3-connected binary matroids, which are 
all regular if and only if M(A”) is regular. The related matrices so deduced 
from Aa are stored in a set d. These steps are described in Section 18. 
The remaining steps are covered in Sections 19 and 20. They concern the 
testing of regularity of the matroids M(A), A EZZ’. Small cases are easily 
handled, so suppose that for a given A, the matroid M(A) has at least 
eleven elements. Roughly speaking, the algorithm then establishes a certain 
sequence of nested, 3-connected, graphic or cographic minors of M(A). For 
each minor N of the sequence it is then checked whether or not any 
3-separation of N induces a 3-sum decomposition of A. The search for such 
induced decompositions becomes highly efficient by asymmetries between 
certain circuit results and cocircuit results of graphs. For example, addition 
of an edge to a graph with m nodes may create O(m) new triangles, but 
expansion by an edge may introduce at most two new 3-stars, i.e., nodes 
with exactly three edges incident. 
Implicitly the algorithm must evaluate whether or not any 3-separation 
of the graph given by N or its dual N*, induces a 3-sum decomposition of 
M(A). Using the asymmetries mentioned above, one can reduce the 
number of tests explicitly performed for each N, to a constant independent 
of the size of N. If no 3-sum decomposition of M(A) is found, then either 
M(A) becomes N, in which case M(A) is graphic or cographic; or M(A) 
is proved to be nonregular using the previously cited Theorem (9.2) of [43 
and a careful analysis of the possible situations. 
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If a 3-sum decomposition of A is determined, then one of the 3-connected 
components contains only a few elements of the minor N which induced 
the 3-sum. The related matrix of that component is added to d. The 
second component, say M’, contains most elements of N, and more 
induced decompositions testing is done via a minor N’ of N that is closely 
related to N. Rather intricate arguments are needed to establish that the 
search can be carried out in such a way that little is lost of the computa- 
tional investment (so to speak) already made for N. 
As it stands, the algorithm requires O((rn+~)~) time and O(m -n) space 
for an 111 x n matrix W. The space requirements are due to certain pivots, 
and can likely be reduced to O(v( W)), where v(W) is the number of 
nonzeros of W, by going to a much more elaborate version. Indeed, we 
have carried out most of the work towards such a version, and stopped not 
due to insurmountable difficulties, but because complex and conceptually 
irrelevant details began to cover up the central ideas of the algorithm. 
A brief discussion is needed about the storage of matrices and graphs. 
Throughout we only employ simple data structures such as doubly linked 
lists plus some additional pointers. We suppose that any binary mx n 
matrix A is given by : (I) two arrays, one containing the row indices and 
the number of l’s in each row, the second one containing the analogous 
information for the columns; (2) an unordered list of the index pairs for 
the l’s of A; (3) for each row and column one unordered doubly linked list 
with the indices of the l’s of that row or column; (4) pointers so that in 
constant time one can go from an entry of the list of (2) to the related entry 
in the list for row i or column j of (3) and vice versa. 
At times we partition the row index set and the column index set of A 
into certain subsets. Any such subset is represented by an unordered 
doubly linked list. Furthermore, pointers exist so that in constant time 
one can move from an entry in the row or column index list to the subset 
containing that entry, and conversely. Clearly, total storage requirements 
for A are O(v(A)), where v( .) is the function mentioned before. Here we 
assume that each column or row index fits into one word of computer 
memory, and that A contains no zero rows or columns. Under these 
assumptions we can extract from A a submatrix B specified by row and 
column index subsets, in 0( v(A)) time. 
A graph is stored as follows. We maintain an unordered edge list, and for 
each node, the unordered subset of edges incident at that node. All lists are 
doubly linked so that edge insertions and removals are straightforward. 
Pointers allow one to go in constant time from an entry of an edge 
attached to a node to the related entry in the edge list, and vice versa. The 
pointers eliminate inefficient searches through the edge lists associated with 
the nodes. Clearly the total space requirements for the graph G(A) of a 
3-connected m x n graphic matrix A are O(,n + n), and hence O(v(A)). 
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18. REDUCTION TO THE ~-C~I~~~TED BINARY CASE 
Without further ado we first list the MAIN algorithm for total 
unimodularity testing, followed by implementation details and the proof of 
validity. 
ALGORITHM MAIN. 
Input : Connected (0, & 1 j M x n matrix IV. 
Output : Either : “W is tu.” 
Or : “W is not t.u.” 
Time Complexity : O((m + n)3) 
Space Complexity : O(m n) 
Procedure : 
1. Let A0 be the support matrix of W. Decompose M(k’) into a collection of 
3-connected minors via repeated 2-sum decompositions, deletion of parallel elements, and 
contraction of series elements. Store the matrices producing these minors in a set d. 
2. Do subroutine REGULAR (of Section 19) to test regularity of each M(A), A E&‘. 
Stop with “W is not t.u.” if one of the matroids is determined to be nonregular. If all matroids 
are regular, then Aa is regular as well. 
3. Sign the regular matrix Aa to obtain a t.u. matrix A’. 
4. Decide whether or not W is a scaled version of A *. If W is a scaled version of A #, 
stop with “W is t.u.” Otherwise stop with “W is not t.u.” 
In the remainder of this section we cover the implementation of 
steps 1, 3, and 4, leaving details of the subroutine REGULAR of step 2 
to Section 19. There it is shown that the complexity of REGULAR is 
O((m + n)“) time/O(m . n) space. Below we prove that we can hold the 
complexity of steps 1, 3, and 4 to O((m +n) .v(A’)) time and O(v(AO)) 
space, so MAIN has indeed the claimed complexity. 
Step 1. We employ the O((m +n) . v(A’)) time/O(v(A’)) space 
algorithm of [lo], which is based on [IS]. The method tests for graphicness 
and cographicness while locating the 3-connected minors. Since the 
matrix A of any graphic or cographic minor is regular, the related matrix 
does not have to be placed into d. As an alternative, one may employ 
the subroutine FIND-B of Section 19 and a slightly expanded version of 
the subroutine EXTEND-B of that section to determine ~2. Regardless of 
the method used, by Theorems II.9.2 and 11.9.6, M(A”) is regular if and 
only if for all A E -c4, M(A) is regular. 
Step 3. One can easily devise several methods with the desired 
complexity bound. For completeness we include one here. By [Z] the 
signing is unique up to scaling. Signing of just one column is trivial (i.e., 
we choose all l’s). Suppose that so far we have signed the columns indexed 
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by some Y # $3, and that the current A #, derived from A0 by signing the 
columns indexed by Y, is of the form 
-7 
X 
= - 1 
[yi Y I 
--- 
0 --- 
1 
u I A" 
EL 
1 
,--- 
1 
O/l 
v I 
lo B-w 
0 
(18.1) 
By induction we may suppose that the submatrix A - is connected and t.u. 
Since A # is connected as well, we can choose the indicated column y of A # 
such that the row index set U is non-empty. The latter fact assures that 
upon signing of column y, the new t.u. A - indexed by X u V and Y u { y } 
is also connected. The entries of column y indexed by V do not require 
signing. To find the k l’s for the remaining entries in column y, arbitrarily 
select a z E U. Then in a single application of breadth-first-search (BFS) to 
BG(A-), determine a tree Tz of BG(A-) rooted at z such that for each 
i E U, i # z, the path in Tz from z to i is a shortest path of BG(A - ) from 
z to i. Create a new graph H with undirected but labelled arcs. For clarity, 
we use the terms “vertex” and “arc” in connection with H, and “node” and 
“edge” for BG(A “). The vertex set of H is U. The labelled arcs of H are 
determined by the following procedure, where the initial H has no arcs. 
For each i E U, i # z, move in the tree T, from node i towards node z 
until a node j E U, j # i, is reached for the first time. The path Pi, j from i 
to j so found is a shortest path of BG(A - ) from i to j, and thus has no 
chord in BG(A “). Add up the + 1 entries of A - that correspond to the 
edges of Pi, j. Then add to H an arc connecting vertices i and j; the label 
on that arc is the sum just computed modulo 4. Since Pi, j has an even 
number of edges, the label is 0 or 2. It is easy to see that the graph H 
derived by this process is a tree. 
The signing of the l’s in column y of A # is now accomplished as follows. 
Declare an arbitrarily selected vertex of H to be scanned, and take the 
related entry in column y of the next A# to be a + 1. With any convenient 
method scan the remaining vertices of H such that each time the vertex j 
scanned next has exactly one scanned neighbor, say i(j). The entry of 
column y, rowj, is chosen to be the same as (the opposite of) the entry of 
column y, row i(j), if the label on arc (i(j), j) of H is 2 (0). The above 
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scheme for processing column y has time/space complexity O(v(A’)) as 
desired. 
That the signing scheme is valid, can be seen as follows. The signing of 
the l’s of column y, indexed by V or by the vertex of H scanned first, is 
arbitrary due to scaling. Suppose we scan vertex j as described before, i.e., 
vertex i(j) is the unique scanned neighbor ofj. Let Xv P with Xs X and 
PG Y be the node set of the path Pi(jj,j of BG(A - ). By the derivation of 
pi(j),,~ the submatrix of A, say A, defined by that node set and y must 
correspond to a chordless cycle, so 
(18.2) 
The submatrix 2 has determinant 0 or f2, and the first case holds if and 
only if the entries of A sum to 0 (mod 4). The signing rule for the entry in 
column y, row j, assures that this necessary condition for total unimodul- 
arity is satisfied. 
Finally we show that the signing procedure achieves total unimodularity 
for the submatrix of A# indexed by X and Y u ( y}. Consider any signing 
of the entries of column y achieving that effect. By the above discussion and 
the fact that H is a tree, the latter signing must agree with the one derived 
above via H, up to a scaling by - 1 of column y, which permits the desired 
conclusion. 
Step 4. Use a spanning tree T of BG(A#) to scale A# such that the 
new A* and W agree on the entries corresponding to the edges of T. Then 
by Lemma 2 of [63, either A # = W, or A # cannot be scaled to.become W. 
Thus the conclusions of step 4 are valid. Clearly this step can be carried out 
in O(v(A’)) time and space. 
We now turn to the difficult part involving the testing of regularity. 
19. REGULARITY TESTING OF ~-CONNECTED BINARY MATROIDS 
In step 2 of algorithm MAIN we must settle regularity of the 3-connected 
matroids M(A), A E d. If M(A) has at most ten elements, the test is 
simple : If M(A) is regular, then it is graphic, or cographic, or equal to R,,. 
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Testing for the first two properties is straightforward, and the latter 
matroid has just two standard representation matrices, one of which is B” 
given in the introductory section. 
So suppose M(A) has at least eleven elements. If M(A) is regular, then, 
by P. D. Seymour’s decomposition theorem for regular matroids [4], 
M(A) is graphic, or cographic, or has R,, as a minor. Furthermore, the 
3-separation (X, u Y,, X, u Y2) of RI2 specified by B*’ of the introductory 
section, induces a 3-separation (S,, S,) of M(A), where the term “induces” 
implies that for i = 1 and 2, X, u Y, E Si. The latter 3-separation corre- 
sponds to a 3-sum decomposition of M(A), and M(A) is regular if and only 
if the components of the 3-sum are regular (see also Theorem 11.9.2). 
Suppose M(A) is nongraphic and noncographic. Then due to [4] one is 
tempted to search for a 3-sum decomposition of M(A) to reduce the 
regularity test for M(A) to one involving two smaller matroids. All polyno- 
mial regularity tests we are aware of are based on this idea. Except for this 
idea, the various search methods are quite different. To motivate the search 
method of this paper, let us consider a more general problem. 
For a given 3-connected matroid M (not necessarily binary), and 
a given k B 4, find a 3-separation (S,, S,) of M such that for i = 1 
and 2, 1 Sil 3 k, or prove that none exists. (19.1) 
We call the 3-separation of ( 19.1) a (3 1 k)-separation of M. In addition we 
define a sequence of minors N, , NZ, . . . . N,, t 2 1, of A4 to be nested if for 
all i > 2, Ni has Nip i as a minor. The following algorithm settles (19.1). 
First we find a sequence of nested 3-connected minors of M, say 
N, , N,, . ..> N, = M, for some t B 1, such that N, has 2k - 1, 2k, or 2k + 1 
elements, and where for i = 1, 2, . . . . t - 1, N, + 1 has at most three elements 
beyond those of N,. Such a sequence exists and can be found in polynomial 
time, as outlined in [S]. 
Next we check for i= 1,2, . . . . t, whether or not any 3-separation (T,, T,) 
of Ni with I T, 1 d ( T21, induces a 3-separation (S,, S,) of A4 where IS,) 3 k. 
Suppose this is so. Since ITI1 < IT21 and IT, u T21 2 2k - 1, we then have 
IS21 > k as well, and thus (S,, Sz) is a (3 I k)-separation of M. On the other 
hand, if no such induced separation is found, then M has no 
(3 I k)-separation. To obtain a polynomial algorithm for this second part, 
we carry out many of the induced 3-separation tests implicitly as follows. 
Suppose for i B 2, (T,, T2) is a 3-separation of N, that induces a 
(3 I k)-separation (S,, S,) of M, and let R be the groundset of Nip i. If for 
i = 1 and 2, 1 T, n RI 2 3, then (T, n R, T, n R) is a 3-separation of .Nip 1 
that also induces the (3 I k)-separation (S,, S,) of A4. Thus for Ni we only 
need to consider any 3-separation (T,, TJ for which I TI n RI or I T, n RI 
is at most 2. Indeed, we can improve upon this observation by considering 
pairs (T,, T,) with / T, I = 2 for the induced (3 1 k)-separation test in addi- 
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tion to 3-separations. We claim that the total number of pairs (T,, T2) that 
must be considered, is then O(4k + s*), where s is the number of elements 
of M. The bound is proved as follows. We need to explicitly consider O(4k) 
cases of (T, , T,) for N, . For given i 2 2, Ni contains at most three elements 
beyond those of Ni- i, and each T, case for Ni contains at most one ele- 
ment of iV_ i. Thus O(s) cases of T, need to be evaluated for each N,, 
i > 2, and in total 0(4k + s2) pairs (T,, T2) are encountered. The testing for 
each candidate case (T, , T,) is easily handled by the polynomial partition- 
ing scheme of Section 111.10. The complexity of the entire algorithm 
obviously depends on the way in which M is specified, but at least 
for representable matroids given by matrices, the algorithm appears to 
be quite attractive. For example, for fixed k 24 and binary matroids 
given by binary matrices A of size m x 12, in O((m + n)’ . v(A)) time and 
O(v(A)) space one either finds a (3 1 k)-separation for M, or determines 
that none exists. The following observations prove the two bounds : 
(1) the required sequence of nested 3-connected minors can be found in 
O((m + n) . v(A)) time and O(v(A)) space using improved versions of the 
subroutines FIND-B and EXTEND-B described below; (2) the sequence 
contains O(m +n) matroids; (3) testing of each Ni is accomplished in 
O((m + n) .v(A)) time and O(v(A)) space by O(m + n) applications of the 
subroutine PARTITION given below. 
The subroutine REGULAR of step 2 of MAIN is a much relined version 
of the above algorithm with k = 4, plus some additional procedures for 
handling the induced 3-separations when they do occur. The most signili- 
cant improvement, established in Theorems 19.15 and 19.16 below, is a 
reduction of the number of (T,, T,) cases for a given Ni from O(m + n) to 
a constant. 
The subroutine REGULAR may roughly be summarized as follows, 
where M(A) is the 3-connected matroid of a matrix A Ed. 
OUTLINE OF REGULAR. 
1. If  M(A) has at least eleven elements, go to step 2. Otherwise test directly for 
regularity. 
2. Find a sequence of nested 3-connected minors of M(A), say N,, NZ, . . . . N,, N,, i, 
t 20, such that either (1) all Ni are graphic or cographic and N,, i = M(A), or (2) all N, 
except for N, + i are graphic or cographic. In the first case M(A) is graphic or cographic, hence 
regular, and processing of another matrix of d commences. If  the second case applies, check 
if a 3-separation of one of the N,, 1 < i ( t, induces a (3 [4)-separation of M(A). I f  a 
(3 14)~separation is found, go to step 3. Otherwise stop since M(A) can be proved to be not 
regular. 
3. Derive a 3-sum decomposition of M(A) from the (3 14)~separation of M(A). Corre- 
spondingly decompose a matrix derived from A by certain pivots. Place one of the component 
matrices so derived into ~4, and redefine A to become the second component matrix. With the 
correspondingly redefined M(A) go to step 1. 
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The above outline is necessarily imprecise, particularly with respect to 
step 3, but it should serve as a convenient framework for the remainder of 
this section. 
First we cover details of the procedures for step 2 of the Outline of 
REGULAR. Three subroutines derived from [lo] and called FIND-B, 
EXTEND-B, and TEST-C, help us carry out step 2. FIND-B locates a 
3-connected submatrix B of a given 3-connected matrix A such that M(B) 
is the graphic matroid of a wheel. EXTEND-B extends a given 3-connected 
submatrix B of A to a larger 3-connected submatrix C of A, and finally 
TEST-C tests graphicness and cographicness of that matrix C. At times 
FIND-B and EXTEND-B also transform A by pivots prior to producing 
the output matrix B or C. 
The three subroutines just described essentially produce the matrices for 
the matroids N,, N,, . . . . N, + I of step 2 of REGULAR. The induced 
3-separation tests of that step are handled by a special version of the 
partitioning algorithm of Section 111.10, which we call PARTITION. 
Let us now examine the above subroutines in detail. FIND-B and 
EXTEND-B are rather straightforward, so we just list them and prove 
their validity by including comments in square brackets with each step. 
SUBROUTINE FIND-B. 
Input : A 3-connected binary m x n matrix A with length(A) > 6. 
Output : A matrix A’ derived from A by pivots, plus a 3-connected graphic submatrix B of 
A’ such that G(B) is the wheel with six edges. 
Time and Space Complexity : O(m n). 
Procedure : 
1. Using breadth-first-search (BFS), find a shortest circuit of E(A) containing an 
arbitrarily selected node of that graph. [A circuit can be found by BFS since otherwise A is 
not 3-connected.] Let X (Y) be the row (column) nodes of the circuit. If the circuit has at 
least six nodes, partition A as 
I I y I ---I I 
x c E 
--- 
El 
D O/l 
c= x (19.2) 
and go to step 3. If the circuit has four nodes [the minimum], then grow the corresponding 
2 x 2 submatrix of A with four l’s to a set-theoretically maximal rectangular submatrix that 
contains only 1’s. Let U and V be the index sets of the rows and columns of that submatrix. 
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Derive from A a matrix A- by replacing the l’s of the submatrix indexed by U and V, by 
0’s. A - can thus be partitioned as 
A- = 
-- 
U 
-- 
P 
_i v ia! 
0 L 0 
tl? 
K 
O/l 
0 
(19.3) 
where each row of K and each column of L contains at least one 0 and at least one 1 
2. By BFS in BG(A-) find a shortest path in BG(A- ) from U to V. [If such a path 
does not exist, then A is not 3-connected (see Lemma 3.2 of [8]), a contradiction.] 
If the path has at least six nodes, let X and Y be the row and column node sets of the path, 
respectively, then partition A via X and Y as given by (19.21, and go to step 3. [The submatrix 
C of A must have the form given by (19.1) since the nodes of the shortest path of BG(A- ) 
induce a circuit of BG(A).] 
If the path has four nodes [the minimum], say in the notation of (19.3) u E U, p E P, u E V, 
q E Q, then select an x E U and a y E V such Kpv = L, = 0. [Such x and y must exist since each 
row of K and each column of L must contain a 0.1 Then define B to be the submatrix 
(19.4) 
of A, declare A’ to be A, and stop. 
3. By pivots on all l’s of the diagonal of C save those in the first three rows, produce 
from C a matrix B such that SC(E) is a circuit with six nodes. Simultaneously transform A 
to A’ by the same pivots. Matrices A’ and B are the desired output. [Recall that C 
corresponds to a shortest circuit of BG(A) containing an arbitrarily selected node or to a 
circuit derived from a shortest path from X to Y in BG(A - ). Therefore each column of E and 
each row of D is a zero or unit vector or is parallel to a column of C or to a row of C. Due 
to this fact the effort for the pivots, and thus for steps l-3, can be held to O(m n). It is easily 
verilied that G(E) exists and is the wheel with six edges.] 
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The subroutine EXTEND-B presented next generates one of the follow- 
ing live 3-connected extensions of a given 3-connected matrix B : 
C 
C 
C 
C 
C 
I  I  
I  y 
I  
141 
m-m 
=XBe 
me- a 
e is nonzero, is not a unit 
vector, and is not parallel to 
a column of B: 
i Y i 
I  y 141 
-we 
X P --- 
P --- 
:: 
1 y ;P;4 m-e 
X 
se- 
X -we 
d is nonzero, is not a unit 
vector, and is not parallel to 
a row of B; 
d (e) is a unit vector with 1 in 
a column u E Y (row w  E X), 
or is parallel to a vector u E X 
(w E Y) of B; a is so chosen 
that the matrix C contains no 
parallel or unit vectors, and 
v # w. 
d (f) is a unit vector with 1 
in a column u E Y (w E Y), or 
is parallel to a row vE X 
(wEX) of B. Also, V#W. 
e (g) is a unit vector with 1 
in a row VEX (IVEX), or is 
parallel to a column v E Y 
(WE Y) of B. Also, U#W. 
(19.51) 
(19.52) 
(19.53) 
(19.5.4) 
(19.5.5) 
That these five cases suffice, is a direct consequence of the main theorem 
of [8], but also follows from the validity of EXTEND-B, which we present 
next. 
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SUBROUTINE EXTEND-B. 
Input : A 3-connected binary m x n matrix A with length(A) > 8, plus a 3-connected proper 
submatrix B of A. 
Output : A matrix A’ derived from A by pivots, plus a 3-connected submatrix C that in turn 
has B as a submatrix. Matrix C is one of the matrices of (19.5). 
Time and Space Complexity : O(m n). 
Procedure : 
1. The input matrix B induces the following partition of A. 
(19.6) 
If the submatrix D of A has a nonzero row or E has a nonzero column such that either vector 
plus B specify a matrix of type (19.5.1) or (19.5.2), then declare one such matrix to be C, 
define A’ to be A, and stop. 
2. According to the rule below, partition the set of row indices of D into sets R, and 
R,, DE Xv Y, and partition the set of column indices of E into sets S,, and S,, VE Xu Y. 
Let row vector d of D be indexed by x. Then place x into R, if d=O, and into R, if d is 
a unit vector with 1 in column u E Y, or if d is parallel to row v E X of B. Let column vector 
e of E be indexed by Y. Then place y into So if e = 0, and into S, if e is a unit vector with 
1 in row u E X, or if e is parallel to column o E Y of B. 
Select any u such that R, u S, is nonempty. [Such a v must exist since otherwise A has a 
block decomposition where B is one of the blocks.] If v indexes a row of B, go to step 3. 
Otherwise replace A by A’ and B by B’, redefine the sets RO, R,, So, and S, for the new A 
accordingly, and upon completion of steps 3, 4, and 5 replace the matrices A’ and C so found 
by their transposes to get the desired output. [Due to the latter transformation, we may 
suppose that a indexes a row of A as we enter step 3.1 
3. Using the sets X, Y, R,, S,, and R,.. S,, u E X v Y, partition A as 
Y 
(19.7) 
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where B’ and the vector d indexed by u, make up B. The submatrices H, L, K, and (I and 
the vector h are new, but their size and position is simply induced by the indicated index 
sets. 
Derive a bipartite graph Ffrom A that is somewhat related to BG(A). Indeed, each row and 
column of A produces a node of F, and row node x and column node y  are connected by an 
edge if (1) A.,. is an entry in Hand H,,.#h,., or (2) A,, is a 1 of K, L, or CJ. 
4. By BFS in F find a shortest path Q from R,.uS, to Uz,,,(R2uSI), say from 
p E R, v  S, to q E R, v  S,, w #a. [Suppose such a path does not exist, and let X,; ( Y,) be the 
set of rows (columns) reachable in F from R, v  S,. The detinition of F and the absence of a 
path Q then imply that A can be rearranged to 
(19.8) 
where rank(V) = 1. But then X, u Y, v  {u} is one side of a 2-separation of M(A). a contra- 
diction.] 
I f  Q has at most two arcs, let C be the submatrix of A defined by X, Y, and the node indices 
of Q, and stop with A’= A and C as output. [If Q has just one (two) edge(s), then C is the 
matrix of (19.53) (of (19.54) or (19.5.5)), as is easily confirmed.] 
5. [Q has at least three edges.] Define {p} u X, ({q) u Ye) to be the set of row 
(column) nodes of Q. Then the submatrix C of A specified by the union of X, Y, {p, q}, XQ, 
Y, is one of the following three matrices. [The reason for circling some of the l’s in the 
matrices below will be explained momentarily.] 
--- 
X 
--- 
P B-m 
Xc2 
--- 
0 
1 
0 
hl 0 I 0 '\ \ ' \ ' 1 0 01 0 ]Xpu YQ] > 2; d and e observe the conditions of (19.5.3), and fi = 1 +a (mod 21, where 0: is specified in (19.5.3). (19.9.1) 
256 KLAUS TRUEMPER 
(X, u Y,J 2 3; d and f observe the 
conditions of (19.5.4). (19.9.2) 
--- 
IX, u Yol 2 3; e and g observe the 
conditions of (19.55). (19.9.3) 
Pivot on the circled entries of the matrix to deduce from it a matrix C of (19.5.3), (19.5.4), or 
(19.5.5), and to transform A to A’. Stop with A’ and C as output. [Let Xb G X, and Yb E Y, 
index the pivot rows and columns. Then A can be rearranged and partitioned as 
A - 
-i0 1 
(19.10) 
By the minimality of the path Q, we have Xbz R, and Yhc_S,, and each column of E and 
each row of D is a zero or unit vector, or is parallel to a column or row of the submatrix 
indexed by Xh and Yb. Due’ to this fact the comments in step 3 of FIND-B apply here as 
well, i.e., total effort, including the pivots, can be held to O(m .n).] 
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Suppose the input matrix B of EXTEND-B is graphic, and that G(B) is 
known. We then test graphicness of the output matrix C of EXTEND-B 
with the following subroutine TEST-C. 
SUBROUTINE TEST-C. 
Input : A 3-connected graphic matrix B, together with G(B), and a 3-connected extension 
matrix C of B of (19.5). 
Output : Either : “C is not graphic.” 
Or : The graph G(C) of C. 
Time and Space Complexity : @v(B)). 
Procedure : 
0. Go to step 1, 2, or 3. depending on whether C is a matrix of (19.5.1). (19.5.2). or 
(19.5.3 t( 19.55) respectively. 
1 [Case (19.5.1)]. Check if the edges of G(B) indexed by x’= j.x~Xle,= 1) form 
a path. If this is not so, then C is not graphic. Otherwise create the graph G(C) for C by 
connecting the endpoints of that path by a new edge indexed by 4. [Validity of this step and 
of the ones to follow, depends on the uniqueness theorem for the graphs of 3-connected 
graphic matrices due to H. Whitney [13]. The path condition on x’ is thus clearly necessary 
and sufficient for graphicness of C’.] 
2 [Case (19.5.2)]. C is graphic if and only if a node of G(B) can be split into two nodes 
such that addition of a new edge p connecting these two nodes produces C(C). The search for 
the unique candidate node is a bit involved. [We omit a detailed validation since it involves 
a number of rather routine arguments.] 
Define Z = { )J E Y 1 dy = 1). For each y E 2, let P, = {edge x E X of G(B) 1 B,,. = 1 }. Each P, 
defines a path in G(B). Let S be the set of nodes of G(B) common to the paths Py, roZ. 
Derive a graph G’ from G(B) by removing all edges J’EZ. If G’ does not have exactly one 
articulation point in S, then C is not graphic. Otherwise let r be the unique articulation point 
in S. [Node r is the node to be split, say into nodes s and r. We now must decide on the 
reassignment of the edges currently incident at r, to the new nodes s and t.] 
Removal of node r reduces G’ to two or more connected subgraphs, say G,, GZ. . . . . G,. 
Create a graph H, with vertices labelled G,, GZ, . . . . G,. and connect vertices G, and G, of H 
by an arc if there exists an edge yoZ in G(B) having one endpoint in G, and the other one 
in G,. If H is not bipartite, then C is not graphic. Otherwise let G,. ie J, be the vertices on 
one side of a bipartition of H. Split node r of G(B) into s and r, and connect these new nodes 
by a new edge indexed by p. The edges q of G(B) previously incident at r, are reassigned as 
follows. If edge y is (is not) in Z, then 4 is attached to node s (1) if in G(B) it connects node I 
with a node of G, with ioJ, and is attached to t (s) otherwise. The graph so created is G(C). 
3 [Cases (19.5.3)( 19.5.5)]. Let u and MI be the indices referred to in the definition of 
C. Then in each of the three cases, C is graphic if and only if the edges ~1 and II’ of G(E) have 
a common endpoint. If the latter condition is satisfied, then G(B) can be depicted as 
(19.11) 
and G(C) is derived from G(B) (Eqs. (19.5.3)-( 19.5.5)) as follows : 
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Y 
/I\ /I\ 
[Clearly each of the above steps can be done in O(v(B)) time/space.] 
The reader may want to glance back to the Outline of REGULAR and 
confirm that for step 2 of the Outline we still must present a test for 
induced partitions. We divide that test into two parts : (1) A subroutine 
called PARTITION that checks for a given 3-connected matrix A with a 
3-connected submatrix C, and for a given 3-separation (T,, T2) of C, 
whether or not (T,, T,) induces a 3-separation of A with a certain maxi- 
mality property; (2) a procedure, quite elementary as we shall see and 
hence without name, for generating the 3-separations (T, , T,) that must be 
explicitly considered. 
PARTITION is nothing but a recursive and simplified version of the 
partitioning algorithm of Section 111.10. In the description of the subroutine 
we use the convention that the rank of any empty matrix is 0, and that for 
any k > 1, the empty k x 0 (0 x k) matrix does span the k x 1 (1 x k) zero 
vector. 
SUBROUTINE PARTITION. 
Input : A 3-connected binary matrix A, a 3-connected proper submatrix C of A, and a 
3-separation (T,, T,) of C with 1 T, 1 < ) T,I. 
Output : Either : “(T, , T2) of C does not induce a 3-separation of A.” 
Or : A 3-separation (S,, Sz) of A such that for i= 1 and 2, S, 1 T,, and, subject to 
this condition, ( S, ( maximum. 
Time and Space Complexity : O(v(A)). 
Procedure : 
1. For i = 1 and 2. let X, (Y,) be the subset of row (column) indices of A contained in 
T,. Partition C as 
c * 
I Y, 
---I 
i Y* f 
Xi A’ E’ 
e-w 
El 
x2 D A2 
--- 
(19.12) 
[Since (T,, T2) is a 3separation of C, we have rank(D) + rank(E) = 2.1 Partition A as 
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(19.13) 
2. If there exists an x E X, such that the subvector f indexed by x and Y, (see (19.13)) 
is not spanned by E : If the subvector e indexed by x and Y, is spanned by D, define C’ to 
be C plus the row vector [elf]. T;= T,u {.x}, and do PARTITION with A, C’, and 
(T,, T;) as input; otherwise stop and declare that an induced 3-separation does not exist. 
[Assume the lirst case, i.e., E does not spanf, but D spans e. Then for any induced (S,, S,) 
of A, including one with (S,I maximum, we must have XE Sz, which justifies the recursive 
application of PARTITION. If E does not span f, and D does not span e, then clearly A does 
not have an induced 3-separation.] 
3. If there exists a ,v~ Y, such that the subvector h indexed by y and X, (see (19.13)) 
is not spanned by D : If the subvector g indexed by y and X, is spanned by E, deline C’ to 
be C plus the column vector [g/h], r; = T, u {.v}, and do PARTITION with A, C’, and 
(T,, T;) as input; otherwise stop and declare that an induced 3-separation does not exist. 
[Justification is analogous to that for step 2.1 
4. It must be that for all x E X,, E spans the subvectorf indexed by x and Y,, and that 
for all YE Y,, D spans the subvector h indexed by y and X,. Thus S, = T, uX,u Y, and 
S, = T, define the desired 3-separation (S,, S,) of A. [Clearly (S,, S,) is a 3-separation of A, 
and for i= 1 and 2, Siz T,. Maximality of IS,1 follows by induction, see steps 2 and 3. The 
overall time/space complexity is proved as follows. Since rank(D) + rank(E) = 2, either both 
D and E are rank 1 matrices, or one of D and E is the zero matrix and the other has rank 2. 
In the second case the matrix with rank 2 has at most three distinct nonzero columns and at 
most three distinct nonzero rows. Using two lexicosorts, one determines in @v(A)) time a 
subset Z E X3 u Y, containing the indices of the rows and columns of X, u Y, that initially 
satisfy the condition of steps 2 and 3, respectively. If Z = 0, step 4 applies. Otherwise we 
delete one index z from Z, correspondingly assign row or column r to T, as described in step 
2 or 3, and finally enlarge Z to account for the change of T,. It is easily checked that the 
updating of 2 can be done in time proportional to the sum of the number of l’s in row or 
column z and of the number of indices that are added to 2. Thus PARTITION can be carried 
out in O(v(A)) time/space as claimed.] 
We now come to the second part of the test for induced partitions. Here 
we must generate the 3-separations (T,, T2) for the given C that must be 
explicitly considered. So far we have relied on the definition of matroid 
3-separation of Section 1.1, which is due to W. T. Tutte [12], but now we 
need to reline that notion for graphic matroids. 
So let (T,, T,) be a matroid 3-separation of a 3-connected graph G 
where ITI1 d 6. Let the connecting nodes of (T,, T,) be the nodes of G 
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having edges of both T, and T, incident. In the subsequent drawings we 
circle the connecting nodes. Then by the classification theorem of [ll], 
(19.14) below enumerates all possible cases for the subgraph of G induced 
by T,. From now on it will be convenient for us to refer to that subgraph 
simply as T,. Indeed, whenever the discussion involves an edge subset of 
some graph, say edge subset T of graph H, then we will also say that T is 
a subgraph of H. For example, if the edges of T form a triangle of H, then 
we refer to T as a triangle. Below, drawings from left to right correspond 
to adjacent numbers from top down. 
H (19.14.1) 
IT,1 =3 
IT,]=4 u 
G 
(19.14.4) 
(19.14.5) 
(19.14.6) 
IT,1 =6 
Note that the cutset case of (19.14.3) is the only case where IT,/ is 
maximum in a certain sense. That is, for any graph H with G as minor, any 
3-separation (S,, S,) of H induced by ( T1, T,) of G must have S, = T,. If 
a 3-separation (T,, T2) of a 3-connected graph G does not have T, of this 
special case, then we call it a graph 3-separation. A 3-separation of the 
latter kind is a prime 3-separation of G if IT, I > 4, or if I T,J = 3 and the 
following condition is satisfied : T, is a 3-star of G (of G or G*) if G is 
nonplanar (planar). 
A comment about T, of (19.14.8) is in order. Let (T,, Tz) be a 
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3-separation of a 3-connected graph G with T, of (19.14.8). If G has at least 
ten edges, then it is easily verified that it has a K,., minor that includes all 
edges of T,, and thus is nonplanar. However, if we replace T, by a 3-star, 
as is done when G is decomposed, then the resulting graph may be planar. 
In Section 20 we will see that such a change from nonplanarity to planarity 
can be quite undesirable when G is large. Fortunately the potentially 
troublesome case of a graph 3-separation (T,, T2) with T, of (19.14.8) can 
be avoided if the graph on hand has at least 13 edges, as shown in 
Theorem 19.15 below. 
We apply the above terminology to 3-connected graphic matrices as well. 
Thus a graph or prime 3-separation of a graphic matrix is a 3-separation of 
the same type for the related graph. Prime 3-separations have certain 
desirable properties not shared by all 3-separations. Suppose we extend a 
nonplanar 3-connected graph G to a 3-connected graph H. Let 2 be the set 
of additional edges. Call a (graph, prime) 3-separation (T,, T,) of H new 
if ( T, - Z, T, - Z) is not a (graph, prime) 3-separation of G. If 2 = (z 1 
and if the extension is an addition, then H may have many new graph 
3-separations, since z may be contained in many triangles of H. On the 
other hand, H cannot have any new prime 3-separations. If Z = {z 1 and if 
the extension is an expansion, then H can have at most four new prime 
3-separations (T,, T2), since ZE T, (z E T,) must imply that T, (T,) is a 
3-star or a 3-star plus one edge creating a triangle. Similar conclusions can 
be drawn about prime 3-separations when IZI = 2 or 3. 
The subroutine REGULAR is so designed that explicit testing for 
induced decompositions only needs to be done for new 3-separations. Thus 
the well-bounded behavior of prime 3-separations makes them the 
preferred choice. The next theorem is nothing but a precise statement of 
these observations. In that theorem we deal with induced (3 1 k)-separations 
for some given k > 4 instead of just (3 ) 4)-separations since the more 
general result is useful for other algorithms. 
THEOREM 19.15. Let A be a 3-connected binary matrix, C be an m x n 
3-connected graphic submatrix of A, B be a 3-connected graphic submatrix 
of C, and k ~4. Suppose C is one of the matrices of (19.5.lF(19.5.5). 
Assume G = G(B) and H = G(C) are on hand, and that G* and H* are also 
available if C is planar. Also assume that no prime 3-separation of G induces 
a (3 1 k)-separation of A. Then there is a procedure that in O(m +n) time 
determines a set 9 whose members are subsets of the edge set of H, such 
that for any prime 3-separation (T, , T2) of H with 1 TI 1 < 1 T, 1 that induces 
a (3 (k)-separation of A, one has T, E 9. Further, 12’1 is bounded by some 
constant independent of G and H, and each member T, E Y contains at most 
six edges of H. If H has at least thirteen edges, then T, as subgraph of H 
is not the graph of (19.14.8). 
582W49R.9 
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Proof: The conclusion is immediate if H has at most twelve edges. So 
suppose that H has at least thirteen edges. Let Z be the set of edges of H 
that are not in G. By (19.5.1)-(19.55) IZI 6 3, so G has at least ten edges. 
Let (T,, T,) be a prime 3-separation of H with IT,/ < / Tzl that induces 
a (3 Ik)-separation (S,, S,) of A. For i= 1 and 2, define Zj= Zn Ti. Since 
1 T21 3 7 and IZI d 3, we have I T, - Z,I B 4. If 1 T, - Z, I> 4 as well, then 
(T, - Z,, T2 - Z,) is a prime 3-separation of G that induces (S,, S,) of A, 
a contradiction. Thus 1 T, - Z, 1 6 3, and if equality holds, then IZ, 1 > 1 and 
T, - Z1 is not a 3-star of G. The possible cases are therefore I T, I = 3, 4, 5, 
6, and then IZ,I 2 1, 1, 2, 3, respectively. Below we enumerate the 
possibilities for T, under these constraints. The notation is that of 
(19.14.1)-( 19.14.12). 
(19.14.1) One of the edges of the 3-star T, of H incident at u must be 
in Z. Thus for each edge of Z, at most two cases are possible. 
(19.14.2) Since T, is a triangle of H, that graph must be planar. Pass 
to the dual H* of H, and apply the arguments for ( 19.14.1). 
(19.14.4) (19.14.5) At least one of the edges of the 3-star of H at node 
u must be in Z since otherwise (T, - Z1, T, -Z,) is a prime 3-separation 
of G. Thus for each edge in Z just a few cases are possible. 
(19.14.6) Since (Z,I 2 2 and T, -Z, is not a 3-star, both nodes u1 and 
u2 of T, must have at least one edge of Z incident, and thus just a few cases 
are possible. 
(19.14.8) Then T, consists of two 3-stars of H. Since IZ,I = 3, we have 
Z, = Z, which implies, by step 3 of TEST-C, that Z is a triangle or a 3-star 
of H. Furthermore, T, -Z, is then a 3-star of H, and hence of G as well, 
a contradiction. 
All remaining cases of (19.14). Arguing as for case (19.14.8), Z, is a 
3-star or triangle of H. Also, T, -Z, is not a 3-star of G, and hence is not 
a 3-star of H. Due to these facts just a few cases are possible. 
Collect in 2 all possible candidates. Then Y satisfies all claims made in 
the theorem. It is also easy to see that Y can indeed be found in O(m + n) 
time. 1 
So far we have dealt with the situation where both B and C are graphic. 
The next theorem addresses the case where B is graphic, and where C is 
not graphic and not cographic. 
THEOREM 19.16. Let A be a 3-connected regular matrix with length(A) 
2 11, C be a 3-connected nongraphic and noncographic submatrix of A, B be 
a 3-connected graphic submatrix of C with length(B) > 9, and k = 4, 5, or 6. 
Suppose that C is one of the matrices of (19.5.1)-( 19.5.5), and that no prime 
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3-separation of B induces a (3 (k)-separation of A. Then G(B) is nonplanar 
and has a triangle T, such that the graph 3-separation ( T1, T,) of G(B) 
induces a (3 I6)-separation of A. The triangle T, can be found in constant 
time if the data generated during the graphicness test TEST-C for C are 
available. 
Proof. By Theorem (9.2) of [4], M(C) has an RI, minor, and the 
(3 16)~separation of any such minor given by the representation matrix B” 
of the introductory section, induces a (3 16)-separation of C as well as 
of A. Below we denote that (3 16)~separation of R,, by (S;, S;). Let 
(S, , S,) be a (3 I 6)-separation of C induced by (S’, , S;). Further, let 2 be 
the row/column indices of C not occurring in B, and define for i = 1 and 2, 
Zi = 2 n Si and Ti = Sj - 2,. Without loss of generality suppose I T, I < I T2/. 
(T,, T,) is not a prime 3-separation of G(B), since (T,, T,) induces a 
(316)~separation of A. But IS,186 and IZ,I 63 imply IT,l>3. Thus 
) T,I = 3, implying JZ,J = 3 and IS,/ = 6. It follows that T, is the case 
(19.14.2) or (19.14.3), and that C is the matrix of (19.54) or (19.55). Note 
that ) T,J $6 since length(B) > 9. 
In the notation used for (19.54) and (19.5.5), the vectors d, e, f, and g 
of the matrices of (19.5.4) and (19.5.5) are unit vectors or are parallel to a 
row or column of B. Also, the set Z is {p, q, y} or {p, q, x}, and in M*(C) 
or M(C) the set Z spans the two elements v and u’ indirectly specified via 
d and f, or via e and g. For the time being, suppose that T, n {u, w} = a. 
Since ZcS,, the pairs (S, u (v>, S,- {v)), (S, u (w>, Sz- (w}), and 
(S, u (4 w>, s,- (4 WI, are then 3-separations of M(C) and C. Since 
IT,1 Z 6, it follows that the pairs (T, u {u}, T,- {u}), (T, u {w}, 
T, - (+v)), and (T, u (v, w >, T, - {u, MP> ) are prime 3-separations of G(B). 
Thus T, u {u, w} is the graph of (19.14.5) or (19.14.6). Now C failed the 
graphicness of TEST-C, so u and w  have no common endpoint. Thus up 
to a relabelling of u to IV, the following cases are possible for T, u {v, w} : 
In each of the cases of (19.17.1) and (19.17.2) and their relabelled versions, 
(T, u {u}, T2-- {u}) or (T, u (w}, T,- (w}) is not a 3-separation of G(B). 
Thus the graph of (19.17.3) remains, and T, is a triangle of G(B). Then 
G(B) must be nonplanar since otherwise (T, , T2) is a prime 3-separation 
of G(B). 
If G(B) has two or more triangles that can serve as T,, then by (19.17.3), 
G(B) must be of the form 
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(19.18) 
and hence is not 3-connected, a contradiction. The unique triangle can 
obviously be found in constant time provided the graphicness test TEST-C 
has already identified v and w. 
Finally we prove the assumption that T, n {v, w} = @. Recall that 
(S; , S;) is a (3 ( 6)-separation of an RI2 minor of M(C), and that (S; , S;) 
induces the (3 [6)-separation (S, , S,) of C. Since 1 S; 1 = IS;1 = 6, we must 
have S; = Si = T, u 2,. Now 2, is a triangle or triad of M(C) and of the 
R,, minor, by (19.54) and (19.5.5), and by the fact that R,, is 3-connected. 
Suppose v E T,. If Z, is a triangle (triad) of the R,* minor, then by (19.5.4) 
(by (19.5.5)) deletion (contraction) of some ZE Z, in that minor must 
produce two pairs of series (parallel) elements, and v must be an element 
of one of the pairs. A simple check of cases using 8” of the introductory 
section proves that this is not possible. Thus T, n {v, w} = @. l 
At this point we have the machinery for the subroutine REGULAR, 
except for the procedures that carry out the 3-sum decompositions. 
We list now REGULAR, and supply the latter procedures (called 
DECOMPOSE-l and DECOMPOSE-2) in the next section. 
SUBROUTINE REGULAR. 
Input : A collection & of 3-connected binary matrices derived from an 
M x n matrix A0 by algorithm MAIN. 
Output : Either : “All matrices of & are regular.” 
Or : “At least one matrix of d is not regular.” 
(Below we abbreviate this to “d is (is not) regular.“) 
Time Complexity : O((m + n)‘). 
Space Complexity : O(m n). 
Procedure : 
1. [Termination test] 
I f  d = 0, declare that the original LZZ’ is regular and stop. Otherwise remove an arbitrarily 
selected matrix A from d. 
2. [Decide small cases, or do FIND-B] 
If  length(A) d 10 : 
With any convenient method (e.g., using FIND-B, EXTEND-B, and TEST-C) test if A is 
graphic or cographic, or if M(A) = R,,. I f  the answer is negative, then A is not regular; 
declare the original G’ to be nonregular and stop. Otherwise go to step 1. 
Else [length(A) Z 1 l] : 
[With FIND-B we produce a 3-connected B with length(B)=6. Matrix B is a proper 
submatrix of an A’, where A’=A or A’ is derived from A by pivots.] Do FIND-B with A as 
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input, and get matrices A’ and B as output. Let A’ be the new A. Determine and store G(E) 
and G*(B). [The latter graphs are wheels with six edges and are easily derived from B.] 
3. [Given are : A, B, G(B), and G*(B) if B is planar. With EXTEND-B we extend B 
to a larger 3-connected matrix C of type (19.5), then test for graphicness, and also for 
cographicness if B is planar. Matrices B and C are submatrices of an A’, where A’ = A or A’ 
is derived from A by pivots.] Do EXTEND-B with A and B as input, and get A’ and C as 
output. [E is a submatrix of C, which in turn is a submatrix of A’.] Let A’ be the new A. 
I f  B is planar : 
Do TEST-C twice, once with B, G(B), and C as input, and once with F, G*(B), and C’ as 
input. [If C turns out to be cographic but not graphic, we switch to the transposes of all 
matrices, so that the new C is graphic.] I f  C is cographic but not graphic, let A’, B’, C’ be 
the new A, B, C, and let G*(B) and G*(C) be the new G(B) and G(C). Go to step 4. 
Else [B is graphic, but not cographic] : 
Do TEST-C with B, G(B), and C as input 
[At this point we have A, graphic and possibly cographic B, a C of (19.5), G(B), and G*(B), 
G(C), G*(C) if applicable. In steps 4-7 we look for (3 14)~separations of A induced by certain 
graph 3-separations of B or C, and then decompose A accordingly. In step4 we produce a 
candidate list 2’ of prime 3-separations except for small cases where length(C) < 8. In step 5 
we process the induced decomposition tests for the special situation where length(B) 2 9 and 
where C is not graphic. All remaining cases are then handled in step 7. Left to be mentioned 
is step 6, where the cases are sorted out following a pass through step 5 or 7.1 
4. [Given are : A, graphic and possibly cographic B, C, G(B), and G*(B), G(C), G*(C) 
if applicable. Processing depends on the length of B and C.] I f  A = C and C is graphic : 
Go to step 1. [Processing of A is complete.] 
I f  length(C) < 8 : 
[We check C for planarity since for matrices with length at most 8, regularity and planarity 
are equivalent.] I f  C is not planar, declare that the original d is not regular and stop. 
Otherwise let C be the new B, and G(C) and G*(C) be the new G(B) and G*(B). Go with 
A. the new B, G(B), G*(B), to step 3. 
If  length(C) < 9 and length(B) < 8 : 
[By (19.5), length(C) = 9, 10, or 11. If  C is regular, then by step 3, [4], and the fact that 
length(A) 2 11, C must be graphic. We tirst test for this necessary condition. If  it is satisfied, 
we determine all prime 3separations (T,, Z-,) of C with 1 T,l < 1 T2j, and place the sets T, into 
a new list Y. We then relabel C to become the new B, and go to step 7 for induced decom- 
position testing if Y is nonempty, and to step 3 otherwise.] I f  C is not graphic, then declare 
the original & to be nonregular and stop. Otherwise store for each prime 3-separation 
(T,, r,) of G(C) with 1 T, 1 < 1 r,l, the set T, as member of a new set 2. Let C be the new 
B. G(C) be the new G(B), and G*(C) be the new G*(B) if C is cographic. I f  Y = @‘, go with 
A, the new B, G(B), and G*(B) if applicable, to step 3. Otherwise go with A, the new B, G(B), 
G*(B) if applicable, and Y to step 7. 
Else [length(B) 2 93 : 
[By induction no prime 3-separation of B induces a (3 I4)-separation of A. I f  C is graphic, we 
compute a new set Y as specitied by Theorem 19.15, then proceed to step 7 for induced 
decomposition testing if Y is nonempty, and to step 3 otherwise. If  C is not graphic, we go 
to step 5 and test for an induced decomposition using Theorem 19.16.1 If C is not graphic, go 
with A, B, C, G(B), and G*(B) if applicable, to step 5. Otherwise do the procedure mentioned 
in Theorem 19.15 to find a new set Y, each of whose members is the set T, of some prime 
3-separation (T,, T2) of G(C) with lTi1 C lT21. Then declare C to be the new B, and accord- 
ingly update G(B), and G*(B) if applicable. If  Y = 0, go with A, the new B, G(B), and 
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G*(B) if applicable, to step 3. Otherwise go with A and the new B, G(B), G*(B) if applicable, 
and Y to step 7. 
[In steps 5 and 7 we test for induced (3 I4)-separations. When such a 3-separation is found, 
the matrix A is decomposed accordingly. Two subroutines, DECOMPOSE-l and 
DECOMPOSE-2, carry out the decompositions. We decided to defer the detailed presentation 
of these subroutines to the next section so that this section does not become too long and 
complex. Also, for an understanding of steps 5 and 7, one only needs to know the inputs and 
outputs of these subroutines. We provide that information when we list steps 5 and 7.1 
5. [Given are : A, graphic and possibly cographic B, nongraphic and noncographic C, 
G(B), and G*(B) if applicable. If  A is regular, then according to Theorem 19.16, G(B) is 
nonplanar and has an easily determined triangle T, such that the graph 3-separation of G(B) 
defined from T,, say (T,, T2), induces a (316)-separation of A, say (S,, S,). Below we rely 
on these facts, and use the subroutine DECOMPOSE-l of the next section to deduce a 3-sum 
decomposition of A from (S,, &).I 
I f  G(B) is planar, or if G(B) does not contain the triangle T, specified in Theorem 19.16, 
then declare the original & to be nonregular and stop. Otherwise let (T,, T2) be the graph 
3-separation of G(B) defined from T,, and do subroutine PARTITION with A, B, and 
(T,, T,) as input. [Since ) T,1 = 3 and length(B) > 9, we have ) r,] > 6. Then due to the maxi- 
mahty of any S, produced by PARTITION, A has a (3 ) 6)-separation induced by (T,, T2) if 
and only if PARTITION detects one such (3 I6)-separation of A.] 
I f  PARTITION does not produce a (316)~separation of A, then declare the original & to 
be nonregular and stop. Otherwise that subroutine locates one such (316)~separation, say 
(S,, 5,). Do subroutine DECOMPOSE-l with &, A, B, G(B), (T,, T2), and (S,, S,) as 
input. [That subroutine performs a 3-sum decomposition of A into 3-connected components, 
one of which is added to d, resulting in d’. The second component is called A’, and it 
contains B. Finally a new set Y’ is produced. In the next section we prove the following 
claims for this output : d and A are regular if and only &” and A’ are regular. Each member 
T, E Y’ satisfies IT,\ = 4, and it corresponds to a (3 [4)-separation of B, say (T,, T2). I f  a 
prime 3-separation (T, , r,) of G(B) with 1 T, I < I T21 induces a (3 14)~separation of A’, then 
T, E U’.] 
Let d’, A’, and Y’ be the output of DECOMPOSE-l. Define &‘, A’, Y’ to be the new 
&, A, and Y. 
6. [Branch according to A, B. and U] 
If  A=B: 
Go to step 1. [Processing of A is complete.] 
I f  length(A) C 10 : 
Go with A to step 2 [for small case testing]. 
I f  length(B) < 8 or if Y = 0 : 
Go with the new A, B, G(B), G*(B) if applicable, to step 3. [If length(B) < 8, then the length 
of B is too small for the existing list Y to be useful. Thus we start to extend B again in 
step 3.1 
7. [Given are : A, B, G(B), G*(B) if applicable, and P. Inductively we assume the 
rather complicated statement (*) of the next section for the triple (A, G(B), 9). Statement (*) 
is suiliciently long that we do not want to repeat it here. Roughly speaking, (*) requires that 
each T, E Ip corresponds to a prime 3-separation ( Ti, Tz) of G(B) and that at least one of 
these prime 3-separations induces a (3 I4)-separation of A if A has such a separation at all. 
Though statement (*) is complicated, it is easy to verify that (*) holds when we enter step 7 
from step 4 or 5.1 
Remove an arbitrarily selected member r, from Y, and let (T,, r,) be the related prime 
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3-separation of G(B). Do PARTITION with A. B, and (T,, Tz) as input. [The matrix B here 
plays the role of C in PARTITION. Since length(B) > 9, we have ( r,l 2 5, and arguing as in 
step 5 we see that PARTITION produces a (3 14)~separation of A if and only if (T,, T2) can 
induce at least one (3 ]4)-separation of A.] 
If PARTITION does not determine a (3 (4)~separation of A, then go to step 6. Otherwise 
let (S,, 5,) be the (3 14)~separation of A found by PARTITION, and do subroutine 
DECOMPOSE-2 with d, A, B, G(B), G*(B) if applicable, (T,, I-,). (S,, Sz), and Y as input. 
[DECOMPOSE-2 performs a 3-sum decomposition of A where both components are 
3connected. One component is added to .d, resulting in .sd”. The second component is called 
A”, and it contains a 3connected matrix B” derived from B. & and A are regular if and only 
if &” and A” are regular. Matrix B” is graphic (cographic) if and only if this is so for 8. 
Accordingly we have output graph G(W), and G*(Y) if applicable. Finally Y is modified to 
a set 6R” so that the triple (A”, G(B”), 9”) satisfies (*). The output of DECOMPOSE-2 is 
used to redefine the current sets and matrices in the obvious way, so the above remarks 
establish the induction hypothesis for the next pass through this step.] 
Let the output d”, A”, B”, G(B”), G*(B”) if applicable. and 9” be the new d, A, B, G(B), 
G*(B) if applicable, and 9, and go to step 6. 
At this point we can prove the claimed time/space complexity of 
REGULAR, and thus that of MAIN. Recall that A’, the original binary 
matrix, is m x n. Define 
N, = total number of matrices ever placed into d, 
N,= total number of times EXTEND-B is called, and 
N, = total number of sets T, added to 9. 
We first show that each of these counts is O(m + n). For N., this claim 
is proved in [7]. For N, the following inequality obviously holds. 
N, 6 CA,; (number of times EXTEND-B makes use of index z 
of matrix A when extending a submatrix B of A to a larger sub- 
matrix C), 
where the summation is over all matrices A encountered in REGULAR, 
and over all row/column indices z of A. We prove that the right-hand side 
of the inequality, and hence N,, is O(m + n) by the following arguments. 
In a 3-sum decomposition exactly six indices are duplicated (see 
DECOMPOSE-l and DECOMPOSE-2 of the next section), so by the 
bound on N,, a total of O(m + n) indices of the various matrices must be 
considered in the summation. We only reduce a matrix B in 
DECOMPOSE-2, and then by at most six indices. By the bound on N,, 
O(m + n) indices are involved in these reductions. Combining the two 
bounds we see that the right-hand side of the above inequality is indeed 
O(m+n). 
Finally, by Theorems 19.15, 20.4, and 20.8, the number of sets T, ever 
added to Y, is up to a constant factor bounded by the number of times 
FIND-B, EXTEND-B, DECOMPOSE-l, and DECOMPOSE-2 are called. 
An upper bound on the latter count is N,+ 2. N,,,. Thus N,. is O(m + n). 
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We now prove the space complexity. After a 2-sum decomposition and 
appropriate deletions of parallel and unit vectors, one can store the compo- 
nent matrices in less space than that required for the original one. Thus the 
matrices of the initial set d of REGULAR can be stored in O(m . n) space. 
The B, C, G(B), etc. on hand at any time, can obviously be stored in 
O(m . n) space as well. In a 3-sum decomposition of some matrix A, the two 
component matrices have six additional row/column indices and less than 
eight additional l’s beyond those of A [see DECOMPOSE-l and 
DECOMPOSE-2 of the next section], so by the bound on N,, & can be 
stored in O(m .n) space throughout all iterations of REGULAR. By 
Theorems 19.15, 20.4, and 20.8, each T, added to 2 contains at most six 
edges, so the O(m +n) bound for N, also applies to the space required 
for dp. 
We now establish the time complexity. To this end let Count be the 
number of times a given step is invoked, and Time be an upper bound on 
the time expended in one pass through that step. 
Steps l-3. Count < N, + NE. Time is O(m n), see FIND-B, EXTEND-B, and TEST-C. 
Step 4. Count< N,. Time is O(m .n), see Theorems 19.15 and 19.16. 
Step 5. Count < N,,. Time is O(m n). see DECOMPOSE-l. 
Step 6. Count < N,, + N,. Time is a constant. 
Step 7. Count < N,. Time is O(m n). see PARTITION and DECOMPOSE-2. 
Thus REGULAR has the O((m +n)3) time/O(m .n) space complexity 
claimed in Section 18. In the final section we supply DECOMPOSE-l and 
DECOMPOSE-2. 
20. THE DECOMPOSITION SUBROUTINES 
In this section we describe the subroutines DECOMPOSE-l and 
DECOMPOSE-2 invoked in steps 5 and 7, respectively, of REGULAR. 
The input to either subroutine consists of a 3-connected matrix A with a 
3-connected graphic submatrix B, the associated graph G(B), G*(B) if 
applicable, a graph 3-separation (T, , T2) of G(B), and a (3 14)~separation 
(S, , S,) of A that is induced by (T, , T,). In the case of DECOMPOSE-2, 
we also have a set Y where each member of T, E 2 corresponds to a prime 
3-separation (T, , Tz) of G(B) that might induce a (3 14)~separation of A. 
Let us first consider the case of step 5 of REGULAR, where 
DECOMPOSE-l is called. G(B) is then nonplanar, the set T, is a triangle 
of G(B), and it is known that no prime 3-separation of G(B) induces a 
(3 [4)-separation of A. In DECOMPOSE-l we first carry out a 3-sum 
decomposition of A into two component matrices using the given (3 ) 4)- 
separation (S, , S,). One of the component matrices is added to d for later 
examination. The second component matrix, called A’ below, contains B. 
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If A’ = B, then A’ is regular and no further processing of A’ is needed. Thus 
assume that A’ # B. The situation would be very simple if no prime 
3-separation of G(B) induced a (3 ) 4)-separation of A’ since then one could 
start processing of A’ and B in step 3 of REGULAR. Unfortunately, G(B) 
may have prime 3-separations that induce (3 (4)-separations of A’. But 
fortunately, by Theorem 20.4 below, G(B) may have at most two such 
prime 3-separations, both easily determined. We thus locate the candidate 
prime 3-separations, place them into a list Y’, and return to step 5 of 
REGULAR for further processing of A’, B, and 9’. 
The discussion of the subroutine DECOMPOSE-2, which is invoked in 
step 7 of REGULAR, is much more complicated. As before for 
DECOMPOSE-I, the given 3-separation (S,, S,) of A defines a 3-sum 
decomposition, but this time, B in general is not contained in either one of 
the two component matrices. However, one of the component matrices 
contains at most a very small submatrix of B. That component matrix is 
added to &. The second component matrix, called A” below, contains 
most entries of B. From A” and the graphic B we then derive a 3-connected 
submatrix B” of A” that contains most entries of B and that is cographic 
if and only if B is cographic. 
We want to retain as much as possible of the computational investment 
(so to speak) made so far into the search for induced (3 (4)-separations for 
A via prime 3-separations of G(B). For this reason we would like to obtain 
a set 9” from 9’ that is not much larger than 9 and that plays the same 
role for A” and B” as Y does for A and B. We then could return with A”, 
B”, and 9” to step 7 of REGULAR for further processing. We achieve this 
goal using a complicated induction hypothesis, assumed to be valid for the 
triple (A, B, 9’) whenever step 7 of REGULAR is entered. The induction 
hypothesis, listed below as statement (*), roughly says that at least one of 
the prime 3-separations (T,, T,) with T, E 9 induces a (3 I4)-separation of 
A if A has a (3 (4)-separation at all. Quite involved arguments then prove 
that an efficient procedure called UPDATE-Y deduces a set 9”’ from B 
and 9 such that lY’/ - 19’1 is bounded from above by a constant, and 
such that the induction hypothesis holds for the triple (A”, G(B”), Y’), 
Thus the subroutine DECOMPOSE-2, which employs UPDATE-Y, can 
indeed achieve the goal mentioned above. 
We now provide the details of DECOMPOSE-l and DECOMPOSE-2, 
starting with DECOMPOSE-l. By step 5 of REGULAR the input for 
DECOMPOSE-l consists of a 3-connected binary matrix A, a 3-connected 
graphic and noncographic submatrix B together with the graph G(B), a 
graph 3-separation (T,, T2) of G(B) where T, is a triangle, and finally a 
(3 I 6)-separation (S, , S2) of A that is induced by (T, , Tz). 
For the description of DECOMPOSE-l we would like to use the 
notation of Part I, and for this reason we temporarily reverse the indexing 
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of the Si and Ti, so S, becomes S?, T, becomes T,, and conversely. Thus 
T, has become the triangle of G(B) mentioned above. Recall that step 5 of 
REGULAR is entered from step 4 when a nongraphic matrix C is encoun- 
tered. At that time TEST-C has determined edges u and w  of G(B) that by 
Theorem 19.16 and (19.17.3) are attached to T, as follows, where 
{r, s, t> = T2 : 
(20.1) 
We may assume that r and s index rows of B, and hence of A as well, since 
at most two pivots in B can achieve this. For i= 1 and 2, let Xi ( Yi) be the 
subset of row (column) indices of A in S,. Then 
(20.2) 
and, by Theorem 11.9.2, A is regular if and only if the two matrices A’ and 
A - given by 
A’ = 
I Yl ;t: --- % 
--- 
r --- 
S --- 
and A” P 
(20.3) 
are regular, where the subvectors e and g of the second matrix A - are any 
two independent columns of the submatrix of A indexed by X, and Y,. 
Note that A’ is a submatrix of A, and that T, = (r, s, t} and 
T, E X1 u Y1 = S, implies that B is a submatrix of A’. Also recall that no 
prime 3-separation of the nonplanar G(B) induces a (3 I4)-separation of A. 
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The next theorem establishes the prime 3-separations of B that may 
possibly induce (3 14)~separations of A’. 
THEOREM 20.4. Let A’ and B be the matrices just defined, and suppose 
A’ #B. Then A’ is 3-connected, and in constant time one can locate a set Y 
with at most two members such that R, E 9’ and lRll = 4 whenever a prime 
3-separation (R,, R,) of G(B) with lRll d lRzl induces a (314)-separation 
qf A’. 
Proof. We first show that A’ is 3-connected. By Theorem 1.3.11, it 
suffices to show that the submatrix A’ of A’ has no zero column. Assume, 
to the contrary, that A’ does have a zero column, say with index 2. That 
column cannot intersect the submatrix B of A’, since otherwise B contains 
a zero or unit vector, or has two parallel vectors, a contradiction of the fact 
that B is 3-connected. Thus z E (Y, - T,). We know that length(B) 2 9 by 
step 4 of REGULAR, so 1 T,I 2 6. By (20.2) we thus can shift z from S, to 
Sz to obtain a second (3 ) 6)-separation (S, - {z), Sz u {z]) of A induced 
by (T,, T2) of B. But this contradicts the maximality of jS?I, which is 
guaranteed by PARTITION. (Recall that we reversed the roles of S, 
and &.) 
For a proof of the second part, let (R,, R,) be a prime 3-separation 
of B that induces a (3 I4)-separation (S;, S;) of A’. If R, n T, = 0, 
then by (20.2), (R,, R2) also induces the (3 ( 4)-separation (S’, , S; u S?) 
of A, a contradiction of the maximality of IS,I. We can draw the same 
conclusion if IR, n T,I = 1, say {z} = R, n T,, and lRll B 5, since then 
(R, - {z>v R, u 14) is a prime 3-separation of G(B) that induces the 
(3 [4)-separation (S; - {z}, S; u S,) of A. The above arguments apply to 
R, as well, so they also rule out [RI1 = 3, since then by the nonplanarity 
of G(B), R, must be 3-star, and IR, n T,I = 0 or 2 since T, is a triangle. 
Thus we may assume that lRll =4 and IR, n T,I = 1. Note that [RI1 < lRzl 
since length(B) >9. By (19.14.4), R, is a 3-star of G(B) plus one edge, say 
5, and that edge must be the one in the triangle T, since otherwise 
I R, n T21 Z 2. Reconciliation of these conditions with (20.1) forces 
r or s of (20.1), G(B) to be one of the graphs 
z to be 
(20.5) 
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and R, to be {i, j, r, u} or (h, 1, s, w}. Existence of either case can clearly 
be established in constant time, so .Z’ can be found in constant time. 1 
We now present DECOMPOSE-l. 
SUBROUTINE DECOMPOSE-l. 
Input : From step 5 of REGULAR : &Jo/, A, B, G(B), ( T1, T2), and (S,, S,). 
Output : Mp’, A’, 9”. 
Time/Space Complexity : U(m -n). 
Procedure : 
1. Do at most two pivots in A so that A becomes the matrix of (20.2), then derive the 
matrices A’ and A- of (20.3). From A’ delete all rows z for which the subvector in A’ is zero, 
then place the resulting matrix into Sp, getting d’. [By Theorem 1.3.11 the matrix placed into 
zi is 3-connected. In addition, deletion of a row z as just described, may be viewed to be a 
semi-proper 3-sum decomposition, where in the notation of (20.3) {u, b, c, z} is one side of 
the underlying 3-separation. Thus by Theorem 11.9.2, S and A are regular if and only if &’ 
and A’ are regular.] 
2. If A = B, set Y’ = 0 and stop. Otherwise find the set 6p’ of Theorem 20.4 and stop. 
[Theorem 20.4 validates this step and the claimed complexity.] 
We now turn to the subroutine DECOMPOSE-2, which is called in 
step 7 of REGULAR. From now on the reversal of the roles of T, and T2 
and of S, and S2 introduced for the discussion of DECOMPOSE-l, is no 
longer needed, and thus these symbols are again employed as in Sections 
18 and 19. 
As mentioned in the introductory remarks of this section, 
DECOMPOSE-2 decomposes the given A into two component matrices, 
one of which is placed into d while the other is called A”. Next, from the 
graphic submatrix B of A, a graphic submatrix of A” called B” is derived 
which contains most entries of B and which is cographic if and only if B 
is cographic. Finally, a set 2” of candidate prime 3-separations of G(B”) 
is deduced from $P that is not much larger than 9. Essential for the proof 
of the latter fact is a rather complicated induction hypothesis. We need 
some preliminary definitions and observations before we can list that 
hypothesis, which is given by statement (*) below. 
Let (S,, S,) be a k-separation of a k-connected binary matrix A. Then 
an element z E (S, u S,) is a straddling element of (S,, S,) if for i= 1 or 2 
and j# i, ZE Si implies that (Si- {z}, S,u (z}) is another k-separation of 
A. In agreement with the terminology of Section 1.3, we call the transfer of 
a straddling element z from Si to Sj a shift. A shzft sequence of (Si, S,) is 
then a finite sequence of not necessarily distinct elements z,, z2, . . . . zs, all in 
S, u S,, such that we can shift the elements zi one after another starting 
with zi. A shift sequence for (S,, S,) has trunsformed (S,, S,) to some 
k-separation once the last element has been shifted. 
Let B be a k-connected submatrix of A, and suppose (T,, T,) is a 
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k-separation of B that induces (S,, S,). Then a shift sequence for (S,, S,) 
induces a shif subsequence for (T,, T2), provided that the shifts of the 
subsequence do not reduce T, or Tz to a set of cardinality less than k. 
Assume that the latter condition holds, and let (S’, , S;) and (T;, T;) be 
derived by a shift sequence and the induced shift subsequence. Clearly 
(T;, T;) is a k-separation of B that induces the k-separation (S;, S;) of A. 
Indeed, this conclusion holds for any intermediate pair of k-separations as 
well. 
Here we utilize a special case of the shifting process. Let A and G(B) be 
given. We then employ the shifting process as follows to define an equiv- 
alence relation on the set Y of prime 3-separations (T,, T,) of G(B) that 
induce (3 I4)-separations (S, , S,) of A. First, with any convenient method, 
for example, with subroutine PARTITION, we assign to each prime 
3-separation (T, , T2) in JY exactly one induced (3 j 4)-separation (S, , S,) of 
A. Second, we declare two prime (3 I4)-separations of F to be related if 
there is a shifting sequence for A that converts one of the two correspond- 
ing (3 14)-separations of A to the other one in such a way that all inter- 
mediate 3-separations of A are (3 [4)-separations of A; furthermore, the 
induced shifting subsequence must transform one of the two prime 
3-separations of G(B) to the other one in such a way that all intermediate 
3-separations of G(B) are prime 3-separations of G(B). This relation is 
clearly an equivalence relation on Y. For the purposes of testing for 
induced (3 I4)-separations we only need to consider representatives of the 
equivalence classes of Y as candidates. Expressed in the notation of 
subroutine REGULAR, we could say that the set 5Z’ only needs to contain 
one representative of each equivalence class. 
Suppose we have a 3-connected binary matrix A, a 3-connected graphic 
proper submatrix B with length(B) > 9, the graph G(B), and also G*(B) if 
applicable, and a set Y each of whose members is an edge subset of G(B). 
Then we say that (*) holds for (A, G(B), U) if the following conditions are 
satisfied : 
(*. 1) For ail T, E 2 : T, is one side of a prime 3-separation, say 
(T,, T,), of G(B) with jT,1<jT,], 3,<]T,) 66; if G(B) has at least 13 
edges, then T, is not case (19.14.8). 
(*.2) If (T,, T,) is a prime 3-separation of G(B) that induces a (3 ]4)- 
separation (S,, S,) of A, then the following holds for i = 1 and 2 : 
If 1 Til < 4, then T, E 9’. 
If ) TiJ > 5, then there exists a shift sequence for (S,, S,) with an 
induced subsequence for (T,, T,) such that the final (T; , Th) produced by 
the subsequence, has T’, or T; in 9. 
Note that by the first condition of (*.2), we may assume that all inter- 
mediate (T,“, T;) produced from (T,, Tz) as described in the second 
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condition of (*.2), satisfy for i = 1 and 2, 1 Tyl 2 5. The induction hypothesis 
is then that (*) holds for the current (A, G(B), 9) whenever step 7 of 
REGULAR is entered. 
Let us now recall a few facts about the steps of REGULAR. When we 
enter step 7 from step 4 or 5, we have A, B, G(B), G*(B) if applicable, and 
2 on hand, and by the validation of step 4 and of DECOMPOSE-l, (*) 
does hold for (A, G(B), 2) at that time. This is also so if during a pass 
through step 7 we do not detect a (3 [4)-separation of A, since then we 
remove a T, from 9 where the related prime 3-separation (T,, T2) does 
not induce a (3 (4)-separation of A. 
We now show how (*) can be maintained when PARTITION (invoked 
in step 7) locates a (3 I4)-separation of A that is induced by a prime 
3-separation (T, , T2) of G(B), where T, E 9. If T, is a triangle, then G(B) 
is planar, and we replace the matrices by their transposes, the graphs by 
their duals, etc., to get the case where T, is a star. Note that this change 
maintains (*) for the new (A, G(B), y), including the condition that no 
T1 tz 2 is case (19.14.8) if G(B) has at least thirteen edges. Indeed, if the 
latter condition is violated, then the remarks following (19.14) imply that 
G(B) is nonplanar, a contradiction. 
By the above discussion T, is the 3-star of (19.14.1) or is any one of the 
cases (19.14.4)-( 19.14.12). Thus T, contains three edges, say u, b, c, that are 
incident at the connecting nodes of T1 such that by at most three 
deletions/contractions we can reduce T, to Z = {a, b, c}, and such that the 
latter set is a 3-star in the graph, say H, so derived from G(B). Since at 
most three reductions have been performed to obtain H from G(B), at 
most live pivots within the submatrix B of A convert the latter matrix to 
A 
(20.6) 
where for i = 1 and 2, Xi ( Yi) is the subset of row (column) indices of A 
in Si. Thus Tic Xi u Yi. From now on let us suppose that A is the matrix 
of (20.6). 
By Theorem 11.9.2, A is regular if and only the matrices A’ and A- of 
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(20.3) are regular, where this time A” is a submatrix of A of (20.6), and 
A’ is derived from A by defining the subvectors d and f of A’ to be any two 
independent rows of the submatrix of A indexed by X, and Y,. Define B- 
to be the graphic submatrix of A - indexed by T, u (a, b, c). Indeed, by the 
derivation of H from G(B), H is a graph for B”. The next lemma about 
G(B) and H is crucial for the validity of subroutine DECOMPOSE-2. 
LEMMA 20.7. If G(B) has at least 13 edges, then that graph is cographic 
if and only if this is so for H. 
Proof The graph H is a minor of G(B), so the “only if” claim is trivial. 
For proof of the converse, recall that the set 2 = {a, b, c} defines a 3-star 
of H. We also know that (T,) d 6, that T, is a 3-star if IT, I = 3, and that 
T, is not case (19.14.8). Using (19.14), it is then easily checked that T, of 
G(B) can be drawn in the plane such that the three connecting nodes lie 
on the outer face, which implies that in any planar drawing of H, we may 
replace the 3-star Z by T, to get a planar drawing of G(B). 1 
For the proof of the lemma it is essential that T, is not case (19.14.8). 
If the latter condition were not satisfied, H could be planar while G(B) is 
nonplanar. Then G(B) and H could have many triangles in common, and 
each such triangle would define a prime 3-separation of H, but not of G(B), 
a computationally most unfortunate situation when one updates dp to 
maintain ( * ). 
As if the setting was not intricate enough, another complicating factor 
is introduced by the fact that H need not be 3-connected. For an analysis 
of the possible cases, first suppose that the submatrix A’ of A of (20.6) 
has a zero row qEXz. If q is not in T,, then (S,u (qj, S2-- jq)) is a 
(3 )4)-separation of A that contradicts the maximality of S, guaranteed by 
PARTITION. Thus q E T,. Let Q be the set of these q indices. In addition, 
a row of A2 may be nonzero, but may have only O’s in the columns of A2 
intersecting B, i.e., in the columns indexed by Y, n Tz. Collect in a set P 
all such p indices. 
By definition P and Q are disjoint. Furthermore, it is easily checked that 
IP u Ql < 3 since otherwise the 3-connected B must contain two parallel 
row vectors, a contradiction. Define A” (B”) to be A - (B- ) minus the 
rows indexed by Q (by P u Q). Delete any column from A’ whose sub- 
vector in A’ is zero, and place the resulting matrix into d, getting &“. We 
then have the following theorem. 
THEOREM 20.8. Let d, A, B, G(B), G*(B) zf applicable, and 9 be the 
matrices, graphs, etc. on hand at the beginning of step 7 of REGULAR. 
Suppose that (*) holds for (A, G(B), Y), and that a prime 3-separation 
(T, , T2) of G(B) with T, E $P induces a (3 I4)-separation of A. As just 
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described in the preceding paragraph, derive the sets Z= (a, b, c}, P and Q, 
the matrices A” and B”, together with G(B”), and G*(B”) if applicable, and 
the collection &I’. 
Then A”, B”, and the matrix added to LX? to obtain sZ“, are 3-connected, 
and s?t’ and A are regular if and only if ~2” and A” are regular. If A” # B” 
and length(B”) > 9, then there exists a procedure that derives a set Y” such 
that (*) holds for (&‘I, G(B”), 2”) and ILf”I - ldpl is bounded from above 
by a constant. 
Proof: We accomplish the proof via a series of claims. 
CLAIM 1. A”, B”, and the matrix added to &, are all 3-connected. 
Proof: By Theorem 1.3.11. 
CLAIM 2. d and A are regular if and only if d” and A” are regular. 
Prooj By Theorem 11.9.2. 
CLAIM 3. Zf G(B) has at least 13 edges, then that graph is cographic if 
and only if this is so for G(B”). 
Proof G(B”) is obtainable from H by contraction of the edges of 
Pu Q. By the definition of P and Q, each edge of P v Q is in series with 
one of the edges of Z. Thus none or both of G(B”) and H are cographic. 
By Lemma 20.7, this is also for the graphs H and G(B). 
From now on suppose that A” #B”. First we describe a procedure called 
UPDATE-Y that creates the desired set 9”. Let R = T, - (P u Q), i.e., R 
is the set of edges of G(B”) that are not in Z. Below we use the following 
convention. Whenever we add “1” and “2” as subscripts to the symbol of 
a set, thus creating two new symbols, then the new symbols represent two 
subsets that partition the given set. For example, R, and R, are two sets 
that partition R, and Z, and Z, partition Z. 
PROCEDURE UPDATE-z. 
1. If G(W) has at most twelve edges, define 9” to be the set of R, uZ, such that 
(R, uZ,, R2uZZ) is a prime 3-separation of G(B”) with IR, u Z,l < IR2uZ,I, and stop. 
Otherwise initialize 9”’ to the empty set and go to step 2. 
2. For each L E Y do : If L induces a prime 3-separation of G(B”), i.e., ((R u Z) n L. 
(R u Z) - L) is a prime 3-separation of G(B”), then place (R v Z) n L into 9”. 
3. For all prime 3-separations (R, u Z,. R, u Z,) of G(B”) with JR, v Z,( $5 and 
lZ,l > 1, do : add RI u Z, to Y”; furthermore, if (R,, R, u Z) is also a prime 3-separation of 
G(W), then add R, to 9” as well. 
We now prove (*) for (A”, G(B”), 9”). By step 1 of UDATE-.Y the 
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proof is trivial if G(B”) has at most 12 edges, so assume that G(B”) has at 
least 13 edges. 
CLAIM 4. (~1) holds for (A”, G(F), 2”). 
Proof This follows directly from Claim 3, UPDATE-Y, and the fact 
that (*.l) holds for (A, G(B), 9). 
The proof of (~2) for (A”, G(B”), 9”) . mvolves several cases. First we 
link 3-separations of G(B”) and A” to ones for G(B) and A. Let Y = 
S2 - (R u P v Q). Suppose a prime 3-separation (R, u Z, , R, v Z,) of 
G(B”) induces a (3 \4)-separation (R, u Z, u P, u V,, R, u Zz u P2 u V2) 
of A”. 
CLAIM 5. Zf for i = 1 or 2, 1 R, u Zi 1 < 5 and ) Zi 1 > 1, then 
(RiuZ,)~Y’. 
Proof. By step 3 of UPDATE-Y. 
CLAIM 6. If for i = 1 or 2, IRiJ 6 4 and Zi = 0, then Rj E 9’“. 
Proof Let j # i. Then by the derivation of G(B”) from G(B) and by 
Claim 3, (Riu Pi, R,u P,u Q u T,) is a prime 3-separation of G(B). By 
(20.6) that prime 3-separation induces the (3 I4)-separation (R, u Pi u V,, 
RjuPju VjuQuS,) of A. 
Let us pause and display a (we hope welcome) table which lists these 
sets, graphs, and matrices. If one disregards the inclusion statements in 
parentheses in Table I, then all sets listed in one line of the table are 
disjoint. We now continue with the proof of Claim 6. 
TABLE I 
Related 3-Separations for G(B”), A”. G(B), and A 
Graph/ One side of 3-separation 
matrix Subsets in 
Second side of 3-separation 
Subsets in 
s, S? s, SZ 
G(B”) R, Z 4 
A” 4, P,. V, Z R,, P,> V, 
G(B) R,. P, Rp P,> Q 
A R,, P,, V, s, (ST,) 4.5 Q, V, 
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If Pi = @, then the prime 3-separation of G(R) is (Ri, Rju P u Q u T,), 
and by (*) for (A, G(B), 9), JRil < 4 implies Rie dp. By step 2 of 
UPDATE-Y, Ri E Y’ as well. 
If /PiI 3 1, let p E Pi. In G(B) the edge p is in T,, and in H it is in series 
with an edge of Z, say 6. Thus edge p is incident at a connecting node of 
T, and T,, say v, and at that node v of G(B) we have besides edge p only 
edges of T, incident. The edges of Pi in G(R) have no common endpoint 
since otherwise G(B) is 2-separable. Thus the second endpoint of the edge 
p in G(B), say W, must have at least one edge of Ri incident. Then at node 
w  of G(B), no edge of R, u Pi u Q u T, can be incident since otherwise 
((RiuPi)-{p},R,uP,uQuT,u{p}) is a 2-separation of G(B). 
Now apply to G(B) the deletions/contractions that produce G(B”), 
except that edge b is contracted instead of p. Let H’ be the resulting graph. 
Since a subset of the deletions/contractions results in graph H where the 
edges b and p are in series, H’ can be obtained from G(B”) by relabelling 
edge b to p. Since (Ri u Pi u Vi, Rj u Z u P, u F’,) is a (3 14)separation of 
A”, (R,u {p}, R,u(Z- (b})) is a prime 3-separation of H’. Now 
R, u {p} of H’ corresponds to Ri u {b} in H, and IRi u {b}l d 5 implies 
Ri E 9” by step 3 of UPDATE-Y. 
CLAIM 7. If for 1 =l or 2, JRiuZil >6 and IZil =l, then in the 
3-separations of A” and G(B”) one can shift the single element of Z;, say b, 
to z,. 
ProoJ Element b is contained in the triad Z of M(A”), and thus can be 
shifted as claimed. 
CLAIM 8. The cases not treated so far, satisfy the following conditions. 
For i=l and2: 
lRil 25 and Zi=O, or 
IRiuZiI =6 and lZil 22, or 
lRiu Zil > 7 and lZil = 1. 
(20.9) 
Proof By Claims 5, 6, and 7. 
CLAIM 9. One only needs to consider the prime 3-separation case 
(R,,RjuZ) with (RiI~5andjRjuZI>7. (20.10) 
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Proof. Up to re-indexing, the only case not of this form and satisfying 
(20.9) is (RiuZi, R,uZ,), where JRiuZiI 27 and IZil = 1. But then we 
can shift the single element of Zi as in the proof of Claim 7, and thus get 
the form of (20.10). 
CLAIM 10. Let the 3-separations for G(B”), A”, G(B), and A be those of 
Table I with ( Ril 2 5 and 1 Rju ZI 2 6. Zf one of the two sides of the prime 
3-separation for G(B) is in 2, then Ri or (R, u Z) is in 2”. 
Proof By step 2 of UPDATE-L?. 
CLAIM 11. Let the 3-separations for G(B”), A”, G(B), and A be those of 
Table I with 1 Ril >, 5 and ) Rj u ZI 2 6. Suppose none of the two sides of the 
prime 3-separation for G(B) is in 2. By (*.2) for (A, G(B), s), there is a 
shift sequence and a shift subsequence that converts the two 3-separations for 
G(B) and A such that one of the sides of the final prime 3-separations for 
G(B) is in Y. The shtft sequence for A also induces shift subsequences for 
G(B”) and A”, up to the point where the current pair (R; u Z;, R; u Z;) on 
hand for G(B”) would violate (20.9) for the first time, Let 
(R; u P’, u Z’, u Vi, R; u Pi u Z; u V;) be the 3-separation of A” on hand 
at that time. 
Then (R; u Z;, R; u Z;) is a prime 3-separation for G(B)“, and after at 
most one more shift in that 3-separation for G(B”) and also in the related one 
for A”, the smaller of the two sides of the final 3-separation for G(B)” is in 
YJ’. 
Proof By (20.9) we must have for i = 1 and 2, 1 R: u Z:I >, 4, so 
(Riu Z:, Rju Z,) is a prime 3-separation of G(B”). Then Claims 5, 6, 7, 
and 8 establish the conclusion. 
CLAIM 12. Make the same assumptions as in Claim 11, but this time 
suppose that every prime 3-separation for G(B”) produced by the shift 
subsequence, satisfies (20.9). Then the smaller side of the final prime 
3-separation (R,!‘u ZF, R,!‘u ZJ) for G(B”) is in 9”. 
Proof The smaller side of the final prime 3-separation for G(B) is in 9, 
so the conclusion follows from step 2 of UPDATE-P. 
CLAIM 13. IY’I- 121 is bounded from above by a constant. 
Proof )Y’J - JLY;pJ is bounded from above by the number of sets added 
to 2” in step 3 of UPDATE-Y. One readily establishes the latter number 
to be bounded from above by a constant using arguments analogous to 
those proving Theorem 19.15. 
Collectively Claims 1-13 now prove Theorem 20.8. 1 
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Theorem 20.8 and its proof suggest the following subroutine 
DECOMPOSE-2 for step 7 of REGULAR. 
SUBROUTINE DECOMPOSE-2. 
Input : From step 7 of REGULAR : &‘, A, B, G(B), G*(B) if applicable, (T,, T2), (S,, 5,). 
and 9. Condition (*) holds for (A, G(B), y). 
Output : &“, A”, G(B”), G*(B”) if applicable, Y”. Condition (*) holds for (A”, G(B”), F”). 
Time/Space Complexity : O(m n). 
Procedure : 
1. I f  T, is a triangle of G(B), replace the matrices by their transposes, the graphs by 
their duals, etc., to get the case where T, is a 3-star. Do at most five pivots in A to produce 
the matrix of (20.6) and the matrices A’ and A- of (20.3). From A’ delete all columns z for 
which the subvector in A’ is zero, then place the resulting matrix into d, getting d”. [By 
Theorem 20.8 A’ is 3-connected.] 
2. Let B- be the submatrix of A- indexed by T2 v  {a, b, c}, where a, b, and c are 
defined by (20.6). Define Q to be the set of row indices q E X, such that row q of A* is zero, 
and let P be the set of row indices p E X,, where row p of A2 is nonzero, but where all entries 
in row p indexed by Y, n T, are zero. Let A” be A- minus the rows q E Q, and B” be B- 
minus the rows PE Pu Q. Define G(B”), and G*(B”) if applicable, accordingly. [By 
Theorem 20.8 A” and B” are 3-connected, and Z! and A are regular if and only if &“’ and A” 
are regular.] 
3. I f  A”=#‘, set Y”= 12( and stop. Otherwise compute 2” with UPDATE-Y and 
stop. [Clearly the time/space complexity of steps 1 and 2 of DECOMPOSE-2 is G(m ‘n). We 
now show that this is also so for UPDATE-Y of step 3 of DECOMPOSE-2. Each time Y 
is modified in step 4, 5, or 7 of REGULAR, then by Theorems 19.15, 20.4, and 20.8, the 
number of additional sets placed into Y is bounded from above by a constant. The number 
of such changes of 6p is bounded by the number of times FIND-B, EXTEND-B, 
DECOMPOSE-l, and DECOMPOSE-2 are invoked. In Section 19 the latter number is 
shown to be O(m +n). Thus 121 is O(m+n), and UPDATE-Y is easily proved to require 
O(m + n) time.] 
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