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Abstract—In this paper, system design for the multi-input multi-output (MIMO) relay broadcast channel with individual 
signal-to-interference-plus-noise ratio (SINR) constraints at the mobile stations (MS) is considered. By exploring the structure of 
downlink (DL) uplink (UL) duality at either the base station (BS) or the relay station (RS), we propose two schemes of joint power 
allocation and beamforming design at the BS and the RS. The problem of existence of feasible solutions under practical power 
constraints at the BS and the RS with given SINR targets is considered first. Then the problem of sum power minimization is considered. 
Each design problem can be solved efficiently using optimal joint power allocation and beamforming under the framework of convex 
optimization. We also show that with subchannel pairing at the RS, the transmission power can be reduced by channel compensation at 
either hop. Finally, an extension to more general multi-hop applications is provided to further improve the power efficiency. 
 
Index Terms—Beamforming, multi-input multi-output (MIMO), convex optimization, relay broadcast channel. 
 
I. INTRODUCTION 
In the recent years, multi-input-multi-output (MIMO) systems have been adopted in many wireless applications, such as in 
point-to-point multiple-antenna communications [1]-[3] and cellular multiple-user communications [4]-[6]. It is well known that 
with the deployment of multiple antennas at wireless terminals, channel capacity enhancement and robustness against channel 
fading can be achieved. On the other hand, with the deployment of relay stations at cell edge or severely blocked area, the coverage 
area can be extended to enhance the throughput of cell-edge users. In order to exploit the above benefits, a promising compound 
scheme that incorporates MIMO technology into the relay architecture was introduced recently [7][11], where the base station (BS) 
and the relay station (RS) both have multiple antennas, and the mobile stations (MSs) are equipped with single antenna. Under such 
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a configuration, a MIMO link between the BS and the RS followed by a multi-user downlink channel is established consequently. 
Half-duplex non-regenerative two-hop operation without direct link from the BS to the MSs is usually considered due to serious 
shadowing effect or the so-called dead zone position of the MSs. Various precoding schemes at the BS and the RS had been 
proposed under this structure in different applications. In [7], the achievable sum rate of the relay assisted MIMO downlink 
channel was derived assuming zero-forcing based dirty-paper-coding (DPC) at the BS and linear processing at the RS. In [8] and 
[9], the downlink-uplink duality under distributed single-antenna amplify-and-forward (AF) relays was established by assuming 
DPC based precoding at the BS. The precoding matrix in this scenario can be thought of as a diagonal matrix with joint RS 
operation. Although the DPC-based precoding promises the theoretically achievable data rate, in existing systems, the complexity 
and high cost issues restrict its prevalence. Recently, quality-of-service (QoS) based design criteria for multi-user relaying have 
been revealed. In [10], multiple single-antenna source nodes communicate with their corresponding destination nodes with the 
help of distributed single-antenna AF relays were considered. In that configuration, the joint precoding matrices at the source 
nodes and the relay nodes are both diagonal, and multi-user interferences can only be precluded with orthogonal channel relaying 
in the time or frequency domain. The QoS based MIMO relay broadcast channel, which is the multi-user broadcast channel with 
multi-antenna at the BS and the RS, can be solved by using the method of bi-convex optimization (that is, solving the convex 
problem at either the BS or the RS while assuming the design value at the other station is fixed) which iteratively updates the 
parameters until convergence is met [11]. Since the joint optimization problem for both the BS and the RS in the MIMO relay 
broadcast channel is non-convex, even though the bi-convex method optimizes the precoding matrices at the BS and the RS 
individually, it may result in a local optimum due to inadequate initial settings. An alternative scheme which is based on joint 
zero-forcing (ZF) design from the BS to the RS and from the RS to the MSs was also provided in [11]. Due to the effect of noise 
enhancement at both the RS and the MS,  this scheme is inferior to the minimum mean square error (MMSE) based design. 
In this paper, under the framework of MIMO relay broadcast channel similar to [7] and [11], we focus on the design of linear 
precoding at the BS and the RS in view of different QoS requirements for different MSs. In the QoS based design in [11], the total 
transmission power (for the BS and the RS) was minimized while the respective signal-to-interference-plus-noise-ratio (SINR) 
requirement at each MS was fulfilled.  In practice, having individual transmission power constraints at the BS and the RS is more 
reasonable. Another important issue of the QoS based formulation is that certain design targets may not be achieved by any  
beamformer design and power allocation.  To avoid endless search (iterations) of the algorithm, a criterion to judge if the target 
SINR set is feasible given BS and RS power constraints is required to help determine weather solving the subsequent power 
minimization problem makes sense.  
    In view of these design issues, in this paper, we first consider the feasibility of the system, then delve into the sum power 
minimization problem for the situations where feasible solutions exist. These problems are non-convex, and it is difficult to find 
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the global optimal solution. We approach the problems by introducing two relaying structures, AF based relaying and singular 
value decomposition (SVD) based relaying,  to divide the problem into two sub-problems:  the power allocation problem at the BS 
and the RS, and the beamformer design problem at either the BS or the RS . The joint power allocation at the BS and the RS is 
identified as a geometric programming (GP) problem and converted to the problem of convex optimization.  The beamformer 
design at the BS or the RS is conducted by exploring the existence of the downlink-uplink duality which transforms the difficult 
downlink problem into a more tractable uplink problem. Based on this, the corresponding uplink power allocation problem is also 
introduced for deriving the optimal transmit beamformer at the BS or the RS. We then provide iterative algorithms that can 
successively solve the above two optimization problems until convergence.  Simulation results show that the proposed algorithm 
converges rapidly, and is thus computationally efficient for both feasibility test and the power minimization problem. In addition, 
subchannel pairing and generalized multi-hop relaying are proposed for the SVD based relaying design. 
The rest of the paper is organized as follows. In Section II, a structure of the MIMO relay broadcast channel and the 
corresponding expressions of the signal flows are described. Section III contains the formulations of the optimization problems for 
feasibility test and power minimization. The proposed relaying structures which employ the theory of downlink-uplink duality are 
presented in Section IV for the AF based relaying and the SVD based relaying. In Section V, simulations are conducted to compare 
the performance of the proposed schemes and the existing works. Finally, Section VI concludes the paper.   
The notational conventions used in this paper are: Vectors are in bold-face lower-case letters and matrices are in boldface 
upper-case letters. Subscripts ( )T and ( )H denote transpose and conjugate transpose, respectively. ( )Tr  denotes the trace 
operation and ( )1,..., Ndiag s s denotes a diagonal square matrix with 1,..., Ns s  denoting the diagonal elements. s  denotes the 
Euclidean norm of the vector s. + denotes the space of positive real numbers and x y× denotes the space of x y× complex valued 
matrices. MI denotes the identity matrix with size M M× . We define [ ]1,...,1 T=1 . 1 2( , )Eig R R denotes the generalized 
eigenvalue problem with 1 2λ=R x R x , where x and λ are the eigenvector and eigenvalue, respectively. The collection set 
{ } { }1,..., \K k  indicates elements from 1 to K except k.  
II. SYSTEM MODEL  
Consider a MIMO relay downlink channel depicted in Fig.1. The BS serves multiple MSs simultaneously with the help of a 
single RS. In this two-hop relay model, we neglect the direct link between the base station and the K MSs. The BS and the RS are 
equipped with bM  and rM antennas, respectively. All MSs under the coverage of the RS are single-antenna devices. A MIMO 
channel is formed between the BS and the RS. The BS first precodes the data that is targeted for multiple MSs and then sends it to 
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the RS, the RS precodes the data using a transfer matrix before broadcasting the precoded signal to the MSs. 
 
Fig .1. MIMO relay downlink channel. 
The transmitted signal vector at the BS can be expressed as 
                                                                                              b =x Fs                                                                                                      (1) 
where [ ]1, , TKs s=s  denotes the transmitted signal vector intended for the K MSs. bM K×∈F  is a precoding matrix composed of 
1,  1, ,bMk k K
×∈ =f   , each denoting a transmit beamformer vector for MS k , i.e., [ ]1, , K=F f f . The received signal vector at 
the RS can be expressed as 
r b r= +y Hx n                                                                                       (2) 
where r bM M×∈H  represents the MIMO channel between the BS and the RS, and rn is the received noise vector at the RS. The 
elements in rn are independent and identically distributed (i.i.d.) complex Gaussian random variables with zero mean and 
variance 2rσ , i.e., 
2
M~ (0, )rr rCN σn I . If we use an r rM M×  matrix Q to represent the linear precoding at the RS, the 
re-transmitted signal vector at the output of RS is  
                                                                                                r r=x Qy .                                                                                             (3) 
With the definition of channel vector kg , k=1,…, K, of size 1rM ×  between the RS and the kth MS, from (1), (2) and (3), the kth 
MS observes the following combination of the transmitted signals from the BS 
                                                                         
( )
1,
     =
H
k k r k
K
H H H
k k k k i i k r k
i k
y n
s s n
= ≠
= + +
 
+ + +  
g Q HFs n
g QHf g QH f g Qn
                                                   (4) 
where kn denotes the received noise at the kth MS, which is assumed to be an i.i.d. complex Gaussian random variable with zero 
mean and variance 2kσ . On the right hand side of (4), the first term denotes the desired signal, and the overall inter-stream 
interferences, amplified noises and the local noise received at the kth MS are collected in the second term. If the input signal 
elements in vector s are assumed to be mutually independent and normalized to unit variance, the average transmit power at BS can 
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be derived from (1) as 
                                                                                      ( ) ( )Tr TrH Hb b bP = =x x FF                                                                           (5) 
Similarly, from (1) to (3), the average transmit power at RS can be shown as 
                                                                                 ( ){ }2Tr H H Hr rP σ= +Q HFF H I Q .                                                                   (6) 
From (4), the total power of received interference and noise at the kth MS is 
                                                                    
( )2 2 2
1,
2 22 2
1,
     =
K
H H H H H H H
k k i i k k k r k
i k
K
H H
k i r k k
i k
σ σ σ
σ σ
= ≠
= ≠
 
= + +  
+ +


g QH f f H Q g g QQ g
g QHf g Q

.                                               (7) 
Thus, we have the SINR expression observed at the kth MS as 
{ }
2
2 22 2
1,
,  1,...,
H
k k
k K
H H
k i r k k
i k
SINR k K
σ σ
= ≠
= ∈
+ +
g QHf
g QHf g Q
.                                               (8)              
For notational convenience, let  [ ]1,..., K=G g g . If the perfect channel knowledge of H and G is available at the RS, the precoders, 
F and Q, for the BS and the RS, respectively, can be jointly determined at the RS in advance. The RS can then feedback F to the BS 
to fulfill the precoded two-hop transmission under individual SINR requirements of the MSs. It should be noticed that the power 
consumptions at the BS and the MS are implicitly determined by the precoding matrices F and Q according to equations (5) and (6) 
respectively.  
III. PROBLEM FORMULATION 
In this section, the optimization problem for MIMO relay downlink channel is formulated. Instead of the maximum sum SINR 
based design criterion [7], which only favors users with better channel qualities, individual SINR constraints for the MSs are 
considered to emphasize the fairness in QoS. Assume that the MSs have their individual SINR targets, 1,..., Kγ γ . To fulfill the 
target SINRs of all MSs simultaneously, the following condition has to be satisfied 
                                                                                   
1,...,
min 1k
k K
k
SINR
γ=
≥ .                                                                                        (9) 
For power efficiency, we aim at joint design of F and Q to minimize the sum power of the BS and the RS under the constraint that 
the set of target SINRs can be satisfied. In addition, the individual power consumptions at the BS and the RS cannot exceed their 
corresponding maximum values. Therefore, we have the power minimization problem formulated as: 
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( )
max
max
minimize
 to SINR ,  
                
                
b r
k k
b b
r r
P P
subject k = 1,...,K
P P
P P
γ
+
≥
≤
≤
F,Q
                                                                (10) 
where maxbP and 
max
rP are the maximum available power at the BS and the RS, respectively. We focus on the station-wise maximum 
power constraints since in most applications, the BS and the RS have separate power sources. Due to the individual maximum 
power constraints, the optimization problem (10) does not always have a solution. We first focus on the feasibility of the 
optimization problem using the following test problem.  
                                                                                    
1,...,
max
max
SINR
max min
 to  
                 
k
i K
k
b b
r r
subject P P
P P
γ=
   
≤
≤
F,Q
.                                                                                 (11) 
The target SINR set is feasible if and only if the objective function in (11) is greater than or equal to one.  If the  objective functions 
in both problems (10) and (11) were concave, then their global optima could be easily solved. Unfortunately, this is not the case  
when F and Q are considered jointly. Thus there is no efficient way to find the global optimal solution. To work around this 
situation, in the following sections, we introduce two design structures of F and Q, which facilitate solving the problems via the 
downlink-uplink duality at the BS or the RS for iteratively computing the power allocation at the BS and the RS and the 
corresponding beamformer designs.  
IV. DESIGN OF POWER ALLOCATION AND BEAMFORMERS AT THE BS AND THE RS 
A. Amplify and Forward Relay with Downlink-Uplink Duality at the BS 
In this section, a simple amplify-and-forward (AF) relaying structure, where the RS only amplifies and forwards the received 
signal vector using a specific gain factor without linear processing, is proposed. In this structure, the precoding matrix at the RS is 
constructed as a scaled identity matrix, i.e., 1/2 1/2 Mrr rg= =Q Λ I , where rg  ( rg +∈ ) represents the power amplifying factor at the 
RS, and 
rM
I is an identity matrix of size r rM M× . The equivalent channel matrix of size bK M× from the BS to the MSs is then 
1/ 2H
eq r=H G Λ H .                                                                                        (12) 
This MIMO relay broadcast channel can be re-modeled as an equivalent MIMO broadcast channel with noise power at the kth MS 
as 
22 2H
r r k kgσ σ+g . Let
H H
p=FF WΛ W , where [ ]1,..., K=W w w , 2 1,  1,...,k k K= =w , is a normalized precoder matrix 
consisting of unit norm beamformers, ( )1 ,...,p Kdiag p p=Λ  is a diagonal matrix constructed from the power allocation vector  
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1[ ,..., ]
T
Kp p=p  at the BS. The formulation of the feasibility test problem (11) can be expressed as 
                                                              
{ }
( )( ){ }
21/2
1,...,, , 2 21/ 2 2 1/2 2
1,
max
1/ 21/2 2 max
max min
   
        Tr
       Tr
p r
H
k k r k
Ki K
H H
k i k r i r k r k
i k
p b
H H H
r p r r r
p
p
subject to
P
P
γ σ σ
σ
=
= ≠
 
+ +  
≤
+ ≤
W Λ Λ
g Λ Hw
g Λ Hw g Λ
Λ
Λ HWΛ W H I Λ
.                                           (13) 
Although the above optimization problem is still not a joint convex problem for all design parameters , pW Λ and rΛ , with the 
decomposition of F into W and pΛ , an iterative solution based on the downlink-uplink duality can be applied. Our strategy is to 
iterate between power allocation (to obtain ,  p rΛ Λ ) and beamfromer optimization (to obtain W)  until the solution converges.  
Note that the formulation (13) is equivalent to a MIMO broadcast channel without relay. Thus the analysis in [12] can be used to 
show the convergence of the algorithm. 
1) Beamfomer Design via Downlink-Uplink Duality  
In this subsection, we consider the optimization of the precoding matrix at the BS, W, by assuming that the power allocations at 
the BS and the RS are fixed as { }1= ,...,p p Kdiag p p=Λ Λ    and rr r r Mg= =Λ Λ I  . Under this assumption, from (8), the received 
downlink SINR for the kth MS can be written as:  
( )
21/2
21/2 2
1,
, ,
ˆ
H
k k kD
k p r K
H
i k i k
i k
p
SINR
p σ
= ≠
=
+
h w
W Λ Λ
h w
 

                                                                   (14) 
where 1/2H Hk k r=h g Λ H and
22 2 1/2 2ˆ Hk r k r kσ σ σ= +g Λ  . The downlink SINR of the kth MS in (14) is a function of kw as well as the 
other beamformers iw , and it is difficult to determine all the optimum transmit beamformers at once. Observing that the 
expression in (14) is equivalent to that of a MIMO broadcast channel without relay, with the received noise power 2ˆkσ  for the kth 
MS, the downlink-uplink duality originally derived for the MIMO broadcast channel [12] can be applied here with some 
modifications. The downlink-uplink duality states that the achieved SINR region of the virtual uplink channel is equal to the 
achieved SINR region of the downlink channel by the same set of beamformers and the same total power constraint. The SINR of 
the virtual uplink channel corresponding to (14) can be expressed as 
                                                               ( )
2
2 2
1,
, ,
ˆ
H
k k kU
k k q r K
H
i k i k
i k
q
SINR
q σ
= ≠
=
+
w h
w Λ Λ
w h
 

                                                                     (15) 
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where { }1,...,q Kdiag q q=Λ   is a diagonal matrix consisting of the virtual uplink transmit power of the MSs. For a given qΛ  (which 
will be optimized later by a separate step), the virtual uplink SINR of user k in (15) is only a function of the beamformer kw , which 
makes it possible for individual optimization. 
It has been shown in [12], that with equal noise power, both downlink and uplink have the same SINR achievable regions under 
the same power constraints, i.e., at their respective optima, ,  1,...,
D L
k k
k k
SINR SINR
k K
γ γ
= = . In our case, 2 2 21 2ˆ ˆ ˆ... Kσ σ σ≠ = ≠ .We can 
normalize the channels by their corresponding noise standard deviations to create a “normalized” downlink channel with 
ˆk k kσ′ =h h   and unit noise variance. Then the results of [12][13] can be applied to obtain the optimal solution from the 
corresponding “normalized” virtual uplink. 
The normalized virtual uplink SINR of the kth stream in (15) can be rewritten as: 
,  1, ,k
k
H
k s kU
k H
k n k
SINR k K= =
w R w
w R w
                                                                      (16)    
where 
2ˆk
Hk
s k k
k
q
σ
=R h h
    and  
2
1, ˆk
K
Hi
n i i K
i k i
q
σ
= ≠
= +R h h I   are the desired signal covariance matrix and the undesired signal covariance 
matrix of the kth stream respectively. By defining UkSINRλ = , the optimum solution of the uplink receive beamformer kw , optkw , is  
the dominant eigenvector of the generalized eigenvalue problem
k ks k n k
λ=R w R w  . That is,  
                                                                               ( )arg max ,k koptk s nEigλ=w R R                                                                        (17) 
where ( ),k ks nEig R R  is the generalized eigenvalue problem solver. The above optimal beamformer derivation for each data stream 
can be applied in either the feasibility test problem or the sum power minimization problem.  
2) Power Allocation at BS and RS for the Feasibility Test Problem 
Next, we consider the optimization of power allocations at the BS and the RS ( pΛ , rΛ ) by assuming that the precoding matrix 
W at the BS is fixed, i.e., =W W . For the feasibility test problem in (13), with given beamformers, from (14) and (15), the 
downlink SINR and virtual uplink SINR expressions for the kth MS can be written as 
2
,
2 22 2
,
1,
ˆ
ˆ
k r k kD
k K
H
i r k i r r k k
i k
p g h
SINR
p g h g σ σ
= ≠
=
+ + g
                                                              (18) 
and 
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2
,
2 22 2
,
1,
ˆ
ˆ
k r k kU
k K
H
i r i k r r k k
i k
q g h
SINR
q g h g σ σ
= ≠
=
+ + g
                                                              (19) 
respectively, where we use the notation ,ˆx yh to represent a scalar channel defined as ,ˆ
H
x y x yh = g Hw , 1 ,x y K≤ ≤ .  
a) Downlink Power Allocation 
Based on (18), the feasibility test problem in (11) now can be expressed as: 
1
2
,
1, ,, , , 2 22 2
,
1,
max
1
2 2 max
1 1
ˆ
max min
ˆ
. .  
     ( , )
K r
k r k k
Ki Kp p g
H
k i r k i r r k k
i k
K
k b
k
K K
r k r r r r
k j
p g h
p g h g
s t p P
g p j k Kg P
γ σ σ
σ
=
= ≠
=
= =
 
+ +  
≤
+ ≤



g
H

                                                     (20) 
where r =H HW is the equivalent channel matrix from the signal source vector to the RS. The formulation in (20) appears to be 
also a non-convex problem. However, the inverse of the objective function has a mathematical form of a posynomial. By defining 
a design variable t to convert the original problem to the mathematical expression of an epigraph form, we have the equivalent 
expression of (20) as 
 
1 , , , ,
2 22 2
,
1,
2
,
max
1
2 2 max
1 1
                      min       
ˆ
. . ,  ,
ˆ
       
     ( , )
K rp p g t
K
H
k i r k i r r k k
i k
k r k k
K
k b
k
K K
r k r r r r
k j
t
p g h g
s t t k = 1, K
p g h
p P
g p j k Kg P
γ σ σ
σ
= ≠
=
= =
 
+ +   ≤
≤
+ ≤



g
H


.                                             (21) 
Since the objective function in (21) is a monomial and the constraints are all posynomials, the design problem in (21) is a GP 
problem and can be further converted to a convex problem after logarithmic changes of design variables [14]. The problem can 
then be solved using, for example, interior-point algorithms [15].   
b) Uplink Power Allocation 
    Here we consider the virtual uplink power allocation among the MSs in the feasibility test problem with the same total power 
constraint max  bP . The RS power amplifying factor rg is assumed to have been determined in the downlink power allocation 
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problem with the corresponding RS power constraint in (20), and is assumed to be fixed here, i.e., r rg g=  . Then, based on (19), 
the  uplink power allocation problem for the feasibility test problem is 
                                                                             
1
2
,
1, ,, , 2
2
,
1,
max
1
ˆ
max min
ˆ ˆ
. .  
K
k r k k
Ki Kq q
k i r i k k
i k
K
k b
k
q g h
q g h
s t q P
γ σ
=
= ≠
=
 
+  
≤




                                                                             (22) 
where
22 2 2ˆ Hk r r k kgσ σ σ= +g . Due to the strictly monotonically increasing of the objective function in kq and monotonically 
decreasing of the objective function in iq for i k≠ , for the optimal solution of (22), the users shall achieve the same balanced level 
which is defined as /U Uk kC SINR γ= for 1,...,k K= . We can then transform the problem (22) into the following  equation.  
                                                                                         1 ( )TUC
= +q DΨ q Dσ   .                                                                          (23) 
Where [ ]1, , TKq q=q  , { }2 21 1,1 ,1 ˆ ˆ/ , , / ,K K K
r
diag h h
g
γ γ= ×D  Ψ is a coupling matrix with [ ]
2
,,
ˆ  i ki k h if i k= ≠Ψ , otherwise 
[ ] ,i k =Ψ 0. 2 21ˆ ˆ, ,
T
Kσ σ =  σ  is a column vector stacking the K noise variances. Combining (23) and the sum power constraint in 
(22), the solution of (22) can be solved by the following eigensystem 
1
ext extUC
=Λq q                                                                                (24) 
where 1
TT
ext  =  q q  is the extended power vector, 
max max
1 1
T
T T T
b bP P
  
=    
DΨ Dσ
Λ
1 DΨ 1 Dσ is an extended coupling matrix, with 1  
being the all-one vector. From the Perron-Frobenius theory [16], we know that the optimal power vector extq is the unique positive 
eigenvector corresponding to the maximal eigenvalue of the nonnegative matrixΛ , which is also the reciprocal of the balanced 
level UC . Finally, q can be derived after scaling the vector extq  such that the last component of extq equals to one. With (17), (21) 
and (24), an two-loop iterative algorithm that optimizes the beamformers and the uplink power allocation iteratively in the inner loop 
and the downlink power allocation in the outer loop is proposed. The procedures of the proposed algorithm are summarized in Table 
I(a) where the condition 1t ≤  means that the target SINRs are feasible. 
                                                                                            TABLE I 
                                   AF Based Relaying Scheme 
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(a). Feasibility Testing Problem (b). Sum Power Minimization Problem 
Initialize 
   q =
max
[1,...,1]Tb
P
K
. 
  rg = 1 
   0n ←  
repeat 
 1n n← +  
 0m ←  
   repeat 
       1m m← +  
       Solve (17) with normalized 
uplink SINR, 1 k K≤ ≤ . 
       / ,  1 .k k k k K= ≤ ≤w w w  
       Solve  (24) to obtain UC and 
extq  
   until   
( ) ( 1)U UC m C m ε− − <  
Solve (21) to obtain t , rg  and p   
until       
( ) 1  or  ( ) ( 1)t m t m t m ε≤ − − <
     
Initialize 
 q , rg : results from feasibility test 
0m ←  
   repeat 
       1m m← +  
       Solve (17) with normalized uplink 
SINR, 1 k K≤ ≤ . 
       / ,  1 .k k k k K= ≤ ≤w w w  
       Solve  (29) to obtain q  
   until   
sum( ( )) sum( ( 1))m m ε− − <q q  
Solve (26) to obtain t , rg and p    
 
                                         
3) Power Allocation at the BS and the RS for Power Minimization Problem 
   As soon as the feasibility test passes (i.e., 1t ≤ ), the total power minimization problem can be carried out.  
a) Downlink Power Allocation 
By constraining ,  k kSINR k = 1,...,Kγ= , and with maximum power limitations at the BS and the RS, the power allocation 
problem which minimizes the total transmission power for a given W is 
1
2 2
, , , 1 1 1
2
,
2 22 2
,
1,
max
1
2 2 max
1 1
   min    ( , )    
ˆ
. . ,  ,
ˆ
       
     ( , )
K r
K K K
k r k r r rp p g k k j
k r k k
kK
H
i r k i r r k k
i k
K
k b
k
K K
r k r r r r
k j
p g p j k Kg
p g h
s t k = 1, K
p g h g
p P
g p j k Kg P
σ
γ
σ σ
σ
= = =
= ≠
=
= =
+ +
≥
+ +
≤
+ ≤
 



H
g
H


.                                                   (25) 
The above optimization problem can also be converted into a GP problem by: 1.) Substituting the objective function with an extra 
variable t to form a monomial objective function, and  adding an additional posynomial inequality to the constraint set. 2.) Taking the 
inverse of the first inequality in (25) such that every equation in the constraint set is a  posynomial.  The standard GP formulation of 
this problem is 
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1 , , , ,
2 2
1 1 1
2 22 2
,
1,
2
,
max
1
2 2 max
1 1
   min       
. .  ( , )
ˆ
1     ,  ,
ˆ
       
     ( , )
k rp p g t
K K K
k r k r r r
k k j
K
H
i r k i r r k k
i k
k
k r k k
K
k b
k
K K
r k r r r r
k j
t
s t p g p j k Kg t
p g h g
k = 1, K
p g h
p P
g p j k Kg P
σ
σ σ
γ
σ
= = =
= ≠
=
= =
+ + ≤
+ +
≤
≤
+ ≤
 



H
g
H

                                                     (26) 
b) Uplink Power Allocation 
For the virtual uplink power minimization problem with the SINR targets ,  k k = 1, ,Kλ  , and given beamformer W and rg , we 
have the following problem formulation for obtaining the optimal power allocation at MSs. 
1 , , 1
2
,
2
2
,
1,
              min
ˆ
. . 
ˆ ˆ
K
K
kq q k
k r k k
kK
i r i k k
i k
q
q g h
s t
q g h
γ
σ
=
= ≠
≥ 
+  





.                                                                                   (27) 
Due to the monotonic properties of kSINR  discussed before, the inequality constraint in (27) must be met with equality, and the 
power allocation vector q  that fulfills this design goal can be obtained by solving the following equation [12] 
                                                                                        T= +q DΨ q Dσ ,                                                                                         (28) 
with the same parameters defined in (23). The solution can be derived as  
( ) 1T −= −q I DΨ Dσ .                                                                                   (29) 
 Note that this solution is derived based on the same total power consumed at the BS  and the same beamformers W  and rg  as in 
the downlink power allocation. It is known that a feasible positive solution of q exists if the spectral radius of TDΨ is smaller than 
one, i.e., max ( ) 1
Tλ <DΨ  [16], where max ( )λ M denotes the maximum eigenvalue of matrix M . This can be ensured by the 
feasibility test discussed before.  Once the feasibility test passes, the algorithm can switch to the sum power minimization problem. 
The procedures for the sum power minimization problem are given in Table I(b). It can be seen that there is no outer-loop iteration 
defined in Table I(b). The reason is that the value of the RS gain factor rg in (26) has no effect on the beamformer 
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weights , 1k k K≤ ≤w provided that 0rg ≠ . The influence of rg  in the normalized virtual uplink channel is a real scalar 
22 2ˆ
r r
Hk
r r k k
g g
gσ σ σ
=
+g
 which is multiplied by the equivalent channel vector H kH g , therefore, the spatial feature of the channel 
vector is unchanged. Besides, the scaling multiplier will be incorporate into the uplink power allocation stage and its effect can be 
compensated via rg -dependent power allocation to reach the same individual SINR constraint. 
B. SVD Based Relaying with Downlink-Uplink Duality at the RS 
In this subsection, we consider another relaying strategy that operates on the eigenspaces of the MIMO channel between the BS 
and the RS. The numbers of antennas at the BS and the RS are assumed to be larger than the number of users. In this scheme, the RS 
conducts more complex signal processing rather than the simple AF, and it should be noted that the downlink-uplink duality here is 
established for the RS-MS channel. With singular value decomposition (SVD) of the channel matrix H, we have 
                                                                                              HH = UΣV                                                                                         (30) 
where U and V are unitary matrices, and Σ is a diagonal matrix with singular values which are all nonnegative. Without loss of 
generality, let the nonzero elements of Σ be in descending order, i.e. 1 2 min( , )... b rM Mλ λ λ≥ ≥ ≥ . We can collect the eigenspaces 
corresponding to the largest K singular values as our K spatial parallel sub-channels. For notational simplicity, we assume the case 
of full-rank MIMO channel with b rM M K= = in the following derivations. The precoding matrix at the BS is constructed using 
the unitary matrix V, such that 
H H
p=FF VΛ V                                                                                      (31) 
where { }1 ,...,p Kdiag p p=Λ . The linear processing matrix Q at the RS is configured as  
                                                                                            1/ 2 HrQ = AΛ U                                                                                      (32) 
where the matrix U is for receive beamforming which is derived from the SVD of H. The matrix A represents the transmit 
beamforming matrix consisting of unit norm transmit beamformers, i.e., [ ]1= ,..., KA a a which will be derived later, and the 
diagonal matrix rΛ  consists of elements of the power allocation vector 1 ,...,r r rKp p =  p  at the RS for the K streams. Note that this 
SVD structure divides the BS-RS MIMO channel into parallel subchannels, and allows the RS to further perform pairing of its 
incoming and outgoing subchannels. In the later part of this section, a subchannel pairing scheme which enhances power efficiency 
will be discussed.  
The kth stream after receive beamforming at the RS can be expressed as 
H
k k k k k rr p sλ= + u n                                                                             (33) 
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where [ ]1,..., K=U u u . Since U is a unitary matrix, the noise power after receive beamforming at RS remains 2rσ for each stream. 
To normalize the received power at the RS, a normalization scaling factor  
                                                                                           ( )2 21/k k k rpε λ σ= +                                                                         (34) 
is introduced such that the kth received stream after normalization equals to 
kˆ k kr rε=                                                                                        (35) 
which has unit signal power, i.e., 2ˆ 1kr = . Therefore, the power consumption at the RS can be simplified to 
                                                                           ( ){ } { }1/2 1/ 2
1
ˆTr Tr
K
H r
r r r k
k
p
=
= = A Λ RΛ A Λ                                                           (36) 
where { }1ˆ ˆ ˆ,..., Kdiag r r=R . The received stream at the kth MS can be expressed as 
1,
ˆ ˆ
K
H r H r
k k k k k k i i i k
i k
y p r p r n
= ≠
= + +g a g a .                                                                (37) 
Based on (33) to (35) and (37), we have the following SINR expression for the kth stream 
2 2
2 22 2 2
1, 1
H r
k k k k k k
k K K
H r H r
k i i i i i k j j j r k
i k j
p p
SINR
p p p
ε λ
ε λ ε σ σ
= ≠ =
=
+ + 
g a
g a g a
.                                                      (38) 
Again, the optimization problems in (10) and (11) with the above SINR results are not jointly convex cases for the power 
allocation parameters ,p rΛ Λ and the transmit beamformer matrix A. In the following, a design criterion based on the 
downlink-uplink duality at the RS is proposed such that the original problem can be divided into the power allocation problem (for 
,p rΛ Λ ) and the transmit beamformer design problem at the RS (for A).   
 
1) Beamfomer Design via Downlink-Uplink Duality at the RS 
In this section, we formulate an optimization problem with respect to the transmit beamformer A at the RS by assuming that the 
power allocations at the BS and the RS are fixed. The achieved SINR of the kth stream after receive beamforming at the relay can 
be expressed as  
2
2
k k
k
r
p λ
α
σ
= .                                                                                         (39) 
With given power allocation matrices pΛ and rΛ , i.e., kp is fixed to kp and rkp is fixed to rkp  for { }1, ,k K∈  , we have 
2
2 ,
k k
k
r
p λ
α
σ
=
  and the downlink SINR at the kth MS in (38) can be rewritten as 
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2
1,
1
1
1
r H Hk
k k k k k
D k
k K
H r H r H
k i i i k k k k k
i k k
p
SINR
p p
α
α
σ
α
= ≠
+
=  
+ + 
+ 
g a a g
g a a a a g
 
 
.                                                            (40) 
The first term of the denominator is the sum of interferences caused by the coupling at the second hop, and the second term of the 
denominator is the consequence of the amplified noise at the RS. The coupling vectors { } { }, 1,..., \i i K k∈a in the denominator 
makes direct computing of all vectors difficult. However, based on the concept of downlink-uplink duality, we can solve the 
problem using the equivalent virtual uplink channel. The SINR expression of the virtual uplink channel for the kth MS is 
                                                              
2
1,
1
1
1
H r Hk
k k k k k
kU
k K
H r H r H
k i i i k k k k k
i k k
q
SINR
q q
α
α
σ
α
= ≠
  
+ 
=  
+ + 
+ 
a g g a
a g g g g a
 
 
                                                             (41) 
where ,  ,rkq k = 1, K , denotes the corresponding power allocation in the virtual uplink channel. Using the virtual uplink, the 
beamformers ka , { }1, ,k K∈  can be derived by solving K decoupled generalized eigenvalue problems, i.e.,  
( )arg max ,k koptk s nEigλ=a R R                                                                     (42) 
where
1k
r Hk
s k k k
k
q
α
α
=
+
R g g
   and  
2
1,
1
1k
K
r H r H
n i i i k k k k
i k k
q q σ
α
= ≠
= + +
+
R g g g g  are the desired signal covariance matrix and the undesired 
signal covariance matrix of the kth stream, respectively.  
Compared to the MIMO broadcast channel without relay, in this structure, in addition to the coupling effect, the achieved 
SINR ,  1,...,k k Kα =  at the first hop and the amplified noise at the second hop are also taken into account in our derivation.   
2) Power Allocation for Feasibility Test Problem 
a) Downlink Power Allocation 
Assuming fixed transmit beamforming matrix at the RS, i.e., [ ]1,..., K= =A A a a   with 1k =a  for all 1,...,k K= , the downlink 
SINR of the kth MS in (38) can be expressed as 
2 2
,
22 2 2 2
, ,
1, 1
ˆ
ˆ ˆ
r
k k k k k k
k K K
r r
k i i i i i k j j j r k
i k j
g p p
SINR
g p p g p
ε λ
ε λ ε σ σ
= ≠ =
=
+ + 
                                                            (43) 
where ,ˆ
H
k i k i=g g a . From (34), (43) and with some manipulations, the optimization problem for feasibility test in (11) can be 
reformulated as 
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{ }
( )
1
1
1,...,, ,
, ,
2 2
,
2 22 2 2 2
, ,
1,
max max
1 1
max min
ˆ
     
ˆ ˆ
  
      , 
K
r r
K
k Kp p
p p
r
k k k k k
K
r r
k k k r i k i k k k k r
i k
K K
r
k b k r
k k
g p p
p p g p g
subject to
p P p P
λ
γ λ σ σ σ
∈
= ≠
= =
   
+ + +     
≤ ≤

 


.                                                       (44)                   
By introducing a new design variable t, we can equivalently rewrite the above optimization problem as follows 
( )
, , ,
2 22 2 2 2
, ,
1,
2 2
,
max max
1 1
                                 min    
  
ˆ ˆ
 ,
ˆ
  1,..., ,
   , .
r
k kp p k t
K
r r
k k k r i k i k k k k r
i k
r
k k k k k
K K
r
k b k r
k k
t
subject to
p p g p g
t
g p p
k K
p P p P
γ λ σ σ σ
λ
∀
= ≠
= =
   
+ + +      ≤
=
≤ ≤

 
                                            (45) 
Since the objective function in (45) is a monomial, and all the constraints are posynomial inequalities, the above optimization 
problem is a standard form of GP problem. 
b) Uplink Power Allocation 
The power allocation in the virtual uplink channel for the SINR balancing problem can be easily formulated as  
{ }1 1,...,, ,
max
1
max min
  
r r
K
U
k
k Kq q k
K
r
k r
k
SINR
subject to q P
γ∈
=
≤

                                                                                 (46) 
where only the relay power constraint is considered here, and the transmission power at the BS and the corresponding constraint 
are obtained in the downlink power allocation step. The expression of uplink SINR can be derived based on (41) 
2
,
2 2 2
, ,
1
ˆ
1
1ˆ ˆ
1
rk
k k k
U k
k K
r r
i i k k k k k
i k
q
SINR
q q
α
α
σ
α
=
+
=
+ +
+

g
g g



.                                                                    (47) 
Since the same achieved SINR balanced level of all MSs must be met with equality of the constraint in (46) due to the monotonic 
properties of UkSINR , with the definition of a common balance level
U
U k
k
SINR
C
γ
= for  MS k,  the optimal uplink power vector can 
be derived by substituting (47) to the objective function of (46), with equality of the constraint in (46).  The result is an eigensystem 
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1r r
ext extUC
=Λq q                                                                                    (48) 
where ( ) 1 TTr rext  =   q q is the extended power vector, and Λ is the extended coupling matrix expressed as 
                                                                        ( )max max1 1
T
T T T
r rP P
  
=    
DΨ + E Dσ
Λ
1 DΨ + E 1 Dσ                                                                     (49) 
where 
( ) ( )1 1
2 2
1 1,1 ,
1 1
, , ,
ˆ ˆ
K K
K K K
diag
γ α γ α
α α
 + + 
=    
D
g g
 
 
and { }1 1/ , , /K Kdiag γ α γ α=E   , [ ] 2,ˆ if  ,  otherwise 0i jij j i= ≠ =Ψ g , 2dσ=σ 1 is 
the 1K × vector of the destination noise power and [1, ,1]T=1  . The optimal power vector rextq is a unique positive eigenvector 
corresponding to the maximal eigenvalue of the nonnegative matrixΛ [16], which is also the reciprocal of the balanced level UC . 
The optimal power vector rq  is then obtained by scaling rextq such that the last component of 
r
extq  equals to one. It can be observed 
from (49) that, when  for k k = 1,...,Kα → ∞ , that is, there is no noise term induced from the first hop, the results of our derivations 
reduce to the framework proposed in [12], which can be thought of as a special condition of our system. Based on (42), (45) and (48), 
an iterative updating algorithm that iterates between the beamformer, the uplink power allocation, and the downlink power allocation 
optimizations is proposed. The procedures are summarized in Table II(a). 
TALBE II 
                                 SVD Based Relaying Scheme 
(a). Feasibility Testing Problem (b). Sum Power Minimization 
Problem 
Initialize 
   p =
max
[1,...,1]Tb
P
K
. 
  rq  =
max
[1,...,1]Tr
P
K
 
   0n ←  
repeat 
 1n n← +  
 0m ←  
   repeat 
       1m m← +  
        Calculate (39) to obtain 
 ,  1k k Kα ≤ ≤  
       Solve (42) with equivalent 
uplink SINR, 1 k K≤ ≤ . 
       / ,  1 .k k k k K= ≤ ≤a a a  
       Solve  (48) to obtain 
UC and rextq  
  until   
Initialize 
  p , rq  : results form feasibility test
0n ←  
repeat 
 1n n← +  
 0m ←  
   repeat 
       1m m← +  
        Calculate (39) to obtain 
       ,  1k k Kα ≤ ≤  
       Solve (42) with equivalent 
uplink SINR, 1 k K≤ ≤ . 
       / ,  1 .k k k k K= ≤ ≤a a a  
       Solve  (53) to obtain rq  
   until   
sum( ( )) sum( ( 1))r rm m ε− − <q q
Solve (51) to obtain t, p and rp  
until        
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( ) ( 1)U UC m C m ε− − <  
Solve (45) to obtain t, p and rp
until       
( ) 1  or  ( ) ( 1)t m t m t m ε≤ − − <
 
( ) ( 1)t m t m ε− − <  
 
3) Power Allocation for the Power Minimization Problem 
If the feasibility test passes, the algorithm can switch to the sum power minimization problem.   
a)  Downlink Power Allocation 
Based on the result in (43), the power minimization problem of MIMO relay downlink channel can be expressed as 
( )
, 1 1
2 2
,
2 22 2 2 2
, ,
1,
max max
1 1
 min    
. . 
ˆ
1,
ˆ ˆ
, ,
, 
r
K K
r
k k
k k
r
k k k k k
K
r r
k k k r i k i k k k k r
i k
K K
r
k b k r
k k
p p
s t
g p p
p p g p g
k = 1, K
p P p P
λ
γ λ σ σ σ
= =
= ≠
= =
+
≥   
+ + +     
≤ ≤
 

 
p p

.                                         (50) 
It can be observed that the above problem can also be recast as a GP problem after introducing another variable t, similar to that in 
the case of the simple AF based relaying design. The standard GP formulation of this problem is as follows 
( )
,
1 1
2 22 2 2 2
, ,
1,
2 2
,
max max
1 1
 min    
. . 
ˆ ˆ
     ,
ˆ
     ,
       , .
r
K K
r
k k
k k
K
r r
k k r i k i k k k k r
i k
kr
k k k k k
K K
r
k b k r
k k
t
s t p p t
p p g p g
g p p
k = 1, K
p P p P
λ σ σ σ
γ
λ
= =
= ≠
= =
+ ≤
 
+ + +   ≤
≤ ≤
 

 
p p

                                                    (51) 
b) Uplink  Power Allocation 
The virtual uplink power allocation for the power minimization problem can be formulated  as  
1
             min
 1,  .
K
r
k
k
U
k
k
q
SINR
subject to k = 1,...,K
γ
=
≥

                                                                      (52) 
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By substituting (47) into the power minimization problem (52), due to the monotonic properties of UkSINR , the constraint in (52) 
must be met with equality. The optimal solution of 1 , ,
Tr r r
Kq q =  q   can then be expressed as  
                                                                                  
1
( )r T
− = − + q I DΨ E Dσ                                                                            (53) 
with the same parameters defined in (49). By examining (53) and defining T= +Z DΨ E , the necessary and sufficient condition to 
have positive solution rq for any positive vector Dσ is that ( ) 1−−I Z must be nonnegative. Since the matrix Z is positive definite, in 
order to realize ( ) 1−− ≥I Z 0 , the spectral radius of Z must be smaller than one, i.e., ( ) max ( ) 1ρ λ= <Z Z . With this constraint, 
( ) 1
0
k
k
∞
−
=
− = I Z Z will converge to a finite nonnegative matrix. From Gersgorin’s theory [16], we known that i ii ij
i j
z zλ
≠
− ≤  , 
where iλ is the ith eigenvalue of the corresponding eigenvector of Z. Substituting Z with T +DΨ E , we have  
2
,
2
,
ˆ(1 )
ˆ
i kk k k
k
i kk k k k
g
g
γ γ αλ
α α ≠
+
− ≤   .                                                                             (54) 
By constraining the maximum possible value of kλ smaller than one in (54), we have the following result for kγ  
2
,
2 2
, ,
ˆ
,  
ˆ ˆ(1 )
k k k
k
k k k i k
i k
g
k = 1,...,K
g g
α
γ
α
≠
<
+ + 


                                                            (55) 
which can be simplified to  
,  
1
k k
k
k k
k = 1,...,K
α χγ
α χ
<
+ +

                                                                                  (56) 
where  
 
2
,
2
,
ˆ
ˆ
k k
k
i k i k
g
g
χ
≠
=  .                                                                                          (57) 
 Thus, to have positive power allocation rq , kα , kγ and kχ should satisfy the inequality (56),  which depends on the achieved SINR 
in the first hop and the spatial separability in the second hop. It can be also observed that the values of noise variances received at the 
MSs have no effect on the feasibility condition of rq in (56). In fact, the inequality constraint (55) represents only a sufficient 
condition to obtain a feasible solution, which may be too restrictive. With the help of the feasibility test problem, not only the 
positive results of rq are ensured, unlimited power (when T +DΨ E is close to I) in (53) is also prevented.   
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In order to prove that the solution of (53) achieves the same SINR region as the downlink channel under the same amount of 
power at RS, we now consider the downlink problem with given kα  as  
1
             min
  1,  
K
r
k
k
D
k
k
p
SINRsubject to k = 1,...,K
γ
=
≥

                                                               (58) 
where 
2
,
2 2 2
, ,
1
ˆ
1
1ˆ ˆ
1
rk
k k k
D k
k K
r r
i k i k k k k
i k
p
SINR
p p
α
α
σ
α
=
+
=
+ +
+

g
g g



.                                                                (59) 
Similar to (52), the optimum downlink power allocation vector at the RS has the following result 
                                                                                         
1
( )r
− = − Ψ + p I D E Dσ .                                                                     (60) 
By taking the 1L -norm operation on (53) and (60), we have 
 
1
1
1
1
( )
       ( ) =
r T r T
T T r
−
−
= = − Ψ −
= − Ψ −
p 1 p 1 I D E Dσ
1 I D E Dσ q .                                                                     (61) 
Since E is a diagonal matrix with positive real elements, we have ( ) ( )max max Tλ λΨ + = Ψ +D E D E  [12]. Therefore, the same SINR 
regions can be achieved with the same sum power at the RS, i.e.,  
1 1
K K
r r
k k
k k
p q
= =
=  . An immediate consequence of the above result is 
that: in the SVD based relaying, with given power allocation at the BS and sum power constraints at the RS, RS based downlink 
and virtual uplink channels have the same achievable SINR region with the same set of transmit beamformers at RS. Although the 
equality in (61) hold with the assumption of equal received noise power at each MS, for different received noise levels, i.e., 
1 2 ,..., Kσ σ σ≠ ≠ , we can use the concept of normalized downlink channel to solve the equivalent uplink problem and achieve the 
optimal result. The procedures of this sum power minimization problem are summarized in Table II(b). 
 
4) Subchannel Pairing 
Up to now we have assumed that the kth signal stream transmitted over the kth subchannel (eigenspace) in the first hop is 
retransmitted by the RS on the kth subchannel in the second hop to the kth MS. Better power efficiency can be achieved if the 
subchannels of the two hops are paired according to their respective channel conditions. The authors in [11] adopted this idea under 
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the scenario of joint ZF at both hops. The idea there was that the penalty of bad channel in either hop can be compensated by a good 
channel in the other hop  to make the power allocation more efficient. In the following, we validate the performance gain of this 
idea for the proposed SVD based relaying scheme using a simple two-user case. From (39), the SINR expression of the kth MS in 
(38) can be rewritten as 
,  
1
k k
k
k k
SINR k = 1,...,Kα β
α β= + +                                                                (62) 
where 
 
2
,
2 2
,
1,
ˆ
ˆ
r
k k k
k K
r
i k i k
i k
p g
p g
β
σ
= ≠
=
+
                                                                        (63) 
is the achieved SINR at the second hop. We define a channel to interference and noise ratio (CINR), which is the received SINR 
before power allocation. For the two-user case, the CINRs of the first hop subchannels are 1 2/k k rCINR λ σ= for k= 1 and 2, and the 
CINRs of the second hop subchannels are 
2
1,12
2 2
,
ˆ
ˆ
k
i k i k k
g
CINR
g σ≠
=
+
 for k = 1 and 2. For ease of illustration, if we ignore the coupling 
effect at the second hop, the behavior of subchannel pairing can be analyzed through the following power allocation problem, 
which is also a GP problem. 
                                                                               
1 2 1 2
1 2 1 2, , ,
1 2
1 1 1 1
11 2
1 1 1 1
1 2
2 2 2 2
21 2
2 2 2 2
 min    
. . 
     ,
1
     
1
     
p p q q
p p q q
s t
p q CINR CINR
p CINR q CINR
p q CINR CINR
p CINR q CINR
γ
γ
+ + +
≥
+ +
≥
+ +
                                                                        (64) 
The minimum power levels that is required to achieve target 1 2= 1γ γ = in problem (64) for various settings of 11CINR and 12CINR  is 
shown in Fig. 2(a). Five discrete values of 11CINR and 
1
2CINR ( )0 ,5 ,10 ,15 , 20dB dB dB dB dB  are chosen for analysis. The result of 
solid line is under the assumption that ( ) ( )2 21 2, 20 ,0CINR CINR dB dB= while the dotted line is under the assumption 
( ) ( )2 21 2, 10 ,5CINR CINR dB dB= , both based on the assumption that 2 21 2 > CINR CINR . It can be observed that less total power is 
consumed for all the conditions with 1 11 2 < CINR CINR . This is consistent with the concept of channel compensation or the 
observations in [11]. That is, a better channel condition in the first hop should be paired with a worse channel condition in the 
second hop and vice versa. Although this rule may not be always correct if  users have different target values, i.e., 1 2γ γ≠  (Fig. 2(b) 
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shows the exceptional case for 1=1γ  and 2 =0.1γ ), in general, for K>2, a heuristic subchannel pairing scheme is such that 
1 1 1
(1) (2) ( )KCINR CINR CINR≥ ≥ ≥ is paired with 2 2 2( ) ( 1) (1)K KCINR CINR CINR−≤ ≤ ≤ , where the subscript (in increasing order) 
denotes the CINR in non-increasing order.                              
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Fig. 2(a). Analysis of subchannel pairing for 1 2= 1γ γ = .              Fig. 2(b). Analysis of subchannel pairing for 1 =1γ  and 2 =0.1γ . 
5) Generalization to Multi-hop MIMO Relays 
The proposed scheme can also be extended to a  multi-hop MIMO scenario with multiple cascaded MIMO channels as shown in 
Fig.3.   
         
    Fig. 3. Multihop MIMO relay downlink channel. 
Multihop transmissions not only extend the coverage area but also improve the power efficiency [17]. If the total number of RSs 
is N, then there will be totally N+1 hops (with N hops point-to-point MIMO channels and one-hop MIMO broadcast channel). The 
SVD decomposition is implemented in each point-to-point MIMO channel, and the optimum transmit beamformer design is 
conducted at the Nth RS using the result derived in Section IV.B. If we define the equivalent SINR from the first hop to the (n-1)th 
hop as 1~( 1)nSINR − and the SINR at the nth hop as nSINR , the equivalent SINR from the first hop to the nth hop 1~( )nSINR for 
non-regenerative relay systems with receive power normalization can be expressed as the following recursive equation [18]  
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                                                                           1~( 1)1~
1~( 1)1
n n
n
n n
SINR SINR
SINR
SINR SINR
−
−
=
+ +
 .                                                                      (65) 
With the above recursive property of the equivalent SINR, we have   
1 1 1 1 1
1~ 1~( 1) 1~( 1)n n n n nSINR SINR SINR SINR SINR
− − − − −
− −
= + + .                                                 (66) 
From (66), it can be observed that if 11~( 1)nSINR
−
−
 and 1nSINR
− are both posynomials, then 11~nSINR
− is also a posynomial. Therefore, 
from (62) and (63), if we substitute the inverse of the first hop SINR 1kα
− in the two-hop system in Section IV.B with the equivalent 
1 to Nth hop SINR in the multi-hop system, i.e., 11~ ( )NSINR k
− , then the previous SVD based power allocation problems in (45) and 
(51) for the two-hop MIMO relay channel can also be applied to the multi-hop MIMO relay channel and solved based on the GP 
optimization. For the feasibility test problem, from (66), we have the following optimization problem for the multihop relaying 
scenario. 
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p P p P
= =
≤ ≤ 
              (67) 
where ( )r nkp , k=1,…,K, are the downlink power allocation for the kth stream at the nth RS and and 
max( )n
rP denotes the transmit 
power constraint at the nth RS. Similarly, the sum power minimization problem becomes 
(1) ( ), ,...,
(1) ( )
1 1 1
2 2( ) 2 ( ) 2
, ,
1, 1,1 1
1~ 1~2 2( ) ( )
, ,
1
 min    
. . ... ,
ˆ ˆ
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
p p p
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(1) max (1) ( ) max ( )
1 1
 , 
      ,..., .
b
K K
r r N N
k r k r
k k
p P p P
= =
≤ ≤ 
                     (68) 
If we combine the multi-hop transmission with subchannel pairing, there will be totally ( )! NK  pairing cases to search from. 
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Again, we will use the heuristic pairing method but with consideration of the accumulated CINR. That is, at the (n-1)th RS, we pair 
1~( 1) 1~( 1) 1~( 1)
(1) (2) ( )
n n n
KCINR CINR CINR
− − −≥ ≥ ≥  with  ( ) ( 1) (1)n n nK KCINR CINR CINR−≤ ≤ ≤  for 2,..., 1n N= + , where the accumulated 
CINR, 1~( 1)( )
n
kCINR
− , and its ordered subscript are defined similarly as in (65) and Section IV.B.4. The new accumulated CINRs 
1~
( )
n
kCINR  are then computed according to (65).   
V. NUMERICAL RESULTS 
For the MIMO downlink relay channel in Fig.1, we compare the sum power minimization performance of the two proposed 
algorithms (simple AF based relay design and SVD based relay design) with the bi-convex design scheme derived in [11] for the 
cases where all the three algorithms are feasible. The bi-convex scheme iteratively optimizes the precoding matrix at either side 
(BS or RS) via convex optimization while assuming the precoding matrix of the other side is fixed. Fig. 4(a) and Fig. 4(b) illustrate 
the minimum sum power required to achieve different target SINR levels for the two and four user cases, respectively. The same 
SINR target is assumed for all MSs. A simple path loss model where the path loss between nodes i and j depends on the path loss 
exponent η and a reference distance 0d  , i.e., 
,,
0
i ji j
loss
d
P
d
η 
=   
is used. Here, we assume the reference distance is of unit length, i.e., 
0 =1d and the value of η equals to 4. The distance between the BS and the RS is set to 1/2 and the distance from the RS to the K MSs 
are set to 1 2[ , ,..., ]Kd d d d= . The initial value of the power allocation matrix rΛ at the RS is set to an identity matrix rMI for the 
proposed two schemes, and for ease of performance comparison, the initial transfer matrix Q at the RS for the bi-convex scheme is 
also set to an identity matrix
rM
I . Unless particularly specified, b rM M K= = for the following simulations. In Fig. 4(a) and Fig. 
4(b), the SVD relay design outperforms the simple AF relay design. The reason is that the power allocation for the MSs at the RS 
can be jointly optimized in the SVD relay design, as compared to the common power allocation at the RS in the simple AF relay 
design. Although the bi-convex relay design optimizes the precoding matrices at the BS and the RS individually, its total consumed 
power  is still larger than that of the two proposed schemes in Fig. 4(a) for the two-user case. In the four-user case in Fig. 4(b), it is 
worse than the SVD relay scheme. This performance gap is because that the bi-convex scheme may fall into local optima without 
delicate initial setting, and the gap is more pronounced when the differences between the distances between the RS and the MSs are 
larger. The reason is that the channel attenuation of each RS-MS channel is a random variable with mean RS,MSlossP  given by the 
distance-dependent path loss, and the impact using equal initial power setting at the RS becomes more significant if the channel 
attenuations are less balanced. In terms of complexity, for the bi-convex scheme, although the solution of the precoding matrix F at 
the BS can be obtained by a second order cone programming problem (SOCP) after individual phase adjustment of each column in 
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F [11], solving the precoding matrix Q at the RS is more involved as Q is a common multiplicative factor of all streams. As a result, 
an approximate scheme to find out the best pre-rotation phase of each user by exhaustive search between 0 to π  at the RS was 
proposed [11]. If the phase resolution of each user is
L
π , there will be totally KL +1 SOCP problems (1 for F and KL  for Q) to be 
solved for one iteration. Note that the optimal solution of Q can be reached reached if L → ∞ . L is set to 4 in our simulations. More 
complexity may be needed to find out the best initial value for the precoding matrix Q. For our schemes, only one GP problem is 
solved. For further comparison of the number of design parameters with the help of off-line optimization tools, since the scheme in 
[11] was proposed to embed both power allocation and beamforming problem into a SOCP optimization program, the complexity 
is spread over matrices. While in our schemes, only the power allocation problem resorts to the help of GP while the beamformer 
weight can be efficiently determined via downlink-uplink duality. 
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Fig. 4(a). Comparison of the minimum required sum power to achieve different target SINR for K=2 users with distances from the RS to the MSs 
being d=[d1,d2].  
Fig. 4(b). Comparison of the minimum required sum power to achieve different target SINR for K=4 users with distances from the RS to the MSs 
being d=[d1,d2,d3,d4]. 
Fig.5 compares the minimal power required as a function of the target SINR and the number of users. It can be observed that the 
benefit of the SVD based design over the simple AF based design is more apparent with larger numbers of users. This shows that 
the advantage of the SVD based design, that is, the degree of freedom in power allocation at the RS increases with the number of 
users.  
In Fig.6 we show the average power consumption of the two-user case for the two proposed relay designs as a function of 
relative distances between the BS, the RS and the MSs. The ratio of the distance from the BS to the RS ( -BS RSd ) to the distance from 
the RS to each MS ( -RS MSd ) is given by ρ , i.e., = BS RS RS MSd dρ − − . From Fig. 6, we observe that the performance gap between these 
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two schemes is highly related to the distance ratio. When the RS is closer to the MSs (larger ρ ), the poor received signal quality at 
the RS makes the AF based scheme worse than the SVD based scheme due to lack of flexibility to compensate the poor BS-RS 
channel. When the RS is quite near the BS (smaller ρ ), the benefit of SVD over AF is less apparent. This is because when the 
channel between the BS and the RS is much better compared to the channels between the RS and the MSs, the performance is 
mainly determined by the power allocation at the BS.  
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Fig. 5. Total power consumed at the BS and the RS vs. target SINR and the number of users. 
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Fig. 6. Average total power consumption vs. distance ratio between two hops and the SINR targets. 
 In Fig.7, the optimal balanced level is shown for different transmission powers and number of users, where the target SINR is 
set to 1 for all MSs and the power constraints at the BS and the RS are assumed to be equal with values indicated on the axis. As 
expected, the SVD relay design generally accommodates more MSs than the AF relay design with the same power constraints. 
However, if we take a closer look,  when the power constraints are low and the number of MSs is high, the AF based design has 
better balanced levels. The reason is that the SVD scheme may suffer from rank deficiency between the BS-RS link when the 
number of users increases, while there is no such limitation in the AF scheme. 
> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 
27
-10
-5
0
5
10
2
4
6
8
10
-10
-5
0
5
10
15
20
25
30
 
Tx power constraint at BS and RS [dBw]Number of users
 
A
ch
ie
ve
d 
ba
la
nc
e 
le
ve
l (
S
IN
R k 
/ γ
k)
 [d
B
]
SVD Based Relay Design
AF Based Relay Design
 
Fig. 7. Achieved balanced level vs. power constraints at the BS and the RS and the number of users. 
In Fig.8, we show the convergence speed of the proposed iterative schemes. The total number of iterations (the number of outer 
loops in Table. I and II) required consists of two stages: the first stage is for the feasibility test and the second stage is for sum 
power minimization. The transmit power constraints at the BS and the RS are both set to 10w for the two-user case, and the 
calculation of the average number of  iterations is based on the following equation.  
( ) ( )_ _ _total feafeaavg test fea power conv fea conv
total total
t tt
I I I I
t t
−
= + +                                                     (69) 
where totalt is the total number of channel realizations simulated, feat is the number of channel realizations that result in feasible 
results. _test feaI is the average number of iterations needed to reach a feasible result, i.e., until the balanced level is larger than 1.  
_power convI is the number of iterations needed to have a converged result for the sum power minimization problem and _fea convI  is the 
number of iterations needed until the feasibility test converges albeit the result is infeasible. The stopping criterion for convergence 
is such that the difference of two consecutive iterations is less than 0.001 ( =0.001ε ). From Fig. 8, the average number of iterations 
is generally under 5 for different SINR targets. The reason that the number of iterations for SVD based relay design is smaller  at 
higher SINR target is that most of the channel realizations in this region is infeasible and  the sum power minimization problem is 
proceeded less frequently. While for the AF based relay design, there is only one iteration needed for the sum power minimization 
problem, and the increase of the number of iterations at high SINR is mostly due to the feasibility test problem. 
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Fig. 8. Average number of iterations  needed for the AF and SVD based design with different SINR targets. 
In Fig.9, we show the improvement of power efficiency in the SVD based relay design by the subchannel pairing discussed in 
Section IV.4. We consider two distance settings between the RS and the MSs, denoted as d= [d1,d2] for the two-user case. As we 
can see, the benefit of subchannel pairing is apparent when the distances to MSs are unbalanced. 
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Fig. 9. The comparison of SVD based relay design with and without subchannel pairing for d=[1/2, 1/2] and d=[1/4, 3/4]. 
 To extend the application to the multi-hop MIMO relay in Fig.3 for the SVD based relaying design, a comparison of power 
efficiency for different numbers of hops is illustrated in Fig.10 which shows the total power consumed at the BS and the RSs under 
different SINR targets for the number of hops form one to four. In our simulation, the total distance between the BS and the MSs is 
set to 2, and the RSs are allocated uniformly between the BS and the MSs. The simulation results show that the power efficiency 
can be improved with more hops. Since the noise accumulated at each RS will be forwarded to the later RSs, the gain by increasing 
the number of hops saturates. Beyond three hops, the gain is almost not visible. Note that the one-hop model is the MIMO 
> REPLACE THIS LINE WITH YOUR PAPER IDENTIFICATION NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 
29
broadcast channel without relay, and can be seen as a special case of our framework. 
0 2 4 6 8 10 12 14 16 18 20
5
10
15
20
25
30
35
40
SINR requirement (dB)
M
in
im
um
 P
ow
er
 C
on
su
m
pt
io
n 
(d
B
W
)
 
 
Hop number = 1
Hop number = 2
Hop number = 3
Hop number = 4
 
Fig. 10. The comparison of SVD based multi-hop relay design with different numbers of hops. 
VI. CONCLUSION 
  We proposed joint  power allocation and beamforming designs at the BS and the RS via GP optimization and downlink-uplink 
duality for AF based and SVD based MIMO relay broadcast channels. Iterative algorithms were proposed to iteratively solve three 
sets of design parameters including the downlink power allocation, virtual uplink power allocation and virtual uplink beamformers 
for both the feasibility test problem and the power minimization problem. We demonstrated that the proposed SVD relaying 
scheme  has rapid convergence and better power efficiency.  Subchannel pairing and multi-hop extension of the SVD based design 
further improve the power efficiency. 
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