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a b s t r a c t
We propose a simple algebraic method for generating classes of traveling wave
solutions for a variety of partial differential equations of current interest in nonlinear
science. This procedure applies equally well to equations which may or may not be
integrable. We illustrate the method with two distinct classes of models, one with
solutions including compactons in a class of models inspired by the Rosenau–Hyman,
Rosenau–Pikovsky and Rosenau–Hyman–Staley equations, and the other with solutions
including peakons in a system which generalizes the Camassa–Holm, Degasperis–Procesi
and Dullin–Gotwald–Holm equations. In both cases, we obtain new classes of solutions not
studied before.
© 2010 Elsevier Ltd. All rights reserved.
Finding traveling wave solutions of nonlinear partial differential equations has been of great interest primarily within
the context of integrable systems [1–4]. Such studies have led to many interesting types of solutions in the past such as the
soliton solutions, the cnoidal solutions, the compacton solutions, the peakon solutions. However, finding these solutions has
not been easy at all as is evidenced in the literature.
In a recent paper [5], we proposed a simple method for generating traveling wave solutions of general nonlinear
equations,whichmayormaynot be integrable, starting fromsolutions of simple equations (including even linear equations).
As we have demonstrated there through nontrivial examples (ofmostly third order equations), thismethod is very powerful
in obtaining traveling wave solutions of nonlinear equations. However, we understand now that the underlying reason
behind the simplicity of our earlier proposal [5] is some very remarkable properties of travelingwave solutionswhich allows
us to propose even a simpler and more general method for generating classes of traveling wave solutions of a large class of
partial differential equations starting from a trial traveling wave and an invertible map, which is the primary result of this
paper. The earlier proposal [5] forms only a part of this general result.
To explain the method, let us consider a (one) space and time dependent nonlinear Nth order equation of the form
F(v, vt , vx, v2x, . . .) = 0, (1)
where v(x, t) denotes the dynamical variable and the subscripts denote partial derivativeswith respect to the corresponding
variables
vt = ∂v
∂t
, vx = ∂v
∂x
, vnx = ∂
nv
∂xn
, vnt,mx = ∂
n+mv
∂tn∂xm
. (2)
We note that Eq. (1) may ormay not be related to an integrable system. A traveling wave solution of the system has the form
v(x, t) = v(kx − ωt), where k denotes the wave number and ω the frequency of the traveling wave with the dispersion
relation determined by the dynamical equation.
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We note that for any given form of the traveling wave solution v(kx − ωt), all the x and t derivatives can be expressed
in terms of the solution itself. Thus, for a traveling wave we can write
vx = V1(v), vt = −(ω/k) V1(v), (3)
where the functional form of V1(v) can be explicitly determined if the form of v is known. Let us denote y = kx − ωt and
explain this assertion a bit more in detail. If v = f (y) is defined by a (differentiable) bijective map (one-to-one and onto)
then f has an inverse and y = f −1(v). In this case, we can write
dv
dy
= vy = f ′(f −1(v)) = g(v). (4)
However, as we know many maps (f ) in physics are not invertible [6]. If f is not a bijection (so that its inverse does not
exist), then we can still define an inverse of f on each domain Di where the function f (y) is monotonic (so that an inverse
f −1i exists on the domain Di). In this case we can write
dv
dy
= f ′(f −1i (v)) = gi(v), for y ∈ Di, (5)
where f −1i is the inverse of f on the domain Di. The assertion in (3) makes this assumption. Furthermore, if we make the
identification v ≡ V0, then any higher derivative of v can be written as
vnx = Vn, vnt,mx =
(
−ω
k
)n
Vn+m, (6)
where for continuous functions, Vn(v) are related to V1(v) recursively as
Vn(v) = dVn−1(v)dv V1(v), n ≥ 1. (7)
For example, we note that
V2 = vxx = dvxdx =
dV1(v)
dx
= dV1(v)
dv
vx = dV1(v)dv V1(v), (8)
and as a result, the expression (7) can be used recursively to express Vn as a function of v when the form of V1(v) is known.
Therefore, we see that for a traveling wave solution v(kx − ωt), the dynamical equation (1) of order N reduces to an
algebraic equation of the form
F(ω, k; v, V1, V2, . . . , VN) = 0. (9)
This equation leads to relations between ω, k and the functions Vn(v) and can also determine the dispersion relation for a
traveling wave solution. The algebraic equation (9) can be the starting point to check if a given ansatz v(kx−ωt) solves (1).
Namely, with a given ansatz for v, the form of V1(v) and, therefore, all the Vn(v)would be determined and (9) would reduce
to a polynomial algebraic equation in v which is undoubtedly much easier to analyze. However, our goal is to generate
classes of traveling wave solutions with parameters which for different values lead to different kinds of solutions and we
propose to do this in the following manner.
The method basically involves two steps. First, we choose a simple traveling wave u(kx−ωt)which we call a trial wave.
Then we introduce an invertible map [5,7]
u(kx− ωt) = F (v(kx− ωt)), (10)
relating the trial wave to the kind of traveling wave solution we are looking for. It is worth noting here that this procedure
may seem rather arbitrary. However, once a trial function is chosen (trigonometric, hyperbolic, . . . ) which is simple to
manipulate and we keep in mind the kind of solution (soliton, compacton, peakon, . . . ) of the dynamical equation that we
are interested in, the map can be constructed systematically with little arbitrariness (as we will describe in the examples
below). The map is really chosen keeping the nature of the solution of interest in mind andmay involve several parameters.
Requiring v(kx − ωt) to satisfy the dynamical equation (1) or equivalently (9) may determine some of these parameters
while the undetermined parameters would lead to a class of solutions depending on these parameters.
Checking if v(kx−ωt) given by the inverse of themap in (10) satisfies the dynamical equation is quite easy in its algebraic
form (9). For example, the trial wave will lead to a relation of the form ux = U1(u) (see (3)), where U1(u) is known explicitly
from the known form of the trial wave and the map (10) leads to
V1(v) = U1(F (v))
F ′(v)
, F ′(v) = dF (v)
dv
. (11)
Namely, the known formof the trial wave u aswell as the choice of themapF would determine the (polynomial) forms of all
the unknown functions Vn(v) upon using (7). As a result, the dynamical equation (9) will reduce to an algebraic (polynomial)
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equation in v. The solution of this simple algebraic equationwould possibly determine some (or all) of the parameters in the
map and would generate a traveling wave solution of the original dynamical system (1) through the inverse map (see (10))
v(kx−ωt) = F −1(u(kx−ωt)). If all the parameters of the map are determined by the equation, then we have a particular
traveling solution of the system (as in [5]). However, if the map is chosen to be rich enough and some of the parameters are
left undetermined by the equation, then this can lead to interesting classes of traveling wave solutions as we will illustrate
through examples.
It is clear that this method applies equally well to equations whichmay or may not be integrable, and so the potential for
its applicability is indeed quite great. However, we point out here that if there are discontinuities in the solutions (as some
of the interesting solutions do), then the simple recursion relation (7) may not hold and a direct evaluation of the higher
derivatives may become necessary. This would be true in general when the derivative vx (or ux), which leads to V1 (or U1), is
not a single-valued function of v (or u). On the other hand, if the dynamical equation (1) does not involve vx directly, rather
f (vx)which is free from ambiguity, then our method can be carried out easily as we explicitly show in the examples below.
Let us explain the method as well as its potential with a couple of examples. We first study traveling waves of the
form of compactons which are configurations of finite extent free of exponential tails and which arise as solutions of the
Rosenau–Hyman (RH) equation [8]. Here we would study the deformed equation
vt + (P(v))x + (Q (v)vxx)x = 0 (12)
where P(v) = α1v + α2v2 + α3 v2+p + v2+2p, and Q (v) = v1+2p, with α1, α2, α3, and p > 0 real constant parameters.
Eq. (12) is motivated by the RH family of equations vt + (vm)x + (vn)xxx = 0 [8], as well as by the N dimensional
Rosenau–Pikovski (RP) [9] and the Rosenau–Hyman–Staley (RHS) [10] family of equations vt+(vm)x+(1/s)(vr∇2Nvs)x = 0,
where a unidirectional convection is balanced by a N-dimensional dispersive force. Although the deformed model (12) is
one dimensional, wewill show below that the nonlinear convection and dispersion which are present in (12) bring a variety
of effects as we change the parameters. Since the results are analytical, our procedure may be of some use in the search
of analytic solutions in higher dimensions, an issue which is beyond the scope of the present work. For a traveling wave
solution of (12), we proceed as discussed earlier and obtain the relation (see (9))
ω
k
− P ′(v)− Q ′(v)V2(v)− Q (v)V ′2(v) = 0, (13)
where a prime denotes derivative with respect to the argument as in (11).
To study compactons, let us choose the trial wave in the form u(kx − wt) = cos(kx − wt), for |kx − wt| ≤ pi , and −1
otherwise, which leads to ux = U1(u) = −k sgn(kx − wt)
√
1− u2 for |kx − wt| ≤ pi . The presence of the sgn function
seems to introduce an ambiguity, but we note that (13) only depends on V2 and its derivative so that there is no ambiguity
in the equation.
Let us next introduce the map u = a + vp, where a, p are real constant parameters so that we can write v(kx − ωt) =
(cos(kx − ωt) − a)1/p. In this case, for |kx − wt| ≤ pi the trial wave and its derivatives are continuous and we can follow
our general procedure. Thus, we use (7) and (11) to determine
V2(v) = k
2
p2
(−v + a(p− 2)v1−p + (1− p)(1− a2)v1−2p) . (14)
Using this in (13) we obtain the algebraic equation(
α1 − ωk
)
+ 2
(
α2 − k
2
p2
(1− p)(a2 − 1)
)
v + (2+ p)
(
α3 − k
2
p2
(2− p)a
)
v1+p
+ 2(1+ p)
(
1− k
2
p2
)
v1+2p = 0. (15)
This determines the parameters as k = ±p, ω = ±α1p, α2 = (1− p)(a2 − 1), and α3 = (2− p)a.
We can now construct a variety of solutions with different choices of the above parameters. Let us also note here that
since a constant is a solution of (12), by adjoining such a solution to the solution foundwith the inverse map in a continuous
manner, one can easily construct new solutions of the dynamical system. For example, with p an odd integer or the inverse
of an odd integer, we obtain the compacton solution
v =
{
(cos p(x− α1t)− a) 1p , for |p(x− α1t)| ≤ pi,
−(1+ a) 1p , otherwise, (16)
which satisfies (12). Note that if we redefine v→ v+ b in (12), this new parameter b can be used to control the asymptotic
behavior of the solution, such that for b = (1+ a)1/p the shifted solution will vanish outside the interval [−pi, pi].
There is a variety of traveling wave solutions contained in (16) and some of them lead to interesting features which we
now illustrate. In Fig. 1 we have plotted the solution (16) at t = 0 for p = 1/3, and for some values of a ∈ [−1, 1], where the
amplitude increases with increasing |a|. We note that in the limit a → −1+ we have a compacton of standard bell shape.
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Fig. 1. Plots of the traveling wave solution for p = 1/3, with a = 0, a = 0.3 and a = 0.8 (left panel), and with a = −0.2, a = −0.4 and a = −0.8 (right
panel).
Fig. 2. Plots of the traveling wave solution for p = 3 and for a = 0.5, a = 1 and a = 1.5 (left panel), and for a = −0.5, a = −1 and a = −1.5 (right
panel).
As a increases, the solution develops a lump at the top which is a nice novelty for compactons, with the interesting feature
that the height of the bottom (hb) and top (ht) portions of the new compactons obey: hb < ht for a ∈ (−1, 0), hb = ht at
a = 0, and hb > ht for a ∈ (0, 1). We further note that in the limit a → 1−, the solution leads to a compacton with a flat
plateau.
In Fig. 2 we have plotted solutions at t = 0 for p = 3, and for some values of a, and there the amplitude increases with
decreasing |a|. These plots unveil remarkable features of the traveling waves: for a = ±0.5 the solution is a [thin (+) or
thick (−)] tipon-like compact wave [9], for a = 1 it is a peakon-like compact wave [11] (see below), and for a = −1 it
has an oval-like compact shape. All of the above solutions identify distinct types of compactons, some of them have never
been studied before. In both cases, we note that the constant a, introduced by the chosen map, works like a deformation
parameter, since it deforms the shape of the solution [5,7].
To introduce the second example, let us recall that the equation vt − vxxt + (r + 1)vvx − rvxvxx − vvxxx = 0 is known
to be integrable for r = 2, 3. For r = 2 it is known as the Camassa–Holm (CH) equation [11] which was derived as an
approximation to Euler’s incompressible fluid motion. For r = 3, it describes the Degasperis–Procesi (DP) equation [12] and
both these equations representmodels of shallowwater waves [4]. Furthermore, both these equations are known to possess
peakon solutions which have discontinuous first order derivatives. Since solitary waves constitute a well known form of the
water waves, another integrable equation was recently introduced by Dullin–Gattwald–Holm (DGH) [13], which contains
the KdV equation as well as the CH equation in different limits, thereby having the interesting feature of supporting both
the bell shaped solution of KdV as well as the peakon solution of CH as limiting cases.
Keeping this in mind, let us study, as another example of our method, a deformed system of the form
vt − vxxt + f (v)vx − g(v)vxvxx − h(v)vxxx = 0, (17)
with
f (v) = β0 + β1v + β2v2,
g(v) = r + sv, h(v) = β˜0 + β˜1v + β˜2v2. (18)
We note that when β0 = β˜0 = β2 = β˜2 = s = 0, β1 = (r + 1) and β˜1 = 1, Eq. (17) reduces to the CH–DP equations (for
r = 2, 3) while for β2 = β˜2 = s = 0 it leads to the DGH equation [13]. For general βi, β˜i, i = 0, 1, 2 and r, s the deformed
equation (17) is indeed a much richer system and to clarify our method we try to find the traveling wave solution of this
generalized system.
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A traveling wave solution of (17) of the form v(kx− ωt), would satisfy a relation of the form (see (9))
ω
k
− β0 − β1v − β2v2 + (r + sv)V2 +
(
β˜0 + β˜1v + β˜2v2 − ωk
)
V ′2 = 0. (19)
Keeping a soliton solution in mind, let us next choose a simple trial wave of the form u(kx−ωt) = cosh(kx−ωt). Here we
note that only V2 and its derivative are present in (19) so that the apparent ambiguitywith the sign in V1 is again not present.
With this, we choose a map (10) of the form (keeping the soliton in mind) u = √a/v, where a is a constant parameter to be
determined. In this case, following our earlier discussion, we obtain
V2 = 4k2v − 6k2v2/a. (20)
As a result, (19) leads to the algebraic equation for v of the form((ω
k
− β0
)
− 4
(ω
k
− β˜0
)
k2
)
+
(
12
(ω
k
− β˜0
) k2
a
+ 4(r + β˜1)k2 − β1
)
v
−
(
β2 +
(
6(r + 2β˜1)− 4a(s+ β˜2)
) k2
a
)
v2 − 6(s+ 2β˜2)k
2
a
v3 = 0. (21)
Requiring the coefficients of each power of v to vanish nowdetermines the parameters aswell as the travelingwave solution
for (17).
There are several solutions of (21) depending on the values of the parameters in (17). If β˜0 = β0, β˜2 = s = 0 and
β2 = r + β˜1 6= 0, then (21) determines k = ±1/2 and
ω = ± (β2 + β˜1)(β2 − β1)
4β2
± β0
2
, a = −3(β2 + β˜1)
2β2
, (22)
and the traveling wave solution corresponds to
v = −3(β2 + β˜1)
2β2
sech2
(
x
2
∓ ((β2 + β˜1)(β2 − β1)+ 2β0β2)t
4β2
)
. (23)
We note from this that there are several distinct choices of parameters which lead to waves of both positive and negative
velocities. Furthermore, in our approach, β2 is merely a deformation parameter and if we choose β2 < 0, we indeed have a
bell shaped solution.
On the other hand, for β˜2 = s = 0, ω = kβ0 = kβ˜0 we have
k = ±1
2
√
β1
r + β˜1
, a = −3(r + 2β˜1)β1
2(r + β˜1)β2
, (24)
with the traveling wave solution
v = −3(r + 2β˜1)β1
2(r + β˜1)β2
sech2
1
2
√
β1
r + β˜1
(x− β0t). (25)
We note that the velocity in this case is determined by the constant β0 alone. There are other choices of parameters, leading
to distinct bell shaped solutions, but we now focus attention on the peakon solution.
To obtain the peakon solution for the deformed equation (17), let us choose the trial wave to have the form u(kx−ωt) =
exp(−|kx − ωt|), which leads to ux = U1 = −k sgn(kx − wt)u. We note that the solution has discontinuous derivatives
and as mentioned earlier, the recursion relation (7) does not hold. In this case, we need to calculate the higher functions
explicitly. Let us rewrite (17) in the form((
f (v)− ω
k
)
− g(v)V2
)
V1 =
(
h(v)− ω
k
)
V3, (26)
and note that the presence of V1 in the left hand side and of V3 in the right hand of this equation removes any ambiguity
with the sgn function. The next step is to use (11) and unx = Un(u) to calculate
V2(v) = U2(F (v))/F ′ − V 21F ′′/F ′, (27a)
V3(v) = U3(F (v))/F ′ − 3V1(V2F ′ + V 21F ′′)2F ′′′/F ′ + V 31 (3F ′′2 − F ′F ′′′)/F ′2. (27b)
The higher derivatives can also be calculated easily, but they are not necessary in the present case. We then choose the map
(10) u = (v − b)/a, where a and b are real parameters. With this, after substituting the explicit forms of V1, V2, V3 we end
up with the algebraic equation
k sgn(kx− ωt)(v − b)
(((ω
k
− β0
)
−
(ω
k
− β˜0 + rb
)
k2
)
v + ((r + β˜1 − sb)k2 − β1)v2 + ((s+ β˜2)k2 − β2)v3
)
+ 2k3aδ′(kx− ωt)
(
β˜0 + β˜1v + β˜2v2 − ωk
)
= 0. (28)
686 D. Bazeia et al. / Applied Mathematics Letters 23 (2010) 681–686
Here we have simplified some of the terms using the conventional relation sgn(kx − ωt)δ(kx − ωt) = 0. Also, using the
identity kδ′(kx− ωt)vn = (δ(kx− ωt)vn)x = k(a+ b)nδ′(kx− ωt), the last term in (28) can be simplified even further.
There are distinct solutions of (28) depending on the values of the parameters in (17), but the last term in (28) determines
ω = k(β˜0 + β˜1(a+ b)+ β˜2(a+ b)2). We note that for b = 0, and for β0 = β˜0, β1 = r + β˜1, β2 = s+ β˜2, Eq. (28) leads to
k = ±1 without any restriction on a and the traveling wave solution has the form
v(x, t) = a e−|x−ωt|. (29)
If we further take the simple choice (among many) of the parameters, β˜0 = β˜2 = 0, β˜1 = ±1, we can identify a = ω and
the solution (29) coincides in this case with the peakon solution in [11]. However, a nice novelty of our solution (29) is that
the amplitude does not need to be equal to the velocity anymore, and as a result, we can also have a peakon solution with
positive amplitude traveling with positive or negative velocity. For b 6= 0, there are peakons where b can be used to control
the width and the asymptotic behavior of the solution. All the above results show a rich diversity of solutions of (17) some
of which, to the best of our knowledge, have not been studied in the literature before.
In conclusion, in this paper we have proposed a simple method for constructing classes of traveling wave solutions of
nonlinear partial differential equations. Exploiting the properties of traveling waves, the method converts the dynamical
equation into a simple algebraic equation which is easy to analyze. The two steps of taking a simple trial wave and
then choosing a map (with several parameters) between the trial wave and the unknown traveling wave solution lead
in a very efficient way to classes of traveling wave solutions. This method is a generalization of our earlier results, and
we have demonstrated the versatility and the potential of our method by constructing the compacton solution for the
Rosenau–Hyman equation where we have also shown the existence of newer kinds of compacton solutions, and the bell
shaped solution as well as the peakon solution for the Camassa–Holm equation, bringing novelties for both the bell shaped
and peakon-like solutions. In particular, we have found some very interesting new compact solutions, which are the tipon-,
peakon- and oval-like compactons. The method will be further used to study other nontrivial examples of current interest
in nonlinear science separately [14].
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