We prove universality of local eigenvalue statistics in the bulk of the spectrum for orthogonal invariant matrix models with real analytic potentials with one interval limiting spectrum. Our starting point is the Tracy-Widom formula for the matrix reproducing kernel. The key idea of the proof is to represent the differentiation operator matrix written in the basis of orthogonal polynomials as a product of a positive Toeplitz matrix and a two diagonal skew symmetric Toeplitz matrix.
Introduction and main result
In this paper we consider ensembles of n × n real symmetric (or Hermitian ) matrices M with the probability distribution where Z n,β is the normalization constant, V : R → R + is a Hölder function satisfying the condition |V (λ)| ≥ 2(1 + ǫ) log(1 + |λ|).
(1.2)
A positive parameter β here assumes the values β = 1 in the case of real symmetric matrices or β = 2 in the Hermitian case and dM means the Lebesgue measure on the algebraically independent entries of M . Ensembles of random matrices (1.1) in the real symmetric case are usually called orthogonal, and in the Hermitian case -unitary ensembles. This terminology reflects the fact that the density of (1.1) is invariant with the orthogonal, or unitary transformation of matrices M . The joint eigenvalue distribution corresponding to (1.1) has the form (see [Me:91]) p n,β (λ 1 , ..., λ n ) = Q where Q n,β is the normalization constant. The simplest question in both cases (β = 1, 2) is the behavior of the eigenvalue counting measure (NCM) of the matrix. According to [BPS:95, Jo:98] the NCM tends weakly in probability, as n → ∞, to the non random limiting measure N known as the Integrated Density of States (IDS) of the ensemble, which is one of the main outputs of studies of the global regime. The IDS is normalized to unity and it is absolutely continuous, if V ′ satisfies the Lipshitz condition [SaTo:97] . The non-negative density ρ(λ) is called the Density of States (DOS) of the ensemble. The IDS can be found as a unique solution of a certain variational problem (see [BPS:95, De:98, SaTo:97] ). Local regimes, or local eigenvalue statistics are also well studied now for unitary ensembles. The problem is to study the behavior of marginal densities p (n) l,β (λ 1 , ..., λ l ) = R n−l p n,β (λ 1 , ...λ l , λ l+1 , ..., λ n )dλ l+1 ...dλ n (1.4) in the scaling limit, when λ i = λ 0 + s i /n κ (i = 1, . . . , l), and κ is a constant, depending on the behavior of the limiting density ρ(λ) in a small neighborhood of λ 0 of the limiting spectrum σ. If ρ(λ 0 ) = 0, then κ = 1, if ρ(λ 0 ) = 0 and ρ(λ) ∼ |λ − λ| α , then κ = 1/(1 + α). The universality conjecture states that the scaling limits of all marginal densities are universal, i.e. do not depend on V .
In the case of unitary ensembles all marginal densities can be expressed (see [Me:91] ) in terms of the unique function K n,2 (λ, µ).
l,β (λ 1 , ..., λ l ) = (n − l)! n! det{K n,2 (λ j , λ k )} l j,k=1 .
( 1.5) This function has the form
and is known as a reproducing kernel of the orthonormalized system in which {p (n) l } n l=0 are orthogonal polynomials on R associated with the weight w n (λ) = e −nβV (λ)/2 i.e.,
(1.8)
Hence, the problem to study marginal distributions is replaced by the problem to study the behavior of the reproducing kernel K n (λ, µ) in the scaling limit. This problem was solved in many cases. For example, in the bulk case (ρ(λ 0 ) = 0) it was shown in [PS:97] , that for a general class of V (the third derivative is bounded in the some neighborhood of λ 0 )
where K 0 (s 1 , s 2 ) is a universal sin-kernel
This result for the case of real analytic V was obtained also in [De:99] . For unitary ensembles it is also possible to study (see [De:99] ) the edge universality, i.e. the case when λ 0 is the edge point of the spectrum and ρ(λ) ∼ |λ − λ 0 | 1/2 , as λ ∼ λ 0 . There are also results on the extreme point universality (double scaling limit). This means universality of the limiting kernel in the case when ρ(λ) ∼ (λ − λ 0 ) 2 , as λ ∼ λ 0 . See [CK:05] for the result for real analytic potentials and [S:05] for a general case.
For orthogonal ensembles (β = 1 ) the situation is more complicated. Instead of (1.6) we have to use 2 × 2 matrix kernel
Here S n (λ, µ) is some scalar kernel (see (1.15)) below), d denotes the differentiating and IS n (λ, µ) can be obtained from S n by some integration procedure. Similarly to the unitary case all marginal densities can be expressed in terms of the kernel K n1 (see [TW:98] ), e.g.
Matrix kernel of the form (1.10) was introduced first in [Dy] for circular ensemble and then in [Me:91] for orthogonal ensembles. The scalar kernels of (1.10) could be defined in principle in terms of any family of polynomials complete in L 2 (R, w n ) (see [TW:98] ), but usually the families of skew orthogonal polynomials were used (see [Me:91] and references therein). Unfortunately, for general weights the properties of skew orthogonal polynomials are not studied enough. Hence, using of skew orthogonal polynomials for V of a general type rises serious technical difficulties. In the paper [DG:04] a new approach to this problem was proposed. It is based on the result of [TW:98] , which allows to express the kernel S n (λ, µ) in terms of the family of orthogonal polynomials (1.8). Using the representation of [TW:98] , it was shown that
∞,2 (λ, µ) is defined by (1.9). The same approach was used in [DG:05] to prove the edge universality. Unfortunately, the papers [DG:04] and [DG:05] deal only with the case, when (in our notations) V (λ) = λ 2m + n −1/2m a 2m−2 λ 2m−2 + . . . . But since, like usually (see [PS:97] , [PS:07] ), the small terms n −1/2m a 2m−2 λ 2m−2 + . . . have no influence on the limiting behavior of K n (λ, µ), this result in fact proves universality for the case of monomial V (λ) = λ 2m . In the papers [St:02, St:02a] the bulk and the edges universality were studied for the case of V being an even quatric polynomial.
In the present paper we prove universality in the bulk of the spectrum for any real analytic V with one interval support.
Let us state our main conditions.
C1. V (λ) satisfies (1.2) and is an even analytic function in
C2. The support σ of IDS of the ensemble consists of a single interval:
C3. DOS ρ(λ) is strictly positive in the internal points λ ∈ (−2, 2) and ρ(λ) ∼ |λ ∓ 2| 1/2 , as λ ∼ ±2. 
C4. The function
(1.14)
Then, according to [TW:98] , the kernel S n (λ, µ) has the form: 
The proof of the theorem is based on the following result Theorem 2 Under conditions of Theorem 1 for even n the matrix M (0,n) defined in (1.14) has a bounded inverse matrix.
The paper is organized as follows. In Section 2 we prove Theorems 1 and 2. The proofs of auxiliary results are given in Section 3. L] with the weight e −nV /2 , then for k ≤ n(1 + ε) with some ε > 0
with some absolute C. Therefore from the very beginning we can take all integrals in (1.4), ( 
Here and below we denote by C, C 0 , C 1 , ... positive n, m-independent constants (different in the different formulas).
and consider the system of polynomials, orthogonal in the interval [−L, L] with respect to the weight e −nVm(λ)/2 . Then (2.2) guarantees that if (M
and the kernel S n,m (λ, µ) constructed by formulas (1.14) and (1.15) with new orthogonal polynomials {p
Therefore below we will study M (0,n) m and S n,m (λ, µ) instead of M (0,n) and S n (λ, µ). To simplify notations we omit the indexes m, L, but keep the dependence on m in the estimates.
Let us set our main notations. We denote by H = l 2 (−∞, ∞) a Hilbert space of all infinite sequences {x i } ∞ i=−∞ with a standard scalar product (., .) and a norm ||.||. Let also {e i } ∞ i=−∞ be a standard basis in H and I (n 1 ,n 2 ) with −∞ ≤ n 1 < n 2 ≤ ∞ be an orthogonal projection operator defined as
For any infinite or semi infinite matrix A = {A i,j } we will denote by
so that (A (n 1 ,n 2 ) ) −1 is a block operator which is inverse to A (n 1 ,n 2 ) in the space I (n 1 ,n 2 ) H and zero on the (I − I (n 1 ,n 2 ) )H. We denote also by (., .) 2 and ||.|| 2 a standard scalar product and
, where
Here O(e −C log 2 n ) appears because of the integration by parts and bounds (2.1), (2.4). Since
where q k is a polynomial of the (k + 2m − 1)th degree, its Fourier expansion contains not more than (k + 2m − 1) terms and for |j − k| > 2m − 1 the jth coefficient is
Here and below we write φ(λ) = O 2 (ε n ), if ||φ|| 2 ≤ Cε n . The above relation implies
Hence, by (1.14), for 0
and
whereμ (0,n) andν (0,n) are matrices of the rank (2m − 1). But below we will use mainly the equality, which is obtained from the above one by transposition of the matrices:
where ν (0,n) is a matrix with entries equal to zero except the block (2m − 1) × (2m − 1) in the right bottom corner. The block has the form
µ (0,n) in (2.11) has (n − 2m + 1) first lines equal to zero and the last (2m − 1) ones of the form µ
(2.14)
According to the standard linear algebra, the problem to control (M (0,n) ) −1 can be replaced by the problem to control the inverse matrix of
Let us study ν (m) and µ (m) as n → ∞.
Lemma 1 Consider a semi infinite Jacoby matrix J (n) , generated by the system of orthogonal polynomials (1.8). The coefficients of this matrix are defined by the recurrent relations
The proof of the lemma is given in [APS:01] .
uniform bounds for the remainders was proven in [APS:97] under much more weak conditions (V ′ (λ) is a Hölder function in some neighborhood of the limiting spectrum).
Using the spectral theorem, we have that for l < j
Proposition 1 Let J be a Jacobi matrix with entries |J j,j+1
(ii) ifJ is another Jacobi matrix, satisfying the same conditions, then for any j, k ∈ [n 1 , n 2 )
where C and d depend on d 1 , d 2 , C 0 and δ.
Denote by J * an infinite Jacobi matrix with constant coefficients
Applying Lemma 1 and Proposition 1, we obtain that, if |n 1,2 − n| ≤ n 1/2 , then
Besides, (2.22) implies that if we denote by ν * (m) the matrix of the form (2.12) with V n−i,n−j replaced by V * n−i,n−j , then ||ν (m) − ν * (m) || → 0, as n → ∞. To study the coefficients of µ (n) , as n → ∞, we use one more result of [APS:01].
Proposition 2 Under conditions of Theorem 1 the limiting density of states (DOS) ρ has the form
where the function P can be represented in the form
Here the contour
If V is a polynomial of 2mth degree, then it is evident that P (z) is a polynomial of (2m − 2)th degree, and conditions C3 and (2.2) guarantee that
Consider also the operator P = P (J * ) with the entries:
A key point of our proof is the lemma:
Lemma 2 Under conditions of Theorem 1 27) where P is defined in (2.26) and
Moreover, for N = [n 1/4 ] there exist matricesP andD, whose entries are equal to zero if |j − n| > N , or |k − n| > N , or |j − k| > 2m − 2, admit the bounds 29) and satisfy the relation
whereε j,k = 0, if |j − k| > 2m − 1 and
Using (2.30), (2.31) and (2.9) we can write
where
33) and O 2 (.) is defined in (2.8). Since P (0,∞) > δ 1 and ||P|| ≤ CN m 3 n −1 (see (2.29)), P (0,∞) +P has a bounded inverse operator for large n. Then, using twice the resolvent identity
Using (2.19) and (2.33), it is easy to obtain that uniformly in |l − n| ≤ N/2
Besides, it follows from (2.19) that uniformly in
Hence, we get from (2.35) that
where d j is defined in (2.29) and the Toeplitz matrix R = P −1 has the entries:
Proposition 3 There exists a positive integer n 1 such that |n 1 − n| < N/2, and
Using the proposition and (2.36), we obtain by induction that for all |j − n| ≤ N/2 ǫψ (n)
Multiplying the relation by ψ (n) k and using (1.14), we get that
The last relations and the property M j,k = −M k,j give us M j,k up to the additive constant C(n) which we do not know:
Consider an infinite matrix M * with entries defined in (2.39)-(2.40). Then, it is easy to see that
where ν * (−∞,n) , µ * (−∞,n) are (2m − 1)-rank matrices, which have the same form as ν (0,n) , µ (0,n) of (2.11), if we replace V j,k by V * j,k and M j,k by M * j,k . According to the standard linear algebra arguments, to control the inverse of V * (−∞,n) M * (−∞,n) we have to control the inverse of the matrix
where µ * (m) is a (2m − 1) × (2m − 1) matrix, which is in the right bottom corner of µ * (−∞,n) and ν * (m) is defined by (2.12) with V i,j replaced by V * i,j . According to (2.22) -(2.41),
By another words, for large enough n V (0,n) M (0,n) has a bounded inverse matrix if and only if V * (−∞,n) M * (−∞,n) has a bounded inverse operator. But 42) and it is easy to see that
where µ ∈ I (−∞,n) H and
where µ ′ ∈ I (−∞,n) H and
Then, we get from (2.42)-(2.45)
Since P (−∞,n) , R (−∞,n) ≥ δ, their product has a bounded inverse operator. Thus, by standard arguments, we obtain that V * (−∞,n) M * (−∞,n) has a bounded inverse operator if and only if the matrix
has a bounded inverse matrix. But it is evident, that off diagonal elements here are zeros, because µ and (R (−∞,n) ) −1 (P (−∞,n) ) −1 )p (n) have zero odd components, while µ ′ and (R (−∞,n) ) −1 e n−1 have zero even ones. Set
Then, by definitions (2.39), (2.45)
Similarly, by (2.44),
and therefore
Lemma 3 Under conditions of Theorem 1
Assume that M (0,n) has an eigenvalue iε n → 0, as n → ∞. Since M (0,n) is a skew symmetric matrix of the even order with real entries, −iε n is its eigenvalue also (if ε n = 0, then this eigenvalue has multiplicity 2). Thus, on the basis of the above arguments, we conclude that both A 1,1 , A 2,2 → 0. Hence, if we denote
On the other hand, since M (0,n−1) is a skew symmetric matrix of the odd order, V (0,n−1) M (0,n−1) always have at least one zero eigenvalue. Thus, repeating the above arguments for V (0,n−1) M (0,n−1) , we obtain that at least one of the conditions is fulfilled
According to (2.48), B 1 = 0, so the first relation of (2.51) is valid only if C(n) → −M −∞ . But then the first relation of (2.52) is false and so the second condition of (2.52) is fulfilled. Then B 2 → 0, that contradicts to (2.49). Thus, our assumption that M * (0,n) has an eigenvalue close to zero is false, and therefore there exists δ 1 such that for large enough n
Remark, that if we consider D (0,n−1) M * (0,n−1) , then it has at least one zero eigenvalue, and similar arguments lead to the conditions
Combining them with (2.53), we get finally that C(n) → 0. Theorem 2 is proved.
Proof of Theorem 1. It follows from (2.11) and Theorem 2 that
where G is a skew symmetric matrix with bounded entries such that
Substituting this expression in (1.15) and using (2.9), we obtain
where K n,2 (λ, µ) is defined by (1.6) and
According to the result of [TW:98] , to prove the weak convergence of all correlation functions it is enough to prove the weak convergence of cluster functions, which have the form
where the matrix kernel K n,1 (λ, µ) has the form (1.10) with
Define similarly
Lemma 4 Under conditions of Theorem 1 uniformly in
|k − n| ≤ n 1/5 ||ǫψ (n) k || 2 = O(n −1/2 ),(2.
59)
and for any δ > 0 there exist C such that uniformly in
Since in (2.55)-(2.56) r j,k = 0, if both j, k are odd, the bounds (2.60) and relations (2.55)-(2.56) yield that uniformly in
Hence, we can replace K n,1 byK n,1 in (2.57). Then, using integration by parts and (2.61), we obtain that
can be represented as a finite sum of the terms:
Using the result of [PS:97] on the universality for the unitary ensemble and (2.62) we can take the limit n → ∞ in each of these term. Theorem 1 is proved.
Auxiliary results
Proof of Lemma 2. According to the standard theory of Toeplitz matrices
and to prove (2.27) it is enough to prove that
Replacing in (2.24) z → 2 cos x, 2 cos y → (ζ + ζ −1 ), dy → (iζ) −1 dζ and using the Cauchy theorem, we get
To prove (2.30) it is enough to show that there exists d j andP jk , satisfying (2.29) such that
Then the bounds (2.31) follow from (2.29). Set
Here the last bound follows from (2.18), if we take
Then it is easy to check thatP j,k satisfy relations (3.3) and relations (3.4) guarantee that P k−j,k = 0, for j ≥ (2m − 1). Lemma 2 is proved.
Proof of Proposition 3.
Integrating by parts, it is easy to obtain that for any k
with L = 2 + d 1 /2. Therefore, using the Christoffel-Darboux formula, we get
Then, it is evident that there exists n ≤ n 1 ≤ n + N/2, for which (2.38) is valid.
Proof of Lemma 3. Consider P (ζ + ζ −1 )ζ 2m−2 with P defined in (2.24). It is easy to see that P (ζ + ζ −1 )ζ 2m−2 is a polynomial of the (4m − 4)-th degree, which has the roots {ζ j , ζ
j=1 with |ζ j | < 1 (j = 1, . . . , 2m − 2). Denote
with some positive a m . Take c j from the representation (3.6). Using (2.37) and (3.6), we get
.
Hence, we conclude that
In particular, we have
Using the representation 8) and (3.7) for j = 1 (recall that according to (3.6), c 0 = 1), we obtain (2.48).
To prove (2.49) observe, that by (2.46) and (2.27)
with V * i defined in (2.21). Hence,
Then, Proposition 1 guarantees that X(ζ) is an analytic function for |ζ| < 1 + δ with some δ > 0. Besides, u (n) , (P (−∞,n) ) −1 ν ( * n) = X(1), and
These relations, in view of the representation (2.26), are equivalent to
Hence, denoting
we get from (3.10)
where F (ζ) is some analytic function in the disk |ζ| < 1 + δ. Therefore
Hence, 12) where P 1 , P 2 are defined in (3.6). Since P 2 (ζ) has no roots inside the disk |ζ| < 1+δ, P −1 2 (ζ) is an analytic function here, and so X(ζ) can be analytic in the disk |ζ| < 1 + δ if and only if the Laurent expansion of ζ 2m−3 F (ζ −1 )P −1 1 (ζ) starts from a m P 2 (0)ζ −1 and ζ 2m−3 F (ζ −1 )P −1 1 (ζ) has no other poles in the disk. Since F (ζ) is an analytic function, to possess the above properties ζ 2m−3 F (ζ −1 ) must be represented in the form ζ −1P (ζ), withP -polynomial of (2m − 2)th degree, which has the same roots as P 1 (ζ). Hence, we conclude that
Combining this with (3.12), we get
Using (3.7) and (3.8), we obtain (2.49).
Proof of Lemma 4. For odd k, using (3.5), (2.16) and (2.39), we get
Besides, integrating by parts we obtain for odd k
where Lψ k (λ) = λψ k (λ). Hence, using (2.16), (3.13) and the bound ||ǫ|| ≤ (4 + d), we get
This relation, combined with (2.36) prove (2.59) for even k.
To prove (2.60) we use the result of [De:99a] , according to which, uniformly in any compact ∆ ⊂ (−2, 2) for |k| ≤ 2m + 1
(3.14)
where ε n+k → 0 does not depend on λ, ρ(λ) is the limiting IDS, γ(λ) is a smooth function in (−2, 2) and cos θ = λ/2. Integrating this relations between 0 and λ, we get
Then, using the fact that (ǫf )(0) = 0 for even f , we get (2.60) for even k (recall, that n is even). For odd k the above inequality imply
Combining with (2.59), we get (2.60). Inequality (2.61) follows from the result [PS:97] (see Lemma 7), according to which
Since by(3.14) ψ
n−1 are uniformly bounded in each compact K ⊂ (−2, 2), we obtain (2.62).
To prove (2.62) we use the Christoffel-Darboux formula, which gives us
Integrating by parts in the first integral and using that ǫψ
k (L) = 0, we get
n || 2 ) = O(n −1/2 ).
To find I 2 observe that (3.14) yields for λ, µ ∈ (−2 + ε, 2 − ε) n −1 K n,2 (λ, µ) = R(λ) sin nπ λ µ ρ(λ ′ )dλ ′ n(λ − µ)
(1 + (λ − µ)φ 1 (λ, µ))
where R and φ 1 , φ 2 , φ 3 are smooth functions of λ. Hence, using the Riemann-Lebesgue theorem to estimate integrals with φ i (λ, µ), we obtain
Now we split here the integration domain in two parts: |s ′ | ≤ A and |s ′ | ≥ A and take the limits n → ∞ and then A → ∞. Relation (2.62) follows.
Proof of Proposition 1. Assertion (i) follows from the spectral theorem, according to which To prove assertion (ii) consider J (n 1 , n 2 ) = J (n 1 ,n 2 ) + J (−∞,n 1 ) + J (n 2 ,∞) ,J (n 1 , n 2 ) =J (n 1 ,n 2 ) +J (−∞,n 1 ) +J (n 2 ,∞) and denote R (1) (z) = (J (n 1 , n 2 ) − z) −1 , R (2) (z) = (J (n 1 , n 2 ) − z) −1 ,R(z) = (J − z) −1 .
It is evident that for n 1 ≤ j, k ≤ n 2 and z ∈ [−2, 2]
j,k (z) = (J (n 1 ,n 2 ) − z)
Then, using the resolvent identity (2.34) and (3.17, we get
On the other hand, by (2.34) and (3.17), we obtain
j,k | ≤ |R j,n 1 +1 R
(1)
n 1 +1,k | + |R j,n 2 R
(1) n 2 −1,k | + |R j,n 2 −1 R
(e −d(z)(|n 1 −j|+|n 1 −k|) + e −d(z)(|n 2 −j|+|n 2 −k|) ).
Similar bound is valid for |R j,k − R
j,k |. Then (3.17) and (3.16) yield (2.18). To prove assertion (iii) observe that x j = (Q(J ) (n 1 ,n 2 ) ) −1 j,k is the solution of the infinite linear system: Q(J ) i,j x j = δ i,k , i ∈ [n 1 , n 2 ) Q(J ) i,j x j = r i := Q(J ) i,j (Q(J ) (n 1 ,n 2 ) ) −1 j,k , i ∈ [n 1 , n 2 ).
Hence, (Q(J ) (n 1 ,n 2 ) ) −1
Now, using assertion (i), we obtain (2.19).
