Abstract: Bottom-up systems biology entails the construction of kinetic models of cellular pathways by collecting kinetic information on the pathway components (e.g. enzymes) and collating this into a kinetic model, based for example on ordinary differential equations. This requires integration and data transfer between a variety of tools, ranging from data acquisition in kinetics experiments, to fitting and parameter estimation, to model construction, evaluation and v a lidation. Here, we present a workflow that uses the Python programming language, specifically the modules from the SciPy stack, to facilitate this task. Starting from raw kinetics data, acquired either from spectrophotometric assays with microtitre plates or from NMR spectroscopy time courses, we demonstrate the fitting and construction of a kinetic model using scientific Python t o ols. The analysis takes place in a Jupyter notebook, which keeps all information related to a particular experiment together in one place and thus serves as an e-labbook, enhancing reproducibility and traceability. The Python programming language serves as an ideal foundation for this framework because it is powerful yet relatively easy to learn for the non-programmer, has a large library of scientific routines and active user community, is open-source and extensible, and many computational systems biology software tools are written in Python or have a Python API. Our workflow thus enables investigators to focus on the scientific problem at hand rather than worrying about data integration between disparate platforms.
that can be cast as a system of ODEs directly using numpy and scipy [18] , the repetitive nature of many Importantly, many of the leading computational systems biology software programs (e.g. Copasi
138
[21] or libRoadRunner [22] ) expose a Python API, making it possible to easily interface with these 139 programs from within Python and PySCeS if needed.
140
In the workflow presented in this paper, PySCeS was used in the fitting of time-course data to 141 a kinetic model of a multi-enzyme system to obtain kinetic parameters (Section 3.4), as well as for 142 validation of a complete pathway model (Section 3.5). Perform enzyme assays and collect NMR time-course data for all reactions in a multi-enzyme system as they progress towards equilibrium.
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Numpy Scipy Matplotlib Figure 1 . The basic workflow for integrating enzyme kinetics for systems biology with computational modelling using Python. For a detailed description see main text. which were then parametrised by fitting to a system of ODEs with the appropriate enzyme kinetic 171 rate equations; or alternatively, initial-rate kinetics were performed on a single enzyme, typically with a spectrophotometric assay using microtitre plates, and fitted to a rate equation. In this paper, one 173 example of each approach is discussed in detail (Sections 3.2-3.4); in general, it needs to be repeated 174 until all of the enzymes in the pathway under study have been characterised.
175
In the next step, all the kinetic rate equations and parameters were assembled into a model of 176 the complete pathway, which was then validated by comparing its output to experimental data that
177
were not used for model construction (Section 3.5). The workflow subsequently allowed a number of 178 additional computational analyses to be easily performed on a properly constructed and validated 179 model (Figure 1 ).
180
Each of the above steps is described in greater detail in the following sections, emphasising the To obtain enzyme-kinetic parameters with NMR spectroscopy, a cell lysate was incubated with 185 substrates, products, cofactors and any allosteric modifiers. A series of NMR spectra was collected over 186 time; the spectra were processed and peaks quantified by deconvolution to yield a series of progress 187 curves, which were then fitted to a kinetic equation or set of equations for the reactions followed. The 188 method [11] can also be applied to purified enzymes.
189
The use of lysates (in contrast to purified enzyme preparations, which only contain the enzyme of 190 interest) required that reaction boundaries be delimited by omitting essential cofactors as appropriate.
191
For example, the dataset in Enzyme-kinetic parameters were determined from spectrophotometric assays, which were 210 performed on microtitre plates to increase throughput. Initial rates were obtained for different substrate 211 concentrations by linear regression on the initial parts of the reaction progress curves. Where possible, 212 such assays were coupled to reactions producing or consuming NAD(P)H, which has a convenient 213 light absorbance peak at a wavelength of 340 nm and can thus be detected directly with visible-light 214 spectrophotometry. Non-linear regression of the rate-versus-concentration data, using appropriate rate 215 equations, yielded the kinetic constants for the enzyme.
216
Microtitre plate readers typically produce tabulated time versus absorbance data, which can be (a) Array of 31 P-NMR spectra from an incubation of S. cerevisiae lysate with phosphoenolpyruvate. Spectra were acquired 2.6 min apart (repetition time) and processed with NMRPy (apodisation, Fourier transform, phase correction and integration by deconvolution). The peak identities are, from left to right: 3-phosphoglycerate (3PG), 2-phosphoglycerate (2PG), phosphate, triethyl phosphate (TEP, internal standard), and phosphoenolpyruvate (PEP). Original spectra are shown as black lines and the deconvoluted peak areas are shown with filled red colour. (b) Quantification of the spectra after processing with NMRPy. The output from the analysis was concentration-versus-time data. NMRPy can read raw data from the major NMR instrument vendors and has built-in functions to display both the arrayed spectra and quantified data. Data and annotated code (Jupyter notebook) are provided in the Supplementary Material.
these; the data analysis library pandas [15] (https://pandas.pydata.org) is specifically suited to this task.
219
Jupyter notebooks in conjunction with matplotlib for visualisation and plotting provided a powerful 220 single interface for data analyses, including loading and preprocessing data, performing the actual 221 data analysis, visualisation and saving the results.
222
The Supplementary Material contains an annotated example Jupyter notebook to illustrate the 223 processing of kinetic data acquired with a microtitre plate reader. The following steps were involved:
224
Importing data New dataframes were created in pandas from a variety of input formats, including 225 Excel and CSV. Several preprocessing and customisation methods were used (e.g. for the 226 conversion of date/time fields into a format that can be used by Python), as near-perfect tabulated 227 data are rarely produced by the associated software and the formats differ between instrument 228 vendors.
229
Linear regression The absorbance-versus-time data were subject to linear regression over a suitable 230 time range to calculate initial rates. The attached Jupyter notebook provides two tools (using 231 interactive matplotlib graphs, and using ipywidgets), which were used to efficiently apply this 232 analysis to a large number of datasets.
233
Preprocessing data The pandas library provided functions to easily normalise the data, either to task by allowing reaction stoichiometry and rate equations to be intuitively specified in an input file,
257
and by being able to specify directly and easily the time points for which model simulations needed to 258 be output. The fitting was again accomplished with the lmfit module. reactions ran in reverse and in one case more than one metabolite was present at the start of the assay.
263
The lines represent the model output with the parameters fitted to all of the datasets, not only those
264
shown here.
265
The Supplementary Material contains a Jupyter notebook with the annotated fitting code that 266 provided the fitted parameters and associated error estimates. The workflow allowed for easy-to-follow 267 data processing, from the original NMR FID data to the final fitted parameter values. activities and kinetics, which should all have been determined under the same in vivo-like conditions
274
(e.g. [28, 29] ).
275
The role of the next step, model validation, was to test the accuracy of the predictions of the model.
276
By investigating how well the model reproduced independent experimental data that were not used in 277 the model construction process itself (i.e. for fitting the model parameters), this allowed us to assess 278 the quality of the model.
279
By way of example, Figure 5 shows the output from a kinetic model of Escherichia coli glycolysis 280 plotted together with independent metabolite time courses determined in situ using E. coli cells 281 permeabilised with detergent. This time-course experiment was acquired and processed using similar 282 techniques as outlined Section 3.2, and is from a whole-pathway study starting with the addition of While there were some discrepancies between the data and the model fit, the general agreement 286 was remarkable considering that these are independent validation data. At this point, further analyses 287 could be done, e.g. the χ 2 (discrepancy between model and data) could be calculated, or another 288 validation dataset could be plotted and compared to the current one. If different models are available, 289 they can be compared in terms of how well they fit the data [23] .
290
These data could also be used to further fit and refine the model. In this case they are no longer 291 independent validation data, and the model would have to be validated against additional independent 292 experimental data if these are available. Non-standard abbreviations: DHAP, dihydroxy-acetone phosphate; F6P, fructose-6-phosphate; FBP, fructose-1,6-bisphosphate; G6P, glucose-6-phosphate; 3PG, 3-phosphoglycerate.
Further model analysis: MCA, GSDA and PyscesToolbox
294
Once a kinetic model for a pathway has been constructed and properly validated, it can be subject 295 to a variety of analyses to gain further insight into its regulatory function. A fundamental example is 296 metabolic control analysis (MCA) [30, 31] , which aims to quantify the contribution of each of the steps 297 in a pathway to the control of flux or metabolite concentrations, and thus to identify key control points. 
302
The above-mentioned analysis frameworks have been incorporated into a Python module, 
324
The main point of this section is to illustrate that fine-grained model analysis can be performed 325 within the same computational framework as the model construction and validation, using Python and 326 Jupyter notebooks; there is no need to change to a new system. The paper describing PySCeSToolbox
327
[38] has example notebooks as supplementary information, illustrating each of the three module 328 functionalities; these will not be repeated here. The detailed model analyses in [39, 43] 
Discussion
331
In this paper we have provided examples of applying the powerful capabilities of the Python 332 programming language to systems biology in terms of both computation and data visualisation, 333 making extensive use of the IPython environment and Jupyter notebooks as an interactive platform.
334
One compelling aspect of this is the ability to pass information from one Python software to another to 335 create a versatile computational pipeline. For example, experimental data (e.g. in CSV format) can 336 be directly loaded into the shell, restructured into a numpy array or pandas data frame, analysed by 337 any number of scipy tools, passed into a computational systems biology software such as PySCeS, 338 and finally visualised using the matplotlib plotting library. While all of these functions are available in 339 standalone software packages that are used by researchers, the ability to perform all these functions within a single environment using scripts that can be automated is incredibly powerful and gives 341 researchers with programming skills a significant advantage. mathworks.com/products/matlab.html) to dedicated analysis software provided by instrument vendors.
362
While these programs are usually excellent at performing the tasks for which they were designed, the 363 fact that they are closed-source limits their extensibility.
364
In contrast, the Python programming language and the libraries described in this paper are 
374
Python has a healthy, active and supportive community, which facilitates its adoption. This creates a 375 feed-forward mechanism where researchers can work and develop new tools in Python because these 376 can be easily integrated into existing software pipelines.
377
The workflow described in this paper latches on to the above feed-forward mechanism by 378 integrating various tools. As such, the list is by no means exhaustive but rather a collection of examples 379 that we use in day-to-day analyses. We do not claim that Python is the best, nor is the aim of this paper 380 to provide a systematic comparison of programming languages or tools; rather, it is an illustration 381 of an adaptable and expandable workflow that has proven useful in our hands. In addition, while 
