We test the utility of the OII 83.4 nm emission feature as a 
Introduction
Time variations in the density and vertical morphology of the ionospheric plasma embedded within the Earth's thermosphere have considerable effect on radio communication, radio astronomy and space weather forecasting [Lawrence et al., 1964; Afraimovich and Yasukevich, 2008; Belehaki et al., 2009] . Profiles of ion and electron densities and temperatures for the entire ionosphere are well resolved by the incoherent scatter radar (ISR) technique [Evans, 1969] . The electron density profile below the ionospheric peak altitude (h m ), the bottomside, is directly measurable by ionosondes [Breit and Tuve, 1926; Bibl and Reinisch, 1978] , and radio sounding from orbit can be used to derive topside parameters [Reinisch et al., 2001] . These techniques face several obstacles. ISR and ionosonde profiling from the ground are limited by the geographic distribution of facilities and their associated fields-of-view. Additionally, while more globally distributed, ionosondes can not measure densities beyond the peak, because they measure the range to the nearest region of a given plasma frequency. Thus, determination of the entire ionospheric profile via ionosonde requires the assumption of topside ionospheric parameters or a coincident radio sounding from orbit. A variety of ionospheric models exist, which depend on solar and terrestrial inputs and chemistry (see the review by Belehaki et al. [2009] ). Modeling also faces several challenges, including a lack of topside scale height accuracy in certain cases, as in the presence of strong neutral winds [Mikhailov et al., 2000] , or validity limited to certain geographic locations for empirically derived models, e.g. Zhang et al. [2005] . atmosphere is sunlit. This emission is among the brightest features in the terrestrial extreme ultraviolet (EUV) regime between 10 nm and 100 nm. Energetic solar photons (λ <45 nm) photoionize inner shell electrons of atomic oxygen via O( 3 P )+hν →O + ( 4 P )+e [Dalgarno et al., 1964] , a process that peaks in the 150-175 km altitude range Anderson and Meier , 1985] . This leads to an 83.4 nm photon from the 2s 1 2p 4 4 P → 2s 2 2p 3 4 S transition, an allowed triplet. The emitted photon subsequently undergoes resonant scattering by ground-state O + , the dominant ion in the F2 region of the ionosphere with a density profile that closely matches that of electrons. The peak density in the F2 region typically occurs at higher altitudes (200-500 km), where the effective recombination coefficient is lower due to diffusion [Yonezawa, 1959] , setting up a separation between the photon production region and scattering region that allows these EUV photons to effectively illuminate the F2 region from below. Since the optical depth, τ , is on the order of 1-10 [Meier, 1991] , scattering leads to an observable altitude profile of 83.4 nm airglow that depends on the O + ion density, and thus it is expected the distribution of O + is retrievable via inversion of a measured airglow altitude profile (e.g.
McCoy et al. [1985]).
Given sufficient constraints, a unique O + density profile may be retrieved via radiative transfer analysis [Vickers, 1996; Picone et al., 1997; Picone, 2008; Stephan et al., 2011a] .
For example, as discussed in Stephan et al. [2011a] constraining the initial source intensity, System (RAIDS) EUV Spectrograph provides continuous observations of the limb profile of 83.4 nm dayglow, greatly expanding on the previous observations of this emission by sounding rocket [Cleary et al., 1989; Dymond et al., 2000 Dymond et al., , 2001 Yamazaki et al., 2002] and satellite McCoy et al., 1985] .
The purpose of this study is to demonstrate the sensitivity of 83.4 nm emission to ionospheric parameters by comparison to simultaneous ISR measurements as "ground truth". EUV Spectrograph altitude profiles from 15 January 2010 and 10 March 2010 are compared to a model derived from both geophysical parameters and ionospheric plasma density measured at the mid-latitude Millstone Hill Incoherent Scatter Radar (42.6 N geodetic latitude, 288.5 E geodetic longitude; 54 Λ; L ∼ 3.5). Since densities of the more massive molecular species, such as N 2 , become significant at altitudes below the F 2 region peak [Donahue, 1968] , the validity of using electron density as a proxy for O + density is addressed. Both RAIDS and ISR observations are described in Section 2. Fitting the ISR density measurements to a Chapman-α profile and the resulting emission model analysis is described in Section 3. Results of modeling and comparison to the RAIDS EUV observation are presented in Section 4. The implication of these results for ionospheric remote sensing is discussed in Section 5. Findings are summarized in Section 6.
Observations
RAIDS is a suite of instruments spanning the EUV to the near-infrared mounted on the [Meier , 1991] . Analysis early in the mission showed a time-averaged 0.20%/day degradation rate of the sensor responsivity. Dedicated responsivity tests in early 2011 found that the rate of change was dependent on the measured photon flux through the sensor, suggesting a pixel-dependent effect caused by gain changes on the microchannel plate detector and the valid-count pulse height filter implemented in the onboard processing [Stephan et al., 2011b] . Thus, the degradation rate of a bright feature on the detector, such as the OII 83.4 nm line, is expected to differ from that of neighboring regions on the detector. We found the initial responsivity near turn on, 27 October 2009, and degradation rate by applying a linear regression to each pixel's responsivity to ionospheric emissions from comparable look directions under similar solar conditions. This method and the days of comparison are the same as those used by Stephan et al.
[2011b] to find the integrated detector responsivity degradation. This responsivity change is multiplied by the ground based calibration, enabling conversion from instrument counts to Rayleighs for each spectral component on any given day. Table 1 . During these RAIDS overflights, the line-of-sight tangent point passed within 500 km of the Millstone Hill ISR (i.e. within ∼2.5 degree latitude or longitude), allowing for approximate comparisons of the observed column emission rate profiles to the expected column emission rate from "ground truth" measurements via modeling. F10.7 values were also comparable for these solar minimum times. This similarity in geophysical conditions leads one to expect that the observed EUV profile will be driven by changes in the 
Analysis
The sequence of analysis which leads to the comparison of the ISR driven emission model with the RAIDS observation is summarized as a flow chart in Figure 4 . In order to compare expected emission to the observed RAIDS emission profiles, a Chapman-α function was fit to ISR electron density measurements. ISR data was selected to span from the lowest observed tangent point to above the ISS orbit, altitudes (h) from 100 km to 390 km. While lacking physical processes such as diffusion, the analytical Chapman function provides a straightforward analytic representation of the ionospheric density profile. The simplest form of this function consists of three parameters, peak density (N m ), scale height (H) and peak height (h m ) as described by Rishbeth and Garriot [1969] . The Chapman-α function has the form: Where
This canonical function with three constant parameters is preferred for inversion because it provides a sufficiently constrained function as discussed by Stephan et al. [2011a] .
However, a five-parameter fit of a Chapman-α model with linearly varying scale heights on the top (A 1 ) and bottom (A 2 ) of the F 2 profile provides a better fit to the ISR measurement, as it accounts for variations in diffusion rate and temperature with height [Fox , 1994] . This function provides an excellent approximation of the variation in the constituent scale height and is tested and discussed extensively by Lei et al. [2004] . The constant scale height H is replaced by the variable H(h), where
Anderson et al. [1987] proposed a similar model with six free parameters; however, Fox [1994] found better results with Equation 3, which constrain s the scale height to equal H m at h m . Since the goal was an accurate recovery of ionospheric density, the scale height, peak height and peak density were all left as free parameters. These two analytic functions were fit to ISR electron density measurements with statistical errors provided by the Madrigal database from the INSCAL incoherent scatter autocorrelation function analysis program. The fit was optimized using the Levenberg-Marquardt algorithm to minimize χ 2 in the Sherpa modeling and fitting application [Refsdal et al., 2011] in Python. This was tested by repeating the above analysis with an adjusted plasma density, found by subtracting the expected molecular fraction, from the Madrigal database, e.g. Oliver [1975] , from the electron density measurements, giving a remaining density closer to the true O + .
Both the three and five-parameter best-fit Chapman−α profiles were used as inputs to an 83.4 nm airglow model [Picone et al., 1997] expected to be as much as a factor of 30 lower at solar minimum for these altitudes than the contribution from photoionization [Meier , 1991; Link et al., 1994] . The model uses a database that provides coefficients for determining the number of excitations per atom, defined as the g-factor, g(h), for the emission as a function of solar F10.7, solar zenith angle, and total column number density of neutrals above the source location [Majeed et al., 1993] . The product of the g-factor and the local oxygen density, N O , thus defines the volume excitation rate of the initial source. The excitation rate is specified on a discrete grid of altitudes, h, that is used to solve the following integral equation for the volume emission rate, j k (h) [Anderson and Meier , 1985; Meier , 1991] : where k denotes each line of the 83.4 nm triplet. In this equation, h 0 is the altitude below which the photoionization source is negligible or extinction of 83.4 nm photons is large; σ 0k is the resonant scattering line-center cross section; τ k (h) is the vertical resonant scattering line-center optical depth at altitude h; t k (h) is the optical depth for vertical pure absorption by N 2 , O, and O 2 ; and H is the Holstein probability function [Holstein, 1947] , or transport kernel [Strickland and Donahue, 1970] , that describes the probability that a photon will propagate from region (h ′ , h ′ + dh ′ ) to region (h, h + dh) and undergo resonant scattering at that point. This equation assumes isotropic, conservative scattering and complete frequency redistribution in a plane parallel atmosphere. The first term on the right-hand side includes the initial photon production term from all sources while the second term accounts for the propagation of photons from other altitudes to a given altitude, including the effect of multiple resonant scattering by O + .
The column emission rate, 4πI, that would be measured by a sensor at position, r, along a look direction,ê, is calculated by integrating the resulting volume excitation rate along the line of sight via: 4πI(r,ê) = 10
T k is the probability that a photon traveling along the line of sightê, from r ′ will arrive at r at the location of the observing instrument. Since I is the radiance in ing and absorption optical depths from different viewing geometries using comparable emission models.
Results
Calibrated observations and modeled emissions are shown as altitude profiles in Figure   3 . The three-parameter fit constants were fed into the model to compute expected 83.4 nm column emission rate, shown as a solid lines. The statistical uncertainty in the RAIDS data arising from Poisson noise and degradation is propagated through the averaging and background subtraction. The dashed lines represent the model output using the molecular fraction corrected O + profiles as an input, while the solid line represents a one-to-one electron to O + density relation and used the ISR electron density directly. On both days, the molecular fraction corrected model is comparable to the electron measurements at the certainty level of the RAIDS data. On 15 January, the increased difference between the profiles may be attributable to the particularly low h m (≈ 200km), partially embedding the F 2 region in the molecular ion layer. On both days measurements are consistently below both model output emission profiles and the morphology is comparable. Compounding calibration errors make this absolute column emission rate comparison difficult.
The ISR electron density input has up to 10% calibration error and significant range uncertainty. The EUV Spectrograph absolute calibration error is 20%, and the degradation rate changes non-linearly with time, as it is driven by observing conditions and is negligible during times when the sensor is not in operation [Stephan et al., 2011b] . Moreover, the absolute scale of the modeled column emission rate profile depends on measurements of solar irradiance, and the total column density of neutrals.
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To mitigate these uncertainties in the calibrated column emission rate and allow comparison of model and observations, the calibrated column emission rate was rescaled with a non-linear χ 2 fit to the modeled emission. These rescaled observations are shown in Figures 5 (b, c, e, and f) . The rescaling factors for the three-parameter fed model, as a ratio of modeled Rayleigh per observed Rayleigh are 1.12±0.07 and 1.16±0.10 for 10 March.
The five-parameter model rescaling factors, are 1.16±0.07 and 1.21±0.10 for 10 March.
(These rescaling factors are within the absolution calibration uncertainty.) On both days the topside profiles agree well and the overall shape is well approximated. The e-folding scale height on 15 January is clearly much shorter than on 10 March. Comparison of the two days shows that the observations are morphologically responsive to changes in ionospheric parameters as the observed shape closely tracks the expected emission profile, particularly on the topside. Low altitude emissions vary from one altitude to the next, however, the uncertainty in the column emission rate profiles preclude further interpretation of this possible variability. for inverted retrieval of the ionospheric density from airglow observations, as Picone et al.
[ 1997] found that for h m below 300 km the uncertainty in retrieved parameters prevents a unique inversion.
Discussion
The sensitivity of 83.4 nm profiles to ionospheric parameters indicates that it can be a practical means of recovering global ionospheric parameters during the daytime. Future work will serve to compare RAIDS observations to the global ionosonde network and other ISR facilities to further validate OII 83.4 nm airglow emission as a global probe of ionospheric parameters. Observations of OII 83.4 nm airglow emission by RAIDS will serve to quantify the ionospheric plasma parameters, particularly the more infrequently measured topside profile, which have importance in ionosphere-magnetosphere coupling and satellite communications. As seen in Figure 5 and as discussed by Vickers [1996] , the best-fit three-parameter Chapman-α function accurately captures the expected emission profile morphology. Additionally, despite the difficulties in calibration, the column emission rate profiles generated from forward modeling come within 21% of the calibrated observations, Figure 3 . This approach shows considerable potential, especially considering the 10% calibration error of the ISR profile and the ±20% calibration error of the EUV instrument. By adding free parameters, inversion to recover a five-parameter model would decrease the number of constraints on the uniqueness of an inverted model. However, the potential exists for constraining the inversion with bottom side sounding. Of great interest is constraining the source intensity of 83.4 nm emission using simultaneous measurement of the altitude profiles of the OII 61.7 nm feature (3s 2 P → 2p 
