ABSTRACT Learning-based face super-resolution relies on obtaining accurate a priori knowledge from the training data. Representation-based approaches (e.g., sparse representation-based and neighbor embeddingbased schemes) decompose the input images using sophisticated regularization techniques. They give reasonably good reconstruction performance. However, in real application scenarios, the input images are often noisy, blurry, or suffer from other unknown degradations. Traditional face super-resolution techniques treat image noise at the pixel level without considering the underlying image structures. In order to rectify this shortcoming, we propose in this paper a unified framework for representation-based face super-resolution by introducing a locality-constrained low-rank representation (LLR) scheme to reveal the intrinsic structures of input images. The low-rank representation part of LLR clusters an input image into the most accurate subspace from a global dictionary of atoms, while the locality constraint enables recovery of local manifold structures from local patches. In addition, low-rank, sparsity, locality, accuracy, and robustness of the representation coefficients are exploited in LLR via regularization. Experiments on the FEI, CMU face database, and real surveillance scenario show that LLR outperforms the state-of-the-art face super-resolution algorithms (e.g., convolutional neural network-based deep learning) both objectively and subjectively.
I. INTRODUCTION
Super-resolution techniques are widely used for enhancing the quality of low-resolution (LR) images to go beyond the limited resolution of sensing systems, and they are playing more and more important roles in applications such as remote sensing, medical imaging, and images processing. In the case of surveillance video, the interested faces are often far away from the cameras, which result in face images that are of too low resolution to provide any important clues to criminal investigations. In fact, the LR nature of these face images severely hinders their effectiveness in identifying suspects or potential eyewitnesses. In order to alleviate this problem, face super-resolution, which is also referred to as ''face hallucination'', is usually used to enhance the image resolution and improve the quality of LR face images [1] .
There is a body of recent theoretical and applied work on face hallucination. Wang et al. [1] reviewed state-of-the-art face super-resolution algorithms and classified them into two categories: learning-and reconstruction-based approaches. The former gives higher quality images with larger magnification factor than the latter and has been widely used in vision-based applications because of the a priori information provided by the training data [2] . Mathematically, learningbased face hallucination is a typical ill-posed inverse problem whose performance depends on the a priori knowledge in the training data. In order to reconstruct high-quality highresolution (HR) images, how to model the most proper prior from the training data is of great importance. From this perspective, classical face super-resolution can be generally divided into two classes: global-and local-face image based approaches.
Global-face image based approaches utilize the facial structure information by treating each input face image as a whole. The representative work is ''eigentransformation'' proposed by Wang and Tang [3] using global ''eigenface'' to reconstruct HR images. Although locality preserving projections [4] , negative matrix factorization [5] , and orthogonal canonical correlation analysis [6] have also been utilized recently to improve the performance of whole image based approaches, the size (or dimension) of face images is usually larger than the number of samples, this leads to ghosting artifacts and aliasing around edges due to under-fitting.
Local-face image based approaches hallucinate HR image by combining small patches. Many statistical models (e.g., nonparametric Markov random field [7] , ridge regression, and Gaussian regression [8] models) have been used to build the mapping between LR and HR image patches. However, representation learning based models [1] , [9] explore image priors more intuitively and efficiently, leading to their wide use in real applications. When the whole image is divided into small patches, the patch size is much smaller than the number of dictionary atoms. In this scenario, how to obtain the optimal regularization so as to eliminate over-fitting of representation weights (contribution of atoms in image reconstruction) is a key issue in face super-resolution. The most effective local-face super-resolution approaches include neighbor embedding (NE) and sparse representation (SR) schemes.
NE assumes that LR and HR patches from lowdimensional nonlinear manifolds share similar local geometry. Chang et al. [10] first applied manifold learning to super-resolution, which embeds k most similar neighborhood patches to represent the input face. Jiang et al. [11] proposed a dictionary learning scheme with locality-constrained iterative neighbor embedding to obtain more accurate priors. Recently, HR patch manifold constrained regression method presented in [12] simultaneously considers the local geometry of LR and HR manifold spaces. Other variants such as similarity constraints [13] , DCT-domain priors [14] , and local pixel structure constraint [15] have also been considered for better reconstruction performance. These NE based approaches yield decent visual image quality in noise-free scenarios. Since they eliminate over-fitting by selecting k compact neighbors (or a single manifold), when the input face images are contaminated by noise, they could be embedded into multi-manifolds, leading to over-sampled manifolds and hence performance degradation.
SR based approaches integrate various regularization terms to handle the under-or over-fitting problem in representation schemes. The goal is to learn better a priori knowledge from the input images. Yang et al. [16] used raw patches in an overcomplete dictionary while assuming invariant HR and LR sparse representation weights. Ma et al. [17] - [19] proposed a least-square representation based hallucination method to extract the prior from the same facial position patches. Jung et al. [20] utilized sparse representation based superresolution to avoid over-fitting in position-based hallucination. Jiang et al. [21] argued that locality-constrained representation introduces both locality and sparsity. Wang et al. [22] introduced an adaptive regularization term (in l q norm) to enhance the sparsity of representation coefficients. Gao et al. [23] used dual-low-rank representation on reconstruction error and representation coefficients for effectively hallucinating.
The above representation based approaches, assume that the inputs and primary dictionary atoms lie in one subspace and use either sparsity regularization [16] , [20] , [22] , [24] or locality regularization [10] , [11] , [14] , [21] , [25] to discover a priori from sample space. However, these approaches do not exploit the structural prior from multi-subspace (multimanifold) which include smooth patches, texture patches, edge patches etc. When the inputs are near the intersection of multiple subspaces, they could be selected into wrong subspace, leading to performance degradation. As illustrated in Fig.1 , where it is assumed that the space spanned by the dictionary atoms has two subspaces: subspace 1 (red dots) of smooth patches and subspace 2 (blue triangles) of texture patches. In Fig.1 (a) , sparsity regularization focuses on randomly selecting a few atoms (e.g., only 3 atoms) to represent the test sample, and these three atoms are randomly chosen from both subspace 1 and subspace 2. However, random selection leads to unstable solution that similar inputs may have totaly different selected dictionary atoms in sparse representation. Whereas locality regularization seeks a few distance-inducing nearest atoms to represent the test sample, as shown in Fig.1 (b) , when one smooth patch is selected to synthesize testing texture patch, it may degrade the texture of output patch. From above observation, there is no guarantee that the selected atoms and test samples will share similar structural patterns while lying in the same subspace. As illustrated in Fig. 1 (c) , one optimized selection of atoms to perfectly represent the test sample is choosing a few (sparsity), nearest (locality) and subspace consistent (low-rank) atoms.
Candès and Recht [26] proved a stable subspace that provides structure constraint and against noise and outliers can be perfectly recovered by low-rank minimization. After that, low-rank representation has been used in unsupervised subspace clustering to classify data into different subspace with stable structural constraints [27] - [30] , achieving promising results in various vision-based tasks. Inspired by these work, we propose a novel approach based on locality-constrained low-rank representation (LLR) to reveal the intrinsic structures of multi-subspace from samples. The aim of LLR is to exploit the low-rank (subspace constraint) and manifold structures (locality constraint) to boost the reconstruction performance. We introduce a low-rank regularization term into locality-constrained representation scheme to simultaneously exploit multi-manifold structural and local priors from sample space. By imposing a low-rank constraint on the dictionary atoms that lie in the vicinity of the input patches, we are able to cluster patches into nearly stable independent linear subspaces for better exploiting subspace structural prior.
The main contributions of this paper are summarized as follows.
1) We develop a novel low-rank representation framework with a locality constraint, termed LLR, to exploit the subspace structural prior from sample space for face super-resolution. 2) LLR extends neighbor embedding based approaches from a single smooth manifold space to multiple manifold spaces without the need of fine tuning the number of embedding neighbors. 3) LLR can be viewed as a generalization of representation based methods i.e. least squares representation [17] , sparse representation [16] , and localityconstrained representation [21] . Furthermore, the multi-layered nature of LLR leads to its better performance for super-resolution. We extend our preliminary work [31] with more technical details of LLR, including its multi-layered nature that is partially responsible for its superb performance, and analysis on the low-rank, locality, accuracy, and robustness properties of LLR.
The rest of this paper is organized as follows. Section II gives the notation and background of representation schemes. Section III introduces our proposed LLR based hallucination as well as its optimization. Section IV addresses the lowrank and sparsity properties of LLR and analyzes LLR's accuracy and robustness capabilities. Experimental results are presented in Section V and conclusion is drawn in Section VI.
II. RELATED WORK
In representation based super-resolution scheme, each input image patch is represented as a linear combination of atoms from a well-designed compact dictionary (e.g., of wavelet bases) or an over-complete sparse representation dictionary. Given an l-dimensional testing sample y ∈ R l×1 and a p-atom dictionary ∈ R l×p , the linear representation coefficients can be generally formulated in a Lagrangian form as
where α ∈ R p×1 is the representation coefficient vector, whose entries are weights signifying contribution of associated atoms in the dictionary. Different regularization terms yield different results by varying the prior function (α).
A. SPARSE REPRESENTATION
Mathematically, a sparse coding of y can be obtained by solving an 0 -minimization problem with α = arg min α ||α|| 0 s.t. ||y − α|| 2 2 ≤ ε, where || · || 0 is a pseudo norm that counts the number of non-zero entries in α and ε a small constant controlling the approximation error. It is well known that 0 -minimization is NP hard, thus it is often relaxed to a convex 1 -minimization with
Then sparse representation can be formulated as
where λ is the regularization parameter. Iteration thresholding [32] and Bregman split algorithms [33] can be employed to efficiently solve 1 -minimization problems.
B. LOCALITY-CONSTRAINED REPRESENTATION
Locality-constrained representation (LCR) introduces a manifold regularization on coding vector. The objective function is formulated as
where ⊗ is the element-wise product operator and
T a locality metric vector, with each element d i describing the similarity between the input patch y and the i-th atom φ i in the dictionary, the constraint 1 T α = 1 ensures shift-invariance of LCR, and λ > 0 is a regularization parameter.
With local smooth sparsity [34] , LCR leads to superior reconstruction. Moreover, an analytical solution to (3) can be easily obtained by solving a regularized least square problem [21] .
C. LOW-RANK REPRESENTATION
Recently, low-rank representation (LRR) has been widely used in data segmentation and classification tasks [27] - [29] . Given a testing sample matrix Y = [y 1 , y 2 , . . . y N ] ∈ R l×N , where each column vector y i represents an l-dimensional testing sample and N is the number of samples, LRR seeks a low-rank coefficient matrix
where is the dictionary, ||A|| * = min{p,N } i=1 σ i denotes nuclear norm which relaxes the low-rank optimization [27] to a convex problem, and σ i 's are the singular values of A. Each column vector α i provides a representation of the input sample y i using atoms of the dictionary . As a result, the low-rank constraint on A will cluster the testing sample y i 's into intrinsic subspaces. In face hallucination, if we assume that face images from a person with varying illumination, expression or even corruption lie in a linear subspace, then the subspace of clean images which represent intrinsic structure information should have low rank, thus in this low-rank subspace, features are robust to noise or outliers.
III. PROPOSED METHOD A. LOCALITY-CONSTRAINED LOW-RANK REPRESENTATION
LCR introduces a local manifold constraint via a similarity metric between the input patch and dictionary atoms to reveal prior information from nearest atoms in the Euclidean distance. However, locality constraint ignores the subspace structural prior that input images and dictionary atoms lie in a subspace with structure similarity. Moreover, when the input patch is corrupted by noise, Euclidean pixel-wised similarity metric may fail to recover the intrinsic manifold. In order to rectify these shortcomings, we propose a locality-constrained low-rank representation (LLR) to exploit intrinsic subspace structural priors. The idea of LLR on atom selection is illustrated in Fig. 1 (c) . Whereas SR favors sparsity and ignores local manifold priors and LCR emphasizes nearest atoms in the subspace, LLR discovers both intrinsic subspace structural and local manifold prior.
The idea of LLR on atom selection is illustrated in Fig. 3 . Whereas SR favors sparsity and ignores local manifold priors and LCR emphasizes nearest atoms in the subspace, LLR balances both local manifold and intrinsic structural priors. In Section IV-A, we show that both SR-and LCR-based approaches can be treated as special cases of LLR.
In order to reveal intrinsic subspace structures, we cluster the input patch into a low-rank subspace with the most similar dictionary atoms. Inspired by TraceLasso [30] , [35] , [36] , we introduce a low-rank regularization term: || diag(α)|| * which provides subspace structural constraint to further constrain the LCR objective function (3) as arg min
where α is again the low-rank coding vector, λ and β are balancing parameters for controlling contributions from lowrank and locality regularization terms, and
) is the locality metric, with σ being a constant that adjusts the speed of weight decay. For the sake of robustness, we normalize d i to a fractional number between 0 to 1. Note that nuclear norm in (5) is always used as a convex substitute for rank operation.
The columns of matrix diag(α) represent the weighted vectors to reconstruct the input patch. Rank minimization of this matrix amounts to selecting the most accurate dictionary atoms to reconstruct patch y against noise. The columns of matrix diag(α) represent the weighted vectors to reconstruct the input patch. Rank minimization of this matrix amounts to selecting the most accurate dictionary atoms to reconstruct patch y against noise. As shown in Fig. 2 , suppose dictionary is a full rank matrix (rank( ) = 6), LLR representation coefficient α = [0.3, 0.1, 0, 0, 0, 0.6] T , then subspace structural constraint matrix diag(α) only contains 3 non-zero columns to represent input patch y, zero elements in α multiply corresponding dictionary columns, thus these columns in diag(α) are all transferred into zeros (white columns in Fig. 2 ), then rank of subspace structural FIGURE 2. Subspace structural constraint term diag(α) is low-rank. Zero elements from α shrink diag(α) into low-rank. constraint matrix (rank( diag(α)) = 3) is lower than rank of dictionary.
For visual comparison of above algorithms how to select atoms, as shown in Fig. 3 , we display 8 largest representation weights relevant atoms from three regularization schemes, LLR candidate atoms (first two rows) obviously have similar structure, the red boxes are atoms with different pattern indicate missing-matched pathes, the second and third columns of SR obviously have different texture pattern with input pathes, some totally different direction patterns (fifth and seventh columns of first input patch, second and fourth columns of second input patch) are chosen by LCR. It confirms that subspace structural constraint is more essential than sparsity and locality for obtaining better structural priors from the dictionary atoms.
B. OPTIMIZATION
We rewrite the optimization problem of (5) as arg min
and solve it by the alternating direction method of multiplier (ADMM) with the following augmented Lagrange function [29] arg min α,
where tr(·) is the trace operator, · F the Frobenius norm, the Lagrange multiplier, µ the penalty parameter, and λ and β parameters for balancing different regularization terms. The first step of ADMM is to optimize the low-rank matrix while fixing α (and other variables). As in [37] , this is done by formulating the optimization problem of
where 
where
. The second step of ADMM is to fix in (7) at the optimal low-rank matrix * in (9) while optimizing the representation vector α via arg min
The above problem can be reformulated in Frobenius norm as arg min
where α appears in both a vector form and a matrix form diag(α). It is in general not easy to directly perform matrix optimization. However, since the objective function of (11) is in quadratic form, we can treat α and diag(α) as two separate variables, and minimization of such an objective function is achieved when its partial derivatives with respect to both variables are zero at the same time. We thus break the problem in (11) into two sub-problems:
The first one can be solved by linearly constrained leastsquares [34] with solution
and the second one has analytical solution
Noting that diag(α)1 T = α, we combine the above two solutions into one, yielding
Finally, the Lagrange multiplier and penalty parameter µ are updated as follows [28] 
where ρ is a constant that adjusts the speed of updating µ. The resulting ADMM algorithm for solving our LLR problem is summarized in Algorithm 1.
Algorithm 1 ADMM Algorithm for Solving LLR
Require: Input image y, pre-learned dictionary , and the balance parameters λ and β; Ensure: Initialize α = = = 0, ρ = 5, µ = 10 6 , ε = 10 −8 ; 1: Step1: update according to (9) while fixing others; 2: Step2: update α according to (12) while fixing others; 3: Update and µ according to (13); 4: Check for convergence || diag(α) − Z || ∞ > ε Go to step 1; 5: Output the LLR coding coefficient vector α.
C. FACE SUPER-RESOLUTION VIA LLR
We utilize LLR to improve the reconstruction performance of patch-based face hallucination algorithm. In patch-based face hallucination scenario, both training and testing images are divided into patches by position. Given an LR face image Y ∈ R m×n , the goal of face super-resolution is to generate an HR image X ∈ R tm×tn with a scale factor t. The image Y is divided into a set of overlapping patches of size √ l × √ l with overlapped pixels. Then the resulting patches are reshaped into column-vector in lexicological order and sorted as vector y i ∈ R l×1 , where i ∈ [1, b] indicates the index of position patch.
Respectively, we prepare p HR database images with size of tm×tn pixels and LR ones with size of m×n in same order as the training database. For i-th patch, all p patch vectors are combined to form a pair of coupled HR and LR dictionaries as H i ∈ R t 2 l×p and L i ∈ R l×p , where p is the number of dictionary atoms, i represents the patch index. The position patch with index i is used to super-resolve the LR position patch y i . This setup is in line with the position-patch based method published in [21] . For input patch y i , corresponding representation weights can be solved by
with support of LR dictionary L i . Thus the latent HR image patch is rendered with isometric weights by X i = H i α i . Furthermore, all latent HR patch X i s are stitched together to form a whole HR image by where R i represents an operation matrix that extracts patch X i from image X at i-th position.
D. MULTI-LAYER LLR ENHANCEMENT FOR FACE SUPER-RESOLUTION
Inspired by deep learning [38] , and multi-layer superresolution [11] approaches, we cascade multiple layers of LLR to further boost the performance. As shown in Fig. 4 , dictionaries and representation weights are alternately updated in each layer, then results from the previous layer are fed into next layer as input.
E. UPDATING THE WEIGHTS
Without loss of generalization, we define m as the number of layers. Thus, for the m-th layer, the weights of i-th position patch can be generally formulated in the following Lagrangian form:
it is worth to notice that X 
F. UPDATING NEXT LAYER DICTIONARY
Once getting the reconstructed HR patches from previous layer, we update the next layer LR dictionary with LLR by Leave-one-out strategy. Each time we take one image from training database to hallucinate, all the rest of training images are used as dictionary atoms, a new LR dictionary is updated after traversing the whole datebase. Once LR dictionary updating is done, atoms in updated dictionary and original HR dictionary become more consistent, in that the LR and HR weights get more coupled as well.
Two, three and four layers LLR are verified to significantly improve the super-resolution performance. However, more layers cost more computing time, as a tradeoff between time and performance, we only set m = 2 to reveal the effect of multi-layer LLR in the experiments. The face superresolution algorithm via multi-layer LLR can be summarized in Algorithm 2: 
Algorithm 2
Face Super-Resolution via Multi-Layer LLR Require: LR testing image Y , Training set {H i } b 1 and {L i } b 1 , patch size l, scale factor t, regularization parameter λ and β, layer number m. Ensure: HR hallucinated face image X (m) 1: INITILIZATION Divide each training images and the LR input image into p patches by location of face images. 2: For each layer: j = 1 to m. 3: For patch y i : i = 1 to b. 4: Calculate the optimal weight vector α (j) i for LR input patch with LR dictionary L
IV. LOW-RANK, ACCURACY AND ROBUSTNESS OF LLR
Why low-rank enhances the performance of face hallucination method? The reason is justified in this section, first, we prove that low-rank is equivalent to sparsity in diagonal matrix, then check the low-rank and locality of different representations (e.g. LLR, LCR, SR and LSR) through qualitative and quantitative analysis, moreover, we analyze the accuracy and robustness of LLR in noise scenario. From both theory and experiments, simulation results verify the validity of LLR.
A. LOW-RANK AND LOCALITY 1) LOW-RANK AND SPARSITY
From the perspective of matrix, the sparsity of matrix is always known as low-rank. so we here investigate sparsity of representation coefficients instead of low-rank.
, p is the length of this vector. Then define a diagonal matrix A ∈ R p×p whose diagonal elements a ii come from vector α, thus
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For diagonal matrix A, when i = j, a i,j = 0, if i = j, then a ij = α i , if α i = 0, the column or row contains this a ij can be eliminated during rank computing, so
As we know, 0 -norm indicates the number of non-zero elements in vector α, so the rank of diagonal matrix is equal to the sparsity of diagonal vector.
In order to check rank of the representation coefficients for different approaches (e.g. LCR-, SR-, LSR-and LLR-based approaches), we use sparsity of the Furthermore, we quantitatively evaluate the sparsity measure of different representation-based approaches. Hoyer Measure (HM) index is a normalized version of the 1 / 2 ratio which is widely used to measure the sparsity of a given signal [39] . HM index is normalized and assumed to have values between 0 and 1 for any vector. 1 HM index is defined as:
where, Table1 gives HM index results of four different representation methods. It indicates that SR method achieved the sparest representation, and LSR method gets least sparse solution. Comparing to LCR, LLR improves the HM index by 14.6%. HM index of LLR is almost two times larger than LSR based method. Comparing with SR based approach, HM index of LLR reduces 0.1333. However as we known, SR based method favors the solution on sparse and may cause unstable solution. So a suitable low-rank (sparsity) can improve the reconstruction performance in super-resolution. 1 HM index 0 is for the least sparse signal with all the coefficients having equal energy, and 1 is for the sparest one which has all the energy concentrated in just one coefficient. 
2) LOCALITY
In order to test the locality of different methods, we combine all the distance between every patches of all 40 test images to form a n-dimensional distance vector d, then the sorted version as
, according to the sorted distance d s , we sort the concatenated weights vector c to form a new weight vector as [1] , c [2] , . . . , c [n] ].
We plot d s as x-axis and c d vectors as y-axis as shown in Fig. 5 , it is obvious that with the increase of distance, weight decreases correspondingly. LSR method treats every atoms equally results in scattering weights to all atoms. While SR method concentrates on less atoms resulting larger intensity but still scatters to larger distance scale, LCR introduces locality constraint with closer distance, so the weights concentrates on small distance. Compared with these methods, our method further concentrates on more compact distance space which enhances the locality of LLR.
In order to further check the locality of proposed method, we use an evaluation metric of locality called K-MeanDistance (K-MD) defined by [21] . Based on the definition of K-MD, the locality of a representation approach is measured by calculating the distance between the input LR patch and the K largest weight patches in the representation of the inference patch. Thus, the smaller K-MD value, the better locality. enhances the locality by introducing low-rank representation regularization.
B. ACCURACY
In [40] , sparse coding errors are minimized as accurate as possible to faithful reconstruct the original image, so it is reasonable to measure the accuracy of representation coefficients by their reconstruction error. In order to testify the accuracy of the representation coefficients, we need to analyze the reconstruction errors of LLR. In this work, we consider the relevance of HR and LR coefficients to evaluate the accuracy of representation coefficients.
Proposition 2: If vectors α h , α l indicate HR and LR representation coefficients, the accuracy of representation coefficients defined as ''acc'', then acc ∝ (α h ) T α l .
Suppose, X , Y as HR and LR patches, H ,L as HR and LR dictionaries, intuitively, we get LR and HR representation coefficients α l and α h by equation (12) . However, the observed HR image patch X is not available in superresolution scenario, as a result, corresponding HR representation coefficient α h is also unavailable, in order to render the latent HR patch, we use observed LR patch Y to generate its α l , who replaces α h to render HR patch X . Thus a model error err = ||H (α h − α l )|| 2 2 occurs, it can be rewritten as
For a fixed dictionary H , the error is determined by func-
means reconstruction error is in inverse with the correlation function (α h ) T α l . Since acc ∝ (−f ), then acc ∝ (α h ) T α l , this means that a large correlation value results in a small error and improves reconstruction accuracy for super-resolution. So we set the relevance in terms of correlation as accuracy metric in solution domain. For simulation, we use the original HR images to calculate the HR weights α h , then down-sampling by 4 and adding average blur to simulate the image degradation process, respective LR images can be got with the same way. To verify whether low-rank constraint promotes the accuracy of solution, boxplots of coefficients from different representation methods are listed in Fig. 7 . Then it is clear that the low-rank constraint really reveals the structure information and regularizes the solution which remarkably promotes the accuracy of coefficients. It is worth to note that the value of relevance function itself does not mean anything but shows an advantage index for comparing the accuracy of representation coefficients. LLR improves the mean value by 17.4% than LCR which is the second best approach, and improves the mean value by 31.4% and 22.2% than SR and LSR based approaches. As a result, LLR enables the most accuracy solution comparing with other representation-based approaches.
C. ROBUSTNESS
Robustness always means super-resolution performance stability in noise scenario. Especially, in real applications, noise may degrade the reconstruction performance seriously. In order to measure the robustness ability to input noise for different regularization terms, we check the relevance of coefficients between original noise-free images and noise contaminated images.
Proposition 3: If vectors α w , α n represent noise-free and noise representation coefficients, the robustness of representation coefficients define as ''rob'', then rob ∝ (α w ) T α n .
For simple illustration, we drop out the penalty terms keep the ordinary linear regression problem as y = α. Usually, we minimize the residual as α = arg min α {||y − α|| 2 2 } with closed-form solution. For a fixed dictionary ∈ R l×p , let = U V T as the SVD decomposition of the dictionary. Where U ∈ R l×l and V ∈ R p×p are orthogonal matrices and ∈ R l×p is a diagonal matrix with diagonal entries σ 1 ≥ · · · ≥ σ r > σ r+1 = · · · = σ min{l,p} = 0, r = rank( ). Using the orthogonality of U and V we have:
let z = V T α, recall = U V T , then above formulate can be rewritten as
when (24) is given by
From this formulate, when the value of σ i is small, even a small error in the input image y will magnify the entry of α. So, rank operation such as singular value thresholding operation shrinks small value of σ i to improve the robustness to input noise.
Suppose, α w and α n denote noise-free and noise representation coefficients, similar to previous section, reconstruc-
T α n , this means large correlation value usually results in small reconstruction error which indicates power robustness to noise. It is worth to note that the value of correlation is no related to reconstruction performance of super-resolution methods, but the relative value of correlation function indicates the ability of suppressing noise.
In simulation experiments, we add gaussian noise with zero mean and standard deviation σ = 5 to simulate the input noise. As shown in Fig. 8 , four different approaches are listed. With the structure information is used, both LRR and LCR achieves bigger correlation function value than regular LSR and SR methods. Furthermore, LLR has evidently larger correlation function values than LCR approach. This means LLR gets lower reconstruction errors than all the other comparing methods and indicates its robustness against input noise.
V. EXPERIMENTAL RESULTS
In this section, we intensively investigate some state-of-theart face super-resolution algorithms and the proposed LLR and multi-LLR approaches both on simulated and real-world databases. These algorithms include Locally Linear Embedding (LLE) [10] , Least Squares Representation (LSR) [17] , Sparse Representation (SR) [41] , Locality-constrained Representation (LCR) [21] . Especially, to the best of our knowledge, LCR is currently the best representation-based algorithm reported from face super-resolution literature. Furthermore, newest deep learning based super-resolution using convolutional neural networks (SRCNN) [38] is set as another baseline.
Simulation experiments are conducted on FEI Database 2 and details are provided in next subsection. In order to evaluate the objective quality of the reconstructed HR images, Peak signal-to-noise ratio (PSNR), structural similarity (SSIM) [42] index are selected as the objective metrics, and feature similarity (FSIM) [43] index is used to measure the low-level features for recognition tasks. Furthermore, noise simulation experiments and real world images experiments are conducted to verify the superiority of LLR and multi-LLR over other approaches.
A. DATABASE AND EXPERIMENTAL SETTING
Simulation experiments in this paper are all conducted on the frontal images of FEI Face database [44] . This database includes 400 images of 200 individuals (100 male and 100 female) and every person has two frontal view images, one with neutral expression and the other with a smiling expression. All the facial images are previously aligned to a common template so that the pixel-wise features extracted from the corresponding images are roughly in the same positions. HR face images are cropped to size of 120×100 pixels. We randomly select 360 images (180 individuals) as the training database, the rest 40 images (20 individuals) as the testing database. We use average filter with size 5 × 5 to simulate point spread function (system blur), and down-sample the HR images with amplification factor 4. Then size of LR images is 30 × 25 pixels.
For a fair comparison with other representative methods, we set the parameters for their best performance from their papers. HR patch size is set to 12 × 12 pixels with overlapped 8 pixels, and corresponding LR patch size is 3 × 3 pixels with overlapped 2 pixels. For Chang 's neighbor embedding method, the number of neighbors is set to 100. For Yang 's SR method, error tolerance is set to 0.001 during seeking SR optimal solution. For Jiang 's LCR method, balance parameter is set to 0.04 for the best performance. In SRCNN, we use 320 face images as training data and 40 images as validation data and the rest as testing data to train a network. 4 pixels border is shaved to have the best performance, so that image size of output from SRCNN is 116×96 pixels, 10 9 backpropagations are set as a check point to evaluate the performance of SRCNN, training time is about 344 hours (more than 2 weeks) with GPU GTX1070. In our method, same setup is used that we use as above patch-based approaches. The input noise is simulated with Gaussian distribution with zero mean and different variances.
B. PARAMETERS CONFIGURATION
In this section, we further analyze the connections between LLR and other representation based approaches. In LLR, there are two parameters: low-rank parameter λ and locality parameter β rather than one in other position-based methods. These two parameters are used to balance the different contribution of regularization terms. With different regularization parameter configurations, our method can be thought into four different cases. It is easy to see LLR can be considered as an unified framework for position-based face superresolution methods.
When λ = 0, objective function (5) drops the low-rank constraint term || diag(α)|| * . Then the objective function only contains locality-constrained term, so our method is equivalent to LCR based method.
When β = 0, objective function (5) drops the locality constraint term ||d ⊗ α|| 2 2 . The objective function only contains low-rank constrained regularization term. We prove that rank of diagonal matrix is equivalent to l 0 -norm. For function (5), as we know, the dictionary is fixed in advance and with rank no more than min{l, p}. Usually, l < p, then rank( diag(α)) ≤ l. However dictionary matrix is fixed in advance, this means α should be l-sparse. This further indicates that low-rank regularization is a general form for sparse representation.
3) λ = 0, β = 0 When λ = 0 and β = 0, objective function (5) only contains data error term. So the objective function degrades to a regular Least Squares problem. The proposed method is equivalent to LSR based approach. Furthermore, without regularization term, if the number of atoms (K ) in dictionary (Neighbor Embedding scheme uses K-nearest neighbors patches to make up the dictionary) is a variable, then the proposed method is equivalent to LLE based approach.
When two regularization parameter are both non-zero, it means that both low-rank and locality-constrained are applied in the reconstruction. However, how to determine these two parameters is still hard-to-deal.
We carefully fine-tune the parameters by experience, from Fig. 9 , PSNR, SSIM and FSIM are plotted by different λ and β. For a fixed β, vary λ until PSNR, SSIM and FSIM all achieves the peak. On the other hand, for a fixed λ, vary β. As a result, at λ = 0.01 β = 0.4 all the three measure metrics reach the peak. Table. 2 gives all the parameter setting for different face super-resolution methods with different noise levels. Where for LLE-based method, K is the number of embedding patches, λ = 0. For the other methods, K = 360. In LLE and LSR based methods, they do not use regularization terms, λ set at 0. In SR-based approach, λ is the reconstruction error which controls the sparsity. In LCR, λ is locality regularization parameter uses as the best performance. For the proposed approach, λ and β increase as the noise level increases. This means that these two regularization terms play important roles in noise scenario. As we know, low-rank singular value thresholding operation shrinks small value of singular value, so λ should not be too big.
C. SIMULATION ON FEI DATABASE
In this part, we conduct simulation experiments on FEI database with both noise and noise free two different configurations. As usual, we adopt the same assessment methods (PSNR, SSIM and FSIM) to measure the objective and subjective qualities of the reconstructed images with other algorithms.
1) EXPERIMENTS WITHOUT NOISE
As shown in Fig. 10 , we list five facial images for comparing the subjective quality of each algorithm. For the proposed methods, we only utilize the second layer (LLR2) output as final results. We can find that our method is better than other methods in subjective quality. LLE approach suffers underfitting, facial image has blurring effects in details of mouths and eyes. LSR approach suffers over-fitting and also lack enough detail about facial location. SR and LCR approaches have similar subjective performance, and SRCNN yields good subjective images with second best PSNR. Remarkably, our method yields more details in mouth and eye regions, which are more identical with original images. [10] , LSR [17] , SR [41] , LCR [21] ,SRCNN [38] , LLR2. The last column is original HR faces.
Furthermore, we list average PSNR, SSIM and FSIM of all 40 testing images in Table 3 . We compare our first layer results (LLR1)with other representation based methods and list the second layer resluts (LLR2) to compare with deep learning based SRCNN approach. We bold the best and second best performance values for easy comparing. In noisefree scenario, LLR1 has average 0.20 dB higher than LCR. LLR2 has average 0.18 dB higher than SRCNN and 0.42dB higher than LCR. In the same time, LLR2 improve SSIM and FSIM by 0.0077 and 0.004 compare to the second best method SRCNN. Therefore, we can conclude that our method has better performance both in objective and subjective than state-of-the-art methods with noise free scenario.
Remarks 1: In noise-free scenario, although LLR1 has less PSNR than SRCNN, it still yields better SSIM and FSIM among competitors, furthermore, LLR2 further improves the performance. The reason for this is that the second layer dictionary updating overcomes the resolution gap between LR and HR.
2) ROBUSTNESS AGAINST NOISE
In order to test the robustness of proposed methods, we conduct experiments on noise situations with zero mean Gaussian noise and standard deviation (σ ) from 5, 10, 15 to 20. Average evaluation measures of all the 40 testing images are listed in Table. 3. During noise situation, the reconstruction qualities of all these super-resolution methods reduce when the input noise intensity increases. LSR treats all the dictionary atoms equally, when input patches contaminated by noise, intrinsic pixel-wise features and noise features are represented in the same time without discrimination. Although sparse representation has good performance in image reconstruction, when input images patches are contaminated by noise, the representation coefficients seek the sparsest atoms rather than reducing noise bias. So SR based approach does not get satisfied results in noise scenario. LLE based approach uses less dictionary atoms for coding the input patch, the embedded atoms are more related to the input patches resulting reasonable reconstruction quality. However, less embedded atoms reduce reconstruction ability of LLE. Manifold structure improves the discriminative ability of representation coefficients, thus LCR approach selects the nearest dictionary atoms, resulting better reconstruction performance, while noise intensity is relative large (σ ≥ 10), it is hard to distinguish noise during coding and reconstruction. Additionally, SRCNN does not achieve satisfied reconstruction performance in noise scenario, even worse than representation-based methods, because we do not add noise into the training databases. For LLR, low-rank of coefficients trap the atoms in intrinsic structure subspace, especially, LLR automatically embeds stable subspace to support reconstruction against input noise, moreover, multi-layer LLR further filters input noise layer by layer to provider better results. Consequently, the proposed methods indeed improve the reconstruction performance better than LCR and other patch-based methods and even typical deep learning based method (SRCNN).
For visual comparison of different super-resolution methods in noise situations, we list several representative face images to show the subjective reconstruction image quality. As shown in Fig. 11 (σ = 10) and Fig. 12 (σ = 20) .
In noise situation, outputs of LSR look similar to input noise images since noise is simultaneously reconstructed as normal pixels. LLE gives better visual performance than LSR due to less atoms are used in reconstruction. As a prestigious method, SR based approach reconstructs images with ring effect, especially at edges of face, distortion is obvious due to unsmooth solution in noise scenario.
Results from LCR seem more reliable than previous methods with less ghosting. However, block effects are still evident due to biased solution from input noise. SRCNN does not yield satisfied subjective images due to no noise in training data, the trained noise-free networks are incapable to against input noise. Comparing with all other methods, our approaches render smoother images with less block effect and more details, it testifies low-rank of representation is a robust tool to deal with noise. In the same time, multi-layer LLR reduces the noise to produce better subjective image quality layer by layer.
From Fig. 12 , when input noise intensity increases, the visual quality declines, however, our approach still gives satisfied outputs. These experiments prove that the proposed method achieves better performance and is more robust than other comparing face super-resolution algorithms.
Remarks 2: LLR1 behaves robustness against input noise, and yields both better subjective and objective images than several representative face super-resolution algorithms, LLR2 further improves image reconstruction qualities layer by layer to clean up noise gradually. This asserts the role of low-rank during super-resolution in noise scenario: the worse noise the larger gain than other methods. The reason SRCNN does not achieve good results in noise scenario is that training data includes only clean data rather than noisy training samples. Because training data of all algorithms in this paper are the same clean version, for fair comparing, noise should not be added into training data for SRCNN.
D. REAL-WORLD EXPERIMENTS
Furthermore, we perform two more experiments: 1). experiment on real-world scenario (CMU Frontal Face database [45] ), 2). experiment on real surveillance scenario to testify our methods with real world images. Testing images from real-world setup are shown in Figs. 12 and 14.
1) CMU FACE DATABASE EXPERIMENT
We extract the testing samples from CMU Frontal Face database and align the input face images to the training database according to two center points of eyes. As shown in Fig. 13 , we crop six representative face images in red boxes in their original size, then, these aligned images are normalized into 30×25 pixels by Bicubic interpolation. It is worth to note that, these face images are originally in LR which is different from down-sampling HR images by pre-defined degradation process in above simulation experiments. In the end, we reconstruct the HR images by different approaches and list all the results in Fig. 14 . The parameters for different algorithms are fine tuned for their best performance in Table. 2 according the input noise levels. Obviously, our method yields more reasonable results even the test images are drastically different with the training database and degraded by noise. As an generalization of representation based approaches, the proposed approaches yield smoother images and look more reasonable with less ghosting effect than all competitors.
2) REAL SURVEILLANCE CAMERA IMAGE EXPERIMENT
As shown in Fig. 15 , pictures are taken by a surveillance camera with CIF-size (352×288 pixels) in low light situation. The red boxes parts in each images are the interested face images we wish to get. We crop the frontal face images and align with the training database with size of 30 × 25 pixels FIGURE 14. Visual results from different face hallucination methods for real-world scenario CMU frontal face database. From left to right, inputs face images, super-resolution images by LLE [10] , LSR [17] , SR [20] , LCR [21] , SRCNN [38] , LLR approach. Visual results of different face hallucination methods from real surveillance camera. From left to right, inputs face images, super-resolution images by LLE [10] , LSR [17] , SR [41] , LCR [21] , SRCNN [38] , LLR approach. The last column is HR images captured by same surveillance camera with closer distance for reference.
by Bicubic interpolation. Then we reconstruct the desired HR outputs by different face super-resolution methods as listed in Fig. 16 . The first column images are the LR inputs cropped from real surveillance camera with visible distortion. The third column are results from LSR method, which do not reduce noise intensity but enlarging disturbance. LLE, LCR and our methods all suppress the input noise. The local manifold constraint for these methods contributes the robustness to input noise. However, due to the over-or underfitting solution of LLE and SR methods, their visual performance suffers by obvious blocking-artifacts. Comparing with LCR method, our method yields smoother images with less blocking-artifacts effects. Obviously our approach achieves the best visual performance. It reduces most of input noise and looks more similar to HR reference images.
VI. CONCLUSION
In this paper, we proposed a novel low-rank representation based face super-resolution algorithm. Rather than only focus on the locality manifold regularization, we take both advantages of low-rank and locality constraints on representation, to choose the dictionary atoms from same clusters with input patches. Experimental results shown our methods have both superior subjective and objective qualities than state-of-thearts. However, some issues are still existing which needs to be investigated in the future.
• Experimental results show that the low-rank prior is useful for patch-based representation. However, low-rank representations include SVD decomposition and iterative algorithms are time-consuming. Furthermore, during the singular value thresholding operator, adaptively selecting the shrinkage threshold still has space to improve. So designing an efficient low-rank representation optimization algorithm is one of our future works.
• Prior learned from training database is essential for representation based face super-resolution methods. However, pose, expression, illumination and noise often degrade the reconstruction quality. Similar with deep learning, deep representation framework for those seriously degraded images should also be investigated in the future works.
