We propose a sparse reconstruction framework for solving inverse problems. Opposed to existing sparse reconstruction techniques that are based on linear sparsifying transforms, we train an encoder-decoder network D AE E with E acting as a nonlinear sparsifying transform. We minimize a Tikhonov functional which used a learned regularization term formed by the Õ -norm of the encoder coefficients and a penalty for the distance to the data manifold. For this augmented sparse Õ -approach, we present a full convergence analysis, derive convergence rates and describe a training strategy. As a main ingredient for the analysis we establish the coercivity of the augmented regularization term.
Introduction
Various applications in medical imaging, remote sensing and elsewhere require solving inverse problems of the form Ý AÜ · Þ (1.1) where A X Y is a linear operator between Hilbert spaces X, Y, and Þ is the data distortion. Inverse problems are well analyzed and several established approaches for its solution exist, including filter-based methods or variational regularization techniques [1, 2] . In the very recent years, neural networks (NN) and deep learning appeared as new paradigms for solving inverse problems, and demonstrate impressive performance. Several approaches have been developed, including two-step networks [3, 4, 5] , variational networks [6] , iterative networks [7, 8] and regularizing networks [9] .
Standard deep learning approaches may lack data consistency for unknowns very different from the training images. To address this issue, in [10] a deep learning approach has been introduced where minimizers (1.2) are investigated. Here E X ¤ is a trained NN, ¤ a Hilbert space, ¤ ¼ ½℄ a functional, and « ¼ the regularization parameter. The resulting reconstruction approach has been named NETT (for network Tikhonov regularization), as it is a generalized form of Tikhonov regularization using a NN as trained regularizer.
In [10] it is shown that under suitable assumption, NETT yields a convergent regularization method. Moreover, in that paper a training strategy has been proposed, where E is trained to favor artifact-free reconstructions selected from a set of training images from a certain data manifold Å; see [11] for a simplified training strategy.
Coercive variant of NETT
One of the main assumptions in the analysis of [10] is the coercivity of the regularizer AEE. For the general form used in (3.1), this requires special care in the design and training of the network. In order to overcome this limitation, in this paper we propose a modified form of the regularizer for which we are able to rigorously proof its coercivity. More precisely, we consider
Here, D AE E X X is an encoder-decoder network trained so such that for any Ü ¾ Å we have Ü ³ DE´Üµ and that ´E´Üµµ is small. The term ´E´Üµµ implements learned prior knowledge. The additional term Ü ´D AE Eµ´Üµ ¾ ¾ forces Ü to be close to data manifold Å and, as we shall prove, also guarantees coercivity of the regularization functional.
In particular, in this paper we investigate the case where ¤ ¾´£ µ for some index set £ and is a weighted Õ -norm used as sparsity prior. To construct an appropriate network, we train a (modified) tight frame U-net [12] of the form D AE E using the Õ -norm of E´Üµ during training, and take the encoder part as analysis network.
Outline
This paper is organized as follows. In Section 2, we present a convergence analysis for the augmented Õ -NETT (see (2.1)). In particular, as main auxiliary result, we establish the coercivity of the regularization term. In Section 3, we derive convergence rates which provide quantitative estimates for the reconstruction accuracy. In Section 4, we present a suggested network structure using a modified tight frame U-net and a corresponding training strategy. The paper concludes with a short summary and outlook given in Section 5.
2 Well-posedness and convergence 
Here « is the regularization parameter, E X ¾´£ µ is called encoder network, D ¾´£ µ X is called decoder network, £ a countable index set, Û are positive weights, ¬ ¼ is a tuning parameter, and Õ ¾ ½ ¾℄ describes the used norm. The case Õ ¾ yields a sparsity promoting regularization term È ¾£ Û ´E´Üµµ Õ , frequently studied when E is a basis of frame [13, 14, 15, 16, 17, 18] . In the present paper, we allow D and E to be non-linear mappings.
For our convergence analysis, we use the following assumptions, that we assume to be satisfied throughout this section. The first term in the considered regularizer
was proposed in [10] to impose a sparsity condition on the signal Ü. In this paper, we add the extra term ¬ ¾ Ü ´D AE Eµ´Üµ ¾ forcing the minimizers of Ì « Ý being close to the solution manifold Å. This term also allows to prove the coercivity of Ê Õ Û (see the argument in the proof of Theorem 2.2), which is essential to our analysis. Proof. Let us first prove that Ê Õ Û is coercive. Indeed, let us assume that there exists a sequence´Ü µ such that Ü ½ and´Ê Õ Û´Ü µµ is bounded. Then,
Well-posedness
Therefore,´E´Ü µµ is also bounded in ¾´£ µ, too. Now, since D is weakly sequentially continuous, this implies that also´´D AE Eµ´Ü µµ is a bounded sequence. From the estimate
it follows that´Ü µ is a bounded sequence. This is a contradiction and finishes the proof that Ê Õ Û is coercive. Because the network D AE E is weakly sequentially continuous, the functional ´¡ µ ´D AE Eµ´¡ µ ¾ is weakly lower semi-continuous. Therefore, Ê Õ Û is weakly lower semi-continuous, too. Since Ì « Ý is bounded from below by ¼, it has an infimum ¼. Let´Ü µ be a sequence such that Ì « Ý´Ü µ . Since Ê Õ Û is coercive, the sequence´Ü µ is bounded, and hence, has an accumulation point in the weak topology, denoted by Ü + . Because Ì « Ý is sequentially lower semicontinuous, it follows that Ì « Ý´Ü+ µ Ð Ñ Ò Ì « Ý´Ü µ . Therefore, Ü + is a minimizer of Ì « Ý . Proof. The proof follows the lines of [2, Theorem 3.23]. We note that the convexity of the regularizer assumed in [2] is not needed in that proof. For the sake of completeness, we sketch here a proof for the non-convex regularizer Ê Õ Û . Fix Ü ¾ X. Then, for all ¾ N, we have Ì « Ý ´Ü µ Ì « Ý ´Üµ, which implies
Consequently,´Ê Õ Û´Ü µµ is bounded and therefore has a weakly convergent subsequence Ü ´ µ ¶ Ü + . Let us prove that each such accumulation point satisfies
Together with the weak sequential lower-continuity of the regularizer Ê Õ Û , this yields Ð Ñ Ê Õ Û´Ü ´ µ µ Ê Õ Û´Ü+ µ and concludes the proof.
Convergence
We call Ü + an Ê Õ Û -minimizing solution of the equation
As in the convex case [2] , one shows that an Ê Õ Û -minimizing solution exists whenever AÜ Ý is solvable. The following convergence result in the norm topology holds. 
Example: Sparse analysis regularization with a dictionary
A simple application of the above results is the case where E X ¾´£ µ is a bounded linear operator with closed range. We can write E´Üµ´ µ Ü for so-called atoms ¾ X £ and interpret E as (analysis) dictionary. Moreover, we take the decoder network D E + as the pseudoinverse of E.
We have D AE E P Ö´Eµ and the regularizer takes the form
Clearly the conditions (A2), (A3) are satisfied, which implies that existence, stability and weak convergence for sparse analysis dictionary regularization with (2.4) hold. Following [2, Theorem 3.49] one also derives the strong convergence.
Note that if E is a frame of X, then Ö´Eµ ¼ in which case (2.4) yields the standard sparse regularizer Ê Õ Û´Ü µ È ¾£ Û Ü Õ . However, for a general trained dictionary we will typically have Ö´Eµ ¼ . This is even the case for overcomplete dictionaries, because the dictionary is only trained on elements in a small subset of X which are supposed to satisfy a sparse analysis prior. In this case, the additional term ¬ ¾ P Ö´Eµ´Ü µ ¾ in (2.4) ensures coercivity of the regularizer, which is essential for the convergence of Tikhonov regularization.
Convergence rates
Let us now prove a convergence rate in the absolute Bregman distance. For that purpose, we consider general Tikhonov regularization
Here Ê X ¼ ½℄ is a general, possibly non-convex, regularizer, and A X Y the linear forward operator.
The convergence rates will be derived under the following assumptions:
(B1) A is a bounded linear with finite-dimensional range.
(B2) Ê is coercive and weakly sequentially lower semi-continuous; (B3) Ê is Lipschitz, (B4) Ê is Gâteaux differentiable. The main restriction in the above list of assumptions is that A has finitedimensional range. However, this assumption holds true in practical applications such as sparse data tomography. Unlike [10] , we do not assume that Ê ¼´Ü + µ ¾ Ê Ò ´A £ µ, which is quite difficult to validate in practice.
Modified provable conditions will be studied in future work.
We start our analysis with the following result. it is bounded from below by a constant ¼ . Therefore,
On the other hand, since Ü + is the Ê-minimizing solution of AÜ Ý and Ê is Lipschitz, we have Ê´Ü + µ Ê´Üµ Ê´Ü ¼ µ Ê´Üµ Ä Ü ¼ Ü . Together with (3.3) we obtain (3.2).
Next we prove that there is a constant ½ such that
Since Ü + is an Ê-minimizing solution of AÜ Ý and Ê is Gâteaux differentiable, we obtain Ê ¼´Ü
This finishes the proof of (3.4).
The proof now follows that in [10, Proposition 3.3] . Indeed, We note that Ê´Ü + µ Ê´Üµ µ Ê´Ü + µ Ê´Üµ Ê´Üµ Ê´Ü + µ Ê´Ü + µ Ê´Üµ µ Ê´Ü + µ Ê´Üµ Ê´Üµ Ê´Ü + µ · ¾´Ê´Ü + µ Ê´Üµµ.
Therefore, using (3.2) and (3.4), we obtain
which concludes our proof with
The following results is our main convergence rates result. It is similar to Proposition [10, Theorem 3.1], but uses different assumptions. 
Cauchy's inequality gives «∆ Ê´Ü« AE Ü + µ AE ¾ · «AE · ¾ AE ¾ . For « AE, we easily conclude ∆ Ê´Ü« AE Ü + µ Ç´AEµ.
Network design and training
For the encoder-decoder type network required for the augmented Õ regularizer (2.2) we propose a modified tight frame U-net AE D AEE together with a sparse training strategy.
The tight frame-Unet has been introduced in [12] and is less smoothing than the classical U-net [19] in image reconstruction. The tight frame U-net of [12] uses a residual (or by-pass) connection, that is not well suited for our purpose.
We therefore work with a modified tight frame U-net that has been used in [20] for sparse synthesis regularization with neural networks. After the downsampling to the coarsest resolution, we upsample by applying the transposed wavelet filters. Next we concatenate the layers and use a MIMO convolution layer to obtain the final output.
Modified tight-frame U-net
For simplicity we assume that X ¼ R Ò¼¢Ò¼¢¼ is already a finite dimensional space and contains 2D images of size Ò ¼ ¢ Ò ¼ and ¼ channels.
The architecture of the modified tight frame U-net AE AE ¼ D AE E is shown in Figure 4 .1. It uses a hierarchical multi-scale representation defined by
with AE Ä . Here Ä ÐÓ ´Ò ¼ µ is the number of used scales;
R Ò ¢Ò ¢ R Ò ¢Ò ¢ and G R Ò ¢Ò ¢ R Ò ¢Ò ¢ are convolutional layers followed by a nonlinearity;
H H Ú H are horizontal, vertical and diagonal high-pass filters and L is a low-pass filter such that the tight frame property is satisfies,
Following [12] we define the filters by applying the tensor products HH, HL, We write the tight frame U-net defined by (4.1) in the form AE D AE E where E is the encoder and D the decoder part. The encoder part E´Üµ ´E´ µ´Ü µµ ¼ Ä maps the image Ü to the high frequency parts H , H Ú , H at the th scale, denoted by E´ µ´Ü µ for ¼ Ä ½, and to the low frequency part L at the coarsest scale, denoted by E´Ä µ´Ü µ. The decoder D then synthesizes the image Ü from E´Üµ recursively via (4.2).
Sparse network training
To enforce sparsity in the encoded domain we will use a combination of meansquared-error and an ½ -penalty of the filter coefficients as loss-function for training. The idea is to thereby enhance the sparsity in the high-pass filtered images.
Given a set of training images Å Ü ½ Ü AE we aim for an encoder-decoder network reproducing Ü ¾ Å. For that purpose, we take the encoder-decoder Results for the sparse network training described above can be found in [20] . Actual application of the trained network and the augmented Õ -NETT to limited data problems in CT and elsewhere is subject of current work.
Conclusion and outlook
In this paper, we proposed and analyzed Õ regularization (called augmented Õ -NETT) using the encoder of a encoder-decoder network D AE E as sparsifying transform. In order to obtain the coercivity of the regularizer, we augmented È ¾£ Û ´E´Üµµ Õ with an additional penalty ¬ ¾ Ü ´D AE Eµ´Üµ ¾ , which can be seen as a measure for the distance of Ü from the ideal data manifold. We were able to prove well-posedness and convergence of the augmented Õ -NETT and derived convergence rates in the absolute Bregman distance. We proposed the modified tight frame U-net for the network architecture together with an appropriate sparse training strategy.
Application to sparse data tomography is subject of current work. Theoretical comparison with frame and dictionary based sparse regularization methods will be studied. Moreover, we work on the derivation of additional provable convergence rates results of the augmented Õ -NETT.
