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Resumen
Los paradigmas de programacio´n paralela sı´ncronos y ası´ncronos son considerados como dos
escuelas de modelado diferentes. La mayorı´a de los investigadores en el a´rea de sistemas distri-
buidos y paralelismo tienden a creer que los programas ası´ncronos son ma´s eficientes debido a
que no requieren una sincronizacio´n perio´dica global. Sin embargo, existen algunos casos para
los cuales esta creencia puede no ser correcta. En este trabajo presentamos una comparacio´n de
las dos estrategias de bu´squeda paralela ma´s populares sobre texto para motores de bu´squeda Web
que son implementados para aceptar cadenas de consultas en forma on-line, y disen˜ados para me-
jorar el pasaje de mensajes en masa (bulk) para la cual los modelos sı´ncronos tienden a tener
un mejor rendimiento. Para la evaluacio´n experimental utilizamos bases de datos reales sobre un
cluster de computadoras de alta-performance obteniendo resultados que son consistentes a trave´s
de los modelos de computacio´n y las ma´quinas. Nuestros algoritmos de procesamiento de consul-
tas aseguran que ambas estrategias son comparados bajo las mismas condiciones.
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1. Introduccio´n
La mayorı´a de los investigadores tienden a creer que los me´todos de comunicacio´n ası´ncronos son
ma´s eficientes y permiten mejorar el tiempo de respuesta. Pero, ¿que´ sucede cuando e´sta conjetura no
se mantiene para todos los casos de estudio? Este es un debate abierto que ha motivado el desarrollo
de varios modelos de programacio´n paralela, donde la mayorı´a de ellos intentan encontrar un modelo
de costo con un adecuado nivel de abstraccio´n [11, 8].
En este trabajo utilizamos dos me´todos de pasaje de mensajes para implementar los algoritmos de
bu´squeda que se aplican sobre estructuras de indexacio´n. El primer me´todo es el esquema ası´ncrono
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donde los procesadores trabajan independientemente, envı´an mensajes y reciben mensajes sin blo-
quearse. En este caso no se requiere una sincronizacio´n por barrera global. La librerı´a seleccionada
para implementar los algoritmos ası´ncronos es la bien conocida PVM [4].
Por otro lado, utilizamos el modelo de computacio´n paralela Bulk Synchronous Parallel - BSP
para implementar los algoritmos de bu´squeda sı´ncronos. En e´ste modelo, una computadora puede ser
vista como una composicio´n de P procesadores con memoria local que se comunican entre sı´ a trave´s
de mensajes. El co´mputo se organiza en una secuencia de superpasos. Durante un superpaso, los
procesadores pueden realizas co´mputo secuencial local sobre los datos locales y/o enviar mensajes
a otros procesadores. Los mensajes enviados se encuentran disponibles para su procesamiento al
comienzo del siguiente superpaso, y cada superpaso finaliza con una sincronizacio´n por barrera [8].
El modelo de programacio´n de BSP es SPMD, el cual se logra mediante copias de programas
escritos en C y C++ ejecutados sobre P procesadores, donde la comunicacio´n y sincronizacio´n entre
las copias de programas se realizan a trave´s de librerı´as tales como BSPlib [10].
BSP es un modelo una forma de computacio´n paralela ma´s conservativa pero igualmente efectiva.
Nuestro estudio comparativo esta´ basado en el modelo bulk-synchronous BSP [11, 8]. ´Este es un
modelo libre de deadlocks y tiene una manera particular de organizar el co´mputo en superpasos, y la
performance obtenida es muy similar a la obtenida con algoritmos completamente ası´ncronos. En este
trabajo, utilizamos la librerı´a BSPonMPI que permite ejecutar con primitivas de comunicacio´n MPI
programas disen˜ados mediante el modelo BSP. De esta forma, logramos obtener una comparacio´n
justa de los modelos de comunicacio´n.
Con el objetivo de balancear la carga de trabajo y obtener un sistema de comparacio´n justo para
ambos paradigmas de programacio´n paralela (sync/async), aplicamos el concepto de round-robin para
asignar un quantum de trabajo a cada consulta dentro del sistema. Nos referimos a la estrategia
cla´sica de round-robin para administrar un conjunto de tareas que compiten para obtener tiempo
de CPU. Este esquema puede ser visto como una sincronizacio´n en masa en el sentido de que las
tareas pueden realizar un nu´mero fijo de operaciones durante su quantum. Esta asignacio´n limitada
de un quantum a las consultas permite un mejor uso global de los recursos del servidor evitando
la monopolizacio´n de los mismos; y a su vez mejorar el tiempo de ejecucio´n para las consultas que
requieren menos uso de estos recursos.
2. Plataforma Paralela
La plataforma seleccionada para realizar las implementaciones y los experimentos consiste en un
cluster de computadoras conectadas mediante una tecnologı´a fast switching. Asumimos un servidor
que opera sobre un conjunto de P ma´quinas, cada una con su memoria local. Los requerimientos
de los clientes son enviadas a una ma´quina broker quien a su vez distribuye uniformemente estos
requerimientos sobre los P procesadores del servidor. Los requerimientos son consultas que deben
ser resueltas utilizando los datos almacenados en los P procesadores. Ba´sicamente, cada procesador
debe tratar con dos tipos de consultas, aquellas provenientes de la ma´quina broker en cuyo caso la
consulta comienza a resolverse en el procesador que recibe la consulta; y aquellas consultas asignadas
a otros procesadores pero que debieron continuar su bu´squeda local en e´ste procesador.
Cada procesador procesa una secuencia de iteraciones formadas por tres fases principales: recibir
mensajes (consultas), procesar mensajes y enviar mensajes. Dentro de la fase los procesadores pue-
den realizar tres operaciones dependiendo del tipo de mensaje recibido: a) broadcast del mensaje, b)
buscar documentos relevantes para la consulta y c) ranking de los documentos recuperados.
La implementacio´n de los algoritmos se ha llevado a cabo a trave´s de la programacio´n orientada
a objetos y utilizamos programas esqueletos para hacer los programas portables. Durante el envı´o de
mensajes a trave´s de la red se evita el envı´o de paquetes pequen˜os, y se favorece el envı´o en masa
copiando pequen˜os paquetes en una u´nico mensaje por procesador.
3. Motores de Bu´squeda Web para Texto
No hay duda de que la Web es un enorme desafı´o con el que se debe tratar hoy en dı´a. Varios estudios
han estimado el taman˜o de la Web [12], y mientras la diferencia reportada por e´stos es mı´nima,
la mayorı´a esta´ de acuerdo en que existe ma´s de un billo´n de pa´ginas disponibles. Los buscadores
Web son aquellas ma´quinas que nos facilitan la bu´squeda de informacio´n en este inmenso espacio.
Actualmente estas ma´quinas so´lo permiten realizar bu´squedas de texto, y para ello utilizan los ı´ndices
invertidos o listas invertidas como estructuras de indexacio´n. Las listas invertidas son estructuras de
datos de indexacio´n que permiten realizar bu´squedas ra´pidas sobre grandes colecciones de texto, y
consisten de una tabla de vocabulario que posee todos los te´rminos o palabras relevantes encontradas
en la coleccio´n de documentos y una lista asociada por cada te´rmino. La lista asociada consiste de
pares de identificadores de documentos y la frecuencia con la que aparece el te´rmino en el documento.
Varias publicaciones han presentado experimentos y propuestas para el procesamiento paralelo
eficiente de consultas sobre las listas invertidas que esta´n distribuidas en P procesadores [2, 3, 1, 5,
6, 9, 13, 14]. Es evidente que la eficiencia sobre un cluster de computadoras so´lo se logra usando
estrategias que permiten reducir la cantidad de comunicacio´n entre los procesadores, y mantener un
balance razonable sobre la cantidad de co´mputo y comunicacio´n realizada por cada procesador para
resolver la bu´squeda de consultas.
Existen dos estrategias de distribucio´n de listas invertidas sobre un conjunto de procesadores pre-
dominantes: (a) la particio´n de documentos en la cual los documentos son uniformemente distribuidos
sobre los procesadores y la lista invertida se construye en cada procesadores usando el respectivo sub-
conjunto de documentos, y (b) la particio´n de te´rminos donde se construye un u´nico ı´ndice invertido
secuencial y luego se distribuye cada te´rmino con su lista invertida sobre los procesadores. Adema´s
de estas dos estrategias predominantes existen algunas estrategias hı´bridas que intentan mejorar el ba-
lance de carga [5, 13]. La forma en que las listas invertidas son particionadas entre los procesadores
determina la manera en que se realiza el procesamiento paralelo de las consultas.
La mayorı´a de las implementaciones de listas invertidas presentadas hasta el momento, esta´n
basadas en la programacio´n paralela con pasaje de mensajes en las que se pueden ver combinaciones
de multithreaded y sistemas de solapamiento de co´mputo/comunicacio´n. Utilizando estas formas
desordenadas de computacio´n paralela es bastante riesgoso hacer afirmaciones razonables sobre la
performance de los algoritmos. El problema con estas aproximaciones es que las ejecuciones son muy
dependientes del estado particular de la ma´quina y sus fluctuaciones. Por otro lado, el uso de artefactos
como los threads son fuentes potenciales de overheads y pueden producir salidas impredecibles en
te´rminos de tiempo de ejecucio´n. La principal ventaja de BSP es que tiene un modelo de costo que
permite evaluar los costos de co´mputo y comunicacio´n de los algoritmos paralelos.
El procesamiento paralelo de consultas esta´ compuesto ba´sicamente en una fase en la que es nece-
sario obtener las listas invertidas de cada te´rmino de la consulta y realizar un ranking de documentos
para producir los resultados. Las consultas llegan al servidor paralelo desde una ma´quina recepcio-
nista llamada broker. Luego esta ma´quina broker envı´a las consultas a una ma´quina del servidor que
es seleccionada en forma circular. ´Esta ma´quina tambie´n sera´ la encargada de realizar posteriormente
la operacio´n de ranking.
Cada consulta es procesada en dos etapas: la primera consiste en buscar las listas de taman˜o K
para cada te´rmino de la consulta y enviarlo al ranker. En la segunda, el ranker realiza el ranking de
documentos y si es necesario pide otras listas de taman˜o K. A este esquema lo denominamos ranking
iterativo. Para realizar el ranking de documentos utilizamos el modelo vectorial con una te´cnica de
filtro propuesta en [7].
La Figura 1 muestra los tiempos de ejecucio´n obtenidos con las dos estrategias de indexacio´n de
texto para ma´quinas de bu´squeda Web ma´s populares. A la derecha, se pueden observar los valores
obtenidos con un modelo de computacio´n paralela sı´ncrona (BSP) y a la izquierda se muestran los
tiempo de ejecucio´n obtenidos por un modelo ası´ncrono (PVM). Es e´sta figura se analiza el compor-
tamiento de ambas estrategias de indexacio´n D y T con diferentes cargas de trabajo en cada iteracio´n
o superpaso. A medida que se aumenta el taman˜o del lote de consultas insertado por superaso (eje X),
el modelo sı´ncrono tiende a mejorar su rendimiento. Caso contrario a lo que sucede con el modelo
ası´ncrono.
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Figura 1: Sistema sı´ncrono vs. ası´ncrono para una ma´quina de bu´squeda Web utilizando listas inver-
tidas como estructuras de indexacio´n.
4. Conclusiones y Trabajo Futuro
Hasta el momento hemos logrado estudiar en profundidad las estrategias de indexacio´n existentes en
el contexto de bu´squedas en la Web. Hemos implementado las estrategias existentes y hemos propues-
to nuevas estrategias que permiten balancear no so´lo la carga de trabajo que tiene cada procesador en
el servidor, sino tambie´n la comunicacio´n realizada entre estos durante la resolucio´n de consultas.
El trabajo ha sido realizado utilizando el modelo de computacio´n paralela BSP, que es un modelo
sincro´nico y censillo de utilizar. La implementacio´n de los algoritmos se lleva a cabo utilizando la
librerı´a BSPlib y BSPonMPI que permite ejecutar co´digos escritos siguiendo el modelo BSP bajo la
plataforma mpi. Hemos podido comprobar que las aplicaciones en BSP son competitivas con otras
implementaciones ası´ncronas.
Nuestro siguiente paso consiste en verificar los resultados obtenidos hasta el momento sobre es-
tructuras no convencionales como las estructuras de indexacio´n utilizadas en espacios me´tricos para
la bu´squeda de objetos multimediales.
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