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Extreme Gibbs measures for high-density hard-core
model on Z2.
Dmitry Krachun
Abstract
We confirm the list from [1] of values D for which the high-density hard-core
model on Z2 with exceptional distance D has infinitely many extremal Gibbs states.
As a byproduct, we prove that for all D > 0 there exists an acute-angled triangle
inscribes in Z2 with side-lengths at least D and area
√
3/4 ·D2 +O(D4/5).
1 Introduction
In the paper [1], authors study extremal Gibbs measures for the high-density hard-core
model on the square lattice. It turns out that the structure of extremal Gibbs measures is
very sensitive to arithmetic properties of the hard-core exclusion distance D, in relation to
the set T (D) of acute-angled triangles inscribed in Z2 with all sides at least D. Depending
on the number and form of triangles from T (D) of smallest area, possible values of D are
split into three classes leading to different structures of Gibbs states. We refer to [1] for
details on the model and the study of its Gibbs measures.
One of the classes is formed by values of D that generate sliding. We say that sliding
occurs if there exist two triangles from the set S(D) which share two vertices, see Definition
2.2 for a formal definition. In the presence of sliding, there are countably many periodic
ground states. It was conjectured in [1] that sliding occurs only for finitely many values
of D. Moreover, a conjectured list of values D for which sliding occurs was given there.
In this paper we prove that the list from [1] is indeed complete.
Theorem 1. The list of [1] is the only set of values with sliding.
Our proof is number-theoretic and goes via estimating the smallest possible area of a
triangle in T (D). As a byproduct we prove that there exists a triangle from T (D) with
area at most
√
3/2 ·D2 +O(D4/5). We also present a short geometric argument showing
that if sliding occurs then this area cannot me smaller than
√
3/2 ·D2 + D
2
√
3
− 1.
The paper is organised as follows. In Section 2 we show an upper bound on the smallest
possible area of a triangle from T (D). Then, in Section 3, using a similar technique, we
prove an explicit but weaker bound. Finally, in Section 4 we show an upper bound for
this area when sliding occurs, thus confirming a list of values D with sliding from [1].
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2 Smallest possible area.
The aim of this section is to show a general upper bound on the smallest possible area
of an acute-angled triangles inscribed in Z2 with side-lengths at least D. We start with
some definitions.
Definition 2.1. For a positive D we define T (D) to be the set of all triangles with vertices
in Z2, side-lengths at least D, and angles at most pi/2. Following [1], we denote twice
the smallest area of a triangle from T (D) by S(D). We refer to triangles from T (D) of
minimal area as M-triangles.
Definition 2.2. We say that for D > 0 sliding occurs if there exists two M-triangles
OWA and OWB with A and B being on the same side of OW . We refer to OW as to
the base of the triangle.
In the following, for a real x we denote by {x} the fractional part of x and by ‖x‖ the
distance from x to the closest integer. We also use the notation O(f(n)) to denote any
function which is upper-bounded by C · f(n) for some absolute constant C > 0. We start
from a reduction to a number theoretic problem.
Lemma 2.1. Let D ≥ 10 and ε < 1/2 and suppose there exist integers x and y such that
(1)‖
√
3x‖ < ε (2)‖
√
3y‖ < ε (3)2
√
x2 + y2 ∈ [D +
√
2ε,D + 2ε], (1)
Then S(D) <
√
3/2 ·D2 + (2√3 +√2)Dε+ 7ε2.
Proof. Note that points A(0, 0), B(2x, 2y) and C(x−√3y, y +√3x) form an equilateral
triangle with side length between D+
√
2ε and D+2ε. Let z and t be integers closest to
x−√3y and y +√3x respectively. First two conditions ensure that |z − (x−√3y)| < ε
and |t− (y+√3x)| < ε, and so points C ′(z, t) and C(x−√3y, y+√3x) are at most √2ε
apart. Thus, by triangle inequality, all sides of the triangle ABC ′ are at least D and at
most D + 1. Hence, ABC ′ is acute-angled, and so S(D) is at most twice its area. We
then have
S(D) ≤ 2 · |xt− yz| ≤ 2x(y +
√
3x+ ε)− 2y(x−
√
3y − ε)
= 2
√
3(x2 + y2) + 2ε(x+ y) ≤
√
3/2 · (D + 2ε)2 +
√
2ε(D + 2ε)
≤
√
3/2 ·D2 + (2
√
3 +
√
2)D + 7ε2.
Remark 1. Alternatively, to upper-bound the area of T one can note that all sides of T
are at most D + (2 +
√
2)ε.
In order to find a pair (x, y) ∈ Z2 satisfying (1) we need a simple lemma which is
probably standard.
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Lemma 2.2. There exists an absolute constant C > 0 such that for every ε < 1 and
x ∈ [0, 1] there exists an integer s ≤ C/ε such that {s√3} ∈ [x, x+ ε].
Proof. It suffices to prove the statement for εk := 10
−k. We use induction on k. The base
is trivial. Suppose we want to prove the statement for k+1 and some x. Using induction
hypothesis we can find s ≤ C/εk such that {s
√
3} ∈ [x− εk, x]. Then choose v ≤ 10/εk+1
such that {v√3} < εk+1 (for example, by solving Pell’s equation 3v2−2 = u2). It is easy to
see that we always have {v√3} > 1/(3v) and so by adding v to s at most εk·3v ≤ 300 times
we get s′ with {s′√3} ∈ [x, x+εk+1]. We have s′ ≤ 300v+s ≤ 3000/εk+1+C/εk < C/εk+1,
provided C is large enough.
Corollary 2.1. There exists an absolute constant C > 0 such that for every ε < 1 and
every n ∈ R there exists an integer k ∈ [n− C/ε, n] such that ‖k√3‖ < ε.
Proof. By increasing C slightly, we may assume that n is an integer. Let x := {n√3}.
By Lemma 2.2 there exists an integer s ≤ C/ε such that {s√3} is ε-close to x and then
k := n− s works.
We now construct a pair (x, y) satisfying conditions similar to (1).
Lemma 2.3. There exists an absolute constant C1 > 0 such that for any N > 100 and
ε < 1 there exists (x, y) ∈ Z2 satisfying
(1)‖
√
3x‖ < ε (2)‖
√
3y‖ < ε (3)x2 + y2 ∈ [N,N + C1(ε−2 +N1/4ε−3/2)],
Proof. Let C be the constant from Corollary 2.1. By Corollary 2.1 choose x ∈ (√N −
C/ε,
√
N) such that ‖x√3‖ < ε. Then choose y ∈ (√N − x2,√N − x2 + C/ε) with
‖y√3‖ < ε. We then have
0 < N − x2 < 2 · (C/ε) ·
√
N = 2C ·N1/2ε−1,
and so
0 < x2 + y2 −N < (C/ε)2 + 2 · (C/ε) ·
√
N − x2 < C2ε−2 + 2C3/2N1/4ε−3/2,
and we can choose C1 = C
2.
Finally, we prove
Theorem 2. Asymptotically, for large D, one has S(D) =
√
3/2 ·D2 +O(D4/5).
Proof. Take ε := C · D−1/5 with large enough constant C > 0. Define N :=
(
D+
√
2ε
2
)2
.
By Lemma 2.3 we can find (x, y) ∈ Z2 with ‖√3x‖ < ε, ‖√3y‖ < ε and x2 + y2 ∈
[N,N + C1(ε
−2 +N1/4ε−3/2)]. We then use Lemma 2.1 to obtain
S(D) <
√
3/2 ·D2 + (2
√
3 +
√
2)D + 7ε2 =
√
3/2 ·D2 +O(D4/5).
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We now only need to check that the upper bound on x2+y2 given by Lemma 2.3 matches
the upper bound needed to use Lemma 2.1.
2
√
x2 + y2 < 2
(
N + C1(ε
−2 +N1/4ε−3/2)
)1/2
= 2
√
N +O(N−1/4ε−3/2)
= D +
√
2ε+O(D−1/2ε−3/2) < D + 2ε,
for ε = C ·D−1/5 and an absolute constant C large enough.
3 Explicit bounds on S(D)
In this section we make quantitative the bounds from Section 2. The resulting lower
bound on S(D) is asymptotically worse for large D; nevertheless, it still suffices to rule
out the possibility of sliding.
Lemma 3.1. Let ε = (3
√
3− 5)/2 ≈ .098, and v be an arbitrary real number. Suppose a
segment J ⊂ R has length at least 7. Then there exist an integer x ∈ J and a half-integer
y ∈ J such that ‖√3x+ v‖, ‖√3y + v‖ ≤ ε.
Proof. Let n be the largest integer in J . Then n − s ∈ J for s = 0, 1, . . . , 6. On the
unit circle, numbers 0, {√3}, {2√3}, {3√3}, {4√3}, {5√3}, {6√3} have maximal gap of
2ε, which implies that {n√3+ v} is ε close to at least one of them; and if {n√3 + v} is ε
close to {s√3} then {(n− s)√3 + v} is ε close to an integer. The proof for half-integers
is the same but one needs to take n to be the largest half-integer in J .
Lemma 3.2. Let δ := 0.13. Let D > 1000 and ε = (3
√
3−5)/2 ≈ .098 and suppose there
exist x, y ∈ 1
2
· Z such that
(1)‖x−
√
3y‖ < ε (2)‖y+
√
3x‖ < ε/2 (3)2
√
x2 + y2 ∈ [D+
√
5/2 ·ε,D+δ], (2)
Then S(D) <
√
3/2 ·D2 + (√3δ + ε/2) ·D + 2εy + 0.02
Proof. Again, note that points A(0, 0), B(2x, 2y) and C(x−√3y, y+√3x) form an equi-
lateral triangle with side length between D+
√
5/2 · ε and D+ δ. Let z and t be integers
closest to x −√3y and y +√3x respectively and consider C ′(z, t). First two conditions
ensure that |z − (x − √3y)| < ε and |t − (y + √3x)| < ε/2. Triangle inequality then
implies that all sides of ABC ′ are at least D. Then S(D) is bounded by twice the area of
the triangle ABC ′ which is
2 · S(ABC ′) = |2xt− 2yz| ≤ 2x(y +
√
3x+ ε/2)− 2y(x−
√
3y − ε)
= 2
√
3 · (x2 + y2) + ε(x+ 2y) ≤ 2
√
3 ·
(
D + δ
2
)2
+ ε(x+ 2y)
=
√
3/2 ·D2 + (
√
3δ + ε/2) ·D + 2εy + ε(x−D/2) +
√
3δ2/2.
And it remains to note that x−D/2 ≤ δ/2 and δε/2 +√3δ2/2 ≤ 0.02.
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Lemma 3.3. For every N > 1000 there exist x, y ∈ 1
2
· Z such that
(1)‖x−
√
3y‖ < ε (2)‖y +
√
3x‖ < ε/2 (3)x2 + y2 ∈ [N,N + f(N)], (3)
where f(N) := 49+14·
(
7
√
N − 49/4
)1/2
. Moreover, we can take y ≤ 7+
(
7
√
N − 49/4
)1/2
.
Proof. First, we can choose an integer 2x ∈ [2N1/2 − 7, 2N1/2] such that ‖√3 · 2x‖ ≤ ε.
Then
√
3x is ε/2 close to an integer or a half integer. Lemma 3.1 then shows that for any
segment J of length at least 7 we can choose y ∈ 1
2
·Z such that first two conditions hold.
The choice J = [(N − x2)1/2, (N − x2)1/2 + 7] ensures that x2 + y2 ≥ N and
x2 + y2 −N2 ≤ 14 · (N − x2)1/2 + 49 ≤ 14 ·
(
N − (
√
N − 7/2)2
)1/2
+ 49 = f(N).
We also have
y ≤ (N − x2)1/2 + 7 ≤ (N − (N1/2 − 7/2)2)1/2 + 7 = 7 + (7√N − 49/4)1/2 .
We now combine Lemma 3.2 and Lemma 3.3 to obtain
Lemma 3.4. For D > 7 · 106 one has S(D) < √3/2 ·D2 + D
2
√
3
− 1.
Proof. We take ε = (3
√
3 − 5)/2 and δ := 0.13 as in Lemma 3.2. Let N =
(
D+
√
5/2·ε
2
)2
.
Note that D > 6.7 · 106 implies
N + f(N) >
(
D + δ
2
)2
,
where f(N) is as in Lemma 3.3. So we can apply Lemma 3.2 and Lemma 3.3 to obtain
S(D)−
√
3/2 ·D2 ≤ (
√
3δ + ε/2) ·D + 2ε ·
(
7 +
(
7
√
N − 49/4
)1/2)
+ 0.02 <
D
2
√
3
− 1,
where the last inequality is true for all D > 1590.
Lemma 3.5. For D ∈ [2 · 103, 7 · 106] one has S(D) < √3/2 ·D2 + D
2
√
3
− 1.
Proof. For D ∈ [2.3 · 105, 6.7 · 106] we use Lemma 2.1 with ε = 1
17
. By this lemma, if there
exist integers x, y such that
(1)‖
√
3x‖ < ε (2)‖
√
3y‖ < ε (3)2
√
x2 + y2 ∈ [D +
√
2ε,D + 2ε], (4)
then
S(D) <
√
3/2 ·D2 + 2
√
3 +
√
2
17
·D + 7
289
<
√
3/2 ·D2 + D
2
√
3
− 1,
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where the last inequality is true for all D > 600. In order to check that there exist x, y
satisfying all three properties, we use a computer: We list all x ≤ 3.5 · 106 satisfying
‖√3x‖ < ε and go through all pairs x ≤ y to compute 2
√
x2 + y2. We then check that
any interval of length (2−√2)ε ≈ 0.034 contains at least one such number.
For numbers D ∈ [2 · 103, 2.3 · 105] we simply list all possible triangles of interest: For
every pair (x, y) with ‖2√3x‖, ‖2√3y‖ ≤ 1/10 and x2 + y2 < 1012 we compute numbers
z and t closest to x−
√
3y
2
and y+
√
3x
2
respectively and then add a triangle with vertices
(0, 0), (x, y) and (z, t) to a list. We then compute its smallest side and its area to compute
(an upper bound for) S(D).
4 Sliding
In this section we give a lower bound for S(D) in the presence of sliding.
Theorem 3. In the presence of sliding for D ≥ 1 one has S(D) > √3/2 ·D2 + D
2
√
3
− 1.
Proof. Let OW be the base and A and B be remaining vertices of two M-triangles, see
Definition 2.2. Since areas of all M-triangles is S(D), line AB is parallel to the base
OW . By switching A and B if necessary, we may assume that points O,A,B,W form a
trapezoid in this order. It is an easy check that in any trapezoid one has |OB|2+ |AW |2 =
|AO|2 + |BW |2 + 2|AB| · |OW |. Using the fact that all sides of maximal triangles are at
least D and |AB| ≥ 1, we obtain
|OB|2 + |AW |2 ≥ 2D2 + 2D.
So at least one of OB and AW is at least (D2 +D)1/2. Hence, S(D) is at least twice the
area of a triangle with sides (D,D, (D2+D)1/2) which is at least
√
3/2 ·D2 + D
2
√
3
− 1 for
D ≥ 1.
Lemma 3.4, Lemma 3.5, Theorem 3, and computations from [1] immediately prove
Theorem 1.
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