A simple discontinuous map is proposed as a generic model for nonlinear dynamical systems. The orbit of the map admits exact solutions for wide regions in parameter space and the method employed (digit manipulation) allows the mathematical design of useful signals, such as regular or aperiodic oscillations with specific waveforms, the construction of complex attractors with nontrivial properties as well as the coexistence of different basins of attraction in phase space with different qualitative properties. A detailed analysis of the dynamical behavior of the map suggests how the latter can be used in the modeling of complex nonlinear dynamics including, e.g., aperiodic nonchaotic attractors and the hierarchical deposition of grains of different sizes on a surface. The quest for simple deterministic models that exhibit complex and unpredictable temporal evolution 1-4 has been the subject of intense interest. Most remarkable examples are provided by systems of nonlinear ordinary differential equations leading to chaotic behavior, as the Lorenz 5 or the Rössler 6 systems, and by time-discrete difference equations, as the logistic map 1,7 or the Bernoulli shift 3 . All these systems involve dynamical variables taking on numerical values that can be expanded in terms of a (generally infinite) convergent series of rational numbers in a radix (base) p ∈ N (p > 1). The latter are each formed by an integer power of the radix p multiplied by an integer in the interval [0, p − 1] called a digit. In this work, by directly addressing and manipulating digits (by means of a digit function that we have recently introduced 8-11 ) we uncover a digit replacement operator that allows a generic map for nonlinear dynamical systems to be formulated. Our model is exactly solvable in wide regions of parameter space and encompasses a wide variety of complex nonlinear dynamical behavior from a new perspective.
A simple discontinuous map is proposed as a generic model for nonlinear dynamical systems. The orbit of the map admits exact solutions for wide regions in parameter space and the method employed (digit manipulation) allows the mathematical design of useful signals, such as regular or aperiodic oscillations with specific waveforms, the construction of complex attractors with nontrivial properties as well as the coexistence of different basins of attraction in phase space with different qualitative properties. A detailed analysis of the dynamical behavior of the map suggests how the latter can be used in the modeling of complex nonlinear dynamics including, e.g., aperiodic nonchaotic attractors and the hierarchical deposition of grains of different sizes on a surface.
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The quest for simple deterministic models that exhibit complex and unpredictable temporal evolution [1] [2] [3] [4] has been the subject of intense interest. Most remarkable examples are provided by systems of nonlinear ordinary differential equations leading to chaotic behavior, as the Lorenz 5 or the Rössler 6 systems, and by time-discrete difference equations, as the logistic map 1, 7 or the Bernoulli shift 3 . All these systems involve dynamical variables taking on numerical values that can be expanded in terms of a (generally infinite) convergent series of rational numbers in a radix (base) p ∈ N (p > 1). The latter are each formed by an integer power of the radix p multiplied by an integer in the interval [0, p − 1] called a digit. In this work, by directly addressing and manipulating digits (by means of a digit function that we have recently introduced [8] [9] [10] [11] ) we uncover a digit replacement operator that allows a generic map for nonlinear dynamical systems to be formulated. Our model is exactly solvable in wide regions of parameter space and encompasses a wide variety of complex nonlinear dynamical behavior from a new perspective.
I. INTRODUCTION
A dynamical system 12,13 is a pair (M, φ), where M is a compact metric space and φ a continuous map φ : M → M . In this article we introduce a generic map for nonlinear dynamical systems φ : R → R where φ is discontinuous. However, as we explicitly show, discontinuity can be seen here as arising from the discretization (shadowing) of any arbitrary specific continuous dynamics as governed by an arbitrary non-autonomous map. a) garmovla@uv.es Some advantages of our formulation become evident, as soon as it is realized that the mathematical method presented allows each digit of any numerical quantity to be individually addressed. As a consequence of this, the temporal evolution that constitutes the output of the map can be mathematically designed in detail a priori through its few control parameters. We find, for example, that the specific shape of any regular oscillations on an attracting limit cycle can be mathematically engineered. The method also allows the design/modeling of time series with irregular or aperiodic waveforms.
This article is organized as follows. In Section II we introduce the mathematical tools, the digit function and the replacement operator, in which our approach is based. Then, we show how to convert any arbitrary nonautonomous map into the generic map that is the object of our study (see Eq. (8) below). In Section III we discuss in detail its dynamics, providing explicit solutions for the orbits of the map. Our discussion culminates in a model for aperiodic nonchaotic attractors, showing how they can be constructed in phase space, all attractors sharing aspects of the same qualitative dynamics (even when they can be made distinguishable). We prove that, in spite of the dynamics on the attractors being aperiodic, the Lyapunov exponent is zero.
II. FORMULATION OF THE MAP
Since our approach is based on the possibilities opened by a digit function that we have recently discussed in connection with fractals 8,9,14 and cellular automata 10, 11 we first introduce this function. Let p > 1 be a natural number called the radix. Any arbitrary real number x can be represented in radix p as
where
and where the brackets . . . denote the floor (lower closest integer) function. As an example, in the decimal radix p = 10, the number π ≡ 3.1415 . . . has digits
Trivial properties of the digit function that can be directly checked from its definition are the p k+1 periodicity
and the scaling property
The reader is referred to 8 for other properties of the digit function and a detailed discussion/derivation of them.
In this paper we shall consider t a non-negative integer. In this case d p (0, t) = t mod p, i.e. the zeroth digit function of an integer number is equal to that number modulo the radix p. We then observe that
The number log p |x| in Eq. (1) is the maximum exponent of the power of the radix with which x ∈ R is represented in radix p.
14 Thus, the function log p |x| gives the order of magnitude of x when x is written in radix p. The following function
gives the leading part of x, when written in radix p. For example, let x = 6.022 · 10 23 , then lp 10 (x) = 6 · 10 23 . As another example, we have lp 10 (204) = 2 · 10 2 but lp 2 (204) = 1 · 2 7 since 204 is written in radix p = 2 as (11001100) 2 and thus 204 = 1 · 2
The map studied in this article has the general form
where x t ∈ R and µ t ∈ R are both non-negative realvalued functions at discrete time t, x t being the dynamical variable and µ t being the 'objective signal' ruling the instantaneous dynamics and j t and k t are integer-valued functions that also evolve with time. The parameter p, called the radix, is a natural number p ≥ 2. The map Eq. (8) has the following meaning: At time t + 1, the value of the dynamical variable x t+1 is given by x t but replacing the j t -th digit of x t by the k t -th digit of µ t when both numbers are written in radix p. Thus, the map replaces a single digit of the numerical value of x t at each time step by a single digit of µ t .
To show how Eq. (8) can be derived starting from an arbitrary non-autonomous map
we approximate x t at each instant of time t by the leading part of x t (i.e. we neglect the contribution to x t of any digit that is not the most significant one). Therefore, we have, in terms of the leading part lp p (x) function defined in Eq. (7),
for any r t , q t ≥ 2. The radix values r t , q t ∈ N can be conveniently chosen at each time so as to optimize the approximation 15 . We demand here that they are equal to some powers r t ≡ p
(1) t and h (2) t being integers. We let p constant and regard h
(1) t and h (2) t as functions of time. We also demand the following inequalities (which can always be satisfied by suitably chosing p)
where the brackets {. . .} denote the fractional part function. By subtracting Eqs. (10) and (11), we obtain
We now note that,
as well as
Thus, if we take
at each time so that
we see that, if we identify
by using Eqs. (13) and (14) and by replacing all these quantities in Eq. (12) we finally obtain Eq. (8) . We note that there is considerable freedom above to choose h
t and µ t . This freedom is related to a scaling property of the replacement dynamics that we point out below, see Eq. (20) .
We thus conclude that the dynamics of any arbitrary non-autonomous map, Eq. (9), can always be approximated by a digit replacement dynamics given by Eq. (8) . The contrary, however, is not necessarily true, i.e. there are choices for j t , k t and µ t in Eq. (8) such that the latter equation cannot be approximated by Eq. (9) .
Since the digit replacement dynamics, Eq. (8), is more general than the dynamics provided by a nonautonomous map of the form Eq. (9), the aim of the rest of this article is to study the digit replacement dynamics for the simplest input functions j t and k t ; the latter being constant, linear, or simply periodic functions of t. We shall take µ t = µ constant throughout.
We define the replacement operator, R p (j, k; a, b) as
This operator replaces the j-th digit of a by the k-th digit of b (when both are written in radix p). Thus, the digit replacement dynamics of map Eq. (8) is concisely written in terms of this operator as
We observe that, for any integers h and j, because of the scaling property of the digit function, Eq. (4), the following important relationship holds
III. ANALYSIS OF THE DYNAMICS
The richness of the dynamical behavior of Eq. (19) is better explored and understood step by step starting from the most trivial instances of j t and k t and progressing to more complex behavior. If j t = log p x t and k t = log p µ , with µ constant, Eq. (19) reduces to
which trivially replaces the most significant digit of x t by the most significant one of µ and does nothing else. Thus, already on the first time step, a fixed point x ∞ is so reached, with value
In the following, we shall, of course, consider more interesting and increasingly complex dynamics.
A. Relaxation to a fixed point
We can now consider j t and k t as a digit replacement dynamics going from the most significant digits of x t and µ to the less ones
so that Eq. (19) reduces to the simple form
This simple map can exactly be solved for the orbit for any initial condition x 0 as
The proof of this result is trivial by induction. At t = 0 we have
Let us assume Eq. (26) valid at time t. Then, at time t + 1
where we have used the obvious fact that, in this case log p x t = log p x 0 ∀t. This proves the validity of Eq. (26) . Thus, the map converges to the fixed point The fixed point at µ (= π in this case) is always present, independently of the value of p, although its basin of attraction is wider for p larger. Note the logarithmic scale on the xt axis.
We observe that there is indeed an infinite number of isolated fixed points separated in value by powers of p. The fixed point x ∞ = µ is always present regardless of the value of p, although its basin of attraction (which corresponds to all those initial conditions for which log p x 0 = log p µ ) is explicitly p-dependent. Thus, if x ∞ is the fixed point corresponding to x 0 , x ∞ attracts all initial conditions in the semiopen interval [p log p x0 , p log p x0 +1 ) but there is also a fixed point p n x ∞ for any n ∈ Z which attracts all initial conditions in the interval [p n+ log p x0 , p n+ log p x0 +1 ). The existence of these fixed points is a consequence of the scale invariance implied by Eq. (20) . From Eq. (29) we also observe that the larger p, the wider the basins of attractions of the fixed points. We also note that for x 0 = 0, x ∞ = 0 independently of µ since log p 0 = −∞.
In Fig. 1 the evolution of x t is plotted for initial conditions x 0 ∈ [1, 9900] as obtained from Eq. (26) for µ = π and for p = 2 (left) and p = 10 (right). We observe the existence of fixed points for the values predicted by Eq. (29) and the observation made above that the larger p, the wider their basins of attraction. In the range of initial conditions considered, there are 13 fixed points for p = 2 and four fixed points for p = 10. As we see, independently of the value of p, µ = π is always a fixed point for the range of initial conditions log p x 0 = log p µ (the thickness of the basin of attraction of the fixed point being p-dependent) as obtained from the theory above. We also observe that the smaller p, the slower the convergence to the fixed points. This is clear from the fact that for lower p and constant x 0 , more digits are needed to render x 0 up to a certain precision and the number of such significant digits is directly proportional to the duration of the transient. The evolution to µ, starting from an arbitrary x 0 generally converges in a non-monotonic, nonlinear manner. For x 0 = √ 2 the successive iterates of the map for µ = π and p = 10 are
where it is clear that the convergence to the fixed point π is achieved by replacing at each time step t a less significant digit of x 0 by the corresponding one of π (the digits that have been replaced are written in bold above). For p = 2, we have, however, the sequence of iterates given by
as predicted by the above development. Although it is not apparent that this latter evolution is a digit replacement dynamics, this is only so because we are giving the numbers in the decimal radix. Had we chosen the binary radix for the representation of the above numbers, we would then see that, indeed, digits of x t (that are all 0 or 1) are being gradually replaced by those of µ (from the most to the less significant places). Thus, although the choice of the radix is immaterial for the numbers themselves (a number is 'always the same' regardless of the radix used) the radix p, in which the dynamics governed by Eq. (25) takes place, constitutes the optimal representation 15 to understand what is going on. Eq. (25) and the above mathematical development finds a physical application in the problem of hierarchical deposition of debris on a surface, in which grains of different sizes are deposited in an order related to their size, from larger to smaller grains [16] [17] [18] [19] . Here, the deposition takes place according to a certain rule in which grains of bigger size deposit first and a next generation of grains, which are smaller by a factor ∼ 1/p 3 , deposit next. We first construct a model for µ, that characterizes the objective attractor. We have recently found 9 , that if u and v denote spatial coordinates on the plane R 2 then, for R ∈ [0, p p 2 − 1] an integer and k max ≡ max{ log p u , log p v }, the function given by
is a surface with fractal self-affine properties 9 . Thus, if we start from a 'clean' surface x 0 (u, v) = 0 it is now clear, from the discussion given above, that this surface will be an attractor of the dynamics given by the map
which corresponds to Eq. (25) with µ = b p (u, v; R) and with x t having now a spatial dependence x t (u, v) on the real coordinates u and v. We also fix, in Eq. (25), log p x t = log p x 0 = log p b p (u, v; R) . Thus, from Eq. (29), we observe that if we start from a 'clean' surface x 0 (u, v) = 0 the map shall converge to
for any point (u, v) on the plane. This convergence proceeds as follows. On the clean surface, in the first iteration the first grains are deposited, with area p
and height We observe a fractal surface deterministically growing from the coarser to the finer details. Although we have considered a digit replacement dynamics from most to less significant digits, it is also possible to select at random the digit to be replaced and the attractor will be the same, after a sufficiently large number of time steps. In combination with our results in 9 this provides an explanation of why iterated functions systems 20 generally lead to fractal attractors.
B. Periodic orbits
Let us now consider j t and k t given by the following simple expressions
in which case, Eq. (19), reduces to
At each time step the most significant digit of x t is replaced by a digit of µ that is d n (0, t) digits away (to less significant places) from the most significant digit of µ, given by log p µ . We note that, at every time, only one of the n most significant digits of µ are used to replace the most significant digit of x t . This is so because of the digit function being periodic, as made explicit by Eq. (3), and one has
There are thus two possibilities: 1) any of the n most significant digits of µ is equal to zero when written in radix p, in which case x t converges to zero; 2) none of the n most significant digits of µ when written in radix p is zero, in which case, because of Eq. (36) the orbit of x t has period n as well. The case 1) is easy to understand. For, if any of the n most significant digits of µ in radix p is zero, after n time steps the most significant digit of x t has been once replaced by zero and as a result log p x t becomes more negative. This means that the leading part of x t decreases in a factor of p. If this process is repeated an infinite number of times log p x t = −∞ which means that the leading partis proportional to p −∞ , i.e. that x t has converged to zero.
We now concentrate on the more interesting case 2) in which none of the n most significant digits of µ is zero. The orbit can again be trivially solved in this simple case, and has for any t ≥ 1 the form
since all time dependence affects only the most significant digit of x t accompanying a power p log p x0 of the radix and all other digits are left invariant. This time dependence has period n for all t > 0 as can be seen by making the transformation t → t + n and observing that, since d n (0, t − 1 + n) = d n (0, t − 1), this implies, from Eq. (37) that x t = x t+n ∀t ≥ 1. Thus, for example, for b = 27, p = 10 and starting from x 0 = √ 2, Eq. In Fig. 3 , the evolution of the map Eq. (35) is plotted for p = 9 (left) and p = 10 (right), for µ = 2359765 and n = 7. In both cases the orbits have period T = n = 7 for all initial conditions. Although the period is the same, the shape of the oscillations is affected by changing p. Note that for p = 10 the digits of µ = 2359765 from the most significant to the less significant obey: 2 < 3 < 5 < 9, 9 > 7 > 6 > 5. As a consequence, the shape of the oscillation consist in each period of two different monotonic parts, an increasing one and a decreasing one. For p = 9, however, since µ = 2359765 is written as µ = (4385881) 9 in radix 9, we have that the shape of the oscillation consists of 5 different monotonic parts 4 > 3, 3 < 8, 8 > 5, 5 < 8 = 8, 8 > 1. In both cases we observe the existence of an infinite number of periodic attractors a distance h ∼ p log p x0 (p − 1) apart, each consisting of a continuous band of periodic orbits which is d ∼ p log p x0 thick. The existence of such periodic attractors is a consequence of the scale invariance of the replacement operator, made explicit by Eq. (20) .
We can now move a step further and consider a slightly more interesting dynamics that is easily understood from the above. Let m ≥ 1 and n ≥ 2 be both finite natural numbers. We take Again, we have two cases depending on whether any of the n most significant digits of µ in radix p is zero or not. The outcome of the former case is that x t converges to zero for a sufficiently long time, as before. We assume thus the latter case in what follows. The resulting dynamical evolution depends now on two periods n and m which lead, after a transient, to a periodic orbit, where the period T = lcm(m, n) is the least common multiple of m and n. Note that Eq. (19) is trivially invariant under the transformation t → t + lcm(m, n) in this case. Again we find attractors with a similar qualitative dynamics albeit with period T = lcm(m, n), as a consequence of the scale invariance, Eq. (20).
C. Distinct attractors in phase space with same qualitative dynamics
Let us now break the above mentioned scale invariance of Eq. (20) so that the attractors become distinct. The most straightforward way to achieve this is to make m in Eq. (38) dependent on the order of magnitude of x t i.e. on log p x t . Since m ≥ 1 the easiest way to break the invariance is to take
We then note that if x t is finite and its evolution is bounded to an interval [p k , p k+1 ) then m = k is constant, and the orbit has periodicity lcm(m, n) = lcm(k, n). Therefore, since m depends on x t we find that the dynamics now has attractors with different periodicities. We note that, since m = 1 + | log p x t | = 1 for any initial condition x 0 ∈ [1, p), Eq. (19) reduces to Eq. (35).
The thickness d calculated previously (see Fig. 3 ) is now equal to d ∼ p log p x0 −m+1 = 1. In Fig. 4 the evolution of x t as obtained from Eqs. (19) , (40), (41) and (42) 
) and x 0 ∈ [p 3 , p 4 ), respectively. Indeed, we have that T = lcm (m, n) for the set of initial conditions x 0 ∈ [p m , p m+1 ) and these observed periodicities correspond to the fact that m is now dependent on the initial condition through x t . Different colors have been chosen in Fig. 4 to indicate the now qualitatively different basins of attraction and the behavior of the initial conditions contained in them, thus emphasizing the breaking of the scale invariance. Although the thickness d ∼ p log p x0 −m+1 = 1 is independent of the initial condition, the fact that d is finite and does no longer scale with p log p x0 is revealed in the logarithmic scale of x t in Fig. 4 at low powers of the radix.
D. Aperiodic nonchaotic attractors
If n = ∞, in Eq. (39), we have, by using Eq. (6)
and Eq. (19) reduces to
We now consider µ an irrational number (for µ a rational number, the dynamics can be shown to be equivalent to the one described in Section B, since µ has then a period of digits after the radix point that repeats infinitely). We have to distinguish two cases: (1) if µ has N digits equal to zero after the radix point when written in radix p, x t can decay up to a factor p −N in the course of its trajectory since, each time such a zero is encountered and used to replace the most significant digit of x t we have log p x t+1 = log p x t − 1, i.e. the position of the most significant digit goes to the next less significant place; (2) if µ does not contain any digit equal to zero when written in radix p, we have log p x t = log p x 0 i.e., the position of the most significant digit of x t is constant, the dynamics is aperiodic and bounded to the interval [p log p x0 , p log p x0 +1 ) and there exist an infinite number of different aperiodic attractors that are separated and are not sensitive to nearby initial conditions. This is easily understood by taking the limit n → ∞ from the case discussed above and illustrated in Fig. 4 . The period of the oscillations is given by T = lcm(m, n) and when n tends to ∞ so does T . The dynamics is as follows. The m most significant digits of x t are cyclically replaced by less and less significant digits of µ. Therefore, if µ is irrational and does not contain any nonzero digit this process does not end on a finite time and, since less significant digits of µ replace the most significant digits of x t the temporal evolution of x t is necessarily aperiodic.
To find values of µ for which no decay to zero happens and one is left with an evolution that is forever aperiodic, let α be any arbitrary irrational number. Then, the number µ(α) defined by
is generally irrational as well (for p > 2) and does not contain any digit equal to zero when written in radix p. To see this note that
where we have used that
Thus, we find that µ has digits
and since d p−1 (j, α) is an integer which obeys 0
, and, therefore, no digit of µ is equal to zero when written in radix p. That value of µ leads Eq. (45) to produce an aperiodic sequence of real numbers which is bounded from above and from below and which is contained in an attractor, the distance between close orbits within the attractor being constant even when the orbit themselves are all aperiodic. This is so by mathematical design. The constancy of the distance shall be rigorously proved below (see Eq.
(56)). Before we give a detailed example of this behavior, we mention that the recipe in Section III C to break the scaling invariance also applies in this case if we make m to depend on t so that the dynamics is now given by
with
In this way, all initial conditions contained in each separate interval [p h , p h+1 ) with h ∈ Z converge to a distinct separate attractor.
Let us illustrate all above with a particular example. We focus first on the former case, where µ may contain zero digits when written in radix p. We take µ = π π = 3.1415926535897932384626433832795028841971693 993751058209749445923078 . . .
and we see that for p = 10 there are digits equal to zero accompanying powers of the radix 10 −32 , 10 −50 , 10 −54 , 10 −64 , etc. Thus, we expect abrupt decays of those trajectories that satisfy d 1+| log p xt | (0, t) = 0, at t = 32, 50, 54, 64, . . ..
In Figure 5 (left), the evolution of x t obtained from Eq. (49) is plotted for the initial conditions in the set x 0 = [1, 9900], m = 1 + | log p x 0 | and µ = π. We see that, although aperiodic trajectories seem to attract subsets of the initial conditions, some of these trajectories abruptly decay at t = 32, 50, 53 and 64 which are those times predicted above. For example, the trajectories colored blue (whose initial conditions belong to the interval [10 3 , 10 4 )) satisfy d 1+| log p xt | (0, t) = d 4 (0, 32) = 0 at t = 32 and, therefore, they decay by a factor p and at t = 33 meet the red curves in the lower level. The latter remain unaffected since they satisfy d 1+| log p xt | (0, t) = d 3 (0, 32) = 2. At a later time, t = 54, both blue and red trajectories decay together since now d 1+| log p xt | (0, t) = d 3 (0, 54) = 0. All crossings and complex transitions can thus be explained through the theory presented above. Since π may surely contain an infinite number of digits equal to zero (not regularly spaced), we can safely say that all trajectories decay to zero after a sufficiently long time.
Let us now construct an irrational number by means of Eq. (47) such that we can explore the case (2) above in which the trajectories do not decay to zero but x t stays bounded within an interval p log p x0 , p 
which does not contain any zero digit for p = 10. We now consider the temporal evolution of x t taking this latter number µ(π) as parameter. In Figure 5 (right) x t obtained from Eq. (49) is plotted for the initial conditions in the set x 0 = [1, 9900], m = 1 + | log p x 0 |, p = 10 and µ = µ(π). Stable aperiodic oscillations are shown to attract connected sets of initial conditions. The attractors are all qualitatively distinct, by virtue of the scaling symmetry breaking, and each displays a distinct aperiodic behavior. The trajectory exhibits more abrupt and sudden changes for m = 1 + | log p x 0 | close to unity (i.e. for x 0 ∈ [1, p)) and is coarser for x 0 larger. We observe that there is no exponential sensitivity to initial conditions even when the resulting dynamics is forever aperiodic: all close initial conditions within an interval p log p x0 , p
are attracted to a thin band of aperiodic trajectories of thickness d ∼ 1 where they keep a constant distance.
We can, indeed, rigorously prove that the distance of trajectories starting infinitesimally close remains constant: The Lyapunov exponent of the map is zero for every possible value of m in Eq. (52) as we proceed to show. Let x t and x t be two different trajectories starting from initial conditions x 0 and x 0 that are infinitesimally close. In practice, this means that we can take
with s sufficiently small. Here we have used Eq. (1) to expand |x 0 − x 0 | in radix p thus making clear that the digits of the initial conditions x 0 and x 0 are equal up to s significant digits after the radix point. Since m is equal for both trajectories that are infinitesimally separated because m = 1 + | log p x 0 | = 1 + | log p x 0 | and since m is finite, positive, and non-vanishing, it is enough to take s > m. The dynamics only affects the m most significant digits of x t and x t and leaves all other unaffected. Furthermore, and crucially, each single digit of x t and x t that is being replaced at each time t is at the same position relative to the radix point for both numbers, and it is replaced by the same digit of µ (i.e. the k t -th digit of µ, as given by Eq. (51) at each t). Consequently, the difference of the contributions coming from these m digits to |x t − x t | cancel out and we are only left with
at every time. Therefore, the Lyapunov exponent
which means that the attractor, in spite of being aperiodic, is not chaotic. The above proof is equally valid for the dynamics described in Sections B and C. For the dynamics in Section A we, trivially, find λ = −∞, since ∆ t → 0 as t → ∞ as a consequence of the existence of a stable fixed point given by Eq. (29) which is the same for both trajectories.
We must emphasize the importance of µ being irrational for the dynamics above being aperiodic. Because if µ were rational, then it would have an infinitely repeating period of, say, a 0 digits after the radix point, and the dynamics would trivially reduce to the ones described in Sections B and C (with n = a 0 finite).
Let us summarize the results of the above analysis, all trivial consequences of our construction:
• The dynamics is aperiodic on the attractor.
• The Lyapunov exponent is zero.
• This behavior is possible only if µ is an irrational number. If µ is rational, the dynamics is periodic.
Although we are not establishing here the fractal character of the aperiodic attractors, we must remark the analogy of the behavior that we have described with the one found in so-called strange nonchaotic attractors (SNAs) [21] [22] [23] [24] [25] [26] [27] [28] [29] , which are driven by a forcing consisting of an incommesurate ratio of frequencies (this ratio being an irrational number that plays an analogous role to µ here). A SNA is a fractal structure attracting the trajectories in phase space so that the dynamics of the system is not exponentially sensitive to initial conditions (its Lyapunov exponent being non-positive). The existence of SNAs was first pointed out in a seminal paper by Grebogi, Ott, Pelikan and Yorke 21 and have been widely studied since [22] [23] [24] [25] [26] [27] [28] [29] . Experimentally, SNAs were first discovered in the buckling of a magnetoelastic ribbon driven quasiperiodically by two incommensurate frequencies with the golden ratio relationship 30 . Since then they have also been reported in other laboratory experiments involving electrochemical cells 31 , electronic circuits 32 , and a neon glow discharge 33 . Recently, based on the unprecedented light curves of the Kepler space telescope, SNAs have also been observed for the first time out of the laboratory in the dynamics of the RRc Lyrae star KIC 5520878, a blue-white star 16 000 light years from Earth in the constellation Lyra 34 . The temporal dynamics exhibited by the trajectories in Fig. 5 (right) on any of the attractors (differently colored) seems very similar to the time series found in SNAs, as for example the ones obtained (in continuous time) with a modified driven pendulum equation that has been used to model a driven SQUID with inertia and damping 32 , see also Fig 1c in 28 . We must however remark that the dynamics is here time-discrete and that the Lyapunov exponent is zero.
If we set m constant, independent of x t (i.e. x 0 ) in Eq. (52), we recover back the scaling invariance and the above model reduces to Eqs. (43), (44) and (45) and all aperiodic attractors in phase space become synchronized in phase (which in this context means that, although the signals x t have different value, all their local maxima and minima are locked and synchronous in time). Thus, in this situation, if one thinks on each separate aperiodic attractor as reflecting the evolution of an independent subsystem within a composite system, the aperiodic attractors are synchronized very much like in reference 27 , where synchronization of SNAs is discussed.
Although we must conclude here our discussion of Eq. (19) it should now be clear that if µ is no longer a parameter but a function of x t as well, we can have chaotic attractors as a result. Already if we simply replace α by x t in Eq. (47) and µ by µ(x t ) in Eq. (45) or (49), the result is an aperiodic dynamics that is exponentially sensitive to initial conditions: The closer two different initial conditions x 0 and x 0 are, the longer the trajectories evolve together. However, as soon as the corresponding digits of x t and x t that are being used to replace the m most significant digits of x t and x t begin to differ, the trajectories begin to depart aperiodically from each other and one can show that the Lyapunov exponent is positive in this case. In the long term, the value of x t cannot be estimated from the value of x t even when both x t and x t were initially close.
IV. CONCLUSIONS
In this work we have applied methods of digital mathematics 8, 9, 14, 15 to construct a generic nonlinear map which operates by replacing digits of the numerical value of a dynamical variable x t by those of a control parameter (or signal) µ. By considering increasingly complex dynamics, we have shown how our map can be used to mathematically design aperiodic non-chaotic attractors. We have explicitly shown how this map can be understood as a discretization of any arbitrary nonautonomous map by working out in detail a mathematical method to achieve this connection in general. Then, we have investigated the most simple cases of digit replacement dynamics. Although the notation and the functions introduced here may seem unfamiliar, we believe that the nonlinear behavior obtained from the map is simpler to understand than the complex behavior arising from polynomial normal forms and maps involving transcendental functions. We have explicitly shown how limit cycle oscillations and aperiodic behavior can be mathematically designed, showing the advantages of this formulation.
The theoretical results presented in the manuscript may be reproducible in experiments with nonlinear electric circuits. The digit function can be obtained in practice from a certain superposition of square waves or from a sawtooth signal appropriately quantized. Thus, a circuit element performing the replacement operator may be constructed and the electric current through it may be shown to reproduce the results presented in the manuscript.
Although all physical numbers are radix independent, they are all always represented in a specific radix (e.g. the usual decimal radix). We have here thus constructed a new class of dynamical systems by regarding the possibility that the digits of the numbers are being replaced at each instant of time (what every function indeed does) one by one. Note that in this article it is irrelevant which radix we actually choose for giving the numbers. However, if we choose the optimal representation for the radix p at which the digits are being replaced, it becomes at once clear how dynamical processes, obtained through digit replacement, evolve in time.
