Abstract Attack polvmorphism is a powerful tool f o r the attackers in the Internet
Introduction
Since a signature-based Network Intrusion Detection System (NIDS) identifies an attack instance by exactly matching attack signatures against the incoming and outgoing data packets, when the well-known attacks are modifiedtransformed differently, the NIDS might fail due to its inability to match them in its signature database. Sometimes, we call these transformed attacks (but all from one single original attack signature, for the
Serion Fire
Senwin. dki,iugrserrr purpose of IDS evasion) "polymorphic attacks". In this paper, we propose a new solution to accurately identify one particular type of polymorphic attacks, known as polymorphic shellcode. Due to the space limitation, solutions for dealing with other types ofpolymorphic attacks are discussed in [I] .
In polymorphic shellcode attacks, the attacker can choose an unknown encryption algorithm to encrypt the attack code and include the decryption code as part of the attack packet. The trick here is to utilize an existing buffer-overflow exploit and to set the "retum" memory address on the over-flowed stack, to the entrance point of the decrytion code module. The attacker can transform every other bit in the packet payload to avoid being detected by a signature-based NIDS, but a critical constraint exists on the range of.the "return" memory address that can be twisted. Our solution, Buttercup, is simply to identify the ranges of the possible retum memory addresses for existing huffer-overflow vulnerabilities, and if a packet contains such addresses, a redyellow flag might be raised. For the evaluation of false positives, we have modified SNORT [2, 3] , an open-source signature-based NIDS, and selected 19 exploits to test against 55 different TCPdump traffic files. For one of our range matching algorithms, the false positive rate is as low as 0.01%, while the rates for other simpler algorithms are all below 1.13%. Hence, with Buttercup, we can drop all worm packets based on the known buffer-overflow vulnerabilities, while dropping only 0.01% of the good packets in the Internet.
The rest of this paper is organized as follows. Section 2 describes buffer overflows and polymorphic shellcode. Section 3 presents Buttercup, our proposed solution to ,detect polymorphic shellcode. The simulation results and analysis are presented in Section 4. Section 5 presents some of the related work and w e finally conclude and provide suggestions for future work in Section 6 .
Background
In this section. we briefly describe buffer overflows and polymorphic shellcode.
Buffer Overflow
On many C implementations, writing past the end of an array causes the execution stack to get corrupted. The stack is used to dynamically allocate the local variables used in functions, to pass parameters to functions, and to return values from functions as shown in Figure 1 . It also stores the retum addresses for function calls and this is what makes it vulnerable. A buffer overflow [4,5,6] is the result of stuffing more data into a buffer than it can handle. The data that does not fit into the allocated buffer space ovenvrites the bytes after the allocated buffer space in the stack, including the r e m address. When the stored return address on the stack gets replaced by some arbitrary value due to a buffer overflow, the function returns and tries to read the next instruction from that address. This results in a segmentation violation. By sending a string that overflows a buffer such that it fills the return address on the stack, with an address where arbitrary code is placed, one could use the buffe; overflow vulnerability to execute one's own code. Most of the time, it involves spawning a root shell and then executing commands on it. The hexadecimal representation, of the commands in machine language, which are used to spawn a shell, is sent as a part of the string that is used to overflow the buffer. This string is thus called the shell code. Importance of return address When a buffer overflow vulnerability is discovered, the most important requirement for an exploit to work is to get the return address right. A buffer overflow exploit involves loading shellcode onto the buffer and overwriting the return address variable of the stack frame so it points hack into the buffer. Hence, the address placed in the return address variable would be a value within the address space allocated for the process i.e., the shellcode is executed off the stack. If the shellcode occupies a portion of memory other than the memory space of the program we are trying to exploit, a segmentation violation
The problem faced when trying to overflow the buffer of another program is to figure out at what address the buffer (and thus the exploit code) will he. One possible solution is to pad the front of the buffer overflow with NOP instructions that perform NULL operations. If the r e m address points anywhere in the string of NOPs, they will just get executed until they reach the shell code. For remote overflow exploits, the intruder can compile and analyze the service program on his machine to get a rough idea of the correct address, the exact value of which depends on the environment variables that the user has set. Hence, in order to increase the chances ofpointing to the exploit code, a string of NOPs are placed, as in local exploits.
2.2.

Polymorphic shellcode
Polymorphic shellcode [7] is basically a functionally equivalent form of a buffer overflow exploit with a different signature on the network. As it hits the target machine, it reassembles, having eluded the IDS [SI.
A well-known tool that generates polymorphic shellcode is a polymorphic buffer-overflow engine called ADMutate [9] . An attacker feeds the ADMutate a buffer overflow exploit to generate hundreds or thousands of functionally equivalent exploits [IO] . This is accomplished by using simple encryption techniques, along with the substitution of functionally equivalent machine-language instructions. such as multiple code paths, non-operational pad instructions, out-of-order decoder generation and randomly generated instructions make it look different each time.
The only part of the script that remains constant through each instance of a buffer overflow attack is the return address. In fact, even the return address is modified by modulating its least significant bit, but when this is done, sometimes, the address may no longer be valid when it hits the target. Hence, we intend to use this part of a buffer overflow attack script in enabling an IDS to detect polymorphic shellcode.
3.
As we saw above, one solution to the problem of determining the return address to exploit a buffer overflow vulnerability is, to pad the front of the shellcode with NOP instructions. If the return address points anywhere within the NOPs, they will just get executed till the exploit code is reached. Using this method, the exploit might work for a certain range of values since the return address could point anywhere within the string of
NOPs.
Hence, for every buffer overflow vulnerability, the return address is overwritten with a value, which can only lie within a certain range of values (the process' address space). By determining the address range for a particular buffer overflow exploit and looking for values that lie within this range, in incoming packets, we hope to detect the exploit.
Determination of address range values
Determining a lower limit and an upper limit within which the return address can fall can reduce the range of values, which need to be checked, further. The lower limit would be the address at which the buffer starts since the string we send to overflow starts at the start of the buffer.
Let's take a look at the example we saw above ( Figure 2 ). In this example, since the buffer starts at address OxEl, the lower limit of our address range would he OxEl. Since the string in the example can be changed by increasing or decreasing the number of NOPs, we try to determine a suitable range that would help ns detect the attacks even if the number of NOPs is changed.
In We have thus determined that there is definitely an upper limit and a lower limit within which the return address of the shellcode of a buffer overflow exploit should fall. The only task left now is determining the address range. This range of values can aid in the detection of a particular buffer overflow exploit.
In some buffer overflow exploits targeting Windows systems (such as Code Red and Slammer worms), the return address does not point directly into the stack. It points to a CALL or JMP instruction in a DLL, which in turn points back into the stack. Buttercup can still be used to detect the address range of the CALL or IMP instruction in the particular DLL.
Implementation of proposed solution
We implemented the solution by including a new keyword in Snort-2.0.0 called "range". We call this implementation of OUI solution in Snort, Buttercup. In Buttercup, a new detection plugiu file named sp-range-check, was included in Snort version 2.0.1, which takes 32 bits at a time from the payload of the incoming packet, starting from the first byte, and compares it against the two values provided as the values for the "range" keyword. If it lies within the range, then the buffer overflow alert corresponding to those return address values is generated. Else, the 32 bits starting from the next byte are compared with the two values. The range .values are obtained by getting the return address used for a particular buffer overflow exploit and initially, the lower limit is taken to be a value -200 from the return address value and the upper limit is a value +200 from the return address value. In this way, the entire packet is analyzed. We also obtained a range for the Microsoft Windows RPC Buffer Overflow vulnerability, which was exploited by the very recent Blaster worm that caused a lot of damage worldwide. We obtained this range by studying some exploit codes for this vulnerability. The lower range and higher range values were found to be Ox77d73713 and Ox77DZb63 respectively. However, a rule for detecting this attack wasn't added to our rules file before we performed all the tests, since this vulnerability was exploited only recently.
3.2.
In order lo reduce the number of false positives further, 2 other keywords, 'rangeoffset' and 'rangedepth' were introduced. The value provided with the 'rangeoffset' indicates the starting point in the packet payload from where the 32-hit values are checked. The 'rangedepth' sets the maximum search depth for the range check function to search from the beginning of its search region. The 'rangeoffset' and 'rangedepth' options are used as modifiers to rules using the 'range' option keyword.
Steps proposed to reduce false positives
By carefully studying the buffer overflow exploit code, we can determine the part of the shellcode in which the return address is placed and thus provide values for the above two option keywords. We also used the 'dsize' option keyword, already implemented in Snort, in order to flag alerts only for those packets that have payloads whose length falls within a given range in addition to containing the particular return address values. Using these three additional keywords, the number of false positives was brought down considerably. An example of a Snort rule containing the 'dsize', 'rangeoffset' and 'rangedepth' keywords, in addition to the 'range' keyword, is as follows: alert tcp $EXTERNALLNET any -> $HTrP_SERVERS any (msg:"MSSQL2000 remote UDP exploit"; range:"142ael00042bOcaa41"; dsize:475-550; rangeoffset:97; rangedepth20; )
The above rule is used for detecting attacks that exploit the MS SQL 2000 buffer overflow vulnerability. We detect these attacks by looking for values lying between 42ae1000 and 42hOcaa4, only in packets whose size falls in the range 475-550. Also, we look for these values starting from the 97" character in the packet payload and only within 20 characters from the starting point. As we can sec from this example, this greatly reduces the amount of processing that the IDS needs to do since it looks for the address values only in certain packets and only in certain portions of those packets instead of searching all the packet payloads from start to finish.
However, due to the complex nature of the shellcodes, we could not get values for the 'dsize', 'rangeoffset' and 'rangedepth' keywords for all of the exploits. We hope that through deeper evaluation, these values can he obtained for all the exploits.
[I I] is a complete version of the paper, which includes all the rules we have in included in the rules file for detecting polymorphic shellcode.
Simulation and Analysis
In this section, we describe the various tests that were performed on Buttercup in order to compare its performance with the original version of Snort. In order to determine the performance of our IDS architecture against polymorphic shellcode, various parameters, such as 'range' and 'dsize' values, were changed in our implementation and the performance of Snort observed in terms of processing time and percentage of alerts generated. Simulation For ow simulation, 55 real TCPdump files of network traffic were obtained from the MIT Lincoln Lahoratoty IDS evaluation Data Sets. These TCPdump files were provided as input to Buttercup, which included the 'range', 'dsize', 'rangeoffset' and 'rangedepth' keywords and 19 new rules. Buttercup was then tested for false positives on each of these files. 
Performance
We observe that the number of alerts generated by Buttercup is far greater than those generated by Snort. This is most probably due to a large number of false positives generated by Buttercup since the version of Buttercup used here does not contain the 'dsize', 'rangeoffset' and 'rangedepth' keywords.
From Table 1 , we observe that as the address range values are increased from +-50 to 1-500, there is a corresponding rise in the percentage of alerts generated. From Figure 4 , which shows the bar graph comparing the percentage of alerts for the various address range values, we can see that the percentage of alerts for the various range values doesn't change too much. For some variations in range values, such as between the +-200 and +-250, the percentage of alerts is almost constant. Since increasing the range values doesn't increase the number of alerts too much, we can conclude that this solution of detecting buffer overflow attacks is feasible. Table 2 compares the percentage of alerts generated for different versions of Buttercup for various TCPdump files. It can be observed from Figure 5 , which shows the bar graph more clearly depicting the percentage of alerts for the various versions of Snort, that the percentage of alerts is the greatest when only the 'range' keyword is used, is lesser when the 'dsize' (with symbol 'e') keyword is included and is the least when the 'rangeoffset' and 'rangedepth' keywords are also included. Hence, by studying a buffer overflow exploit carefully and determining the s u e of the shellcode and the part of the shellcode that contains the return addresses, the number of false positives can be brought down considerable, thereby, enabling a more accurate detection of buffer overflow attacks.
However, the drawback of narrowing the payload in which to look for address ranges is that some of the buffer overflow attacks may not be detected if there is a miscalculation in the 'rangeoffset' and 'rangedepth' values or if the shellcode is modified considerably. The same behavior repeats for the cases where symbol '>' is used with the 'dsize' keyword, but the percentage of alerts is far greater than those where symbol '0' is used. Hence, calculating the range in which the size of the shellcode falls helps us determine buffer overflow attacks more accurately than just looking for packets that are larger than a given size. It must be pointed out here that there is definitely a rangc for the size of the shellcode, since there aren't too many ways of modifying the size of a particular shellcode other than varying the number of NOPs included. Table 3 compares the processing times of four different versions of Snort for different TCPdump files and also lists the number of packets in each file. It can be observed that the TCPdunp files used aren't the same as the ones used in the above three cases. This is because these are the smaller TCPdump files, which didn't generate too many alerts and hence, are unsuitable for determining the performance of Snort in the first three cases. These files are, however, useful in this case, since the larger files cannot be used for determining the processing times because all the rules files are included in the snort.conf (since the performance is compared to the unmodified Snort with all its d e s filcs included). Since all the tules files are included. when the large TCPdump files are used, too many alerts are generated and Snort halts. It can be observed that the processing time increases sharply when the 'range' keyword is included as compared to the unmodified version. However, when the 'dsize' keyword is included, the processing time decreases since only packets whose payload size falls within a specific payload are searched for the address ranges. This considerably brings down the processing time. We would expect the processing time to decrease further when the 'rangeoffset' and 'rangedepth' keywords are added since the payload in which to look for address ranges is further narrowed down, but thts doesn't happen. In fact. the processing time increases slightly. It can be concluded that this happens due to the extra processing involved with the inclusion of two new keywords.
Also, it should be noted that this behavior is true for most of the TCPdump files, but, as can be observed from Table 3 , for some of them, the results are different. This is due to the fact that due to the complexity of some of the exploit codes, the 'rangeoffset' and 'rangedepth' values for all the rules could not be determined. Hence, some of the rules have just the 'range' and 'dsize' keywords, thereby leading to the inconsistency in the results of the TCPdump files. A final observation is that as the size ofthe TCPdump files increases, the processing time increases significantly.
5.
Related Work
Several solutions have been proposed to deal with the problem of buffer overflow attacks.
Some of them try to detect buffer overflow vulnerabilities and prevent them from being exploited while others try to detect an exploit before it causes any damage to the target system. StackGuard [I21 is a simple compiler technique, that is implemented as a small patch to gcc that places a "canary" word next to the return address when the function is called and before the function returns, detects the change of the return address by checking to see if the canary word has been changed. This method vimally eliminates buffer overflow vulnerabilities with only modest performance penalties.
Return Address Defender (RAD) [I31 is a simple compiler patch that automatically creates a safe area to store a copy of return addresses and automatically adds protection code into applications that it compiles to defend programs against buffer overflow attacks. RAD does not modify the source code or the layout of stack frames, so the binary code it generates is compatible with exisiting libraries and other object files.
A tool for the automatic detection of buffer overrun vulnerabilities in object code is presented in [14] . It searches the file systems for critical programs and tests them individually against buffer ovemns. For the vulnerable ones, the exploit is built and executed against the program. The system administrator is then notified of the vulnerability.
[ 151 describes a technique for finding potential buffer overrun vulnerabilities through the use of static analysis. The technique is to formulate detection of buffer ovemns as an integer range analysis problem. The advantages of this static analysis are that security bugs can be eliminated before code is deployed and new remotely exploitable vulnerabilities can be found and the disadvantage is it generates a large number of false positives and a small number of false negatives.
An approach that accurately detects buffer overflow code in the request's payload by concentrating on the sledge (e.g. string of NOPs) of the attack has been presented in [16] . This method works by performing abstract execution of the payload to identify sequences of executable code with virtually no false positives.
Finally, several solutions to detect polymorphic solution using an IDS have been proposed in [17] . These solutions include shellcode payload decryption, signatures to detect the decrypter engine, decrypter engine emulation and NOP section detection.
These pros and cons of the various methods are pointed ont and it is concluded that NOP section detection is the best technique.
All these papers;except the last one, do not deal with polymorphic shellcode detection using a signature-based NIDS, which is what Buttercup proposes. Most of them are solutions that need to he implemented in the compiler or detecting vulnerabilities in programs themselves and preventing them from being exploited.
Conclusion
In this paper, we focus on the weakness of signature-based Network Intrusion Detection Systems in detecting polymorphic attacks. When a regular attack, for which an NIDS already has a signature available in its signature database, is modified or transformed, the IDS might fail to detect it. We present a new solution here called "Bunercup" to counter against any attacks based on buffer-overflow vulnerabilities. We have implemented our idea in SNORT, and included 19 r e m address ranges of buffer-overflow vulnerabilities. We introduce three new keywords in SNORT namely 'range', 'rangeoffset' and 'rangedepth' and used a keyword already existing in Snort named 'dsize' to detect packets with return address values potentially lying within specific ranges.
For evaluation, with a suite of tests against 55 TCPdump traces, the false positive rate for our best algorithm is as low as 0.01%. This indicates that, potentially, Buttercup can drop 100% worm and other attack packets on the wire while only 0.01% of the good packets will be sacrificed. We believe that our solution is simple and practical as normally, a vulnerability is known long before the worms based on it are developed and launched.
Currently, Buttercup needs an accurate input of the rehun address ranges to be effective. For high-speed Internet worms, we are currently developing solutions such that Buttercup can intelligently discover address ranges for existing buffer overflow vulnerabilities, which haven't been exploited yet.
The future work for this project includes false negative analysis i.e. we need to determine whether this technique detects real-time traffic containing an attack. We also need to look into how this technique can be applied to detect other kmds of blended attacks [IS], which include off-by-one overflows, heap overflows and attacks exploiting format string vulnerabilities. We believe that Buttercup can be used to detect each of the .srrs;~rli Rw kctir-i,? Mom~gemwl above exploits by devcloping suitable address ranges through careful analysis of the attack techniques used.
