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Summary
Cognitive radio (CR) is proposed as a promising technique to solve the spectrum 
resource scarcity problem. Such radios are enabled to understand the surrounding 
radio environment and react accordingly to the operational conditions. Spectrum 
sensing has been regarded as a critical technique to realize CR functionality due 
to its low cost, simple implementation and high agility. However, there are still 
many technique challenges that to be solved in spectrum sensing in order to 
meet the special and strict requirements of CR networks (CRN). Collaborative 
spectrum sensing offers an efficient and effective solution to these challenges by 
utilizing spatial diversity among spaced CR nodes. However, additional energy 
is consumed due to collaboration and thus energy-efficient schemes should be 
designed to balance the trade-off between the achievable system throughput and 
the energy consumption.
This thesis first presents a comprehensive performance analysis and comparison 
between different stand alone sensing techniques in terms of reliability, delay and 
complexity. The analytical analysis results are validated by simulation and the 
appropriate application scenarios are presented for each sensing technique. Based 
on the obtained results, CR networks employing heterogeneous sensors (CRNHS) 
are considered and sensor allocation schemes based on the modified particle swar- 
m optimization (PSO) algorithm are proposed to maximize the secondary system 
energy efficiency in multi-band collaborative spectrum sensor networks. It is 
demonstrated that the proposed algorithm, namely PSO-SAP, improves the en­
ergy efficiency of the multi-band secondary system dramatically. When limited 
battery power is taken into account, a network throughput maximization problem 
is formulated and we propose an ant colony optimization (ACO)-based energy- 
efficient sensor scheduling scheme, namely ACO-ESSP, to maximize the network 
throughput in CRNHSs. The proposed algorithm is demonstrated to improve 
the network throughput efficiently and effectively compared with a greedy-based 
approach and a Genetic algorithm.
K ey words: Cognitive Radio, Spectrum Sensing, Performance Comparison, Sen­
sor Allocation, Sensor Scheduling, Swarm Intelligent.
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Chapter 1
Introduction
This chapter gives an introduction to the research in this thesis. First, the back­
ground of this work, the requirements for spectrum sensing and the challenges 
arising from the requirements are introduced. Then, the objectives are elaborat­
ed, followed by a statement of the original contribution to knowledge. Finally, 
the structure and organization of the thesis are presented.
1.1 Background
In today’s wireless networks, the spectrum resource is regulated by national gov­
ernments and international organisations. Exclusive access is given in many spec­
trum bands for defined wireless systems. Due to the dramatic development of 
novel wireless devices and services, this traditional fixed frequency assignment 
policy cannot satisfy the high demands of customers. The spectrum bands are 
overcrowded with little opportunity for accommodation of future wireless services 
[1]. However, according to the actual spectral occupancy measurements taken by 
Ofcom in a rural area, near Heathrow airport and in central London, indicate 
that large portions of the radio spectrum are heavily underutilized at different
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periods of time and in different geographic areas of the country [2]. At the same 
time, the spectrum studies carried out by the Federal Communications Commis­
sion (FCC) reveal that certain types of spectrum users have great variability in 
their spectrum use, e.g. public safety community [3]. The channel occupancy 
ranges from less than 15% to 85% in these spectrum bands which provides huge 
opportunities for more efficient spectrum usage.
Although some systems working in unlicensed frequency bands have achieved 
great spectrum usage gain, current unlicensed frequency spectrum resources are 
limited and the interference problem will become progressively severe in the future 
following the emergence of new and richer communication services. One possible 
solution to this problem is to allow opportunistic usage of licensed frequency 
bands under the restriction of no harmful interference to licensed users, referred 
to as Dynamic Spectrum Management (DSM) [4]. Cognitive radio (CR) systems 
which were first proposed by Joseph Mitola III in 1999 are a key enabler to 
adopt the DSM techniques to opportunistically access the licensed spectrum and 
simultaneously prevent interference [5]. While there is no unique definition of 
cognitive radio, this report adopts the definition described by the FCC in the 
document [6]:
Cognitive radio: A radio or system that senses its operational electromagnetic 
environment and can dynamically and autonomously adjust its radio operating 
parameters to modify system operation, such as to maximize throughput, mitigate 
interference, facilitate interoperability, and access secondary markets.
A key characteristic of CR is the capability of cognition which refers to the a- 
bility to capture the radio environment information and make adaptive decisions 
based on the results obtained. According to this requirement, three different 
methods have been proposed to assess the usage of the spectral bands by the 
licensed (primary) users: up-to-date geolocation database, beacon broadcasting 
and spectrum sensing. The former two methods introduce additional infrastruc­
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ture expense and software modification to the primary systems [7, 8, 9]. There­
fore, spectrum sensing becomes a more viable solution due to its low cost, high 
agility and simple implementation on system level [10]. The FCC in the US 
has already allocated licences to several white space database systems and the 
UK is currently trialling such a system; both of these do not use sensing. It 
seems that the database approach offers the best short-term solution for primary 
signal detection and interference avoidance. However, a database approach can 
only protect registered systems. Unregistered devices, such as Public Making and 
Special Events (PMSE) devices (wireless microphone), must also be protected via 
spectrum sensing [11]. Therefore, sensing systems could be incorporated with the 
database systems in the future to improve performance if the database approach 
does not provide sufficient and reliable protection. Furthermore, spectrum sens­
ing can also be used for different purposes, for example, in order to check, or to 
update the database [12]. Traditional concepts of spectrum sensing only refer 
to measurement of spectrum contents or radio frequency energy. However, in 
the context of CR, spectrum sensing involves more sophisticated functionalities 
such as obtaining spectrum usage characteristics across multiple dimensions and 
determining what types of signals occupy the spectrum bands [10]. Due to the 
specific requirements of spectrum sensing in CR networks (CRN), designing and 
optimization of spectrum sensing techniques for CRNs is a non-trivial problem. 
In the following, detailed considerations and requirements for spectrum sensing 
in CRNs are listed.
• Accuracy and Reliability
High accuracy and reliability are required in spectrum sensing since the sec­
ondary users (SU) need to correctly detect the presence or absence of the 
primary signal with a high probability in order to avoid harmful interference 
and thus enable an increase in spectrum utility efficiency. This is the con­
dition for the primary users (PU) to allow spectrum sharing with the SUs.
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On the other hand, a highly reliable spectrum sensing technique, not only 
benefits the PUs but also benefits the SUs since it increases the probability 
that an idle band can be detected and thus improves the spectrum utility 
efficiency. However, due to the nature of the wireless communication chan­
nels, the reliability of a spectrum sensing technique can be compromised. 
Under fading and shadowing channels, received signal samples usually have 
low signal strength which can lead the SU to a false belief that the PU 
is not transmitting. Multipath fading and shadowing not only introduce 
signal attenuation but also introduce signal sample cross correlation. For 
energy detection, such sample correlation significantly degrades the sens­
ing performance. Besides the imperfect channels, model and estimation 
uncertainty are other problems for spectrum sensing. Most of the sensing 
performance evaluations are based on a white Gaussian noise model. How­
ever, this assumption is not valid in practical scenarios. Furthermore, the 
decision criteria for some detectors (for instance, the energy detector) rely 
on a known noise power. However, calibration error and estimation error 
limit the accuracy of the noise power estimation and thus limit the detector 
reliability.
• Delay
The PU may come back at any time. Since PUs have higher priory over 
spectrum, once having detected the reappearance of the primary signal, the 
SU should vacate the frequency band immediately and switch to a new free 
band. The required sensing time determines the maximum time the SUs 
can cause harmful interference to the PUs and the maximum time that the 
SUs suffer communication interruption. Since it is not possible to transmit 
and sense simultaneously in the same band, a periodic sensing scheduling 
scheme is commonly adapted. A complete operation cycle is divided into a 
sensing period followed by a data transmission period. Thus, a long sensing
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delay also leads to a short data transmission time.
• Complexity
Traditional spectrum sensing concerns the spectrum power and signal strength 
within frequency band of interest. In CRNs, the ability to differentiate in­
terference and noise from the primary signal can significantly increase the 
sensing reliability. In order to achieve such performance with limited knowl­
edge of the primary signal, more complex sensing algorithms are required. 
However, a complicated sensing algorithm may need a longer processing 
time or a more powerful processor. In addition, it also demands much 
more processing energy which is a challenge for battery-powered devices. 
This performance-complexity trade-off has to be balanced according to the 
different application requirements and available resources.
In practice, due to noise uncertainty, frequency drift, shadowing channel, etc., 
individual sensing nodes have constrained performance. To address this issues, 
collaborative spectrum sensing is proposed where multiple CR spectrum sensors 
perform sensing simultaneously and share their sensing information to make a 
more accurate decision. As discussed before, the initial purpose and motivation 
of the collaborative sensing scheme is to combat the deep fading or shadowing 
effects in CRNs [13]. It has been demonstrated that other than improved sensing 
performance, collaborative sensing can also relax the sensitivity requirements of 
individual secondary sensors, and decrease the detection time required [14, 15]. 
Collaborative spectrum sensing can be classified into three categories based on 
the way of information sharing: centralized, distributed and relay-assisted [16].
In this thesis, only the centralized collaborative sensing is considered, in which a 
central identity controls the process of collaborative sensing.
Most of the existing work focuses on homogeneous collaborative CRNs which 
consist of identical CR detectors with equal capacity in terms of sensing, compu-
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tation, communication, battery power, etc. However, it is possible that different 
CR detectors can be combined to form a single network to accomplish the sensing 
task with advantage. Due to abundant diversity in such CRNs employing hetero­
geneous sensors (CRNHS), additional performance improvement could possibly 
be achieved.
As well as the benefits to be gained via collaborative spectrum sensing, especially 
in collaborative CRNHSs, there are several challenges. Among these challenges, 
network energy saving has attracted much attention recently since the network 
energy consumption scales with the number of participating CR users in the net­
work. On the other hand, the detection performance improves with the number 
of radios in conventional collaborative sensing approaches. Thus, minimizing the 
resource consumption and meeting the detection requirement are often conflicting 
objectives. Furthermore, as in these CRNHSs, the sensing capacity and energy 
consumption of cognitive nodes may vary between them due to different channel 
conditions and different sensing methods. This influences the collaborative sens­
ing performance and network energy consumption significantly. Thus, different 
CR nodes have different contributions to the collaborative sensing performance 
at different costs. Some spectrum sensors with low sensing capacity and high en­
ergy consumption contribute nothing to the network performance but introduce 
large additional energy consumption [17]. In some scenarios, CR users can coop­
eratively sense multiple channels or frequency bands to reduce the total sensing 
time for all users. Therefore, a CR sensor selection/allocation strategy that can 
efficiently assign CR spectrum sensors to collaboratively sense various primary 
channels is key and this is studied in Chapter 4 of this thesis.
Standalone spectrum sensing can be carried out by dedicated battery-powered 
sensors [18]. Due to their low cost, large numbers of sensors can be deployed 
over an area with high redundancy and results in improved overall detection 
performance. However, sensors have size and weight restrictions which limit the
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energy supply. Meanwhile, it is not feasible to frequently replace or recharge 
the sensor batteries for many applications. As a result, both the sensors and 
the network have a finite lifetime. Solely relying on sensors with high sensing 
capacity and low energy consumption may not be the best strategy, as such 
nodes deplete their energy over time and the remaining sensors may not satisfy 
the overall sensing requirement. The ideal solution is to schedule the sensor active 
time optimally so that at every instant in time a subset of sensors which can 
guarantee the necessary network detection performance, are activated for sensing 
while other sensors are switched into sleep mode. Since the energy consumption 
of a sleep sensor is much lower than an active sensor, less energy is consumed and 
the secondary system throughput can be effectively increased [19]. The problem 
of energy-efficient sensor scheduling in CRNs is studied in Chapter 5 of this thesis.
1.2 O bjectives and Contributions
In order to comprehensively evaluate the existing stand alone spectrum sensing 
approaches and to efficiently allocate and schedule proper sensors for spectrum 
sensing in CRNHSs, motivated by the aforementioned opportunities and chal­
lenges, three main objectives have been defined as follows: 1) characterise the 
performance of commonly used stand alone spectrum sensing techniques in terms 
of reliability, accuracy, delay as well as complexity; 2) develop an intelligent sen­
sor allocation algorithm to strike a balance between system throughput and en­
ergy consumption in multi-channel CRNHSs; 3) design an energy-efficient sensor 
scheduling algorithm to maximize the system throughput by optimally scheduling 
the sensor activities in CRNHSs. Detailed contributions are presented below.
1.2. Objectives and Contributions
1.2.1 Spectrum  Sensing Perform ance A nalysis and C om ­
parison
For the performance analysis of spectrum sensing approaches, this thesis provides 
a comprehensive performance evaluation and comparison of some existing stand­
alone spectrum sensing algorithms. They are characterized into three basic types 
according to their required amount of information: blind, semi-blind, non-blind 
spectrum sensing algorithms. These spectrum sensing approaches are examined 
in terms of three performance metrics: reliability, delay and complexity. New 
performance results on reliability are presented, and the delay and complexity to 
achieve the target performance are assessed. The contribution of this performance 
analysis lies in the following:
1. Comprehensive simulation-based performance analysis regarding the relia­
bility and accuracy of spectrum sensing techniques are presented in chapter 
3 of this thesis. The impact of different channel environments on the re­
liability of local detection methods is evaluated and the effect of different 
primary signal structures is investigated.
2. Theoretical analysis of the number of signal samples required by each sens­
ing methods in order to achieve a target sensing performance is given. In 
particular, the analysis for cyclostationary detection, eigenvalue-based de­
tection and Kolmogorov-Smirnov (K-S) test detection is novel. A Monte- 
Carlo simulation is carried out to compare the delay of different sensing 
techniques.
3. Mathematical expressions for the computational complexity of widely used 
spectrum sensing approaches are derived and the curves of computational 
complexity required by each sensing approach to achieve the target sensing 
performance are plotted.
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1.2.2 Sensor A llocation  A lgorithm
Based on the results obtained from the performance analysis and comparison 
of commonly used stand alone sensing approaches, research can be extended to 
CRNHSs which consist of different types of CR sensors. In this thesis, CRNHS 
operating in multiple primary bands is considered. Each CR spectrum sensor 
uses sequential detection to detect the presence of the PUs. We consider narrow­
band detectors which can only scan one primary band at a time. Therefore, in 
order to achieve a tradeoff between the throughput and the energy consumption, a 
sensor allocation problem is formulated. A modified Particle Swarm Optimization 
(PSO)-based approach is proposed to solve this problem. A greedy-based solution 
and two conventional intelligent algorithms are introduced for comparison. The 
contributions from the proposed sensor allocation scheme are listed as follows:
1. A sensor allocation problem (SAP) with the objective of maximizing the 
energy efficiency, denoted by the ratio of the system throughput and the 
energy consumption, under the constraints of required sensing performance 
is formulated where CR spectrum sensors can be intelligently assigned to 
sense multiple primary channels.
2. A sensor allocation scheme based on the modified PSO algorithm, PSO- 
SAP, is proposed. A novel solution construction rule is designed and a 
new velocity initialization strategy is proposed. Both help to increase the 
algorithm convergence rate and to further enhance the performance.
3. A greedy algorithm-based solution and two conventional intelligent algo­
rithms are proposed as benchmark schemes for comparison.
4. Simulation results show that the proposed modified PSO-based algorithm, 
PSO-SAP, outperforms the others algorithms in terms of energy efficiency.
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1.2.3 Sensor Scheduling A lgorithm
One possible architecture for collaborative spectrum sensing network is to use 
low-cost dedicated sensors to perform local spectrum sensing and to allow the 
SUs to collect the local results. As these sensors have limited battery power and 
sensing capability, a wake-up sensor scheduling algorithm is desired to optimally 
schedule the activities of sensors to provide the required sensing performance and 
improve the overall network throughput. Motivated by this demand, a sensor 
scheduling algorithm based on ant colony optimization (AGO) is proposed for 
the formulated energy-efficient sensor scheduling problem (ESSP), namely ACO- 
ESSP. Sensors are divided into feasible subsets and only one subset is active at a 
time. The aforementioned general CRNHS is considered which consist of sensors 
with different channel conditions, different sensing methods as well different bat­
tery lifetimes. The contributions from the proposed ACO-ESSP are summarized 
as follows;
1. A more realistic energy consumption model is considered which takes the 
energy consumption of a sleep sensor into account.
2. Existing optimization studies in sensor scheduling focused on lifetime max­
imization whilst the formulated ESSP problem aims to increase the overall 
network throughput performance instead.
3. Unlike the benchmark genetic algorithm (GA)-based algorithm, the size of 
the solution in ACO-ESSP depends on the number of feasible subsets found 
by the ant. Such a mechanism limits the number of rows of the candidate 
solution and avoids excessive calculations.
4. To improve the performance of the proposed ACO-ESSP, we design a new 
construction graph which is able to reflect the characteristics of the sensor 
scheduling problem.
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5. In addition to pheromone information which is used to record the ant his­
torical search experience, new heuristic information is associated to each 
sensor for calculating the cost.
6. Comparison of the performance of the proposed ACO-ESSP with that of 
the greedy algorithm and GA-based algorithm is given, which demonstrates 
that the proposed scheme improves the system performance in terms of 
secondary system throughput.
The following papers have been submitted based on contributions made:
• Xing Liu, Barry G. Evans, and Klaus Moessner, “A comparison of reliabil­
ity, delay and complexity for standalone cognitive radio spectrum sensing 
schemes,” lE T  Communications, accepted to appear.
• Xing Liu, Barry G. Evans, and Klaus Moessner, “Sensor allocation for 
collaborative spectrum sensing in multi-channel cognitive radio networks,” 
to be submitted.
• Xing Liu, Barry G. Evans, and Klaus Moessner, “Energy-efficient sensor 
scheduling algorithm in cognitive radio networks employing heterogeneous 
sensors,” submitted to IEEE Transactions on Vehicular Technology.
1.3 Thesis Structure
The thesis is divided into five chapters. Ghapter 2 provides the introduction of 
various stand alone spectrum sensing approaches as well as collaborative sensing 
schemes and also the current state of the art of studies on collaborative sensing 
are reviewed. An introduction of PSO and AGO algorithms and their applications
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in collaborative spectrum sensing are given. In Chapter 3, comprehensive per­
formance analysis and comparison for stand alone spectrum sensing approaches 
are presented. A sensor allocation algorithm based on the modified PSO is pro­
posed in Chapter 4 for multi-channel CRNHSs. In Chapter 5, an energy-efficient 
sensor scheduling algorithm is developed for CRNHSs. Chapter 6 highlights the 
outcomes derived from this work and discusses possible future work.
Chapter 2 
Background and Literature 
Survey
In this chapter, the background knowledge and previous work related to the 
research problems are presented. First, introductions to stand alone and collab­
orative spectrum sensing techniques are presented. Then, previous works related 
to the research problems are discussed. Finally, we give an introduction to swarm 
intelligence algorithms.
2.1 Stand alone spectrum  sensing techniques in 
cognitive radio networks
Essentially, the detection of secondary transmission opportunities can be formu­
lated as a test of two hypotheses:
< t) , Ho (2,1)
h { t ) s { t ) w{ t ) ,  Hi
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where y(t) is the received signal at the CR user, w(t) is the additive white Gaus­
sian noise (AWGN), h(t) is the channel coefficient, and s(t) is the primary signal. 
From the observation y(t), the CR user needs to decide between Hq and Hi  which 
denotes the hypotheses corresponding to the absence and presence of the prima­
ry signal, respectively. The spectrum sensing accuracy of the spectrum sensing 
technique at each CR user is measured by the probability of false alarm Pf, which 
denotes the probability of the CR user declaring the existence of the primary us­
er when the spectrum is actually free, and the probability of miss detection Pm, 
which denotes the probability of the CR user declaring that the primary signal 
is not transmitting when the spectrum is occupied by the primary user. Thus, it 
is usually required to minimize both probabilities.
Comprehensive surveys are found for stand alone spectrum sensing techniques in 
[10, 20]. In the following, we briefly review the most commonly used spectrum 
sensing techniques used in cognitive radio networks, as shown in Fig. 2.1. The 
sensing techniques can be classifled into three categories according to the amount 
of primary signal information they require: null, partial or full. The sensing 
techniques which require no knowledge about the primary signal, can be further 
divided into blind and semi-blind spectrum sensing based on their dependency 
on noise and channel information.
2.1.1 B lind  Sensing
Blind detection refers to detection schemes that require no information about 
the primary system and the noise distribution. Among existing blind detection 
schemes, the Wigner-Ville based spectrum sensing derives a greyscale image of 
the time-frequency description of the received signal through the Wigner-Ville 
transform and is able to detect occupied frequency bands. Information theoretic 
criteria (ITC)-based detection calculates the similarity between the distribution
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Figure 2.1: Classification of the most commonly used stand alone spectrum sens­
ing approaches
of the received signal and that of the additive White Gaussian Noise and is thus 
able to detect the occupied frequency bands [21]. Furthermore, the eigenvalue- 
based detection exploits the difference between the covariance matrices of the 
correlated signal and the independent noise to deliver highly reliable spectrum 
sensing [22]. A critical point is that blind detection schemes cannot differentiate 
the primary signal from the interference.
2.1.2 Sem i-blind Sensing
Semi-blind detection schemes require noise information from learning or train­
ing. The most well-known and widely used spectrum sensing approach developed 
under this category is energy detection [23]. Energy detection simply measures 
the energy summation of the received signal in either the time or frequency do­
main. However, its performance is limited by the SNR wall due to noise or/and 
system uncertainty. Goodness of fit test (GET) detection incurs similar perfor­
mance degradation. The GFT detection calculates the discrepancy between the 
distribution of the observed samples and the distribution of the samples expected
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under noise conditions which is empirically estimated [24, 25]. Hence, the GFT 
detection is robust to non-Gaussian noise. In addition, wavelet-based detection 
provides a fast but coarse wideband spectrum detection with the aid of edge de­
tection [26]. Hence, wavelet-based detection is often preferred deemed as the first 
stage of a multi-stage detection scheme.
2.1.3 N on-b lind  Sensing
Given the knowledge of the primary signal, non-blind sensing can be employed 
and is able to offer more robust sensing performance, provided there is good tim­
ing and frequency synchronization. Matched-filter coherent detection is optimal 
in the sense of completely known data sequence detection [27]. However, it is 
very sensitive to frequency offset. Instead, second order cyclostationarity can be 
employed to detect the periodicity of the primary signal statistics at the cost of 
increased complexity, long latency, and high sensitivity to sampling error [28]. 
Furthermore, the autocorrelation detection scheme exploits the non-zero aver­
age autocorrelation at a time displacement in the signal to provide flexible and 
reliable spectrum sensing [29, 30].
2.2 C ollaborative spectrum  sensing in cognitive  
radio networks
Local spectrum sensing is not reliable due to multi-path fading, shadowing or 
receiver uncertainty. As shown in Fig. 2.2, CR2 is blocked by large obstacles and 
thus receives severely corrupted signal samples. Thus, the SNR at CR2 can be 
extremely low which increases the difficulty of signal detection. Although CR3 
is located outside the transmission range of the primary transmitter, it can still 
interfere with the reception at the primary receiver. In order to correctly detect
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the low power primary signal outside the primary system coverage, the sensitivity 
requirement of CR3 should be very strict which may increase the implementation 
complexity and hardware cost. Meanwhile, the sensing performance cannot be 
improved by increasing the sensitivity and detection time when the SNR is below 
the aforementioned SNR wall. On the other hand, it is unlikely that all the CR 
users experience fading, shadowing or receiver uncertainty problems concurrently. 
Therefore, one possible solution to alleviate performance degradation is to coordi­
nate multiple CR users to perform spectrum sensing simultaneously and forward 
these spatially collected sensing results to a secondary base station (BS) which is 
known as centralized collaborative sensing [13]. It is shown in [13, 31] that col­
laborative detection mechanisms may significantly improve sensing performance 
significantly. It has also been demonstrated that other than improved sensing 
performance, cooperative sensing can also relax the sensitivity requirements of 
individual secondary sensors [14], and decrease the detection time required [15]. 
In [32, 33], the effect of an amplify-and-forward (AF) cooperative protocol on 
the spectrum sensing capabilities of CR systems is studied and the analysis and 
simulation results show that cooperation has the benefit of increasing the agility 
of CR networks (CRN). Nevertheless, it is not necessary that the cooperation 
will always improve detection performance [34]. Some OR users located close to 
each other may be blocked by the same obstacle and their decisions are high­
ly correlated. Such sensing decisions introduce little performance improvement 
compared with that introduced by sensing decisions collected from distant CR 
users. Meanwhile, collaborative spectrum sensing can incur additional overhead 
compared with stand alone spectrum sensing mechanisms. The overhead refers 
to the dedicated frequency band or time slot for control signalling, extra energy 
or time delay due to computation and communication, and possible loss due to 
security attack, etc. Thus, efficient collaboration schemes are required to retain 
the benefits of collaborative spectrum sensing subject to minimum incurred over­
head. In the following, a high level summary of relevant work from the literature
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Figure 2.2: Cognitive radio network
is given to exhibit the state of the art of the studies on collaborative spectrum 
sensing.
2.2.1 C ontrol C hannel and R eporting
To transmit local sensing data to the secondary BS or to share information a- 
mong CR users, a control channel is commonly used. The bandwidth of the 
control channel limits the amount of information that can be shared and then 
further limits the level of collaboration. In [35], the authors propose a bandwidth 
efficient combination scheme that enable the simultaneous reporting to the BS in 
collaborative spectrum sensing. On the other hand, under global communication 
constraints, some of the CR users with insufficient information will be forced not 
to send their local observation or decisions [36, 37, 38]. The CR users may fail to 
send at least one sensing decision. Therefore, in [39], the undelivered information 
is utilized by the BS for further improvement of spectrum sensing performance. 
Such censoring operations reduce the unnecessary reporting and increases the
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control channel efficiency.
2.2.2 U ser selection
The importance of user selection under some circumstances is recognized by many 
researchers [34, 40]. Secondary networks working over shadow fading channels 
suffer performance degradation from correlated samples. Selecting independent 
CR users for collaborative spectrum sensing plays an important role in reducing 
the collaboration overhead. Authors in [41] propose an algorithm that chooses 
K users out of N secondary users by comparing the overall probability of miss 
opportunities for each combination of K users. The algorithm needs to be re­
peated every time that the secondary users change their positions and in turn 
change the shadow fading structure. Thus, SVD-QR decomposition is used in 
[42] to select a set of sensors which experience uncorrelated shadow fading (at 
least to some extent) to perform reliable spectrum sensing without the knowledge 
of sensor positions.
Clustering is another popular and efficient technique used to reduce the collab­
orative range and overhead [43, 44, 45, 46]. In [43], four clustering strategies 
are proposed depending on the availability of location information. In [44], user 
selection diversity is exploited to defend the imperfect reporting channel condi­
tions. The CR users with the largest reporting channel gain are selected as the 
cluster heads for collaborative spectrum sensing in this paper. In [45], the optimal 
number of clusters is obtained subject to the required sensing performance. An 
efficient clustering scheme is proposed and the cluster heads are selected according 
to the distance from the BS and the CR user’s received power from the primary 
user. Furthermore, in order to balance the energy consumption of each CR user, 
the CR users are dynamically clustered into multiple groups and the CR user 
having the best spectrum sensing ability in each cluster is selected as the clus­
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ter head [46]. Simulation results show that clustering reduces the collaborative 
overhead in the network.
2.2.3 Sensing tim e and delay
In conventional collaborative spectrum sensing, the sensing time and reporting 
time are assumed to be negligible. However, such delay does decrease the available 
time for data transmission. The sensing delay depends on the sensing techniques 
used and the number of samples taken by the detector. However, complex sensing 
techniques require higher energy consumption and longer sensing time decreas­
es the time available for transmission. Thus, in [47, 48, 49], such a problem is 
formulated as a sensing efficiency problem or sensing-throughput trade-off prob­
lem. The objective is to maximize the sensing efficiency or system throughput, 
subject to the sensing performance constraints, by jointly optimizing the sensing 
time and other parameters.
Another incurred overhead is the reporting delay due to sensing information shar­
ing. Since in most collaborative sensing systems, the CR users transmit on the 
control channel successively, the reporting delay is proportional to the number of 
CR users. On the other hand, for higher detection sensitivity, more cooperating 
CR users are required. In [17], the authors demonstrate that it is not always the 
case that the collaboration can improve detection performance. So they propose a 
sensing user selection scheme based on the individual characteristics to minimize 
the average detection risk without considering the sensing time optimization. In 
[50], the authors propose an enhanced user selection strategy that maximizes 
the average throughput of the CRN, in both the additive white Gaussian noise 
environment and the Rayleigh fading environment.
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2.2 .4  E nergy efficiency
CR users participating in collaborative spectrum sensing consume energy to per­
form local spectrum sensing or/and report the sensing data. The energy con­
sumption can be significant when the number of cooperative CR users or the 
amount of sensing results to report is large. One approach to increase the en­
ergy efficiency is to censor the sensing data as described in Section 2.2.1. Thus 
authors in [36] propose a new system model in which two thresholds are used 
to measure the reliability of the sensing results (detected energy levels). If the 
received energy falls in the region between the two thresholds, the sensor claims 
that the result is not reliable enough and will send nothing to the fusion centre. 
Rather than simply discarding the no-send results, authors in [51] propose a cen­
soring strategy for cyclostationary detection for which the test statistics of the 
secondary users that are not transmitting are replaced by a constant value which 
is the conditional mean of the local test statistics in the no-send region under 
the null hypothesis. A similar strategy is found in [52] where the test statistic is 
Gaussian distributed.
Although censoring reduces the energy for reporting, energy is still consumed by 
sensing even if the result is censored. Another approach is to limit the number 
of active CR users and properly select the CR users for cooperation such that 
all the sensing results are informative. In [53], the authors consider a sleeping 
mechanism in which there is a possibility that the cognitive sensor is in the off 
state. It is shown that the proposed scheme results in significant energy saving 
compared to conventional collaborative spectrum sensing with no sleeping mode. 
In [54], the optimal sensing time and number of CR users are found to balance the 
energy consumption in local sensing and the energy overhead due to cooperative 
overhead.
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2.2.5 Sensing efficiency
In centralized collaborative sensing, the sensing efficiency refers to the sensing 
scheduling at the BS. Within a time constraint, the BS should determine how of­
ten collaborative spectrum sensing should be scheduled and what type of sensing 
should be performed in order to improve the sensing efficiency. In [55], an algo­
rithm is developed to find an optimal set of sensors, an optimal point at which to 
stop scheduling additional fast sensing and an optimal point at which to perform 
the fine sensing to minimize the sensing period. In [56], the authors develop a 
sensing-period optimization mechanism to maximize the discovery of spectrum 
opportunities and an optimal channel-sequencing algorithm to minimize the delay 
in finding an available channel. In [57], a periodic in-band spectrum sensing algo­
rithm is presented to meet the detection performance requirement and minimize 
the sensing overhead in cluster-based CRNs.
2.2.6 M ulti-band  collaborative sensing
Most studies on spectrum sensing are limited to the detection of signals over 
a single frequency band. On the other hand, CR users can cooperate to sense 
multiple narrow channels at a time in multi-band collaborative sensing. In [58], 
a tunable narrowband bandpass filter is used to search one narrow frequency 
band at a time over multiple frequency bands. In [59], a spatial-spectral multi­
band joint detection technique is introduced to jointly detect the primary signals 
over multiple frequency bands by exploiting the spatial diversity. The aggregated 
throughput of a CRN is maximized under some constraints on the interference 
to the primary users. The method incurs high hardware cost since an energy 
detector is required for each band to enable the multi-band sensing at each CR 
user. In [60], unlike the scheme proposed in [59], a parallel spectrum sensing 
scheme is proposed where several CR users are optimally selected to perform
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sensing to maximize the throughput whilst reducing the delay.
2.3 Swarm intelligence
Swarm intelligence is a self-organized mechanism to solve large scale optimization 
problems in a decentralized manner [61]. It is inspired by the collective behaviour 
of social insects in which each individual follows a very simple rule to solve com­
plicated problems without a central controller dictating how individual agents 
should behave. Particle swarm optimization (PSO) [62] and ant colony optimiza­
tion (AGO) [63] are two well-known members of the swarm intelligence algorithm 
family. They are shown to be more efficient than heuristic based approaches in 
many applications. In the following, the basic principles of how PSO and AGO 
work are presented.
2.3.1 P article swarm  optim ization
PSO is a population based stochastic optimization technique which stems from 
the social behaviour of bird flocking and fish schooling for solving continuous 
and discrete optimization problems. PSO learns from the scenario and is able 
to find the optimal solution by iteratively trying to improve a candidate solution 
by following the current optimal particle. Some typical terms used in PSO are 
illustrated in Table 2.1.
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Table 2.1: PSO terms
PSO  term s D escrip tion
particle a software agent
position a candidate solution to the problem
velocity a magnitude and direction toward a new, presumably better, 
position
swarm a collection of particles
fitness function a particular function used to summarize the quality of the 
solution
pBest the best position the particle has ever found
gBest the best position the entire swarm has ever found
Imagine a flock of birds searching for a single piece of food over an area where 
they can not see where the food is but they know how far away the food is. 
The one nearest to the food chirps the loudest and the other birds swing around 
in its direction. If any of the birds find a position closer to the food, it chirps 
louder and attracts other birds veering towards it. Therefore, a fitness function is 
defined in order to determine the volume level of a bird (the quality of a solution). 
Furthermore, each particle should keep track of the closest position the particle 
has ever come to the food (pBest) and the closest position the entire swarm has 
ever come to it (gBest). The velocity is calculated according to how far the bird 
is from the food. The further it is away, the larger the velocity. Hence, the bird 
furthest from the food flies the fastest towards the best bird to keep up with the 
others. The pseudocode of a standard PSO algorithm is shown in Algorithm 1.
Research using PSOs in collaborative spectrum sensing focuses on weighting local 
decisions [64, 65, 66], sensing parameter optimization [67, 68], and sensor selec­
tion [17, 68]. In [64, 65, 66], the authors propose PSO-based coefficient vector 
weighting schemes that maximize the secondary network probability of detection 
in soft decision fusion (SDF) based collaborative spectrum sensing. Meanwhile,
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A lgorithm  1 Pseudocode of a standard PSO algrotihm 
2
9
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for each particle do 
Initialize particle; 
end for
while Termination condition doesn’t meet do 
for each particle do
Calculate the fitness value; 
if The fitness value is better than pBest th en  
Set pBest 4- current fitness value; 
end if
if pBest is better than gBest th en  
Set gBest 4— pBest; 
end if 
end for
for Each particle do
Calculate the velocity and update the particle position 
end for 
end while
the use of the PSO algorithm under MINI-MAX criterion is proposed in [69] to 
optimize the weighting coefficients vector so that the total probability of error is 
minimized. The proposed PSO-based algorithms are shown to be more efficient 
and robust than a Cenetic Algorithm and other traditional SDF-based schemes. 
In [67], PSO formulation is proposed to address the sensing-throughput tradeoff 
under collaborative spectrum sensing using a hard decision fusion rule. The sens­
ing time and parameter k of k-o\it-oi-N rule are jointly optimized to maximize 
the throughput for CRNs while sufficiently protecting the primary users. In [68], 
the collaborative sensing performance is evaluated by varying the sensing time as 
well as the number of collaborative sensors. PSO is used to jointly optimize the 
sensing time duration and the collaborative level of spectrum sensing in CRNs. 
In [17], a subset of collaborative CR sensors are selected to minimize the average 
detection risk. The binary PSO is adopted to obtain a suboptimal solution to 
the problem.
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2.3.2 A nt colony optim ization
AGO is a probabilistic technique based on the behaviour of ants in order to 
solve, for example, discrete optimization problems. More specifically, AGO is 
inspired by the ants’ foraging behaviour of seeking the shortest path between 
their colony and a source of food. Though AGO belongs to the same swarm 
intelligent algorithm family as PSO, unlike the particles in PSO, ants indirectly 
communicate with each other by using pheromone. Some typical terms of AGO 
are illustrated in Table 2.2.
Table 2.2: AGO terms
AGO term s D escription
ant a software agent
ant habitat graph: nodes and edges
path a candidate solution to the problem
pheromone an artificial analogue of the chemical used by real ants to 
guide ants in the future generations
colony a collection of particles
nest and food nodes in the graph: start and destination
fitness function a particular function used to summary the quality of the 
solution
In the natural world, ant colonies search for food by a random walk. Upon 
finding food and returning to the nest, the ants leave pheromone trails along 
their travelled paths and the pheromone evaporates as time progresses. Since 
it takes less time to travel along a shorter path, the pheromone accumulated 
on shorter paths persists more than on the longer ones. Thus, when an ant 
finds a better solution (shorter path), other ants will be attracted to the path 
and reinforce the pheromone trail. Eventually, all the ants will follow a single 
path. In AGO, a pheromone update rule that consists of both pheromone deposit 
and pheromone evaporation is essential. Meanwhile, the additional quantity of
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pheromone should be proportional to the quality of the solution produced. The 
basic mathematical model of the AGO algorithm was first applied to the travelling 
salesman problem (TSP) to find the shortest tour [70]. The pseudocode of this 
general AGO algorithm is shown in Algorithm 2.
A lgorithm  2 Pseudocode of a general AGO algrotihm 
for each ant do
Initialize pheromone; 
end for
while Termination condition doesn’t meet do 
for each ant do
Choose probabilistically (based on the pheromone among each edge) the 
next node to move into;
Repeat until the solution is completed; 
end for
for each ant that completed a solution do
Update the pheromone trail on edges traversed by the ant; 
end for 
end while
9
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Research on sensor control approaches for sensor activities scheduling in collab­
orative spectrum sensing using AGO has progressed at a slow pace. However, 
AGO has been applied successfully to other problems in CRNs. Inspired by the 
application of AGO in TSP, an improved ACO-based routing scheme for CRNs 
is proposed in [71] to minimize the total delay from source to destination, uti­
lizing a routing cost function. Authors in [72] consider the dynamic nature of 
GRNs by solving the adaptive routing problem. Two types of ants are used and 
a reinforcement learning function is designed to accelerate convergence. AGO 
is also a good method to solve the spectrum allocation problems in CRNs. In 
[73], a ACO-based algorithm is proposed to assign a set of secondary users to a 
given number of available spectrum bands to minimize the spectrum cost of the 
primary service subject to primary and secondary quality requirements. Mean­
while, a dynamic channel allocation scheme based on AGO is proposed to reduce 
the handoff rate and handoff latency in [74]. For underlay spectrum sharing in
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orthogonal frequency-division multiplexing (OFDM) CRNs, the authors in [75] 
propose an ant system based algorithm to maximize the overall goodput of the 
secondary system. It is shown that none of the algorithms apply the AGO to s- 
tudy the spectrum sensing and collaborative spectrum sensing problems in GRNs. 
Therefore, in this thesis, the sensor scheduling problem in collaborative spectrum 
sensing is studied and AGO algorithm is applied to solve the problem.
Chapter 3 
Performance Analysis of 
Standalone Cognitive Radio 
Spectrum Sensing Schemes
The ability to reliably and autonomously identify unused frequency bands plays 
an extremely important role in cognitive radio networks (CRN). Relying on the 
spectrum sensing, ongoing licensed operation must not be compromised and the 
secondary spectrum usage efficiency should be maintained. Thus, it is critical 
to ensure that the confidence level of the estimated signal status satisfies the 
primary users requirement, whilst keeping the delay and computational com­
plexity to a minimum. This chapter provides a comprehensive comparison in 
terms of performance, reliability and complexity of standalone sensing schemes 
for various cognitive radio application areas. In particular, these spectrum sens­
ing approaches are examined in terms of reliability, delay and complexity. The 
impact of different channel environments on the reliability of these detection 
methods is evaluated first and then the effect of different primary signal struc­
tures is investigated. To enhance the sensing performance, more signal samples
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are needed. However, longer sensing times decrease the time available for sec­
ondary data transmission. Thus a theoretical analysis of the number of signal 
samples required by each of the sensing methods is given in order to achieve a 
target sensing performance. Also, battery-powered cognitive radios demand low 
energy consumption spectrum sensing approaches. The energy consumption of 
a cognitive radio depends not only on the characteristics of the radio but also 
on the complexity of the employed sensing method. Therefore, mathematical ex­
pressions for the computational complexity of widely used spectrum sensing are 
derived.
In the following sections, relevant research of performance analysis and com­
parison of standalone spectrum sensing techniques from the literature are first 
reviewed. The reliabilities of different standalone spectrum sensing schemes are 
evaluated in Section 3.2. The time and computational complexity required by 
each sensing methods are given in Section 3.3 and 3.4, respectively.
3.1 Introduction
Performance analysis and comparison of standalone spectrum sensing schemes 
is an importance problem which has been partially studied in the literature. A 
comprehensive survey of spectrum sensing algorithms has been performed in sev­
eral papers[10, 20, 76]. These papers describe and explain the most commonly 
used spectrum sensing schemes and provide a basic comparison of these sensing 
methods. Detailed performance comparison of different classes of spectrum sens­
ing algorithms is presented in [77, 78, 79, 80]. Authors in [77] compare the SNR 
and number of samples required by energy, cyclostationary and autocorrelation 
detector to achieve a given sensing performance target via simulation studies. 
Similarly, authors in [78] compare the performance of energy, cyclostationary 
and matched-filter detection in Additive White Gaussian Noise (AWGN) channel
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with and without noise uncertainty. In [79], the authors study the relationship 
between the duty cycle of the primary signal and the detection probabilities of 
energy, cyclostationary and waveform-based detection. In [80], physical imple­
mentations of the energy detector and pilot detector are established and confirm 
the validity of the theoretical expectations on sensing time performance.
Performance analysis of specific spectrum sensing algorithms are also present­
ed in several papers. Performance analysis of the energy detection in AWGN, 
Rayleigh, Rician, Nakagami and Rice-Lognormal fading channels are studied in 
[81, 82, 83]. In [84, 85, 86], the performance of energy detection or feature de­
tection is investigated by assuming that the primary signal may arrive or depart 
during the sensing period. The complexity and performance analysis of different 
filter-bank spectrum estimation based wideband energy detection is presented in 
[87]. In [88, 89], it is shown that the cyclostationary features may be completely 
lost due to channel fading. Furthermore, the authors in [90] present that the 
cyclostationry detection is vulnerable to sampling clock offsets. In [91], the ef­
fect of the frequency selective channel is studied in the case of eigenvalue-based 
spectrum sensing. It is demonstrated that frequency selective channels introduce 
additional correlations to the received signal samples and significantly enhance 
the performance of eigenvalue-based spectrum sensing techniques.
The objective of the performance analysis and comparison in this chapter is to 
provide a comprehensive evaluation of various existing standalone spectrum sens­
ing algorithms. Unlike these performance analyses in literature which consider 
at most three spectrum sensing methods, the performance of six commonly used 
spectrum sensing methods is studied herein. Effects of both channel conditions 
and non-environmental factors on the spectrum sensing performance are consid­
ered. Furthermore, this chapter presents the theoretical time performance of 
several spectrum sensing which is not given in literature. Finally, the computa­
tional complexities of these spectrum sensing schemes are evaluated as well.
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Table 3.1: Summary of most popular spectrum sensing techniques in terms of 
application scenarios
Sensing schem e A pplication  scenarios R equ irem en t
Energy detection
simple, low complexity, 
no information about the 
primary signal, 
medium or high SNR
known noise power
Cyclostationary
detection
signal period is known, 
primary system is not 
sensitive to large time delay
powerful processor
Matched-filter
detection
simple, low complexity, 
complete signal sequence is 
known, 
a short sensing time is 
required even under 
very low SNR
synchronization, 
dedicated receiver for 
each primary signal
Covariance-based
detection
no information is available 
(neither primary signal nor noise), 
multi-path fading
large number of sample 
oversampling 
or multiple receivers
Wavelet-based
detection
no frequency boundary 
information is known, 
fast but coarse detection 
is acceptable
suitable wavelet function
3.2 Com parison of Stand A lone Spectrum  Sens­
ing Techniques
Table 3.1 provides a brief summary of the most popular standalone spectrum 
sensing techniques in terms of their most applicable application scenarios. Of 
these techniques, some make use of full or partial primary signal information and 
thus fail to operate properly if the primary user information is not available; some
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are susceptible to imperfect channel conditions and estimation error; some explore 
a weak feature of the primary signal and then an unreasonably long sensing time 
is required; and some achieve a high detection performance at the cost of high 
computational complexity, etc. In order to capture and address these problems, 
this chapter compares the performance of these techniques using three metrics: 
reliability and accuracy, delay and computational complexity.
3.2.1 R eliab ility  and A ccuracy
3.2.1.1 Effect of Channel Conditions
In this section, the goal is to investigate the effects of different channel condi­
tions on the performance of various stand alone spectrum sensing schemes. A 
DVB-T (OFDM) signal is employed as the primary signal whose parameters are 
as follows: the number of sub carriers is A ff t  =  8192 of which Nocc =  6817 are 
occupied, and the cyclic prefix (CP) length Ncp = 1024. The subcarrier modula­
tion is 64QAM, the carrier frequency is 750 MHz, and the bandwidth is 6 MHz. 
For multipath Rayleigh fading, ETSI EN 300 744 V I.6.1 (2009-01) Rayleigh fad­
ing was used [92]. In additional, the Doppler spread due to the relative motion 
between the transmitter and the receiver is introduced to both frequency flat 
and frequency selective Rayleigh fading channels. Shadow fading is characterized 
by the shadowing dB-spread, ct^b. The simplest time-domain energy detector is 
used in the simulation [81]. The method used to measure the goodness of fit is 
the Kolmogorov-Smirnov (K-S) test which does not require the a priori knowl­
edge of the signal and need only a short sequence of noise samples [25]. The 
matched-filter detector utilizes the known pilot pattern of the primary signal to 
detect the target signal. Due to the CP nature of the OFDM techniques, both 
the autocorrelation and cyclostationary detector exploit the CP to perform the 
detection. Meanwhile, the test statistic of the cyclostationary detection is de-
3.2. Comparison o f Stand Alone Spectrum Sensing Techniques 34
00-
• AWGN channel 
— ©—  AW GN+frequency flat Rayleigh, Okm/h 
— V —  AW GN+frequency flat Rayleigh, 300km /h  
— B—  AW GN+frequency se lec tiv e  Rayleigh, Okm/h 
— i—-  AW G n+frequency se lec tiv e  Rayleigh, 300km /h
 AW GN+lognormal shadow ing, 6dB
 AW GN+lognormal shadow ing, 12dB
0 0.01 0 .02  0 .03  0 .04  0 .0 5  0 .0 6  0 .07  0 .08  0 .0 9  0.1
Prob. F a lse  Alarm
(a) energy detection
—  AWGN channel 
- e —  AW G N+frequency flat Rayleigh, Okm/h
-V —  AW G N+frequency flat R ayleigh, 300km /h  
-B —  AW G N+frequency se lec tiv e  Rayleigh, Okm/h
-  r AW GN+frequency se lec tiv e  Rayleigh, 300km /h
 AW GN+lognormal shadow ing, 6dB
 AW GN+lognormal shadow ing, 12dB
0.01 0 .0 2  0 .03  0 .04  0 .05  0 .06  0 .07  0 .0 8  0 .09
Prob. F a lse  Alarm
0.1
(b) GFT detection
Figure 3.1: Performance of various spectrum sensing schemes under different
channel conditions, SNR =  -15dB
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Figure 3.1: Performance of various spectrum sensing schemes under different
channel conditions, SNR =  -15dB (con’t)
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Figure 3.1: Performance of various spectrum sensing schemes under different
channel conditions, SNR =  -15dB (con’t)
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rived by the generalized likelihood ratio test (GLRT) [28]. In the following, all 
the cyclostationary detectors are GLRT cyclostationary detectors due to their 
asymptotic optimality properties and robustness against multi-path channel fad­
ing. The covariance-based detector employs two independent antennas and the 
ratio of the maximum eigenvalue to the minimum eigenvalue (MME) is adopted 
as the test statistic which is the most popular eigenvalue-based detection criterion 
in the literature [22].
Fig. A.l indicates that the multipath channel has little impact on the energy and 
the GFT detector due to a wide channel bandwidth (larger than the coherence 
bandwidth). Meanwhile, the energy detector is sensitive to the time selectivity of 
the channel since the channel coherence time is smaller than the detection time 
at very high mobile speeds. For coherent matched-filter detection, the frequency 
selective fading channel introduces independent channel taps and thus complete­
ly eliminates the coherent signal processing gain. Since the required number of 
samples is smaller for matched-filter detection, there is negligible performance 
loss caused by the Doppler spread. To detect the OFDM signals, both the auto­
correlation detection and the cyclostationary detection exploit the CP. Thus, the 
two detectors exhibit similar performance. Since the employed cyclic frequency 
1/Ts is smaller than the channel coherence bandwidth, where 77 =  A fft +  hfcp is 
the symbol length, the detectors are relatively insensitive to the frequency shift 
effects. However, they suffer greatly from the Doppler spread due to long time lag 
Td = NpFT- Thus, for autocorrelation and cyclostationary detection, one should 
choose small cyclic frequencies and time lags. The spatial correlation of primary 
signal samples across the antennas can be destroyed by the fading channels. Thus, 
the covariance-based detector exhibits much worse performance in the Rayleigh 
fading channel than in AWGN. The channel gains of the static frequency-flat 
Rayleigh channel and the large-scale shadowing fading channel are specific real­
izations of the corresponding random variables. Thus, the channel gain is time
3.2. Comparison o f Stand Alone Spectrum Sensing Techniques 38
30 sampli
0.95
20 samples
.Q 0.9>
I
Q
X!
2 0.85a.
10 samples
-*—  Modulation type: QPSK 
-e—  16QAM 
-V—  64QAM 
-B—  OFDM
0.25 0.3 0.35 0.4 0.45 0.5
Prob. False Alarm
Figure 3.2: Performance comparison of energy detection for different modulation 
type with increased number of samples.
invariant during the sensing period. Observations obtained from the simulation- 
s indicate that such fading channels have similar effects on the performance of 
different sensing techniques.
We also compare the performance of different sensing schemes under the same 
channel condition and the analysis is given in Appendices A
3.2.1.2 Effect of Non-Environmental Factors
This section provides simulation results to illustrate how the performance of the 
various spectrum sensing schemes arc affected by non-enviroiimental factors, e.g. 
primary signal modulation type and symbol length.
Fig. 3.2 compares the detection performance of the energy detector as a func­
tion of the probability of false alarm for QPSK, 16QAM, C4QAM, and OFDM
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signals. The energy detector exhibits best performance when the primary signal 
is QPSK and degrades for 16QAM, 64QAM, and OFDM. The reason is that the 
samples of the PSK signal are all transmitted with the same energy. However, 
the amplitude of signals with more complicated types of modulation can vary and 
the average received energy fluctuates and hence results in some performance de­
terioration. Such performance deterioration can be alleviated by increasing the 
number of samples as shown in Fig. 3.2 where the performance gap between 
different modulated signals tends to vanish as the sensing time increases.
The success of the GLRT-based cyclostationary detection algorithm depends on 
the accuracy of estimation of the cyclic autocorrelation and the cyclic spectrum. 
In order to make nonparametric, and consistent cyclic spectrum estimates, a s- 
moothed cyclic peirodogram based estimation method is proposed in[93] where 
the Kaiser window is used. The Kaiser window has an adjustable parameter ^  
which controls how quickly it approaches zero at the edges. Fig. 3.3 compares 
the distributions of the statistic test of the cyclostationary detection for OFDM 
signals using different window functions and different window lengths with the 
theoretical chi-squared distribution curve in (a)noise-only scenario and (b)noise 
plus signal scenario. The x axis represents possible value the test statistic may 
have and the y axis represents the cumulative distribution function of ’x’. In 
the noise-only scenario, with = 513 the accuracy of the asymptotic distri­
bution is very good. Since there is negligible difference between the curves for 
different smoothing windows, the smoothing can be efficiently accomplished by 
using a rectangular window. The figure also shows that the rectangular win­
dow performs best when the window length decreases. Fig. 3.3(b) compares 
the theoretical performance with the theoretical cyclic spectrum curve which is 
obtained by using theoretical cyclic spectrum and empirical cyclic autocorrela­
tion in the simulations. The figure shows that the theoretical cyclic spectrum 
curve corresponds accurately with the pure theoretical curve. Thus, the number
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Figure 3.3: Comparison of the distributions of the statistic test using different 
window functions with the chi-squared theoretical distribution curve.
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of samples is sufficiently large to accurately estimate the cyclic autocorrelations. 
However, the figure also shows that the estimation of the cyclic spectrum based 
on smoothed cyclic periodogram is not accurate even when a very long spectral 
window is used. Furthermore, the figure confirms the advantage of the simple 
rectangular window.
Next, the CP-based autocorrelation and cyclostationary detection in fading chan­
nels with an OFDM primary signal of shorter symbol length are considered. The 
primary user signal parameters used are as follows; A^fft = 512, and Ncp = 64. 
Fig. 3.4 shows that the impact of sensor mobility on primary signals with short 
symbol length is much smaller than that on signals with long symbol length. The 
reason for this is that two data sequences are believed to encounter the same 
channel effect if the time difference between them is short. Thus, the coherent 
feature of the signal is retained.
Intuitively, a longer sensing time should result in better performance. Fig. 3.5 
shows the performance of a pilot-based autocorrelation detection for the DVB-T 
(OFDM) signal[30]. It is shown that for the same number of samples, the detector 
utilizes a smaller number of sub-carriers and hence a larger number of symbols 
exhibits better performance. The reason for this is that the performance gain 
due to incremental number of sub-carriers is less than the performance gain due 
to the incremental numbers of symbols.
3.2.2 Delay
Different types of detector may need different sensing durations to achieve a 
given target performance. For the desired and P/, the minimum number of 
samples fV is a function of the signal to noise ratio SNR. For the time-domain 
energy detector [81] and when both signal and noise are real-valued Gaussian,
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Figure 3.4: Performance of CP-based spectrum sensing schemes under different
channel conditions, SNR =  -15dB.
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number of samples, SNR =  -15dB
the minimum number of samples N is given by [94]:
N = 2l(Q-'(Pf) -  Q-\Pi))(SNR  + \)fSNR-'^ (3.1)
where is the inverse of the standard Gaussian tail probability function. In
the low SNR < <  1 regime, we approximate SNR +  1 1 and then the sensing
time required scales as, 0{SNR~“^), which means that the energy detector cannot 
work efficiently in practice under low SNR values.
In practice, it is impossible to have the exact value of the current noise power 
due to its variability and a small noise power estimation error causes signihcant 
performance loss to energy detection. Thus assuming that the noise variance can 
take any value within the interval [(l/p)cr^, pu^], where is the nominal noise 
power and p is  a parameter that quantifies the size of the uncertainty. After
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some manipulation, the minimum number of required samples is approximated 
by N  ^  [Q~^(Pf) — Q~^{Pd)]‘^ [SNR — {p— l/p )]“  ^ [94]. It is can be shown that 
below a certain SNR, the desired Pd and Pf cannot be met.
Due to the coherent processing gain, m atched-filter de tec tion  [27] requires a 
minimum possible number of samples. If the pilot signal is BPSK modulated and 
the data signal and the noise are real-valued Gaussian, then
JV =  [Q-‘(F/) -  V l +  (1 -  e)SNRQ-\Pi)f{e  ■ SNR)-^ (3.2)
where 6 is the fraction of total signal power allocated to the pilot tone. When 
there is no fading, the matched filter is robust to noise uncertainty since the means 
of the test statistic under both hypotheses do not overlap. The performance 
limitation is caused by the lack of perfect synchronization. In order to remedy 
the frequency offset effects, one should process the received signal, block by block, 
the length of which is equal to the coherence time Nc. The processing algorithm 
within each block is the coherent detection but the combination between blocks 
is the conventional energy detection. Hence, the minimum number of samples of 
the block-based matched filter under low SNR N  is approximated by [94] :
JV «  2N ,\Q -\P !)  -  Q - \ P i ) f [ S N R ,n  - { p -  l/p)]-2 (3.3)
where SN R eff  is the effective S N R  of the coherently combined signal and is 
given by SN R eff = Nc - 0 • SN R .  Prom the above equation, it can be seen that 
the coherent processing increases the received SNR by N ^  but a SNR wall is 
introduced by noncoherent averaging. Note that the coherence time Nc is not 
only determined by the channel condition but also by the transmitter/ receiver 
frequency oscillator mismatch and the property of the primary pilot signal. For 
instance, the polarity of the pilots in WLAN systems changes from symbol to 
symbol. Thus, coherent processing is restricted to within a single symbol.
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Since the frequency synchronization information is not present, the matched-filter 
detector has to perform the original matched-filter function at all possible time 
instances and the one that produces the niaximum result is chosen as the test 
statistic. Furthermore, it is known that sampling of the incoming signal is also 
critical for matched-filter detection [95]. If there is a sampling clock offset, there 
will be a cumulative drift in the position of the sampling points. Such impairments 
can be mitigated by slicing the total sensing time into several time slots within 
which the sampling offset is negligible. Assuming that the length of the time slot 
is much longer than the coherent block length Nc and S N R  < < 1 , the minimum 
number of samples of the timing-recovered block-based matched-filter detector 
under the noise uncertainty assumption is approximated by:
-. 2N4Q-^(1 -  (1 -  p p / ^ )  -  Q-^{Pd)]^
l N , - e - S N R ~ ( p - l / p ) P  ^
where M  is the maximum time offset. Therefore, timing mismatch introduces 
additional sensing delay.
For au toco rre la tion  detection  [29] with perfect noise and timing knowledge 
has sample complexity given by:
Nr  +  Nd -  V i S N R  +  1)2 +  SNR^Q-^ (P d)?
-  JYr 6ÜVTP I /
where the repeated deterministic data sequence and the noise are both real-valued 
Gaussian; Nr is the length of the repeated sequence and Nd is the useful symbol 
length. When the signal to noise ratio S N R  < < 1 , the minimum sensing time N  
scales as 0{SNR~^). One of the advantages of the autocorrelation-based detector 
is that it is not sensitive to frequency offset, multipath fading channel impairments 
and noise uncertainty. When the time difference between two repeated sequences 
is short, it is reasonable to assume that they encounter the same channel effects 
(the same time and frequency offset). Thus, the autocorrelation detector is a
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robust detector which is unsusceptible to noise uncertainty. However, the correct 
symbol starting point is still unavailable. In order to alleviate the timing offset 
effect without exhaustive search, the autocorrelation of the entire symbols are 
calculated as the detection statistic. The resultant sample complexity is given 
by:
[Q~3Pf) -  C S N R  + l y  + ( ^ 5 J V iî ) 2 Q - i( P ,) ]2
The test statistic of the GLRT-based cyclostationary detection [28] is Ghi-squared 
distributed under both hypotheses. By approximating the cumulative distribu­
tion function (CDF) of the central Chi-squared distributions as the cube of a 
Gaussian, the sample complexity of the widely used G LR T-based cyclosta­
tio n a ry  de tection  in Gaussian noise is given by:
^>-i(i-P/)
- Q - '  ™3\/]Vco(1 -f- SN R )
N  = 2 . ^2 .
(3.7)
where 6 is the fraction of total signal power occupied by the employed cyclosta- 
tionarity, Nca is the number of cyclic autocorrelations, and 0"^(-) is the inverse 
of the CDF of the standard normal distribution.
After centering and scaling, the distribution of the largest eigenvalue of the re­
ceived signal sample covariance matrix in the joint limit K ,N  ^  oo converges to 
the Tracy-Widom distribution of order two and standard Gaussian distribution 
under Hq and Hi, respectively, where K  is the number of antennas [96]. As for 
the smallest eigenvalue, its value converges to a ^(y /K /N  — 1)  ^ almost surely. 
Thus, the minimum number of samples required by the m axim um  to  m ini­
m um  eigenvalue ra tio  detection  (M M E) [22] for the desired Pd and Pf can
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be obtained by solving the following equation:
-  Pf) [(#)'/' + 1] [(# )-'/' + JV-V3 + [(f )l/2 + 1]2
=  Q -H P ,)(K SN R  +  1 ) ^ 1 +  (K S N R + 1 )(1  +
(3.8)
where is the inverse of the CDF of the Tracy-Widom distribution of order
two. For such high degree polynomial equations, their roots can in general only 
be found by numerical methods.
The K olm ogorov-Sm irnov (K-S) Test [25] is a non-parametric method to 
measure the goodness of fit. Though having several limitations, the K-S detector 
is attractive due to its advantage of having no assumptions for the distribution of 
noise. For sufficiently large sample size, the sample complexity of the one-sample 
K-S test detection is approximated by:
.  2
1 '
[dk{Fo,Go)r (3.9)
where dk{A, B) is the maximum vertical distance between distribution A and B, 
and Fq and Go are the theoretical CDFs of the signal samples under null and 
alternative hypotheses, respectively. When Fq and Go are specified, dk{Fo, Go) is 
a constant.
Figure 3.6 illustrates the number of samples required to achieve the desired Ff =  
0.01 and Fa — 0.99 for a given SNR.  Figure 3.6 is a comprehensive summary of 
the delay of popular spectrum sensing approaches. The primary user is assumed 
to be an IEEE 802.11a/g OFDM signal. The number of sub carriers A^fft =  64, 
the number of occupied subcarriers N qcc =  52, and the cyclic prefix length Ncp  =  
16. BPSK modulated pilots are inserted every thirteen sub carriers. Figure 3.6 
also illustrates how the required number of samples varies for the energy detector 
and block-based matched-filter detector when the S N R  approaches the SNR wall.
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Figure 3.6: SNR vs. Number of samples for different detection methods under 
Pf =  0.01 and Pd =  0.99 and the worst case for energy detection and block-based 
matched-filter detection under noise uncertainty.
The noise uncertainty parameter p is set to 1.005.
It can be seen that the ideal matched-filter detector outperforms the other de­
tectors under a low SNR regime as its required number of samples scales as 
0{SNR~^). Even though the pilots occupy a small portion of the total transm it­
ted power, the performance of the matched-filter is optimal due to the coherent 
processing. The MME and energy detectors perform worse than the matched- 
filter detector by some way, but due to the perfectly known or estimated noise 
variance, the MME and energy detectors outperform the other sensing techniques. 
Since the autocorrelation detection only utilizes 1/5 of the total data sequence 
for detection, it requires many more data samples than the energy detection. It is 
clearly shown that the cyclostationary detection requires an order of magnitude 
more samples than the other detection methods to achieve the target performance.
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Both the energy detection and matched-filter detection suflFer from the noise un­
certainty problems. Their required number of samples becomes infinite when the 
SNR approaches the SNR wall. Due to the coherent processing within the block, 
the SNR wall of the matched-filter detection is much lower than that of the energy 
detection.
For the derivation of the sample complexities of some standalone spectrum sensing 
schemes, please see Appendix B
3.2.3 Computational Complexity
Cognitive radio devices are normally powered by limited battery resources. Thus, 
The designers of a cognitive radio network should not only consider the reliability 
and delay of the candidate techniques but also their computational complexity (a 
proxy for power utilization). To evaluate the computational complexity for spec­
trum sensing methods, the numbers of real multiplications (RM), real additions 
(RA) and comparisons are counted. Other operations such as loading, storing, 
loop counting, indexing, etc are not counted.
3.2.3.1 Energy detection
The computational complexity of the energy detection (time domain) can be 
calculated by considering the input parameters such as number of samples. De­
noting Ns the number of received samples, the time-domain energy detection [81] 
requires Ng complex multiplications (CM) and As — 1 RAs. If the energy detec­
tion is implemented in the frequency domain [97], the computational complexity 
depends on these parameters: number of FFT points Afft? number of averages 
Nav and the number of sub-channels Nc . Thus, the energy detection (frequency 
domain) requires Ncv(Nfpt +  log2A fft) CMs, Aqi,Afft1oS2Afft complex 
additions (CA), and (Nav — 1)Afft + (Nc — 1)"^ ^^  ^ RAs.
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3.2.3.2 M atched-filter coherent detection
The operational principle of the original pilot-based matched filter detector is to 
simply calculate the amount of correlation between received signals and the pilot 
sequence. Thus, the computational complexity of the matched-filter detection [27] 
is related to the total number of pilot samples Np. Hence, pilot-based detection 
requires Np CMs and Np — 1 CAs. If frequency offset is considered and the length 
of the channel coherence time is denoted by Nc, the detector requires Np-\- ^  
CMs, Np — ^  CAs and ^  — 1 RAs. If we further consider the timing offset, the 
detector requires M{Np -h CMs and M{Np — CAs, M ( ^  — 1) RAs and 
M  — 1 comparisons where M  is the maximum time offset.
3.2.3.3 Autocorrelation detection
Assuming that the total number of the repeated samples is Nr, for instance, the 
length of the cyclic prefix in the OFDM signal, the autocorrelation detection 
[29] requires Nr CMs and Nr — 1 CAs. Similarly, the autocorrelation detector 
without perfect timing information requires Ng CMs and Ng — 1 CAs where Ng 
is the number of samples.
3.2.3.4 Cyclostationary detection
It is common knowledge that the implementation and computational complexity 
of the cyclostationary detection is much higher than simple energy detection. 
In the following a quantitative analysis of the complexity of the GLRT-based 
cyclostationary detection is given. The analysis is based on a classic GLRT- 
based statistical test for presence of a cyclostationarity approach derived in [28]. 
Let’s consider a received signal with parameters as number of samples Afg, the 
FFT point A fft? the odd window length L^, the number of cyclic frequencies of
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interest Na, Nr =  ^n= i  where An, • • • , A^^  ^ are the number of time lags 
for each different cyclic frequency.
First, the detector needs to calculate the cyclic autocorrelation function which 
requires A^ -Ag +  log^AppT CMs, Nr Real-Complex multiplications (mul­
tiply a complex number by a real number: RCM) and ATAFPTlog2 ApFT CAs. 
Second, we consider the calculation of the asymptotic covariance matrix. The 
total complexity of the asymptotic covariance matrix is given by 4:LwN^ CMs, 
4A^ RCMs and 2Lu,N^ CAs. In practice, symmetry can be used to reduce the 
calculation of the covariance matrix.
The final computational complexity is obtained by summing the complexity of 
the cyclic autocorrelation calculation, the complexity of the covariance matrix 
calculation and the extra computational cost due to the matrix multiplication: 
4A.  ^ +  2Nr +  1 RMs and 4A^ — 1 RAs. Note that the cyclostationary sensing 
method requires evaluation of the inverse of the covariance matrix and thus an 
additional 0{{2NrY) complexity should also be added.
3.2.3.5 Covariance-based detection
The computational complexity of the most popular covariance-based detection, 
MME detection [22], arises mainly from two operations: calculation of the sam­
ple covariance matrix and eigenvalue decomposition of the covariance matrix. 
According to the test statistic used, they may only have the former operation. 
Suppose that there are Nan antennas and each antenna receives Ag signal sam­
ples, the detector requires Nan{Nan +  l)Ag/2 CMs and Nan{Nan +  l)(Ag — l)/2  
CAs to compute the sample covariance since that the sample covariance matrix 
is a symmetric matrix. The size of the resultant covariance matrix is Nan x Aq„, 
then at most 0(Af„) CMs and CAs are needed to decompose the matrix. In 
practice, the number of samples Ag is usually much larger than the number of
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antennas Nan and thus the computational complexity of the covariance matrix 
calculation dominates.
3.2.3.6 Kolmogorov-Smirnov test detection
The K-S test first forms the empirical CDF from the observed signal samples and 
then derives the largest absolute difference between the empirical and theoretical 
CDFs. Thus, the detector requires 0[{Ns-\-Nb)\og2{Ns-{-Nb)] comparisons to form 
the empirical CDF of length where Ag is the number of received samples. To 
calculate the maximum difference between the two CDFs, A{, RAs and A& — 1 
comparisons are required.
3.2.3.7 W avelet-based detection
The operational complexity of the wavelet-based detection [26] is caused mostly 
by the convolution of the dilated version of wavelet and the (power spectral 
density) PSD of the received signal assuming that the PSD of the signal is already 
given. Let A^ demote the length of the wavelet, then the convolution of these two 
sequences above operation requires AfftA ,^ RMs and AfftA ;^ — Afft — Ay, 4-1 
RAs.
To enhance the multiscale performance while suppressing the noise, the product 
of wavelet transforms of various dilated versions of the wavelet is used as the final 
test statistic. Let Nt denote the number of accumulated transforms and thus the 
number of required RMs is Af AfftA^; +  (A< — 1) (A fft +  Ay, — 1) and the number 
of required RAs is Af(AFFTA„; — A ff t  — A^ ,^ 4-1).
With modern digital signal processing (DSP), the times consumed by real mul­
tiplication, real addition and comparison are the same. Civen CM requires four 
RMs and two RAs, RCM requires two RMs, CA requires two RAs, the numbers of
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Table 3.2: Computational complexity summary of common spectrum sensing 
techniques
D etection  technique N um ber of rea l operations
C om plexity
Ind icato r
Energy detection 
(time domain) [81]
7 N g - l Low
Energy detection 
(frequency domain) [97]
7AacApFT +  5AFFxlog2AFFT Medium
Cyclostationary 
detection [28]
QNt-Ns 4- 5ArAFFTlog2AFFT 
4-28L^A^ 4- 16A2 4- 4A^ +  0 ( ^ 3 )
High
Matched-filter 
detection [27]
SNp — 1 Low
Autocorrelation 
detection [29]
SNj. — 1 Low
Covariance-based 
detection (MME) [22]
+  4JV„„JV, -  iV i -  Nan +  O(JVi) Medium
Kolmogorov-Smirnov 
test detection [25]
0 [ { N s  4- A[))log2(Ag 4- Nb)] 4- 2Nb — 1 Medium
Wavelet-based 
detection [26]
2Af AfftAu; 4- A ff t  +  A ,^ — 1 Medium
real operations required by different sensing approaches for detecting the primary 
signal under the assumption of ideal noise and channel condition estimation are 
given in Table 3.2.
Denoting t as the unit time required by the cognitive radio to calculate a sin­
gle RM, a single RA or a signal comparison, the numbers of unit time required 
by various popular sensing techniques as a function of SNR are compared in 
Fig. 3.7. The simulation parameters are the same as those used in Section 3.2. 
It is shown that match-fflter detection still has the best performance since the 
detector utilizes the complete information of the primary signal. The autocorre­
lation detector, although requiring longer sensing time than the energy detector.
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Figure 3.7: SNR vs. Computational complexity for different detection methods 
under Pf =  0.01 and Pd =  0.99
has better performance than the energy detection with respect to computational 
complexity. However, the performance difference between cyclostationary detec­
tion and other sensing techniques becomes even larger which indicates tha t large 
computational complexity is required for cyclostationry detection.
For the derivation of the computational complexity of some standalone sensing 
schemes, please see Appendices C
3 .3  S u m m a r y
In this chapter, several issues affecting spectrum sensing schemes for cognitive 
radio networks have been investigated and discussed. Some well-known and com­
monly used sensing methods are compared in terms of reliability and accuracy.
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This chapter also introduce two important new metrics, the delay and the com­
putational complexity, to compare the performance of these techniques in both 
analysis and simulation. Our comparison is thus more comprehensive than those 
documented in the current literature which consider fewer types of sensing ap­
proaches or lack detailed mathematical analysis or simulation results.
According to the secondary and primary system requirements, available primary 
signal information, battery capacity etc., designers of cognitive radio network- 
s should be aware of the most appropriate technique for any specific scenario. 
Also, based on the work presented in this chapter, research can be extended to 
heterogeneous cognitive radio networks including a mix of sensing nodes. Since 
restricting information within a single network using the same type of sensing 
techniques limits the whole sensing capacity, one may consider having collabora­
tive networks which are deployed by different operators that use different sensing 
techniques. There has been little attention devoted to the problem of selecting 
and combining sensing results in a heterogeneous network. The performance of 
different sensing methods obtained in this chapter can be used as parameters to 
design such heterogeneous systems and this is the subject of Chapter 4 and 5.
Chapter 4 
Sensor Allocation for 
Multi-Channel Collaborative 
Spectrum Sensing
Standalone spectrum sensing cannot meet the strict detection requirements set 
by regulatory bodies due to the hidden node problem but collaborative spectrum 
sensing provides a potential solution to this problem. The latter coordinates mul­
tiple sensors at different locations to perform spectrum sensing simultaneously, 
thus reducing the impact of unreliable cognitive sensors. However, collaborative 
sensing incurs additional cost and delay due to additional communications, which 
will lead to the decrease of the sensing performance. Also, the literature on multi­
band spectrum sensing for cognitive radio networks (CRN) is rather limited at 
this time. In this chapter, a sensor allocation algorithm based on modified particle 
swarm optimization (PSO) is proposed to assign sensors to collaboratively sense 
multiple channels. Also this scheme balances the expected system throughput 
and energy consumption under constraints of sensing performance, based on the 
individual characteristics of the sensors. CRNs employing heterogeneous sensors
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(CRNHSs) are considered, in which the sensors use different sensing mechanisms, 
have different energy consumption and experience different channel conditions. 
Furthermore, the energy and time taken by both sensing and reporting activi­
ties are considered and included in the proposed sensor allocation solution. In 
the following sections, relevant research on multi-channel collaborative spectrum 
sensing from the literature are reviewed. The collaborative system model and 
energy consumption model are given and then the overall problem is formulated 
in section 4.2. The sensor allocation algorithm is proposed in section 4.3. A 
numerical example is given in section 4.4 to illustrate the encoding of the pro­
posed problem into the position vector of the particles. Finally, the performance 
evaluation of the proposed algorithm is given via simulations in section 4.5.
4.1 Introduction
Multi-channel spectrum sensing increases the probability of detecting spectrum 
opportunistically whilst reducing the total sensing cost. In [59], in order to apply 
multi-band spectrum sensing, each cognitive radio (CR) user comprises a bank 
of multiple narrowband detectors to sense the entire primary band of interest. A 
class of optimization problem is formulated to improve the aggregate opportunis­
tic throughput of a CRN while limiting the interference to the primary users. 
Decisions from spatially distributed CR users are linearly combined, where these 
decisions are assigned different weights based on their reliabilities. The weight co­
efficients and detection thresholds of all bands are jointly optimized. A different 
formulation is introduced in [98] where only the weight coefficients optimization 
is performed. The Genetic Algorithm is implemented to calculate the global opti­
mum of the sensing framework. Note that in the above research all have assumed 
that the sensing time parameter is given in advance and need not to be opti­
mized. To address this issue, authors in [99] propose an optimization problem.
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taking the sensing time parameter into consideration. The problem is solved by 
bilevel optimization and monotonie programming. However, they assume that 
the weight coefficients are identical. In [100], both the sensing time and weight 
coefficients are parameters that need to be jointly optimized and a sequential 
parameter optimization method is proposed to solve the problem. Multi-channel 
collaborative sensing parameter settings optimization are also studied in [101] 
where the global false alarm probabilities for each band are optimized to maxi­
mize the overall channel capacity. In [101], the counting rule is employed as the 
fusion rule at the network center to reduce the reporting cost.
In some papers, in order to reduce the hardware complexity and cost, an individu­
al CR user is only allowed to sense a single sub-channel at a time. In [102], assum­
ing that each sub-channel is sensed by one CR user and the sensor assignment 
is given in advance, the sensing durations and decision thresholds on multiple 
channels are jointly optimized to maximize the average achievable throughput of 
the CRNs. In [103], the authors consider homogeneous secondary users in terms 
of sensing detection probability and false alarm probability. The problem of how 
to optimally assign secondary users to cooperatively sense multiple channels is 
investigated in this paper. An exhaustive algorithm and a greedy algorithm are 
proposed to obtain the optimal solutions. In [104], heterogeneous secondary users 
are considered and the problem is solved optimally using a Munkres algorithm. 
The same problem is introduced in [105] where a coalition game approach is pro­
posed. However, the sensor assignment schemes mentioned above focus more on 
the system throughput as the revenue of collaborative sensing, rather than en­
ergy efficiency strategies. On the other hand, authors in [106] manage to assign 
secondary sensors to sense all channels with minimum energy and sufficient ac­
curacy. However, system throughput is not explicitly optimized. In [107, 108], 
the energy-efficient collaborative spectrum sensing issue is considered which takes 
into account both the expected system throughout discovered by the collabora­
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tive sensing and the secondary system energy consumption. However, fixed-time 
energy detectors are considered and the reporting delay is ignored in these papers.
In this chapter, a sensor allocation problem for multi-channel collaborative spec­
trum sensing in CRNs in which sequential detection is applied on each channel 
is formulated in Section 3.3. The objective of the problem is to achieves a bal­
ance between aggregated secondary system throughput discovered in the sensing 
process and the energy spent on sensing. A more practical scenario where both 
the primary channels and secondary users are heterogeneous is considered. Fur­
thermore, both the sensing and reporting delay are taken into account. Then, a 
modified PSO-based scheme is designed to solve the energy-efficiency problem in 
Section 4.4.
4.2 System  M odel 
4.2.1 N etw ork m odel
This chapter considers a CRN which consists of Ng heterogeneous secondary sen­
sors w =  {s„|n =  1,2, • • • , Ng} and one secondary base station (BS) Sq operating 
in K  orthogonal primary bands as shown in Fig. 4.1. The sensors are randomly 
placed, but once deployed they are assumed to be static and sensor mobility is 
not considered. Several primary systems are located far away from the secondary 
system with high output power, which means that all secondary sensors expe­
rience the same path-loss rate from these primary systems. Primary bands are 
also heterogeneous in terms of channel protection criteria, channel capacities and 
channel idling probabilities and the distance between secondary network and the 
primary systems are different. It is assumed that the sensors can only sense or 
access one primary channel at a time. However, each primary channel may be 
sensed by multiple secondary sensors. Sensors which are not allowed to sense
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Figure 4.1: Cognitive radio network consists of heterogeneous sensors with a 
primary system located far away.
the primary channels will be held in the off state with zero energy consump­
tion. Once a primary channel is detected to be idle, secondary users can transmit 
immediately over this channel. A large enough training period (including both 
ON/OFF periods of the primary transmitter) is assumed for accurate estimation 
of sensor sensing performance exists. Before selection, the secondary BS acquires 
this information from each sensor. Meanwhile, the probability of primary signal 
transmission is assumed to be known at the BS, based on the measurements. The 
proposed sensor selection algorithm runs on the secondary BS or a central con­
troller which identihes suitable sensor assignment to perform the sensing task. 
Since the location of the sensors are fixed and static, once the optimal sensor 
subset is created, the network can run it as many times as recpiired.
4 .2 .2  E n erg y  c o n su m p tio n  m o d e l
This section provides the energy consumption model used herein. Denoting Cg,n, 
Cc,n and Ct,nlo be the energy consumed by a sensor s„, in sensing per sample, in 
calculation per instruction and transmission per bit, respectively, the total energy
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Figure 4.2: TDMA reporting frame structure
consumption of sensor s„ per one time collaborative sensing is given by:
Cn — MnCs,n + ^^nCc,n + (4.1)
where M^ is the number of primary signal samples received by sensor n at each 
channel, Wn =  Fn{Mn) is the number of CPU instructions required by sensor 
n for decision-making, and F^(-) is the computational complexity function of 
sensor n and is determined both by the employed sensing scheme and the CPU 
mechanism. It is assumed that sensing and reporting activities cannot occur 
simultaneously. Thus, a time division multiple access (TDMA) reporting frame 
structure is adopted, where the sensing and reporting operate periodically. The 
TDMA reporting frame structure is shown in Fig. 4.2. The total sensing duration 
is fixed to Tg. The total time duration for a single sensing, which consists of a 
sensing duration and a reporting period, is given by:
(4.2)
n=l fc=l
where dnk indicates whether sensor s„ is participating in the sensing of the k-th 
primary channel (T ’ for on-state sensor and ’0’ for off-state sensor), Tr is the 
duration for reporting one sensing decision to the BS.
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Meanwhile, a popular transmission energy consumption model described in [53] 
is used to compute Ct,n-
a t,n
Q,n T  dfi <C do,
Q,n T ^mp,nd^t <^n ^  O^j
(4.3)
where Ct^ n is the baseline transmission energy consumption, e/s,n and £mp,n are 
the amplification parameters for the free space channel model and the multi-path 
fading channel model, respectively, depending on the distance between sensor Sn 
and the BS dn and the distance threshold do.
4.3 Energy-efficient Sensor A llocation Problem  
(SA P)
In a single sensing duration, suppose an acceptable sensor assignment:
A =
1^1 <^12
Ô21 Ô22
dlK
d2K (4.4)
\  ^ N s l  ^ N s 2  • •  '
is found, where ônk = 0/1 indicates that the sensor is assigned to sense the 
primary channel k. Particularly, ônk = 0 indicates that the sensor is not
assigned to sense the primary channel k and ônk = 1 indicates that the sensor Sn 
is assigned to sense the primary channel k. Since the sensor is allowed to sense
K
one channel at a time, we have ^  ônk =  1- The detection performance of such
k=l
local spectrum sensing is usually expressed with two well known probabilities, 
probabilities of missed detection and false alarm, which are given by:
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Egnk = f  (decide ffijllo  is true) (4.5)
Em,nk = P(decide P o |P i is true) (4.6)
After every CR user has made its individual decision on a specific primary band k
(unk = 1 for null hypothesis Hq and Unk — 1 for alternative hypothesis Hi), these 
decisions are transmitted to the BS which acts as a fusion centre (FC). Although 
a soft fusion rule exhibits better performance compared with a hard fusion rule, 
it needs higher data transmission between the sensors and the BS. Meanwhile, 
it is mathematically complex to combine data from sensors employing different 
sensing mechanisms and the detection performance does not have a closed-form 
expression. To alleviate this problem, the simple hard combination rules can 
be used where the sensors only send a one bit decision to the BS. This chapter 
proposes to use the optimum likelihood ratio test-based hard fusion rule derived 
in [109] for incumbent detection:
"-"A#!
where Uk =  {unkï^^nk = 1} denotes the vector of decisions from the sensors that 
are assigned to sense the primary channel k, and P{uk\Hi) is the joint probability 
density function (PDF) of the received decisions under hypotheses iJ/V/.
Recall that the location of sensors are fixed and thus the resulting sensing da­
ta  has randomness only arising from the noise processes. The sensing reports 
from different sensors are independent of each other, regardless of the physical 
separation between active sensors. Then Eq. (4.7) becomes:
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Figure 4.3: Sequential detection scheme for the multi-time collaborative spectrum 
sensing scheduling.
Given the definition of Pm,nk and Pynk described in Eqs. (4.5) and (4.6), the one 
time collaborative sensing fused result is given by:
Ns
Tk — ^   ^ n^k'^^ nk ^nk (4.9)
7 4 = 1
where lUnk =  log I - R m.nk if Unk =  1 and lUnk =  log
1 - P f ,nk .if '^ bik — 1-
Pf ,n k  R n , n k
Although deep shadowing and fading effects may be mitigated by exploiting spa­
tial diversity in received sensing decisions, [55] has shown that it may be diflicult 
to find a sufficient number of sensors with acceptable sensing performance in
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low SNR environments and thus one time collaborative sensing is not reliable. 
Therefore, one time collaborative spectrum sensing might be scheduled multiple 
times until the fusion centre acquires sufficient information for decision-making 
or the maximum sensing time has been exceeded as shown in Fig. 4.3. Thus, 
a sequential detection scheme is designed to determine whether to stop sens­
ing or to schedule another round of collaborative spectrum sensing at each time 
N. In this chapter, Walds Sequential Probability Ratio Test (SPRT) is adopted 
since it requires least average number of periods for achieving the desired sens­
ing performance [110, 111]. In SPRT, the decision statistic is written as 
the log-likelihood ratio of sequential observations which are the fused
observations obtained in sensing periods i = 1,2, • • • , AT, respectively, for the pri­
mary signal detection. Since are independent, Zj^ k^ can be expressed
as the sum of {Tfc(z)}Np
N
ZN,k = E '^h{i)  (4.10)
In practice, the number of sensing periods that can be scheduled must not exceed 
the upper bound N^ax, which is determined by the maximum allowed sensing 
time. Therefore, the fusion center makes the final decision based on the following 
rules:
^N,k ^  ^u,k^  accept
^N,k ^  i^,kj accept Hq^
< ZN,k < K ,k^N  = Nmax, accept Hi,
\ k  < ZN,k < = Nmax, accept Ho,
i^,k < < Xuy^N < Nmaxi schedule another collaborative sensing period,
(4.11)
where and \u,k are the detection thresholds for primary channel k.
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Let QŸJk and denote the target probability of false alarm and missed detec­
tion for primary band k, respectively. Then, the decision boundaries of traditional 
SPRT with unlimited N  are given by [112]:
^l,k — III l _ g t a r ’
'm,k
1 _  (4.12)
^m,kK,k — In
^f,k
However, truncation of sensing periods decreases the sensing performance since 
the number of available sensing periods is limited to Nmax- The achieved prob­
ability of false alarm and missed detection of truncated SPRT, defined as 
and respectively, are bounded by:
' Q f f  < Qn+P'ogNma.),
0 %  < QXk + P'A^max), 
where Po^ki^rnax) is the probability that the truncated SPRT falsely leads to a 
decision of Hi, while the non-truncated SPRT can not make a decision within 
N m a x  sensing periods and finally correctly leads to H q under the hypothesis H q , 
and p'ik(Nmax) is the probability that the truncated SPRT falsely leads to a 
decision of H q , while the non-truncated SPRT can not make a decision within 
Nmax sensing period and finally correctly leads to Hi under the hypothesis Hi. 
According to [113], Po^k{Nmax) and pyk(Nmax) are bounded by:
where
Po,kiNmax) ^  PO,k{Nmax)  ^
Pl,kiNmax) ^  Pl,k{Nmax)j
PogN^a.) =  t
PUkiN^a.) =
(4.14)
(4 .15)
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Then, Eq. (4.13) becomes:
Qf^k — +  P0,fc(-^ max)> (4 16)
Q“A  ^  Q^:k+Pl,k{Nn,ag
Suppose Nmax îs Sufficiently large and both the local probabilities of false alarm 
and missed detection are near to 0.5, and recall that are independently
and identically distributed, the cumulative distribution function (CDF) of 
approximates a Gaussian distribution according to the central limit theorem and 
Po,k{Nmax) and pi,k{Nmax) are given by:
PO,k{Nmax) ~
PUkiN^a.) ~   )
(A,fc +  î^i,A:)/2 A y  — E(Zj^^^^^k\Ni)
- Q (^{ZNmaxANl)
where Q(-) is the tail probability of the standard Gaussian distribution, y is the 
continuity correction factor, E{A\B) is the conditional expectation of A  given 
B  and a{A\B) is the conditional standard deviation of A  given B. Using Eqs. 
(4.5)-(4.10), the expected value and variance of Zyfmax,k under both hypotheses 
can be derived as:
N{ZNmax,k\No) — Nmax Y2 ^nk [^f,nk'^nk “  (^ “~ f^>nk)'^nk'\ ’
n=l N,
^‘^ {ZNmax,k\No) — ‘^ Nmax XI n^k\Bf,nkO- ~ T/,nfc)'U>rifc^ nfcJ ’
r '  _ (4-18)
^ { ^ N m a x ,k \N l)  — N m ax  ^  n^fc [(1  ~  ^ m ,nk)'^ nk ~  ^m,iT'k'^nk1^
n=l N,
^"^{ZNmaxA^A ~  "^Nmax X} n^fc[(l ~  Pm,nk)Pm,nk'^nk'^nk\ ^
n=l
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where = logb-_^H É  and
■^ f,nk lrn,nA:
Now the upper bounds of the achieved probability of false alarm and probability of 
detection of SPRT truncated at Nmax are determined. To ensure that the achieved 
sensing performance of truncated SPRT is equal or higher than the target sensing 
performance, the detection thresholds of truncated SPRT are given by:
no\ m ^'m,k\ k  -  In 0 ,
Au.fc — In Q ,
^f,k
where and are the roots of a system of equations as follows:
Qgk~^PO,k{Nmax) = Qfjk, (4 20)
Qm,k PO,k{Nmax) =  Q^ m,k'
Numerically, Newtons method [114] is adopted to find the approximations to the 
roots of these equations.
Now consider the average number of sensing periods required for decision-making 
under hypotheses Hiil:
E{N\Hi, k) = I — P(Xi,k < Zyk < K,k\Ni)
Y m ox~l r iV—1 N
+  ^  N  J J  P{^l,k < Zm,k < ^u,k\Nl) — J J  P{^l,k < Zm,k < K,k\Nl)
N = 2 ^m=l m=l
Nrnax — ^
A  Nmax j[ J[ B{^l,k ^  Zm,k ^  ^u,k\Nl))
m=l
04.21)
Zj^^ k is a discrete random variable which has [N H- l)n=i possible candidate
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values. Thus, P(Xi^k < Zjv,k < ^kl-NiJVl can be represented as:
NNs r /  -KT \  1
A n=l L
Na r /  ■^T \  nSnk
p{xi^k < ZN,k < K,k\^o) = y i T T
71 1
P(A,,, < = E  n  [ C ^  1(4 -
A n=i
Va„„ that satieties \ k  < E  NeS{amnwtk ~  <  ^u,k,
71—1
0122)
where A is a matrix of size N q x Ng and the (m, n)-th entry of A, amn, represents 
the number of times that sensor Sn transmits decision 1 within N  sensing periods.
It is observed that exponential number of observations are involved in the calcu­
lation due to the combinatorial nature of the problem. Therefore,a pseudopoly­
nomial time algorithm is designed to simplify the implementation by means of 
dynamical programming. The algorithm is proposed to calculate the distribution 
of ZN,k, N  = 1,2,' • • , Nmax- Let round{a, /3) donate the round operation which 
rounds a to ^  decimal places and round{a, /3) x 10  ^ donate the scale and round
Ns
operation which scales and rounds a real a to an integral. Z^^k ~  N  ^  7^ifcU^nfc
71 — 1
Ns
and Z^)^ = —N  ^  ^nk'^ük represent the maximum and minimum value that Zyi,k
71—1
can be, respectively. Pz{N,k,j\H{)  records the probability that Z^,k is equal to 
j  under hypotheses Hiil. Then, the pseudopolynomial time algorithm to find the 
distribution of Z^,k is described in Algorithm 3. The pseudo-polynomial time 
algorithm uses two modules for distribution calculation. The algorithm first es­
tablishes the probability distribution of one-time collaborative spectrum sensing 
based on the sensor assignment matrix A (from lines 9 to 26) where x  records all 
the possible values of Zyk, and Tz^^(Ag,æ|Lfo) and Pz^ f^{Ns,x\Hi) record their 
corresponding probability. Then, the distributions of Z]y,k, N  = 1,2, ••• ,A, 
are computed iteratively (from lines 27 to 35) based on the distribution of Zi^k-
max
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A lgorithm  3 Pseudo-polynomial time algorithm to find the distribution of 
1: Initialize A;
2: [Sensorlnfo] GetInfo(Amax, Pf^nk and Pm,nk for all selected sen­
sors);
3: round{w()(^, /3) x  lO^Vn
4: w~j^  4— round{w~f.,/3) x  lO^Vn
5: Z i X  4 - E  < - - E  SnkW-k
n=l n=l
6 
7
9
10
11
12
Pzi ,k{ '^J\Hi)  <r- fN n ,j ,l
Pzi,kb-,'ll^nk\NQ) ^  Pf,lk, Pzi ,ki^i~'^nk\No)  1 ~  Pf,1k 
^  -U ;“^ |i7 i) Pm.lA:
for n =  1 to As — 1 do 
for j  =  Z ^ ^  to Z^^^  ^ do 
if 5nk =  1 then
Tzi,fc(n +  l-,k\Ho) =  Pf^^n+i)kPzi,k(nJ -  w^+i)jkl^o) +  (1 -
Pf,(n-hl)k)Pzi,k{'>^:j '^{n+l)k\P-o)
13: Pzi^ki^ T l,A:|i7i) =  (1 ■“ Pm,{n+l)k)Pzi,k{^j j  ~  '^(n+l)k\P^A "f"
Pm,{n+l)kPzi,k{lT'j j  '^(n+l)k\P^l)
else
Pzi,ki'^Al,k\Ho) = Pz^A'^,k\Ho)
Pzi,ki'^Al,k\H i) = Pz^A'^, k\Hi) 
end if 
end for 
end for 
index <- 1
for j  =  to do
Pz{l,k,j\Ho) = ’Pz,AN„j\Ho)
P z { l , k , j \ H , )  =  P z , g N „ j \ H , )
^ in d e x  j  
index 4— index -f 1 
end for
for A  =  1 to N m a x  -  1 do
ZNVk.k + l)Z iX , Z^ti.k  <- - { N  + l)Z iX  
for i  =  Z^Xi.k to zr+ lk  do
P z { N  4 - 1 ,  j |A o )  =  P z ( l >  k, x \ \ H q ) P z ( N , j  — a;i|A o) +  • • •
+  -Pz(l) k, Xzjnax_2;minj^i\Ho)Pz{N,k,j  — Xzmax_zmin^i\Ho)
P z { N  4-1, A;,i|Ai) =  P z { l \ k , x i \ H i ) P z { N , j  -  a:i|Ai) 4- •
A  Pz{l - ik ,Xzmax_zmUij^l \Hl)Pz{N , k , j  — |A l)
end for 
end for
return P z { N , k , j ) y N , j
14
15
16
17
18
19
20 
21 
22
23
24
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Then, the average number of sensing periods E{N)  is defined as:
E(A|A:) =  Ao, &) +  7Ti,kE(A|Ai, A:), (4.23)
where and ni^k are the probabilities of the null hypothesis and the alterna­
tive hypothesis being true for the primary channel k, respectively. Intuitively, 
E{N\k) < Nmax- However, in low SNR environments, the network may not be 
able to find a pair of thresholds (Af_t, K,k) that can achieve the required sensing 
performance within Nmax sensing periods. That is, Eqs. (4.20) has no rational 
roots. In this case, it is assumed that all the Nmax observations are used for 
decision-making {E{N\k) = Nmax) and the traditional single threshold collabo­
rative sensing mechanism is employed:
^Nmax,k >>^ G,k: acceptiJi, (4 24) 
^Nmax,k < ^G,k, acceptAo,
where Xc,k is the global detection threshold for the traditional collaborative spec­
trum sensing scheme and is determined by the required global probability of miss 
detection
Since the goal of this algorithm is to find an optimal sensor allocation that bal­
ances the achievable secondary network throughput and energy consumption with 
the performance constraints satisfied, the sensor allocation problem, SAP, is for­
mulated as follows [107]:
max C/(A) =  Ê  ^ oRo,k[1 -  max(Qy,,(&.t), Q%)] m ax[g (A f|y fc ),_l]_x_ T
k = l
K  N s
-W c^m ax[E(A |J*,k,A:),l] x '^SnkC n
fc=l n=l
(4.25)
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S.t .  Q m ,k  S : Q m .k ' i  -^i
K
for A: = 1 , 2 , . . .  ,/C
ànk G {0,1}, for 72 =  1, 2, . .  • , N s ,  (4.26)
k=i
ànk G {0,1}, for 72 =  1 , 2 , . . .  , N s  and /c =  1, 2, •. • , K ,
where U{A)  is the utility function of solution A, ttq is the probability of the null 
hypothesis, jRo,t is the secondary throughput of channel k in the absence of prima­
ry user, Wr is the reward earned by the secondary system per unit throughput, uy 
is the price paid per unit energy, Ttotai is the length of the periodic time frames for 
sensing and transmission as illustrated in Fig 4.4, and ôCy- is the k-ih column of 
A. Given the sensor assignment vector Q f , k{ S ^ y )  is the prol^ability of false 
alarm of channel k, and k) is the average number of sensing periods
required to meet the target performance requirement on primary channel k.
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4.4 Sensor Allocation Algorithms Based on Mod­
ified Particle Swarm Optimization
In this section, the proposed Particle Swarm Optimization (PSO) based sensor 
allocation algorithm, namely PSO-SAP, is introduced in detail for solving the 
problem. As mentioned before, traditional PSO is not optimized to solve the 
proposed CR sensor allocation problem. In different applications, PSO should 
be modified and tailored to reflect the characteristics of the problem and thus 
to improve the performance. Thus, a new initialization mechanism and solution 
construction scheme which improve the performance of traditional PSO on sensor 
allocation problem are designed.
In conventional PSO, the initial position and velocity of every particle is randomly 
generated. In the proposed algorithm, it is assumed that the sensing performance 
and energy consumption at individual CR sensors are available and that the al­
gorithm can utilize this knowledge to initialize the particle position and velocity. 
By doing this, the sensor with higher sensing performance and lower energy con­
sumption will have a larger probability to be chosen at the start. Therefore, the 
velocities
are initialized as follows:
 ^ Uio Vn Vi2 • • • ViK ^
V20 V21 V22 • • • V2K
\  VNsO '^ Nsl '^ Ns2 • • • VNsK j
(4.27)
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max{wr7ToRo,k[  ^-  QfJ:)]
■ to ta l
'^ nk — ^
-Wcinax[£'(A'|<5°, k),l] x Cn, 0 }
for n =  1,2, • • • ,Ns and A; =  1 ,2, • • • ,K ,
K  K
-  Vn,k] /  max(î;*,fc), forn =  1 , 2 , • • • ,Ng and A: =  0,
k = l  k = l
(4.28)
wfiere Cn is the energy consumption of sensor s„ defined in Eq. (4.1), 6  ^represents 
a specific sensor assignment where only the sensor 5 „ is active to sense channel k 
with other sensors idle, V n k  is the velocity for sensor S n  that senses the primary 
channel k (vno represents the trend that sensor s„ doesn’t sense any channel), 
is the A;-th column of V  and, min(*) and max(*) return the smallest and largest 
value of a matrix or vector, respectively. In this way, velocities of sensor Sn on 
channel k are initialized as the utility obtained where there is only sensor s„ to 
sense channel k.
Then, the velocities are restricted within the range [KnmjKiaa:]:
^max ^min / . /  w. t t -  f a nr\\
=  m a x fa ,)  -  minfa,.) ~  +  Kn.n (4.29)
where Vmin and Vmax are the minimum and maximum velocity constraints, re­
spectively, and Un,* is the n-th row of V .
Each particle should move to a new position according to its new velocity. The 
sensor with highest velocity component value is more likely to be chosen by the 
particle. Hence, a probability function is used as shown in Eq. (4.30)
=  l  +  ex p (-« .,)
where S { v n k )  is defined as representing the probability of the sensor s„ to be
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chosen to sense the primary channel k. After the transmission in Eq. (4.30), 
S{vnk) is mapped to a value between 0  and 1 .
In conventional PSO, particles randomly generate a solution according to the 
following rules:
Sn is selected to sense channel k, if rand < S{vnk) 
Sn is not selected to sense channel k, else
(4.31)
where rand is a random variable uniformly distributed in [0,1]. Then the solution 
is checked to ensure each sensor is assigned to at most one primary channel. If 
a sensor is assigned to K ' > 1 channels, then we randomly set K ' — 1 of them 
to 0. However, in PSO-SAP, the particle assigns the given sensor s„ to primary 
channel k according to some criteria at one time. The procedure carries on until 
every sensor has been assigned. Simulation results will show the effectiveness of 
the proposed algorithm due to utilization of all information found by the swarm 
which helps the algorithm approach the optimal solution more efficiently.
The particle randomly selects one channel to be sensed by sensor s„, by roulette 
wheel selection scheme each channel is assigned a slice of the roulette wheel whose 
size is equal to the probability assigned to that channel. The actual probabilities 
of primary channel k sensed by sensor Sn, Pnk^  are computed by Eq. (4.32):
P n k (4.32)
Z) ^i'^nk)
k = 0
Suppose
X  =
^  X i o  X i i  X \ 2  • • • X i K  ^
3^20 3:21 ^22 • • * ^2K
\  xnsO % 2  " • ‘ xnsK y
(4 .33)
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represents the position of the particle according to the roulette wheel selection 
{xnk = 1  represents sensor has been assigned to sense channel k) , the velocities 
are updated as shown in Eq. (4.34):
^nk  —  ^"^nk “h  ('l'^l(Pp,nk ^nk^  " h  ^2'^2{pg,nk ^ n k \ (4.34)
where
and
Bp =
Op,10
Op,20
bp,n bp^2
bp,21 &P.22
\  bp^NsO bp^Nsl ^p,Ns2
Bg —
(
hg,io h g y i  hg^2
bg,20 6g,21 bg^22
• bp^K 
' bp^ 2K
• bp^ NsK
' bg^ K  ^
• bg^ 2K
(4.35)
(4.36)
\  bg,NsO bg^Nsl bg^Ns2 • • • bg^NsK
are the best positions the particle and the swarm has found, respectively, w is 
the inertia weight used to determine the influence of the previous velocity to 
the new velocity, Ci and C2 are learning factors which determine the cognitive 
and social behaviours of the particle, and Vi and V2 are the random numbers 
uniformly distributed in [0,1]. Meanwhile, if Vnk > Vmax, then set Vnk = Vmax 
and if Vnk ^  ^min  ^ then set Vnk ~  ^miri’
Based on the pseudo code of discrete PSO given in [115], the proposed algorithm, 
PSO-SAP, is modified and shown in Algorithm 4. The computation steps of the 
proposed algorithm in the simulation system can be summarized as:
1 . the problem data is given and the algorithm parameters are initialized.
2. the particle velocities are initialized according to Eq. (4.28). Then, the 
velocities are confined within the range [KninjKnax] based on Eq. (4.29).
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A lgorithm  4 PSO-SAP algorithm
1: Initialize Np, Ng, w, Ci, C2 , Vmin and Vmax'J/Np. #  of particles, Ng\ #  of 
generations
2: [Sensorlnfo] 4 -  GetInfo(Cfc„, Pf^ nk and Pm,nk^n,k)\
3: Initialize X^est and Ohesù 
4: Ug P- jug. generation number 
5: Initialize / /h; particle number
6
7
8 
9
10 
11 
12
13
14
15
16
17
18
19
20 
21 
22
23
24
25
while rig < Ng do
'^ g Ij 
h — O5
if =  1  th en
Update the velocity vector Vh based Eq. (4.29); 
end if
while h < Np do
Xh  f -  zeros {Ns, 1 +  A);
Map the velocity vector Vh to S{V )'ih  based on Eq. (4.30); 
Calculate the normalized probability bmPh using Eq. (4.32); 
for each sensor do
i 4 -  RouletteSelect[Ph{n, :)]; 
bmXh{n,i) <r- 1 ; 
end for 
Update Bp-, 
end while
Update Bg and V^Vh;
Update Xbest and Obesu 
end while
re tu rn  Xbest and Obest
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The velocities are transformed to S (V )  using Eq. (4.30) and then the initial 
particle positions are generated based on the probability distribution given 
by Eq. (4.32) and the roulette wheel selection.
3. Update the new velocities for the next generation as in Eq. (4.34) until the 
termination condition is satisfied.
4.5 Encoding Presentation
In this section, encoding of the proposed sensor allocation algorithm is illustrated 
by an example in the following. Suppose, there are 5 available sensors, si, S2 , 
S3 , S4 and S5 , to be distributed to sense 3 primary channels. Suppose the initial 
velocities for band 1-3 are evaluated and given by
'^ nk 5l 52 5 3 5 4 5 5
Band 1 9.04 3.61 21.93 0 11.52
Band 2 6.26 17.23 26.66 5.16 6.95
Band 3 3.76 0 18.28 2.52 4.55
Then the velocity for band 0 is given by
"^ nk 5l 52 5 3 5 4 5 5
Band 0 15.94 15.34 0 19.73 14.62
Suppose Knin =  - 4  and Vmax = 4, to constrain the velocities within [Vmin, Vn- 
based on the Eq. (4.29), the updated V  becomes
'^ nk 5 l 52 53 54 55
Band 0 4 3.12 -4 4 4
Band 1 -0.52 -2.79 2.58 -4 1.54
Band 2 -2.35 4 4 -1.90 -2.09
Band 3 -4 -4 1.48 -2.98 -4
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Then, the corresponding probability function 5(1^) is determined by Eq. (4.30) 
as follows
R ( P n k ) S \ 52 53 54 55
Band 0 0.9820 0.9577 0.0180 0.9820 0.9820
Band 1 0.3429 0.0579 0.9296 0.0180 0.8235
Band 2 0.0871 0.9820 0.9820 0.1301 0 . 1 1 0 1
Band 3 0.0180 0.0180 0.8146 0.0483 0.0180
Therefore, the actual probability P  for the roulette wheel selection is
P nk S i 52 53 54 55
Band 0 0.6867 0.4751 0.0065 0.8333 0.5079
Band 1 0.2398 0.0287 0.3375 0.0153 0.4259
Band 2 0.0609 0.4872 0.3565 0.1104 0.0569
Band 3 0.0126 0.0089 0.2958 0.0410 0.0093
Finally, the particle position X  based on the roulette wheel selection
X 5 l  S2 53 54 55
Band 0 1 0 0 1 1
Band 1 0  0 0 0  0
Band 2 0  1 1 0  0
Band 3 0  0 0 0  0
4.6 Perform ance Evaluation
4.6 .1  S im ulation  Param eters
The simulation scenario considers a cognitive radio network consisting of het­
erogeneous sensors operating in multiple primary bands. Sensors are uniformly
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deployed in a circular area with a radius of 70m with a secondary BS located at 
the center. The throughput rates available in the primary band are randomly dis­
tributed within [1,2]Mbps. DVB-T OFDM signals are employed as the primary 
signals whose parameters are as follows: the number of subcarriers N fft = 8192 
of which Nocc = 6817 are occupied, and the cyclic prefix (CP) length Ncp =  1024. 
The subcarrier modulation is 64QAM. The primary bandwidth is 8  MHz with el­
ementary period of 7/84/zs. An IEEE 802.15.4/Zigbee standard based transceiver 
is considered to compute the energy consumption which is consistent with [38]. 
Since the typical circuit power consumption of ZigBee is approximately 40mW, 
the receiver consumes approximately Cs,n = 4nJ energy to receive one signal sam­
ple. The energy related to calculation depends on the sensing approach the sensor 
employs. In our simulation, the cognitive radio network consists of three types 
of sensors: energy detector, cyclostationary detector and pilot-based detector. 
For the number of calculations required by each of the three sensing methods, 
please refer to Section 3.2.3. Moreover, the sensors are equipped with a 133MHz 
intel Arm Strong 1100 processor with 150MIPS and 200 mW power consumption. 
Thus, to process a single instruction, Cc,n =  1.3nJ energy will be consumed. For 
the transmission energy consumption model, is assumed to be 80nJ/bit and 
6fs,n is set to 40pJ/bit/m^. We assume the sensing duration Ts = 0.1ms, and the 
length of the periodic time frame for sensing and transmission Ttotai = 2s. For 
a data rate of 250kb/s, the time for report =  40/xs. The maximum sensing 
duration is set to be 200ms. The target probability of false alarm and missed de­
tection, and are both set to 0.01, in all primary bands. The weighting 
coefficients Wr and Wc are set to be ICredit/Mbit and lOCredit/J.
The network performance of the proposed algorithm is compared with other algo­
rithms: a heuristic approximation algorithm [108] and two stochastic algorithms, 
namely the conventional PSO [62] and Ant Colony Optimization (AGO) [63] algo­
rithms. For the conventional AGO and PSO algorithms, as described in Section
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4.4, solutions are randomly generated according to given rules. If a sensor is 
assigned to sense K ' > 1 channels, then we randomly set K ' — 1 of them to 0.
In terms of parameters for the AGO algorithm, the number of ants, Nq is set to 
10, the initial evaporation parameter pe is set to 0.3. The parameters of the con­
ventional and modified PSO algorithms are set to: Np =  1 0 , w =  l,ci =  C2 =  2 , 
Vmin = —4 and Vmax = 4. Results are averaged over 1000 experiments to mini­
mize the error. Simulation results are also verified by repeating the performance 
evaluations in [108] and obtaining closed simulation curves.
In the following, the convergence behaviour, the energy efficiency, and the com­
putational complexity of the aforementioned algorithms will be analysed.
4.6 .2  R esu lts and D iscussion
4.6.2.1 Convergence Behaviour
In Fig. 4.5, the average values of the utility function U(A) (see Eq. (4.25)), 
computed in each generation over 1000 experiments, are presented. A GRN with 
3 primary users and 9 secondary sensors is considered. The obtained utility is 
normalized by the optimal value derived by exhaustive search. It is shown that 
the average values obtained by swarm intelligence algorithms after 14 generations 
are better than the heuristic approximation algorithm, which validates the effec­
tiveness of the population-based sensor allocation algorithm. Moreover, the figure 
shows that the proposed PSO-SAP algorithm can obtain the optimal results after 
5 iterations. The performance of the PSO-SAP algorithm is also compared with 
that of the PSO-noHeu algorithm in which the initial velocity is randomly gener­
ated. It is shown that the PSO-noHeu algorithm performs worse than PSO-SAP 
in the early stage since PSO-SAP selects a proper group of sensors as initial can­
didates. The solution obtained by PSO-noHeu have no difference to the optimal
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Figure 4.5: Convergence curves of PSO-SAP, PSO-noHeu, conventional PSO and 
AGO algorithms.
solution after 11 iterations, which further validate the efficiency of the proposed 
solution generation rule. In conventional PSO and AGO algorithms, solutions 
which do not satisfy the constraints are recovered by random selection. Such 
mechanisms ignore sensing capacities of sensors on different channels and thus 
limit the performance of PSO and AGO algorithms. Better performance would 
be expected for conventional PSO and AGO algorithms with larger generation 
limits. However, the algorithm complexity would increase and thus there is a 
trade-off to be made.
4.6 .2 . 2  Complexity
Table 4.1 shows the time complexity of each algorithm which is calculated as the 
total number of fitness evaluation. The actual complexity of population-based al-
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Table 4.1: The computational complexity of each algorithm
Big-O notation Actual Complexity
Heuristic A, X A
AGO Ag X Ao X A
PSO Ag X Ao X A
PSO-SAP 0(A3) Ag X Aa X A
Brute-Force A ^'
gorithm was calculated as (#  of generations) x o f agents) x of channels). 
According to this table, although the proposed algorithm is of greater complexity 
than the heuristic algorithm, it is of the same complexity as other population- 
based algorithms. Even though the computational complexity of the proposed 
algorithm is larger than that of the heuristic algorithm, it is obvious that the 
proposed algorithm is fairly easy to implement in real-time applications since the 
number of iterations required for convergence is quite small.
4.6 .2.3 Im pact of changing the number of sensors
In this section, simulations are run on randomly generated networks formed by 15 
to 45 spectrum sensors working in 10 primary channels and the results are shown 
in Fig. 4.6. As the heuristic algorithm only adjusts one sensor’s choice at one 
time, it demonstrates worst capacity in maximizing the average network utility. 
In contrast, PSO-SAP and PSO-noHeu consider both the sensor and channel 
characteristics and thus exhibit better performance. Fig. 4.6 also demonstrates 
the advantage of the PSO-based algorithm over the ACO-based algorithm. When 
more sensors join the network, these algorithms attempt to involve the newly 
added sensors with higher sensing performance and lower energy consumption in 
order to increase the network utility. Intuitively, the energy efficiency is expected 
to increase with the increased number of sensors. However, the energy efficiency 
obtained by the ACO-based algorithm decreases when the network has more
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Figure 4.6: Effect of changing the number of sensors on system energy efficiency.
than 36 sensors. This performance degradation stems from the fact that tlie 
search space becomes larger while the population and generation limit of the 
algorithm remain the same. Thus, the ACO-based algorithm fails to find the 
optimal solution. On the other hand, the PSO-based algorithm still performs 
efficiently with small numbers of agents and has a strict generation limit when 
the search space becomes larger.
4 .6 .2 .4  Im p act o f changing th e  num ber o f prim ary channels
In this section, the number of primary channels is varied to observe the impact on 
the algorithms’ performance with increased spectrum opportunities. The number 
of sensors is set at 30 in the simulation. As shown in Fig. 4.7, with increased 
number of primary channel, the performance of the heuristic and the population- 
based algorithms increase as well, due to more spectrum opportunities available.
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The energy efficiency of the heuristic algorithm increases much faster than the 
population-based algorithms by increasing the number of primary channels. This 
is due to the fact that all spectrum sensors tend to join the sensing when abundant 
spectrum opportunities are available since each sensor has a higher possibility to 
find a channel with high SNR at the sensor. Nevertheless, the proposed algorithm, 
PSO-SAP and PSO-noHeu, still outperform the heuristic methods. Also, the 
figure illustrates the inefficiency of the ACO-based algorithm when the search 
space is large. The increased rate of the energy efficiency obtained by the ACO- 
base algorithm is lower than those obtained by PSO-based algorithms.
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4.7 Conclusion
In CRNs, secondary system throughput and energy consumption are two critical 
performance criteria for spectrum sensing. In the literature, many efforts have 
been made to solve the energy efficiency problem. However, there is not a solution 
for heterogeneous cognitive radio networks which is a more practical scenario. In 
this chapter, the energy efficiency problem in multi-channel collaborative spec­
trum sensing has been studied. A SPRT-based multi-channel collaborative sens­
ing scheme was formulated which took both the energy and time consumption 
of sensing and receiving activities into account. A sensor assignment algorithm 
based on modified PSO, PSO-SAP, was proposed to maximize the system energy 
efficiency, meanwhile guaranteeing the sensing performance requirements. In the 
proposed algorithm, in order to get better suboptimal solutions, the initial ve­
locities of the particles are generated heuristically and are shown to increase the 
algorithm performance. Simulation results demonstrate that PSO-SAP outper­
forms the heuristic algorithm and other population-based algorithms in terms of 
convergence rate and network energy efficiency.
In this chapter, energy efficiency problem was studied in CRN with infinite energy 
supply. Nevertheless, sensors are normally battery powered and thus sensor fail­
ure happens when the sensor drains its battery life. Hence, a further investigation 
of the energy-efficiency problem in battery-powered spectrum sensor networks is 
conducted in the next chapter.
Chapter 5 
Energy-efRcient Sensor 
Scheduling for Network 
Throughput Maximization
In some cognitive radio networks (CRN), dedicated battery-powered sensors are 
utilized to perform the collaborative spectrum sensing and report the decision- 
s to the secondary users (SU). In most circumstances, collaborative sensors are 
distributed randomly and redundantly in a highly dense network. It is, therefore, 
not necessary to keep all the sensors active at all times for spectrum sensing. 
As these sensors have limited battery and sensing capability, a wake-up sen­
sor scheduling algorithm is introduced in this chapter to optimally schedule the 
sensors to provide the required sensing performance and maximize the average 
secondary network throughput. For any instance of time, only a subset of sensors 
remains active while others are put into a low-energy-consuming sleep mode.
A heterogeneous cognitive radio network is considered in this chapter. We formu­
late the network throughput maximization problem as an energy-efficient sensor 
scheduling problem (ESSP) for cognitive radio networks employing heterogeneous
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sensors(CRNHSs). We employ ant colony optimization (AGO) to solve this prob­
lem since AGO algorithms are proved to have an advantage over other evolu­
tionary approaches of combinatorial optimization problems. Artificial ants are 
used to seek higher throughput solutions by using both accumulated pheromone 
and heuristic information. Simulations demonstrate that our approach can im­
prove the network throughput efficiently compared with the greedy algorithm and 
Genetic Algorithm.
The remainder of this chapter is organized as follows. In Section 5.2, we for­
mulate the problem addressed in this chapter. The proposed AGO-based sensor 
scheduling algorithm is introduced in Section 5.3. In Section 5.4, experimental 
results and discussion are given. Finally, Section 5.5 concludes the chapter.
5.1 Introduction
Since battery-powered sensors are energy-constrained and it is impractical or 
infeasible to replace or recharge the batteries when they are drained, energy- 
efficiency is one of the important issues to be considered in the implementation 
of collaborative spectrum sensing for spectrum sensor networks. Due to their 
low cost, a large number of sensors can be deployed in an area with high redun­
dancy. Thus, a subset of sensors may already satisfy the sensing performance 
requirement. By only selecting a subset of sensing sensors while switching other 
sensors to the sleep mode, less energy is consumed by the network and the net­
work throughput may be improved. According to [117], the power consumption 
of a sleeping sensor is 7-20 times less than that of one in the idle state, which 
validates the feasibility of the sensor scheduling scheme presented herein.
Recently, researchers have given more attention to the problem of GRN lifetime 
maximization. A sensor scheduling scheme is proposed in [118] by dividing the 
sensors into a number of non-disjoint subsets with each subset being activated
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successively. The lifetime maximization problem is divided into a series of sub- 
problems, such that the algorithm tries to select a subset with minimum total 
weight at every point during the network lifetime to satisfy the necessary false 
alarm and detection threshold. Nevertheless, solving the subproblems optimally 
may not always lead to lifetime maximization.
Compared with the limited research on lifetime maximization in CRNs, many 
methods exist addressing the energy-efficient coverage problem in wireless sensor 
networks (WSN) where all the targets must be continuously observed. Similar 
to the aforementioned sensor scheduling algorithm proposed in [118], a number 
of methods aim to find one cover set (a subset of sensors that fulfills coverage 
requirement) under certain constrains, and the procedure is repeated until no 
cover set can be found. The authors in [119] present two heuristic approaches to 
build cover sets with more residual energy. The authors in [120] introduce two 
intelligent algorithms, AGO and Particle Swarm Optimization (PSO), to find 
the solution to the lifetime maximization problem. They divide the operation 
time into slots. At each time slot, the algorithms are performed to build a cover 
set with minimum aggregated weight. Improved AGO-based energy-efficiency 
algorithms are proposed in [1 2 1 , 1 2 2 ] to solve the problem of finding a cover 
set with minimum total cost at each time slot. Although intelligent algorithms 
improve the quality of the solution to the energy-efficiency problem, heuristic 
degradation of the original problem cannot guarantee that an optimal global 
solution can be obtained by integrating the solutions to all the subproblems.
A more direct way to maximize the network lifetime is to maximize the number 
of cover sets under energy constraints. In [123], a genetic algorithm-based sensor 
scheduling algorithm is proposed where the candidate solutions are represented by 
two-dimensional chromosomes. Each column in the chromosome corresponds to 
a candidate cover set and each row indicates which time slots the corresponding 
sensor is active in. In [124], the authors present an AGO-based approach to
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solve the problem of finding the maximum number of disjoint connected covers in 
heterogeneous WSNs. These existing methods are able to maximize the lifetime 
of a network with the premise that the sensor does not consume energy in its sleep 
state. In practice, a specific amount of energy is consumed by an inactive sensor 
to maintain the internal clock and turn on the sensor at predetermined times. 
Furthermore, the aim of Cognitive Radio (CR) is to improve the spectrum usage 
efficiency. This motivates our objective of maximizing the throughput of CRNs. 
Inspired by existing research on network lifetime extension in both CRNs and 
WSNs, we propose an ACO-based energy-efficient sensor scheduling algorithm 
for CRNs employing heterogeneous sensor (CRNHSs).
5.2 Energy-efficient Sensor Scheduling Problem  
(ESSP)
We consider a CRNHS which consists of multiple SUs, Ns randomly deployed 
heterogeneous sensors Q. = {sn|?^  =  1 , 2 , - - - , Ns} and one secondary base station 
(BS) as shown in Fig. 5.1. In each sensing phase, every active sensor performs 
spectrum sensing independently and their sensing performance is characterised 
by the probability of false alarm Pj^ n and missed detection Pm,n as shown in Eqs. 
(4.5) and (4.6). The sensors then forward 1-bit decisions to the BS. The BS fuses 
these decisions by the method of OR combination such that the BS declares 
the existence of the primary signal if at least one sensor detects the primary 
signal. The final decision is then reported to the SUs who require to access to 
the spectrum. Suppose 4> C fl, the global probability of false alarm Qy(0) and 
missed detection (5 m(^) for a specific subset are given by:
Ns
=  1 - 1 1 ( 1  -  e„Pf,„) ( 5 . 1 )
n = l
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Ns
n=l
where 9n G {0,1} (Ai =  1 if and only if sensor is in subset d>).
(5.2)
We assume that the sensing, reporting and transmission cannot occur simultane­
ously. Thus, a TDMA sensing time frame structure is adopted as shown in Fig. 
5.2, where the sensing, reporting and data transmission operate periodically. The
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time period for sensing and transmission is fixed to Ttotai which must be equal 
to or smaller than the maximum allowed time for detecting the return of the 
primary user. Meanwhile, the sensing period Ts is assumed to be the same for all 
sensors. Denoting to be the time required to report one decision to the fusion 
centre, the secondary system throughput for a given subset of sensors 0  G H is 
given by [48] :
Ttotai —Tg — TrYl^n Ttotai ~ Tg ~ Tr
R = ---------------Tf.---------- 2 = ^ C o ( l  -  (3/W )7 T 0  + ---------------   2 ^ C i Q „ ( $ ) 7 r i
 ^total  ^total
(5.3)
where Co is the throughput of the secondary network when it operates in the 
absence of primary users, Ci is the throughput when it operates in the,presence 
of primary users, and ttq =  P{Ho) and tti =  P{Hi) are the the probabilities of 
the null hypothesis and alternative hypothesis being true, respectively.
Since the activity probability tti of the primary user is small and Co Ci, the 
first term on the right hand side of (5.3) dominates the achievable throughput. 
Therefore, the average throughput for the cognitive radio network can be approx­
imated by:
Ttotai — Tg — T rY l^ n  
R m  = ---------- Tf,-------^ ^ C o ( l  -  Q/(^))7To (5.4)
 ^total
The sensor scheduling problem in collaborative spectrum sensing can be described 
as finding a number of non-disjoint feasible subsets $ i, $ 2 , - - - , • ' ' , G of
sensors and scheduling these subsets under the battery energy constraints. Each 
subset is active successively and only lasts for a single sensing period. Note the 
subsets can be identical or different. The objective of the algorithm is to maximize 
the network throughput which is determined by the number of scheduled subsets 
and the achieved probability of false alarm. In mathematical terms, the sensor 
scheduling problem in collaborative spectrum sensing can be formulated as:
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s.t. <
Ns
K Ttotai ~  Ts — Tr ^kn Ns
max Rtotal = ^ -----------7^ ------ — ---- C oT[{l -  eknPgv^ T^ O (5.5)
r Ns
forA; =  l,2, . . . , j<^ (5.6a)
n=l
T to ta i  ~  T s  — T r  ^ k n  N s
 Co H (1  -  OknPf,n)7To > ÎOT k = l ,2 y  •  ^ , K  (5.6b)
T to ta i M=1
^  OknK,n +  X ^(l -  Okn)Es,n < Bn, fo m  =  1, 2, • • • , iV^ . (5.6c)
 ^ k=l k=l
where is the target global probability of detection, is the minimum 
R(^k) that satisfies the throughput requirement of the secondary system, Okn 
is a binary indicator which equals one if sensor Sn is in subset ^k  and equals 
zero if sensor is not in the subset ^k, Bn is the battery capacity of sensor 
Ea,n is the energy consumption of sensor Sn in its active state, Es,n is the energy 
consumption of sensor s„ in its sleep state, and K'^ is the iteration index where 
the residual energy of sensor is less than the energy required for one sensing 
operation and thus the sensor is turned off completely after the FC t^h iteration. 
We assume that the primary system has a strict requirement on the maximum 
amount of interference that it can tolerate which is represented by Eq. (5.6a). 
At the same time, it is also necessary to provide a certain quality of service to 
the cognitive radio working in each time slot. Therefore, constraints are imposed 
on the average secondary system throughput in each time slot as in Eq. (5.6b). 
Furthermore, Eq. (5.6c) specifies the energy limit of each sensor.
In [118], the authors present a numerical example to show that sensor scheduling
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is able to prolong the network lifetime. Let’s consider a similar example of four 
CR sensors: Si, S2 , S3 and S4 . The probability of false alarm Pf^n and missed 
detection Pm,n of sensor s„, are evaluated as
5l 52 5 3 5 4
P f 0.015 0.104 0.039 0.198
P m 0.342 0.242 0.145 0.239
The target probability of missed detection is assumed to be 0.1 in our ex­
ample. Therefore, the subsets that satisfy the sensing performance requirements 
are 4>i =  {si, S 2 } ,  ^ 2  =  {^i, S 3 } ,  0 3  =  {^i, S4 }, 0 4  =  {s2 , S 3 } ,  0 5  =  { s 2 ,  S4 }, =
{ 5 3 , 5 4 } ,  ^ 7  =  { 5 i , S 2 , S 3 } ,  0 g =  { S i , S 2 , S 4 } ,  0 9  =  { S i , S 3 , S 4 } ,  0 1 0  =  { 5 2 , 5 3 , S 4 }
and 4>ii =  {si, S 2 ,  S 3 ,  S 4 }  as shown below
{5 1 } {5 2 } {5 3 } {5 4 }
Q/ 0.015 0.104 0.039 0.198
Q m 0.342 0.242 0.145 0.239
{5 1 , 5 2 } {5 1 , 5 3 } {5 1 , 5 4 } {5 2 , 5 3 } {5 2 , 5 4 } {5 3 , 5 4 }
Q f 0.117 0.053 0 . 2 1 0 0.139 0.281 0.229
Q m 0.083 0.050 0.082 0.035 0.058 0.035
{5 i ,S2,S3} {Si,S2 ,S4 } {Si, S3 , S4 } {S2 , S3 , S4 }
Q f 0.152 0.292 0.241 0.309
Q m 0 . 0 1 2 0.025 0 . 0 1 2 0.008
{Si, S2 , S3 , S4 }
Q f 0.320
Q m 0.003
Suppose that Ttotai = 1, Ts = 0.1, Tr = 0.01, Co =  1 and ttq =  0.8, the average 
throughput of each feasible subset for the secondary network is given by
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{5l, 5 2 } {5 1 , S 3 } {5 1 , 5 4 } {5 2 , 5 3 } {5 2 , 5 4 } {5 3 , 5 4 }
R 0.622 0.667 0.556 0.606 0.506 0.543
{ S i ,  S 2 ,  S 3 } { S i ,  S 2 ,  S 4 } { S i ,  S 3 ,  S 4 } { S 2 ,  S 3 ,  S 4 }
R 0.590 0.431 0.528 0.481
{ S i , S 2 , S 3 ,  S 4 }
R 0.468
The minimum throughput in each time slot is assume to be 0.5. Thus, 
subsets 0g, 0 1 0  and 0 n  become infeasible. We further assume that the energy 
consumption and battery capacity of each sensor are shown below
5 l 52 53 54
Energy consumption (active state) 1 1 1 1
Energy consumption (inactive state) 0 . 1 0 . 1 0 . 2 0 . 2
Battery capacity 1.5 1 1 . 2 1 . 1
The maximum achievable network throughput is 1.173 by scheduling the subsets 
0 4  and 0 2  sequentially.
5.3 A nt Colony O ptim ization-based Sensor Schedul­
ing For M axim izing the Throughput
The optimal solution for the ESSP problem is difficult to derive analytically since 
it is NP-complete (Proof in Appendix D). Thus, we address the solution of the 
problem by using a heuristic and/or stochastic method. In this section, the ACO- 
ESSP algorithm is proposed for maximizing the secondary system throughput in 
CRNHS due to the outstanding performance of ACO in solving combinatorial 
optimization and graph problems. Although the PSO algorithm is shown to 
be more efficient in solving the sensor allocation problem in Section 4.6.2, PSO
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Figure 5.3; Two-dimensional solution representation
algorithm cannot be applied to solve this sensor scheduling problem. The reason 
is that the PSO is only able to solve problem with fixed size of solution, whilst 
the size of the solution of this sensor scheduling problem is variable (see later).
5 .3 .1  R e p r e se n ta t io n  an d  O b je c tiv e  F u n ctio n
Each ant in a colony represents a candidate solution. The solution found by any 
ant is defined as a NgX K  matrix, A, that consists of sensor assignment indicators 
Okn as shown in Fig. 5.3. Each element Okn denotes a sensor assignment to the 
kth subset; , and is interpreted as:
Okn —
0, if sensor 5„, is inactive in subset
1, if sensor Sn is active in suijsct Ta,-
(5.7)
The novelty of this two-dimensional solution construction is that the A;th row of 
v4, , corresponds to the feasible subset, 0^, which satisfies the Eq. (5.6a) and
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(5.6b). In addition, the total energy consumption of sensor Sn does not exceed 
the corresponding energy supply Bn. Such a mechanism limits the number of 
rows of the candidate solution and avoids excessive calculations. In this way, 
the size of the solution becomes variable across ants, and generations based on 
the number of feasible subsets that the ant can find. In Section 5.3.2, the ants’ 
search behaviour is described in detail. It is shown that the proposed ACO-based 
algorithm is able to effectively build variable-size candidate solutions.
To maximize the system throughput, a criteria is designed to evaluate the possi­
bility of finding a new feasible subset or/and improve the throughput of existing 
subsets. When two ants have the same average network throughput, an ant with 
high residual energy and more unallocated sensors will be preferred to increase 
the network throughput since it has a higher possibility of building new feasible 
subsets or/and increase existing subset throughput by exhausting the residual 
energy. By integrating this criteria into the network throughput, the objective 
function of the constructed solution. A, can be evaluated as:
JVs I r^,n I
-f/^n +  P m , n
f{A) =  U.Rtotal +  5 3  p 2"  (5.8)
where wi and W2 are pre-determined weights, Er^ n is the residual energy of sensor 
^n, R t o t a i  is the average throughput of solution A, and is the floor function.
Theorem 1: The value of the objective function of a solution increases with the 
network throughput can be guaranteed if Wi and wg satisfy:
uJi - \ _ E a , n _
- r ^ P f ,n + P m ,n^2  ^  P f , n  +  P i
where r = 0.1 if the throughput R  is rounded to one decimal place, r =  0.01 if 
R  is rounded to two decimal places and so on. That is, r represents the decimal 
precision of the throughput.
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Figure 5.4: Ant construction graph for a single layer 
For the proof see Appendix E.
Without loss of generality, we assume that
6  ^Pf,n + a , „
our algorithm.
Ns
E a , r and CJ2 =  1 in
5 .3 .2  C o n str u c tio n  B eh a v io u r  o f  A n ts
In this section, the construction rules that the ants follow to build their own 
solutions are introduced. We propose to use a multiple-layer mechanism to build 
the variable length two-dimensional solutions. In each layer, the ants concentrate 
on finding one feasible subset. The aim of the ants is to find a sequence of feasil)le 
subsets that maximize the average throughput under sensor energy constraints. 
Fig. 5.4 illustrates a construction graph for a single layer with the objective 
of finding one feasible subset. Starting from an empty subset, artificial ants 
add sensors to the subset one by one according to a set of criteria until the
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set of selected sensors satisfies the target probability of detection and minimum 
throughput requirement. When a feasible subset is found, the residual energy of 
each sensor is updated. Then the ants carry out the above process repeatedly 
until the sensing requirement is no longer satisfied by any set of sensors.
When selecting a sensor s„ from Oaiiowed for the current subset 0^, the ant follows 
the construction rules:
arg max if g < go ,
n = \  (5.10)
roulette wheel selection, otherwise
where Oaiiowed = {n\Okn = OVA; AND > ^a,n} is the set of unassigned sensors 
whose residual energy is at least one, go G (0 , 1 ) is a pre-determined value, q is 
a uniform distributed variable between 0  and 1 , Hn is the historical information, 
Pn is based on heuristic information (see later) and /? > 0  is a parameter which 
is used to adjust the influence of the heuristic information on the decision of the 
ant. In the roulette wheel selection, a probability of selection is associated with 
each individual sensor and is calculated as follows:
H n^
=  V -------M T 7
We first calculate the historical information Hn of sensor s„. In our proposed 
algorithm, the pheromone is deposited on the edges between the sensors to record 
the desirability of grouping the sensors into the same subset based on search 
experience. To assign an unassigned sensor Sn into a subset the ant calculates 
the average pheromone level between the sensor and the sensors which are 
already assigned to the subset. Suppose, the pheromone between the sensor 
Sn and the sensor is denoted by Tnm- The historical information regarding
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unassigned sensor Sn and the subset is given by:
Hr, = <
a if X^^fcn^O
Z-/n=l {m\ekm=A n=l ( 5 . 1 2 )
Tnr,., otherwise
where r„n is the self-pheromone that represents the probability of sensor 5„ not 
collaborating with any other sensors.
The heuristic information pn is associated with sensor in ACO-ESSP to mea­
sure the cost of sensor s„. Mathematically, the heuristic value for activating 
sensor si is calculated as follows:
I E r . n  I I E r , n  lUOd £>g,n I 
=   ^ ( 5 . 1 3 )
where G ( 1 , + o o )  and « 2  G ( 0 , 1 )  are pre-defined parameters. In this way, 
the algorithm is encouraged to choose the sensors with less energy to maintain 
necessary functionality in the sleep state.
After an ant finishes building its own solution, the pheromone trail amount Tnm 
is updated locally according to the following formulas.
'Tnm =  ( 1  — p)^ 'T nm  +  ( 1  “  ( 1  ~  p ) ° ‘)'TO ( 5 . 1 4 )
1
where p G (0,1) is the local pheromone decay parameter, Tq =
Ns Lb,E JV
n=l
gg.nJ
P f,n ~ \'P m ,n
is the initial pheromone value, n and m  are the indices of the sensors in the 
same subset, and a  is the number of subsets containing both sensor and Sm- 
Consider a special case where some subsets consist of a single sensor s„, the self 
pheromone Tnn is updated based on:
'Tun =  ( 1  — p )^ P n n  +  ( 1  “  ( l  “  P )^ )P O  ( 5 . 1 5 )
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The local pheromone updating rule is intended to avoid edges with very high 
pheromone levels being chosen by all the ants which thus leads the algorithm 
to become stuck at a local optima. Every time an edge is chosen by an ant, the 
pheromone level at the edge is reduced by applying the local pheromone updating 
rule. After the tour of a colony of Na ants ends, an initial best solution is de­
termined. Then the pheromone trail is updated according to a global pheromone 
updating rule. The aim of this operation is to reinforce the pheromones on the 
edges belonging to A^ ®, so that the subsequent ants are attracted to explore the 
paths in the vicinity of the best tour. The global updating rule for pheromone 
between sensors Sn and Sm that belong to the same subset in A^® is given as:
Tnm =  (1 — O^Tnm +  (1 “  (1 “  (5.16)
where ^ G (0,1) is the global pheromone evaporation parameter, and A r is the 
incremental pheromone quantity.
Similar to the local pheromone updating rule, the global self-pheromone updated 
rule is given by:
Tnn =  (1 -  ^)Vnn +  (l -  (1 -  (5.17)
The amount of pheromone A t  added to the edges is proportional to the fitness of 
the initial best solution: The higher the fitness value, the more pheromone that 
is deposited on the edges. This manner of pheromone deposition ensures that 
better solutions get a higher reinforcement. In our algorithm. A t  is calculated
I Bn I I Bn IENs m \ f(____ _ \ "'Ns _b£ojn_j__ j ^
P f ,n + P r n ,n   ^  ^ 2-^n=l P / ,n + T m ,n J
/  Y^Ns ^ E g ,n ^  \  ^
\  A / 71=1 P f ^ n ' ^ P m , n  J
where e is a parameter which controls the amount of added pheromone to avoid 
premature convergence to a local optimum.
5.3. Ant Colony Optimization-based Sensor Scheduling For Maximizing the
Throughput 102
It is shown that A r  =  tq if J^otai — 0 where R^ otai is the average throughput of 
Meanwhile, /(A^®) increase with the value of the throughput. Therefore, the 
pheromone on the edges remains unchanged until a best solution with Rtotai > 0 
is found.
5.3.3 Sum m ary o f A C O -E SSP
The procedure of the ACO-ESSP approach can be summarized in Algorithm 
5. At the beginning of the algorithm, the sensor related information (battery 
energy, sensing method, SNR, etc.) is collected by the fusion centre. The pre­
defined control parameters including j3, p,^, Na, and are initialized. The 
initial best result R^ ® and the initial pheromone are set as 0 and Tq, respectively. 
After parameter setting and initialization, the ACO-ESSP algorithm works as 
follows. Given an empty subset, the ants search on the construction graph to 
find feasible subsets of sensors, starting from random nodes, by selecting one 
more sensors each time from the remaining sensor pool. At each step, the ants 
compute a set of possible options and choose the best one (according to some 
probabilistic rules) to continue the tour. Once a feasible subset is found, the 
residual energy of each sensor is updated, then the above procedure is carried out 
repeatedly until a none feasible subset is found. After one ant finishes building a 
solution, the local pheromone updating rule is applied to update the pheromone 
trails between any pair of sensors in the same subset of the solution. When 
the ant colony finishes its search and the initial best solution is determined, the 
pheromone held is updated according to the global pheromone updating rules. 
When the termination condition has been satisfied, the value of the maximum 
system throughput is stored as Rtotai ^^ nd exported with initial best solution A^® 
as the results at the end of the algorithm.
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Algorithm 5 ACO-ESSP algorithm 
[Sensorlnfo] <— GetInfo();
Parameterlnitialization(/), p, Na, / Ny. number of ants
Initialize(ro, R\ltai)'^
while Termination condition doesn’t meet do 
for each ant U a  do 
A i— 0, k i— 0, Er^ n —^ Rn'> i— FALSE)
^ a llo w e d  ~  {^1; 2^; " ' ' j }
while flag  =  FALSE do 
X <- zeros{l,Ns)',
while Sensing requirement doesn’t meet do 
if a^llowed =  0 then
return x ^  zeros{l, Ns)’, 
end if
for all sensorsG O a iio w e d  do 
Calculate Hn and ?7„; 
end for 
i î  q < qo then  
n f -  arg max HnP '^, 
else
n 4— RouletteSelect{HnP^); 
end if 
x{n) 4- 1; 
end while 
if sum{x) =  0 then  
flag i— TRUE) 
else
k i— A; 4-1)
A  A;,* <—  X ]
Update residual energy Er^n, 
if Er,n < Ea,n then
O a llo w e d  ~  ^ a l lo w e d  \
end if  
end if 
end while
Calculate Rtotai]
Update pheromone according to (18) and (19)) 
i f  Rtotai >  R\ltai t h e n
R to ta i  ^  R to ta i }
A»' <- A; 
end if 
end for
Update pheromone according to (20) and (21)) 
end while
return R^ t^ai 1^^®
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5.4 Sim ulation R esults and D iscussion
In this section, we present results of the performance evaluation of the proposed 
ACO-based algorithm for the ESSP problem. MATLAB is used to implement 
the simulator. A greedy algorithm based on the algorithm proposed in [118] 
and a genetic-based algorithm [123] are used for comparison purposes. To the 
best of our knowledge, the greedy-based algorithm is the first algorithm used 
to maximize network lifetime by maximizing the number of non-disjoint feasible 
subsets in cognitive radio networks. Since the objective of our research is to 
maximize the system throughput, instead of the network lifetime, we modify the 
greedy-based algorithm in [123] to fit our problem. By utilizing the same heuristic 
information with ACO-ESSP, the greedy-based algorithm always adds the sensors 
with the highest residual energy to performance improvement ratio. A detailed 
description of the greedy-based algorithm is shown in Algorithm 6. In addition, 
we also compare the performance of the proposed algorithm to the optimal values 
which are obtained by brute-force (exhaustive search).
5.4.1 S im ulation  Param eters
The heterogeneous cognitive radio sensors are uniformly deployed in a circular 
area with a radius of 50 m and a fusion centre located at its center. A DVB-T 
OFDM signal is employed as the primary signal whose parameters are as follows: 
the number of sub carriers NppT = 8192 of which N qcc =  6817 are occupied, 
and the cyclic prefix (CP) length Ncp = 1024. The sub carrier modulation is 
64QAM. The primary bandwidth is 8 MHz with elementary period of 7/64 /is. 
An IEEE 802.15.4/Zigbee standard based transceiver is considered to compute 
the energy consumption which is coherent with [38]. Since the typical circuit 
power consumption of ZigBee is approximately 40 mW, the receiver consumes 
approximately Cs,n =  4 nJ energy to receive one signal sample. Thus, the energy
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A lgorithm  6 Greedy-based algorithm
[Sensorlnfo] <- GetInfo();
Par ameterlnit ialization , Qm^) ;
A i— 0, k 4— 0, Er,n —^ Eri) i— FALSE)
^ a l l o w e d  ~  {^1) ^2; ;
while flag =  FALSE do
X 4- zeros{l,Ns)]
while Sensing requirement doesn’t meet do
if ^ a l l o w e d  =  0 then
return x  <— zeros(1, Ns); 
end if
for all sensorsG D a iio w e d  do 
Calculate the heuristic information p n  according to (17)) 
end for
n  4- arg max pn\ 
x{n) 4— 1) 
end while 
if sum{x) =  0 then  
flag  TRUE) 
else 
k i— A) 1)
CLk,* X ]
Update residual energy E r ^ i  
if E r , n  < E a , n  then
^ a l l o w e d  ~  ^ a l l o w e d  \
end if 
end if 
end while
Calculate R to ta i  
return R to ta i  and A
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consumption of sensor s„ for receiving is 4Ns n j. The energy related to calculation 
is calculated as o f  operations) x (energy per operation). The first term 
depends on the sensing approach employed which requires different numbers of 
operations. In our simulation, the CRN consists of equal numbers of three types 
of sensors: energy, cyclostationary and autocorrelation detectors, with different 
numbers of required operations given in Section 3.2.3. Moreover, the sensors are 
equipped with a central processor whose processing speed is 150MIPS and power 
consumption is 200mW, and the battery energy supply is [50 mJ it 50%]. Thus, 
to process a single instruction, Cc,n =  1.3 nJ energy will be consumed. We also 
use a very popular but simple transmission energy consumption model described 
in [125] to compute the required transmission energy as shown in (5.19):
Et ~  Ebase T ^ampd (5.19)
where Cbase is the baseline energy consumption in operating the transmit radio, 
eamp is the amplification parameter, and d is the distance between the sensor and 
the fusion centre. In this section, Cbase is assumed to be 80 nJ/b it and eamp is 
set to be 40 pJ/bit/m ^.
We assume a sensing period Ts = 20 ms, and the length of the periodic time 
frame for sensing and transmission Ttotai = 100 ms. For a data rate of 250kb/s, 
the time for report Tj. =  40 ps. Furthermore, Cq is normalized to be 1 bit/s, r is 
set to be 0.01, and the minimum throughput in each time slot is set to 0.3. The 
target probability of miss detection, is set to 0.1.
In term of parameters used in the ACO algorithm, Na = 50, ^  = 2, p = ^ = 0.1, 
and qo = 0.8. For fairness, the population size of the GA method is always equal 
to the number of ants Na. For generation-based approaches, the algorithm is 
terminated after Nc = 200 iterations. Results are averaged over 1000 experiments.
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5.4.2 R esu lts and D iscussion
5.4.2.1 R elative difference
Table 5.'. Comparison with optimal throughput
G eneration A lgorithm R elative difference(% )
1 0
GA 39.85
ACO 0.09
2 0
GA 38.52
ACO 0
2 0 0
GA 26.74
ACO 0
G reedy 17.84
First, we compare the average throughput derived from the algorithms to the 
optimal values obtained by brute-force search. Since the complexity of the brute- 
force search grows exponentially with the size of the network, we limit the number 
of sensors to a manageable size. We assume that Ns = 0 and Na = 20. Table 
5.1 summarizes the average relative difference obtained by different algorithms 
averaged over 200 experiments for 7  value of — 5 dB. The relative difference is used 
to denote the difference between the obtained throughput to the optimal value, 
which can be calculated as 1 —Rtotai/RZtai where R^ t^ai is the optimal throughput 
in a particular experiment. The results indicate that ACO-ESSP performs better 
than the greedy algorithm and the GA method by finding the optimal solution 
after 200 iterations. The GA algorithm performs the worst as it cannot obtain 
the optimal solution even after 2 0 0  iterations.
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5.4.2.2 Complexity analysis
Table 5.2: The computational complexity of each algorithm
Big-O notation Actual Complexity
Greedy 0(^2) K  X n'
GA 0(^3) Ac X An X Æ
ACO NcX NaX K
Brute-Force
We also compare the computational complexity of the proposed ACO-ESSP ap­
proach with other algorithms in term of numbers of fitness evaluation. Table 5.2 
shows the time complexity for each algorithm where K  is the upper bound of 
K, n' <C Ns is the number of active sensors and Nf is the number of feasible 
subsets. As expected, the greedy algorithm has the lowest complexity. Although 
the complexity of ACO-ESSP is larger than that of the greedy algorithm, the 
proposed algorithm exhibits better performance. When the network size is s- 
mall, the brute-force algorithm is more promising than ACO-ESSP due to lower 
complexity and optimal performance. However, with increased network size, the 
efficiency of the brute-force algorithm degrades dramatically.
5.4.2.3 Convergence behaviour
The evaluation results of the ACO-based approach for the ESSP problem are 
shown in Fig. 5.5, where the average network throughputs obtained by ACO- 
ESSP algorithm for 200 independent simulations are plotted. We also compare 
the results of ACO-ESSP with its two variants, ACO-noHeu, does not use the 
heuristic information and the other variant, ACO-noSelf, does not consider the 
self-pheromone. In ACO-noSelf, the self-pheromone of every sensor is always 
equal to the initial pheromone value tq. The non-self-pheromone mechanism
5.4. Simulation Results and Discussion 109
2 0 .5
V V . V  V V v - v -
-4k— A C O -E S S P  
-©—  A C O -n oS elf 
-V— A C O -noH eu
18.5
100 120 140 160 180 200
Generation
40
(a) N s =  15
R- 32
-4k— A C O -E S S P  
- e —  A C O -n oS elf 
-V—  A C O -noH eu
100 120 140 160 180 200
Generation
40
(b) AT, = 30
Figure 5.5: Convergence curves of ACO-ESSP, ACO-noHeu, and ACO-noSelf, 
7 =  -5dB.
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has been used in [124] and shown to be effective in finding an optimal solution 
for lifetime maximization in heterogeneous sensor networks. It can be observed 
from Fig. 5.5 that the heuristic information helps to increase the quality of 
the solutions at each generation and thus the convergence of ACO-ESSP always 
has higher throughput than ACO-noHeu. Meanwhile, ACO-noSelf obtains worse 
results than ACO-ESSP which confirms that the introduction of self-pheromone 
significantly improves the algorithm’s performance. Both ACO-ESSP and ACO- 
noSelf produce better initial solutions than ACO-noHeu, showing again that the 
proposed heuristic information effectively guides the creation of the solutions.
5.4.2.4 Impact of changing the number of sensors
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Figure 5.6: Comparison of network throughput with different numlrer of sensors
Fig. 5.6 shows the influence of the number of sensors on the average secondary 
system throughput. For each setting, 200 independent simulations are generated
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for testing and the average results are used for comparison. The results indicate 
that the network life, obtained by ACO-ESSP, ACO-noHeu, ACO-noSelf and 
Greedy-ESSP, increases almost linearly when the number of sensors increases. 
This is because that increase in number of sensors can lead to finding more 
feasible subsets. The figure also demonstrates the advantage of ACO-ESSP over 
its variants and Greedy-ESSP. The performance of the GA method is so poor 
that its curve is out of the range of the graph and thus is not shown in this figure.
5.5 Conclusion
Sensors are normally battery powered and sensor failure happens when the sen­
sor drains its battery life. In order to increase the overall system throughput 
under the constraints of finite energy supply, only a subset of sensors are ac­
tive at a time. In this chapter, the energy-efficiency sensor scheduling problem 
was discussed with the objective of maximizing the secondary system through­
put under a constrained energy supply for CRNHSs. Heterogeneity refers to a 
range of sensors using different sensing mechanisms, so far not considered in the 
literature. In contrast to the existing literature, we take the energy consump­
tion in sleep state into consideration. We presented an ant colony based sensor 
scheduling method to improve the network throughput by scheduling non-disjoint 
feasible subsets efficiently. The construction rule of the ants always search sub­
sets that satisfy sensing performance requirement and thus improve the search 
efficiency by limiting the size of the solution. We used new heuristic information 
designed to encourage the algorithm to choose the sensor with minimum active 
cost first. According to the characteristics of CRNHSs, a self-pheromone update 
mechanism was proposed to refine the conventional pheromone update scheme. 
Simulation results showed that the proposed ACO-ESSP algorithm outperformed 
other algorithms and approached the optimal solution with lower computational
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complexity. The results also demonstrated the necessity for and the importance 
of the heuristic and self-pheromone information in the proposed algorithm.
Chapter 6
Conclusion and Future Work
6.1 Sum m ary and Conclusions
To meet the specific requirements of spectrum sensing in cognitive radio network- 
s (CRN), a variety of schemes need to be designed to improve the performance 
of spectrum sensing. One method is to improve the local sensing performance 
via novel signal processing techniques in the physical layer. Another possibil­
ity of sensing performance improvement comes from collaboration, where mul­
tiple cognitive radio (CR) users sense the same portion of the spectrum and 
then share their sensing information. For spectrum sensing in CRN, specific 
consideration and requirements of high sensing reliability, short delay and low 
complexity present challenges to the design of the sensing performance improve­
ment schemes. To investigate these issues, in this thesis, we have studied the 
performance of stand-alone spectrum sensing techniques empirically and theo­
retically. In collaborative spectrum sensing, additional resource is consumed and 
thus energy-efficient collaboration among sensors is critical to CRNs, especially in 
energy-constrained networks. We, therefore, further proposed two energy-efficient 
collaborative spectrum sensing schemes, which are summarised as follows.
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• We investigated and discussed several issues affecting the performance of 
spectrum sensing techniques in CRNs. We evaluated and compared the reli­
ability and accuracy of some well-known sensing methods, comprehensively, 
considering both environmental and not-environmental factors. We derived 
the mathematical expressions for the number of samples and number of 
calculations required by each sensing method to meet the target sensing 
performance. Based on the presented work, we extended the research on 
collaborative spectrum sensing to CRNs consisting of a mix of spectrum 
sensors. Restricting collaboration to homogeneous CR users can limit the 
total sensing capacity. The performance of different sensing methods evalu­
ated as part of the work for this thesis can be used as parameters to design 
more practical collaborative sensing schemes.
• In multi-channel collaborative spectrum sensing, spectrum sensors are al­
lowed to sense one primary channel at a time. At the same time, sensor 
collaboration improves the global sensing performance and increases energy 
consumption and total reporting delay as well. We, therefore, proposed a 
sensor allocation scheme to assign different sensors to sense different chan­
nels in CRN employing heterogeneous sensors (CRNHS). The objective of 
this scheme was to balance the network throughput and the energy con­
sumption with the satisfied performance constraints. In each channel, se­
quential ratio probability test (SRPT) was employed with the purpose of 
minimizing the required number of sensing periods. The detection thresh­
olds for truncated SPRT was derived. Furthermore, a pseudo-polynomial 
time algorithm was proposed to calculate the average number of sensing 
periods by means of dynamic programming. Eventually, the sensor alloca­
tion problem was formulated and then solved by a modified particle swarm 
optimization (PSO) based algorithm. Taking characteristics of the formu­
lated problem into consideration, the modified PSO-based scheme outper-
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formed the Greedy algorithm, conventional PSO algorithm and convention­
al ant colony optimization (AGO) algorithms, in terms of convergence rate 
and network energy efficiency. The complexity of the proposed algorith- 
m is greater than the greedy algorithm, but of the same order as other 
population-based algorithms.
• Dedicated sensors can be utilized to perform collaborative sensing and re­
port the results to the secondary users. For such a battery-power CR sensor 
network, we proposed an energy-efficient sensor scheduling algorithm with 
the objective of maximizing the total secondary system throughput under 
a constrained energy supply in CRNHSs by optimally scheduling the sen­
sors’ activities. At each sensing period, some of the sensors were active and 
sensed the channel while others were put into the low-energy-consumption 
sleep mode. In contrast to the existing literature, we took the the energy 
consumption in the sleep state into account. We proposed a ACO-based 
algorithm that optimized the solution of the formulated problem. The pro­
posed AGO algorithm has characteristics that are different from conven­
tional AGO algorithm. The new construction rule and heuristic information 
reflect the the characteristics of the formulated problem and thus improved 
the performance of the proposed algorithm.
6.2 Future Work
The work presented in this thesis provides comprehensive performance analysis of 
popular stand-alone sensing schemes and efficient sensor allocation and schedul­
ing algorithms to improve the sensing energy efficiency in collaborative spectrum 
sensing. Although the presented research helps towards increased energy efficien­
cy in spectrum sensing, there are still some open problems need to be solved in 
the future:
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• Although the presented performance analysis and comparison of standalone 
sensing schemes considers 6 types of sensing techniques and is more com­
prehensive than the existing research in the literature, there are additional 
spectrum sensing methods which can be involved. For instance, a novel 
entropy-based detector is introduced in [126] which is robust against noise 
uncertainty. Thus, it is worth investigating these emerging sensing tech­
niques as they affect the research.
• The proposed sensor allocation and scheduling algorithms are developed 
based on real-life scenarios. However, perfect reporting channels are as­
sumed. Reporting error may occur and further degrade the sensing per­
formance. This can affect the proposed sensor allocation and scheduling 
algorithm. The impact of imperfect reporting channel should be further 
considered.
• It is assumed in this thesis that sensors are allowed to sense one primary 
channel at a time. However, wideband antennas may be utilized where 
multiple adjacent primary channels can be sensed simultaneously. The pro­
posed sensor allocation algorithm can be extended by further considering 
utilization of wideband antennas. A wideband antenna is one with ap­
proximately the same operating characteristics over a very wide passband. 
Nevertheless, in practice, the farther from the center frequency the signal 
is, the less gain the antenna will provide at that frequency. Taking the im­
perfection of antenna into account, the formulated problem becomes more 
complicated and the proposed PSO-based algorithm may no longer solve 
the problem efficiently.
• Though population-based algorithms outperform heuristic algorithms, their 
performance degrades with increased network size. It is more likely to 
obtain premature convergence results for large-scale optimization problems.
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In order to address this issue, spectrum sensors can be grouped into small- 
size clusters. A clustering algorithm decides the cluster size, the cluster 
formation and the cluster head should be investigated in the future.
Appendix A 
Performance analysis of 
standalone sensing schemes under 
different channel conditions
The simulation parameters are the same as those used in Section 3.2.1,1. The 
length of the DVB-T signal is three OFDM symbols (= 27648 samples Ps 3 ms). 
The more gentle slope of the performance curves in lognormal shadowing chan­
nel is due to the variation of the received signal power caused by the shadowing 
process. The matched-filter detection outperform other detection methods un­
der most channel conditions. However, it performs worst in frequency selective 
Rayleigh channel since the frequency selective channel severely destroys the co­
herent signal processing gain. Due to the utilization of CP, the autocorrelation 
and cyclostationary detection exhibit similar performance under all channel con­
ditions. Furthermore, the autocorrelation detection is sensitive to the Doppler 
spread in the high SNR range under frequency flat fading channel.
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Figure A.l: Performance of various spectrum sensing schemes under the same
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Appendix B 
Derivation of Sample Complexity 
for Standalone Spectrum Sensing 
Schemes
B .l  A utocorrelation D etection
Suppose the received signal samples at the secondary user are given by:
y(") =  (  (B-l)
s(n) +  w(n), Hi
where s{n) and w{n) denote the data sequence and the white noise, then the test 
statistic for autocorrelation detector is given by:
Nr+Na Nr
'^(y)=  X I X  (m +  n +  Ar). (B.2)
m = 0  n = l
where N  is the total number signal samples, Nr is the length of the repeated 
sequence, Nd is the useful symbol length and r  is the distance between the re­
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peated sequences. When the primary user is inactive, under central limit theorem 
(CLT), the test statistic T{y) is a random variable whose probability density func­
tion (PDF) is a Gaussian distribution with mean zero and variance ctq =  
where cr^  is the variance of the white noise. The probability of false alarm is then 
given by:
■^/(^) — Q\ I NrN 2 ) (G -^ )\  y  Nr+Nd^W )
where Q(*) is the complementary distribution function of the standard Gaussian 
and e is the chosen detection threshold. When the primary user is active, the test 
statistic T{y) is a random variable whose PDF is a Gaussian distribution with 
mean and variance ai = (cr  ^+  2cr^ (Tg +  2a^). The probability
of detection is then given by:
Eliminate the variable e in Eqs. (B.3) and (B.4), therefore:
Nr +  N i  [Q -  v W + ^ I F - i ^ < 5  \ P d ) f  ,p  ...
“  Nr  ^  ^ ’
Divide both the numerator and the denominator of the above equation by to
get: __________________
_  _  Nr +  Nd [ Q- y Pf )  -  V i s  N R  4-1)2 +  S N R ^ Q - \P d )?  _
Ar  ^ ^
In order to alleviate the timing offset effect, the autocorrelation of the entire
symbols are calculated as:
N
T{y)  =  Y l y { n ) y ' ( n  +  Nr). (B.7)
n = l
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When the primary user is inactive, the test statistic T{y) is a random variable 
whose PDF is a Gaussian distribution with mean zero and variance ctq =  Na^. 
The probability of false alarm is then given by:
<“ >
When the primary user is active, the test statistic T{y) is a random variable 
whose PDF is a Gaussian distribution with mean fii = and variance
0-1 =  P i  +  +  2(t^) +  ■ The probability of detection
is then given by:
f  \  , ,
[  ^ N a i  +  2 N a lT + ^ 4 W ^  )
Eliminate the variable ’e’ in Eqs. (B.8) and (B.9), therefore:
\Q ~ H P fy i  - \ l <  +
N  = J:------------------ Ï .   =L (B.iO)
Divide both the numerator and the denominator of the above equation by cr„ to 
get:
[Q~HPf) -  J i S N R  + 1)2 + (^5iV JÏ)2Q -i(P ,)]2  
N  = -------------------------   -2------------------------- (B .ll)
B.2 GLRT-based C yclostationary D etection
According to [28], the test statistic of GLRT-based cyclosationary detection under 
null hypothesis is central chi-square distributed with Nca degrees of freedom where 
Nca is the number of cyclic autocorrelations. By approximating the cumulative
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distribution function (CDF) of the central Chi-squared distributions as the cube 
of a Gaussian, the probability of false alarm is given by:
Pf(e) % 1 -  0 (B.12)
where $(*) is the GDF of the standard normal distribution. Similarly, under the 
alternative hypothesis, the test statistic follows a noncentral chi-square distribu-
2N(0a‘^ ytion with Nca degrees of freedom and noncentrality parameter where
0 is the fraction of total signal power occupied by the employued cyclostation- 
2A((9(j?)2
arity. Assuming ^ ^  :$> Nca, the test statistic can be approximated by a 
normal distribution with mean /Lti
2 \ 22N{e<Ti) 2 \ 2
P â  +
The probability of detection is then given by:
and variance af
8A(0or2)
P â  +  '^ IP ’
Ai(e) % Q
e —
(0-2 +ct2)2
(B.13)
Eliminate the variable ’e’ in Eqs. (B.12) and (B.13), therefore: 
2N (ea^f
=  0 
(B.14)
Eq. (B.14) is a quadratic equation, with unknown variable N  = which can 
be solved directly using the quadratic formula. Since A  is a positive value, only 
the positive roots of the equation is considered. The number of required samples 
N  is then given by:
{1 + S N R Ÿ  { ,  [Q-^ {P i)f + 2N^ 3y/Nca +
N  = 2 • 02 . SNR?
Q-HPd)
(B.15)
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B .3 M axim um  to  M inim um  Eigenvalue R atio  
D etection
After centering and scaling, the distribution of the largest eigenvalue of the re­
ceived signal sample covariance matrix converges to the Tracy-Widom distribu­
tion of order two under null hypothesis [96] :
where Ai is the largest eigenvalue, c =  K  is the number of antennas and W2 is 
the Tracy-Widom law of order two. Similarly, the distribution of the centered and 
scaled largest eigenvalue of the received signal sample covariance matrix converges 
to the standard Gaussian distribution under alternative hypothesis [96] :
cr: (f 1 - 1 ) 2
where ti = K S N R - \- l  and Qi is simply the standard normal distribution. As for 
the smallest eigenvalue, its value converges to — 1)  ^ almost surely:
Ax -  1)" (B.18)
where is the smallest eigenvalue. The probability of false alarm of the maxi­
mum to minimum eigenvalue ratio (MME) detection scheme is then given by:
g _ (c^ /^ +l)^
Ps(e) = 1 (B-19)
(cP2_l)2
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where is the CDF of the Tracy-Widom distribution of order two. The
probability of detection is given by:
Pd(^) = Q
\  (cV2_l)2 /
(B.20)
Then, the minimum number of required samples can be obtained by solving the 
following equation:
-  Pl) [ (# ) '/ ' +  1] [ ( # ) - '/ '  +  l ] ’'^iV-2/3 +  [(£)l/2 +  1]^
=  Q - \ P i ) ( K S N R  + 1)^1 +  {KSNR  + 1)(1 +
(B.21)
B .4  Kolm ogorov-Sm irnov D etection
For sufficient large samples, the threshold (called critical value in Kolmogorov- 
Smirnov test) can be approximated by [127]:
Let Fq and Go denote the theoretical CDFs of the signal samples under null and 
alternative hypotheses, respectively, and G„ denote the empirical CDF of sample 
under alternative hypotheses. According to [128], we have:
1-  ^— Go\ — |Fq — Gq-  ^Gn — Gn\ 
< \Gfi — Fq| 4 -1 Go — Gn|
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Therefore, we have:
dk{Fo, Go) < dk{Gn, Fq) + dK{Go, Gn) 
dxiGn, Fq) > dxiFo, Go) — dxiGo, Gn)
(B.24)
where dk{A, B) is the maximum vertical distance between distribution A and B.
When Fo and Go are specified, dk{Fo, Go) is a constant. dif(Go, G„) is a random
variable which has the same CDF with dj^(Fo,F„).
Then we can have a lower bound of the probability of detection:
% )  =  P(T(2/)>E|Ffi)
=  P{dK{Gn,Fo) > e\Hi)
> P{dK{Fo,Go) — dK{Go,Gn) ^  €\Hi ) (B.25)
=  P { d K { G o ,  Gn) <  d x i F o ,  G o )  — e |i? i)
1  2__________
exp(2A(dK(Fo,Go)-6)2)
Finally, the require number of sample is upper bounded by:
2
[dk{Fo, Go)] - 2 (B.26)
Appendix C 
Derivation of Computational 
Complexity for Standalone 
Spectrum Sensing Schemes
C .l Energy detection
For time-domain energy detection, it is obvious that energy summation calcula­
tion requires Ng complex multiplications (CM) and Ng — 1 real additions (RA).
For frequency-domain energy, the one time wideband signal will be transformed 
into frequency domain via Fast Fourier Transform (FFT) which requires :^^^log2 AppT 
CMs and Afppxlog2 AppT complex additions (CA). Since Nav one time wideband 
signals need to be transformed, Nav^^^log2NFFT CMs and AfavAfppTlog2 A^ ppT 
CAs are required. In the frequency domain, frequency samples within each 
subcarriers will be summed and averaged which requires NavNpFT CMs and 
{Nav -  1)^FFT +  {Nc -  RAs. Thus, the energy detection (frequency
domain) requires NaviNppT +  ^ 2^ ' l^og2 Nppt) CMs, AavAppTlog2 iVppT complex 
additions (CA), and {Nav ~  l)AppT +  {Nc — 1)'^^^ RAs.
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C.2 M atched-filter D etection
The matched-filter detection requires Np CMs and Np — 1 CAs to calculate the 
correlation between the received signal sample and the pilot template where Np 
is the total number of pilot samples. When the frequency offset is considered, 
the matched-filter detector still perform the coherent detection within Nc samples 
where Nc is the channel coherence time. Each block requires Nc CMs and Nc — 1 
CAs and Np/Nc blocks require Np CMs and Np — Np/Nc CAs. Result from 
each block will be averaged non-coherently and thus requires Np/Nc CMs and 
Np/Nc — 1 RAs. Finally, the block-based matched-filter detector requires Np + ^  
CMs, Np — ^  CAs and ^  — 1 RAs. If we further consider the timing offset, 
the matched-filter detector needs to perform the same block-based detection M  
time and search for the maximum result where M  is the maximum time offset. 
Therefore, the detector requires M {Np-\-^) CMs and M(Np—^ )  CAs, M ( ^  —1) 
RAs and M  — 1 comparisons.
C.3 GLRT-based C yclostationary D etection
Let’s consider a received signal with parameters as number of samples Ng, the 
FFT point A fftj the odd window length Lyj, the number of cyclic frequencies of 
interest Na, Nr = Z)n=i Nrn where N ^ , '  • • , are the number of time lags 
for each different cyclic frequency.
For the calculation of the cyclic autocorrelation function of a single cyclic fre­
quency and time lag, the detector first multiply the received sample sequence 
with its own past or future values which requires roughly Ng CMs. Then the 
detector transforms the results into frequency domain via FFT to get the cyclic 
autocorrelations which requires "^^^^log2 AFFT CMs and AFFTiog2 ^FFT- There­
fore, to get Nr cyclic autocorrelation functions, NrNg -f N r^^^ lo g 2NpFT CMs
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and ArA^FFTlog2 -A^FFT CAs are required.
To calculate the asymptotic covariance matrix, the detector first estimate the 
cyclic spectral by using frequency smoothed cyclic periodograms that requires 
4Lu) CMs, 2Lyj — 1 RAs and 2 real-complex multiplications (RCM) for a given 
pair of cyclic frequencies and a given pair of time lags. Therefore, to calculate all 
the cyclic spectral functions, CMs, 2N^ RCMs and {2Lw — 1)AÇ CAs. To
form the asymptotic covariance matrix, 2AÇ RCMs and 2N^ RAs are required. 
Finally, The total complexity of the asymptotic covariance matrix is given by 
4L^A2 CMs, 4^2 RCMs and 2L^7V2 CAs.
Note that the the cyclic autocorrelation and the asymptotic covariance matrix 
only have real-valued entries. To form the test statistic from the cyclic autocor­
relation and the asymptotic covariance matrix, we first evaluate the inverse of 
the covariance matrix and 0{{2Nr)^) complexity is required. Then, a multiplica­
tion of a 1 X 2Nr vector with a 2Nr x 2Nr requires 4N^ RMs and 2Nr{2Nr — 1) 
RAs and leave a 1 x 2Nr vector. Multiplying this vector with a 2Nr x 1 vector 
further requires 2Nr RMs and 2Nr — 1 RAs. Thus, the complexity of the co- 
variance matrix calculation and the extra computational cost due to the matrix 
multiplication: 4A(  ^-f 2Nr +  1 RMs and 4A(^  — 1 RAs.
Appendix D
Proof: ESSP is NP-Com plete
The ESSP can be reformulated as:
K  N s  N s
k^nmax '^{Ttotal “  ~ X  ^ knTr)Co f j ( l  ~  XknPf,n)7^0 (D-l)k = l  n = l  n = l
n  %  ^ forA; =  l , 2 , - - -
n = l
{Ttotai ~T s — ^  XknTr)Co 11 (1“  XknPf,n)'^o ^  , for A: =  1, 2, • • • ,K
n = l n = l
^  ] ^ k n E a ,n  T  ^  (^1 ^ k n ) F s ,n  ^  P n ,  fo  ^ 72 =  1, 2, • • • , N g
k = l  k = l
(D.2)
where Xkn G {0,1} {xkn =  1 if and only if Sn is in subset 0^ =)- To prove that 
ESSP is NP-complete, we transform it to a decision problem, ESSP- DECISION, 
by comparing the objective value with a threshold value R:
132
133
whether there exits {xkn }  with
X) i'Ptotal ~ T s  — XknTr)Co 0 ( 1 “  XknPf,n)'^0 ^  R  
k=l n=l n=l
n  %  ^ 0%% ior k =  l , 2 , - - - , K
n—1
{Ttotal ~ T g  — Y2 ^knPr)Co (1 — XknPf,n)'^0 ^  R^^ ,^ for =  1, 2, • • • , K  
n=l n=l
^   ^^knFa,n "h ^  ^( l  ^kn)Fs,n ^  Pn, f o r  72 =  1 ,  2 ,  • ■ • , N g
k=l k=l
Xkn G {0, 1}
(D.3)
Lemma 1: ESSP-DECISION can be verified in polynomial time.
Proof: Given a sequence of {xkn} and a threshold R, we can verify the following 
statements in polynomial time.
K  N s  N s  _ _
1- Ÿ2 i'Ptotal — ^  — E  Xkn%)Go n  (1 “  XknPf,n)'^0 ^  P-
k=l n=l n=l
2. Each subset satisfies the target probability of detection and the minimum 
throughput requirement.
3. The total energy that each sensor Sn consumes doesn’t exceed Pn-
Since ESSP-DECISION can be verified in polynomial time, ESSP G NP. □
Lemma 2: ESSP-DECISION can be reduced from a known NP-complete problem 
in polynomial time.
Proof: Knapsack Problem (KP) is a known NP-complete problem and its corre­
sponding decision problem, KP-DECISION, is given by:
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whether there exists {æ„} with
Ns
E  P n X n  >  P
n=l 
Ns
'^n.Xn — C
n=l
G {0 ,1 }
Let K  = 1, Tr = 0 and Eg^ n = 0, then ESSP-DECISION is restricted to:
(D.4)
whether there exits {x„} with
Ns
{Ttotai -  Tg)Co n (1 -  XnPf,n)7^o > max(R,
Ns
n=l
n %  < Qn=l
XnEa,n — Pnj 
Xn G {0, 1}
tarm
for n =  1,2, • • • ,Ng
ESSP-DECISION can be further transformed to a linear problem as:
(D.5)
whether there exits {a;„} with
Ns
tar
m
n=l
XnFa,n — Pn: 
Xn G {0, 1}
for n =  1,2, • • • ,Ng
(D.6)
max(72
Setting In (1 -  P/,„) =  p», In - — — ----- —  =  p, In Pm,n = Wn and In =  c,
L oT^ o [J-to ta l — J -s)
it is shown that the feasible solutions of the restricted ESSP-DECISION is also
the feasible solutions of KP-DECISION. That is, the ESSP-DECISION can be
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reduced from KP-DECISION and the reduction time is polynomial. Therefore, 
ESSP is NP-hard. □
Since ESSP G NP and ESSP is NP-hard, the original ESSP problem is NP- 
complete.
Appendix E
Derivation of c u i  and c o 2
Suppose that Ai and A 2 are two solutions to the ESSP problem with different 
average secondary network throughput Pt t^aO respectively. To ensure
/(A i) > /(A 2 ), provided R\llai > RtltaO t^e following inequality should always 
be true:
Ns
-1  Rf,''^ "L R m ,nn=l R f ,n  +  R m ,r
(E.l)
where and are the final residual energy of sensor s„ if the cognitive 
radio network schedules the sensors according to solution Si and S2, respectively. 
Rearranging the above inequality, we have:
Ns
^l[Rt2al -  Rt t^al] ^  ^2 X
n=l
r l ^L-^ a,n_ _Ea,n
R f ,n  T  R m ,n
(E.2)
Since cu > 0 and R^ t^ai > Rmai^ dividing both sides of the inequality by W2 and
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d(1) _  d(2)
total total yields:
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Ns
u  E^  n=l
CÜ2
4^1 4}lEa,n Ea,n
Pf,n~YPm,n
d(1) _  z?v 
total total
/2) (E.3)
Let’s consider an extreme case that the denominator and the numerator of the 
right hand side of Eq. E.3 take their minimum and maximum value, respectively 
and simultaneously, which should be:
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Finally, we have the conclusion:
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