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ON THE BABUSˇKA-OSBORN APPROACH TO FINITE ELEMENT ANALYSIS:
L2 ESTIMATES FOR UNSTRUCTURED MESHES
CHARALAMBOS G. MAKRIDAKIS
ABSTRACT. The standard approach toL2 bounds uses theH1 bound in combination to a duality argument,
known as Nitsche’s trick, to recover the optimal a priori order of the method. Although this approach
makes perfect sense for quasi-uniform meshes, it does not provide the expected information for unstructured
meshes since the final estimate involves the maximum mesh size. Babusˇka and Osborn, [1], addressed this
issue for a one dimensional problem by introducing a technique based on mesh-dependent norms. The key
idea was to see the bilinear form posed on two different spaces; equipped with the mesh dependent analogs
of L2 and H2 and to show that the finite element space is inf-sup stable with respect to these norms.
Although this approach is readily extendable to multidimensional setting, the proof of the inf-sup sta-
bility with respect to mesh dependent norms is known only in very limited cases.
We establish the validity of the inf-sup condition for standard conforming finite element spaces of any
polynomial degree under certain restrictions on the mesh variation which however permit unstructured non
quasiuniform meshes. As a consequence we derive L2 estimates for the finite element approximation via
quasioptimal bounds and examine related stability properties of the elliptic projection.
1. INTRODUCTION
One of the fundamental, but nevertheless overlooked, open questions in the finite element analysis
of elliptic problems is related to simple L2 estimates for elliptic problems. The standard approach to
L2 bounds uses the H1 bound in combination with a duality argument, known as Nitsche’s trick, to
recover the optimal a priori order of the method. Although this approach makes perfect sense for quasi-
uniform meshes, it is less useful for unstructured meshes since the final estimate, say for piecewise linear
elements, is of the form h¯‖hu‖2, where h¯ denotes the maximum mesh size; see below for a precise
notation. The typical estimates one finds in textbooks and many papers are of the form h¯2‖u‖2. Now
that questions related to the design and analysis of adaptive algorithms are relevant, there is a need to
revise our point of view on this issue.
In a seminal paper published in 1980 Babusˇka and Osborn, [1], were the first to raise this question.
This paper thoroughly analysed the one dimensional problem by introducing a technique based on mesh-
dependent norms. The key idea was to see the bilinear form posed on two different spaces; equipped
with the mesh dependent analogs of L2 andH2 and to show that the finite element space is inf-sup stable
with respect to these norms. As a result, the stability of the elliptic projection as well as quasi-optimality
results were established.
Although this approach is readily extendable to multidimensional setting, the proof of the inf-sup
stability with respect to mesh dependent norms is known only in very limited cases. In this paper we
establish the validity of the inf-sup condition for standard conforming finite element spaces of any poly-
nomial degree under certain restrictions on the mesh variation which, however, permit unstructured non
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quasiuniform meshes. As a consequence we derive L2 estimates for the finite element approximation via
quasi-optimal bounds and examine related stability properties of the elliptic projection.
2. PRELIMINARIES
2.1. Model problem and notation. We denote the L2-inner product by (·, ·) = (·, ·)Ω on a domain
Ω ⊂ R2, and the corresponding L2-norm ‖·‖Ω; the subscript Ω will be suppressed in most of the cases
involving Ω, but it will remain in other domains O as (·, ·)O and ‖·‖O . The standard Sobolev spaces
Wmp (Ω), H
m(Ω) = Wm2 (Ω) and H
1
0 (Ω) will be used throughout. The corresponding norms and semi-
norms will be denoted as usual by ‖ · ‖m,p, ‖ · ‖m and | · |m,p, | · |m respectively.
In Ω ⊂ R2, we consider the boundary value problem:
(1) −∆u = f in Ω, u = 0 on ∂Ω,
for f ∈ L2(Ω). The weak formulation reads,
(2) B(u, v) = (∇u,∇v ) = (f, v) for all v ∈ H10 (Ω).
We shall assume that standard elliptic regularity estimates are valid. For simplicity we consider convex
polygonal domains Ω. We notice that the assumption Ω ⊂ R2 is made only to simplify the presentation
and it is not essential; similar results hold for Ω ⊂ R3 with straightforward modifications.
Let T be a shape regular conforming subdivision of the domain Ω into elements K, [3]; the standard
finite element space is denoted by
Vh := {v ∈ C(Ω) : v|K ∈ Pp(K), v|∂Ω = 0},
where Pp denotes the space of polynomials of degree at most p. We assume that to the underlined mesh
it is associated an H1 piecewise linear mesh-size function h : Ω¯ → R+, which is at each element K
equivalent to hK = diamK. Such a mesh function can be constructed, e.g., by defining its value at a
given vertex z to be the average of hK for all K sharing z. Thus, for v ∈ L2(Ω),
(3) ‖h v‖ and
{ ∑
K∈T
h2K‖v‖2K
}1/2
,
are equivalent with constants independent of T but possibly depending on the shape regularity. Further,
let Γ = ∪K∈T ∂K\∂Ω be the set of the inner faces of the decomposition.
Let e be a generic face of the decomposition. We shall use the notation
(4) |v|2e =
∫
e
v2dS .
Further, for a possibly discontinuous v on e, [[v]]e denotes the jump of the traces of v on e .
2.2. Mesh dependent norms. Following standard notation introduced in [1, 2] we define,
(5) H2h := {v ∈ H1(Ω) : v|K ∈ H2(K) },
and the mesh dependent 2-norm via
(6) ‖v‖2,h =
{
‖v‖21 +
∑
K∈T
‖∆v‖2K +
∑
e∈Γ
h−1e
∫
e
[[∂nu]]
2
e
}1/2
.
Note the inclusion of the ‖ · ‖1 term to ensure that ‖ · ‖2,h is a norm. Further on H1 we define
(7) ‖v‖0,h =
{
‖v‖+
∑
e∈Γ
he|v|2e
}1/2
.
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The motivation to consider these norms emanates by integrating by parts the weak formulation
(8) B(u, v) = (∇u,∇v ) =
∑
K∈T
−(∆u, v )K +
∑
e∈Γ
∫
e
[[∂nu]]e v .
Then by assuming that u ∈ H2h and v ∈ H10 we have the natural continuity bound
(9) |(∇u,∇v )| ≤ ‖u‖2,h ‖v‖0,h
and by reversing the roles of u and v we have
(10) |(∇u,∇v )| ≤ ‖v‖2,h ‖u‖0,h .
Notice that the factors he and h−1e in the interface terms of the mesh dependent norms are natural choices
to achieve the right scaling in the finite element space. Further, standard inverse estimates, [3, 4, 2], imply
that ‖ · ‖0,h is equivalent to L2 norm on Vh :
(11) c0 ‖χ‖0,h ≤ ‖χ‖ ≤ ‖χ‖0,h , ∀χ ∈ Vh .
2.2.1. The inf-sup condition. Notice that both norms make sense in our finite element space Vh. Our
main goal is to prove the discrete inf-sup stability of the bilinear form B(u, v) with respect to the mesh-
dependent norms introduced above, that is:
(IS-Vh) : There exists a constant β > 0 independent of h such that for all w ∈ Vh there holds
(12) sup
v∈Vh
B(w, v)
‖v‖2,h ≥ β ‖w‖0,h .
Let us remark here that we considerB(w, v) on the same space Vh for both trial and test functions but
equipped with two different norms. Notice that in the original paper [1] the analysis was relying on both
the continuous and discrete inf-sup condition. However, for our purposes, the somewhat cumbersome
continuous inf-sup condition is not needed.
Condition (12) along with the continuity of the bilinear form is enough to guarantee the stability of
the finite element projection with respect to ‖ · ‖0,h norm and optimal approximation properties in L2.
To see this we introduce first the elliptic projection operator R : H1 → Vh by
(13) (∇Rv,∇χ ) = (∇ v,∇χ ), ∀χ ∈ Vh .
Then (12) and (9) imply
(14) ‖Ru‖0,h ≤ 1
β
sup
v∈Vh
B(Ru, v)
‖v‖2,h =
1
β
sup
v∈Vh
B(u, v)
‖v‖2,h ≤
1
β
‖u‖0,h .
The above stability bound is the closest we can get as far as the stability of the elliptic projection R
in L2 is concerned. In fact, a counterexample provided in [1] shows that the much desirable bound
‖Ru‖ ≤ C ‖u‖ is not true in general.
The main result of this note is
Theorem 2.1. Assume that the mesh of the finite element space is such that the mesh function h has
smooth enough variation, in the sense that ‖∇h‖∞ ≤ µ for µ small enough. Assume further that
standard elliptic regularity estimates for the dual problem to (1) are valid. Then the inf-sup condition
(IS-Vh) holds.
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As it is typical in finite element analysis L2 bounds require elliptic regularity estimates of the dual
problem, which in our self adjoint case is the Laplace equation. This theorem will be proved in the
next section. Among other consequences of this we mention the stability of the elliptic projection, the
symmetric approximability bound (quasi-optimality) and the optimal L2 estimate of the finite element
solution. We summarise them in the following:
Theorem 2.2. Under the assumptions of Theorem 2.1, we have the bounds
(15) ‖Ru‖0,h ≤ 1
β
‖u‖0,h ,
and
(16) ‖Ru− u‖0,h ≤ (1 + 1
β
) inf
χ∈Vh
‖u− χ‖0,h .
As a consequence, if u is the solution of (2) and uh denotes its finite element approximation, there holds,
(17) ‖u− uh‖ ≤ C ‖hp+1Dp+1u‖ ,
where
(18) ‖hsDsu‖ :=
{ ∑
K∈T
h 2sK |v|2s,K
}1/2
.
Theorem 2.2 follows directly by Theorem 2.1. Indeed, an immediate consequence of (15) is
(19) ‖Ru− u‖0,h ≤ ‖R (u− χ)‖0,h + ‖u− χ‖0,h ≤ (1 + 1
β
) ‖u− χ‖0,h , χ ∈ Vh .
Hence the symmetric error bound (16) follows. Since ‖ · ‖0,h controls the L2 norm, choosing now an
appropriate interpolant Π, [3], such that
‖u−Πu‖0,h ≤ C‖hp+1Dp+1u‖ ,
yields the desired bound. Since p ≥ 1 one may choose the standard Lagrange interpolant. Then the
above bound is a consequence of standard interpolation bounds along with scaled trace inequalities.
2.2.2. Bibliographical remarks. As far as the L2 estimates for the finite element method are concerned,
a standard duality argument implies the bound, [13, 3, 4],
(20) ‖u− uh‖ ≤ C h¯‖hpDp+1u‖ ,
where h¯ = maxK∈T hK . This is in contrast to natural H1 bounds derived by Cea’s Lemma:
(21) ‖u− uh‖1 ≤ C ‖hpDp+1u‖ =
{ ∑
K∈T
h 2pK |v|2p+1,K
}1/2
.
Notice that (21) holds without any restriction in the mesh. Although the nature of these bounds is similar
for quasiuniform meshes, for unstructured decompositions this is obviously not the case.
In one space dimension the analysis in Babusˇka and Osborn [1] implies (17) without any restriction
on the mesh. Still in one dimension, using a different approach, in Chapter 0 of Brenner and Scott [3],
(17) was derived under the assumption ‖∇h‖∞ ≤ µ for µ small enough. The case of piecewise linear
elements in higher dimensions was treated in Eriksson and Johnson [7], see also [6], under the same
assumption. Still under the same restriction on the mesh variation and for any polynomial degree, the
analysis of Demlow and Stevenson [5] implies (17) but with the additional inclusion of a data oscilation
term, i.e.,
(22) ‖u− uh‖ ≤ C {‖hp+1Dp+1u‖+ ‖h2(f − Pf)‖ } ,
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where Pf is an appropriate projection of the right hand side onto Vh. In [5] the convergence of an
adaptive algorithm in L2 was demonstrated showing in addition that unstructured meshes satisfying the
condition ‖∇h‖∞ ≤ µ can be explicitly designed.
The inf-sup condition (IS-Vh) has an independent interest that goes beyond its application to derive
error estimates as (17) in Theorem 2.2. Both (15) and (19) are more general than (17) and they are
important in their own right. These bounds and the condition (IS-Vh) have various applications. Among
others, they can be used in the analysis of mixed methods as in [2], in deriving quasioptimal bounds for
time-dependent problems, [11], and in a posteriori analysis and the convergence of adaptive algorithms,
[9], [12]. The appearance of ‖ · ‖0,h norm in the bounds of Theorem 2.2 looks natural in view of the
results in [15]. As mentioned above it was derived in [1] for unstructured meshes in one dimension and
in higher dimensions in [2] for quasiuniform meshes. The analysis in [7], combined with the framework
used herein, can lead to the verification of (IS-Vh) for piecewise linear elements under the assumption
‖∇h‖∞ ≤ µ.
As mentioned, we as well assume µ to be small enough. Theorem 2.1, provides a clear answer to inf-
sup stability with respect to mesh dependent norms for conforming elements and any polynomial degree.
Theorem 2.2 provides a natural extension of the standard H1 bounds to L2 when unstructured meshes
are considered. It remains open whether the restriction on µ is really needed. As far as the method of
proof is concerned, we emphasise that it is essentially a combination of some known techniques. The
strategy to prove inf-sup stability by considering auxiliary problems is standard, and was used as well
in [1, 2]. A new rather important feature is the use of an adaptation of arguments well known from the
lower bounds of a posteriori analysis to define the functions w1 and w2, see Sections 3.2 and 3.3 below,
which are crucial to show the various stability bounds of the auxiliary problem mentioned above. It is
interesting to note that another instance of connection of a posteriori and a priori analysis is the work of
Gudi [8] concerning a priori error estimates of the discontinuous Galerkin method. Lemma 3.1 was first
used in [7] for p = 1, see also [6]. As far as we know the condition µ small was first used in the works of
Eriksson and Johnson concerning a priori analysis for various time-dependent and stationary problems
providing mathematical backup to adaptive computations, see e.g., [7, 6] and their references. Similar
analytical tools were useful in the convergence of adaptive algorithms in L2 in [5]. For completeness, we
provide at the end of the paper a simple proof of Lemma 3.1. There we have used a super-approximation
argument of [5] which has its origins in the fundamental paper of Nitsche and Schatz [14].
We have made a serious effort to present the analysis of this work as simply as possible. The arguments
are quite clear and could serve as useful tools for improvements and possible extensions. The next section
is devoted to the proof of Theorem 2.1.
3. PROOF OF THEOREM 2.1
3.1. Stability of an auxiliary problem. The starting point of the proof is a standard dual problem.
Consider ρ ∈ Vh given and fixed. Define Φ ∈ Vh as the solution of
(23) (∇Φ,∇ψ ) = (ρ, ψ) for all ψ ∈ Vh.
Our aim is then to show the stability bound
(24) ‖Φ‖2,h ≤ c ‖ρ‖ .
Then (24) implies (IS-Vh) . Indeed, since
(∇Φ,∇ρ ) = ‖ρ‖2,
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(24) implies
(∇Φ,∇ρ ) ≥ c ‖ρ‖ ‖Φ‖2,h .
Or
sup
v∈Vh
B( v, ρ )
‖v‖2,h ≥
(∇Φ,∇ρ )
‖Φ‖2,h ≥ c ‖ρ‖ ,
and (IS-Vh) follows in view of (11).
To prove (24) we need to control the three parts of the norm ‖Φ‖2,h. Clearly, ‖Φ‖1 ≤ C ‖ρ‖ in view
of the Poincare´-Friedrichs inequality. To provide a clear description of the argument, we divide the rest
of the proof in two steps: in Step 1 we control the terms involving
∑
K∈T ‖∆Φ‖2K and in Step 2 we
control the jump terms
∑
e∈Γ h
−1
e
∫
e [[∂nΦ]]
2
e .
3.2. Step 1. Define a w1 which is a discrete object but not member of the space Vh such that
c1
∑
K∈T
‖∆Φ‖2K ≤ (∇Φ,∇w1 ) .
Then Rw1 ∈ Vh and (23) yields
c1
∑
K∈T
‖∆Φ‖2K ≤ (∇Φ,∇w1 ) = (∇Φ,∇Rw1 )
= (ρ,Rw1) .
(25)
We will then show the following bounds
(26) ‖h∇w1‖+ ‖w1‖ ≤ c
( ∑
K∈T
‖∆Φ‖2K
)1/2
and
(27) ‖Rw1‖ ≤ c ‖h∇w1‖+ ‖w1‖ .
Which combined with (25) yield the desired bound.
3.2.1. Definition of w1 and proof of (26). We now define w1 elementwise as
(28) w1|K = −bK∆Φ|K ,
where bK is the standard bubble function used in a posteriori analysis, [16]; for notational consistency,
here and below we follow the notation in [10, Theorem 3.2]. Scaling and inverse-type arguments involv-
ing bK are standard, but we repeat some of them for readers not familiar with a posteriori analysis. In
particular, bK ∈ P3 is positive on the interior of K and ‖bK‖∞ = 1.
Then w1 ∈ H10 (Ω), w1|e = 0 for all e ∈ Γ, and hence,
(∇Φ,∇w1 ) = −
∑
K∈T
(∆ Φ, w1 )
=
∑
K∈T
∫
K
bK |∆Φ|2.
Now, since the norms ‖b1/2K · ‖K and ‖ · ‖K on Pp are equivalent we have
(∇Φ,∇w1 ) ≥ c1
∑
K∈T
‖∆Φ‖2K ,
L2 ESTIMATES FOR UNSTRUCTURED MESHES 7
where c1 is a positive constant which possibly depends on p but it is independent of h. Further, using
local inverse inequalities on Pp+1, we obtain,
‖h∇w1‖+ ‖w1‖ ≤ c ‖w1‖ ≤ c
( ∑
K∈T
‖∆Φ‖2K
)1/2
and (26) follows.
3.2.2. Proof of (27). We use a variation of a duality argument used in [7]. Let g be the solution of the
problem
(29) −∆g = Rw1 in Ω, g = 0 on ∂Ω .
Then
‖Rw1‖2 = (∇Rw1,∇g )
= (∇ (Rw1 − w1),∇g ) + (∇w1,∇g )
=: I1 + I2 .
For I2 we have, using once more that w1 ∈ H10 (Ω), w1|e = 0 for all e ∈ Γ,
I2 = (∇w1,∇g ) = −
∑
K∈T
∫
K
w1∆g = (w1, Rw1) .
Thus,
|I2| ≤ ‖w1‖ ‖Rw1‖ .
To estimate I1 we use Galerkin orthogonality, an appropriate interpolant Πg ∈ Vh, and the regularity of
the dual problem, to get
|I1| = |(∇ (Rw1 − w1),∇(g −Πg) )| ≤ ‖h∇ (Rw1 − w1)‖ ‖h−1∇(g −Πg)‖
≤ C‖h∇ (Rw1 − w1)‖ |g|2,Ω
≤ C‖h∇ (Rw1 − w1)‖ ‖Rw1‖ .
Combining the above estimates for I1 and I2 we get,
‖Rw1‖ ≤ C‖h∇ (Rw1 − w1)‖ + ‖w1‖ .
Next, we shall use the following result regarding the elliptic projection operator
Lemma 3.1. Let ‖∇h‖∞ ≤ µ , µ < 1 , and w ∈ H10 (Ω). Then there exists a constant C such that
‖h∇Rw‖ ≤ C(‖h∇w‖ + µ ‖Rw‖) .
We postpone the proof to the end of this section.
It is clear now that using Lemma 3.1 for w = w1 in the above estimates and assuming that µ is small
enough we conclude the proof of (27) and of Step 1, establishing that
(30)
( ∑
K∈T
‖∆Φ‖2K
)1/2 ≤ C‖ρ‖ .
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3.3. Step 2. To control the jumps we shall use again a discrete function whose definition is motivated
by a posteriori analysis. As already mentioned, we follow the notation of [10, Theorem 3.2].
Definew2 as follows: Let e be an internal edge. Let be the bubble function of the side ewhich vanishes
on its vertices. As before, we require be to be positive on the interior of e and ‖be‖∞,e = 1. If K and Ke
are the elements sharing e, define the discrete operator Je : Pp−1(e)→ H10 (Ω) as follows:
(i) : suppJe(ve) = K ∪Ke
(ii) : Je(ve)|e = be ve
(iii) : Je(ve) is extended to K and Ke by requiring Je(ve) to be linear along lines normal to e and
being zero on ∂K ∪ ∂Ke\e . Je(ve) is set to zero outside K ∪Ke .
Define now the space
(31) Jh =
{
w =
∑
e∈Γ
Je(ve) : ve ∈ Pp−1(e), e ∈ Γ
}
.
It is clear that Jh is a finite dimensional subspace of H10 (Ω). We are ready to define now w2. Let
(32) we = Je
( 1
he
[[∂nΦ]]e
)
, e ∈ Γ ,
and
(33) w2 =
∑
e∈Γ
we .
Clearly, w2 ∈ Jh , and the restriction of w2 to each element K is a polynomial. Further since w2 ∈
H10 (Ω), we have,
(∇Φ,∇w2 ) = −
∑
K∈T
(∆ Φ, w2 ) +
∑
e∈Γ
∫
e
[[∂nΦ]]ew2
= −
∑
K∈T
(∆ Φ, w2 ) +
∑
e∈Γ
1
he
∫
e
be [[∂nΦ]]
2
e ,
where we used the fact that w2|e = we . As in the proof of Step 1, using the equivalence of ‖b1/2e · ‖e and
‖ · ‖e on Pp−1(e) we have for some c2 > 0,
c2
∑
e∈Γ
1
he
∫
e
[[∂nΦ]]
2
e ≤
∑
e∈Γ
1
he
∫
e
be [[∂nΦ]]
2
e
= (∇Φ,∇w2 ) +
∑
K∈T
(∆ Φ, w2 )
= (∇Φ,∇Rw2 ) +
∑
K∈T
(∆ Φ, w2 )
= (ρ,Rw2 ) +
∑
K∈T
(∆ Φ, w2 )
≤ ‖ρ‖ ‖Rw2 ‖+
( ∑
K∈T
‖∆ Φ‖K
)1/2‖w2‖
≤ C ‖ρ‖
(
‖Rw2 ‖+ ‖w2‖
)
,
(34)
where in the last inequality we used the bound (30) proved in Step 1.
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By construction w2 belongs to the discrete space Jh . It is a simple matter to check that
‖v‖0,Γ :=
(∑
e∈Γ
he
∫
e
|v|2
)1/2
,(35)
is a norm in Jh . Clearly ‖ · ‖0,Γ satisfies all the properties of a seminorm. Further, if ‖v‖0,Γ = 0 for
v ∈ Jh , then v|e = 0 for all e and thus by definition of Jh v = 0 everywhere. Then by standard inverse
and scaling arguments one gets,
‖h∇v‖+ ‖v‖ ≤ C ‖v‖0,Γ for all v ∈ Jh .(36)
Assume for a moment that (27) holds for w2 as well, that is,
(37) ‖Rw2‖ ≤ c
(‖h∇w2‖+ ‖w2‖) .
Then, (37), (36) and (34) imply
c2
∑
e∈Γ
1
he
∫
e
[[∂nΦ]]
2
e ≤ C ‖ρ‖
(
‖Rw2 ‖+ ‖w2‖
)
≤ C ‖ρ‖
(
‖h∇w2‖+ ‖w2‖
)
≤ C ‖ρ‖ ‖w2‖0,Γ
≤ C ‖ρ‖
(∑
e∈Γ
1
he
∫
e
b2e [[∂nΦ]]
2
e
)1/2
≤ C ‖ρ‖
(∑
e∈Γ
1
he
∫
e
[[∂nΦ]]
2
e
)1/2
.
Hence,
(38)
(∑
e∈Γ
1
he
∫
e
[[∂nΦ]]
2
e
)1/2 ≤ c ‖ρ‖ .
To complete the proof of Step 2 it remains therefore to verify (37).
3.3.1. Proof of (37). We proceed as in the proof of (27). Let g be the solution of the problem
(39) −∆g = Rw2 in Ω, g = 0 on ∂Ω,
Then
‖Rw2‖2 = (∇Rw2,∇g )
= (∇ (Rw2 − w2),∇g ) + (∇w2,∇g )
=: I1 + I2
Now, since w2 is continuous at the interfaces, we obtain as before
I2 = (∇w2,∇g ) = −
∑
K∈T
∫
K
w2∆g = (w2, Rw2) ≤ ‖w2‖ ‖Rw2‖ .
The term I1 is handled as in the proof of (27) and the proof is complete under the assumptions that
Lemma 3.1 holds and µ is small enough.
It remains therefore to complete the
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Proof of Lemma 3.1. The proof is quite simple, compare to [6, 7] for earlier similar results. A simple
computation reveals,
‖h∇Rw‖2 = (h2∇Rw,∇Rw) = (∇Rw,∇ (h2Rw) )− (∇Rw, 2(h∇h)Rw)
= (∇ (Rw − w) ,∇ (h2Rw) ) + (∇w,∇ (h2Rw) )− (∇Rw, 2(h∇h)Rw)
= (∇ (Rw − w) ,∇ (h2Rw) ) + (∇w, 2(h∇h)Rw))
+ (∇w, h2∇Rw) )− (∇Rw, 2(h∇h)Rw)
=: (∇ (Rw − w) ,∇ (h2Rw) ) + Z .
Hence
|Z| ≤ 2‖h∇w‖µ ‖Rw‖+ ‖h∇w‖ ‖h∇Rw‖+ 2‖h∇Rw‖µ ‖Rw‖ .
Next we notice
(∇ (Rw − w) ,∇ (h2Rw) ) = (∇ (Rw − w) ,∇ (h2Rw −Π[h2Rw]) ) .
Since h|K ∈ P1, |h2|s,K = 0, for s > 2, and |h2|2,∞ = 2|∇h|2∞,K , we have, compare to [5, p. 194],
[14, p. 942],
‖∇ (h2Rw−Π[h2Rw])‖K ≤ C hpK |h2Rw|p+1,K
≤ C hpK
(‖h2‖∞,K |Rw|p+1,K + |∇(h2)|∞,K |Rw|p,K + |∇h|2∞,K |Rw|p−1,K)
= C hpK
(|h|∞,K |∇h|∞,K |Rw|p,K + |∇h|2∞,K |Rw|p−1,K) .
Standard inverse inequalities imply,
‖∇ (h2Rw−Π[h2Rw])‖K ≤ ChK (µ+ µ2) ‖Rw‖K .
Hence, by the properties of the mesh function and since µ ≤ 1,
(∇ (Rw − w) ,∇ (h2Rw) ) = (∇ (Rw − w) ,∇ (h2Rw −Π[h2Rw]) )
≤ C
∑
K∈T
hK (µ+ µ
2) (‖∇Rw‖K + ‖∇w‖K)‖Rw‖K
≤ C
∑
K∈T
(µ+ µ2) (‖h∇Rw‖K + ‖h∇w‖K)‖Rw‖K
≤ C µ (‖h∇Rw‖+ ‖h∇w‖)‖Rw‖ .
Combining the above bounds we get
‖h∇Rw‖2 ≤ C [‖h∇w‖+ ‖h∇Rw‖]µ ‖Rw‖+ ‖h∇w‖ ‖h∇Rw‖ .
The result then follows by applying the arithmetic-geometric mean inequality. 
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