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Résumé
Le but visé par ce travail est d’explorer le potentiel de la réalité virtuelle pour le
traitement et le diagnostic de maladie neurologiques telles que la maladie de Parkinson.
Préalablement à la réalisation de ce projet, les différentes composantes d’un système de
réalité virtuelle ont été étudiées et un survol des applications en médecine a été fait. De
plus, un système complet a été monté afin d’exécuter le projet présenté ici.
Pour ce projet, les sujets devaient initier la marche ou se lever d’une chaise en
réponse à un signal sonore. Pour un nombre aléatoire d’essais (16 sur 32), le flot optique a
été déplacé vers l’avant ou vers l’arrière de 200 ms avant le signal sonore. Ces
perturbations imitaient les changements du flot optique découlant de marcher vers l’avant
ou l’arrière dans un environnement réel. Deux groupes ont été étudiés, l’un composé de
patients atteint de la maladie de Parkinson et un autre de sujets sains.
Pour la plupart des sujets étudiés, aucune différence significative n’a été observé
entre les différentes conditions de réalité virtuelle. Nous avons cependant observé une
différence entre la marche dans un environnement virtuel et un environnement réel.
Bien que préliminaire, les résultats indiquent que la réalité virtuelle est un outil utile
dans l’analyse du rôle de la vision dans l’initiation et le contrôle de la marche chez les
patients atteints de la maladie de Parkinson. Par contre, des ajustements doivent être
apportés au protocole utilisé dans ce projet afin d’obtenir des résultats plus significatif et
effectuer une analyse plus poussée.
Mots-clés t Réalité virtuelle, environnement virtuel, marche, démarche, maladie de
Parkinson, flot optique, perturbation visuelle, réadaptation
iv
Abstract
The goal of this work is to explore the potential of virtual reality for the treatment
and diagnostic of neurological diseases such as Parkinson’s disease. Prior to the realisation
of this project, the different constituents of a virtual reality system are first studied. Then,
an overview of the applications of virtual reality in medicine and the current state of
knowledge on Parkinson’s disease is laid out. In addition, as complete VR system has been
set up in order to execute the project presented here.
for this project, subjects initiated walking forward or perform a sit-to-stand task in
response to a sound signal. In randomly selected 16 out of 32 trials, optic flow was
displaced 200 ms before the sound signal by either expanding (8 trials) or compressing (8
trials) the image of the corridor, imitating the changes in optic flow occuning during
walking forward and backward in a real environment. Two groups have been studied, one
group ofParkinson’s disease patients, and one group ofhealthy subjects.
for most of the subjects, no significant difference between the different virtual
reality condition have been observed. We have observcd some differences between the
execution ofthe task in a virtual environment and a real environment.
Although preliminary, our fïndings on the influence of perturbations of optic flow
on walking suggest that virtual reality is a useful tool in the analysis of the role of vision in
gait initiation and control in Parkinson patients. But changes must be donc to the protocol
in order to obtain more significant rcsults and to make a deeper analysis.
Keywords t Virtual reality, Virtual environment, gait, waÏk, Parkinson’s disease,
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1- Introduction
Ces temps-ci, beaucoup d’attention est donnée à la multidisciplinarité. La
multidisciplinarité trouve toute son importance dans le fait qu’elle apporte de nouvelles
perspectives à certains problèmes. Elle permet d’élaborer de nouvelles approches et à des
gens de différents milieux de collaborer et de partager des points de vue complémentaires
à un problème. Le domaine de la réalité virtuelle est intrinsèquement multidisciplinaire.
N’ayant pas en soi d’application directe, elle s’applique alors dans d’autres domaines afin
de trouver sa raison d’être. Elle permet donc de développer des approches complètement
nouvelles pour lesquelles il n’existait pas d’équivalent auparavant. De cette situation
émerge un climat d’activité de recherche prolifique et diversifié. Les conventions n’étant
pas encore établies, il s’ensuit un environnement pratiquement dépourvu de contraintes et
dans lequel chacun explore un espace vierge puisque la technologie est récente.
Dans ce document, nous venons de quoi est constitué un système de réalité
virtuelle et quelles sont les caractéristiques des différentes composantes qui peuvent être
utilisées. Après avoir été familiarisé avec ces systèmes, nous allons étudier les différentes
applications médicales qui sont actuellement utilisées ou en développement. Une
attention particulière sera donnée aux applications en réadaptation. Nous allons par la
suite étudier l’état actuel des connaissances sur la maladie de Parkinson, une pathologie
pour laquelle la réalité virtuelle pouffait avoir des applications. Pour terminer, nous allons
discuter d’une application développée à l’Institut de Réadaptation de Montréal (IRM).
Cette application a pour but d’utiliser la réalité virtuelle afin d’étudier l’influence du flot
optique (« optic flow ») dans la marche de patients atteints de la maladie de Parkinson.
Ce travail vise à exposer des travaux semblables déjà accomplis et de définir les
concepts nécessaires à l’élaboration d’un montage expérimental. L’objectif principal de
ce travail est l’élaboration d’un montage expérimental. L’élaboration de ce montage
pouffait en soi être suffisant pour répondre aux pré requis d’un mémoire de maîtrise.
Cependant, nous avons voulu effectuer une étude pilote avec quelques sujets afin de
mettre en oeuvre et tester ce montage expérimental. Cependant, nous ne pousserons pas
2l’analyse de cette étude étant donné qu’elle ne constitue pas l’objectif principal de ce
travail.
1.1- Objectifs
Certains chercheurs essaient de rendre le diagnostic d’une maladie de plus en plus
précoce. En identifiant la maladie durant sa phase pré symptomatique, on espère élaborer
des stratégies pouvant ralentir la progression de la maladie. Entre autres, des thérapies
neuro-protectrices pourraient être utilisées. Par exemple, des études ont analysé la marche
de patients ayant le Parkinson unilatéral, dont le côté non-affecté est semblable au
Parkinson pré symptômatique. Ils ont observé un ralentissement de différents paramètres
de la tâche motrice du côté non-affecté (Adler, 1992). Marsden a résumé ainsi le
fonctionnement des noyaux gris centraux (traduit de l’anglais)
«Les multiples entrées du striatum provenant de toutes les régions du cortex cérébral
fournissent, à tout moment, des informations sur le monde extérieur ainsi que toits les
désirs et sentiments de l’individu. À tout moment, ces entrées peuvent altérer l’exécution
dit plan moteur, à cause des changements dans l’environnement ou dans les buts du sujet.
(..) Vu de cette façon, les deficits moteurs dun patient atteint de la maladie de Parkinson
sont dus à l’incapacité à spécifier les détails précis dit programme moteïtr et
d’automatiquement les exécuter en séquence, en changeant d’un programme à un aittre
defaçon appropriée. » (Marsden, 1984)
Ces difficultés à changer de programme moteur chez les patients atteints de la
maladie de Parkinson pourraient être reliées à l’inhibition élevée observé chez les
neurones thalamo-corticales. Les entrées nerveuses viennent entre autres du système
visuel, directement ou indirectement. Dans ce projet, nous désirons étudier l’influence de
ces entrées visuelles
Le but principal du projet est de déterminer si la variation de l’information
visuelle peut être utilisée afin d’améliorer l’habileté des patients atteints de la maladie de
Parkinson à initier et à contrôler la démarche. Nous désirons aussi étudier les effets que
ces variations du flot optique peuvent produire chez des sujets sains. Pour réaliser ces
objectifs, nous utilisons un montage de réalité virtuelle que nous avons monté à l’aide de
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virtuel. L’intégration de ces différentes composantes consiste en la plus grande part du
travail de l’auteur. De plus, il ne fallait pas simplement intégrer les différentes
composantes, mais aussi pouvoir manipuler la partie visuelle de l’environnement virtuel à
notre guise. C’est en manipulant cet environnement virtuel que nous pouvons étudier
l’effet de certaines perturbations sur la marche.
Les sous-objectifs consistent à tenter de vérifier certaines hypothèses plus
spécifiques que nous avons soulevées à la lumière de l’état actuel de nos connaissances et
peuvent être séparés en trois hypothèses:
• La locomotion est initiée par une transformation de précompensation (« feed
forward ») du flot optique qui anticipe les changements de position de la tête dans
l’espace. Ainsi, le temps d’initiation du mouvement (« gait initiation ») chez des
sujets en santé sera diminué et la locomotion sera accélérée si on effectue une
précompensation du pattem du flot optique au moyen d’une immersion en réalité
virtuelle.
• Les patients atteints de la maladie de Parkinson ont une capacité réduite à
produire une précompensation optique qui anticipe un changement de position de
la tête dans l’espace, ce qui provoque un déficit dans l’initiation de la marche. La
manipulation de pattems du flot optique en immersion en réalité virtuelle de façon
précompensée (feed-forward) permettra de faciliter et de normaliser, dans une
certaine mesure, la locomotion de ces patients.
• Un changement dans le flot optique pourrait résulter en un décalage de la
configuration d’équilibre du système musculo-squelettique. Ce décalage entraîne
l’activité EMG des muscles pour restaurer la configuration d’équilibre en un autre
endroit dans l’espace, produisant ainsi un pas.
2- Systèmes de réalité virtuelle
La réalité virtuelle est une technologie permettant une simulation interactive et en
temps réel de la réalité, par la création par ordinateur, à l’aide d’images de synthèse, d’un
environnement virtuel en 3D dans lequel on peut évoluer, et donnant l’impression d’une
immersion dans un monde réel. La réalité virtuelle est une expérience d’immersion pouvant
mettre en présence l’ensemble des canaux sensoriels (vision, audition, toucher, odorat et
goût), dans laquelle les utilisateurs portent des visiocasques munis de capteurs de position
et de mouvement, voient des images en relief (par stéréoscopie), entendent un son 3D,
peuvent toucher et manipuler des objets virtuels et explorer un monde interactif en trois
dimensions. Les notions de « réalité virtuelle » et de « monde virtuel » sont souvent
confondues. En effet, en situation de réalité virtuelle, l’utilisateur se déplace dans des
mondes virtuels. Ces mondes sont constitués à partir de bases de données d’objets ayant
chacun leur propriété propre et qui sont reconstitués en images, sons, forces et résistances
par ordinateur (les saveurs et les odeurs font rarement partie des systèmes de réalité virtuels
actuels). Cette reconstitution se fait de manière à se rapprocher le plus possible des stimuli
sensoriels que l’on ressent dans un environnement réel. Les principaux domaines
d’application de la réalité virtuelle sont la médecine, la robotique, l’enseignement,
l’architecture, l’art et le divertissement. Avant de rentrer dans le détail des applications de la
réalité virtuelle (RV), il importe de définir les composantes d’un système de réalité
virtuelle. On peut ainsi avoir une idée des différentes approches, des différentes
composantes d’un système de réalité virtuelle ainsi que de leurs caractéristiques.
Les interfaces traditionnelles (et aussi les plus répandues) des ordinateurs sont le
moniteur, le clavier et la souris. L’interface avec l’usager utilisant ces périphériques est
surtout composée de fenêtres, de menus et d’icônes. Ces interfaces sont intrinsèquement
bidimensionnelles. Elles sont donc souvent inappropriées pour les applications
tridimensionnelles telles que la réalité virtuelle. Il a donc été nécessaire de développer
différents moyens d’interagir avec un environnement virtuel afin de combler les lacunes des
interfaces classiques. La réalité virtuelle consiste en un environnement interactif généré par
ordinateur qui imite des actions et des objets pour simuler ce qui se passe dans la réalité
5« normale ». L’avantage d’utiliser la réalité virtuelle plutôt que la réalité normale est que la
réalité virtuelle nous permet de contrôler exactement les interactions avec l’environnement
virtuel. Cependant, cet avantage vient avec un inconvénient majeur: la difficulté du point
de vue technique, de concevoir un système permettant la réalité virtuelle. Bien que les
systèmes de RV deviennent de plus en plus accessibles, tant au point de vue financier que
technique, ils ne sont pas encore vraiment accessibles au public en général. L’utilisation
d’un tel système demande une connaissance des différents périphériques ayant été
développés afin d’interagir avec un environnement virtuel. Certains ont pour but
d’augmenter le degré d’immersion de l’usager alors que d’autres cherchent à faciliter les
manipulations dans l’environnement 3D. Ils ont chacun leurs caractéristiques propres avec
leurs avantages et leurs inconvénients. Il est important de bien connaître les différentes
possibilités lorsque l’on veut développer une application de réalité virtuelle afin de choisir
l’équipement qui convient. Car bien qu’il puisse sembler qu’une interaction avec un
environnement virtuel en 3D devrait être plus aisée qu’avec un environnement 2D, il n’en
est pas ainsi. Bien que nous vivions dans un monde en 3D, les contraintes physiques et les
informations visuelles très riches nous permettent d’y évoluer plus facilement que dans un
environnement virtuel. Ainsi, une attention particulière doit être portée lorsqu’on élabore
une interface avec un environnement virtuel, autant au niveau de l’équipement utilisé qu’à la
façon dont il est utilisé. Ce chapitre présente un survol qui ne se veut pas exhaustif des
différents outils d’interaction disponibles aujourd’hui.
2.1- Dispositifs d’affichage
2.1.1- Moniteurs
C’est le système d’affichage le plus simple et le moins coûteux. Des moniteurs
d’ordinateurs ordinaires sont utilisés, en association avec un système de capture de
mouvement de la tête, afin d’augmenter le réalisme de l’expérience. Cependant, ce système
de capture de mouvement peut être peu coûteux étant donné que l’aire de travail est assez
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expérience encore plus réaliste, il est possible d’intégrer une vision binoculaire à l’aide de
lunettes spéciales qui séparent l’image générée par le moniteur en 2, une pour chaque oeil.
Le plus grand avantage de cette technique d’affichage est son coût très bas, c’est en effet la
méthode la moins coûteuse, puisqu’elle ne demande pas beaucoup de composantes
supplémentaires par rapport à un simple ordinateur personnel (PC). De plus, la plupart de
ces composantes sont produites pour le marché de masse, ce qui les rend abordables.
Cependant, il y a aussi un désavantage majeur qui est une sensation d’immersion réduite,
causée par le fait que le sujet doit faire face à une direction donnée et que le monde réel
occupe la plus grande partie du champ visuel du sujet. Ce genre de dispositif d’affichage
peut être utile pour des applications qui utilisent une situation s’apparentant à regarder par
une fenêtre (par exemple, vol en avion, passager d’une automobile, etc.) ou pour le
développement de différentes applications de RV. Il est aussi possible d’utiliser plusieurs
moniteurs pour certaines applications spécifiques, mais cela requiert des PC plus
performants possédant des cartes graphiques appropriées.
2.1.2- Projecteurs
Ce type de système couvre une grande partie du champ de vision, ce qui permet de
résoudre une partie des lacunes des systèmes utilisant des moniteurs. Cependant, ils
demandent énormément d’espace, plus que tous les autres modes d’affichage. Des écrans
plats de grand format pourraient remplacer les systèmes avec projecteurs. Ils requièrent
moins d’espace et lorsque leurs prix seront abordables, ils deviendront une option très
intéressante. Mais pour l’instant, les systèmes à projecteurs sont la norme pour ce genre
d’affichage.
Les projections sont habituellement faites sur un mur. L’usager doit donc regarder
dans la direction de ce mur pour voir l’environnement virtuel. Certains systèmes projettent
sur plusieurs écrans qui entourent l’usager (système CAVE). L’inconvénient majeur de tels
7systèmes est leur coût élevé il faut autant de projecteurs qu’il y a d’écran. De plus, les
projecteurs demandent beaucoup d’espace qui demeure inutilisé puisque cet espace doit
être libre de tout objet qui bloquerait la projection. L’espace disponible pour les usagers est
donc assez limité par rapport à l’espace requis par le système. Il n’est à toutes fins pratiques
pas possible d’avoir plus d’une douzaine d’usagers à la fois utilisant ce type de système à
projection.
Le système de capture du mouvement doit être plus performant pour ce type de
système, puisque l’usager pourra probablement se déplacer plus librement parce que
l’affichage le permet. Il est aussi possible d’avoir plusieurs écrans à projection, ce qui
requiert au système pour générer (« render ») toutes ces sorties vidéo avec le point de vue
approprié. Cela peut nécessiter du matériel spécifique, ou plusieurs PCs possédant du
matériel permettant de générer les images de façon synchronisées. Une vision
stéréoscopique peut aussi être produite. On utilise alors des lunettes polarisées ou à
obturateurs. L’option avec lunettes à obturateurs peut être obtenue avec un projecteur
standard équipé de cette option (plusieurs l’ont). Pour ce qui est des lunettes polarisées, il
faut utiliser un projecteur spécial plus coûteux, ou deux projecteurs munis de filtres
polarisants. Cette dernière option offre souvent l’avantage de donner une image plus claire
et avec une meilleure définition, mais demande l’achat d’un projecteur supplémentaire par
écran. Pour un système de réalité virtuelle, la polarisation n’est pas simplement verticale ou
horizontale (ce qui est suffisant pour un écran de cinéma par exemple). Ceci est dû au fait
que la tête du sujet n’est pas nécessairement orientée selon sa position horizontale ou
verticale, puisqu’il a une liberté de mouvement plus grande. Il est donc nécessaire d’utiliser
une polarisation circulaire, dans le sens des aiguilles d’une montre d’un côté et dans le sens
contraire de l’autre (Sherman, 2003). De plus, il est nécessaire d’utiliser un système de
capture du mouvement ayant un champ d’action suffisant pour accommoder les
déplacements de l’usager.
Un des avantages de ce type d’affichage est qu’il est possible d’avoir plusieurs
usagers à la fois. Cependant, pour certaines applications, des distorsions peuvent apparaître
$dû au fait que l’affichage n’est pas parfaitement ajusté à chacun des usagers. De plus, ces
derniers ne sont pas isolés du monde réel. Cette caractéristique peut être désirable ou non,
selon l’application visée. Ce type d’affichage peut être utilisé plus longtemps parce que
l’usager se trouve plus loin de l’écran. Cela occasionne moins de fatigue chez l’usager. De
plus, la « cyber-sickness » est beaucoup moins présente que pour les affichages faciaux.
2.1.3- Affichages faciaux
Lorsque la plupart des gens pensent à la réalité virtuelle, ils pensent à un afficheur
facial. C’est aussi ce type d’affichage que j’ai utilisé dans mon projet. Il y a deux types
d’afficheurs faciaux : occlusifs et non occlusifs.
Contrairement aux moniteurs et aux systèmes avec projecteurs, qui sont fixes, les
affichages faciaux bougent avec la tête du sujet. Il n’y a donc qu’une personne à la fois qui
peut utiliser ce type d’affichage. Il y a de nombreux types
• Affichage facial classique (head-mounted display ou HMD)
• Affichage avec contrepoids monté sur une structure mécanique
• Petits écrans conçus pour afficher une image virtuelle à plusieurs pieds de distance
• Affichages rétiniens (expérimentaux)
Les affichages faciaux ne cessent de s’améliorer. Il sera un jour possible d’avoir un
affichage facial à haute résolution qui ne sera pas plus gros qu’une paire de lunettes.
Un système d’affichage facial est toujours utilisé avec un système de
positionnement de la tête. En connaissant la position et l’orientation de la tête du sujet, il est
possible de mettre à jour la représentation du monde virtuel qui est affiché. Pour certains
types d’affichage facial, le système de positionnement approprié est évident. Par exemple,
pour un affichage utilisant un contrepoids monté sur une structure mécanique, il est
possible d’utiliser la structure mécanique afin de connaître la position de la tête. En effet, il
suffit de mesurer les angles aux différentes articulations pour avoir ces mesures, étant
donné que les dimensions de la structure mécanique sont connues. Mais habituellement, des
9systèmes inertiels, optiques ou magnétiques sont utilisés, selon les caractéristiques de
l’application.
Les afficheurs faciaux ont plusieurs inconvénients. Un des inconvénients majeurs
est occasionné par le délai dû au système de capture du mouvement. Ce délai entre le
mouvement et l’image peut être remarqué par l’utilisateur et diminue la sensation
d’immersion. Dans certains systèmes, il a été observé que les délais dans la mise à jour de
la caméra virtuelle sont plus importants que la qualité de l’image ou des modèles. En effet,
dans une étude sur le DriVR, un simulateur de conduite, les usagers se sont plaints
d’avantage à propos du délai qu’à propos de la qualité de l’image. Selon Liu (1999), il est
donc plus important d’avoir une réaction le plus près du temps réel possible que d’avoir une
bonne qualité d’image (Liu, 1999). Cc délai est la cause principale des malaises de
simulateurs (« simulator sickness »). Un autre inconvénient des afficheurs faciaux actuels
est leur champ de vision très limité. Pour une résolution donnée, il y a un compromis à faire
entre la densité des pixels et la grandeur du champ de vision. Les afficheurs faciaux sont
aussi assez encombrants. Dépendamment du modèle, ils peuvent être inconfortables et
impossibles à utiliser pour une longue période. Par exemple, certains modèles ont tout leur
poids en avant, au niveau des écrans. Ceci peut causer une fatigue au niveau du cou qui doit
compenser pour ce poids. Une solution est de mettre un contrepoids pour équilibrer le tout,
mais ceci rajoute quand même du poids à l’ensemble. Certains fabricants ont choisi de
placer certaines composantes électroniques à l’arrière du casque pour balancer le tout sans
ajouter inutilement de poids. En plus de la fatigue musculaire, les afficheurs faciaux
peuvent occasionner de la fatigue au niveau des yeux. Ceci est dû aux conflits visuels
inhérents au design de ces dispositifs. Ces conflits sensoriels sont occasionnés par les
divergences entre la distance focale perçue (par différents indices visuels) et la distance
focale réelle.
Cependant, n’allons pas croire que ces dispositifs d’affichage n’ont que des
inconvénients. Si c’était le cas, ils ne seraient pas aussi répandus. Ils permettent plusieurs
choses que les autres systèmes ne permettent pas. Ils offrent une très grande liberté de
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mouvement qui est uniquement limitée par la longueur des câbles (sauf dans le cas
d’affichage facial sans fil, qui est peu répandu). De plus, le sujet peut regarder dans
n’importe quelle direction et l’affichage sera généré en conséquence. Ils sont portables et
très compacts et peuvent être utilisés dans n’importe quelle condition d’éclairage.
Cependant, l’environnement de travail doit être libéré puisque l’utilisateur ne peut le voir et
pourrait heurter des obstacles qu’il ne voit pas. finalement, ils permettent un grand degré
d’immersion puisqu’il est possible d’isoler l’utilisateur du monde environnant.
2.1.4- Affichages faciaux partiellement translucides
Ce ne sont pas â proprement parler des dispositifs d’affichage de réalité virtuelle. Ils
sont plutôt utilisés dans des applications de réalité augmentée (RA), qui s’apparente
beaucoup à la réalité virtuelle et peut même être considérée comme une sous-classe de la
réalité virtuelle. La RA consiste à superposer des images générées par ordinateur à la
réalité. Donc, contrairement à la réalité virtuelle, il n’est pas nécessaire de générer la
totalité de l’environnement. Il faut cependant que les images générées soient alignées avec
l’environnement réel. Un tel système pourrait par exemple permettre de voir des choses que
l’on ne voit pas habituellement, comme l’intérieur d’un objet opaque, ou la température de
surface, etc. Il est aussi possible d’ajouter des annotations à ce que le sujet voit. Il peut ainsi
obtenir de l’information sur diverses composantes de son environnement. Ce type
d’affichage est par exemple très utile en chirurgie. Dans ce type d’application, une grande
attention doit être apportée à la correspondance spatiale entre les objets générés par
ordinateur et le monde réel. Des discordances à ce point de vue peuvent rendre les
augmentations de la réalité inutiles ou même nuisibles. Comme pour les autres types
d’affichages faciaux, il est toujours nécessaire de déterminer la position et l’orientation de
la tête afin que les images générées soient à la position appropriée. Dans ce type de
système, il est donc encore plus important que le système de positionnement soit très
performant et précis pour réduire au maximum les décalages entre l’environnement réel et
les objets générés par ordinateur.
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Comme la réalité augmentée consiste à superposer des images à la réalité la RA est
sujette aux mêmes contraintes physiques que le monde réel. On ne peut donc pas, par
exemple, changer la solidité d’objets physiques ou faire reculer le temps, car le sujet voit
bien que son environnement est contraint à ces faits. Cependant, d’autres données peuvent
être modifiées dans la mesure où suffisamment d’information est disponible.
2.1.5- Affichages faciaux fixés au sol
Ce type d’affichage facial permet d’effectuer la capture du mouvement grâce au lien
mécanique entre les moniteurs et la base fixée au sol. Cependant, ce lien mécanique limite
le champ d’action possible pour l’usager, ce qui annule un avantage des affichages faciaux.
Cette approche est efficace pour certaines applications et permet d’offrir une solution
intégrée. De plus, un système de positionnement mécanique a un délai beaucoup plus court,
ce qui permet d’avoir un système qui se rapproche plus du temps réel, permettant
d’augmenter le réalisme de la simulation. Un tel système est aussi très précis par rapport à
un système magnétique ou ultrasonique couramment utilisé avec des afficheurs faciaux
(Burdea, 2003). Un exemple de tels dispositifs est le PU$H display. Ce dispositif est monté
sur des colonnes semi flexibles. Ces colonnes limitent grandement les mouvements que
peuvent effectuer l’usager. Par exemple, il ne peut effectuer de rotation et les translations
sont très limitées. Cette solution permet un affichage beaucoup plus robuste que la plupart
des affichages faciaux et plus facile à entretenir. Cette solution peut s’avérer une bonne
option pour les systèmes nécessitant un compromis acceptable entre les moniteurs fixes et
un affichage facial.
2.1.6- Autres affichages faciaux
Il existe d’autres types d’affichage. Certains chercheurs expérimentent présentement
l’affichage rétinien. C’est-à-dire que l’image est projetée directement sur la rétine par un
faisceau laser. Une des difficultés actuelles de cette approche est de pouvoir tenir compte
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en temps réel du mouvement des yeux qui peut être extrêmement rapide. De plus, la
résolution de ces systèmes n’est pas encore très grande.
Les affichages qui tiennent dans les mains sont un autre type d’affichage. Un petit
affichage de ce type est bon pour une application de réalité augmentée. Avec ce genre
d’affichage, l’usager peut tenir compte de l’information affichée, ou choisir de l’ignorer et
se fier seulement à sa perception du monde réel.
Comme dernier type d’affichage assez répandu, il est bon de mentionner l’affichage
s’apparentant à des jumelles. Il doit être tenu de la même manière que des jumelles, ce qui
en fait un affichage très semblable aux affichages faciaux. La différence est plutôt au
niveau de l’utilisation et de la nature de l’interaction avec l’environnement virtuel. La
métaphore des jumelles permet une interface usager intuitive. Étant donné que l’usager doit
les tenir de toute façon, il est possible d’y placer des boutons permettant d’interagir avec
l’environnement virtuel, par exemple faire un gros plan. Il est aussi possible de relier cet
affichage à un système mécanique permettant de détecter les mouvements et aussi de
limiter le champ d’action afin d’orienter l’utilisateur vers une utilisation plus contrôlée.
2.1.7- Systèmes hybrides
En combinant différents types d’affichage, il est parfois possible que certains
désavantages soient réduits par la complémentarité des systèmes utilisés. Il va sans dire que
ces systèmes sont plus complexes puisqu’ils impliquent davantage de matériel, mais cette
complexité supplémentaire peut être justifiée dans certains cas. Il est par exemple possible
de combiner un affichage à projection et un affichage facial (Yeh, 1999). Ainsi, pour les
régions centrales, l’affichage facial, avec sa grande résolution ainsi que sa grande
luminosité, est très utile car c’est dans cette région centrale que le système visuel est le plus
sensible. La partie projetée vient combler la lacune des HMD par rapport à leur champ de
vision limité. Il est par contre important que les deux composantes soient bien
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synchronisées afin de ne pas désorienter l’utilisateur qui pourrait se trouver face à des
indices visuels contradictoires.
2.1.8- Retour sur les systèmes d’affichage
Ce bref survol des dispositifs d’affichages disponibles nous a montré la diversité des
possibilités. Le plus important lors de la conception d’un système de réalité virtuelle est de
définir les applications souhaitées pour ensuite choisir l’affichage le plus approprié. Il n’y a
pas de système d’affichage idéal, le mieux que l’on puisse faire est de choisir le système
qui répond le mieux à nos besoins et qui respecte le budget disponible (ce qui est souvent
un facteur lorsque l’on a affaire à des systèmes aussi coûteux).
2.2- Dispositifs d’entrée de données
2.2.1- Système de positionnement cinématique 3D
Un système de réalité virtuelle utilisant un HMD ne peut être complet sans un
système de cinématique 3D. En effet, il est primordial de connaître la direction vers
laquelle le sujet regarde ainsi que sa position afin d’ajuster la vue dans le monde virtuel. Un
système de positionnement est une partie importante de tout système de réalité virtuelle. Tel
que vu précédemment, il est utilisé dans l’affichage pour connaître l’orientation et la
position du regard du sujet. Plusieurs approches existent, mais elles cherchent toutes à
fournir une position et une orientation du regard, c’est-à-dire six degrés de liberté. En
mettant à jour en temps réel la position et l’orientation de la caméra virtuelle dans le monde
virtuel, le sujet peut avoir l’impression de réellement naviguer dans ce monde virtuel. Bien
que différents systèmes remplissent le même objectif, ils possèdent quand même leurs
caractéristiques propres. Il est donc important de savoir comment chacun fonctionne ainsi
que ses avantages et ses inconvénients afin de choisir une approche qui correspond le
mieux à ses propres besoins et contraintes. Plusieurs approches sont utilisées pour recueillir
14
les coordonnées tridimensionnelles d’un sujet en mouvement. Nous allons ici uniquement
étudier les approches principales.
2.2.1.1- Les systèmes informatiques basés sur la télévision
Ce type de système fut le premier à être utilisé pour capturer des images en ligne
(Université de Delft, 1967) et son principe de fonctionnement est resté le même depuis son
élaboration.
La conversion vidéo-numérique est basée sur le fait qu’une télévision constitue en
soi un système de coordonnées. En effet, l’image d’un téléviseur est obtenue par le
balayage successif des pixels de l’écran de télévision. Ainsi, nous pouvons récupérer les
valeurs de pixels en comptant le numéro de la ligne pour la coordonnée verticale (Y), et à
chaque ligne, on compte aussi les pixels horizontaux (X). Ainsi, nous avons simplement
besoin de 2 compteurs, un pour Y et un autre, plus rapide, pour X. En utilisant des
marqueurs brillants (typiquement des sphères recouvertes de matière réfléchissante), on n’a
plus qu’à stocker les valeurs des pixels brillants dans les coordonnées à 2 dimensions.
f inalement, on peut calculer le centre de ce marqueur à partir du contour obtenu.
Ces marqueurs passifs fonctionnaient initialement très bien dans un environnement
contrôlé. Cependant, dans le cas où une illumination semblable à celle produite par les
marqueurs réfléchissants se retrouverait en arrière plan, les mesures pouvaient être
faussées. Cependant, ce problème a par la suite été réglé en ajoutant l’analyse de la forme
des marqueurs. Ainsi, connaissant la forme des marqueurs, on peut éliminer les «faux
marqueurs» qui ne présentent pas la bonne forme, on peut alors régler le problème de
parasites lumineux. Une autre solution est d’utiliser un stroboscope qui diminue l’apport de
la lumière ambiante en augmentant les contrastes des marqueurs. Plusieurs systèmes
utilisant cette technique sont aujourd’hui commercialisés
2.2.1.2- Système Seispot (développé à Gôteborg en Suède)
Un dispositif plat en silicone sert dc marquer actif. Dans ce système, un seul
marqueur peut être échantillonné à la fois. Il est donc nécessaire de multiplexer les
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positions obtenues pour avoir une vue d’ensemble. Ainsi, on peut identifier un marqueur à
chaque lecture puisqu’on les lit à tour de rôle (contrairement aux marqueurs passifs, qui
sont pour leur part tous traités de façon indifférenciée et simultanée). Étant donné ce mode
multiplexé, on doit échantillonner à une fréquence plus élevée que dans le cas des
marqueurs passifs. Deux paires de diodes émettrices de lumière (LED) sont positionnées de
chaque côté du marqueur. La caméra peut ensuite détecter la lumière spécifique aux diodes
pour déterminer la position du marqueur. Comme la position des diodes les unes par
rapport aux autres est connue plus précisément qu’un contour d’un marqueur passif, on peut
connaître avec plus de précision la position de ce type de marqueur actif.
Pour le système Selspot et celui avec marqueurs passifs, on peut calculer la position
des marqueurs dans un espace tridimensionnel en utilisant deux caméras ou plus. La
position des caméras doit être choisie afin d’optimiser le champ d’action du système. Il est
évident que les caméras et les systèmes de conversion numériques doivent être
synchronisés, sinon des décalages temporels peuvent survenir. Dans le cas d’un système de
réalité virtuelle, nous avons besoin de six degrés de liberté et ces systèmes nous en
fournissent que trois. Il est possible d’obtenir six degrés de liberté en couplant au moins
trois marqueurs à trois degrés de liberté dont on connaît la position l’un par rapport à l’autre.
Il est alors possible de calculer l’orientation de ce groupe de marqueur par rapport aux
systèmes d’axes. Il est cependant primordial que les marqueurs soient fixés sur une
structure solide, de façon à ce que leur position l’un par rapport à l’autre ne varie pas trop,
sinon, les variations rendraient les calculs d’orientation erronés. De plus, en utilisant plus de
trois marqueurs, on palie à l’éventualité que certains marqueurs ne soient plus visibles pour
différentes raisons. En autant que trois marqueurs au moins sont visibles en tout temps, une
orientation peut être calculée. Ces contraintes ne sont pas présentes dans les systèmes
magnétiques, car on peut obtenir six degrés de liberté avec un seul marqueur.
2.2.1.3- Capteurs magnétiques
Dans ces systèmes, on crée un champ magnétique dans le laboratoire à l’aide de
trois bobines orthogonales. Les capteurs sont positionnés sur le sujet et ils sont composés
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d’un assemblage de bobines miniatures qui permet leur localisation dans le champ
magnétique. Les capteurs n’émettent pas un signal comme dans les autres systèmes, mais
en reçoivent un. Ces capteurs sont reliés au système d’acquisition.
2.2.1.4- Systèmes de localisation à ultrasons
Des émetteurs à ultrasons sont positionnés sur le sujet et des micros sont placés à
différents endroits dans le laboratoire afin de calculer la position des émetteurs. Chaque
émetteur utilise une fréquence qui lui est propre et il est donc facile de l’identifier. Les
signaux recueillis sont multiplexés de façon similaire au système Seispot. Ce procédé a été
utilisé dans des systèmes commerciaux, mais ils ont obtenu une part de marché négligeable
par rapport aux autres systèmes.
2.2.1.5- Systèmes inertiels
Ce type de senseur utilise des instruments électromécaniques tels que des
accéléromètres ou des inclinomètres afin de percevoir les mouvements relatifs des senseurs.
Ils fonctionnent d’une façon semblable à notre propre système de positionnement et
d’inclinaison, c’est-à-dire notre oreille interne. En sachant qu’un fluide a tendance à
demeurer immobile par rapport à une structure environnante qui bouge ou qui subit une
rotation, on analyse les mouvements du fluide par rapport à la structure solide pour
déterminer les changements d’orientation. Installés sur l’objet dont on veut observer le
mouvement, ils sont souvent utilisés pour suivre les mouvements de la tête. Ils sont ensuite
connectés au système d’acquisition par câble ou par communication sans fil.
2.2.1.6- Systèmes mécaniques
Ce type de marqueur a été le premier à être utilisé dans des systèmes de réalité
virtuelle. Le mouvement de la tête de l’usager était mesuré par rapport au point d’ancrage
au plafond. Les systèmes mécaniques ont de nombreux avantages par rapport aux autres
systèmes de positionnement. Ils sont plus faciles à utiliser et plus simples. De plus, il n’y a
pas de problème d’occlusion ou d’interférence magnétique. De plus, la latence est la
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meilleure de tous les systèmes de positionnement, ce qui réduit certains effets secondaires.
Le désavantage majeur de ces systèmes est leur champ d’action réduit à cause des
limitations des liens mécaniques. Les liens mécaniques ajoutent une certaine inertie au
corps et impose certaines contraintes, ce qui peut diminuer la sensation d’immersion et
même influencer le mouvement et mener à une fatigue précoce.
2.2.2- Capacité et limitation des technologies
La plupart des systèmes d’analyse cinématique en 3D sont équipés de deux ou
quatre caméras. Alors qu’on peut avec deux caméras effectuer une reconstruction
tridimensionnelle d’un point marqué sur un objet, l’estimation des coordonnées peut être
légèrement erronée. Comme un système d’analyse du mouvement requiert une très grande
précision, on utilise fréquemment une troisième caméra ou plus afin d’obtenir une
redondance dans les calculs et ainsi réduire les erreurs de positionnement. Dans l’étude
d’un sujet en mouvement, il est possible qu’un marqueur ne soit pas visible par toutes les
caméras à un moment donné. C’est pour cette raison que plusieurs systèmes utilisent quatre
caméras. De plus, l’espace couvert par ces 3 caméras est limité par la distance focale de
celles-ci. Habituellement, la région couverte par trois caméras est environ de 3 à 4 mètres.
Ainsi, si l’on désire couvrir une plus grande surface, on doit ajouter des caméras au
système. Il n’y a donc pas de limite au nombre de caméra dans un système, mis à part des
limites monétaires et de calculs. Il est donc important de bien définir l’usage que l’on désire
faire du système avant d’en faire l’acquisition. Cependant, il est toujours possible d’ajouter
des caméras supplémentaires au besoin, ce qui confère aux systèmes d’analyse de
mouvement une grande flexibilité. En général, il est nécessaire d’utiliser cinq caméras afin
d’obtenir une liberté de mouvement complète du sujet, mais des ambiguïtés peuvent
toujours survenir dans certains cas.
Tous les systèmes étudiés utilisaient des marqueurs externes pour modéliser le
mouvement des sujets. Cependant, ce qui nous intéresse plus particulièrement est la
position des yeux. Les positions de la tête ne correspondent pas nécessaire à ce que l’on
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désire observer. En effet, pour que le déplacement de la caméra virtuelle (ou dans notre cas
des caméras virtuelles, étant donné que Von a un système stéréoscopique) soit le plus près
possible de la réalité possible, il faut effectuer des transformations sur la position des
marqueurs. Car il est évident que Ion ne peut pas mettre des marqueurs sur les yeux car ils
encombreraient le sujet. Il faut donc effectuer une correction, lorsque nécessaire, sur les
lectures.
Nous avons déjà discuté de certaines limitations lorsque nous avons décrit le
fonctionnement des différents systèmes. Cependant, il serait important de souligner les
limitations majeures des différents systèmes. Chaque approche comporte ses avantages et
ses inconvénients, il convient donc de bien définir ses besoins afin d’acquérir le système
qui correspond le mieux à ces besoins.
2.2.2.1- Système optoélectroniques
Avec les systèmes optoélectroniques, si un marqueur se retrouve caché du champ de
vision d’une caméra, il devient impossible de calculer sa position si cette caméra est
nécessaire à ce calcul. Il faut alors ajouter des caméras pour augmenter la redondance du
système. Dans un système à marqueur passif, si un marqueur disparaît du champ de vision,
il devient difficile pour l’ordinateur d’interpréter sa réapparition. Dans le cas du système
Seispot, l’impact est moindre, puisque chaque marqueur est identifié grâce au processus de
multiplexage. En effet, chaque marqueur est branché individuellement et émet des
infrarouges, ce qui permet de leur assigner une fréquence propre. Dans les deux systèmes,
la perte d’un marqueur peut être assez grave. Par exemple, prenons le cas simple où trois
marqueurs sont utilisés pour obtenir la position et l’orientation de la tête du sujet afin
d’actualiser la position de la caméra virtuelle. Si on perd un des marqueurs, il nous devient
impossible de calculer l’orientation de la tête. À ce moment la caméra virtuelle ne peut plus
être actualisée en temps réel. Ainsi, la sensation d’immersion dans le monde virtuel se
retrouve perdue. Dans un système avec une faible redondance au niveau des caméras, il est
important de planifier soigneusement les déplacements du sujet, de façon à éviter que des
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marqueurs se retrouvent cachés. Les mouvements complexes, tels que la danse sont à éviter
avec un système à deux ou même à trois caméras.
Lorsque les caméras sont installées, elles doivent être calibrées. Le processus de
calibration n’est pas aussi long que pour un système à capteurs magnétiques, mais il doit
néanmoins être effectué. Si les caméras sont déplacées, elles doivent être recalibrées. De
plus, les effets de distorsion optiques de la lentille doivent être pris en compte lors de la
calibration. Ne pas tenir compte de ces distorsions peut être la cause d’erreurs
systématiques.
Dans le cas des systèmes à marqueurs passifs, l’identification des marqueurs peut
poser un problème. Comme les marqueurs sont indifférenciés, on ne peut les identifier
directement. Il serait possible d’utiliser des marqueurs de couleurs; cependant cette mesure
demande l’utilisation de caméras couleur qui sont plus onéreuses que des caméras noir et
blanc. Plusieurs méthodes en temps réel ont été développées pour régler le problème
d’identification des marqueurs. Il faut cependant noter qu’aucune méthode n’est arrivée à
régler complètement ce problème. Dans le cas où deux marqueurs seraient coplanaires dans
les deux caméras, des ambiguïtés peuvent surgir. L’utilisation d’une troisième caméra peut
régler le problème dans la plupart des cas, mais il peut toujours survenir si les deux
marqueurs sont coplanaires pour deux caméras et dans l’ombre de la troisième. Il est
possible de régler ce problème avec l’intervention de l’usager, mais on perd la fonction
temps réel dans ce cas ainsi que l’aspect automatique de la localisation.
2.2.2.2- Systèmes à capteurs magnétiques
Comme le champ magnétique est affecté par les objets métalliques, il est nécessaire
de calibrer ce champ magnétique soigneusement de façon exhaustive pour tenir compte de
l’environnement spécifique du laboratoire. De plus, si un objet de métal est amené dans le
laboratoire, les lectures effectuées par le système pourront être faussées, à moins de calibrer
à nouveau. Par contre, les systèmes magnétiques ne sont pas affectés par les ombres, car un
objet placé entre les bobines qui génèrent le champ magnétique et les capteurs n’influence
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pas le champ magnétique détecté par le marqueur. Le sujet peut ainsi effectuer des
mouvements complexes sans problème.
2.2.2.3- Systèmes inertiels
Ces systèmes ne donnent pas d’information sur la position directement. Il est
possible d’obtenir seulement un changement d’orientation ou de position. Les déviations par
rapport à la position initiale sont donc cumulatives. De plus, ils sont limités à de
l’information sur l’orientation seulement. Cependant, à cause de leurs coûts relativement
faibles, ils peuvent être combinés à un autre système de capture du mouvement afin de
profiter de leurs avantages complémentaires. Ceci est d’autant plus vrai étant donné qu’ils
n’ont pas de limites à leur espace fonctionnel et qu’ils ne sont pas limités quant au
mouvement que le sujet peut effectuer.
2.3- Gants instrumentés
Récemment, des applications en robotique et en télémanipulation ont mené au
développement de gants instrumentés qui peuvent aussi être utilisés par des systèmes de
réalité virtuelle. Il existe deux types: des gants avec un feedback ou sans feedback de force.
Différents types de senseurs (fibre optiques, LED, extensomètres, etc.), placés sur les
jointures principales et secondaires, servent à décrire les mouvements de la main. Le gant
instrumenté est habituellement utilisé en association avec un système de positionnement qui
permet d’obtenir la position du poignet avec six degrés de liberté. Tel que décrit en détail
dans la section précédente, on utilise des gants avec extensomètres. Cependant, le coût
élevé de ces gants empêche de les utiliser à grande échelle dans le milieu clinique. Les
applications ne sont qu’au stade de développement.
Un gant utilisant les fibres optiques a été commercialisé par VPL Inc (1993). Ce
système utilise des fibres optiques intégrées dans un gant de lycra. Des senseurs mesurent
la flexion et l’extension des dix jointures principales de la main. Dans la fibre optique, une
certaine quantité de lumière est perdue selon le degré de flexion d’un doigt. En mesurant la
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quantité de lumière qui se rend à l’autre bout de la fibre, on mesure le degré de flexion du
doigt. Les données peuvent être actualisées 30 ou 60 fois par seconde. Plus récemment, le
DataGlove de 5DT a été développé. Il est offert à un prix moindre que le CyberGlove, que
dont nous parlerons bientôt. Il est offert en plusieurs versions dépendamment des besoins et
du budget du client. Une option pour un budget plus réduit est le Pinch Glove. Le prix plus
faible vient cependant avec un prix aussi, celui de la grossièreté des données recueillies. Ce
gant permet en effet de détecter seulement les contacts entre les bouts des doigts.
Un gant similaire au DataGlove, le CyberGlove, utilise des extensomètres à la place
de la fibre optique. Chaque senseur est composé d’une jauge de tension et d’une jauge de
compression placées dans un circuit à pont. Ce gant a une résolution de 0,05° de rotation à
chaque articulation et les données peuvent être actualisées 100 fois par seconde.
Le gant P5, est un produit grand public et son prix est très abordable. Il intègre
même un système de positionnement à infrarouge pour la position du poignet. Cependant,
les données recueillies ne sont pas très précises et la latence est plus grande que celle des
gants plus coûteux. Son prix abordable peut le rendre attrayant pour les applications à la
maison. Il y a pour l’instant peu d’applications de développées pour ce gant.
2.4- Autres interfaces
Les outils d’interfaces d’ordinateurs traditionnels, sont bidimensionnels, et donc peu
utiles pour interagir avec des environnements virtuels qui sont tridimensionnels. Des
interfaces spécifiques ont donc été développées afin d’interagir de façon plus efficace avec
ces environnements. Nous avons vu les outils qui utilisent le corps comme moyen
d’interaction. Ces outils sont très utiles, mais d’autres outils ont été développés afin de
contrôler les interactions en les contraignant à un certain dispositif. Il est possible, par
exemple, de mettre un bouton sur un marqueur afin d’avoir la possibilité d’activer certaines
fonctionnalités en plus d’avoir la position et l’orientation du marqueur. Ou encore, à la
place d’un marqueur, d’utiliser une baguette qui aurait aussi une position et une orientation,
mais qui offre une métaphore différente à l’usager afin d’interagir avec l’environnement
virtuel.
Une autre interface est le « Trackball ». C’est une sorte de souris en trois
dimensions. Un cylindre est utilisé pour naviguer dans l’environnement virtuel. Cette tâche
est accomplie en mesurant les moments et les forces appliquées sur ce cylindre. Ils
correspondent alors à des rotations et des translations dans l’environnement virtuel. De
plus, des boutons sont disponibles et permettent d’accomplir différentes tâches au niveau
logiciel. Par exemple, un bouton peut servir à sélectionner des objets, un autre à changer la
vitesse de déplacement et ainsi de suite.
Figure 1: T’Souri&’ 3D (f Trackball »), de Logitech
3- Applications médicales de la réalité virtuelle (RV)
Burdea (1993) a proposé une façon de décrire un système de réalité virtuelle à l’aide
des 3 «I»: Immersion, Interaction, et Imagination. Cho et al. (2002) ont bonifié cette
description en y ajoutant un autre «I» pour intérêt. L’intérêt du sujet pour l’environnement
virtuel était en effet important dans leur recherche, puisque celle-ci portait sur le syndrome
du déficit d’attention. En voulant décrire leur système de réalité virtuelle, Cho et al ont par
la même occasion choisi un terme qui décrit bien le comportement de la communauté
scientifique face à cette technologie. Beaucoup d’intérêt a été porté à la réalité virtuelle, ce
qui a amené un foisonnement de projets de recherche dans plusieurs domaines. En
particulier, une multitude de projets dans le domaine médical. Les avancées et la majorité
des applications en réalité virtuelle ont été engendrées par l’industrie du divertissement et
de la simulation. Ces deux industries ont des moyens et des besoins très différents du
domaine médical. Bien que la technologie soit semblable, de nombreux ajustements doivent
être apportés.
3.1- Phobies
L’une des premières applications des environnements virtuels en médecine a été le
traitement de différentes phobies. Cette application est très documentée car plusieurs
expériences ont été réalisées (Hodges 2001, Dong 2002, Bafios 2002) avec succès et sont
même maintenant utilisées dans un contexte clinique. La technique utilisée est la
désensibilisation progressive, qui consiste à exposer le patient à des représentations de
l’objet de la phobie en allant graduellement vers des stimuli plus forts qui se rapprochent de
plus en plus de l’objet de la phobie. Il est important dans ce genre de traitement de
commencer avec des stimuli que le patient peut supporter, mais qui provoquent tout de
même sa phobie afin qu’il puisse apprendre à la contrôler. Une façon de procéder est de
demander au patient d’imaginer différentes choses ou situations se rapprochant de plus en
plus de l’objet de sa phobie. Cependant, cette approche ne peut fonctionner pour les gens
ayant du mal à imaginer ce qu’on leur demande (Rothbaum, 1995). On peut dans ces cas
utiliser des environnements virtuels en exposant virtuellement le patient à des stimuli qui
graduellement seront potentiellement de plus en plus angoissants. Les environnements
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virtuels ont l’avantage d’être totalement sécuritaires. Le patient se retrouve exposé à des
stimuli qui s’apparentent à leur phobie, tout en sachant qu’ils ne courent aucun risque et
qu’ils peuvent se retirer de l’environnement virtuel à n’importe quel moment (en retirant le
HMD). Étant donné que les environnements virtuels se rapprochent beaucoup de la réalité,
la prochaine étape de l’exposition au vrai stimulus ne sera pas trop ardue à franchir
puisqu’elle entre dans la continuité progressive du traitement. Cependant, les scènes
auxquelles le patient est exposé n’ont pas besoin d’être d’un grand réalisme. l peut même
être utile que la représentation soit grossière afin que le stimulus ne soit pas trop fort, ce qui
entre dans l’approche graduelle du traitement. Ceci explique pourquoi ce type d’application
existait déjà du temps où les environnements virtuels n’offraient pas le réalisme qu’il est
possible d’obtenir avec les systèmes récents.
3.2- Hyperactivité
Bien que l’approche pharmaceutique soit couramment utilisée depuis plusieurs
années (i.e. le Ritalin), des études récentes sur le traitement du trouble déficitaire de
l’attention ont suggéré que ces traitements ne soient pas adéquats lorsque utilisés seuls. Ceci
est dû au fait que les parents ne désirent pas que leurs enfants utilisent ces médicaments et
que les effets soient limités à la période pour lesquelles les médicaments sont actifs. De
plus, ces médicaments n’amènent pas tous les enfants à un degré de concentration suffisant
pour fonctionner socialement et académiquement. Des environnements virtuels pourraient
offrir des stimuli spécifiques adaptés qui élimineraient les éléments distrayants et ainsi
améliorerait l’attention du sujet et sa capacité à se concentrer. Rizzo (2000) a proposé que la
réalité virtuelle pourrait être utilisée pour l’évaluation des troubles d’attention. L’évaluation
objective des troubles d’attention a de nombreuses utilités elle permet de poser un
diagnostic précis, cc qui peut servir à prendre des décisions quant à la nécessité d’utiliser
une approche spéciale pour l’éducation et permet aussi de mesure l’effet des traitements
pharmacologiques. Cho et al. (2002) suggèrent que la réalité virtuelle pourrait aussi être
utilisée pour l’entraînement cognitif. Grâce à un environnement virtuel, il est possible de
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réduire les distractions et ainsi augmenter la concentration du sujet. Il est possible de
conserver l’attention plus longtemps qu’avec d’autres méthodes puisque l’environnement est
immersif, interactif et imagé. L’attention du sujet est aussi augmentée par l’intérêt que
fournit la technologie. La partie traitement est possible puisque le sujet peut progresser d’un
scénario à un autre et mesurer lui-même sa progression. Cette progression motive le sujet et
le fait persévérer.
3.3- Formation des médecins
Bien avant que des simulateurs de chirurgie ne soient envisagés, l’industrie
aéronautique utilisait des simulateurs de vol pour former ses pilotes. Ces simulateurs se
sont avérés beaucoup plus économiques et sécuritaires qu’une formation avec de véritables
appareils. De plus, les coûts en sont beaucoup moins élevés. Ces avantages s’appliquent
aussi aux simulateurs de chirurgie. Les composantes de ces deux sortes de simulateurs sont
semblables, cependant le simulateur de chirurgie offre des défis supplémentaires par
rapport au simulateur de vol. fondamentalement, les objets dans un simulateur de chirurgie
doivent être beaucoup plus détaillés. Par exemple, un arbre dans un simulateur de vol ou de
conduite automobile a seulement besoin d’avoir l’air d’un vrai arbre. Ceci peut être accompli
en utilisant des formes simples et en leur appliquant une texture photographique. Mais un
objet virtuel dans un simulateur de chirurgie doit être représenté de la manière la plus fidèle
possible. Les représentations géométriques doivent donc être composées de beaucoup plus
de triangles, une réduction de la complexité des objets virtuels n’est pas acceptable dans la
plupart des cas.
Traditionnellement, les médecins apprennent de nouvelles techniques chirurgicales
en observant les moyens utilisés par des chirurgiens expérimentés, en pratiquant sur des
cadavres humains ou animaux et finalement en effectuant une chirurgie sous la supervision
d’un chirurgien expérimenté (Rosen, 1999). Ce processus de formation est long et coûteux.
De plus, la simple observation ne donne aucune indication à l’élève par rapport aux
sensations ressenties par le chirurgien. La proprioception joue pourtant un grand rôle dans
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la chirurgie. Par exemple, dans une chirurgie du cerveau, il est important de positionner la
spatule cervicale de façon à ne pas endommager le cerveau. Des lésions sévères
occasionnées par exemple par le fait que le chirurgien a tiré trop fort sur son instrument. Il
est maintenant possible d’utiliser des simulateurs de chirurgie afin de fournir au médecin un
moyen de pratiquer plusieurs fois une opération avant de l’effectuer sur un patient. Ces
simulateurs offrent un moyen complètement sécuritaire de pratiquer différentes
interventions. Cela peut être vraiment avantageux dans le cas d’opérations peu courantes et
dangereuses. De plus, le simulateur peut aussi simuler des situations hasardeuses qui ne
surviennent normalement pas dans des chirurgies, ainsi le chirurgien peut mieux y faire
face si elles surviennent. Il est important pour la plupart de ces systèmes d’avoir un
feedback haptique. Ainsi les étudiants peuvent ressentir ce qu’ils ressentiraient en utilisant
divers outils en interaction avec différents tissus du corps humain. Une étude de Moody et
al. (2002) a montré qu’en ajoutant un feedback force, le temps nécessaire pour effectuer une
suture était réduit. Cette étude a montré que le feedback haptique augmente la performance
des systèmes de réalité virtuelle pour la microchirurgie.
3.4- Chirurgie à distance
C’est une des plus récentes applications des environnements virtuels, étant donné
qu’elle requiert un grand degré de réalisme et de précision. Dans ce genre d’application, le
chirurgien travaille sur un patient virtuel alors qu’un robot effectue la véritable chirurgie sur
un patient humain à un emplacement éloigné. Il va sans dire que ces systèmes sont très
complexes et leur conception et leur utilisation nécessitent une collaboration étroite entre
médecins, scientifiques et ingénieurs informatiques et biomédicaux. Certaines applications
utilisant des moyens similaires sont à l’étude pour des applications en réadaptation.
3.5- Visualisation
Les données que les médecins doivent analyser pour poser un diagnostic sont
traditionnellement en deux dimensions. Cependant, les structures biologiques représentées
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sont en trois dimensions. L’analyse en deux dimensions pose donc différents problèmes de
représentation. Plusieurs techniques ont donc été élaborées afin de visualiser des corps en
3D. Il est aussi par la suite possible de modéliser certains comportements mécaniques ou
physiologiques de ces représentations 3D. Ces modèles peuvent permettre aux médecins de
mieux comprendre les effets d’une pathologie sur la marche, ou même de simuler les effets
d’une intervention. De plus, dans les centres de réadaptation, ce genre de simulateur peut
aider à expliquer un programme de réadaptation au patient. Cependant, ces techniques sont
limitées en précision puisque les données modélisées ont une précision définie. Cependant,
à mesure que l’instrumentation se raffine, les modèles issus des données produites
deviennent plus précis.
3.6- Réadaptation
Ce n’est que récemment que la réalité virtuelle est utilisée à des fins de réadaptation.
Plusieurs projets de recherche sont en cours et quelques applications ont été démontrées. La
validité des thérapies utilisant la réalité virtuelle dépend de l’hypothèse que l’on peut
reproduire un stimuli sensoriel qui ressemble suffisamment à la réalité pour engendrer des
réactions conscientes et inconscientes chez le patient (activités corticales et sous-
corticales). La réalité virtuelle peut être utilisée afin d’augmenter graduellement le niveau
d’interaction du patient avec son environnement afin qu’il puisse éventuellement réintégrer
sa vie à la maison ou dans la communauté. Plusieurs études ont été réalisées afin de voir si
les améliorations apportées par la réalité virtuelle sont transférées vers des tâches
pertinentes dans le «vrai monde »; les résultats de ces études sont encourageants (Deutsch,
200la, 2002; Holden, 2000, 2002, 1999; Merians, 2002; Riess, 1998). Pour ce qui est des
évaluations utilisant des environnements virtuels, ils permettent d’améliorer la validité
écologique, c’est-à-dire le degré de pertinence ou la similarité du test par rapport au
«vrai monde» (Neisser, 1978). Il devient donc possible, grâce aux environnements
virtuels, de tester les performances cognitives et fonctionnelles dans des scénarios simulés
correspondant à des situations du «vrai monde ». Ainsi, la complexité du stimuli que l’on
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retrouve dans des situations réelles peut être simulé tout en gardant le contrôle expérimental
nécessaire à une analyse scientifique rigoureuse. Cependant, les applications utilisant des
environnements virtuels ont des désavantages, notamment leur coût et leur complexité. Il
faut donc bien étudier la question avant de développer une telle application. Il faut répondre
à un certain nombre de questions qui ont été détaillées davantage par Rizzo et al. (199$,
2000):
• Est-ce que les mêmes objectifs peuvent être atteints en utilisant une approche plus
simple?
• Est-ce que les systèmes de réalité virtuelle actuels sont en mesure de concrétiser le
principe visé?
• Est-ce que l’application de la réalité virtuelle est utile à la population visée?
• Quel est le niveau optimal d’immersion nécessaire pour l’application envisagée?
• Est-ce que les sujets visés seront capables d’interagir avec l’environnement virtuel
de façon efficace?
• Quels sont les effets secondaires possibles pour les sujets visés?
• Est-ce que les effets obtenus dans les environnements virtuels seront transférés dans
le monde réel?
3.6.1- Système de Capture Vidéo
Une des applications les plus répandues est celle utilisant l’image du patient dans
une scène virtuelle. En regardant le moniteur ou l’écran, le patient voit sa propre image dans
un certain environnement. Il doit alors accomplir différentes tâches dépendamment de la
réadaptation qu’il doit faire (Wciss, 2004). Les avantages de tels systèmes par rapport à
l’approche conventionnelle est de motiver davantage le patient. En effet, ces systèmes
s’apparentent grandement à des jeux (tels que disponibles sur la console Playstation de
Sony par l’intermédiaire du périphérique EyeToy). Si un patient s’amuse en faisant ses
exercices de réadaptation, il a plus de chances de progresser. De plus, ce type d’exercices
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sous forme de jeu permet au patient de mesurer sa progression en lui fournissant un
pointage. Ce pointage est un élément motivant qui peut inciter les patients à pousser leurs
limites.
Un autre avantage de ces systèmes est d’être relativement moins dispendieux qu’un
système de réalité virtuelle immersif. En effet, ces systèmes ne demandent pas de dispositif
onéreux tel qu’un HMD ou un écran à projection. Pas besoin de système de positionnement
car une simple caméra web suffit. Cependant, ce type de système ne donne généralement
pas d’information sur la qualité du mouvement effectué. Il peut donc encourager le patient à
développer des compensations et des stratégies adaptées spécifiquement aux objectifs du
jeu auquel il prend part. Un tel comportement limite le transfert des progrès réalisés vers
d’autres tâches quotidiennes. Comme c’est là l’objectif de la réadaptation, il faut toujours
rester vigilant face à ces facteurs lorsque de tels systèmes sont utilisés.
3.6.2- Amélioration et évaluation de l’équilibre postural
La réalité virtuelle peut être utilisée pour l’évaluation et le traitement des problèmes
d’équilibre. L’avènement de cette technologie coïncide avec une hausse de la prévalence de
ce type de problèmes. Cette hausse est due à l’accroissement du taux de survie aux
accidents cérébraux et à la hausse de la prévalence des problèmes neurologiques liés au
vieillissement de la population. Le «timing» est donc bon pour le développement d’outils
de réadaptation, utilisant la réalité virtuelle, ciblés sur ces problématiques qui gagnent de
l’ampleur. La plupart des systèmes de réalité virtuelle conçus à cette fin allient un support
physique destiné à recueillir les forces appliquées par le sujet et un dispositif d’affichage
simple (écran à projection ou HMD). Certains systèmes peuvent même effectuer un
feedback physique sur le sujet. Par exemple, un système élaboré par Lee et al (2004) utilise
une plate-forme de force et un HMD. Ainsi, le sens de la vue est stimulé par le HMD et les
sens somato-sensoriels sont stimulés par le déplacement de la plate-forme mobile. Il
n’existe pas encore de moyen de stimuler le système vestibulaire de façon directe.
Cependant, comparativement au système vestibulaire, le système visuel et le système
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somato-sensoriel jouent un rôle dominant pour fournir des indices sur l’orientation du corps
chez les individus sains. S’il manque de l’information sensorielle ou s’il y a un conflit, le
cerveau humain doit sélectionner l’information la plus appropriée pour accomplir la tâche
(Nouillot, 1992; Allison, 1995; Wegener, 1997). Donc théoriquement, une façon d’évaluer
l’équilibre d’une personne est de modifier délibérément les informations visuelles ou
somato-sensorielles et d’observer la façon dont le cerveau intègre ces informations par la
réaction posturale du sujet. Un système de réalité virtuelle permet de manipuler ces
informations sensorielles avec une grande précision et une grande liberté. Il est donc
possible de provoquer des stimulations qui seraient très lourdes à effectuer avec un système
mécanique. On peut donc présenter au sujet un environnement virtuel stimulant que l’on
puisse manipuler à notre guise. En mesurant la déviation du centre de pression pour
différents stimuli visuels, il est possible d’évaluer un sujet. Par exemple, Lee et al. (2004)
ont utilisé cette technique afin de quantifier les fonctions d’équilibre en relation avec l’âge
(Cherng, 1999, 2003). Cependant, maintenant que la technique a été validée, il est possible
d’obtenir des résultats quantifiables et précis que l’on peut maintenant considérer comme
fiables.
Être capable de maintenir son équilibre est nécessaire à l’exécution de nombreuses
tâches de la vie de tous les jours. Une application utilise un scénario à vélo pour renforcer
l’équilibre postural (Song 2004). Cependant, le vélo peut être dangereux si le sujet tombe;
de plus, rouler à vélo demande un grand espace. C’est pourquoi la réalité virtuelle a été
utilisée. Il est alors possible d’installer des senseurs sur le sujet et le vélo. Ce type de
système a été élaboré afin de combler certaines lacunes des systèmes utilisant le
biofeedback sur des plates-formes de force. Ces lacunes sont le manque d’intérêt et de
motivation des sujets ainsi que le fait que tous les sens nécessaires ne sont pas stimulés. Le
scénario du vélo virtuel permet de stimuler simultanément un grand nombre de sens. Aussi,
le sujet n’a pas besoin d’être debout pour exécuter l’exercice sur le vélo. Il suffit d’être assis
et il est possible de s’aider avec les mains. Il est donc possible d’inclure des sujets plus
sévèrement affectés dans ce scénario à vélo. Mais il demeure quand même possible
31
d’augmenter la difficulté à mesure que le sujet progresse. Le sujet peut réagir dans
l’environnement virtuel de la même façon qu’il le ferait dans le «vrai monde» (Myron,
1991; Roy, 1993). Il combine aussi les systèmes sensoriels visuels, vestibulaires et
somatiques avec l’effort musculaire afin que les muscles et les sens fonctionnent ensemble
d’une manière naturelle. Le fait de pédaler permet aussi de renforcer les muscles des
jambes, ce qui aide à rétablir la fonction. Ainsi, à mesure que le patient progresse, la
difficulté peut être augmentée. Éventuellement, le patient pourrait en arriver à pouvoir
véritablement faire du vélo. Un entraînement avec ce système a montré une amélioration
des sujets par rapport aux paramètres étudiés. Ces paramètres étaient la vitesse moyenne, la
durée nécessaire à effectuer le circuit et la déviation moyenne par rapport à la trajectoire
ciblée.
3.6.3- Évaluation de la conduite automobile
Différentes maladies du cerveau sont associées à une multitude de séquelles
cognitives, émotionnelles et motrices qui peuvent compromettre la capacité de la personne
atteinte à conduire. Plusieurs de ces personnes dépendent de la conduite automobile dans
leurs déplacements afin d’être mobiles, indépendantes et d’avoir une bonne qualité de vie.
Étant donné qu’il y a une grande variation d’atteintes d’un individu à un autre, il est possible
que certains d’entre eux soient capables de conduire et que d’autres puissent présenter un
risque injustifié pour les autres automobilistes et eux-mêmes. La méthode acceptée pour
évaluer les capacités de conduite est un test sur route standardisé (fox, 1998; Korteling,
1996). Évaluer ces personnes dans un contexte de conduite en milieu urbain peut s’avérer
dangereux. Cette évaluation nécessite plus qu’un simple évaluateur de conduite
conventionnel, puisqu’il est nécessaire d’évaluer à quel point leur maladie neurologique
affecte leur conduite et s’ils peuvent suivre un programme de réadaptation. Qui plus est,
l’évaluation faite peut s’avérer subjective. L’utilisation d’un simulateur de conduite peut
régler ces problèmes. Les conditions auxquelles sont exposés les sujets peuvent être
32
standardisées. Le comportement en situations extrêmes peut ainsi être étudié, puisque la
conduite en conditions normales peut sembler satisfaisante alors que problèmes peuvent
apparaître seulement dans des situations spéciales pour lesquelles les capacités de la
personne évaluée sont poussées à leur limite. Par exemple, il est possible d’évaluer la
conduite de nuit, dans le trafic dense, sur la neige, avec visibilité réduite, etc. ou encore de
générer des événements inattendus, tels qu’une boîte tombant d’un camion, un véhicule
freinant soudainement devant soi ou une ambulance brûlant un feu rouge. Ce genre
d’évaluation est nécessaire, car les sujets ont tendance à surévaluer leurs capacités (Huchler,
2001). Étant donné que la conduite est un élément important à l’intégration sociale, les gens
tiennent beaucoup à y avoir accès, même si cela pourrait être dangereux.
De nombreux simulateurs de conduite ont été élaborés et sont en cours de validation
(VR-Das, Dri-VR,...). Il faut en effet vérifier si une évaluation effectuée avec un simulateur
de conduite représente la réelle faculté d’une personne à conduire. Ces systèmes de réalité
virtuelle sont particuliers en ce qui a trait à l’interface avec l’usager. En effet les outils que
l’usager a à sa disposition sont spécifiques à la tâche à accomplir, c’est-à-dire un volant, des
pédales etc. Ainsi l’expérience de la conduite dans une vraie automobile est reconstituée de
la façon la plus fidèle possible. Il est aussi toujours possible d’enregistrer les données de
l’examen de conduite afin d’évaluer la progression dans un contexte d’entraînement à des
fins de réadaptation. Un simulateur peut aussi être utilisé pour traiter la phobie de la
conduite.
3.6.4- Réadaptation après AVC
Un système de réalité virtuelle a de nombreux avantages pour réaliser ce genre de
réadaptation. Il permet, entre autres, de fournir un feedback haptique si nécessaire. Le fait
d’utiliser ce feedback ajoute à l’expérience normalement purement visuelle de la réalité
virtuelle. Cependant, comme il n’existe pas vraiment de dispositif permettant de fournir un
feedback haptique pour tout le corps, les applications sont habituellement restreintes soit
sur le haut du corps, soit sur le bas du corps. Ce genre de système ne s’applique pas
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simplement aux cas de personnes ayant subi un AVC, il peut aussi servir à traiter et
diagnostiquer d’autres maladies neurologiques telles que l’apraxie ou la maladie de
Parkinson.
Une des fonctions les plus difficiles à récupérer après un AVC est l’utilisation des
membres supérieurs. Les mains en particulier en raison de la grande dextérité dont elles
sont capables. Plusieurs applications utilisant des ordinateurs ou un environnement virtuel
ont été développées pour la réadaptation. Ceci est dû au fait que de nombreuses interfaces
sont déjà disponibles et répandues (clavier, souris, manettes, gant instrumenté, etc.). Aussi,
comme de nombreuses tâches de la vie de tous les jours demandent l’usage des mains, il est
important de rétablir la plus grande partie possible de leur fonctionnalité. Il est possible
d’intégrer plusieurs éléments dans un système de réalité virtuelle pour la réadaptation.
Compte tenu des limitations d’un tel système et de la pertinence de différents éléments qu’il
est possible d’inclure, voici des points importants à inclure dans de tels systèmes (Prisco,
199$):
— Affichage de l’environnement virtuel de façon immersive. Le sujet est donc isolé des
éléments distrayants externes. L’emploi d’un casque de réalité virtuelle (HMD) et
d’écouteurs permettent de fournir une vision stéréo et une audition spatialisée.
— Étude du mouvement du membre supérieur atteint, ainsi que l’application de force pour
donner un feedback haptique au sujet.
— Utilisation de modèles physiques réalistes et élaboration de comportements artificiels
qui ne peuvent être obtenus dans la réalité (microgravité, évolution dans un fluide
visqueux, poids variable...).
— Utilisation d’effets spéciaux auditifs et visuels pour ajouter au réalisme et ainsi aider le
sujet à accomplir la tâche.
— Feedback de l’information sur la kinesthésie du bras. Ainsi le sujet peut réguler
consciemment le mouvement de son bras.
En suivant ces règles, Prisco et ses collègues ont élaboré plusieurs scénarios qui
reproduisent des situations de la vie de tous les jours (dans la cuisine):
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— Prendre un briquet, le mettre sur un rond de la cuisinière spécifique et l’allumer
— Prendre une bouilloire et la mettre dessus
— Pointer une balle flottante. La balle se met alors à se déplacer en spirale, le patient doit
continuellement pointer la balle.
— Un faisceau lumineux placé de façon à ce qu’il soit dirigé par le regard du sujet. Il doit
alors diriger ce faisceau lumineux de façon séquentielle vers des numéros.
Il est possible de faire plusieurs scénarios avec la réalité virtuelle. Les limitations
physiques y étant moindres que dans la réalité, les possibilités sont infinies. Tout le travail
consiste à trouver et à identifier les scénarios les plus efficaces pour une application dans la
réalité. Il y a aussi un coût de développement assez élevé en temps et en argent qui limite
les applications possibles. Il faut donc bien réfléchir sur les scénarios possibles avant de les
développer.
Les scénarios dans une cuisine virtuelle sont basés sur la prémisse qu’une simulation
se rapprochant le plus possible de la réalité permettra le meilleur transfert vers des tâches
réelles. Cependant, les bénéfices n’y sont pas focalisés vers une partie spécifique des
fonctions à rétablir. Certains autres projets ont tenté de focaliser davantage sur certaines
fonctions physiques, ce qui permet de mieux suivre la progression du sujet et d’augmenter
de façon plus pertinente la difficulté de la tâche. C’est une telle approche qui est utilisée par
Burdea et al (2000) pour leur système de téléréadaptation. Les scénarios élaborés ont pour
but d’augmenter la force des doigts et leur amplitude de mouvement. Ces scénarios sont des
scénarios mettant en scène une boule de pâte à modeler virtuelle ainsi qu’un instrument
semblable à celui utilisé par les guitaristes pour renforcer leurs doigts. Mais ils ont quand
même élaboré des scénarios permettant une réadaptation fonctionnelle (un scénario de
lancer de balle et un autre de bâton à enfoncer dans des trous). En combinant ces différents
scénarios, il est possible de travailler sur les capacités physiques et fonctionnelles de la
main. De plus, un PC ordinaire suffit et les données sont rendues disponibles sur Internet.
Les patients peuvent donc effectuer leur programme de réadaptation chez eux et les
professionnels de la réadaptation peuvent suivre leur progression à distance et corriger leur
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programme d’entraînement. Bien que la plupart des dispositifs haptiques utilisent la main
ou les bras, il en existe aussi pour les jambes et les pieds. Les mains sont plus souvent
utilisées pour interagir avec un environnement virtuel parce qu’elles possèdent plus de
dextérité. Cependant, les pieds sont aussi utilisés dans plusieurs tâches de la vie
quotidienne, comme la conduite automobile ou le vélo. Ils sont aussi utilisés pour d’autres
activités moins courantes, mais que certaines personnes font couramment durant leurs
loisirs, comme jouer de la batterie, jouer au soccer ou faire du patin.
Les interfaces utilisant les pieds varient du simple marqueur de positionnement
placé sur le pied, à un tapis roulant ou un dispositif robotisé. Le « Sarcos Bipport» et le
«Sarcos Treadport» de Hollerbach et Cristensen (2000), le « Torus Treadmill» et le
«Gaitmaster» de Iwata (2001), le «ATR-GSS» de Miyasato (2000) et le «Rutgers
Ankle» développé par Girone et al (2000, 2001) sont des exemples de telles interfaces.
Cette dernière application est une petite plate-forme à air de Stewart attachée au pied d’une
personne. Elle a été utilisée pour diagnostiquer des entorses à la cheville et pour la
réhabilitation de la cheville chez des patients ayant des blessures musculo-squelettiques
(Deutsch 200la, 2001b). Deux exercices ont été développés par Boian et al (2003). Ces
deux exercices fournissent le même genre de thérapie, mais les deux environnements
virtuels sont différents afin d’éviter la monotonie. Le premier exercice consiste à faire voler
un avion à travers des cerceaux placés de façon équidistante et ayant un placement vertical
prédéterminé l’un par rapport à l’autre (N, NE, E, SE, S, $0, 0, NO). Le thérapeute peut
déterminer l’emplacement vertical des anneaux selon le genre de mouvement requis par le
processus de réadaptation. L’orientation de l’avion est liée à l’orientation de la plate-forme
de Stewart. L’orientation de l’avion est obtenue comme un facteur du déplacement maximal
entre 2 cerceaux et le déplacement maximal dont le sujet est capable. Ainsi, peu importe la
capacité du sujet, il peut réussir la tâche puisque les mouvements de l’avion sont
inversement proportionnels à ses capacités. Donc plus la cheville du sujet est atteinte et son
mouvement limité, moins grand est le mouvement nécessaire à accomplir la tâche. De plus,
il est aussi possible de changer les conditions atmosphériques comme ajouter du brouillard,
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de la pluie ou du vent. Durant une tempête, des éclairs et du tonnerre sont ajoutés afin de
rendre l’expérience plus réaliste. Pour rendre la tâche plus motivante et réaliste (lorsque le
patient est assez avancé) des turbulences et des secousses ont aussi été ajoutées. Elle peut
varier de beau temps à une tempête, dans les limites de confort et de sécurité. Les secousses
consistent en l’application d’une force dans la direction opposée d’une collision, avec un
retour à la position initiale. Ces secousses ont pour but de représenter une collision avec un
anneau. L’autre scénario est semblable, mais le véhicule est un bateau à la place de l’avion.
La seule différence est que le sujet doit garder le bateau sur l’eau en tout temps, alors qu’en
avion il pouvait prendre le chemin qu’il voulait. Cette restriction supplémentaire ajoute un
peu de difficulté à la tâche. Les résultats préliminaires montrent que les effets haptiques
n’interfèrent pas avec la capacité du patient à utiliser la plate-forme. Les patients ont
amélioré la force de certains groupes de muscles de leur cheville. Ceci est dû au fait qu’ils
devaient combattre l’effet des turbulences afin d’effectuer le mouvement désiré. Cependant,
il n’a pas été déterminé si les secousses avaient un effet bénéfique pour les sujets. De plus,
des données préliminaires sur l’analyse de la marche et la montée d’escalier démontrent un
transfert des bénéfices vers d’autres tâches quotidiennes.
3.6.5- Évaluation des capacités visuo-spatiales
Un environnement virtuel est tout indiqué pour évaluer les habiletés visuo-spatiales
telles que la perception de la profondeur et la rotation mentale. Un projet étudiant, plus
spécifiquement la rotation mentale, a été réalisé à l’Univertity of Southem Califomia
(Rizzo, 199$; McGee, 2000). Ils ont trouvé plusieurs faits intéressants, tels que peu d’effets
secondaires, une relation forte avec des tests standard et une absence de l’effet du sexe du
sujet (contrairement aux tests sur papier). Ils ont aussi observé une amélioration due à
l’entraînement et un transfert significatif de cet entraînement pour les sujets ayant moins
bien performé dans les tests sur papier.
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3.6.6- Entraînement pour Uhéminégligence
Ces personnes ne tiennent pas compte de l’information ou manquent d’attention pour
les stimuli localisés d’un côté de leur espace personnel, habituellement leur côté gauche. Ce
n’est pas un problème visuel, mais une atteinte du fonctionnement intégré de l’attention et
de la vision. Des signes classiques sont par exemple: se peigner les cheveux d’un seul côté
de la tête, écrire seulement du côté non-affecté de la feuille ou manger seulement un côté
d’une assiette, croyant que l’autre moitié est vide. Il est particulièrement difficile de
quantifier le degré d’héminégligence avec des tests papier et crayon qui sont actuellement
en usage. De plus, ces tests demandent un type d’attention différent de celui utilisé dans la
vie de tous les jours. Un système de RV offrant un monde cohérent utilisant les sens du
toucher, de la vue et de l’ouie est un excellent moyen d’évaluer cette condition dans des
conditions se rapprochant davantage de la réalité. Un système, développé par Baheux
(2003) qui met en scène une situation de tous les jours, à savoir: de prendre un sushi d’un
plateau rotatif (cette application est bien entendu culturelle, mais il est facilement
envisageable d’élaborer un scénario adapté à la culture occidentale, comme par exemple
prendre un pot d’épice d’un plateau à épice rotatif). L’approche utilisée est de créer un
monde cohérent et semblable à la réalité qui utilise la vision, le toucher et l’ouïe.
L’intégration de plusieurs sens est importante afin de s’assurer que les résultats obtenus sont
transférables à des situations réelles. De plus, l’ouïe peut être utilisée afin d’aider la
personne à accomplir les tâches demandées. Il est aussi possible de manipuler l’image qui
est vue par le sujet afin de l’aider à accomplir la tâche. Ainsi, en limitant l’affichage au côté
négligé du patient, il est possible de le forcer à porter attention à cette partie de l’espace. En
effet, lorsque l’on présente deux objets identiques, l’un dans l’espace négligé et l’autre dans
l’espace dominant, le cerveau ignore celui se trouvant dans l’espace négligé (cette
information étant considérée comme secondaire). Cependant, en présentant seulement
l’objet dans l’espace négligé, le cerveau prendra maintenant en compte cet objet qui était
précédemment négligé quand il était en «compétition» avec l’autre objet. Le système
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permet aussi d’aider la personne à accomplir la tâche grâce à l’interface haptique. Il est donc
possible de faire en sorte que les sushis agissent de façon similaire à un aimant par rapport
aux baguettes. Donc quand le sujet est assez près de la cible, on amène sa baguette vers la
cible. Ainsi, l’exécution de la tâche n’est pas limitée par les capacités physiques du sujet. On
peut ainsi se concentrer sur l’évaluation des capacités à percevoir l’espace du sujet. Les
développeurs ont élaboré trois scénarios. Dans le premier, un sushi est montré à l’écran.
Ensuite, le plateau est tourné et le sujet doit prendre le sushi dès qu’il le voit.
Dépendamment de la direction de rotation du plateau, le sushi entrera dans le champ
d’intérêt du sujet à différents moments. Donc en étudiant différents paramètres comme le
moment où le sushi est aperçu, la qualité et la vitesse du mouvement peuvent être utilisées
pour évaluer le sujet. Dans un deuxième scénario, le sujet doit prendre tous les sushis d’une
main et les apporter à l’autre main. Ce scénario sert à évaluer la perception d’espace
personnel des sujets. Dans le dernier scénario, on présente 3 sushis au patient. En analysant
l’endroit où le sujet regarde, on détermine de quel côté le sujet porte le plus d’attention et on
fixe la cible comme étant le sushi opposé. Ce scénario sert à faire réaliser au sujet son
handicap, ce qui est essentiel si on veut qu’il y travaille.
3.6.7- Aide visuelle
Une des composantes principales d’un système de RV est la composante visuelle.
Cependant, l’information visuelle n’est qu’une représentation de l’espace virtuel. À partir de
cette représentation, il est aussi possible d’obtenir des informations auditives ou haptiques
en plus de l’information visuelle. Ainsi des applications étonnantes peuvent être
développées, comme un système pour l’entraînement de personnes aveugles. Il peut sembler
paradoxal d’utiliser un système dont l’une des fonctions principales est de fournir une
représentation visuelle pour de tels entraînements, mais le raffinement des interfaces
haptiques le permet. Ces entraînements peuvent aider les personnes aveugles à mieux
comprendre leur environnement et les objets 3D. Par exemple, un système de simulation de
canne blanche et un système de manipulation d’objets virtuels ont été développés par
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Tzovaras et al. (2004). Ces systèmes utilisent un gant instrumenté CyberGiove, un
exosquelette haptique CyberGrasp et un système de positionnement MotionStar. Pour
manipuler des objets virtuels, on applique une force sur le doigt lorsqu’il est situé à moins
de 0,5 cm d’un objet. La force est ensuite augmentée lorsque le doigt se rapproche. En ce
qui concerne la simulation de canne blanche, on la simule en supposant que la canne serait
en quelque sorte l’extension de l’index. Ainsi, lorsque la canne touche le sol, on applique
une force à l’index; lorsque la canne touche un objet à la droite du sujet, on applique une
force sur le pouce; finalement lorsque la canne touche un objet à la gauche, on applique une
force sur le majeur l’auriculaire et l’annulaire. Aussi, différents types de forces sont
appliqués si la canne touche un objet ou si elle y pénètre. Ainsi, si la canne pénètre dans un
objet, le sujet peut réagir correctement. Pour tester le système, il était demandé aux sujets
d’accomplir une tâche dans un environnement virtuel. Cette tâche consistait à se rendre à
une intersection, trouver le feu de circulation, attendre le signal sonore approprié pour
traverser et ensuite traverser la rue jusqu’à l’autre trottoir. La majorité des sujets étudiés ont
réussi à passer à travers l’entraînement avec un minimum d’explications, peu importe s’ils
étaient aveugles depuis la naissance ou s’ils sont devenus aveugles à un âge plus avancé.
4- Bases scientifiques du projet
Nous aborderons ici la maladie de Parkinson à partir d’une revue de littérature pour
en connaître plus sur ses causes, son étiologie et ses manifestations. Nous allons aussi
étudier le lien qui existe entre le mouvement et la marche.
4.1- Historique de la maladie de Parldnson
lames Parkinson a été le premier à décrire formellement les symptômes de la
maladie qui allait porter son nom. Dans son ouvrage de 1817, il effectue une évaluation
précise des caractéristiques cliniques de la maladie. Bien que les connaissances sur le
fonctionnement de la maladie aient grandement évolué depuis ce temps, Parkinson avait
originalement supposé que la maladie était causée par un déficit au niveau de la zone
médullaire, cette description clinique faite par Parkinson n’a pas beaucoup changé par la
suite. Il n’avait cependant pas observé plusieurs symptômes et signes associés à la maladie
tels la rigidité, la démence, les lacunes sensorielles, etc. Bien que quelques peintures et
écrits décrivent des manifestations semblables à la maladie de Parkinson, il est légitime de
se demander si la maladie de Parkinson ne serait pas une conséquence du développement
industriel. Certains facteurs de risques reliés à l’industrialisation ont en effet été trouvés,
mais ils n’expliquent pas tous les aspects de cette maladie.
La maladie de Parkinson est le premier exemple d’une maladie du cerveau ayant été
associée à la déficience d’un unique neurotransmetteur. En effet, dans les années 60, il a été
démontré que la maladie était principalement causée par la dégénérescence des neurones
dopaminergiques de la substance noire. Il a ensuite été trouvé par Birkmayer et
Homyekiewicz (1962) que l’administration de L-DOPA (un précurseur de la dopamine)
pouvait atténuer considérablement, bien que brièvement, les symptômes. Il a ensuite été
montré qu’une augmentation progressive de la dose pouvait donner des bénéfices
significatifs à plus long terme. L’enthousiasme occasionné par cette découverte a vite
diminué. En effet, les effets bénéfiques du L-DOPA ne sont habituellement plus présents
après 5 ans et plusieurs effets secondaires problématiques sont présents, notamment
nausées, hypotension orthostatique, fluctuations de la réponse motrice et dyskinésie. La
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découverte d’inhibiteurs dopa-décarboxylase périphériques (carbidopa et benserazide) a
augmenté l’efficacité des traitements et en a diminué les effets secondaires (Bartholini,
1968). Durant les années 70, la majorité des efforts de traitement de la maladie ont été
dirigés vers l’optimisation de la thérapie pharmacologique afin de contrôler les symptômes
et de minimiser les effets secondaires. Ensuite, dans les années 80 et 90, des avancées
importantes sur les mécanismes de la maladie ont été réalisées suite à la découverte d’une
association entre le MPTP (1-méthyl-4-phenyl-1,2,3,6-tetrahydropyridine) et la maladie de
Parkinson (Langston, 1983). Cette substance avait contaminé un stock de drogue en
Califomie et les utilisateurs avaient développé la maladie de Parkinson. Suite à cette
découverte, il fut possible d’induire la maladie chez des primates, ce qui a permis de
développer de nouvelles hypothèses sur les causes, la pathogénie, la prévention et le
traitement de la maladie.
4.2- Anatomie fonctionnelle
Le système extrapyramidal est composé du striatum (putamen, noyau caudé), du
globus pallidus (GP), de la substance noire (SN), du noyau sous-thalamique (NST) et du
thalamus (Albin, 1989). Il est possible de voir la position de ces régions dans le cerveau
dans la Figure 2.
Le problème biochimique principal de la maladie de Parkinson est la perte de
dopamine dans le striatum, qui résulte d’une dégénérescence des cellules productrices de
dopamine de la substance noire (Berheimer, 1973). L’équilibre des neurotransmetteurs
étant changés (particulièrement entre l’acetylcholine et la dopamine), ce qui provoque les
symptômes cliniques.
Bien que de nombreux circuits parallèles soient présents dans le système
extrapyramidal, deux voies sont prédominantes. Dans la première boucle, le striatum est
interconnecté à des neurones du globus pallidus extema qui a des projections vers le noyau
sous-thalamique. Cette partie de la boucle utilise l’acide gamma-aminobutyrique (GABA),
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Figure 2 Structures et projections des noyaux gris centraux.
L’aire motrice supplémentaire et le cortex prémoteur sont responsables de
l’apprentissage de séquences de mouvements. Toutefois, les patients ont des déficits dans
l’exécution de séquences de mouvements, même les plus simples. Par exemple, tendre la
un neurotransmetteur inhibiteur. Cependant, les noyaux sous-thalamiques fournissent une
entrée excitatrice par lTintermédiaire du segment interne du globus pallidus. Dans la
seconde boucle, le putamen qui reçoit des afférences de la substance noire. Les neurones
efférents sont ensuite connectés au globus pallidus interne et projette au thalamus et
finalement aux aires corticales motrices et pré-motrices (Figure 2). Les flèches rouges sont
des connections excitatrices et les flèches noires représentent des connections inhibitrices.


















main et prendre un objet, (Agostino, 1992) ou encore la coordination de différents
mouvements durant des tâches de manipulation ou de pointage sont affectés (Poizner, 1998,
2000).
En considérant le sens des interactions entre les différentes structures de cette boucle, on en
arrive à comprendre globalement comment elles fonctionnent. On sait par exemple qu’au
repos, les neurones du globus pallidus sont spontanément actifs et exercent par conséquent
une inhibition sur le VLo du thalamus. Or, quand survient une activation de la boucle en
provenance du cortex, les neurones du putamen sont activés et inhibent subséquemment
ceux du globus pallidus. Ces derniers, étant tout à coup moins actifs, libèrent les cellules du
VLo de leur inhibition pallidale. L’activation du VLo qui en résulte a pour effet de faciliter
l’activité de 1’AMS. Cette boucle en est donc une de rétroaction positive susceptible de
focaliser des informations issues de larges régions corticales sur l’aire motrice
supplémentaire. On peut alors imaginer que le signal déclenchant éventuellement
l’exécution du mouvement volontaire se produit lorsque l’activation de l’aire motrice
supplémentaire atteint un certain seuil sous l’influence de cette boucle.
(http ://www.lecerveau.mcgill .cal)
Les récepteurs de dopamine sont divisés en sous-types Dl, D2 et D3. De ces trois
sous-types, deux sont présents dans le striatum : Dl et D2. Pour sa part, D3 ressemble à D2,
mais semble se retrouver loin du striatum. Le rôle de ce dernier récepteur est peu connu.
Les récepteurs Dl sont les plus nombreux et sont situés sur les neurones qui donnent lieu à
la voie directe, qui facilite le mouvement. Les récepteurs D2 quant à eux sont sur les
neurones du striatum qui donnent lieu à la voie indirecte qui inhibe le mouvement.
4.3- Manifestations clinique hétérogène
Bien que les changements pathologiques de la maladie semblent être relativement
uniformes, l’âge du début de la maladie, la vitesse de progression de la maladie et les
manifestations cliniques sont hautement variables. Les différents cas de maladie de
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Parkinson peuvent être classés dans différentes catégories, bien que les limites entre les
différents types peuvent être parfois flous et que certains cas pourraient être classés dans
l’une ou dans l’autre, certaines tendances peuvent être observées.
4.3.1- Maladie de Parldnson se manifestant à un jeune âge
Le fait que certaines personnes développent la maladie à un jeune âge (avant 40 ans)
a contribué à réfuter l’hypothèse selon laquelle la maladie de Parkinson est simplement liée
à l’âge. Les patients atteints de la maladie de Parkinson à un jeune âge ont tendance à avoir
davantage de dystonie, et ce, plus tôt dans la progression de la maladie (Kostic, 1991). Bien
que ces patients soient plus sujets à avoir des dyskinésies, la maladie semblerait se
développer moins rapidement chez eux (Goetz, 198$) comparativement aux autres sujets
atteints de la maladie de Parkinson. Malgré ces différences dans la progression et les
manifestations de la maladie, la neuropathologie de ces patients ne diffère pas de celle de
patients qui ont développé la maladie à un âge plus avancé.
4.3.2- Tremblements versus instabilité/troubles de la démarche
Les différents symptômes présentés par différents patients suggèrent qu’il pourrait
exister différents sous-types de Parkinson. Certains proposent un sous-groupe dont le
symptôme dominant est les tremblements et un autre sous-groupe dont le symptôme
principal est les troubles de démarche. La réponse aux traitements médicamenteux varie
aussi d’un sous-groupe à un autre. Cependant, les deux sous-groupes ne sont pas clairement
séparés. Certains chercheurs soutiennent même que ces sous-groupes ne sont pas le reflet
de la réalité puisqu’il a été observé que tous les patients dont la pathologie a confirmé qu’ils
étaient atteints de la maladie de Parkinson ont eu des tremblements au repos à un moment
ou à un autre de leur maladie (Rajput, 1991).
4.3.3- Parldnson malin vs bénin
La vitesse de progression de la maladie varie énormément d’un individu à un autre,
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ainsi que le niveau d’incapacité fonctionnelle. Certains patients seront minimalement
affectés par la maladie, alors que d’autres seront grandement affectés après quelques
années. Les patients du groupe bénin (qui sont minimalement atteints) ont plus de chance
d’avoir eu leur maladie à un plus jeune âge (Jankovic, 199 la). Le groupe bénin se démarque
par une maladie de Parkinson dominée par les tremblements et une maladie non-
progressive et de longue durée. D’autres facteurs pourraient différencier ces deux sous-
types, tels que la réaction aux médicaments, les incapacités cognitives, les facteurs
génétiques, et même la pathologie.
4.4- Mouvement et la maladie de Parkinson
La maladie de Parkinson se manifeste par un déficit dans l’initiation du mouvement
(akinésie) et par une réduction de l’amplitude et de la vitesse du mouvement volontaire. Ces
symptômes sont habituellement accompagnés de tremblements et de rigidité musculaire,
c’est-à-dire une résistance accrue aux déplacements passifs. Les tremblements ne se
développent pas chez 15% des malades durant toute la durée de la maladie. Les
tremblements débutent souvent unilatéralement, augmentent avec le stress et disparaissent
durant le sommeil. La rigidité quant à elle est souvent proportionnelle à la vitesse du
mouvement et est probablement due à un excès d’input supraspinal vers les structures
spinales intactes (Lance, 1980). Les patients ont aussi du mal à effectuer des mouvements
en l’absence d’un feedback visuel. C’est pourquoi nous pensons que la vision pourrait avoir
une importance plus grande chez les sujets atteints de la maladie de Parkinson par rapport
aux sujets sains, de là l’intérêt du projet exposé dans ce mémoire qui permet d’étudier plus
en détail certains aspects du rôle de la vision sur les mouvements entrepris. Une autre
manifestation proéminente de la maladie est une démarche â petits pas ainsi qu’une posture
courbée vers l’avant et un équilibre déficient. Selon le modèle dominant de la maladie ces
symptômes sont dus â un déséquilibre spécifique au niveau du circuit moteur entre les
régions thalamiques-corticales et les noyaux gris centraux. Les comportements moteurs
normaux dépendent d’un équilibre entre les voies directes et indirectes provenant du
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striatum vers le globus pallidus. En simplifiant, on peut dire que les maladies
hypocinétiques telles que la maladie de Parkinson sont causées par une activité trop grande
de la voie indirecte (Kandel, 2000).
La rigidité est en partie responsable de la lenteur du mouvement observé à certains
stades de la maladie de Parkinson. Cette lenteur serait plutôt causée par une déficience au
niveau de la remémoration du programme moteur. Certains patients atteints de la maladie
de Parkinson souffrent d’une certaine forme d’akinésie, qui se manifeste par un délai dans
l’initiation du mouvement: les patients sont «gelés» et ne peuvent amorcer le mouvement.
Ils peuvent aussi se retrouver «gelés» lorsqu’ils sont en train de tourner ou en train de
passer par une porte (Jankovic, 199 lb). C’est surtout ce symptôme de la maladie que nous
allons étudier dans ce projet. Nous utiliserons le terme « enrayage cinétique » pour désigner
cette difficulté à initier un mouvement. Cette difficulté à initier le mouvement et d’autres
problèmes de la démarche sont surtout présents chez ceux qui ont une maladie de Parkinson
vasculaire (vascular Parkinsonism). D’autres symptômes du Parkinson pourraient résulter
d’une lacune semblable à extraire les programme moteurs : le piétinement, la difficulté à
exécuter plusieurs tâches simultanées ou la difficulté à effectuer des séquences de
mouvements. Plusieurs ont démontré qu’avec l’aide de repères sonores ou visuels, le déficit
s’amoindrit, ce qui voudrait dire que le programme moteur serait intact, mais la capacité à y
accéder efficacement serait affectée (FitzGerald, 1989).
La plupart de la recherche se fait présentement à l’aide du modèle animal de la
maladie de Parkinson. Il a en effet été observé que des dépendants à la drogue ayant été
exposés au MPTP développent une forme sévère de parkinsonisme. Il a ensuite été
démontré qu’il était possible d’obtenir un modèle animal de la maladie en administrant du
MPTP à des primates. Ces études utilisant un modèle animal ont permis d’établir les
mécanismes physiologiques impliqués dans la maladie de Parkinson. Selon ce modèle, la
perte des entrées dopaminergiques en provenance de la substance noire vers le striatum
amène une augmentation de l’activité de la voie indirecte et une diminution de l’activité de
la voie directe puisque la dopamine a un effet différent sur chacune de ces voies en raison
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des récepteurs spécifiques Dl et D2. Ces deux modifications des voies directes et indirectes
amènent une augmentation de l’activité dans la région pallidale, ce qui entraîne une
augmentation de l’inhibition des neurones thalamocorticaux et du cerveau moyen. Cette
augmentation de l’inhibition dc ces régions du cerveau occasionnerait les manifestations
hypocinétiques de la maladie de Parkinson. L’interprétation des autres signes
(tremblements, rigidité) est plus difficile et fait intervenir probablement l’atteinte d’autres
voies. La rigidité et les tremblements ne sont pas causés par une perte de fonctionnalité des
noyaux gris centraux. Ces symptômes seraient plutôt dus à l’activité excessive et anormale
des structures intactes qui résulte de l’activité insuffisante de la substance noire.
Récemment, certains chercheurs remettent cependant ce modèle en question.
Selon le modèle proposé par Nambu et al. (2002), il n’y a pas nécessairement de
séparation entre la voie directe (cortex - noyau subthalamique, NST - globus pallidus
interne, GPi) et la voie indirecte (cortex - striatum - globus pallidus externe - NST - GPi)
une autre voie, la voie hyperdirecte, jouerait un rôle important (cortico sous
thalamo_ pallidale). Des résultats expérimentaux récents semblent confirmer ce modèle. La
voie hyperdirecte entrerait en jeu quand un mouvement volontaire est initié par des
mécanismes corticaux. Dans un premier temps, cette voie hyperdirecte inhibe de grandes
régions du thalamus et du cortex cérébral qui ont trait aux programmes moteurs
sélectionnés et à d’autres programme moteurs concurrents. Ensuite, un signal de la voie
directe désinhibe leur cible et activent donc le programme moteur sélectionné. Finalement,
un dernier signal passant probablement par la voie indirecte inhibe grandement sa cible. Par
cette succession de signaux, seulement le programme moteur approprié est sélectionné,
exécuté et achevé selon le timing adéquat, les programmes concurrents sont de plus inhibés
(Nambu, 2002; Gerfen, 2000). Aucun modèle ne peut représenter la complexité des
interconnexions du cerveau et la richesse de ses fonctionnalités. Toutefois un modèle pour
demeurer utile doit être simple, sinon il n’aide pas à comprendre quoi que ce soit. Il faut
donc qu’il tente de décrire le comportement visé de la façon la plus complète possible, tout
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Figure 3 $ Modèle de la voie directe, indirecte et hyperdirecte (Nambu, 2002)
En ce qui concerne la démarche, les patients avec une maladie à un état avancé font
de plus petits pas. La hauteur des pas est réduite jusqu’à être glissés dans certains cas. Cela
prend aussi plus de pas pour tourner et pour changer de direction.
4.5- La maladie de Parkinson et la dépression
La dépression est souvent associée à la maladie de Parkinson. Étant donné que cet
état d’esprit peut affecter la performance du sujet, nous tenterons d’éviter que les sujets
soient dépressifs. En effet, la motivation joue un rôle important dans la performance. Un
sujet dépressif ne sera pas motivé à accomplir la tâche, donc ses résultats ne seront
probablement pas valides. De plus, les résultats peuvent varier grandement en rapport avec
l’humeur du sujet qui sera très variable à cause de son état dépressif. Nous allons donc nous
assurer que les sujets ne souffrent pas de dépression ou qu’ils sont convenablement traités
pour faire face à cette dépression de façon à diminuer le plus possible ces symptômes.
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4.6- Traitement de la maladie
Malgré les nombreuses avancées dans le traitement de la maladie de Parkinson, le
levodopa demeure le médicament antiparkinsonien le plus efficace. Le levodopa est
métabolisé en dopamine en périphérie et par le cerveau. La dopamine qui est métabolisée
en périphérie est responsable de certains des effets secondaires comme les nausées et
l’hypotension orthostatique. À cause du métabolisme périphérique rapide, seulement 1% de
la dose totale se rend au striatum. Les effets secondaires à long terme, tels que les
dyskinésies, la dystonie et la myoclonie apparaissent chez 50% des patients après 5 ans
d’utilisation et chez 70% des patients après 10 ans de traitements (Jankovic, 1988). Retarder
l’utilisation du levodopa pourrait permettre aux patients de fonctionner plus longtemps sans
développer de dyskinésies, qui sont souvent dérangeantes et même parfois douloureuses.
Quand les patients commencent à prendre du levodopa, des améliorations substantielles et
durables sont observées, l’effet demeurant même quelques jours après l’arrêt de la prise de
médicaments. Au début, une atténuation prévisible survient et ensuite un phénomène dc
fluctuation apparaît (la réponse onlofO. Sinemet CR, une forme de levodopa/carbidopa qui
est relâchée de façon contrôlée, atténue ces fluctuations (Cedarbaum, 1989). Il existe aussi
les agonistes de dopamines. Ils agissent en activant les récepteurs Dl et D2.
Une autre catégorie de médicaments est la thérapie neuroprotectrice. Cette approche
est orientée vers la protection des cellules nerveuses existantes afin de ralentir la
dégénération. Bien que les mécanismes précis qui sont responsables de la maladie de
Parkinson sont toujours inconnus, l’importance potentielle de l’oxydation a permis le
développement de produits antioxydants (Olanow, 1990). Un exemple de ces médicaments,
qui est utilisé depuis longtemps, mais dont le plein potentiel a seulement été découvert à la
fin des années 80, est le Deprenyl. En plus d’améliorer les symptômes de la maladie, le
Deprenyl contribuerait à ralentir la progression de la maladie grâce à son effet antioxydant
(Parkinson Study Group, 1989).
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4.7- Vision et la maladie de Parkinson
La vision est un élément primordial dans notre perception de l’environnement dans
lequel nous évoluons. Comme les environnements virtuels ne font pas exception à cette
règle, il est important de discuter de cet aspect qui est en rapport avec le projet. Les
humains sont particulièrement dépendants de leur vision pour accomplir différentes tâches.
Ce qui fait que la vision joue un rôle disproportionné dans nos tâches journalières. À cet
égard, nous n’avons qu’à penser à quel point nous sommes pris au dépourvu lorsque nous
ne pouvons voir notre environnement. Les habiletés visuospatiales sont très complexes et
demandent une intégration des structures occipitales, pariétales et frontales ainsi que la
participation de structures sous corticales. Les lésions découlant de la maladie de Parkinson
affectent surtout les structures sous corticales et frontales. Dans le cadre de ce projet, les
fonctions visuelles de haut niveau seront étudiées. Cependant, la maladie de Parkinson
affecte les capacités visuospatiales de plus bas niveau, il faudra garder cela en tête lors de
l’analyse des données et de la sélection des participants. En effet, il est inévitable que les
tâches observées seront inévitablement influencées par les déficiences visuospatiales. Nous
n’avons néanmoins pas la capacité à évaluer de façon exhaustive tous nos sujets étant donné
les ressources limitées allouées à notre projet. Il est néanmoins important de garder en tête
ces contraintes au moment d’analyser les résultats. Nous discuterons donc des différents
effets de la maladie de Parkinson sur les capacités visuospatiales.
La partie sensorielle de la vision n’est sensiblement pas affectée chez les gens
atteints de la maladie de Parkinson. C’est-à-dire que l’acuité visuelle, la vision des couleurs
et la perception de la profondeur est la même que chez les sujets sains du même groupe
d’âge. Seule la sensibilité aux contrastes est légèrement affectée par la maladie. En ce qui
concerne la latence de la réponse des cellules de la rétine, une électromyographie indique
un léger délai à ce niveau (Jaffe, 1987). Cependant, certaines études ont observé certains
déficits au niveau de la résolution visuelle (Jones, 1995), mais ces déficits ne sont pas aussi
importants que les autres aspects de la vision, tels la perception statique ou dynamique.
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Bien que la partie sensorielle de la vision soit relativement peu affectée, des aspects
de la perception visuelle sont endommagés par la maladie. La perception visuelle peut être
divisée en deux parties la capacité à analyser un nouveau stimuli et la capacité à identifier
un stimuli familier. La partie reconnaissance d’un stimulus familier demeure intacte chez
les gens atteints de la maladie de Parkinson qui ne souffrent pas de démence. Cependant, la
capacité à analyser des pattems est affectée. Cela a été démontré par Boller et al. (1984)
lorsqu’ils ont évalué différents aspects de ces facultés visuelles chez des parkinsoniens avec
un QI normal. Ils ont en effet trouvé des déficits au niveau de l’association de pattems et de
la détection de l’orientation de lignes. Plusieurs autres études (Goldenberg, 1986; Girotti,
1988) ont démontré une capacité réduite des patients atteints de la maladie de Parkinson à
réussir un test sur l’orientation de lignes, sauf chez les patients dont la maladie était à un
stade peu avancé (Levin, 1989, 1990). Plusieurs autres capacités d’analyse visuelles sont
touchées chez les patients atteints de la maladie de Parkinson. Cependant, ce sont surtout
des fonctions complexes qui sont affectées, comme par exemple, la perception de la
position spatiale ou la perception de la constance de la forme et de la grosseur d’objets
(Villardia, 1982). Dernier exemple de ce genre de déficit, il a été observé que la maladie de
Parkinson causait un déficit pour la reconnaissance d’un visage vu de différents angles
(Hovestdt, 1987).
La cognition visuelle est aussi affectée. La cognition visuelle consiste en des
activités demandant la manipulation de stimuli visuels dans le but de produire une réponse
adéquate. Par exemple, des patients parkinsoniens ont moins bien performé que le groupe
contrôle pour une tâche de rotation mentale (Ransmayr, 1987). Il a aussi été observé par
Canavan et als (1990) que les patients atteints de la maladie de Parkinson prenaient plus de
temps que les sujets du groupe contrôle du même âge à s’adapter à des lunettes à prismes
qui créaient des distorsions visuelles. Comme un environnement virtuel comprend aussi des
distorsions visuelles, une période d’adaptation est aussi nécessaire. Lors de notre
expérimentation, nous devrons nous assurer que les sujets ont une quantité suffisante
d’essais de pratique afin de s’adapter à l’environnement virtuel. Nous devrons aussi voir si
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des effets se font sentir après les expérimentations, telles qu’observées par Stem et ses
collègues dans une études sur l’adaptation aux prismes (Stem, 1988).
4.8- Lien entre la vision et l’action
Comme la vision est reliée à l’action, les déficits visuels de sujets atteints de la
maladie de Parkinson ont un effet sur leurs actions. Il a été proposé que la démarche est
particulièrement influencée par le flot optique (Gibson, 1950, 1966). Ainsi, le centre, ou le
focus du flot optique est interprété afin de connaître la direction du déplacement. Une autre
altemative pour expliquer le rôle de la vision sur la démarche stipule que les sujets
marchent simplement vers la direction de la cible (Hanis, 1999; Rushton, 1998). Ces deux
suggestions sont à la fois vraies, puisque tel qu’il a été démontré, lorsque le flot optique est
disponible, la direction du déplacement dépend de la direction de la cible et de l’expansion
du flot optique, ce qui permet d’avoir un contrôle du mouvement dans une variété
d’environnements (Warren, 2001).
Des études de l’activité neuronale dans le cortex visuel de primates concordent aussi
avec l’hypothèse que le flot optique contrôle la locomotion (Anderson, 1999; Orban 1992;
Bradley, 1996; Siegel 1997). Des neurones de primates dans le cortex moteur sont
sélectives par rapport à certaines propriétés spécifique du flot optique, telles que
l’expansion ou la contraction centrées sur une région du champs visuel. Ainsi, les données
expérimentales confirment qu’il existe un appariement entre le flot optique et la locomotion
(Gibson, 1966; Goodale, 1998). Nous posons l’hypothèse que ce lien se fait par un
changement au niveau du système de référence (« frame of reference ‘>) pour guider le
mouvement (Feldman, 1995).
Le système nerveux semble guider les mouvements et interprèter les signaux
sensoriels dans des états référenciels spécifiques (Berthoz, 1988; Blouin 1993; Colby,
1998; Feldman, 1998, 1995). Les états référentiels (« frame of reference ») utilisées par le
système nerveux sont plus que de simples constructions mathématiques servant à
programmer et calculer des variables cinématiques ou des forces musculaires. Ils
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représentent plutôt des structures dynamiques organisées que semblent réellement servir
dans les utilisations de la perception pour mener une action. Ce modèle implique qu’une
action est provoquée par le passage d’un état référentiel à un autre. Cette notion se pose sur
des évidences expérimentales qui ont montré que l’activité des motoneurones dépend de la
longueur actuelle du muscle et la longueur lorsque le muscle atteint un certain seuil
d’activation. Des lacunes au niveau de la génération de ces seuils provoquent des troubles
du mouvement chez les patients atteints de maladies neurologiques. Le système nerveux
produit probablement la locomotion en changeant les états de référence en rapport avec
l’information sensorielle, parmi laquelle la vision joue un très grand rôle. Il faudrait donc
que la locomotion soit initiée par une transformation préalable du flot optique qui
anticiperait d’avance le changement de position du sujet. Nous posons donc l’hypothèse
qu’en faisant le procédé inverse, cela pourrait produire un mouvement chez des gens ayant
des troubles au niveau de cette transformation préalable. Les sujets atteints de la maladie de
Parkinson ayant des problèmes d’hypokinésie ou de bradykinésie, pourrait bénéficier d’un
tel procédé.
4.8.1- Le flot optique
Un aspect essentiel de notre interaction avec notre environnement est que nous
devons effectuer des opérations avec des objets de cet environnement (i.e. prendre, attraper,
éviter, etc.). Quelques fois, le sujet et l’objet sont immobiles, mais fréquemment le sujet
(par exemple durant la marche), l’objet (par exemple une automobile), ou les deux (par
exemple, un joueur de football attrapant un ballon) sont en mouvement l’un par rapport à
l’autre. De telles situations sont fréquentes et pertinentes dans le répertoire moteur d’un
animal. Ceci est particulièrement vrai pour les primates, étant donné le développement
avancé de leur système visuel, qui leur permet de détecter, d’analyser et d’interagir avec les
objets qui les entourent. Une autre capacité que possèdent les primates est l’usage complet
qu’ils peuvent faire de leur bras et leur main pour saisir un objet. Il n’est pas surprenant que
la combinaison des capacités visuelles et motrices des primates leur confère une
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coordination visuomotrice exceptionnelle. Il est donc logique de croire qu’une région du
cerveau sert à analyser le flot optique pour offrir ces capacités aux primates.
Par flot optique (« optic flow »), on entend la perception du mouvement du champ
visuel qui résulte du mouvement d’un individu dans son propre environnement (Kandel,
2000, p553). Dans le cas du flot optique, le champ visuel au complet est en mouvement,
contrairement au mouvement local d’objets. Le flot optique fournit 2 types d’informations
des informations sur l’environnement (les objets plus rapprochés s’approchent plus
rapidement que les objets éloignés) et des informations qui permettent de contrôler la
posture (des pattems qui bougent d’un côté à l’autre amèneront un balancement du corps).
Le flot optique est très important afin de déterminer la direction du mouvement de son
propre corps. Par exemple, quand une personne bouge dans la direction où il regarde, le flot
optique sera en expansion vers l’extérieur du champ visuel. Cc principe est très important
pour la perception du mouvement. On peut très bien le voir dans le cas où une personne qui
conduit une automobile la nuit avec comme repère principal les réflecteurs sur le bord de la
route; ou même dans la situation où un pilote tente d’atterrir la nuit sur une piste bordée de
lumière.
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Figure 4: Trajectoires prévues par l’hypothèse égocentrique (a) et
l’hypothèse du flot optique (b). Tiré de Warren et al. (2001)
On peut se demander si le flot optique influence la marche chez l’humain? Si oui,
comment? Ces questions ont été posées par Warren et al. (2001) Pour y répondre, ils ont
élaboré une méthode utilisant un environnement de réalité virtuelle. Leur hypothèse
stipulait que le flot optique est utilisé afin d’atteindre un but prédit. Un sujet marche de
façon à corriger l’erreur entre la direction perçue et son but, ceci est effectué en plaçant le
foyer d’expansion du flot optique sur le but. Ainsi, le flot optique procure de l’information
au sujet sur les corrections à apporter à sa direction sous forme d’une boucle perception-
action. Par contre, l’hypothèse égocentrique stipule que le sujet perçoit visuellement la
direction du but par rapport à son corps et marche dans cette direction. Dans le monde réel,
ces deux hypothèses sont équivalentes puisque le foyer d’expansion coïncide toujours avec
la direction du but à atteindre. Pour les dissocier, Wanen a manipulé le flot optique pour
simuler des violations des lois de la physique optique. En déplaçant le foyer d’expansion dc
10° par rapport au but, il est possible d’obtenir une trajectoire différente selon le cas où
l’hypothèse du flot optique ou égocentrique s’applique (ou une combinaison des deux).
a b
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L’expérience consistait à faire marcher les sujets dans quatre environnements
virtuels différents. Dans chacun des environnements, il y avait une quantité différente de
points de repère qui rendaient le flot optique plus riche en information. On suppose ainsi
qu’à mesure qu’on augmente la quantité de points de repère, l’influence du flot optique (s’il
en a une) sur la trajectoire du sujet sera plus importante. Dans l’hypothèse du flot optique,
l’erreur sur la direction virtuelle devrait être de 00, alors que pour l’hypothèse égocentrique,
l’erreur devrait être de 100.
Lorsque l’environnement virtuel ne présentait aucun repère au sujet, l’erreur sur la
trajectoire était d’environ 100, ce qui est logique puisqu’il n’y avait pas de flot optique. On
peut considérer cette situation comme étalon pour les autres. Dans la situation où ils ont
ajouté un plancher au flot optique, Wanen a observé la même erreur au début de la
trajectoire. Par contre, après deux ou trois mètres, l’erreur a diminué jusqu’à 5°. Ensuite, à
mesure qu’ils ont ajouté des points de repère, donc enrichi le flot optique, l’erreur a
diminué jusqu’à atteindre 2° pour le flot optique le plus riche en points de repères























































































































































































































































































































Il semble donc que la trajectoire était influencée par une combinaison des deux
variables. Lorsqu’aucun flot optique n’était disponible, le comportement des sujets
correspondait à l’hypothèse égocentrique. Mais à mesure que le flot optique était enrichi,
son influence sur la trajectoire augmentait. Les sujets commençaient leur trajectoire de la
même façon que le prévoyait l’hypothèse égocentrique, mais à mesure que le flot optique
était détecté, l’erreur sur la direction diminuait. Bien que cette expérience démontre que
l’homme utilise le flot optique pour se diriger dans l’espace, elle ne donne aucune
information quant aux régions sollicitées pour l’analyse du flot optique (mais les autres
études dont j’ai parlé permettent de le faire, comme on l’a vu).
4.9- L’enrayage cinétique
Étant donné que la démarche de sujets atteints de la maladie de Parkinson sous
l’effet de leurs médicaments se rapproche de celle des sujets sains (Stolze, 2001),
l’expérimentation a été faite après douze heures sans médicaments. Ainsi, les
manifestations de la maladie ainsi que leurs effets sur la démarche peuvent être observés
sans distorsion due à la médication.
Dans une étude récente effectuée par Majsak et al. (1998), des patients atteints de la
maladie de Parkinson devaient attraper une balle immobile ou en mouvement. Il a été
observé que lorsque la balle était en mouvement, les sujets étaient capables d’excéder la
vitesse maximale qu’ils avaient atteints alors que la balle était immobile. Ceci suggère que
le mouvement de la balle fournit des repères visuels qui les aident à effectuer leur
mouvement. Nous avons tenté de voir si de tels avantages peuvent aussi se répercuter sur
une tâche plus globale telle que la démarche.
Il a été montré par Monis et al (1996, 1998) que la démarche lente provoquée par la
maladie de Parkinson est liée à l’incapacité à générer une longueur de pas normale, alors
que la cadence est normale ou plus élevée que la normale. Lorsque les patients utilisent des
repères sonores ou visuels, la longueur de leurs pas redevient normale. Les indices externes
ont donc un rôle important à jouer dans leur démarche. Il a été proposé que ces indices
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externes compenseraient une absence de repères internes provenant des noyaux gris
centraux vers le cortex moteur et le cortex moteur primaire, via le thalamus. L’expérience
clinique reconnaît que les patients atteints de la maladie de Parkinson peuvent se servir de
repères acoustiques ou visuels pour réduire leur incapacité, ce qui a été démontré
quantitativement. Il a aussi été démontré que les patients dépendent davantage des signaux
visuels que les sujets sains.
Le symptôme que nous allons particulièrement étudier dans ce projet est l’enrayage
cinétique (« freezing »). Ce symptôme se manifeste par des arrêts soudains pendant que le
patient marche, il est ensuite incapable de recommencer à marcher pendant plusieurs
secondes ou minutes. Le patient a l’impression que ses pieds sont cloués au sol, mais le haut
de son corps veut toujours continuer à avancer. Les patients peuvent aussi manifester de
l’enrayage cinétique lorsqu’ils effectuent d’autres activités ou lorsqu’ils initient un
mouvement, par exemple lorsqu’ils se lèvent de la position assise à debout pour s’apprêter à
marcher, commencer à parler, porter un verre à la bouche pour boire ou commencer à se
lever du lit. Environ 30% des gens ayant la maladie de Parkinson éprouveront ce symptôme
à un moment de la progression de la maladie. Pour la plupart des gens, ce symptôme est
particulièrement sévère puisque la perte des mouvements automatiques signifie qu’ils
doivent consciemment penser à chaque phase séparée de tous les mouvements qu’ils
effectuent. Ceci peut alors décourager les patients de prendre part à des activités auxquelles
ils participaient auparavant. Ils vont souvent éviter les sorties en public afin d’éviter les
situations propices à l’enrayage cinétique.
Bien que la cause de l’enrayage cinétique ne soit pas connue, il est probablement
causé par l’interruption dans l’exécution normale d’une séquence de mouvements. Elle peut
se produire dans une variété de situations, mais plus particulièrement dans celles-ci:
• Dans des endroits bondés de monde et inconnus
• À l’approche d’une porte ou d’un ascenseur
• En empruntant des passages étroits, tels que des allées au théâtre ou au cinéma
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Quand la surface sur laquelle le sujet marche change soudainement, comme le passage
d’un plancher à un tapis, ou d’une surface lisse à une surface inégale.
II est impossible de prévoir si l’enrayage cinétique se manifestera chez un patient en
particulier, bien que ce phénomène soit plus fréquent chez les sujets ayant d’autres
difficultés au niveau de leur démarche (tels que des problèmes d’équilibre). Une personne
atteints de la maladie de Parkinson depuis de nombreuses années et qui prend du levodopa
a plus de chances d’avoir ce symptôme. Cependant, l’enrayage cinétique se manifeste
également chez des patients qui n’ont jamais pris dc levodopa. Il ne peut donc pas être
considéré comme un simple effet secondaire du médicament.
L’enrayage cinétique s’accompagne de nombreux risques et désagréments. Il est
donc important d’y consacrer des efforts de recherche afin d’y pallier ou de les réduire. Le
plus gros risque est associé au fait que les épisodes d’enrayage cinétique peuvent survenir à
n’importe quel moment. Bien que certains facteurs les favorisent davantage, il est
impossible de prévoir quand ils vont survenir. Certaines activités deviennent donc
dangereuses lorsqu’un épisode survient, comme la nage par exemple. Un épisode
d’enrayage cinétique peut aussi causer des chutes lorsqu’il survient pendant que le patient
marche. Surtout que la posture des patients est habituellement aussi affectée par la maladie.
La théorie la plus acceptée pour expliquer l’enrayage cinétique est que le cerveau est
incapable de modifier la longueur des pas. En effet, la longueur des pas d’une personne
change lorsque les situations énumérées précédemment surviennent. Il semblerait donc que
lorsqu’on se trouve dans ces situations, le cerveau effectuerait automatiquement le
changement de longueur des pas sans qu’il soit nécessaire de prendre consciemment de
décision. C’est comme si le cerveau était sur l’autopilote. Mais dans le cas d’un patient
atteint de la maladie de Parkinson, la décision de changer la longueur des pas ne se fait pas
automatiquement.
Les approches actuelles pour diminuer les épisodes d’enrayage cinétique sont très
nombreuses, mais dans certains cas, aucune de ces approches n’arrive à éliminer
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complètement le problème. Au niveau des approches médicamenteuses, cela dépend quand
se manifestent les épisodes d’enrayage cinétique. Dans le cas où ils se produisent durant la
période où le levodopa perd de son efficacité, un ajustement de la prise de médicament peut
aider. Mais certaines personnes éprouvent de l’enrayage cinétique même pendant que leurs
médicaments font effet. Dans ces cas, il n’existe pas de médicament permettant de traiter ce
problème. Pour pallier l’enrayage cinétique, la meilleure solution est l’approche de
physiothérapie. Un physiothérapeute peut montrer des techniques pour éviter l’enrayage
cinétique. Ces techniques sont habituellement des façons de modifier la démarche des
patients telles que
• Se forcer à poser le talon en premier lorsqu’on fait un pas
• Tenter de redresser sa posture vers une posture plus correcte
• Utiliser différents signaux externes pour surpasser le problème
• Éviter de se pencher vers l’arrière
Ces techniques servent à régulariser la démarche, ce qui réduit les problèmes
d’enrayage cinétique. Un physiothérapeute peut aussi aider le patient à choisir un
accessoire pour aider à la marche, car certains peuvent davantage nuire qu’aider les
patients. Il y a aussi des techniques pour aider à surmonter un épisode d’enrayage cinétique.
Par exemple, la méthode du transfert de poids. Lorsque l’enrayage cinétique survient, au
lieu d’essayer d’avancer, le patient devrait essayer de fransférer son poids de côté sur une
seule jambe. Cette action va souvent cesser l’activité excessive des muscles de la jambe
(qui est associée à l’enrayage cinétique), ce qui permettra d’amorcer un pas et de reprendre
la marche. Si la démarche s’enraye de nouveau après ce pas, il est possible de reprendre la
procédure de l’autre côté.
La méthode pour surmonter l’enrayage cinétique qui nous a inspiré ce projet est
celle qui consiste à utiliser des signaux externes afin de régulariser la démarche. Il est
possible d’utiliser des signaux visuels, auditifs ou même mentaux pour obtenir de bons
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résultats. Comme signal mental, par exemple, il est possible de se préparer mentalement à
prendre un pas en comptant mentalement (« un, deux, trois, avance» ou quelque chose de
semblable). Cette phrase peut aussi être dite à haute voix. Le fait de répéter l’action à
entreprendre mentalement avant de l’exécuter peut aussi aider. Un mini métronome peut
aussi être utilisé pour recommencer à marcher. Le rythme du métronome peut aussi être
généré par la personne elle-même en chantant ou en fredonnant une chanson. Pour ce qui
est des signaux visuels, il est envisageable d’éliminer les stimuli qui causent des problèmes
lorsque c’est possible, comme des tapis ou des motifs sur le sol qui causent l’enrayage
cinétique. Dans des endroits à problème qui ne peuvent être modifiés de cette façon, des
bandes de couleur contrastantes sont assez efficaces. Plusieurs expérimentations ont montré
l’efficacité de cette technique dans les endroits problématiques, comme les portes. Il est
aussi possible de demander à quelqu’un de placer son pied devant soi perpendiculairement
à la direction de marche. De cette façon, il y a un obstacle par-dessus lequel passer, ce qui
aide à réinitier la marche. Il est aussi possible de placer un obstacle soi-même ou même
d’utiliser une canne de marche inversée dont on se sert de la poignée comme obstacle par
dessus lequel il faut faire un pas.
Des déficits au niveau du traitement des informations visuelles pourraient être
responsables de l’enrayage cinétique. Particulièrement au niveau de l’initiation de la
locomotion, il est possible que cette tâche puisse être facilitée en manipulant le flot optique
(Riess, 1998; Rovetta, 1997).
5- Montage expérimental
La figure 6 présente une vue d’ensemble du montage expérimental que nous avons
validé et utilisé. Nous aborderons plus tard les parties spécifiques en détail ainsi que ce qui







Figure 6: Montage expérimental
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Figure 7 Photos du laboratoire. On voit en haut la caméra Optotrak et les moniteurs
utilisés par l’opérateur. En bas, on voit le PC utilisé pour l’application optoserver ainsi que
l’unité de contrôle Optotrak et le convertisseur analogique/numérique
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Le HMD consiste en un afficheur facial Kaiser XL-50, ayant une résolution de 1024
x 76$ et une fréquence d’affichage de 60 Hz pour chacun des écrans. Les données
cinématiques sont recueillies grâce à une caméra Optotrak (modèle 3020), des marqueurs
sont positionnés à des endroits stratégiques afin de pouvoir analyser le mouvement. Pour
obtenir la position de la tête, au moins 3 marqueurs sont nécessaires afin d’obtenir un corps
rigide qui nous permet de calculer la position de la tête et la direction vers laquelle le sujet
regarde. Cette position et direction sont utilisées pour actualiser la position de la caméra
virtuelle en temps réel. Les mouvements de la tête détectés sont immédiatement appliqués à
la caméra virtuelle qui permet au sujet d’être complètement immergé dans l’environnement
virtuel, puisque sa vision est limitée à l’écran de l’affichage facial. Et comme les
mouvements dans l’environnement virtuel sont simulés avec des délais très petits, le sujet a
réellement l’impression d’évoluer dans cet environnement virtuel. Nous avons élaboré un
corps rigide composé de 6 marqueurs afin d’obtenir une certaine redondance. Il est alors
possible de mettre à jour la position de la caméra virtuelle de façon fluide et réaliste pour le
sujet, puisque ses mouvements sont produits de façon fidèle sans égard à la perte de
quelques marqueurs.
Les deux images projetées à l’intérieur de l’affichage facial ainsi que les deux parties
de l’interface graphique sont générées par un système SGI Onyx 3200. Les calculs sont
effectués par 4 processeurs de 400 MHz. Ce système est composé d’un pipeline graphique
Infinite Reality pouvant générer 4 outputs graphiques (deux pour l’affichage facial et deux
pour l’interface usager). Les sorties graphiques sont gérées par le logiciel Careni de Motek.
C’est à l’intérieur de ce logiciel que nous avons créé les modules convenant à notre
expérimentation. L’interface graphique est présentée à la figure 9. Nous y voyons en arrière
plan la fenêtre Performer qui sert â visualiser l’environnement virtuel. Il est possible dans
cette fenêtre d’ajuster différents paramètres ayant trait à l’affichage 3D. Les commandes
sont les commandes par défaut de Performer. Les fenêtres de l’interface usager que l’on voit
dans l’illustration, sont habituellement affichées à part de la vue 3D, donc dans l’autre écran.
Il est cependant possible de les faire passer d’un écran à un autre sans problèmes. Pour les
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besoins de cette illustration, nous les avons mises dans l’écran Performer afin d’avoir une
vue d’ensemble compacte du système. Nous pouvons y voir dans la fenêtre Caren Editor,
les différents modules utilisés dans cette expérience. La plupart de ces modules sont des
modules standard fournis par Motek qui ont été pris tels quels, ou légèrement modifiés pour
correspondre à nos besoins. Le seul module développé spécifiquement pour ce projet est le
module conflict. Nous allons maintenant faire une brève description de la fonction de
chaque module ainsi que les différents paramètres utilisés dans chacun d’eux. Nous allons
aussi étudier les données transmises d’un module à un autre et les manipulations effectuées
dans les connections entre ces modules.
.1,
f igure 8 Corridor virtuel utilisé lors des expériences
5.1- OMC Optotrak
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Ce module sert à gérer les données cinématiques fournies par le serveur optoserver.
Ce serveur est situé sur un PC doté d’une carte d’acquisition pour un système Optotrak. Les
données sont transférées par TCP/IP entre le SGI et le PC. Le module Optotrak sert donc à
gérer cette connexion client, à récupérer les données du serveur et à les rendre disponibles







figure 9 Interface graphique de D-flow
6$
5.1.1- Optoserver
Ce serveur est en fait une application de ligne de commande fonctionnant avec
divers paramètres. Grâce à ces paramètres, il est possible de définir différents éléments qui
ont rapport avec la façon d’utiliser les marqueurs et la caméra. L’application Optoserver est
lancée sur un PC à l’aide d’une commande de ce type:
optoserver -n [nb de marqueurs] -c [nb de canaux analogiques] -f [frequence] -r [fichier.res]
5.1.1.1- Description
Cette application rend disponibles sur le réseau les données recueillies de la caméra
Optotrak. Plusieurs clients peuvent s’y connecter. Cette application peut aussi initier
l’enregistrement des données Optotrak lorsqu’elle reçoit le signal d’un client. Le détail des
options se retrouve à l’Annexe 1. Un exemple d’un fichier .res se retrouve tant qu’à lui à
l’Annexe 2.
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Les paramètres qui sont le plus souvent changés sont la fréquence, la durée de
collection, le fichier pour la caméra et le fichier pour les corps rigides. Il faut créer un
nouveau fichier pour la caméra à chaque fois que la caméra est déplacée ou que la
calibration de l’espace doit être changée. Donc après avoir calibré l’espace, on change le
nom du fichier caméra. Ce fichier caméra doit se trouver dans le répertoire realtime
d’Optotrak. En ce qui concerne les corps rigides, les chiffres suivant le nom du fichier
correspondent à la façon dont les marqueurs sont connectés via les «strobers ‘>. Les
premiers correspondent à la position du premier marqueur du corps rigide, et le deuxième
correspond au nombre de marqueurs du corps rigide. Il est aussi à noter qu’Optoserver
suppose que les corps rigides sont connectés d’abord et ensuite les marqueurs simples.
Donc, si on utilise un corps rigide, il faut absolument le connecter à la position 1 et s’il y en
a un autre, il faut le connecter à la prochaine position (par exemple si le premier corps
rigide a 6 marqueurs, le deuxième sera connecté à la position 1, soit la première connection
du deuxième strober à 6 entrées). Les fichiers de corps rigides doivent se trouver dans le
répertoire « / ri g i d» d’Optotrak. Il est nécessaire que la durée de l’enregistrement soit
prédéterminée à cause de contraintes imposées par l’API d’Optotrak. La durée de
l’enregistrement (et les autres paramètres du fichier .res) est déterminée lors de la
connection avec la caméra. Il est cependant possible de changer la durée de l’enregistrement
une fois l’application lancée. Ceci fait partie des quelques contrôles de base offerts par
Optoserver. Un tableau des commandes possibles se retrouve à l’Annexe 3.
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5.1.1.2- Communication entre le client et le serveur
La plus grande partie de la communication entre le serveur et le client est de
transmettre les données Optotrak en continu et ce en temps réel. Le client se connecte au
serveur et peut ensuite accéder en temps réel les données qui sont émises par le serveur.
Ces données sont transmises sous forme de float. Il a été décidé que toutes les
transmissions entre le serveur et le client seraient faites sous forme de nombre flottant
(float). Ainsi, on évite les transformations d’un type de donnée à un autre et l’identification
du type de donnée transmise. Cependant, si la complexité est réduite, les possibilités au
niveau des communications le sont aussi. Ceci n’est pas bien grave étant donné que la
communication entre le client et le serveur est très limitée et simple. À part la transmission
des données, le serveur émet seulement un autre type de donnée à ses clients, soit le nombre
de marqueurs. Le nombre de marqueur est transmis au début du tableau de nombres
flottants. On se sert de ce premier nombre pour transmettre le type de données transmises
également. Il y a deux types de données possibles : 3 degrés de liberté (simples marqueurs,
position seulement) ou 6 degrés de liberté (corps rigides, position et rotation). Dans le cas
où l’on transmet des positions seulement, le nombre de marqueurs transmis est positif. Dans
le cas où l’on transmet la position et la rotation, le nombre de marqueurs est négatif Ainsi,
le client sait que lorsque le nombre de marqueur est négatif, cela signifie que chaque
marqueur sera défini par 6 nombres flottants. Il est possible au niveau du serveur qu’il y ait
une combinaison de corps rigides et de marqueurs avec la position seulement. Dans ce cas,
on donne une valeur impossible à la rotation de marqueurs. Cette valeur a arbitrairement été
fixée à 555. Ceci décrit donc toutes les communications du serveur aux clients.
Le client peut aussi communiquer avec le serveur. Cette communication se fait par
messages. Étant donné le nombre limité de messages nécessaires et leur simplicité, nous
avons aussi décidé d’utiliser également des nombres flottants pour les communications du
client vers le serveur. Un tableau des messages possibles provenant du client se retrouve à
l’Annexe 4.
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Bien entendu, ces messages ne sont présents qu’au niveau du code et des
communications entre le client et le serveur. Ils sont transparents à l’usager qui utilise une
interface graphique pour utiliser le client (cette interface graphique a déjà été montrée à la
f igure 9). Par exemple, l’activation ou la désactivation des marqueurs se fait en cliquant sur
un bouton.
6- Protocole du Projet
6.1- Composition des groupes
Les sujets sont séparés en 2 groupes : un groupe de sujets ayant la maladie de
Parkinson et un autre composé de sujets sains du même groupe d’âge. Les sujets atteints de
la maladie de Parkinson ont effectué l’expérience utilisant la réalité virtuelle ainsi que subi
une évaluation clinique de leur statut physique et cognitif au préalable. Les sujets sains ont
seulement eu à faire les activités dans l’environnement virtuel. L’évaluation clinique du
groupe Parkinson utilise le « United Parkinson Disability Rating Scale» (UPDRS) ainsi
qu’une évaluation cognitive à l’aide de deux questionnaires (MiniMental Test et Beck
Depression Inventory). Ces évaluations durent environ 45 minutes. Les manipulations dans
l’environnement virtuel sont de durées variables. Elles peuvent durer de I à 2 heures,
dépendamment de l’état du sujet et du nombre de pauses qu’il demande. Nous avons en
effet évité d’épuiser les sujets les plus sévèrement atteints, c’est pour cette raison que nous
leur permettions de prendre autant de pauses qu’il était nécessaire. Certains sujets ont
même effectué les manipulations dans l’environnement virtuel en 2 séances, puisqu’ils
étaient trop épuisés après la première partie et estimaient qu’ils ne seraient pas capables de
terminer la deuxième partie. Ces pauses étaient encouragées afin de tenter de réduire au
maximum l’influence de la fatigue sur la performance.
6.2- Critères d’inclusion et d’exclusion
Pour le groupe contrôle, les sujets ne devaient pas avoir été diagnostiqués comme
ayant une maladie neurologique. De plus, ils devaient être du même groupe d’âge que les
sujets de l’autre groupe. Les sujets de ce groupe devaient aussi avoir le même type
d’éducation et le même sexe que les sujets de l’autre groupe.
Pour les deux groupes, les sujets devaient être capables d’effectuer les deux tâches,
et ce pour une cinquantaine de fois. Les sujets ne devaient pas avoir de problème de vision,
sauf si corrigés avec des lunettes ou des verres de contacts. Les sujets devaient être âgés
entre 50 et 80 ans. Nous avons aussi averti les sujets qu’au moindre signe d’inconfort, ils
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pouvaient cesser l’expérience. Nous évitions ainsi les gens qui sont sujets aux malaises
virtuels qui sont quelquefois occasionnés par des casques d’affichage faciaux.
Les sujets atteints de la maladie de Parkinson devaient être prêts à s’abstenir de
prendre leurs médicaments avant la collecte de données. Nous sélectionnions les patients
qui sont cliniquement typiques du stade II ou III de l’échelle Hoehn et Yahr et dont les
fluctuations motrices répondaient aux traitements au levodopa. Les patients ayant toute
autre maladie neurologique, démence, dépression majeure, psychose ont été exclus. Une
préférence a été donnée aux sujets ayant des symptômes d’enrayage cinétique. Aucun sujet
n’a été exclu en raison de son sexe ou de son bagage ethnique.
6.3- Caractéristiques des sujets
Bien que nous avions planifié plus de sujets, nous avons effectué les
expérimentations avec 6 patients et 7 sujets sains. Pour identifier les patients, nous avons
utilisé les lettres A à F et pour identifier les sujets sains, nous avons utilisé les lettres M à R.
Nous avons évalué tous les sujets selon l’échelle de Hoehn et Yahr et nous avons évalué
plus en détails les sujets avec l’échelle UPDRS, section III (capacité motrices), sauf le sujet
B pour lequel l’évaluateur n’était pas présent lors de l’expérimentation. Nous avons aussi
fait passer le test mini-mental à ces sujets afin d’évaluer leur capacité cognitives. Nous
présentons les données par rapport aux sujets dans le tableau suivant. Les critères
d’inclusion par rapport à ces échelles étaient que le sujet soit d’un stade de Hoehn et Yahr
de III ou moins, puisque les tâches demandées sont impossibles ou très difficiles pour les
patients des stades subséquents. Il est à noter que le sujet F n’a pas été en mesure
d’effectuer la tâche de marche, étant donné que sa démarche était trop atteinte. De plus,
nous avons testé le sujet D deux fois. La première fois, il a pris ses médicaments comme à
l’habitude et la deuxième fois, il a sauté ses doses 12 heures avant le début de
l’expérimentation comme les autres sujets.
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Tableau 1 : Caractéristiques des sujets atteints de la maladie de Parkinson
Sujet Sexe Age Durée des Hoehn UPDRS Mini Médicaments
symptômes et Yahr (Examen moteur) Mental
A M 69 12 ans II 29 29 Sinemet CR
Comptan




C f 55 8 ans II 28 30 Requip
D M 71 6 ans (côté III 37 29 Amatidine
gauche) Sinemet
E M 74 7 ans (côté I 19 27 Sinemet CR
gauche) Sinemet 25/100
f M 78 9 ans (côté III 41 24 Sinemet
gauche)
L’âge moyen et l’écart-type dc ce groupe est de 66,7 + 10,3 ans. Ces sujets ont été
recrutés dans des groupes de soutien de la région ainsi que pour avoir participé à d’autres
projets concernant la maladie de Parkinson effectués au centre de recherche (Poizner 2000).
Les sujets sains ont été choisis pour correspondre le plus possible au groupe de sujets
atteints de la maladie de Parkinson. Nous avons donc cherché majoritairement des hommes
(5 hommes, 2 femmes). Les sujets devaient être âgés entre 50 et 80 ans, pour être du même
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groupe d’âge que l’autre groupe. Les sujets du groupe contrôle ont été recrutés parmi les
employés de l’Institut de Réadaptation de Montréal, la famille des employés du centre de
recherche et certains sujets ayant participé à d’autres études du centre de recherche.
Nous avons choisi 3 sujets pour effectuer une évaluation plus en profondeur. Ceci
est dû à la disponibilité de l’évaluateur. Ces sujets ont été choisis pour qu’il y en ait un pour
chaque stade de Hoehn et Yahr possible. Il est ainsi possible d’avoir une étude de cas pour
chacun des stades de la maladie. Il va sans dire que la portée des observations est seulement
de l’ordre de l’étude de cas étant donné la taille réduite de l’échantillon.
6.4- Déroulement de l’expérimentation
Les expériences avec le groupe de patients ont été effectuées le matin. Ceci est dû
au fait que nous désirions que les patients ne soient pas sous l’effet de leurs médicaments.
Nous avons donc demandé aux patients de s’abstenir de prendre leurs médicaments 12
heures avant les expérimentations. Ce qui correspond à ne pas prendre de médicaments
après 21h la veille, puisque nous débutions les expérimentations à 9 heures le matin. Ces
expérimentations ont été divisées en 2 parties
• Mouvement de la position assise à la position debout. Le sujet est assis sur une
chaise dotée d’accoudoirs, pour que les sujets ayant du mal à se relever puissent le
faire sans difficulté. Étant donné que nous ne désirons pas mesurer la capacité du
sujet à se lever, mais bien son temps de réaction, l’usage des accoudoirs a été toléré.
La position initiale en est une assise, avec le dos appuyé sur le dossier de la chaise
et les bras sur les accoudoirs.
• Position debout suivie de la marche. Pour cette partie de l’expérimentation, le sujet
est initialement positionné sur une plate-forme de force. Au signal sonore, il devait
faire 6 pas vers l’avant. Dans l’environnement virtuel, on demande au sujet de se
diriger vers un repère. Ce repère est une fenêtre au bout du corridor, placée environ
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à la hauteur des yeux. Ainsi, on s’assure que le sujet marche en ligne droite. Le
nombre de pas demandé est déterminé par le champ d’action de la caméra Optotrak,
le champ d’action de celle-ci étant limité. Il est cependant primordial que les
marqueurs de la tête soient visibles puisqu’ils sont utilisés pour connaître
l’orientation et la position du regard du sujet.
Nous avions planifié une autre partie à cette expérience, soit le départ de la position
assise vers la position debout, suivi de quelques pas vers l’avant. Cette partie combinait les
deux autres parties. Nous avons décidé de laisser tomber cette partie afin de garder la durée
de l’expérimentation à un minimum; comme cette dernière partie était un peu redondante.
Ainsi, la durée de l’expérience a été réduite, car nous ne souhaitions pas garder les patients
sans leurs médicaments pour une trop longue période. De plus, la partie dans laquelle le
sujet marche est plus longue à exécuter puisque le sujet doit retourner au point de départ
sans vraiment voir ce qu’il fait ni où il se dirige, ce qui nécessite l’aide de quelqu’un afin de
le diriger vers le point de départ du prochain essai. Le mouvement d’assis à debout est
quant à lui intéressant à étudier puisque l’amorce de la marche est souvent précédée de ce
mouvement.
Le mouvement, dans les deux parties de l’expérimentation, est amorcé suite à un
signal sonore généré par ordinateur. L’enregistrement des données cinématiques est
effectué en rapport avec ce signal.
Les deux parties de l’expérience sont séparées en blocs. Chacun des blocs est
composé de 8 essais (quelquefois plus si le sujet en a besoin). Voici la séquence que l’on a
exécutée pour chaque sujet
• 8 essais sans casque
• 8 essais, ou plus si nécessaire, dans l’environnement virtuel sans perturbation (pour
s’habituer à l’environnement virtuel)
• 8 blocs de 4 essais, chaque bloc est composé de (dans un ordre aléatoire)
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— 2 essais sans perturbation
— I essai avec perturbation vers l’avant
— 1 essai avec perturbation vers l’arrière
• 8 essais sans casque
Les perturbations consistent à appliquer une translation sur la scène virtuelle. De
cette façon, le sujet a l’impression de bouger dans l’environnement virtuel alors qu’il ne
bouge pas en réalité. Cette perturbation est du même ordre de grandeur que le mouvement
naturel pour se lever ou commencer à marcher. De plus, la perturbation est appliquée 100
ms avant le signal auditif qui est le signal pour amorcer le mouvement. Puisque le
traitement d’un stimulus visuel prend un certain temps avant d’influencer sur la posture,
nous avons décidé d’appliquer les perturbations avant le signal sonore. Ainsi, les effets de la
perturbation devraient se manifester dans la période de latence entre le signal sonore et le
début du mouvement. Une représentation des perturbations peut être trouvée à la Figure 10.
Le créneau en bleu représente le signal sonore et la courbe rose (avec une pente graduelle)
la vitesse de la perturbation visuelle ayant un maximum de 3,6 mIs. Les deux perturbations
ont la même allure, seule leur direction change.
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7- Analyses
Nous allons tout d’abord étudier les données spécifiques à certains sujets pour ensuite
comparer les deux groupes. On a comparé les deux groupes, même si les échantillons ne
sont pas statistiquement significatifs. Bien que la puissance de l’analyse soit très réduite, il
sera peut-être possible de tirer quelques conclusions des données obtenues.
Nous avons simplement voulu étudier le timing de l’exécution des mouvements.
Pour ce faire, une analyse des données cinématiques à l’aide de Matlab a été effectuée.
Nous retrouvons dans le tableau 2 les paramètres étudiés pour chacune des tâches ainsi
qu’une courte description de la manière dont ils ont été calculés. Les paramètres ont été
obtenus d’une manière semi automatisée. C’est-à-dire qu’ils ont été calculés avec un script
Matlab, mais qu’ils ont été validés par un utilisateur (les valeurs obtenues étaient présentées
graphiquement à l’écran pour une validation manuelle). Si les valeurs calculées étaient
jugées invalides, il était possible d’entrer des valeurs manuellement (via l’interface
graphique). Cette entrée manuelle était faite en cliquant à l’endroit approprié du graphique
généré par Matlab.
Dans le cas où les données cinématiques d’un essai étaient jugées mauvaises
(marqueur absent, sujet n’ayant pas entendu le signal, sujet distrait pour cet essai, mauvais
pied utilisé pour le premier pas, etc.) cet essai était tout simplement ignoré. Ce qui explique
que pour certains essais, aucune donnée n’est présente sur le graphique. Lorsque cette
situation était remarquée durant l’expérimentation, l’essai était repris. Cependant, certains
essais on été rejetés lors de l’analyse des données, il n’était pas possible dans ce cas de
reprendre cet essai.
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Tableau 2 : Données étudiées pour la tâche de se lever d’une chaise
Élément Description
Latence de départ Temps écoulé entre le signal indiquant de débuter le mouvement et le
début du mouvement. Le début du mouvement est détenniné par le
moment où 3% de la vitesse maximale a été atteints. Les essais où le
sujet débutait le mouvement avant le signal de même que la
perturbation visuelle ont été éliminés.
Latence vitesse Temps écoulé entre le début du mouvement et le moment où la vitesse
maximale maximale est atteinte. Ce moment ne correspond à rien si on regarde
quelqu’un faire le mouvement à l’oeil nu, mais le mouvement est
caractérisé par une accélération suivie d’une décélération. Le moment
où l’on atteint la vitesse maximale correspond au passage de la phase
d’accélération à la phase de décélération. C’est un moment qui est
toujours présent dans ce type de mouvement.
Latence fin Temps entre le début et la fin du mouvement. Le moment de la fin du
du mouvement mouvement est déterminé par le moment où la vitesse devient
inférieure à 3% de la vitesse maximale.
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Figure 10 Exemple de données brutes analysées pour la tâche de se lever d’une chaise.
En hactt à gauche, * indique le moment où la vitesse maximale est atteinte. En bas à
gauche, V indique le moment où le mouvement est terminé. En bas à droite. O indique que
le moment où te mouvement est initié.
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Pour ce qui est de la tâche de la marche, nous avons étudié plus d’éléments puisque
le mouvement est plus complexe. Mais nous avons tout de même gardé l’analyse à un
niveau de simplicité le plus grand possible.
Tableati 3 Données étudiées pour la tâche marcher 5 pas vers l’avant
Élément Description
Latence de départ Temps écoulé entre le signal indiquant de débuter le mouvement et le
début du mouvement. Le début du mouvement est déterminé par le
moment où 3% de la vitesse maximale a été atteinte. Les essais où le
sujet débutait le mouvement avant le signal et de même que ta
perturbation visuelle ont été éliminés des analyses.
Longueur du pas Longueur du premier pas de chaque côté. Cette longueur est calculée
grâce au marqueur positionné sur le pied. On trouve les deux premiers
moments où ce marqueur est immobile et on calcule la différence entre
ces deux points
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Figure Il : Exemple de données brutes analysées pour ta tâche de marche.
Un code de couleur est utilisé: rouge pour le marqueur du tronc, vert pour le marqueur du
pied droit et bleu pour le marqueur du pied gauche. Le triangle correspond à la vitesse
maximale du tronc. Les étoiles marquent les moments-clés des pas effectués, soit qu’un pas
débute ou se termine. Le cercle indique le début du mouvement du marqueur du tronc.
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8- Résultats
8.1- Se lever d’une chaise
Vu le nombre réduit de sujets, il est plus pertinent d’effectuer des études dc cas.
Étant donné que nous avons fait de nombreuses répétition de chaque conditions (8
répétitions ou 16 pour la condition sans perturbation), il est possible de voir s’il y a une
tendance pour un sujet en particulier. Pour voir si des différences existent entre les
différentes conditions, un test ANOVA à 1 facteur a été effectué avec le logiciel SPSS. Des
conclusions ont été tirées seulement dans le cas pour lesquels un test d’homogénéité des
variances le permettait (u?O,05). Nous avons utilisé un test ANOVA dans un premier temps
pour observer si des différences pouvait être trouvées avec ce test plus sensible que les tests
non-paramétriques. Étant donné que le test ANOVA est en général moins sévère, nous
avons tiré des conclusions de façon conservatrice à partir de ces données.
8.1.1- Latence
En cc qui concerne la latence, c’est-à-dire le temps de réaction, les différentes
conditions en réalité virtuelle n’ont pas affecté de façon significative ce paramètre. Une
différence significative n’a pas été observée entre le temps de réaction dans
l’environnement virtuel et l’environnement réel pour tous les sujets du groupe Parkinson.
La Figure 12 illustre bien que les valeurs pour la latence sont semblables entre les
différentes conditions de réalité virtuelle (mouvement de la perturbation vers l’avant,
mouvement de la perturbation vers l’arrière, sans perturbation et la pratique).
Nous avons commencé à faire les tâches sans la réalité virtuelle alors que la plupart
des sujets du groupe contrôle avaient déjà exécuté l’expérience. Il n’y a donc pas assez de
données pour tirer des conclusions sur la comparaison entre l’environnement virtuel et réel
pour les sujets de ce groupe. Mentionnons tout de même que le sujet sain ayant effectué la
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tâche sans le casque de réalité virtuelle a eu un temps de réaction plus lent pour les essais
effectués au début de l’expérience. Il fallait s’y attendre, puisqu’il y a une période
d’adaptation à la tâche à accomplir. Mais avec la pratique, les temps de réaction se
stabilisent.
La réaction de tous les sujets au signal sonore étant assez rapide au départ (oscillant
entre 200 et 600 msec, selon le sujet), il est difficile d’obtenir une réaction plus rapide. La
seule variation que l’on peut observer chez certains sujets, surtout dans le groupe
Parkinson, est un temps de réaction plus élevé durant la pratique, mais cette différence est
très faible, non significative et n’est pas présente chez tous les sujets. Le temps de réaction
ne semble pas être affecté par les différentes conditions étudiées. Un graphique de boîtes à
moustaches est approprié afin d’avoir une idée des valeurs pour les groupes. Cependant, ces
graphiques ne sont utilisés que pour donner une idée de la distribution des valeurs et ne
forment pas en soi une démonstration de la signification des résultats. Une analyse
ANOVA à 1 facteur a plutôt été réalisée pour chacune des conditions pour chaque sujet.
Nous avons par la suite tenté de voir si des différences significatives similaires se
retrouvaient chez plusieurs sujets. Lorsque de telles différences ont été observées, nous le

















Sujets sains Sujets Patkinson
Figure 12 Latence entre le signal sonore et le début du mouvement
pour la tâche de se lever d’une chaise
8.1.2- Délai avant vitesse maximale
Il n’y a pas de différence significative entre les différentes conditions de réalité
virtuelle. Cependant, cela ne veut pas dire que le mouvement est à ce point automatique ou
qu’if ne dépend pas de la vision et qu’aucune variation ne peut être observée. En effet, nous
avons encore une fois obtenci des différences significatives entre les essais effectués avec
ou sans la réalité virtuelle. La vitesse maximale est atteinte plus rapidement dans
l’environnement normal que dans l’environnement virtuel. Le flot optique ne semble donc


















figure 13 Latence vitesse maximale pour la tâche de se lever d’une chaise
8.1.3- Temps du mouvement
C’est cette variable qui semble être la pins intéressante à observer. Aucune
indication n’a été donnée aux sujets quant à la vitesse du mouvement. Il a été demandé de
réagir le plus rapidement possible au signal sonore, mais nous avons demandé de faire le
mouvement de manière naturelle. Les variations entre les différentes conditions devraient
donc être provoquées par les conditions elles mêmes. C’est pour cette variable que les
variations entre les essais avec et sans la réalité virtuelle sont les plus marquées. En effet,
cette mesure englobe en quelque sorte le délai avant ta vitesse maximale, puisque si la
vitesse maximale est atteinte plus rapidement, il semble nonnal que le mouvement soit
Sujets Sains Sujets Parkinson
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complété plus rapidement aussi. Toutes les conditions de réalité virtuelle sont
significativement plus lentes que les conditions sans la réalité virtuelle de façon
significative (ŒO,O5). Cela, pour le groupe Parkinson puisqu’un nombre insuffisant de
données est disponible pour le groupe contrôle sans la réalité virtuelle. Pour ce qui est du
groupe contrôle, on observe un temps légèrement plus élevé pour la pratique, mais cette
différence n’est pas significative (ŒO,l5). Pour ce qui est de la différence entre la pratique
et les autres conditions de réalité virtuelle, la plupart (4 sur 7) sujets sains prennent plus de
temps à réaliser le mouvement durant la pratique. Pour un sujet (sujet R), le temps du
mouvement était plus rapide durant la pratique que durant les autres essais. Étant donné
qu’aucune indication n’a été donnée relativement à la vitesse du mouvement, les sujets le
faisaient comme à leur vitesse normale. Les sujets du groupe Parkinson prennent
sensiblement le même temps pour toutes les conditions de réalité virtuelle, qu’ils soient
habitués au système ou pas.
8.2-Marcher
8.2.1- Latence
Comme pour la tâche de se lever d’une chaise, la latence ne varie généralement pas
significativement d’une condition à un autre. La latence est donc très stable pour les
différentes conditions et ne semble pas être tellement influencée par la vision. Seul le sujet
M a obtenu des latences plus courtes pour les conditions avec flot optique perturbé. Nous
en discuterons plus en détails dans la section des cas particuliers.
8.2.2- Longueur des pas
Elle varie de façon significative si la marche est faite dans un environnement virtuel ou
dans l’environnement normal du laboratoire, comme on peut le voir à la figure 14. Il est à
noter cependant que l’environnement n’est pas de la même nature. L’environnement virtuel
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consistait en un corridor artificiel peu réaliste. L’environnement normal était la salle
d’expérimentation. Nous avons voulu au départ utiliser un environnement virtuel se
rapportant à la salle réelle, mais cela s’est avéré impossible à cause des perturbations. Pour
les essais avec des perturbations, le sujet se retrouvait à l’extérieur de la pièce virtuelle
parce que la distance parcourue se retrouvait additionnée d’une perturbation. Le sujet se
retrouvait donc à passer à travers les murs virtuels, ce qui n’est pas acceptable. Avec le
corridor virtuel, il ne risquait pas de passer à travers les murs parce que la marge de
manoeuvre était plus grande. Dans ce corridor virtuel, la longueur des deux premiers pas de
la plupart des sujets était plus courte que dans l’environnement réel. Il serait intéressant de
voir si le même phénomène se produit quand les deux environnements sont de même
nature. Il faudrait faire l’expérience dans le laboratoire virtuel sans les perturbations.
Pour ce qui est des différentes conditions effectuées dans l’environnement virtuel, nous
avons encore trouvé une différence au niveau de la pratique. Les pas étaient moins grands,
ce qui est normal car le sujet doit se familiariser avec un nouvel environnement, ce qui est
le but de la période de pratique. Cette observation n’est donc pas du tout surprenante, mais
ce qui est surprenant, c’est que les perturbations ne font pas varier significativement la
longueur des pas. Nous nous attendions à ce que les perturbations visuelles affectent la
longueur des pas, puisque la marche dépend beaucoup de la vision. Mais nous avons été
surpris de constater que les perturbations étudiées n’avaient pas d’effet. Peut-être que des



















Figure 14 : Longueur de pas avec et sans réalité virtuelle pour le groupe de patients
8.3- Cas particuliers
8.3.1- Sujet D
Ce patient a été testé deux fois, avec et sans médicaments. Pour tous les paramètres et
toutes les conditions, nous n’avons pas observé de différence significative. Donc pour ce
sujet, la médication ne semblait pas changer son comportement par rapport aux
perturbations étudiées. Cependant, lorsqu’il était sous l’effet des médicaments, le sujet s’est





C’est-à-dire que la longueur de ses pas était plus courte durant la pratique, mais qu’elle est
restée stable lors du reste de l’expérience.
8.3.2- Sujet M
Ce sujet a eu le comportement attendu. On peut voir la latence obtenue pour chacun des
essais de ce sujet dans la Figure 15. Cependant, il avait un plus grande connaissance du
protocole de l’expérience que les autres sujets, puisqu’il était au courant des perturbations
visuelles utilisées. Il a donc probablement été influencé par ses connaissances du protocole
de l’expérience. Peut-être qu’étant donné qu’il savait qu’on étudiait l’effet des perturbations
sur la démarche, il s’est probablement mis dans un état d’esprit où ces perturbations avaient
un effet plus grand sur son comportement. Étant donné que les autres sujets n’avaient pas
connaissance de ces perturbations, ils ont peut-être conservé les mêmes paramètres de
marche parce que la consigne était de faire les tâches normalement. Si la consigne avait
souligné de porter plus d’attention aux stimuli visuels, les résultats auraient peut-être été
différents.
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f igure 15 Latence pour initier le mouvement pour le sujet sain M
8.3.3- Sujet A
Ce sujet a été le seul qui a eu un comportement conforme à notre hypothèse de départ pour
la tâche de se lever d’une chaise. Il s’agit peut-être d’un hasard, cependant, il est aussi
possible que ce sujet ait été prédisposé à subir l’influence des perturbations utilisées. Peut-
être devrions-nous tester ce sujet à nouveau afin de voir si son comportement était dû à la
chance ou si son système de contrôle moteur se conforme réellement à notre hypothèse de
départ qui stipulait que les perturbations visuelles utilisées devraient influencer la démarche
de sujets atteints de la maladie de Parkinson.
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8.3.4- Sujet S
Pour la plupart des sujets, les 8 essais de pratique étaient suffisants pour qu’ils soient
suffisamment à l’aise dans l’environnement virtuel pour que les paramètres de leurs
mouvements se stabilisent. Cependant, un sujet sain a mis plus de temps à s’adapter à cet
environnement. La pente d’apprentissage est bien visible lorsqu’on observe la longueur des
pas de ce sujet. Ce n’est qu’à partir d’environ le 45e essai que la longueur des pas se
stabilisent chez ce sujet. Dans la figure 16, on peut voir les formes pleines qui représentent
les pas pris du pied gauche et les formes en contour qui représentent les pas pris avec le
pied droit. Comme le premier pas était toujours effectué avec le pied droit, il est moins long
que le deuxième pas avec le pied gauche, qui est un pas complet. Le premier pas est en
quelque sorte un demi pas puisque le sujet commence avec les pieds côte à côte. Certains
sujets prennent un peu plus de temps que d’autres à s’adapter à l’environnement virtuel,
mais le sujet S est vraiment dans une classe à part. Il aurait été intéressant de connaître la
familiarité de ce sujet avec les ordinateurs ou autres médias s’apparentant à la réalité
virtuelle. Il serait bon d’inclure un questionnaire permettant d’évaluer cette familiarité dans
des études futures impliquant la réalité virtuelle.
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Longueur des pas pour sujet S
1200-
Deuxième pas (pied gauche)


















Premier pas (pied droit)
o
.j 600- - -
500-
400-
0 10 20 30 40
Numéro de l’essai
Figure 16 Longueur des pas pour le sujet sain S.
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9- Discussion
Le temps de réaction n’est pas affecté par les différentes conditions étudiées, cela
peut s’expliquer par le fait qu’on s’attend à ce que la vision affecte davantage le
mouvement en soi que le temps de réaction. La vision ne semble pas jouer un grand rôle
dans le temps de réaction puisque le flot optique n’y est pas en mouvement. Il serait
intéressant d’étudier des patients atteints de la maladie de Parkinson ayant des problèmes
spécifiques d’enrayage cinétique afin de voir s’il est possible d’améliorer leur temps de
réaction, ou l’occurrence des épisodes d’enrayage cinétique. Il faudrait cependant les mettre
dans une situation plus propice à l’enrayage cinétique (comme passer dans une porte,
changer la texture sur le sol, ou d’autres environnements plus complexes).
L’environnement virtuel devrait donc être modifié en conséquence. Il ne faut pas mettre de
côté les temps de réaction dans des études futures car d’autres types de perturbations
pourraient avoir un effet sur ce paramètre. Il faudrait trouver un moyen de trouver les
perturbations les plus efficaces possibles. Peut-être en testant leur effet sur l’équilibre dans
une position statique.
Nous avons élaboré notre environnement virtuel de façon à ce que les sujets atteints
de la maladie de Parkinson puissent y évoluer le mieux possible. Nous avons donc utilisé
un environnement ayant des propriétés qui ont été démontrées comme favorisant la
démarche des patients. Par exemple, nous n’avons pas surchargé l’environnement, nous
avons placé des lignes sur le plancher et nous avons élaboré un long corridor uniforme.
Tous ces éléments ont peut-être trop favorisé les sujets atteints de la maladie dc Parkinson
et ont atténué les manifestations de la maladie. Dans une prochaine étude, il faudrait
essayer un environnement virtuel favorisant l’enrayage cinétique en mettant les sujets dans
des situations difficiles. Même le signal sonore est un dispositif qui aide les patients à
éliminer l’enrayage cinétique. Dans une étude future, on pourrait utiliser un signal visuel à
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la place. Par exemple une lumière verte qui s’allume, ou une porte en face du sujet qui
s’ouvre.
Les analyses effectuées ont été faites sur des observations d’un état transitoire. Le
fait que le patient soit en transition rend les mesures de la démarche difficiles à interpréter.
Car un individu peut très bien prendre plus de pas pour entrer véritablement dans la marche.
Donc le premier pas n’est pas représentatif de sa démarche. Mais à cause des limitations de
nos appareils de mesure, c’est le seul paramètre que nous pouvions étudier. Nous aurions
pu aussi étudier la vitesse de déplacement, mais nous aurions rencontré les mêmes
problèmes puisque le mouvement est transitoire (il est même transitoire à la fin puisque le
sujet devait s’arrêter rapidement pour éviter d’entrer en contact avec la caméra Optotrak).
Il serait donc intéressant d’étudier la marche dans son état stable. Il faudrait donc
utiliser un tapis roulant, car on est tout de même limité dans l’espace à cause du câble de
l’affichage facial, même si on a un système de capture du mouvement avec un champ
d’action plus grand. D’autres types de perturbations pourraient alors être étudiées, alors
l’observation et l’analyse des paramètres (longueur des pas et vitesse de déplacement) serait
moins problématique. En faisant marcher en continu le sujet, il serait possible d’appliquer
des perturbations ponctuelles ou de plus longue durée et de voir comment la longueur des
pas et la vitesse de marche varient face à ces perturbations. Il serait même possible
d’utiliser différents types d’environnements virtuels pour voir l’effet de stimuli visuels
spécifiques, tels que mentionnés au début de cette discussion.
Les différences observées entre les essais effectués dans la réalité virtuelle et la
réalité normale pourraient être dues à l’encombrement du casque de réalité virtuelle.
Comme le casque a un poids assez important et que de nombreux fils y sont branchés, il est
normal que le mouvement se trouve ralenti. Il faudrait tester la même tâche dans
l’environnement normal avec un dispositif possédant le même encombrement que le casque
de réalité virtuelle. Cette mesure de référence serait une bonne façon de connaître la
véritable influence de la réalité virtuelle. Il serait peut-être même bon dc faire une mesure
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de la même tâche sans la vision. finalement, une dernière mesure de référence intéressante
à avoir serait l’influence des perturbations sur une posture stationnaire à l’équilibre.
Cependant, toutes ces mesures prolongent le temps d’expérimentation qui est déjà assez
long, mais auraient avantage à être effectuées quand même, ou à tout le moins être
considérées dans une étude future.
Pour terminer, nous avons observé dans cette étude que la période de pratique est
importante, puisque tous les sujets doivent s’adapter à ce nouvel environnement virtuel. Ils
doivent aussi se familiariser avec la tâche et la disposition du laboratoire. Nous avons vu
que certains sujets prenaient plus de temps que d’autres à être à l’aise dans cet
environnement. Ceci est peut-être dû à leur connaissance limitée de systèmes semblables.
Pour les prochaines études, nous devrions élaborer un questionnaire pour évaluer le degré
de familiarité du sujet avec des expériences similaires (jeux, films, émission à la télé, etc.).
10- Conclusion
Les résultats obtenus sont encourageants puisque même si nous n’avons pas effectué
de sélection sévère des sujets, nous avons observé des résultats pour certains d’entre eux.
Certains ajustements devront être effectués pour les études subséquentes. Cependant, la
réalité virtuelle demeure un moyen efficace d’étudier le rôle de la vision dans la démarche
normale et pathologique. En comprenant davantage ce rôle, de nouvelles approches de
réadaptation pourraient être développées. Certaines de ces nouvelles approches pourraient
même utiliser des environnements virtuels.
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IANNEXE 1 : Détails sur les options de l’optoserver
Option Description
ette option permet d’avoir de l’aide sur les options. Lorsque cette option est activée,
outes les options sont affichées, ainsi qu’une courte explication de leur fonction et
eur utilisation.
-n Cette option sert à déterminer le nombre de marqueurs utilisés. Le nombre de
narqueur total doit être inscrit. Donc dans le cas où l’on utilise un corps rigide, il fau
ompter tous les marqueurs composant le corps rigide et non pas un seul marqueui
our le corps rigide.
Cette option sert à définir le nombre d’entrées dans le convertisseur AUDA
l’Optotrak. Ces entrées peuvent provenir de sources diverses telles qu’une plate
forme de force, signaux EMG, micro, etc.
-f Cette option permet de déterminer la féquence d’échantillonnage de données;
recueillies. Si cette option est utilisée, la fréquence qui y est déterminée a préséance
sur celle inscrite dans le fichier « .res ».
-r Cette option sert à spécifier un fichier .res, qui contient l’ensemble des paramètres
iécessaires pour la connection à la caméra Optotrak. Si aucun chemin d’accès n’es
spécifié, le répertoire courant est utilisé. De plus, lorsque cette option n’est pas
itilisée, le fichier motek.res est utilisé par défaut. Voici un exemple de fichier .res.
es lignes commençant par «#» ne sont pas traitées, elles servent à prendre des
lotes et faire des commentaires.
II
ANNEXE 2 : Exemple de fichier .res de l’optoserver
#
# resource file for optotrak server
#
# Erequency to collect data frames at
frequencycoil 100.0
# Marker frequency for marker maximum
frequency max 2500.0
# Dynamic or Static Threshold value to use
threshold 20
# Minimum gain code amplification to use
gain amp 180
# Marker Duty Cycle to use
duty cycle 0.40
# Voltage to use when turning on markers
voltage 10
# Number of seconds of data to collect
collecttime 4.0
# Number of seconds to pre—trigger data by
pretrigtime 0.0
# Camera calibration file — it should be in <optodir>\realtime
camera_file 11AOUTO4
# Rigid body definition file - it should be in <optodir>\rigid
rig body file C:\ndigital\rigid\PYRAMID2.RIG 1 6
III
ANNEXE 3 : Commandes disponibles dans l’optoserver
Commande fonction
t tte commande sert à cfianger la durée des enregistreents une fois que l
‘serveur est lancé. Quand l’usager appuie sur «t », on lui demande d’entrer l
nouveau temps d’enregistrement et d’appuyer sur ENTER. L’applicatior
s’occupe ensuite de gérer ta connection avec Optotrak afin de changer la duré
de l’enregistrement dans la connection avec Optotrak.
r Cette commande sert à initier manuellement l’enregistrement des données
cinématiques. Ainsi l’usager peut décider quand débuter l’enregistrement. II
est aussi possible de débuter un enregistrement à travers un client du serveu:
en envoyant le message approprié. Nous parlerons plus tard des messages
possibles entre un client et le serveur.
o Cette commande sert à activer les marqueurs à infrarouges (« o » pour open)
c Cette commande sert à désactiver les marqueurs à infrarouges (« c» pou
close)
p Cette commande sert à imprimer les données actuelles recueillies par L
caméra Optotrak («p » pour print)
Iv
ANNEXE 4 : Messages entre client et le serveur
Message Fonction
-1.0 Sert la même fonction que la commande « e ». Permet de fermer les marqueurs
infrarouges à partir du client
- -2.0 Sert la même fonction que la commande « o ». Permet d’ouvrir les marqueurs -
infrarouges à partir du client
-7.0 [Sert la même fonction que la commande « r ». Permet de débuter
l’enregistrement à partir du client. Est automatisé dans la séquence d’action, n’est
donc pas utilisé directement par l’utilisateur.
>0.0 Sert à changer la durée du temps d’enregistrement. Le nombre flottant envoyé
correspond à la nouvelle durée des enregistrements
