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1

CHAPTER 1: INTRODUCTION
The operating room is a main unit in a hospital where surgical operations are performed.
It is a challenging work environment that requires intense cooperation and coordination
between a wide range of people and departments. Surgery is continuously subject to technological and medical innovation such as introduction of new imaging technologies, advanced
surgical tools, navigation and patient monitoring systems. The purpose of these advances
is to improve patient treatment while they transform complicity to daily routine. Recently,
some of these challenges have been addressed by introducing technological innovations such
as Robotic Minimally Invasive Surgery (RMIS) [1, 2]. RMIS provides additional advantages
over conventional laparoscopic surgery, including an increase in dexterity [3] and precision
[4]. Robotic-assisted surgery promises to improve patient treatment by enabling shorter hospital stays, shortening recovery time and reducing the risk of infection [5]. Current robotic
surgery systems operate in a master-slave mode where relies exclusively on direct surgeon
input [6]. A real “robotic” surgical system should intelligently understand current task and
generate the necessary movement.
It is clear that to develop such an autonomous systems, a more rigorous model of surgical
procedures is needed. Surgical tasks need to be modeled and quantified to make them
amenable for further study. Goal-oriented human motion and human language are analogous
as both of them consist of a low-level elements that, when combined in meaningful sequences,
result in an emergent meaning or higher-level task. Hence, techniques that have effectively
been applied in the analysis of human speech and language are natural candidates to apply
to surgical motion modeling. Consequently, the “Language of Surgery” has been defined as
a systematic description of surgical activities and rules for decomposing surgical tasks [1].
More specifically, the language of surgical motion includes describing particular activities
that are performed by surgeons with their instruments or hands to accomplish a planned
surgical objective.
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It is worth mentioning that robotic-assisted technology has an important impact on
surgical skill assessment and training. Traditionally, surgical skills have been assessed in
the operating room by direct supervision and feedback of expert surgeons [7]. However,
this method has been criticized for being too subjective and not representing the actual
level of skills [8]. New techniques, such as robotic minimally invasive surgery, require new
skills, which have different learning curves and require different training methods. These
developments have resulted in an increased interest in objective and automated surgical skill
assessment. Although different objective based skill assessment methods has been proposed,
there is still huge potential for improvement by introducing a framework which being less
time-consuming, required less human interaction and be more robust.
The key step for advancing research in robotic-assisted surgery and autonomous skill
assessment is to develop techniques that are capable of accurately recognizing fundamental
surgical tasks and gestures more intelligently. Surgical gestures need to be quantified to make
them amenable for further study. Current systems like da Vinci (Intuitive Surgical, Sunnyvale, CA) [9] record motion and video data, enabling development of computational models
to recognize and analyze surgical performance through data-driven approaches. Recent advances in data mining and machine learning research for uncovering concealed patterns in
huge datasets, like kinematic and video data, offer the possibility to better understand, analyze and model surgical gestures from a system point of view [10]. While machine learning
techniques have been used extensively in other fields because of their advantages over traditional statistical methods such as robustness, better prediction ability and higher tolerance
to violations of assumptions [11], but it is only recently that these methods have been considered to analyze RMIS tasks. In this dissertation, we shed light on some of the barriers and
challenges toward autonomous robotic-assisted surgery and skill assessment by developing
novel methods based on computational intelligence techniques.

3

1.1

Dissertation Contributions

The main contributions of this dissertation in the areas of surgical task analysis, gesture
recognition and skill assessment can be summarized as follows:
• Develop a new framework to recognize and classify three important surgical tasks
including suturing, needle passing and knot tying based on Cartesian trajectory data
captured using da Vinci robotic surgery system by [1]. The proposed framework,
namely DTW-kNN, integrates time series similarity technique using dynamic time
warping (DTW) with the k-nearest neighbor (kNN) classification method and provides
high accuracy results. Our proposed method is simple, straightforward and accurate
due to minimal preprocessing requirements. Therefore, it has the potential to be
applied for autonomous control systems in robotic-assisted surgical devices (Chapter
2).
• Propose an unsupervised gesture segmentation and recognition method, namely UGSR,
which has the ability to segment and recognize minimally invasive robotic surgery trajectory paths automatically. We also extend the UGSR method using soft boundary
segmentation to address some of the challenges that exist in the surgical motion segmentation. The proposed algorithm can effectively model gradual transitions between
surgical activities (Chapter 3).
• Develop a predictive framework for surgical skill assessment to automatically evaluate
the performance of surgeons in robotic-assisted surgery. Our classification framework
is based on the Global Movement Features (GMFs) that are extracted from kinematic
data captured during RMIS tasks. The proposed method addresses some of the limitations in previous work and gives more insight about the underlying patterns of surgical
skill levels (Chapter 4).
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1.2

Definitions

In this section, we provide the definitions for the terms in the field of robotic-assisted
surgery that are used throughout this dissertation.
Surgical Procedure: a medical procedure involving an incision with instruments
which consists of several phases to repair damage or arrest disease in a living body,
such as a colectomy procedure.
Surgical Phase: the major types of events occurring during surgery. Each procedure
is composed of a list of phases.
Surgical Task: a sequence of activities used to achieve a surgical objective, such as
suturing, knot tying, etc.
Surgical Gesture (Surgeme): a well-defined surgical motion unit, such as “push
needle to the tissue” in suturing.
Based on the definitions, the surgical procudure hierarchy for colectomy surgery is shown
in Figure 1.1.

Figure 1.1: Example of surgical procedure hierarchy for colectomy suregry.
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1.3

Data Source

In this dissertation, we are using real robotic surgery data, namely JHU-ISI1 Gesture
and Skill Assessment Working Set (JIGSAWS), presented in [1]. This is comprised of data
for different surgical tasks including suturing, needle passing and knot tying (Figure 1.2),
performed by eight right-handed surgeons with different skill levels (expert, intermediate
and novice). The three surgical tasks are defined as follow:
• Suturing (SU): the surgeon picks up needle then proceeds to the incision and passes
through tissue. Then after the needle pass, the surgeon extracts the needle out of the
tissue.
• Needle-Passing (NP): the surgeon picks up the needle and passes it through four
small metal hoops from right to left.
• Knot-Tying (KT): the surgeon picks up one end of a suture tied to flexible tube
attached at its ends to the surface of the bench-top model, and ties a single loop knot.
Each user performed around 5 trails of the task. For each of the task, we analyze
kinematic data captured using the API of the da Vinci at 30 fps. Data consists of 39 trials
of SU, 36 trials of KT, and 28 trials of NP. The data for the remaining trials (1 for SU,
12 for NP, and 4 for KT) were unusable because of corrupted data recordings. The data
includes 76 motion variables which consist of 19 features for each robotic arms, left and
right master side, and the left and right patient side which include 3 Cartesian positions, a
rotation matrix consist of 9 variables, 3 linear velocities, 3 angular velocities and a gripper
angle.
It is worth mentioning that, although the dataset that we used in this dissertation is
very small, this does not impose any limitation to the model that have been developed in
this study. However, a larger dataset could improve accuracy of the results and gives more
1

Johns Hopkins University Information Security Institute
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Suturing

Needle Passing

Knot Tying

Figure 1.2: Snapshot of the three fundamental robotic-assisted minimally invasive surgery
tasks.
ability to generalize the conclusion that have been made.

1.4

Dissertation Organization

The rest of this dissertation is organized as follows. In Chapter 2, we present a classification framework to recognize robotic-assisted surgical tasks and gestures using Cartesian trajectory data. In Chapter 3, we propose a novel unsupervised gesture segmentation method
to recognize gestures automatically in the surgical task. In Chapter 4, we present a new
objective-based framework for automatic surgical skill assessment and dexterity evaluation
during robotic surgery. Finally, we summarize our results and present possible directions for
future research in Chapter 5.
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CHAPTER 2: ROBOTIC SURGERY TASK CLASSIFICATION
2.1

Introduction

The operating room, where surgical procedures are performed, is a challenging work
environment. Like other areas, surgery is continuously subject to technological innovations
including the introduction of robotic surgical devices [12]. Advances in robotic minimally
invasive surgery (RMIS) have the potential to improve patient outcomes by shorter hospital
stays, quicker recovery time and less chance of infection [5]. The ultimate goal of RMIS is to
program the surgical robot to perform certain difficult or complex control in an autonomous
manner. There is, however, no technical roadmap to a fully autonomous surgical system at
the present time [13, 14]. Current RMIS systems operate in a master-slave mode, relying
exclusively on direct surgeon input [15]. For example, camera control in current RMIS
platforms is an additional task under the direct control of the surgeon. This can distract the
surgeon from the smooth flow of the operation, and certainly adds time to the procedure.
As an additional complication, the surgeon’s judgment is limited by a single video feed
returned from the remote environment. Poor camera placement, narrow field of view and
other camera properties can significantly impair the surgeon’s perception of the environment,
inviting increased cognitive workload and the possibility of disorientation. Therefore, to
reduce the workload and improve view field of surgeon, an automatic camera control system
is desired.
However, it is quite clear that to develop any automatic control system, for camera control
or other robotic surgery tasks, a more detailed comprehension of the surgical procedures is
needed [2]. The feasibility of the current robotic surgery systems to record quantitative motion and video data enables the opportunity of creating descriptive mathematical models to
recognize, classify and analyze surgical tasks. Recent advances in machine learning research
for uncovering concealed patterns in huge data sets, like kinematic and video data, offer a
possibility to better understand surgical procedures from a system point of view. Surgical
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tasks and at a more granular level, surgical gestures, referred to as surgemes [16], need to be
quantified to make them amenable for further study in an automatic camera control system.
In recent years, recognizing and understanding a surgical procedure at different levels
of granularity has been a focus of research [17, 18]. However, the existing methods suffer
from needing a huge amount of preprocessing, parameter tuning and complexity, which make
them impractical for online recognition of surgical activities in a real procedure. For any
autonomous control system, we need a robust, accurate and fast method with minimum
preprocessing steps to recognize surgical tasks and gestures intelligently. In this chapter, we
describe the work we have done to address these challenges by developing a task and gesture
recognition framework that works directly on raw data captured during robotic surgery. Our
framework is based on similarity measure between temporal patterns of robot arms’ tool tips
trajectory data. In this work, we focus on three important RMIS tasks: knot tying, needle
passing and suturing. These are all part of a fundamentals of laparoscopic surgery (FLS)
skills training program [19]. The results shows the feasibility of robust real-time surgical
task recognition with minimum data preprocessing that will support future research in the
area of robotic camera positioning.

2.2

Background and Related Work

Surgical task and gesture recognition has been a subject of research for decades [16]. At
the higher level of surgical process modeling, statistical models have been proposed using
recorded force and motion data [20], surgical tool usage [21] and video data [22] to classify
surgery phases. Most existing work has addressed the recognition of activities using different
techniques such as neural networks and Hidden Markov Models (HMM) [23, 24]. At the lower
level, effort has been applied to detect surgical gestures using HMM [25–28] or extension of
HMM such as Gaussian HMM with Linear Discriminant Analysis (LDA) [29, 30], Gaussian
mixture model (GMM) [31] and sparse HMM [32] to identify and classify surgical gesture
based on kinematic data. Robotic-assisted surgical devices are generally equipped with
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cameras that record the entire procedure. Therefore, surgical video analysis for both higher
[21, 33] and lower [34, 35] grain size of analysis have been used. Recently, [36] used both
kinematic and video data to classify surgemes in robotic surgery. Despite the fact that these
methods have the ability to find the underlying structure of RMIS tasks, they suffer from
common drawbacks. They are time consuming, require significant human interaction and
preprocessing, and they lack robustness due to the requirements of parameter estimation and
tuning for high dimensional data [32], all of which make them inapplicable for automatic
control in robotic surgery. [2] and [10] give more details about works that have been done
for robotic-assisted surgical task and gesture recognition.
To get one step closer to an autonomous RMIS system, we need to develop quantitative
techniques that can be used as a framework to differentiate important tasks and motions
during surgical procedures. One of the important applications of such a task recognition
framework is in automatic camera control system. Although there have been several attempts
to develop a system to move the camera automatically using image processing approach [37–
40], they fail to address the important fact that different surgical tasks and motions may
require different camera behaviors [14]. Systems that simply follow the tools are not sufficient
[41, 42]. In the current FDA-approved system, da Vinci surgical platform (Intuitive Surgical,
Sunnyvale, CA, USA) [9], many interface parameters are adjusted once and remain at the
same level throughout the operation. Some others such as motion scaling and zooming level
of camera are adjusted manually. Here the surgeon needs to pause the procedure to move
the camera or change the zoom level which cause many interruptions. Thus, any automated
camera control system should be adapted based on the task that is currently being performed.
This shows the necessity of developing robust and accurate task recognition models.

2.3

Surgical Task and Gesture Classification Methods

In this study, we proposed a task and gesture recognition framework based on temporal
kinematic signals, captured during operations. Before introducing our framework, we briefly
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explain Hidden Markov model (HMM) which has been used widely in the area of gesture
recognition.

Figure 2.1: Illustration of Hidden Markov Model.
2.3.1

Hidden Markov Model (HMM)

HMM is a statistical Markov model which assumes that the systme under study, has a
Markov process with unobserved (hidden) states [45]. Hidden Markov models have found
application in many areas, especially in temporal pattern recognition such as speech, handwriting, gesture recognition [46]. A first-order HMM is a tuple M = {S, A, p, q} where, S is
the set of states in the process, A is the set of actions that can be observed, p is the transition
probability function, where p(st |st−1 ) signifies the probability of transition from state st−1
to state st , and q is the action observation probability function, where p(at |st ) denotes the
probability of observing action a at time t given state st (see Figure 2.1). To estimate the
current state of a process, we calculate the probability of being at some state st after observing a sequence of actions {a1 , ..., at }, which we can write as p(st ) = p(st |a1 , ..., at ). This
estimation is performed iteratively, using the well-known Viterbi algorithm [47]. Doing this
for every possible state gives us a probability distribution over the entire state space. The
BaumWelch algorithm have been developed to find the maximum likelihood estimate of the
parameters of a hidden Markov model given a set of observed feature vectors using the well
known expectation maximization (EM) algorithm [47]. The HMM method has been applied
to surgical gesture recognition [25] and some other extensions of it such as Gaussian mixture
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model (GMM) [31] and sparse HMM [32] to identify and classify surgical gesture based on
kinematic data. However, the main drawbacks of these methods are being time consuming,
requiring significant human interaction and preprocessing, and lacking robustness due to the
requirements of parameter estimation and tuning for high dimensional data [32].
2.3.2

DTW-kNN Classification

To address the challenges that explained in previous sections, we develop a task and gesture recognition framework based on temporal kinematic signals, captured during operations.
It classifies robotic-assistant surgical tasks and recognize surgical gestures by integrating temporal sequence similarity measure techniques such as Dynamic Time Warping (DTW) [43]
with well-known k-nearest neighbor (kNN) classification method [44]. The DTW-kNN has
not been applied for this problem and yields good results. The proposed framework is fast,
accurate and robust, all of which makes it applicable for any adaptive control system, such
as for the camera, in robotic surgery.
Our proposed framework consists of two key components. The first component measures
the similarity between different surgical tasks and gestures. We analyze motion data from a
robotic surgery device to extract multivariate time series datasets. In this study, we employ
Dynamic Time Warping to measure the similarity between multidimensional temporal trajectory data. The second component is the classification algorithm, which is based on the
k-nearest neighbor approach. The combination of these two steps results in a robust classification framework for RMIS data (Figure 2.2). In the following sections, each component
will be discussed in detail.
Dynamic Time Warping (DTW) Similarity Measure

The choice of method for measuring (dis)similarity is a critical step in achieving valid
classification results. In order to have a meaningful comparison, each time series needs
to normalized to have a mean of zero and a standard deviation of one before measuring
the distance [48]. Shaped-based similarity measure techniques are one of the well-developed
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Figure 2.2: Proposed framework consists of two steps: similarity measurement between
temporal sequence data and classification using k-nearest neighbor method.
methods in this area where determine the similarity of the overall shape of two time series by
directly comparing their individual point values [49]. It is in contrast with feature-based and
structure-based methods where first features need to be extracted in order to find higher-level
structures of the series.
One of the simplest ways to estimate the distance between two sequences is the Euclidean
distance. However, despite the simplicity and efficiency of Euclidean distance, which makes
it the most popular distance measure, it has a major drawback. It requires both input
sequences to be of the same length, and it is sensitive to distortions, e.g. shifting, noise, and
outliers. If, for instance, two time series are indistinguishable, however slightly out of phase
with one another, then the Euclidean distance measure will give an extremely poor similarity
measure. In order to handle this problem, warping distances such as Dynamic Time Warping
(DTW) have been proposed to search for the best alignment between two time series [43].
Figure 2.3 shows an intuitive representation of DTW versus Euclidean distance.
Given two m-dimensional time series A = (a1 , a2 , ..., am ) and B = (b1 , b2 , ..., bm ) where
A and B have p × m and q × m dimension, respectively and p 6= q. These two sequences
can be arranged as p × q matrix like the sides of a grid (Figure 2.4) in which the distance
between every possible combination of time instances ai and bj is stored. To find the best
match between two sequences, a path through the grid that minimizes the overall distance
between them is needed. Both sequences start on the bottom left of the grid. To estimate
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Figure 2.3: Comparison between Euclidean and DTW distance measure of two time series
data for knot tying task.
the distance between two time series any Ln norm can be used as

DLn (ai , bj ) =

X
m

n
a(i, l) − b(j, l)

1/n
(2.1)

l=1

where for multidimensional DTW, we use the well-known Euclidean distance measure by
giving n=2 in Eq. (2.1) to find a distance between two m-dimensional sequences.

Figure 2.4: Illustrative example for temporal sequence alignment using DTW.
The power of the DTW algorithm is that rather than exploring every conceivable path,
the grid keeps track of the cost of the best path. Thus, DTW distance can be formulated as
a dynamic programming problem. Using a dynamic programming approach, the warp path
must either be incremented by one unit or stay at the same i-axis or j-axis (Figure 2.5).
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Therefore, one can formulate it as recurrence of cumulative distance, defined as
DT W (i, j) = d(ai , bj ) + min {DT W (i, j − 1), DT W (i − 1, j), DT W (i − 1, j − 1)}

(2.2)

where d(ai , bj ) can be calculated using Eq. (2.1).

Figure 2.5: Time series alignment using warping matrix with the minimum distance warp
path of two trial for knot tying task.

k-Nearest Neighbor Classification

The k-Nearest Neighbors algorithm (kNN) is a supervised distance-based classification
method. It has a simple principle behind it, which is to predict the label for the new point
based on the closest distance to a predefined number (k) of training samples. Despite its
simplicity, k-Nearest Neighbors has been very successful in classification problems [50]. kNN
classifier is an instance-based learning where instead of constructing a general model, it
simply stores instances of training data. During the classification phase, the majority vote
of the k-nearest neighbor for each point is computed. Thus, the label for the query point
is assigned based on the most representatives within the nearest neighbors of the points.
Figure 2.6 illustrates the kNN algorithm for k=5.
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Figure 2.6: Illustrative example for 5-NN classification.

2.4

Experimental Result

In this section, we will describe the details of implementation and performance evaluation
for the proposed method. As mentioned in Section 1.3, we apply our method on data
presented in [1] which are comprised of data for different surgical tasks including suturing,
needle passing and knot tying. Then, the performance results of the proposed classification
framework will be presented.
2.4.1

Performance Evaluation

In order to compare the accuracy of the proposed task and gesture recognition framework,
we used two cross-validation schemes to account for the structure of the dataset as suggested
in [1]:
Leave One Supertrial Out (LOSO): Supertrial i is defined as the set consisting of the

ith trial from all subjects for a given surgical task. In the LOSO setup cross-validation,
five folds with each fold comprising of data from one of the five supertrials is created.
The LOSO setup can be used to evaluate the robustness of a method for repeating
task by leaving out the ith trial for all subjects.
Leave One User Out (LOUO): In this cross validation setup, eight folds, each one

consisting of data from one of the eight subjects is created. The LOUO setup can be
used to evaluate the robustness of a method when a subject is not previously seen in
the training data.
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The surgical activity annotation is also provided manually by [1]. In this regards, a
surgeme can be characterized as a unit of purposeful surgical action which has a distinguishable and meaningful outcome. Table 2.1 lists the surgical gestures and their description for
all the three tasks.
Table 2.1: Description of gestures in three surgical tasks: suturing, needle passing and knot
tying
Index Gesture Description

Suturing

Needle Passing

Knot Tying

G1

Reaching for needle with right hand

X

X

X

G2

Positioning needle

X

X

G3

Pushing needle through tissue

X

X

G4

Transferring needle from left to right

X

X

G5

Moving to center with needle in grip

X

X

G6

Pulling suture with left hand

X

X

G8

Orienting needle

X

X

G11

Dropping suture at end and moving to end points

X

X

X

G12

Reaching for needle with left hand

X

G13

Making C loop around right hand

X

G14

Reaching for suture with right hand

X

G15

Pulling suture with both hands

X

The performance of the different task recognition methods was determined by classification accuracy, which expressed in terms of percentage of subjects in the test set that are
classified correctly.
2.4.2

Surgical Task Classification

For the three RMIS tasks, suturing, needle passing and knot tying, the DTW similarity
measures the pairwise distance between the three Cartesian position of tool tips of patient
side arm of robot for both right and left hands. Then, kNN classification method was applied
to recognize different tasks. We test different value for k and our preliminary results shows
that the accuracy of proposed model is robust to the values of k in the range between 3
to 7 while the best result achieved for k=5. Table 2.2 shows the overall task recognition
accuracy of the three different scenarios of using only right hand, left hand or both on
(x, y, z) Cartesian data. The result shows that the proposed DTW-kNN method achieved a
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top accuracy of 95.5% and 88% for LOSO and LOUO respectively, when we use both hands
Cartesian data.
Table 2.2: Comparison between accuracy of proposed framework for right, left and both
hands movement path using LOSO and LOUO validation schema (and their standard deviation).

Right Hand
Left Hand
Both Hands
LOSO 92.33% ± 0.08% 91.58%±0.09 95.50%±0.01%
LOUO 86.35%±0.56% 84.21%±0.57 88.73%±0.41%

The performance details of the DTW-kNN framework for each task compared with HMM
are presented in Table 2.3. The results show that the proposed framework outperformed
state-of-the-art HMM method. It also shows that for LOSO, 100% of suturing, 97% of knot
tying and 89% of needle passing are correctly classified. For LOUO validation schema, the
correctly classified suturing is 84.6%, needle passing is 85.7% and knot tying is 95.8%.
Table 2.3: Comparison between accuracy for each task using HMM and proposed DTW-kNN
for LOSO and LOUO validation schema.

Suturing
Needle passing
Knot tying

2.4.3

LOSO
HMM DTW-kNN
96.4%
100.0%
83.5%
89.3%
97.3%
97.2%

LOUO
HMM DTW-kNN
80.7%
84.6%
80.8%
85.7%
90.9%
95.8%

Real-time Task Recognition

To check whether the proposed method has the potential to be used for real-time task
recognition, we ran an experiment where the complete temporal sequence of the task was
not used. Instead, we applied our model on the first x% of the total time series signals for
each task and evaluated the performance of the method. Figure 2.7 shows the result for the
two different validation methods. In LOSO, having only 1% of complete temporal sequence,
the model was able to recognize knot tying by 86% accuracy. In addition, we need 9 seconds
for needle passing and 6 seconds for suturing to be able to recognize these two tasks with
around 88% accuracy in LOSO.
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Figure 2.7: Accuracy of task recognition based on different percentage of total temporal
sequence of task for LOSO and LOUO validation schema.
2.4.4

Surgical Gesture Recognition

We also applied the DTW-kNN method at smaller granular level to recognize surgical
gestures in each task separately. Since gestures are more difficult to recognize compared to
tasks, for this experiment, we used all 38 features of the patient-side robot manipulators
which enable us to include more information in the model. In Table 2.4 we compared the
results of DTW-kNN with Sparse Hidden Markov Model (SHMM) and Linear Dynamic
System (LDS) as presented in [36].
Table 2.4: Comparison between accuracy of surgical gesture classification results of SHMM,
LDS and proposed DTW-kNN for each task using LOSO and LOUO validation schemas.

Suturing
Needle passing
Knot tying

SHMM
79.4%
76.4%
86.8%

LOSO
LDS DTW-kNN
87.3%
86.9%
78.8%
79.9%
85.1%
89.3%

SHMM
60.8%
45.3%
72.0%

LOUO
LDS DTW-kNN
74.6%
82.0%
67.3%
70.1%
78.9%
80.1%

From Table 2.4 our proposed method can recognize the gestures in suturing with 86.9%,
in needle passing with 79.9% and in knot tying with 89.3% accuracy for LOSO. On the
other hand, for LOUO the accuracy decreased to 82%, 70.1% and 80.1% for suturing, needle
passing and knot tying respectively. However, the results show that DTW-kNN method
outperformed other state-of-the-art models. Table 2.5 summarizes the detail performance
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of DTW-kNN framework for each gesture separately. For instance, results show that in
suturing 86% of gesture G3, pushing needle through tissue, and in needle passing 90% of the
same gesture are classified correctly.
Table 2.5: Classification accuracy of each surgical gesture by applying DTW-kNN based on
two validation schema, LOSO and LOUO.

G1
G2
G3
G4
G5
G6
G8
G11
G12
G13
G14
G15

2.5

Suturing
95%
90%
86%
84%
79%
91%
46%
92%
-

LOSO
Needle Passing
87%
79%
90%
75%
71%
78%
38%
79%
-

Knot Tying
85%
95%
79%
89%
91%
88%

Suturing
94%
89%
86%
79%
75%
88%
33%
90%
-

LOUO
Needle Passing
86%
77%
89%
73%
68%
76%
18%
76%
-

Knot Tying
78%
91%
62%
83%
84%
85%

Discussion

From the results presented in section 2.4, we observe that classification accuracy decrease
when we switch from LOSO validation schema to LOUO. It should be mentioned that the
LOUO result provides an insight into the ability of the algorithms to generalize and recognize
task performed by surgeon that were unseen during the training phase. For example, from
Table 2.3 switching from the LOSO to LOUO, the performance of suturing decreases around
15%, needle passing drops 4% and knot tying drops 1%. Such a difference among tasks
suggests that needle passing and suturing are possibly performed in a less similar way between
surgeons. We can conclude that different surgeons have their own style to perform suturing
and needle passing, while knot tying is performed more consistently.
One important thing to remark upon is the potential of the proposed model to be used
for real-time task recognition. For example in knot tying, having only 1% of complete

20
temporal sequence, the model was able to recognize the task by 86% accuracy. In our
dataset, the average time for knot tying, needle passing and suturing are 57, 110 and 120
seconds respectively which means that knot tying can be recognized in less than a second.
However, for needle passing and suturing, which are more complex and time consuming
tasks, we need slightly more information. From Figure 2.7, although for LOUO validation
schema, we need more data to have an accurate task recognition but, this issue can be resolve
by increasing user variability in the dataset. Therefore, results imply that to identify the
task accurately we do not need to have the complete temporal sequence of trajectory path.
It suggests the potential of incorporating the proposed method in real-time camera control.
For example, when the surgeon starts suturing, which on average may take 120 seconds, the
algorithm can recognize it in first 10 seconds with 90% accuracy. Then, the camera can
automatically switch to the predefined mode for suturing which was defined based on the
best schema for different tasks such as position of the camera, movement and zooming level
[14].
We also implement our proposed method for a more granular level where the model
classifies gestures in each surgical tasks. From Table 2.5, it can be observed that some
gestures such as G3 (pushing needle through tissue), G4 (transferring needle from left to
right) or G6 (pulling suture with left hand) can be recognized with high accuracy while G8
(orienting needle) has the lowest accuracy. The reason is that in general, G8 is not part of
suturing or needle passing task. For example, when surgeon is not able to finish a gesture
such as pushing needle in to the tissue, (s)he may perform to orient needle and does the
gesture again. Therefore, it is difficult for the model to recognize it correctly because it is
observed in only few numbers of trials in the data.
It is worth noting that the proposed DTW-kNN framework is fast because it builds
a classifier directly using raw kinematic trajectory data with minimal preprocessing. The
time required for calculating the DTW distance in offline mode is a few minutes and the
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classification phase during actual surgery takes only few milliseconds. This stands in bold
contrast with the current state-of-the-art surgical task and gesture recognition algorithms,
which need a few hours for processing video and kinematic data to build a model as accurate
as our proposed framework.

2.6

Conclusion

In this chapter, we proposed a task and gesture recognition framework, namely DTWkNN, based on a dynamic time warping similarity measure of motion trajectory data and
k-nearest neighbor classification method. We showed that the combination of these two algorithms turns out to be robust, accurate and fast. These characteristics are a key advantage
of our proposed approach compared to the state-of-the-art methods in the area of surgical
gesture recognition. One of the potential applications of such a framework is for autonomous
control. For example, to have an automatic camera control we need to know what the surgeon is doing in order to predict the next movement and adjust the camera mode based on
that. This cannot be achieved unless we have a good understanding of surgical procedures at
a different level of granularity. Therefore, the task recognition framework presented in this
study can lay the groundwork towards development of autonomous robot behaviors during
RMIS. Though motivated by application in autonomous RMIS control system, the proposed
algorithm is also applicable to various other domains such as robotic surgical skill assessment
and training where real-time feedback to surgeons about their performance always has a high
importance.
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CHAPTER 3: SURGICAL GESTURE SEGMENTATION
3.1

Introduction

Research on human gesture recognition has attracted a great deal of attention in the
past decades [52, 53]. Different techniques has been proposed to identify human gestures
using both motion kinematic and video data [54–56]. Gesture recognition finds applications
in varied domains including human computer interaction, autonomous vehicles and medical
systems [57, 58]. In medical systems, surgical gesture recognition is very important. Recently,
with the current trend toward robot assistants and the execution of autonomous tasks in
minimally invasive surgery, robotic surgery gesture recognition has been of growing interest
for the past few years [16].
In the preceding chapter, we used kinematic data to classify surgical gestures based on
manually annotated data and build an automatic gesture classification framework. However,
the proposed method relies on predefined gestures which are given by expert surgeons. Thus,
the question that arises is, what if the start and end frames of gestures are not given. In
other words, “could we segment the temporal sequence of gestures when no predefined labels
are provided?” This is a valid question since providing such a faultless input is often unrealistic. Human annotations can be time-consuming and prone to error by missing segments
or applying segmentation criteria inconsistently across a dataset [59]. On the other hand,
surgery is a multi-step procedure which consists of complex continuous activities. Surgical
tasks may contain superfluous, repeated actions and temporal variation. Hence, deployment
of gesture recognition methods in real-world application is a very challenging problem to
tackle.
Advances in machine learning and computer vision in one hand and surgical device technology improvement on the other hand can be exploited to address this challenge [10]. Despite the success that have been made in this area [60, 61], there are still opportunities for
further enhancements. Such a model should have the capability of capturing all the charac-
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teristics of robotic surgery and automatically segment the continuous sequence of gestures.
In this chapter, we go one step further where the input data is an unlabeled temporal sequence of surgical tasks. Therefore, the gesture recognition problem will change to temporal
segmentation of a surgical task where we want to determine when each gesture starts and
when it ends. Within the context of the proposed framework, this study makes additional
contributions by developing temporal soft boundary gesture recognition framework which
segment surgical activities in an unsupervised manner.

3.2

Background and Related Work

Most of the previous work in the area of surgical gestures recognition is based on supervised methods either using labeled gestures [25, 28, 36] or pre-characterized vocabulary of
primitives [30, 60–62], which in both cases requires an expert surgeon to manually label surgical data. These methods have two main drawbacks. First, they are very time-consuming
and subjective, which may cause non-robust results. Second, surgery is a complex procedures
with a lot of variation between surgeons doing same task. Therefore, creating a comprehensive dictionary that covers all the surgical actions is not practical. Not to mention that for
these methods, human judgement is still involved, with its inherent subjectivity [63].
To address the drawbacks of previous works, a number of research groups have attempted
to propose unsupervised segmentation techniques where the criteria is learned directly from
data [64, 65]. In [66], authors proposed unsupervised trajectory segmentation method which
is based on kinematic features such as curvature or torsion of surgical movement path. More
recently, trajectory clustering algorithms have been also developed to segment surgical task
in an unsupervised fashion. [63] proposed Transition State Clustering (TSC), which segments
a set of surgical trajectories by detecting and clustering transitions between linear dynamic
regimes. They extended their work by applying deep learning method on video data and
proved that combining kinematic and video data, improved the segmentation accuracy [67].
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There are few shortcomings in this existing work. First, in order to leverage video data in
the model, significant pre-processing is needed. Therefore, most state-of-the-art methods are
inapplicable for real-time gesture segmentation of robotic surgery. Second, these methods are
very sensitive to the amount of training data and need many parameters to be specified and
tuned during the training process [32]. Finally, and perhaps the most importantly, previous
works do not model one of the important aspects of human activities, i.e., continuity. Human
activities exhibit some inherently continuous properties with a gradual transitions that need
to be considered during model building [68, 69].

3.3

Unsupervised Gesture Segmentation and Recognition Method

In this section, we introduce our proposed Soft boundary Unsupervised Gesture Segmentation and Recognition method, namely Soft-UGSR, a novel soft boundary framework to
segment and recognize surgical gestures automatically. Figure 3.1 summarizes the propose
framework. It has the ability to segment and recognize robotic surgery trajectory path in an
unsupervised manner. Soft-UGSR approach is based on bottom-up segmentation technique
where it starts from the finest possible segments of data and merged until some criterion
is met. In order to find hidden structure of surgical gestures, local probabilistic principal
component analysis (PPCA) models used to measure the homogeneity of the segments. We
extent fuzzy temporal clustering approach [70] by introducing new compatibility criteria to
capture repeated and superfluous action in robotic surgery. To avoid unnecessary preprocessing and assumption, our work focuses on segmentation of kinematic trajectory data of
robotic surgery. Within context of the proposed framework, this study makes several contributions. First, we apply new compatibility criteria during cluster merging process to capture
superfluous motion, which is inseparable part of surgical task, by measuring dynamic time
warping (DTW) distance between two consecutive segments. Second, soft boundary clustering approach models the gradual transition between surgical activities. Third, contrary to
previous works, Soft-UGSR uses only kinematic data. This reduces the computation time
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Figure 3.1: Illustration of Soft-UGSR algorithm. Raw kinematic data capture from robotic
surgery devices. The proposed method first used bottom up approach to segment data in
to some initial cluster. Then Soft boundary approach is applied to find the final segments.
This step does recursively until some criteria is met.
of algorithm significantly and make the proposed method applicable for real-time segmentation of surgical tasks. Lastly, we introduce new evaluation metrics which give more insight
about performance of segmentation methods. The proposed method could offer an advanced
quantitative evaluation of surgical gestures which can be applied to accurately detect and
understand surgical gestures without any human intervention. To our knowledge, this problem has not been addressed in literature as comprehensive as the one we presented in this
study.
3.3.1

Problem Formulation

We begin by defining the problem and notations for temporal sequence segmentation
method. Table 3.1 describes the notations used in this paper. Let us define T as a N × p
matrix of temporal data, where N refers to length of sequence and p trajectory features. T
consists of n non-overlapping and consecutive segments, ST . Each Si has a starting point si
and ending points ei where

ST = {Si (si , ei ), 1 ≤ i ≤ n}

(3.1)

We want to divide a given T into a desired n segments or in other words, find (si , ei ) for
each Si . This temporal sequence segmentation introduces a new clustering problem where
the points in each cluster must have similar features and also come from successive time
points. This problem can be transformed into an optimization problem where the cost
function C(Si ), which defines as a distance between data points in ith segment, should be
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Table 3.1: Notations used in this chapter
Name
N
p
q
T
xj
vi
n
Si (si , ei )
C(ST )
βi (tj )
Ai (tj )
Λi
Ui
Fi
zj
ηi
µij

Description
length of data (number of frame in a task)
number of trajectory features
number of selected principle components
N × p matrix of data
1 × p matrix of j th data
1 × p matrix of center of ith segment
number of segment in a data
ith segment start at si and end at ei
segmentation cost function
membership score of j th data point to the ith segment
Gaussian membership of j th data point to the ith segment
matrix of eigenvalues for segment i
matrix of eigenvectors for segment i
covariance matrix of segment i
spatio-temporal representation of j th data equal to [tj , xj ]
center of ith segment
degree of membership for j th to belong to ith segment

minimized.
C (ST ) =

n
X

C (Si )

(3.2)

i=1

The intuitive approach to solve Eq. (3.2) is recursive dynamic programming, but it is
computationally expensive, especially for high-dimensional data. Thus, this optimization
problem should be solved heuristically. Three methods of sliding window, top-down and
bottom-up are widely used in time series segmentation [71]. In this work, we applied bottomup greedy approach which has been shown to be an efficient and accurate technique. It starts
from the finest possible segments of data and merges them until some criterion is met. We
will explain this method in more detail in section 3.3.4.
The similarity criterion can be defined in many ways. One way is based on distance
between two or more data points belonging to the same cluster. Hence, the cost function in
Eq. (3.2) can be written as
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C (ST ) =

n X
X

βi (tj )dis(xj , vi )

(3.3)

i=1 j∈Si

where dis(xj , vi ) defines as distance between j th data point xj and center of ith segment vi
and βi (tj ) = 0, 1 stands for the hard boundary of the j th data point in the ith segment. βi (tj )
is 1 if si−1 < j ≤ si and 0 otherwise. Different methods can be used to define the distance
function in Eq. (3.3). In this study, we use PCA-based method. The idea of using PCA
method is rooted in its ability to reveal the internal structure of the data in a way that best
explains the variance of the data.
3.3.2

Probabilistic PCA Distance Measure

Principal component analysis (PCA) is central in the study of multivariate data [72].
It uses an orthogonal transformation to project high dimensional correlated variables into
a linearly uncorrelated variables called principal components. This mapping uses only the
first few q nonzero eigenvalues λi s and the corresponding eigenvectors Ui of ith cluster’s
covariance matrix as Fi = Ui Λi UTi . Thus, the q-dimensional reduced representation of j th
1/2

data point xj in ith cluster is yi,j = WiT (xj ), where Wi = Ui,q Λi,q is the weight matrix
contains the first q principal orthogonal axes.
One important limitation of PCA is that it is a non-parametric method which cannot
provide us with the probability of each data point xj belong to ith cluster. Also for PCA, the
covariance matrix needs to be calculated during each iteration. This is very computationally
intensive, especially for large scale data. To address these limitations, we applied probabilistic PCA (PPCA) [73]. The log-likelihood of observing the data under PPCA model is
defined as
L=

N
X
j=1

ln (p(xj |ηi )) = −

N
n ln(2π) + ln(det(Ai )) + tr(Ai −1 Fi )
2

(3.4)

where Ai is
2
Ai = σi,x
I + Ui λi Ui T

(3.5)
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Figure 3.2: Illustrative example for screeplot of randomly generated data.
which is the modified covariance matrix of the ith cluster. The expectation maximization
(EM) algorithm is used to solve this problem.
The significant challenge in using PCA is choosing the number of components. In order
to address this challenge, one can retain components that cumulatively explain a certain
percentage of variation. This can be done by analyzing the eigenvalues of the covariance matrices of the initial segments which can be shown in a scree plot (see Figure 3.2). A scree plot
displays the eigenvalues associated with components in descending order versus the number
of the components. Therefore, the ordered eigenvalues according to their contribution to
the variance of data can be used to choose the right number of principal components in the
PPCA algorithm.
3.3.3

Soft Boundary Clustering Algorithm

The cost function in Eq. (3.3) is based on a crisp boundary where data is divided into
distinct clusters and each data point can only belong to exactly one of them [74]. However,
in many applications, this is not practical where data points can belong to more than one
cluster, i. e. each point can be associated to each cluster through a set of membership levels
[75]. For example in gesture and motion segmentation, the changes of variables are usually
vague and are not focused on any particular motion. In other words, the interval between
two consecutive gestures, namely transition motion, can be defined through soft boundaries
between segments. In this study, following [70], each data point has a membership level for
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belonging to a segment. Hence, βi (tj ) in Eq. (3.3) is the membership score of j th data point
in the ith segment. Using Gaussian functions, βi (tj ) can be defined as
Ai (tj )
βi (tj ) = Pn
k=1 Ak (tj )

(3.6)

where
(tj − vi,t )2
Ai (tj ) = exp −
2
2σi,t



(3.7)

The algorithm, which is similar to the modified Gath-Geva (GG) clustering [76], assumes
that data can be effectively modeled as a mixture of multivariate Gaussian distributions
(including time as a variable), so it minimizes the sum of the weighted squared distances
between the spatio-temporal data as zj = [tj , xj ] and the ηi cluster center as

minimize
ηi :i=1,...,n

subject to

n X
N
X

(µij )m dis(zj , ηi )

i=1 j=1
n
X

µij = 1, ∀j

(3.8)

i=1

0 ≤ µij ≤ 1, ∀i, j
where µij represents the degree of membership of the observation zj = [tj , xj ] in the ith
cluster and m ∈ [1, ∞) is a weighting exponent that determines the fuzziness of the resulting
clusters and we choose m=2 as suggested by literature [70].
The GG clustering algorithm can be interpreted in a probabilistic framework, since the
dis(zj , ηi ) distance is inversely proportional to the probability that the zj data point belongs
to the ith cluster, p(zj |ηi ). The data are assumed to be normally distributed random variables
with expected value vi and covariance matrix Fi . Thus, the GG clustering algorithm is
equivalent to the identification of a mixture of Gaussians that model the p(zj |η) probability
density function expanded in a sum over the n clusters
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p(zj |η) =

n
X

p(zj |ηi )p(ηi )

(3.9)

i=1

Different distance norms can be utilized, such as the one that proposed in section 3.3.2.
Therefore, with the independency assumption between the time variable and the xj variables,
the distance measure for the ith cluster is based on
dis(zj , ηi ) =

1
p(zj |ηi )

(3.10)

where

1
1 (tj − vi )2 
1
αi
T
−1
p(zj |ηi ) = p
exp
−
exp
−
(x
−
v
)
A
(x
−
v
)
×
p
r
j
i
i
j
i
2
σit2
2
2πσit2
(2π) 2 det(Ai )
(3.11)
which consists of two terms. The first one is the distance between the j th data point and
the center of the ith segment in time where the center and the standard deviation of the
Gaussian function are
PN
vi =

m
j=1 (µij ) tj
,
PN
m
(µ
)
ij
j=1

PN
σi2

=

m
j=1 (µij ) (tj −
PN
m
j=1 (µij )

vj )2

(3.12)

The second term represents the distance between the cluster and the data in the feature
space where αi represents the a priori probability of the cluster i and vi as
N
1 X
µij ,
αi =
N j=1

PN

m
j=1 (µij ) xj

vi = PN

m
j=1 (µij )

(3.13)

which means the coordinate of the ith cluster center in the feature space and r is the rank
of Ai distance norm corresponding to the ith cluster and can be calculated from Eq. (3.5)
in section 3.3.2.
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Algorithm 1 PPCA-based Soft Boundary Clustering
Require: T, , initial membership matrix M
Output: Membership matrix M
Repeat l = 1, 2, ...
1: Calculate the center of each cluster ηi by Eqs. (3.12),(3.13)
2: Calculate Ai by Eq. (3.5)
3: Compute the dis(zj , ηi ) using Eq. (3.11)
4: Update the membership matrix M as
µlij = Pn (dis(zj , ηi )/1dis(zj , ηk ))2/m − 1 , i ∈ [1, n], j ∈ [1, N ]
k=1

until ||Ml − Ml−1 || < 

3.3.4

Unsupervised Segmentation

As mentioned in introduction, we aim to build an unsupervised segmentation model
which needs no labeled data as an input to the model. Thus, the usefulness of the proposed
clustering algorithm is when the parameters of model can be determined in an unsupervised
manner. One of the challenging parameters to be determined is the number of segments. For
this purpose, we applied bottom-up technique that has been extensively used in literature
for unsupervised segmentation.
The bottom-up algorithm begins by creating the finest possible approximation of the
time series, so that N/2 segments are used to approximate the N -length temporal sequence.
Next, the cost of merging each pair of adjacent segments is calculated, and the algorithm
begins to iteratively merge the lowest cost pair until a stopping criteria is met. When the
pair of adjacent segments i and i + 1 are merged, the cost of merging the new segment with
its right neighbor must be calculated. In addition, the cost of merging the i − 1 segments
with its new larger neighbor must be recalculated. By applying the bottom-up approach the
algorithm selects the number of segments automatically. For this purpose, compaction rules
and cluster merging algorithm need to be defined.
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Cluster Compaction Rules

The compatibility of two clusters can be measured through the similarity between their
PCA results [77]. Consider two segments of data, Sa and Sb . Let the PCA models for
each of them consist of q principle components. The similarity between these subspaces is
defined based on the sum of the squares of the cosines of the angles between each principal
component
q

q

1
1 XX 2
cos θ(i, j) = tr(Ui,q T Uj,q Uj,q T Ui,q T )
SP CA (Sa , Sb ) =
q i=1 j=1
q

(3.14)

The Ui,q and Uj,q subspaces contain the q most important principal components that account
for most of the variance in their corresponding data. Thus, SP CA (a, b) can be considered as
a measure of similarity between the segment Sa and Sb .
It should be noted that the purpose of the segmentation is also to detect changes in the
mean of the variables. Therefore, the distance among the cluster centres need to be taken
into account as
dis(va , vb ) = ||va − vb ||

(3.15)

In the context of gesture and motion studies, repeating an action in order to achieve the
goal is commonplace. However, many movements are spurious and should not be considered as separate gestures in the segmentation phase. To find this heuristically, we set the
third criteria as a DTW distance between consecutive segments to be less than a predefined
threshold. DTW distance can be calculated using Eq. (2.2). We know that if the consecutive
segments are repeating actions, they occurred in the same location. Thus, DTW distance
can be a good indicator for this behaviour.
All the three compatibility rules can be formulated as follows
ra,b (1) = SP CA (Sa , Sb )
ra,b (2) = dis(va , vb )
ra,b (3) = DDT W (Sa , Sb )

(3.16)
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Figure 3.3: Membership functions for three cluster compaction rules.
In general, the three rules should be evaluated for each pair of cluster during merging
process. However, since surgical tasks are temporal sequence of motion, the criteria will be
only checked for the successor and predecessor segments. This reduces the computation time
significantly.
Decision Making Algorithm

The compatibility rules measure various aspects of the similarity of the clusters. Therefore, the overall cluster compatibility should be obtained through an aggregation procedure
such as the fuzzy decision making method [78]. The decision goals for each rule must be
defined using a fuzzy set. In this work, we consider the triangular membership function as
shown in Figure 3.3. The important parameters of the membership functions are the limits
of their support, characterized by the `(1), `(2) and `(3) knot points which are given by
averaging compatibilities according to
n
n−1 X
X
2
ra,b (1)
`(1) =
n(n − 1) i=1 j=n+1

(3.17)

n−1 X
n
X
2
`(2) =
ra,b (2)
n(n − 1) i=1 j=n+1

(3.18)

n−1 X
n
X
2
ra,b (3)
n(n − 1) i=1 j=n+1

(3.19)

`(3) =
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The µa,b (1), µa,b (2) and µa,b (3) membership is obtained by evaluating the membership
functions with the value ra,b (1), ra,b (2) and ra,b (3). The overall cluster compatibility is
determined by aggregating the three rules as
"
Oa,b =

2
2
2 #1/2
µa,b (1) + µa,b (2) + µa,b (3)
3

(3.20)

Given the O for a pair of cluster, the decision should be made based on comparing element
of this matrix with some predefined threshold τ .
Cluster Merging

In each iteration of the bottom-up approach, two adjacent clusters are merged. Thus, we
need to compute the new initial parameters of the cluster from the merged clusters directly.
This can be done in several ways [79]. The method developed in [71] is applied in this work.
The mean, vi∗ , of the resulting cluster is computed from the individual cluster means
vi∗ =

where Ni =

PN

j=1

µij , Ni+1 =

PN

j=1

Ni+1
Ni
vi +
vi+1
Ni∗
Ni∗

(3.21)

µi+1,j and Ni∗ = Ni + Ni+1 . The new covariance matrix

, Fi∗ , is calculated from the old covariance matrices Fi and Fi+1 as
Fi∗ =

Ni − 1
Ni+1 − 1
Ni Ni+1
Fi+1 +
[(vi − vi+1 )(vi − vi+1 )T ]
Fi +
Ni∗−1
Ni∗ − 1
Ni∗ (Ni∗ − 1)

(3.22)

Based on the obtained results the p(xi |ηi∗ ) probabilities can be easily computed. Algorithm
2 shows the unsupervised bottom-up segmentation.

3.4

Performance Evaluation Metrics

One of the most important parts of any model development is validation. In the context
of temporal sequence segmentation, designing a good metric to measure segmentation quality
is a challenging problem. While the criteria of a good segmentation are often application-
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Algorithm 2 Soft-UGSR Segmentation
Require: temporal data T, N , τ
Output: Segmented sequence of gestures
Step 1: Create initial segments
1: for i = 1 : 2 : N
2: Si = T[i : i + 1]
3: end
4: while O > τ do
Step 2: Find fuzzy membership matrix M
5: Apply Algorithm 1
Step 3: Find cost of merging each pair of segments
6: for i = 1 : length(S) − 1
7: Calculate Oi,i+1 by Eq. (3.20)
8: end
Step 4: Merge compatible segments
9: index = max(Oi,i+1 )
10: S(index) = merge(S(index), S(index + 1))
11: delete(S(index + 1))
12: update cluster center by Eqs.(3.21), (3.22)
dependent and hard to explicitly define, for many applications the difference between a
favorable and inferior segmentation is noticeable. In general, we can divide evaluation methods in to two categories: supervised metrics and unsupervised metrics.
3.4.1

Supervised Metrics

For supervised performance evaluation, we evaluate our proposed segmentation algorithm
by comparing the segmented sequence against a manually-segmented reference. In the context of robotic-assisted surgery, the ground-truth is provided by expert surgeons. Thus, the
supervised evaluation metrics can be defined as follows (see Figure 3.4),
• Recall: the fraction of correctly estimated points over total segment points in groundtruth.
Recall =

TP
Si ∩ Sref
=
TP + FN
Sref

In the context of segmentation performance evaluation, recall also refers to Segmatch .
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Figure 3.4: Illustrative example to explain supervised evaluation metrics. In this figure T P
refers to true positive, F N false negative and F P false positive.
• Precision: the fraction of correctly estimated segment points over total segment points
by segmentation method.
P recision =

TP
Si ∩ Sref
=
TP + FP
Si

• F-score: the harmonic mean of precision and recall as
F − score =

2 × P recision × Recall
P recision + Recall

• Seg-score: the size of the similarity between segmentation result and ground truth
divided by the union of both as
Seg − score =

TP
Si ∩ Sref
=
TP + FN + FP
Si ∪ Sref

It should also be mentioned that for the soft boundary segmentation method (SoftUGSR) we can applied the above supervised metric by adapting area under the membership
function in the formulas. The importance of supervised evaluation metrics is that the direct
comparison between a segmented sequence and a reference is possible, which is believed to
provide a finer resolution of evaluation.
3.4.2

Unsupervised Metrics

Supervised methods give the ability to have a direct comparison between a segmented
time sequence and a reference but they require a ground truth. A manually-created reference for time sequence in many applications such as robotic-assisted surgery is intrinsically
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subjective, tedious and time-consuming. Therefore, we need to evaluate the performance of
the segmentation method when there is no reference time sequence. For this purpose, we
applied unsupervised evaluation metrics that do not require a reference, but instead, evaluate a segmented gesture sequence based on how well it matches a broad set of characteristics
of surgical gestures. Considering segmentation as a clustering problem, we can quantify the
unsupervised metrics using
• Davies-Bouldin Index (DBI): as a ratio of the within-cluster to the between-cluster
separation defined as
n

1X
max
DBI = 1 −
n i=1 j6=i



σi + σj
dis(vi , vj )


DBI ∈ [0, 1]

where n is the number of clusters, vi is the centroid of cluster i, σi is the average distance
of all elements in cluster i to centroid vi , and dis(vi , vj ) is the distance between two
centroids. Algorithms that produce clusters with low within-cluster distances and high
between-cluster distances will have a higher DB index. Hence, we can conclude that
the higher the DBI the better segmentation.
• Silhouette Index (SI): evaluate the cluster by comparing the average distance within a
cluster with the average distance to the points in the nearest cluster as

SI(i) =

b(i) − a(i)
max{a(i), b(i)}

where a(i) is the average dissimilarity of data point i with all other data within the
same cluster and b(i) is the minimum average dissimilarity of i to any other cluster, of
which i is not a member. The SI is in the range of -1 to 1 and for ease of comparison
we rescale it to be in [0, 1]. The average SI(i) over all data of a cluster measures the
tightness of the cluster segment. Therefore, points with a high SI value are considered
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well-clustered.
These metrics can be used to evaluate the Soft-UGSR method by adapting the membership level in the formula [80]. The ability to work without reference sequence of gesture
allows unsupervised evaluation to operate over a wide range of conditions. This property
also makes unsupervised evaluation uniquely suitable for automatic control of online segmentation in real-time systems, where a wide variety of time sequence trajectory data, whose
contents are not known beforehand, need to be processed. Thus, it is very important to
evaluate the segmentation methods based on unsupervised metrics.

3.5

Experimental Results

In this section, we report the experimental results of surgical gesture segmentation and
recognition using the proposed UGSR method on real robotic-assisted surgery data presented
in [1]. We use 38 motion variables from kinematic data captured using the API of the da
Vinci. The data have manually annotated labels for each trial that show the start and end
frame of each gesture and it can be used as a ground truth for validation. We evaluate the
proposed method using both supervised and unsupervised metrics and discuss the presented
result.
3.5.1

Preprocessing and Parameters Setting

We build our segmentation method directly on kinematic trajectory data to avoid unnecessary data preprocessing. We choose fuzzy membership number m=2 as suggested in
the literature [70]. Another parameter which should be defined is termination tolerance for
PPCA-based soft boundary clustering. If  is chosen to be a very small number, the computation time will be increase and if it is a large number the boundary between segments
are not distinguishable. Therefore we choose =0.0001. Also number of segments is directly
depend on the pre-defined threshold for the compatibility matrix. If τ =0, it means we should
merge segments even if they are not really compatible and it result in few segments. On the
other hand, when τ =1 we end up with many segments because this threshold is very tight.
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Hence, our preliminary result suggest that τ should be in the range of 0.65 to 0.8.
As explained in the section 3.3, one of the important initial parameter that needs to be
determined is number of principle components (PCs) for the PPCA distance measure. For
this purpose we use screeplot which shows in Figure 3.5. It can be observed that suturing
and needle passing need almost 10 PCs to explain approximately 99% of variation in data
while for knot tying, 5 PCs is sufficient to cover same amount of variation. This can explain
the complexity of suturing and needle passing tasks, while knot tying is less complex and
fewer eigenvectors can cover the variation in the data.
3.5.2

Surgical Task Gesture Segmentation Result

We illustrate the result of implementing the proposed Soft-UGSR method along with
ground truth for suturing, needle passing and knot tying in Figures 3.6, 3.7 and 3.8 respectively. From the results, we observed that each gesture is encoded by a soft boundaries.
When a current gesture is going to transfer to a new gesture, the fuzzy membership function β(t) of current gesture decreases and the new gesture’s membership score increases.
Considering the time dimension, each gesture obtains its maximum membership score at the
center of a segment. The results also show that gestures with longer event duration generally
obtains a more confident segmentation result with higher membership score while for short
events, the score decreases.
3.5.3

Performance Evaluation of Proposed Method

As explained in 3.4, we explored two sets of metrics to evaluate segmentation results:
supervised and unsupervised. Table 3.2 show the results of proposed methods (UGSR and
Soft-UGSR) for each task. For supervised metrics, we compare the segmentation result of
proposed method with ground truth that are manually annotated by expert surgeons. From
Table 3.2 we observe that the UGSR algorithm can segment the suturing task with an F-score
of 72.8% and a segmentation score of 64.8%. The performance improves once we applied
Soft-UGSR to 75.8% and 67.4%. The F-score for needle passing is 64% and for knot tying
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Figure 3.5: Screeplot for three tasks: Suturing, Needle Passing and Knot Tying. This is
used to find number of principle components for the PPCA method.
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Figure 3.6: Soft boundary segmentation, event-level activity recognition results and comparisons with ground truth for a trial of the suturing task.
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Figure 3.7: Soft boundary segmentation, event-level activity recognition results and comparisons with ground truth for a trial of the needle passing task.
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Figure 3.8: Soft boundary segmentation, event-level activity recognition results and comparisons with ground truth for a trial of the knot tying task.
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is 73.8% using Soft-UGSR.
Table 3.2: Comparison between performance evaluation of different metrics for each task
using proposed segmentation methods.
Supervised Metrics
Task
Suturing

Needle Passing

Knot Tying

Methods

Recall

Precision F-score

UGSR

0.744

0.712

Soft-UGSR

0.782

UGSR

Unsupervised Metrics
Seg-score

DPI

SI

0.728

0.648

0.729

0.647

0.735

0.758

0.674

0.706

0.623

0.698

0.679

0.688

0.616

0.698

0.617

Soft-UGSR

0.712

0.726

0.719

0.640

0.655

0.605

UGSR

0.794

0.762

0.778

0.693

0.767

0.713

Soft-UGSR

0.833

0.812

0.822

0.738

0.727

0.687

We also provide the result of performance evaluation for F-score and Seg-score at a more
granular level. Tables 3.3, 3.4 and 3.5 show the results of segmentation methods for each
gesture in suturing, needle passing and knot tying, respectively. From Table 3.3, we observe
that four important gestures, G2, G3, G4 and G6, in suturing and needle passing and all
four gestures in knot tying are segmented with relatively high scores.
Table 3.3: F-score and Seg-score for each gesture in suturing task using proposed segmentation methods.

UGSR

Soft-UGSR

3.6

G2

G3

G4

G5

G6

G8

F-score

0.821

0.798

0.777

0.483

0.803 0.473

Seg-score

0.741

0.715

0.692

0.499

0.718 0.489

F-score

0.847

0.834

0.810

0.576

0.855 0.486

Seg-score

0.770

0.753

0.725

0.543

0.775 0.498

Discussion

The results suggest that the proposed method can extract useful information from temporal trajectory data of robotic-assisted surgical tasks. This information can be used to
estimate start and end time points of the surgical activities. We observed from results in
Table 3.2 that the proposed method has better overall performance for knot tying compared

45
Table 3.4: F-score and Seg-score for each gesture in needle passing task using proposed
segmentation methods.

UGSR

Soft-UGSR

G2

G3

G4

G5

G6

G8

F-score

0.761

0.766

0.764

0.488

0.755 0.485

Seg-score

0.696

0.682

0.679

0.497

0.673 0.493

F-score

0.836

0.796

0.795

0.507

0.786 0.504

Seg-score

0.760

0.711

0.709

0.507

0.702 0.502

Table 3.5: F-score and Seg-score for each gesture in knot tying task using proposed segmentation methods.

UGSR

Soft-UGSR

G12

G13

G14

G15

F-score

0.792

0.673

0.785

0.836

Seg-score

0.727

0.605

0.708

0.758

F-score

0.818

0.713

0.825

0.878

Seg-score

0.751

0.636

0.750

0.809

to suturing and needle passing. This suggests that knot tying is less complex and different
surgeons perform this task in a more similar way than suturing and needle passing.
The relatively low performance rate of unsupervised metrics in the Soft-UGSR method
compared to UGSR is a consequence of soft boundary segmentation. It is quite clear that
soft boundary segmentation provides more insight about continuous aspect of activities and
measure the inconsistency in the form of fuzzy membership score. But on the other hand,
it reduces the tightness and compactness index of segments.
Furthermore from Tables 3.3-3.5, the final matching evaluation between ground truth
(manually annotated by expert surgeons) and the proposed method shows that an accurate
recognition of most important surgical gestures can be achieved using the proposed method.
For instance, we observe that for suturing and needle passing, gestures such as pushing
needle through tissue (G3), pulling suture (G6) and transferring the needle from left to right
hand (G4) were appropriately recognized. Conversely, some other gestures such as orienting
needle (G8) or moving to center with grip in hand (G5) generated poor results, partly due
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to the their short duration and specific characteristics. In other words, these gestures are
not part of the task and they are rarely used by a surgeon as a corrective action in order to
finish the task. Consequently, proposed segmentation method cannot segment and recognize
them correctly.
We should note that although there is a need to define some parameters of the algorithm
before its application, it is possible to apply the method for high-dimension data such as
temporal sequence of RMIS task even if almost nothing is known about the structure of the
sequences in advance. Hence, the proposed algorithm does not rely on any prior information
about the surgical task and therefore, extension of the UGSR-based methods to other tasks
is straightforward. This is in contrast with previous works that are very sensitive to the
amount of training data and parameter tuning.
It is worth mentioning that most of the prior work for gesture segmentation relies on video
data [67]. Processing video data in order to make them amenable for any further analysis, is
very time consuming. It may take upto few hours depend on length of video [36]. Thus, most
of the state-of-the-art methods are inapplicable for real-time gesture segmentation in robotic
surgery. However, Soft-UGSR method takes few minutes for suturing and needle passing
and only few seconds for knot tying to segment these three surgical tasks with relatively
high accuracy. Therefore, from the result in this study we conclude that, in contrary to
prior belief, kinematic data offers relevant information for low-level recognition of surgical
gestures. This information can be used directly to segment surgical tasks into meaningful
gestures. Hence, key advantages of our proposed approach compared to prior methods are
requiring minimal preprocessing and providing high segmentation accuracy.

3.7

Conclusion

Surgical gesture segmentation and recognition has many applications including autonomous
control of robotic surgery or online haptic or visual feedback to junior surgeon during training. Robotic-assisted surgical tasks are multi-step procedures that consist of complex con-
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tinuous activities. These characteristics of RMIS tasks should be appropriately models. To
answer this query, we proposed a new approach to automatically segment and recognize
surgical gestures. We have also shown the potential of applying soft boundary segmentation
method to effectively model surgical activities gradual transitions and segment continuous
gestures. The proposed method could offer an advanced quantitative evaluation of surgical
gestures that can be applied to accurately detect and understand gestures in robotic surgery
without any human intervention. The results of this study, suggest a number of important
directions for future work. First, we plan to apply UGSR method at skill level to see the
impact of surgeon dexterity on gesture recognition. It is also interesting to demonstrate
the algorithm for online gesture segmentation in robotic surgical procedures that consist
of different tasks and have more complexity. Finally, though motivated by application in
robotic-assisted surgery, the proposed method is also applicable to various other domains
such as robotic assembly lines, autonomous vehicle or generally in any system that a human
and robot are interacting.
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CHAPTER 4: ROBOTIC SURGERY SKILL ASSESSMENT
4.1

Introduction

Despite advances in computer systems and simulation methods today surgical training is
still based on direct observation involving expert monitoring [81]. These methods are limited
by a lack of consistency, reliability and efficiency due to the subjective nature of experts’
observation [82]. Clinical competence of practicing surgeons will always be a matter of public
concern [81]. In the last 20 years objective assessment methods have been developed, such
as Objective Structured Assessment of Technical Skills (OSATS) [83]. Using OSATS, an
expert surgeon gives scores to surgical trainees based on predefined criteria such as flow of
surgery, motion time and final product by observing the surgery in person or watching the
recorded video of the operation. This technique, however, requires the constant presence
and attention of the expert.
Surgical training is undergoing a paradigm shift. More emphasis is being placed on the
development of technical skills earlier in training, and all training is becoming competencybased. In this model the trainee advances not based on time spent and observer subjective
evaluation, but on acquisition of competence in various skills. Hence, a new method of
surgical skill assessment is required to ensure that surgeons have adequate skill level to be
allowed to operate freely on patients. Among many possible approaches, those that provide
noninvasive monitoring of expert surgeon and have the ability to automatically evaluate
trainee’s skill are of increased interest. One field of surgery where such techniques can be
developed is robotic surgery, as here all movements are already digitalized and therefore easily
susceptible to analysis. Once validated in this environment, one can expect these methods
to be generalized to all minimally invasive surgery and even open surgery by tracking tool
movements.
In spite of the fact that these technologies introduce new challenges for training and
evaluation of junior surgeons dexterity, but on the other hand, they open new opportunities
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for automated objective skill assessment that was not available before [2]. Robotic surgical
systems such as da Vinci (Intuitive Surgical, Sunnyvale, CA) [9] record motion and video
data, enabling development of computational models to analyze surgical skills through datadriven approaches. However, elaborating such models has always lagged behind. It is,
however, quite clear that to develop any framework that automatically evaluates surgical
skills, a more rigorous model of surgical procedures is needed [6].
Recent advances in data mining and machine learning research have a huge impact on
ongoing clinical decision support system studies [84]. The ability of machine learning method
to uncover concealed patterns in huge dataset, like kinematic and video data, offer the
possibility to better understand and model surgical data [10]. These models can then frame
the premise for creating objective measure of surgical skill levels and consequently evaluate
surgeon dexterity. Hence, the key step is to extract meaningful features from quantitative
motion data that explains the underlying signatures of surgeon’s dexterity. For this purpose,
we extend the current motion trajectory parameters such as velocity or distance traveled
by introducing new features to quantify variability and complexity of the surgical flow.
We believe these features provide more detailed analysis of skill level modality in RMIS.
The key differentiation of the proposed method from existing work is that we introduce
an automated skill assessment framework based on machine learning methods that has the
ability to find complex patterns in surgeon’s dexterity. The proposed framework has the
important characteristics of the objective skill evaluation such as repeatability, stability and
clinical relevance.

4.2

Background and Related Work

While surgical skills are learned in the operating room under the direct supervision of
expert surgeons [7], the dexterity component of these skills can be learned in currently available simulations. Evaluation and measurement of dexterity has traditionally been conducted
by an expert observer via direct observation and judgment. This type of evaluation is time-
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consuming for the expert and can be unreliable [8]. A range of structure-based techniques
such as Objective Structured Assessment of Technical Skills (OSATS) [83], Global Assessment of Laparoscopy Skills (GOALS) [85] and Global Rating Score (GRS) [86] have been
introduced and validated. Using these evaluation methods, the trainees perform standardized surgical tasks while an expert surgeon evaluates their performance. The evaluations
are based on checklist grading and emphasize different aspects of dexterity, such as time to
motion, efficiency, tissue handling, overall performance, etc. These methods are still subjective, and require the presence of an expert surgeon. With the advent of minimally invasive
surgery (MIS) and robotic-assisted minimally invasive surgery (RMIS), the need for automated objective surgical assessment methods is even more pressing [87]. Although these
new technologies offer some advantages, on the other hand they require long and difficult
training and pose new challenges for surgical training [88].
A number of researchers developed skill assessment methods by decomposing a surgical
tasks into pre-defined surgical gestures [16, 89]. Most existing work in this area uses statistical approaches such as Hidden Markov Model (HMM) [25, 30, 32, 90] and descriptive
curve coding (DCC) [91, 92]. Although these methods have the ability to find the underlying structure of MIS/RMIS tasks, they are context-based and suffer from requiring a large
number of training samples and complex parameter tuning, causing in a lack of robustness
in the results [32].
Most researches in objective surgical skill assessment has been focusing entirely on global
motion features (GMF) because of their simplicity in implementation and interpretation [93].
Metrics such as operation time, speed, number of hand movements [94], force and torque
signatures [20, 95], path length and motion smoothness [93, 96] have been widely used to
identify the relation between the global features and surgical tools movement pattern of
expert and novice during Laparoscopic surgery [97].
Although previous work built the foundation of objective surgical skill assessment, the
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current state-of-the-art has a few shortcomings. First, they mostly focus on descriptive
statistical methods to show the dependency of surgical skill level and GFMs. However, these
measures alone are not an adequate proficiency measurement. More advanced techniques
such as data mining and machine learning algorithms need to be applied [98]. While machine
learning techniques have been used extensively in other fields because of their advantages
over traditional statistical methods such as robustness, better prediction ability and higher
tolerance to violations of assumptions assumptions (e. c. normality or undependability of
data) [11], but it is only recently that these methods have been considered to analyze RMIS
tasks [10]. Thus, developing quantitative classification techniques that can automatically and
accurately evaluate surgical skills needs to be investigated. In this paper, we address the
limitation of previous methods by introducing a skill assessment framework to automatically
classify surgeons based on their expertise.

4.3

Proposed Surgical Skill Evaluation Framework

Here, we develop a predictive framework for objective skill assessment based on the
trajectory movement of the surgical robot arms. For this, we quantify surgical task by extracting global movement features (GMFs) from the raw motion data for two fundamentals
of laparoscopic surgery (FLS) tasks, knot tying and suturing. We apply principle component
analysis (PCA) to reduce a set of possible correlated features to a smaller set of uncorrelated
synthetic features. Based on the newly developed features, different classifiers, including
k-nearest neighbor, logistic regression and support vector machines have been applied. Figure 4.1 summarizes our proposed skill evaluation framework. The classifier with the high
accuracy can be used to automatically predict the skill level of surgeon for each task.

Figure 4.1: Illustration of proposed skill evaluation framework for robotic-assisted surgery.
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4.3.1

Preliminary Study on Surgeon’s Movement Path

Surgical tasks have different characteristics, such as smoothness, straightness or response
orientation, which account for competence while relying only on instrument motion. For
instance, studies have shown that the tool motion of an experienced surgeon had more
clearly defined features than that of a less experienced surgeon while performing the same
task [16]. Figures 4.2 and 4.3 illustrate the Cartesian position plots of an expert and a novice
surgeon doing knot tying and four throw suturing on the da Vinci surgical robot.

Figure 4.2: Illustration of the 3D Cartesian trajectory path in blue line where red arrows
show the direction of movement for an expert and a novice surgeon doing knot tying on the
da Vinci surgical robot based on data from [1].
In order to have a better understanding about experts’ and novices’ patterns during RMIS
tasks, we compute the pairwise DTW distance (Eq. 2.2) within a group of expert surgeons
and compare it with DTW distance between novices and experts. Figure 4.4 presents the
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box plot for different RMIS tasks. It shows that expert surgeons do the tasks in a more
similar path compared to novices.

Figure 4.3: Illustration of the 3D Cartesian trajectory path in blue line where red arrows
show the direction of movement for an expert and a novice surgeon doing four throw suturing
on the da Vinci surgical robot based on data from [1].
4.3.2

Global Movement Features (GMFs)

All of the initial studies in 4.3.1 show that there is a significant difference between skill
level of surgeon and their movement trajectory. In order to transform these parameters into
quantitative metrics, we applied kinematic analysis theory that has been successfully used
in previous work to study psychomotor skills [93]. Metrics such as task completion time,
length of path, depth perception and velocity can show some aspects of surgeon’s dexterity.
However, other aspects such as smoothness, curvature, torsion and complexity of the motion
need to be quantified. In the following, we explain the six important GMFs from the clinical
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Figure 4.4: Boxplot for DTW distance within expert surgeons (E/E) versus expert and
novice (E/N) for suturing and knot tying tasks.
point of view and introduce our new two features that measure the average turning angle
and tortuosity of the task.
• Task Completion Time (TCT): defined as total time required to complete the
task, measured in seconds.
• Path Length (PL): is the length of the curve described by the tip of the instrument
while performing the task (in cm). We calculate it using sum of all consecutive pairs’
Euclidean distance.
• Depth Perception (DP): is the total distance traveled by the instrument along its
axis (in cm).
• Speed: can be defined as the magnitude of velocity and calculated as the rate of
position change from previous time step as

dis(pi , pi−1 )/∆t

i

, where dis(pi , p(i−1) ) can be

calculated as a Euclidean distance between ith point and of (i − 1)th point (in cm/s).
Given that the time difference between two consecutive frames in our signal is constant,
∆ti is equal to 1.
• Motion Smoothness: is a measure of the rhythmic pattern of acceleration and
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deceleration. Smoothness has most often been based on minimizing jerk, the third
time derivative of position, which represents a change in acceleration (in cm/s3 ).
• Curvature: measured the straightness of the path and is calculated at each point by
the following equation [99]
κi =

vi × ai
vi3

(4.1)

where vi and ai are instantaneous velocity and acceleration of the instrument tips respectively, which can be calculated directly by computing the first and second derivatives of the positions of the instrument tips. The curvature measures how fast a curve
is changing direction at a given point. For straight movement, the mean of curvature
is close to zero while, larger values indicate curved movements.
• Turning Angle (TA): is calculated as the direction of the movement with regard to
the previous and next time steps. It can be defined as

T Ai = θi = Arccos

ui−1 .ui+1 
||ui−1 ||||ui+1 ||

(4.2)

where ui−1 is the vector from pi−1 to pi and ui+1 is vector from pi to p(i+1) as shown in
Figure 4.5.

Figure 4.5: Illustration of computing turning angle for movement trajectory features.

• Tortuosity: is a property of a curve being twisted or having many turns. It has been
used successfully in variety of research such as analyzing animal path [100], evaluating
the performance of human robot interaction [101] or distinguishing cognitive impair-
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Figure 4.6: Example of measuring tortuosity by walking a pair of dividers of a certain size
along the path.
ment through walking behavior [102]. We introduce it as a new metric, to measure the
path complexity or in other words, movement path variability in robotic surgical task.
Tortuosity can be quantified using the Fractal Dimension (F) [103] where a ratio of a
pattern changes with the scale at which it is measured, providing a statistical index
for variability. More specifically, the length of the path is measured by walking a pair
of dividers of a certain size along the path (see Figure 4.6). If this is done for larger
and larger dividers, then the slope of the plot for log (path length) versus log (divider
size) is 1 − F , yielding one overall estimate for F over a range of scales [100]. Figure
4.7 shows the influence of the divider step size on the path length for a suturing task.

Figure 4.7: Example for influence of the divider step size on the path length for a suturing
task.
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Hence, applying regression to measure the slope can be showed as,
log(Di ) = b + a log(Si ) i ∈ [1, 2, ..., n]

(4.3)

where Di is the total distance, Si is the currently employed measuring system, a is the
slope of the regression line and n is the number of different scales employed to calculate
the total distance of a trajectory path. Thus, F is then calculated as F = 1 + a. The
Fractal Dimension for movement paths lies between 1 and 2 where F is 1 when the
path is straight and 2 when the path is so tortuous that it occupies a whole plane
(Brownian motion). As an example in Figure 4.3, the path of an expert’s right hand
has a tortuosity of 1.14 while the path tortuosity of a novice’s right hand is 1.67. In
order to make this metric more robust to different measuring scales, the F value is
computed twice by starting to measure total distance from two ends of a trajectory
[104]. In this study, we use the average of F to measure the complexity of trajectories.
4.3.3

Dimensionality Reduction Using PCA

We extract GMFs for both hands using Cartesian positions of right and left patient-side
manipulator end-effectors of da Vinci arms. Speed, motion smoothness, turning angle and
curvature are temporal features and were calculated for each point in data. Therefore, the
descriptive statistics including mean and standard deviation are derived for these features.
Finally, a total of 23 global movement features are derived from each trajectory: 12 spatial
characteristics of tool tip movement (including length path, depth perception as well as mean
and standard deviation of speed and motion smoothness for each hands) and 10 features
which show the curvature and torsion of movement (including tortuosity with mean and
standard deviation of turning angle and curvature for each hands) and task completion
time. Then, we employed principle component analysis (PCA) to reduce a set of possible
correlated features to a smaller set of uncorrelated synthetic features [105]. As a result, the
original feature set is reduced to 10 principal components, which together contribute 95%
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of the original information. For each task the new features and corresponding surgical skill
level (expert, novice) are used to train a classifier.
4.3.4

Surgical Skill Classification Methods

Features that are extracted in the previous section are used to quantify the movement
pattern of surgeons with different levels dexterity. Our aim is to build a discriminative model
to differentiate between surgeons with different levels of expertise while doing RMIS tasks.
Surgeons are categorized into two skill levels, expert and novice. Thus, this is a binary
classification problem that can be resolved by machine learning algorithms. In particular,
we compare three frequently used machine learning techniques, k-nearest neighbor (kNN)
[44], Logistic regression [106] and Support Vector Machine [107].
k-Nearest Neighbor (kNN)
The first classifier that we used is k-nearest neighbor. The principle of this technique is to
predict the label for the new point based on the closest distance to predefined number (k) of
training samples. kNN classifier is an instance-based learning where instead of constructing
a general model, it simply stores instances of training data. During the classification phase,
the majority of the k nearest neighbors for each point is computed. Thus, the label for the
query point is assigned based on the most representatives within the nearest neighbors of
the points. We examined different k where the best results were obtained with k=3.
Logistic Regression (LR)
One of the most well-established statistical models is Logistic regression where the dependent variable is categorical. In this model, logit transformation of a linear combination
of features is used to resolve a binary classification problem. Formally, the logistic regression
model can be formalized as
p(x) =

1
1 + e(−(β0 +β.x))

(4.4)

where β is the coefficient for corresponding x feature and p(x) is the probability of belonging
to one of the classes.
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Support Vector Machine (SVM)
Support vector machine (SVM) is an important classification method that constructs a
hyperplane and tries to maximize the margin that separates two classes of data shown as
2/||ω||

(see Figure 4.8).

Figure 4.8: Illustration of support vector machine (SVM) method for two features.
The ability to learn a non-linear separable function by mapping data to higher dimension
space makes this classifier unbeatable for some classification problems. Linear SVM can be
formalized as

minimize

2
||ω||

(4.5)

subject to yi (ω · xi + b) ≥ 1 ∀i = 1, ..., n
where yi is the class label for ith data. In order to solve the non-linear classification problem,
SVM uses a kernel transformation (see Figure 4.9). In this study we applied radial basis
function (RBF) which is one of the most popular kernel functions used in SVM [108], defined
as
K(xi , xj ) = e(−γ||xi −xj ||

2

)

(4.6)

where γ controls the width of RBF function. The γ parameters can be seen as the inverse of
the radius of influence of samples selected by the model as support vectors. If γ is too large,
the radius of the area of influence of the support vectors only includes the support vector
itself. While for a very small value of γ, the model is too constrained and cannot capture the
complexity or “shape” of the data. The region of influence of any selected support vector
would include the whole training set. It is suggested [109] to choose γ as inverse of number
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of features. Therefore in this study we set γ=0.1.
Another important parameter in SVM algorithm is C, the penalty associated to the
instances which are either misclassified or violates the maximal margin. Therefore Eq. (4.5)
can be rewrite as
n

minimize

X
2
+C
ξi
||ω||
i=1

subject to yi (ω · φ(xi ) + b) ≥ 1 − ξi
ξi ≥ 1
where

∀i = 1, ..., n

(4.7)

∀i = 1, ..., n

φ(xi )t · φ(xj ) = K(xi , xj )

where ξi is is the smallest non-negative number satisfying yi (ω · xi + b) ≥ 1 − ξi and C is a
regularization term, which provides a way to control over-fitting. If C becomes large, it is
unattractive to not respect the data at the cost of reducing the geometric margin and on the
other hand, when it is small, it is easy to account for some data points with the use of slack
variables and to have a fat margin placed so it models the bulk of the data. In this study
we set C=1.

Figure 4.9: Illustration of kernel function in support vector machine (SVM) method for two
features.
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4.4

Experimental Results

We implement our model on real robotic surgery data presented in [1] as described in
detail in first chapter. Data includes manual annotation for surgeons skill based on a global
rating score (GRS). Based on the scores, surgeons are divided into two categories of experts
and novices.
4.4.1

Performance Evaluation

Classifier validation was conducted using two model validation schemas as suggested in
[1]. Leave-one-super-trial-out (LOSO), where one trial for each of the surgeons is left out
and leave-one-user-out (LOUO), where all the trials from one surgeon are left out for testing.
While the first validation method evaluates the robustness of a method for repeating a task,
the second schema evaluates the robustness of a method when a subject is not previously seen
in the training data. The performance of the different classification methods was determined
by classification accuracy, which is expressed as a percentage of surgeons that their skill level
are correctly classified.
4.4.2

GMFs Descriptive Analysis

We start our skill assessment analysis by providing some explorative statistics on GMFs
extracted from RMIS motion trajectory data. The box plots for each task performed by
novices and experts are shown in Figures 4.10 and 4.11. The plots shows that for some
features such as curvature and turning angle in knot tying or tortuosity and smoothness in
suturing there is a clear distinction between novices and experts. From Figure 4.10 and 4.11,
we observe that all features (except time, path length and tortuosity) are higher for expert
surgeons compared to novices.
4.4.3

Surgical Skill Classification

The results of performing three classification methods, kNN, logistic regression and SVM
using spatial features (S), curvature-based features (C) and combination of both based on
two model validation schemas, LOSO and LOUO for knot tying and suturing are shown in
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Figure 4.10: Box plots of Exp (experts) and Nov (novices) in knot tying for L (left hand)
and R (right hand).

Figure 4.11: Box plots of Exp (experts) and Nov (novices) in suturing for L (left hand) and
R (right hand).
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Tables 4.1 and 4.2, respectively. The best accuracy was obtained for the combination of all
global movement features for both tasks. Table 4.1 shows that for knot tying the highest
overall accuracy for LOSO is 83.3% and for LOUO is 77.9%. From Table 4.2, the best overall
accuracy that has been achieved for suturing is 90.5% in LOSO and 79.8% in LOUO.
Table 4.1: Accuracy of skill level assessment framework for knot tying using two validation
schema (LOSO and LOUO) based on spatial motion features (S), curvature features (C) and
combination of both (S+C).
Novices

LOSO

LOUO

Experts

Overall

kNN

LR

SVM

kNN

LR

SVM

kNN

LR

SVM

S

0.722

0.722

0.633

0.778

0.722

0.709

0.750

0.722

0.626

C

0.761

0.769

0.691

0.793

0.776

0.713

0.777

0.793

0.673

S+C

0.753

0.792

0.711

0.864 0.854

0.777

0.821

0.823

0.754

S

0.657

0.660

0.651

0.662

0.682

0.742

0.660

0.671

0.656

C

0.630

0.690

0.751

0.712

0.685

0.799

0.671

0.687

0.747

S+C

0.695

0.687

0.753

0.763

0.716 0.805

0.729

0.702

0.779

Results also show that logistic regression for LOSO and SVM for LOUO model validation
schema provide the best classification performance for both tasks compared to other methods.
It should also be noted that for knot tying, 88.9% of experts and 79.2% of novices were
classified correctly in LOSO while for LOUO, the classification accuracy reduce to 80.5%
and 75.3% for experts and novices, respectively. For suturing, using LOSO as a validation
schema, 95.2% of experts and 88.9% of novices are correctly classified. For LOUO, we
achieved the accuracy of 81.2% for experts and 74.7% for novices.

4.5

Discussion

The result of descriptive analysis (Figures 4.10 and 4.11) illustrate several important
aspects of surgical skill assessment in RMIS. First, we can conclude that, contrary to prior
belief [96], not all global features should be seen as cost functions, where a lower value describes a better performance. For instance, we observed that experts have a higher curvature
compared to novices in both suturing and knot tying. This can be explained by looking at
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Table 4.2: Accuracy of skill level assessment framework for suturing using two validation
schema (LOSO and LOUO) based on spatial motion features (S), curvature features (C) and
combination of both (S+C).
Novices

LOSO

LOUO

Experts

Overall

kNN

LR

SVM

kNN

LR

SVM

kNN

LR

SVM

S

0.667

0.722

0.645

0.857

0.847

0.679

0.769

0.790

0.635

C

0.742

0.832

0.671

0.952

0.877

0.719

0.846

0.855

0.695

S+C

0.833

0.889

0.693

0.952 0.905

0.787

0.897

0.899

0.754

S

0.639

0.669

0.642

0.683

0.730

0.705

0.660

0.697

0.671

C

0.706

0.679

0.699

0.720

0.771

0.795

0.713

0.725

0.775

S+C

0.687

0.697

0.747

0.750

0.789 0.812

0.719

0.744

0.798

Figures 4.2 and 4.3. For suturing (Figure 4.3), we can see that expert surgeons make a
decisive sharp turn with their left hands which can translate as surgeon’s dexterity in working with the left hand. Also, for both knot tying and suturing, the path length for the left
hand is greater for experts compared to novices, which may suggest that this pattern is an
important property because it gives the surgeon enough room for planning and performing
further movement. In addition, although, all the surgeons in this study were right-handed,
but the results show that features extracted from the non-dominant hand can be equally, if
not more, discriminative than the dominant hand’s features. This is in complete agreement
with literature in task skill acquisition where dexterity can be assessed base on non-dominant
hand performance [93].
From the results shown in Tables 4.1 and 4.2, the classification accuracy improves when
a combination of spatial and curvature features are used. This is consistent with previous
studies [93, 97] that emphasized, task completion time and distance traveled are insufficient
to explain all aspects of surgical assessment. The results from this study clearly suggest
that these additional objective measures of robotic surgical performance, such as curvature,
turning angle and particularly tortuosity can distinguish expert and novice surgeons. Hence,
these features can be applied globally on RMIS tasks as they have the potential to identify
additional aspects of surgeon skill level which cannot be quantified by task completion time
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and distance traveled alone.
Tables 4.1 and 4.2 show that, for almost all experiments, the best overall accuracy was
obtained from logistic regression for LOSO schema while SVM gives the best result for
LOUO. It should be noted that the results of LOUO provide an insight into the ability of
classification algorithm to evaluate the skill level of a surgeon that was not in the training
set. Therefore, we can conclude that finding underlying patterns of different surgeons even
with the same skill levels are very challenging.Hence, simple classification methods such as
kNN or logistic regression do not have the ability to find the discriminative pattern and more
sophisticated method such as SVM with nonlinear kernel (e.g. RBF) is needed to assess the
skill level of surgeons who are not previously seen in the training data. In other word, SVM
has more generalizability ability in the context of surgical skill evaluation compared to other
classification methods.
From the results it can be observed that the overall accuracy of surgical skill classification decreased 6% for knot tying and 11% for suturing when we switched from the LOSO
validation schema to LOUO. This suggests that surgeons with the same level of expertise
perform knot tying in a more similar way compared to suturing. It is worth mentioning that
the overall classification accuracy for suturing is higher than knot tying. We can conclude
that skill levels of surgeons are very discriminative in complex tasks such as suturing because these tasks require higher dexterity that make the surgeon’s level of expertise more
distinguishable.

4.6

Conclusion

In this study, we have described the development of an automated objective skill assessment method based on global movement features extracted from trajectory motion data of
the surgical robot arms. The global features we used to build our classifiers are time to
complete task, path length, depth perception, speed, smoothness and curvature. We also
introduced two new features for the first time in the context of RMIS, turning angle and
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tortuosity which turn out to have a good discrimination ability to separate novices from
experts. Previous attempts in objective surgical skill assessment mostly used simple statistical methods. However, robotic-assisted surgical tasks have specific complexity which cannot
be modeled effectively unless more advanced machine learning methods such as SVM are
employed. We found no other studies that were able to distinguish between dexterity levels
of surgeons with the degree of accuracy presented in this study.
This study demonstrates the ability of machine learning methods to automatically distinguish between expert and novice performance in robotic-assisted surgical tasks. It is generally accepted that the skill levels of surgeons vary and each surgical task has different levels
of complexity. This complexity is not only captured through the global features extracted
from trajectory movement data such as tortuosity, but also through more advanced machine
learning methods that are needed to model the underlying pattern of surgical skill level. The
results presented in this study could form a basis for decision support tools that effectively,
objectively and automatically evaluate surgeon’s dexterity and provide more personalized
skill assessment and online feedback to trainees based on their performance. Furthermore,
the proposed method can be applied on a more granular level of tasks in roboticassisted
surgery, such as surgical gestures, to provide more insight into the skill level differences of
surgeons. Future research could focus on performing more validation studies with a larger
number of participants for different surgical tasks which would yield a larger training set
with the potential for improving the classification result.

67

CHAPTER 5: CONCLUSION AND FUTURE RESEARCH
In this chapter, we present a summary and future directions of the presented research
that may stem from our work.

5.1

Summary

Advances in robotic minimally invasive surgery (RMIS) have the potential to improve
patient outcomes by shorter hospital stays, quicker recovery time and less chance of infection. The ultimate goal of these devices is to program the surgical robot to perform certain
difficult or complex surgical tasks in an autonomous manner. It is, however, quite clear that
to develop any automatic control system, a more detailed comprehension of the surgical procedures is needed. Thus the key step is to develop techniques that are capable of accurately
recognizing fundamental surgical tasks and gestures more intelligently. Surgical gestures
need to be quantified to make them amenable for further study. Recent advances in data
mining and machine learning research for uncovering concealed patterns in huge dataset,
like kinematic and video data, offer the possibility to better understand, analyze and model
surgical gestures from a system point of view. Current systems like da Vinci record motion
and video data, enabling development of computational models to recognize and analyze
surgical performance through data-driven approaches. In this dissertation, we shed lights
on some of the barriers and challenges toward autonomous robotic-assisted surgery and skill
assessment by developing novel methods based on computational intelligence techniques.
5.1.1

Robotic Surgery Task and Gesture Classification

Robotic-assisted surgery allows surgeons to perform many types of complex operations
with greater precision and flexibility than is possible with conventional surgery. Despite
these advantages, in current robotic surgery systems, surgeon communicates with the device
directly and manually. To allow the robot to adjust parameters such as camera position,
the system needs to know what task the surgeon is currently performing automatically.
To address this challenge, we developed a task and gesture recognition framework for three
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important surgical tasks including suturing, needle passing and knot tying, based on temporal
kinematic signals captured during operations. It classifies robotic-assisted surgical tasks and
recognizes surgical gestures by integrating temporal sequence similarity measure techniques
such as Dynamic Time Warping (DTW) with the well-known k-nearest neighbor (kNN)
classification method. The proposed framework is fast, accurate and robust (even when
only a small portion of temporal data is available), all of which makes it applicable for any
adaptive control system, such as camera control, in robotic surgery.
5.1.2

Unsupervised Surgical Gesture Segmentation

Surgical gesture segmentation and recognition has many applications including autonomous
control of robotic surgery or online haptic or visual feedback to junior surgeons during training. Robotic-assisted surgical tasks are multi-step procedures that consist of complex continuous activities. These characteristics of RMIS should be appropriately modeled. We
propose a novel unsupervised gesture segmentation and recognition (UGSR) method. To
avoid unnecessary preprocessing and assumption, our work focuses on segmentation of kinematic trajectory data that contains temporal sequences of surgical gestures. We applied
soft boundary algorithm (Soft-USGR) to explicitly model the gradual transition between
activities in the context of robotic surgery. The proposed method could offer an advanced
quantitative evaluation of surgical gestures that can be applied to accurately detect and
understand surgemes in robotic surgery without any human intervention.
5.1.3

Robotic-assisted Surgery Skill Assessment

Evaluating surgeon dexterity has predominantly been a subjective task. Developments
of objective methods for surgical skill assessment are of increased interest. Recently, with
technological advances such as robotic-assisted surgery, new opportunities for objective and
automated assessment frameworks have arisen. We developed predictive framework for objective skill assessment method based on trajectory movement of the surgical robot arms.
For this purpose, we extend the current motion trajectory parameters such as velocity or
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distance traveled by introducing new features such as tortuosity to quantify smoothness, variability and complexity of the surgical flow. Based on the newly developed features, different
classifiers, including k-nearest neighbor, logistic regression and support vector machines have
been applied. The proposed method addressed some of the limitations in previous work and
gives more insight about underlying patterns of surgical skill levels. The experimental results
showed the ability of machine learning methods to automatically distinguish between expert
and novice performance in robotic-assisted surgical tasks with relatively high accuracy.

5.2

Future Research Direction

We believe that this dissertation will encourage new research work in the area of autonomous robotic surgery. The following are immediate research opportunities and promising
directions that can be pursued following our work.
First, the results of robotic surgery task and gesture classification can be used to develop
real-time adaptive control systems that will be more responsive to surgeons’ needs by identifying and predicting future movements of the surgeon. For example, to have an automatic
camera control we need to know what the surgeon is doing in order to predict the next
movement and adjust the camera mode. Therefore, we plan to implement the DTW-kNN
algorithm on da Vinci to recognize task and adjust the camera automatically based on that.
It is also interesting to apply unsupervised gesture segmentation and recognition (UGSR)
method at skill level to see the impact of surgeon dexterity on gesture recognition. It would be
interesting and fruitful to demonstrate the result for online gesture segmentation in complete
robotic surgical procedures that contains different tasks with more complexity.
The results presented for surgical skill assessment could form a basis for decision support
tools that effectively, objectively and automatedly evaluate surgeon’s dexterity and give more
insight about skill level differences. Furthermore, the proposed method can be applied on
more granular level of task in robotic-assisted surgery, such as surgical gestures, to provide
personalized skill assessment and online feedback to trainees based on their performance.
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Future research could focus on performing more validation studies with a larger number
of participants for different surgical tasks which would yield a larger training set with the
potential for improving the classification results.
Finally, though motivated by application in robotic-assisted surgery, the proposed methods are also applicable to various other domains such as robotic assembly lines, autonomous
vehicle or generally in any system that human and robot interact.
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Surgery is continuously subject to technological innovations including the introduction of
robotic surgical devices. The ultimate goal is to program the surgical robot to perform certain
difficult or complex surgical tasks in an autonomous manner. The feasibility of current
robotic surgery systems to record quantitative motion and video data motivates developing
descriptive mathematical models to recognize, classify and analyze surgical tasks. Recent
advances in machine learning research for uncovering concealed patterns in huge data sets,
like kinematic and video data, offer a possibility to better understand surgical procedures
from a system point of view. This dissertation focuses on bridging the gap between these two
lines of the research by developing computational models for task analysis in robotic-assisted
surgery.
The key step for advance study in robotic-assisted surgery and autonomous skill assessment is to develop techniques that are capable of recognizing fundamental surgical tasks
intelligently. Surgical tasks and at a more granular level, surgical gestures, need to be quantified to make them amenable for further study. To answer to this query, we introduce a
new framework, namely DTW-kNN, to recognize and classify three important surgical tasks
including suturing, needle passing and knot tying based on kinematic data captured using
da Vinci robotic surgery system. Our proposed method needs minimum preprocessing that
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results in simple, straightforward and accurate framework which can be applied for any
autonomous control system. We also propose an unsupervised gesture segmentation and
recognition (UGSR) method which has the ability to automatically segment and recognize
temporal sequence of gestures in RMIS task. We also extent our model by applying soft
boundary segmentation (Soft-UGSR) to address some of the challenges that exist in the surgical motion segmentation. The proposed algorithm can effectively model gradual transitions
between surgical activities.
Additionally, surgical training is undergoing a paradigm shift with more emphasis on the
development of technical skills earlier in training. Thus metrics for the skills, especially objective metrics, become crucial. One field of surgery where such techniques can be developed
is robotic surgery, as here all movements are already digitalized and therefore easily susceptible to analysis. Robotic surgery requires surgeons to perform a much longer and difficult
training process which create numerous new challenges for surgical training. Hence, a new
method of surgical skill assessment is required to ensure that surgeons have adequate skill
level to be allowed to operate freely on patients. Among many possible approaches, those
that provide noninvasive monitoring of expert surgeon and have the ability to automatically
evaluate surgeon’s skill are of increased interest. Therefore, in this dissertation we develop a
predictive framework for surgical skill assessment to automatically evaluate performance of
surgeon in RMIS. Our classification framework is based on the Global Movement Features
(GMFs) which extracted from kinematic movement data. The proposed method addresses
some of the limitations in previous work and gives more insight about underlying patterns
of surgical skill levels.
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