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Abstract Quantum and classical mechanics are derived using four natural
physical principles: (1) the laws of nature are invariant under time evolution,
(2) the laws of nature are invariant under tensor composition, (3) the laws
of nature are relational, and (4) positivity (the ability to define a physical
state). Quantum mechanics is singled out by a fifth experimentally justified
postulate: nature violates Bell’s inequalities.
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1 Introduction
Quantum mechanics is an extremely successful theory of nature and yet it
has resisted all attempts to date to have an intuitive and complete axiomati-
zation. Various attempts were made over time to derive quantum mechanics.
For example, Piron was able to show that any propositional lattices respect-
ing orthomodularity, completeness, atomicity and the covering property is
isomorphic to the lattice of subspaces of a Hilbert space over some field [53].
Recent approaches are using system composition arguments in various
forms to recover the quantum mechanics formalism: in an instrumentalist
derivation [39], in the context of combining experiments sequentially or in
parallel [30], or in the context of quantum information [24, 50]. Other recent
attempts are approaching the problem by selecting distinctions between clas-
sical and quantum information alone or in combination with composition or
other arguments [27, 16, 17, 9, 8].
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2The present approach starts from the observation that quantum and clas-
sical mechanics have very similar algebraic mathematical structures centered
on observables which play a dual role as observables and generators. In the
quantum case one encounters a Jordan-Lie algebra and the corresponding
classical mechanics mathematical structure is a Poisson algebra [48].
Beside the Jordan-Lie and Poisson algebra formalism, there is another
set of axioms introduced by Segal which are obeyed by both quantum and
classical mechanics [59]. However, this set of axioms is too general, because
Segals’ axioms do not demand the algebra to be involutive. It is the invo-
lution property of the C*-algebra formulation of quantum mechanics which
generates a “dynamic correspondence” between observables and generators
[3].
1.1 Motivation and approach
Quantum mechanics is described by a set of mathematical structures: Hilbert
space, the commutator, the symmetrized product of Hermitian operators.
When two quantum systems are combined the mathematical formalism re-
mains the same. For example the tensor product of two Hilbert spaces is
still a Hilbert space and observables are still described by self-adjoint oper-
ators. Two quantum mechanics systems cannot be combined to generate a
classical mechanics system. Very few mathematical structures can obey this
self-similarity invariance under tensor composition. It turns out that invari-
ance under tensor composition along with additional natural assumptions
completely determine all algebraic properties of quantum mechanics.
To fully recover quantum mechanics we make the transition from mathe-
matics to physics by requiring the ability to generate information and make
experimental predictions. Both quantum and classical mechanics are con-
structively arising out of composition and information considerations and to
distinguish them we appeal to experimental evidence.
The initial assumptions are minimal and rooted into experimental con-
cepts: the existence of time and of a configuration space manifold. First the
phase space formulation is recovered and then operators on a Hilbert space
are built using deformation quantization. In turn this obtains the norm ax-
ioms and completely recovers the usual Hilbert space formulation.
1.2 Outline of the reconstruction project
There are three parts to the present quantum mechanics reconstruction
project:
1. Extracting essential mathematical structures from classical and quantum
mechanics,
2. Deriving those mathematical structures from physical principles,
3. Reconstructing the full formalism of quantum mechanics.
The first part of the approach was completely solved in the 1970s by Emile
Grgin and Aage Petersen [36]. The original motivation was a belief by Bohr
3(as reported by his personal assistant Aage Petersen) that the correspondence
principle has more to reveal. This led to the discovery that for classical and
quantum mechanics the dynamics is invariant under tensor composition of
two subsystems. On the mathematical side, the Grgin-Petersen approach
is identical with the Jordan-Lie algebraic approach to quantum mechanics
except for a key difference: it does not include the norm axioms. This may be
perceived as a weakness because when one looks at the definition of operator
algebras [3], one notices separate algebraic and norm properties. However for
C*-algebras the norm (which is also used by Jordan-Lie algebras) is unique
[21] and defined by the spectral radius - an algebraic concept:
||T ||2 = Spectral radius of T ∗T
= max {|λ|;λ ∈ C and (T ∗T − λ1) is not invertible} .
It is therefore conceivable that quantum mechanics can be reconstructed
into a fully algebraic framework and we will later see that positivity will be
responsible for recovering the norm axioms.
For the first part we will present a brief overview of the approach and
identify the physical interpretation for the essential algebraic structures and
relations.
Next we will derive those essential algebraic identities from three natural
physical principles:
1. The laws of nature are invariant under time evolution,
2. The laws of nature are invariant under tensor composition,
3. The laws of nature are relational.
This will lead to three possible solutions: elliptic composition (correspond-
ing to quantum mechanics), parabolic composition (corresponding to classical
mechanics), and hyperbolic composition (corresponding to hyperbolic quan-
tum mechanics over split-complex numbers [42]).
The hyperbolic composability solution will be shown to violate a fourth
principle: positivity. This means that one cannot construct a state space able
to always generate physical non-negative probability predictions.
The remaining two solutions corresponding to classical and quantum me-
chanics have two concrete mathematical realizations of the algebraic identi-
ties which in the end can be proven to be either: functions on phase space or
operators on a Hilbert space. The problem is that we cannot simply assume
either a phase or a Hilbert space and we need to derive them. Working in one
of the realizations we derive the Hamiltonian formalism for classical and the
phase space formalism for quantum mechanics. Then for elliptic composabil-
ity we will use Berezin deformation quantization [13] to recover the Hilbert
space. From this we can extract the C*-algebra condition:
||x∗x|| = ||x||2,
and recover the usual C*-algebra formulation of quantum mechanics.
In this paper we will not discuss the reconstruction problem in the infi-
nite degree of freedom case (quantum field theory) which is a much harder
problem.
4To distinguish between classical and quantum mechanics, there are sev-
eral options available. Some approaches to deriving quantum mechanics use
information theoretical arguments but since quantum and classical mechan-
ics belong to completely disjoint composability classes we can simply appeal
to experimental evidence to determine which composability class is selected
by nature. We note that it is no longer necessary to find a criteria to distin-
guish between quantum mechanics and the hypothetical Popescu-Rohrlich
(PR) boxes [54] because such devices are forbidden by the first four axioms.
The approach of Grgin and Petersen is categorical in nature and was
recently put in the category formalism [41]. Then quantum mechanics was
recovered in the finite dimensional case (spin systems) by an appeal to the
Artin-Wedderburn theorem [20]. The advantage of the current approach be-
sides deriving the assumptions of the Grgin-Petersen formalism is that it
solves the reconstruction problem for infinite dimensional Hilbert spaces.
In the present approach there is freedom in selecting the number system
for quantum mechanics. It can be shown that octonionic quantum mechanics
is not a consequence of the current axioms, but all other representations
allowed by real Jordan algebras classification corresponding to projective
spaces demanded by Piron’s result are allowed. For example quaternionic
quantum mechanics [1] can be understood as complex quantum mechanics
subject to a constraint [12]: observables are invariant under time reversal.
Whenever multiple representations are possible, all of them give the same
predictions.
The number system representation for quantum mechanics is an open
research area which goes beyond the usual real, complex or quaternionic
numbers [35] but we will restrict discussion in this paper mainly to the usual
formulation of quantum mechanics using complex numbers.
Last, we will discuss some implications of the current results and present
a list of open problems.
2 Extracting essential mathematical structures from classical and
quantum mechanics
Before we give any definitions, let us start with a high level overview. Both
quantum and classical mechanics have Hilbert space realizations [46, 52] and
similarly, both have phase space formulations [64]. Grgin and Petersen for-
malism is called a two-algebra formalism [36] because it includes two al-
gebraic products, one symmetric and one skew-symmetric. The symmetric
product corresponds to observables and is the usual function multiplica-
tion in the classical case, and the Jordan product in the quantum case. The
skew-symmetric product corresponds to dynamics and is the Poisson bracket
for classical mechanics, and the commutator for quantum mechanics. In the
Hilbert space formalism the two products act on different spaces linked by a
one-to-one map: the space of observables and the space of generators. In the
phase space formalism for symplectic manifolds there is a one-to-one map
in the cotangent bundle between canonical coordinates. There is also a com-
patibility condition between the two products which is trivial in the case of
5classical mechanics, but non-trivial for quantum mechanics. This nontrivial-
ity of the compatibility condition is the root cause of quantum superposition
and entanglement.
Let us call the symmetric product σ and the skew-symmetric product α.
For readability, when appropriate, we will use either uppercase (A,B,C) or
lowercase letters (f, g, h) to denote elements from the domain of the products
σ and α, but unless the representation is specified this does not imply that
they are operators on a Hilbert space or functions on a phase space and we
will treat the products in an abstract way.
For any product ◦, the associator:
[A,B,C]◦ = (A ◦B) ◦ C −A ◦ (B ◦ C)
quantifies the violation of associativity. With those preliminaries the iden-
tities respected by quantum and classical mechanics are: Leibniz, Jacobi,
Jordan, and a compatibility relation:
Leibniz Aα(B ◦ C) = (AαB) ◦ C +B ◦ (AαC),
Jacobi Aα(BαC) + Cα(AαB) +Bα(CαA) = 0,
Jordan Aσ(Bσ(AσA)) = (AσB)σ(AσA),
compatibility [A,B,C]σ +
J2~2
4 [A,B,C]α = 0,
along with three supplemental properties:
relationality 1αA = Aα1 = 0,
unitality 1σA = Aσ1 = A,
involution J → (−J),
where J2 = −1 for quantum mechanics and J2 = 0 for classical mechanics (a
third unphysical case corresponding to a hyperbolic quantum mechanics over
split-complex numbers [42] can be formally obtained by demanding J2 = +1).
In all equations above ◦ could be either α or σ.
Please note that in the classical case, from the compatibility condition
the product σ is associative, which is stronger than just power associativity.
Also the Jordan algebras are not required to be formally real (A2 + B2 =
0⇒ A = B = 0).
Physically the four identities correspond to time, dynamics, observables
and states, and the additional properties are related to ground energy level,
and Noether theorem.
6Table 1 From identities to physics
Identity/Property Physical interpretation
Leibniz Time
Jacobi Dynamics
Jordan Observables
Compatibility States
Relationality Ground energy level does not affect the dynamic
Unitality Invariance under tensor composition: Ground
energy level is invariant under tensor composition
Involution Noether theorem: observables are generators of
kinematic symmetries and an observable which is
preserved by time evolution generates a dynamical
continuous symmetry [41]
For quantum mechanics, the Hilbert space formulation for the products
α and σ is:
AαB =
J
~
(AB −BA),
AσB =
1
2
(AB + BA),
which are the usual commutator and the Jordan product. In (flat) phase space
formulation the products α and σ are the Moyal and the cosine bracket [51]:
α =
2
~
sin(
~
2
←→∇ ),
σ = cos(
~
2
←→∇ ),
where the operator
←→∇ is defined as follows:
←→∇ =
N∑
i=1
[
←−−
∂
∂xi
−−→
∂
∂pi
−
←−−
∂
∂pi
−−→
∂
∂xi
].
It is a straightforward exercise to prove that both realizations respect
the four identities and the supplemental properties. Something more can be
defined: an associative product beta: β = σ ± J~2 α. For the Hilbert space
representation β = σ − J~2 α is the usual operator multiplication, while for
the phase space formulation β = σ + J~2 α is the star product:
f ⋆ g = fσg +
J~
2
fαg = fe
J~
2
←→
∇ g.
The plus and minus choice correspond to either the ordinary multiplica-
tion or the reversed multiplication.
Combining all of the above we can have the following definition:
7Definition 21 A composability two-product algebra is a real vector space AR
equipped with two bilinear maps σ and α such that the following conditions
apply:
α is a Lie algebra,
σ is a Jordan algebra,
α is a derivation for σ and α,
[A,B,C]σ +
J2~2
4
[A,B,C]α = 0,
where J → (−J) is an involution, 1αA = Aα1 = 0, 1σA = Aσ1 = A, and
J2 = −1, 0,+1.
Quantum mechanics corresponds to J2 = −1 (elliptic composability),
classical mechanics corresponds to J2 = 0 (parabolic composability), and
the unphysical hyperbolic quantum mechanics corresponds to J2 = +1 (hy-
perbolic composability).
3 Deriving the composability two-product algebra from physical
principles
In step one of the quantum mechanics reconstruction program we presented
the essential identities respected by quantum and classical mechanics. In step
three we will see that the J2 = −1 composability two-product algebra to-
gether with positivity is an alternative formulation of complex quantum me-
chanics because it contains all the information needed to recover the usual
Hilbert space formulation. In the current step we will derive the compos-
ability two-product algebra from three physical principles: laws of nature
are invariant under time evolution, laws of nature are invariant under tensor
composition, and laws of nature are relational.
Invariance of the laws of nature under time evolution is self-evident. In-
variance of the laws of nature under tensor composition means that if system
A is described by quantum mechanics, and system B is described by quantum
mechanics, then the total system A⊗B is described by quantum mechanics
as well. Alternatively, if we can experimentally determine the values of the
Planck constant to be ~A, ~B, and ~A⊗B, then all those values are identical
[56].
Laws of nature are relational means that not only kinematics obeys the
principle of relativity, but that dynamics is insensitive to constant values as
follows: the ground energy level value does not affect the dynamics and the
tensor product has a unit in the form of constant functions.
Since the two products σ and α are the main mathematical structures in
the algebraic formulation of quantum mechanics, it is conceivable that they
may depend on the physical system. We start with two physical systems A
and B. Suppose the products αA, σA (one skew-symmetric and one symmet-
ric) apply to system A, and correspondingly αB , σB apply to system B. By
tensor composition and symmetry property, the total system T = A ⊗ B is
described by the following products:
8(fA ⊗ fB)αA⊗B(gA ⊗ gB) = a(fαg)A ⊗ (fσg)B + b(fσg)A ⊗ (fαg)B,
(fA ⊗ fB)σA⊗B(gA ⊗ gB) = c(fσg)A ⊗ (fσg)B + d(fαg)A ⊗ (fαg)B .
Can we then determine the four values of the parameters a, b, c, d? What
Grgin and Petersen originally found [36] is that assuming α to be a Lie
algebra and a derivation to σ along with the invariance of the laws of nature
under tensor composition demands:
a = b = c = 1,
d =
J2~2
4
.
Also it follows that:
σ is a Jordan algebra,
[f, g, h]σ +
J2~2
4
[f, g, h]α = 0.
The natural questions to ask is to what extent we can generalize this ap-
proach, and what are the minimal requirements needed to derive the four
identities: Leibniz, Jacobi, Jordan, and compatibility together with the sym-
metry properties for α and σ?
It is the goal of step two of the quantum mechanics reconstruction pro-
gram to derive the products α and σ, their symmetry properties, the in-
volution, Leibniz, relationality, unitality, Jacobi, Jordan, and compatibility
condition using only: invariance of the relational laws of nature under time
evolution and invariance of the relational laws of nature under tensor com-
position.
3.1 Invariance of the relational laws of nature under time evolution
The algebraic approach to quantum mechanics was originally introduced due
to the mathematical difficulties of quantum field theory, in particular the lack
of a Hilbert space for certain problems. Citing Emch: “The basic principle
of the algebraic approach is to avoid starting with a specific Hilbert space
scheme and rather to emphasize that the primary objects of the theory are
the fields (or the observables) considered as purely algebraic quantities, to-
gether with their linear combinations, products, and limits in the appropriate
topology.” [25].
While we work in the algebraic paradigm, we start deriving the compos-
ability two-product algebra even more general without assuming the existence
of any algebraic products.
From an experimental point of view, we require the existence of time and
a configuration space manifold Q. At a point p ∈ Q one can define a tangent
space TpQ and a cotangent space Tp
∗Q. From this we form the cotangent
bundle manifold M . For time evolution we will assume that there are some
9C∞ functions overM for which there is a way to generate a vector field out of
them (C∞(M)→ Vect(M)), and from now on we will restrict the domain of
discussion only to those functions. Although other kinds of time evolution are
possible (including stochastic time evolution), we are not considering them
here.
Let time evolution be represented by a one parameter group of transfor-
mations φ defined as follows:
φ :M × R→M,
with φ(x, 0) = x and φ(φ(x, t), s) = φ(x, t + s).
Suppose that there is an unspecified family of local operations {◦} which
describe the laws of nature (for example Poisson bracket, Jordan product,
commutator, etc). Introducing the notation: φt(x) ≡ φ(x, t), the invariance
of the laws of nature under time evolution reads:
(g ◦ h)(φ∆t(p)) = g(φ∆t(p)) ◦ h(φ∆t(p)),
with p ∈ M a point in the manifold M and g, h, functions defined in the
neighborhood of p. In other words, we demand the existence of a universal
local morphism which preserves all algebraic relationships under time trans-
lation.
If X if is a vector field arising out of a function f (corresponding to a
particular time evolution), define Tfǫ :
Tfǫ = I + ǫX if
∂
∂ui
,
with I the identity operator and ui the coordinate set in a local R2n chart
covering the point p ∈M .
Because f is in one-to-one correspondence with X if we can introduce
a time translation transformation Tfǫ and a product α ∈ {◦} between a
distinguished f and any g as follows:
fαg = lim
ǫ→0
g − Tfǫg
ǫ
,
which is the Lie derivative of g along the vector field generated by f corre-
sponding to a particular time evolution. Equivalently Tfǫ = (I − ǫfα·).
We generalize the product α for all f ’s and g’s by repeating the argu-
ment for all conceivable dynamics. To make sure the domains of f and g are
identical and well behaved, in case of pathologies, we can restrict the set of
g to the span of all possible f .
Then the invariance of the laws of nature under time evolution can be
expressed as:
Tfǫ(g ◦ h) = [Tfǫg] ◦ [Tfǫh],
which to first order in ǫ implies a left Leibniz identity:
fα(g ◦ h) = (fαg) ◦ h+ g ◦ (fαh).
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From the relational property of the laws of nature, we demand for any f
that 1αf = 0. Also we have fα1 = 0 from the definition of the Lie derivative.
α will be shown later to be the usual commutator in quantum mechanics (or
the Poisson bracket in classical mechanics) but it has no skew-symmetry
property yet.
3.2 Invariance of the relational laws of nature under tensor composition
In this section we will follow the Grgin-Petersen approach [36] in considering
a “composition class” U = U(M,⊗,R, α, · · · ). The class will be later updated
to a commutative monoid after commutativity and associativity properties
will be proved. The composition class U has a unit element, the real numbers
field R understood as the set of constant functions. This is a consequence of
the relational nature of the laws of nature because constant functions on M
have no physical consequences. Formally: U ⊗ R = U = R⊗ U .
First it can be shown that the product α is not enough and this demands
the existence of a second product σ ∈ {◦}.
3.2.1 The existence of a second product
Here we show that it is impossible to have only one nontrivial product in
the composition class. We start from the existence of a unit element for the
composition class and we pick 1 ∈ R understood as a constant function. The
existence of a composition class unit demands:
(f ⊗ 1)α12(g ⊗ 1) = (fαg)⊗ 1 = (fαg),
with α12 the product α in a bipartite case. Invariance of the laws of nature
under composability demands the bipartite products to be built out of the
products listed in the composition class.
Supposing that only a product α exists, α12 must be of the form:
(f ⊗ 1)α12(g ⊗ 1) = a(fαg)⊗ (1α1),
but this is zero because (1α1) = 0.
As such we can have only trivial products α. Only by adding another
product σ we can construct non-trivial mathematical structures.
3.2.2 The fundamental bipartite relationship
Let us first observe that two products α and σ can always be renormalized
by change of units. The overall term of ~
2
4 is introduced only to agree with
the usual product realizations. It is more convenient to work in a convention
where ~ = 2 and only the J2 = −1, 0,+1 term remains.
Originally the fundamental relationship was obtained [36] with the addi-
tional assumptions of symmetry properties but this is not necessary. At this
time we do not assume any symmetry or skew-symmetry properties.
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We start by considering four functions f1, f2, g1, g2 over the manifold M
at a point p. By invariance under composability, the most general way to
construct the products α and σ in a bipartite system is as follows:
(f1 ⊗ f2)α12(g1 ⊗ g2) = a(f1αg1)⊗ (f2αg2) +
b(f1αg1)⊗ (f2σg2) + c(f1σg1)⊗ (f2αg2) +
d(f1σg1)⊗ (f2σg2),
(f1 ⊗ f2)σ12(g1 ⊗ g2) = x(f1αg1)⊗ (f2αg2) +
y(f1αg1)⊗ (f2σg2) + z(f1σg1)⊗ (f2αg2) +
w(f1σg1)⊗ (f2σg2).
The strategy is to use the existence of the unit of the composition class
to determine the coefficients a, b, c, d, x, y, z, w. For convenience we also want
to normalize the definition of product σ such that 1σf = fσ1 = f . This can
always be done because the constant function 1 does not affect the dynamic
and therefore 1σf = mf , fσ1 = nf . The parameters m,n 6= 0 because
otherwise we have a trivial product α.
Now we can use the freedom to choose appropriate functions related to
the composition class unit. We start by picking the constant functions f1 =
g1 = 1 ∈ R while using R ⊗ U = U and 1α1 = 0. Under this substitution,
in α12 only terms corresponding to the c and d coefficients survive and this
demands c = 1 and d = 0. Similarly, for σ12 this demands z = 0 and w = 1.
Doing the same thing by picking f2 = g2 = 1 ∈ R results in b = 1 and
y = 0. In shorthand notation:
α12 = ασ + σα + aαα,
and
σ12 = σσ + xαα.
Now we will prove that a = 0. To do this we will use the Leibniz identity
on a bipartite system:
(f1 ⊗ f2)α12[(g1 ⊗ g2)α12(h1 ⊗ h2)] =
[(f1 ⊗ f2)α12(g1 ⊗ g2)]α12(h1 ⊗ h2) +
(g1 ⊗ g2)α12[(f1 ⊗ f2)α12(h1 ⊗ h2)].
Substituting the expression for α12 and tracking only the “a” terms mean-
ing ignoring any terms involving the σ product (because α is a linear product)
we obtain:
a2[f1α(g1αh1)]⊗ [f2α(g2αh2)] =
a2[(f1αg1)αh1)]⊗ [(f2αg2)αh2)] +
a2[g1α(f1αh1)]⊗ [g2α(f2αh2)].
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Applying the Leibniz identity again on the right hand side and canceling
terms yields:
a2{[(f1αg1)αh1]⊗ [g2α(f2αh2)] +
[g1α(f1αh1)]⊗ [(f2αg2)αh2]} = 0,
which is valid for all f1, f2, g1, g2 and hence a = 0.
In the end we have the following fundamental relations:
α12 = α1σ2 + σ1α2,
σ12 = σ1σ2 + xα1α2,
where x can be normalized to be either −1, 0,+1.
Please note the formal similarity with complex number multiplication
when x = −1 which corresponds to quantum mechanics.
3.2.3 The skew-symmetry of the product α
Proving that the product α is skew-symmetric: fαg = −gαf is essential
for recovering the Hamiltonian formalism. The basic strategy is to use the
Leibniz identity for a bipartite system. Writing down the bipartite Leibniz
identity:
f12α12(g12α12h12) = g12α12(f12α12h12) + (f12α12g12)α12h12,
we observe that on the two right hand side terms f ’s and g’s appear in reverse
order and we will want to take advantage of this by carefully choosing the
bipartite functions. We select g1 = 1 = h2 and expand the equation above
using the fundamental bipartite relation for product α.
Expanding the left hand side we get:
(f1f2)α12[(gαh)1(gσh)2 + (gσh)1(gαh)2] =
(fα(gαh))1(fσ(gσh))2 + (fσ(gαh))1(fα(gσh))2 +
(fα(gσh))1(fσ(gαh))2 + (fσ(gσh))1(fα(gαh))2,
but this is identically zero because in the first two terms g1 = 1 and in the
last two terms h2 = 1.
The first term on the right hand side expands to:
(g1g2)α12[(fαh)1(fσh)2 + (fσh)1(fαh)2] =
(gα(fαh))1(gσ(fσh))2 + (gσ(fαh))1(gα(fσh))2 +
(gα(fσh))1(gσ(fαh))2 + (gσ(fσh))1(gα(fαh))2.
In this expression the first and third term vanishes because g1 = 1, and
the last term vanish because h2 = 1. Because g1 and h2 are units for the
product σ, the overall remaining term is:
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(fαh)1(gαf)2.
Finally, the first term on the right hand side expands to:
[(fαg)1(fσg)2 + (fσg)1(fαg)2]α12(h1h2) =
((fαg)αh)1((fσg)σh)2 + ((fαg)σh)1((fσg)αh)2 +
((fσg)αh)1((fαg)σh)2 + ((fσg)σh)1((fαg)αh)2.
In this expression the first two terms vanish because g1 = 1, and the last
term vanishes because h2 = 1. Because g1 and h2 are units for the product
σ, the overall remaining term is:
(fαh)1(fαg)2.
Putting it all together yields:
0 = (fαh)1[(fαg)2 + (gαf)2],
which is valid for any arbitrary (fαh)1 terms. Hence:
fαg = −gαf,
and the skew-symmetry of the product α is proved.
3.2.4 The symmetry of the product σ
To prove that fσg = gσf one can use a similar approach with the one above
by picking h1 = 1 instead. However there is a shorter proof by using the
fundamental relationship for α12 and the just proved skew-symmetry of α.
We start from the bipartite expression for the product α:
(f1f2)α12(g1g2) = (fαg)1(fσg)2 + (fσg)1(fαg)2.
This is also equal with:
−(g1g2)α12(f1f2) = −(gαf)1(gσf)2 − (gσf)1(gαf)2,
and
−(g1g2)α12(f1f2) = (fαg)1(gσf)2 + (gσf)1(fαg)2.
We therefore have:
(fαg)1[(fσg)− (gσf)]2 + [(fσg)− (gσf)]1(fαg)2 = 0.
Suppose now that we pick the functions f and g such that (fαg)1 6= 0
and (fαg)2 6= 0. We then have:
1⊗ [(fσg)− (gσf)]2
(fαg)2
+
[(fσg)− (gσf)]1
(fαg)1
⊗ 1 = 0.
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The only way system 1 value can be equal with system 2 value is if both
expressions are equal with a constant c:
1⊗ c+ c⊗ 1 = 0.
However by using the identity property for the tensor product this means
that c + c = 0 and hence c = 0. In turn this demands the symmetry of the
product σ: (fσg) = (gσf).
3.2.5 The Jacobi, Jordan, and the compatibility relations
The product α is linear in the second term because (fα·) is a derivation, is
skew-symmetric, and respects the Leibniz identity:
fα(gαh) = (fαg)αh+ gα(fαh).
By the skew-symmetry property we get:
fα(gαh) = −hα(fαg)− gα(hαf),
which is the Jacobi identity. Hence α is a Lie algebra.
The proof of the compatibility relation was first obtained by Grgin and
Petersen [36] (using the assumptions of the symmetry of the product σ, the
skew-symmetry of the product α, the Jacobi identities, and the fundamental
bipartite relations). Because the proof is rather long and not new, we will
only sketch it here for completeness sake. Grgin and Petersen start from the
bipartite Jacobi identity:
∑
cycl
(f1f2)α12((g1g2)α12(h1h2)) = 0.
After expansion and usage of the Leibniz identity, it becomes:
∑
cycl
(fσ(gσh))1(fα(gαh))2 + (fα(gαh))1(fσ(gσh))2 = 0.
Adding it to a copy of itself but with g1 and h1 interchanged results in:
{[f, g, h]σ+[f, h, g]σ}1{fα(gαh)}2 = {(gα(hαf))+ (hα(gαf))}1{[h, f, g]σ}2.
This implies a relation of proportionality:
(fα(gαh)) = k[h, f, g]σ.
Using the Jacobi identity on the left hand side, it yields the compatibility
relationship where k can be normalized to: +1, 0,−1. The remaining part of
the proof is establishing the relation between k and J2 which occurs in the
bipartite expansion of the product σ12. To this aim Grgin and Petersen use
the bipartite Leibniz identity to expand:
(f1f2)α12((g1g2)σ12(h1h2)),
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and working along similar lines as above they derive a proportionality prop-
erty which this time involves J2. In the end the compatibility identity is
obtained:
[f, g, h]σ + J
2[f, g, h]α = 0.
The Jordan identity is a straightforward consequence of the compatibility
identity when f, g, h are chosen to be A,B,AσA respectively. With this choice
the α associator is zero:
[A,B,A2]α = (AαB)α(A
2)−Aα(BαA2) =
(AαB)α(A2)− (AαB)α(A2)−Bα(AαA2) = 0.
The last termBα(AαA2) is zero becauseAαA2 = Aα(AσA) = (AαA)σA+
Aσ(AαA) = 0. Hence from the compatibility relationship it yields: [A,B,A2]σ =
0 which is another formulation of the Jordan identity (power associativity).
3.2.6 The associative product
At this point all the properties describing the composability two-product al-
gebras are obtained from the invariance of the laws of nature under time
evolution along with the invariance of the laws of nature under tensor com-
position and the relational nature of the dynamic. To arrive at states and
transition probabilities, one needs an additional ingredient, an associative
multiplication β = σ ± J~2 α.
Associativity follows from the associator property of the composability
two-product algebra. However each product appears twice and the proof is
not obvious.
Let us compute the associator [A,B,C]β = (AβB)βC −Aβ(BβC) using
the definition of β:
[A,B,C]β = (AσB ±
J~
2
AαB)βC −Aβ(BσC ± J~
2
BαC)
= (AσB)σC ± J~
2
(AσB)αC ± J~
2
(AαB)σC +
J2~2
4
(AαB)αC
−Aσ(BσC) ∓ J~
2
Aσ(BαC) ∓ J~
2
Aα(BσC) − J
2~2
4
Aα(BαC)
= [A,B,C]σ +
J2~2
4
[A,B,C]α
±J~
2
{(AσB)αC + (AαB)σC −Aσ(BαC) −Aα(BσC)} = 0.
In the last line the terms cancel after using the Leibniz rule for Aα(BσC)
and (AσB)αC.
Because β is an associative product and σ corresponds to its real part,
the Jordan algebra of observables σ cannot be special. Hence no octonionic
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quantum mechanics is possible in the current approach. Later on positivity
will restrict the Jordan algebras to real Jordan algebras and this in turn
will constrain the allowed number systems for quantum mechanics. We will
briefly show an example of a quantum mechanics formulation over a number
system different than reals, complex numbers, or quaternions. This number
system corresponds to a spin factor and leads to Dirac equation and spinors.
3.2.7 The involution
For the elliptic and hyperbolic composability cases from the fundamental
bipartite relation we see that the domain of the products α and σ must be
identical. This gives rise to a one-to-one involution map between observables
and generators known as “dynamic correspondence”. In the parabolic case
because J2 = 0 the involution is no longer a mathematical necessity and one
can encounter odd-dimensional Poisson manifolds.
3.2.8 The commutative monoid
Last in this section, we will derive the properties of the composition class
U(M,⊗,R, α, σ, J) and show that it is associative and commutative. To-
gether with its unit, the composition class becomes a commutative monoid
(monoidal category in category language). This may look like an unimportant
mathematical fact, but it has deep implications for the collapse postulate as
we will show later.
The tensor product ⊗ is already commutative and associative, and all
that remains to be proven are the following identities:
σ12 = σ21,
α12 = α21,
σ(12)3 = σ1(23),
α(12)3 = α1(23).
The first two properties follow from the commutativity of ⊗:
σ12 = σ1 ⊗ σ2 + Jα1 ⊗ α2 = σ2 ⊗ σ1 + Jα2 ⊗ α1 = σ21,
α12 = α1 ⊗ σ2 + σ1 ⊗ α2 = σ2 ⊗ α1 + α2 ⊗ σ1 = α21.
The last two identities are straightforward double application of the fun-
damental bipartite relationships:
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σ1(23) = σ1σ23 + Jα1α23 = σ1σ2σ3 + Jσ1α2α3 + Jα1α2σ3 + Jα1σ2α3,
σ(12)3 = σ12σ3 + Jα12α3 = σ1σ2σ3 + Jα1α2σ3 + Jα1σ2α3 + Jσ1α2α3,
α1(23) = α1σ23 + σ1α23 = α1σ2σ3 + Jα1α2α3 + σ1α2σ3 + σ1σ2α3,
α(12)3 = α12σ3 + σ12α3 = α1σ2σ3 + σ1α2σ3 + σ1σ2α3 + Jα1α2α3.
3.3 The relational property of the dynamic
To summarize, the relational property of the dynamic was used in parallel
with the invariance of the laws of nature under time evolution and the invari-
ance of the laws of nature under tensor composition. Once we introduced the
products α and ⊗, we used the relational property of the dynamic to derive
two properties: 1αf = 0 and the existence of the unit for the tensor product:
U ⊗ R = U = R⊗ U . Both of those properties were essential in deriving the
composability two-product algebra.
4 Reconstructing the full formalism of quantum mechanics
At this point in the reconstruction program we have derived the composabil-
ity two-product algebra from physical principles and we are ready to begin
to recover the usual formalism of quantum mechanics. The problems we are
facing is that the composability two-product algebra looks nothing like the
Hilbert space formulation, does not contain operator norm axioms, and has
an unusual realization when J2 = +1.
We know that quantum and classical mechanics respect J2 = −1 and
J2 = 0 respectively. We will start by investigating the J2 = +1 case. We
will look at a concrete realization of the composability two-product alge-
bra in the case of hyperbolic composability (hyperbolic quantum mechanics)
and attempt to eliminate it using physical arguments. We will show that
hyperbolic composability violates positivity and this can lead to overall neg-
ative probability predictions or “ghosts”. Then we will investigate the phase
space formalism of classical and quantum mechanics. We will not assume
any mathematical structures and will derive the Poisson bracket for classical
mechanics. For quantum mechanics we will derive a Ka¨hler manifold which
will be used to arrive at the usual Hilbert space formulation by deformation
quantization.
4.1 Elimination of the hyperbolic composability solution
Inspired by the phase space formulation of quantum mechanics (elliptic com-
posability) we can introduce the phase space realization of hyperbolic quan-
tum mechanics by using the following products:
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α =
2
~
sinh(
~
2
←→∇ ),
σ = cosh(
~
2
←→∇ ).
Similarly we can introduce a hyperbolic star product as well:
f ⋆h g = fσg +
J~
2
fαg = fe
J~
2
←→
∇ g,
with J2 = +1.
It is straightforward to check that those products satisfy all the relations
of the composability two-product algebra.
What is the hyperbolic star multiplication? This is nothing but a split-
complex number multiplication for phase space functions defined over split-
complex numbers. If complex numbers are defined as the Clifford algebra
Cl0,1, split complex numbers are defined as the Clifford algebra Cl1,0 [42].
Instead of i =
√−1, split complex numbers have an imaginary unit j =√
+1 with j 6= 1. For the phase space realization the simplest form of the
composability parameter J has the following form in matrix representation:
i = J =
(
0 −1
1 0
)
elliptic,
J =
(
0 1
0 0
)
parabolic,
j = J =
(
0 1
1 0
)
hyperbolic.
In complex quantum mechanics in phase space formulation, the expecta-
tion value of real star squares g∗(x, p) ⋆ g(x, p) is always positive even when
the probability distribution contains negative parts: 〈g∗ ⋆ g〉 ≥ 0.
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The computation is as follows [23]:∫
dxdp (g∗ ⋆ g)F = (2π~)
∫
dxdp (g∗ ⋆ g)(F ⋆ F )
= (2π~)
∫
dxdp (g∗ ⋆ g) ⋆ (F ⋆ F )
= (2π~)
∫
dxdp (g∗ ⋆ g ⋆ F ) ⋆ F
= (2π~)
∫
dxdp F ⋆ (g∗ ⋆ g ⋆ F )
= (2π~)
∫
dxdp (F ⋆ g∗) ⋆ (g ⋆ F )
= (2π~)
∫
dxdp (F ⋆ g∗)(g ⋆ F )
= (2π~)
∫
dxdp (g ⋆ F )
∗
(g ⋆ F )
= (2π~)
∫
dxdp |F ⋆ g|2,
where F is a not necessarily positive Wigner function [64] corresponding to
a pure state (F = (2π~)F ⋆ F ).
The same computation holds in hyperbolic quantum mechanics as well:
〈g∗ ⋆h g〉 = (2π~)
∫
dxdp |F ⋆h g|2. We observe that the final answer is given
as an integral of a number of the form z∗z. In complex numbers this is always
positive, but not in split-complex numbers and hence the hyperbolic com-
posability theory contains unphysical negative probabilities. Next we want
to confirm this finding by investigating the Hilbert space-like realization for
hyperbolic composability and better understand the role of complex numbers
in quantum mechanics by looking at how split-complex numbers affect the
hyperbolic counterpart.
4.2 Hilbert space-like realization for hyperbolic composability
It is helpful to understand what kind of Hilbert space-like formulation the
hyperbolic case might have. It turns out that the usual functional analysis
has a rich hyperbolic counterpart and it all starts from a reversed triangle
inequality in some suitable generalization of the concept of norm.
We will only present a high level overview without proofs of the new func-
tional analysis domain, because we only need the results for their heuristic
value. Additional details are presented in Appendix A. We will see that the
Gelfand-Naimark-Segal (GNS) construction [5] is not categorical in nature
and therefore should not be attempted right away in the quantum mechanics
reconstruction program.
Both complex and split-complex numbers have polar decompositions. In
the split-complex case the phase part is based on hyperbolic sines and cosines
instead of the regular sines and cosines. In the split-complex case, the radius
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part of the decomposition is zero on the bisectors between the real and imag-
inary axis and the zero radius separates the hyperbolic complex plane in
four quadrants. If you do not cross the quadrant boundaries, a reverse tri-
angle inequality holds in each of the quadrants and this generates in turn
an entire new functional analysis mathematical landscape. We will name the
mathematical structures in this landscape the same way as their “elliptical”
counterparts, but we will prefix them with “para”.
There is a conversion dictionary between the usual functional analysis
spaces and proofs and their corresponding hyperbolic counterparts:
Table 2 Conversion dictionary from regular functional analysis to hyperbolic func-
tional analysis
Elliptic Hyperbolic
triangle inequality reversed triangle inequality
sup inf
convergent divergent
bounded unbounded
complete incomplete
As such we have para-Cauchy sequences, para-incompleteness, para-metric
spaces, para-inner product spaces, and para-Hilbert spaces (a para-Hilbert
space is a para-inner product space which is para-incomplete). The indefinite
para-norm of a linear operator acting on a vector space over split-complex
numbers can be defined as follows:
||T || = inf
x∈D(T )
||x||6=0
∣∣∣∣ ||Tx||||x||
∣∣∣∣sign(||Tx||/||x||).
We observe that the condition ||x|| 6= 0 automatically prevents crossing
the boundaries of the domain of the validity of the reversed triangle inequal-
ity. For split-complex numbers their indefinite para-seminorm ||z|| is defined
as follows:
||z|| = sign (z∗z)
√
|z∗z|.
In a vector space over split-complex numbers, the complex conjugation
defines an involution, just like in their complex number counterparts. Because
of this, a Polarization Identity holds as an algebraic identity:
x∗y =
1
4
[(x+ y)
∗
(x + y)− (x− y)∗(x − y)] +
j
4
[(x+ jy)
∗
(x+ jy)− (x− jy)∗(x− jy)].
Also the Parallelogram Identity holds as well:
(x+ y)
∗
(x+ y) + (x− y)∗(x− y) = 2(x∗x+ y∗y).
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In turn this allows us to introduce an indefinite inner product as follows:
< x, y >= x∗y =
1
4
[(x+ y)∗(x + y)− (x− y)∗(x − y)] +
j
4
[(x+ jy)∗(x + jy)− (x− jy)∗(x− jy)] =
1
4
[sign(||x+ y||)||x+ y||2 − sign(||x− y||)||x − y||2] +
j
4
[sign(||x + jy||)||x+ jy||2 − sign(||x− jy||)||x− jy||2].
State spaces demand considering convex sets regardless of composability
classes. A key result in the elliptic composability case is that given a point
x in an inner product space X and a complete not empty convex set M ,
there is a unique point y ∈M such that ||x− y|| is minimal. This result is a
prerequisite for subsequent important results like the factorization of Hilbert
spaces in orthogonal complements, and for the Riesz representation theorem
[47].
This result does not hold in hyperbolic functional analysis and this pre-
vents orthogonal decompositions for para-Hilbert spaces and a generalization
of Riesz representation theorem. Hence in the hyperbolic case a GNS con-
struction [5] is untenable. More important, this shows that this construction
is not a consequence of composability (categorical) arguments and we should
not attempt proving directly the C*-algebra condition:
||x∗x|| = ||x||2.
Instead we will need to find a different route proving the existence of the
Hilbert space formulation.
4.3 Deriving the Poisson bracket and reconstructing classical mechanics
In this section we assume that the collection of all Hamiltonian vector fields
at a point p span the tangent space Tp(Q).
From the composability two-product algebra properties, in parabolic com-
posability the the product σ is commutative and associative. Hence it is iso-
morphic with regular function multiplication fσg = fg. The product α can
be proven to be a bracket as follows:
We start with the simpler setting of an affine Poisson variety and consider
the (affine) space F of polynomial functions on the cotangent bundle M .
Assuming that the dimension of the configuration space Q is n, we can define
a bracket {·, ·} on F[x1, . . . , x2n] in the cotangent bundle in the following way:
{F,G} =
2n∑
i,j=1
{xi, xj} ∂F
∂xi
∂G
∂xj
,
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with F,G ∈ F[x1, . . . , x2n].
This is the most general way to construct a product α (which is a bideriva-
tion) and the proof is by induction using the argument that two biderivations
of some commutative associative algebra A = F are equal as soon as they
agree on a system of generators for A [49]. If the product σ is not associative
(like in elliptic composability) this argument does not apply.
The reason the set {xi} contains twice as many elements as the dimension
of Q is that the cotangent bundle M is itself a manifold of dimension 2n.
We started part two of the reconstruction project in the tangent plane and
in general there is no natural way to identify vectors with co-vectors on a
manifold. However in our case we have a vector field on M which induces a
vector field on Q which can be thought as a function acting on the cotangent
bundle. A vector field Xq in TqQ is expressed in local coordinates as:
Xq =
∑
i
X i(q)
∂
∂qi
.
The conjugate momentum map PX(q, p) = p(Xq) from the cotangent
bundle T ∗Q to R is defined for all cotangent vectors p ∈ T ∗Q and has the
following expression:
PX(q, p) =
∑
i
X i(q)pi,
where pi is defined as the momentum function corresponding to the tangent
vector ∂/∂qi:
pi = P∂/∂qi .
Therefore qi and pi form a coordinate system on the cotangent bundle
M and we can rename without loss of generality xi to q
i and xi+n to pi for
i ∈ [1, n].
Another way to see that the product α is the bracket from above is to
recall that α was defined as the Lie derivative:
fαg = lim
ǫ→0
g − Tfǫg
ǫ
,
and this is identical with the bracket up to a normalization factor.
We already proved that α is skew-symmetric and all that remains to be
shown is that: {qi, qj} = {pi, pj} = {qi, pj} = 0 for i 6= j and {qi, pi} =
−{pi, qi} = 1. The proof follows from the bipartite fundamental relationship
for α:
(qi ⊗ 1)αij(1⊗ qj) = {qi, qj} = (qiα1)⊗ (1σqj) + (qiσ1)⊗ (1αqj) = 0,
and similarly for {pi, pj} and {qi, pj}.
Please note that the argument above does not imply that {qi, pi} = 0
because qi and pi belong to the same (sub)system:
(qi ⊗ 1)αii(pi ⊗ 1) = {qi, pi} = (qiαpi)⊗ (1σ1) + (qiσpi)⊗ (1α1) = {qi, pi}.
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If we normalize α such that {qi, pi} = 1, from the skew-symmetry we
have {pi, qi} = −1, {qi, qi} = {pi, pi} = 0 and we recover the usual Poisson
bracket:
fαg = {f, g} = f←→∇ g =
n∑
i=1
∂f
∂qi
∂g
∂pi
− ∂f
∂pi
∂g
∂qi
.
In the case of symplectic manifolds we can appeal to Darboux theorem
[49] and obtain the same result as above.
Because fσg = fg, M is now equipped with a Poisson algebra and is
upgraded to a symplectic manifold. Hamilton’s equations follow from the Lie
derivative:
g˙ = −fαg = −{f, g} = {g, f},
or in a more familiar form: g˙ = {g,H} with H = f and we recover the
Hamiltonian formulation of classical mechanics.
4.4 Symplectic vs. Poisson manifolds
In the prior section we started with a nondegeneracy property which led to a
symplectic manifold. We also made the assumption that {xi, xj} is constant.
When we no longer require nondegeneracy we generalize the symplectic man-
ifold to a Poisson manifold which is a large topic in symplectic reduction [48],
[15]. The typical example is given by a free pivoted rigid body whose motion
is described by the Euler’s equations. This can be put in Hamiltonian form
in an odd-dimensional Poisson manifold using a Lie-Poisson bracket.
For Poisson varieties the most general Poisson bracket is still:
{F,G} =
d∑
i,j=1
{xi, xj} ∂F
∂xi
∂G
∂xj
,
with F,G ∈ F[x1, . . . , xd] but {xi, xj} is no longer a constant.
Some non-symplectic Poisson manifolds can be obtained by reduction
from a symplectic manifold using a Lie algebra and this corresponds to an
alternative realization of a constrained dynamical system.
For a general Poisson manifold, Darboux theorem states [49] that when
the rank is locally constant and equal with 2r that there exists a coordinate
neighborhood with coordinates (q1, . . . , qr, p1, . . . , pr, z1, . . . , zs) such that:
{F,G} =
r∑
i=1
∂F
∂qi
∂G
∂pi
− ∂F
∂pi
∂G
∂qi
,
and we are still able to define the Poisson bracket if we ignore the z coordi-
nates.
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4.5 Time evolution and composability classes
To recover the elliptic composability products in the phase space formalism
we will follow a deformation argument. Consider the fundamental relation-
ships:
α12 = α1σ2 + σ1α2,
σ12 = σ1σ2 +
J2~2
4
α1α2,
where we explicitly revert back from the convention ~2 = 4 to be able to use
~ as a free parameter which can be taken to zero.
From the prior section we know that when ~ = 0 we have:
α0 = α|~=0 = ←→∇ ,
σ0 = σ|~=0 = I,
where I is the identity. Let us now demand that in general we have α and σ
functions of the Poisson bracket
←→∇ :
α = F(~←→∇ , ~),
σ = G(~←→∇ , ~).
One possible solution (which will later see that it only applies in flat space)
is suggested by the formal analogy of the fundamental bipartite relationships
with the polar decomposition of complex numbers:
α =
2
~
sin(
~
2
←→∇ ),
σ = cos(
~
2
←→∇ ),
and those are the Moyal and the cosine brackets.
We have seen that the product α0 =
←→∇ is unique because it is the Lie
derivative in M and we arrive at it from the invariance of the laws of nature
under time evolution. What meaning can we attach to the elliptic compos-
ability product α? Does invariance of the laws of nature under time evolution
imply both α0 and α? Both products satisfy the first three properties of the
composability two-product algebra: Lie, Jacobi, and Leibniz. However in the
elliptic case the invariance of the laws of nature under time evolution must
preserve a non-trivial compatibility relationship as well. Excluding consider-
ations of bi-Hamiltonian systems in general time evolution is defined by the
product α. In quantum mechanics α is no longer the Lie derivative (Moyal
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bracket is not the Poisson bracket), and instead of the Hamilton’s equations
of motion we have the Schro¨dinger equation which corresponds to a different
kind of time evolution. In the next section we will see that quantum mechan-
ics can be understood as constrained classical mechanics which preserves the
non-trivial compatibility relation.
The product α0 exists regardless of composability class and the defor-
mation approach is mathematically well defined. The reconstruction of the
composability two-product algebra proof using invariance under tensor com-
position arguments is still valid if we assume the existence of a product α
which satisfies the Leibniz identity. Because α0 always exists we seek all
possible deformations of α0 which preserve the Leibniz identity and there
are two such deformation classes possible corresponding to the elliptic and
hyperbolic cases.
4.6 Deriving the phase space formulation for quantum mechanics
In the prior section we derived the Moyal bracket and the cosine bracket,
but how can we use them to make experimental predictions? Experiments
consist of preparation followed by measurement and experiments can be com-
posed [30]. Suppose we serially combine three experiments A,B,C (this line
of thought leads to the path integral formulation of quantum mechanics.).
The outcome of the final measurement is independent of how we partition
the experiments: (AB)C,A(BC), ABC and this demands associativity. To
perform computations related to experimental predictions we therefore need
an associative product ⋆ build from the α and σ products. We have seen
such an example earlier in the form of Weyl-Groenewold (or star) product:
⋆ = β = σ + J~2 α.
Before investigating possible generalizations of the Weyl-Groenewold star
product, let us consider the inverse problem. From an α and σ product we
can construct an associative product σ+ J~2 α. Under what conditions can we
reverse the operation and extract α and σ from an associative product? Be-
cause the start product ⋆ is not commutative (the order of doing subsequent
experiments matter), we can extract its symmetric and skew-symmetric parts
as follows:
Aα
′
B =
J
~
(A ⋆ B −B ⋆ A),
Aσ
′
B =
1
2
(A ⋆ B +B ⋆ A).
Here we recognize the similarity with the commutator and the Jordan
product from Hilbert space formulation. Direct computation shows that α
′
and σ
′
obey the Leibniz, Jacobi, Jordan, compatibility, and the fundamental
composability relations. To be fully equivalent with a composability two-
product algebra we need the three additional properties: α
′
to respect the
relational property of the dynamic: 1α
′
f = fα
′
1 = 0, σ
′
to be unital, and
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the star product to respect the J involution. Relationality for α
′
demands:
A ⋆ 1 = 1 ⋆ A which with unitality for σ
′
: Aσ
′
1 = A demands unitality for ⋆:
A ⋆ 1 = 1 ⋆ A = A .
Therefore for a noncommutative start product ⋆ to be equivalent with
a composability two-product algebra, in the deformation approach we need
three properties:
1. Associativity,
2. Unitality,
3. Compatibility with complex conjugation.
The most general form for the star product is:
f ⋆ g =
∑
n
~
nCn(f, g),
where Cn(f, g) is bidifferential operator of order n subject to constraints
generated by the three properties.
We already constructed such a product, the Weyl-Groenewold star prod-
uct. In phase space formulation of quantum mechanics Wigner’s functions
[64] are quasi-probabilities and to get to physical predictions we need to
integrate them. The integration step however introduces considerations of
convergence and the Weyl-Groenewold star product works only for flat man-
ifolds, but Poisson manifolds in classical mechanics are not required to be flat,
and quantum mechanics should not demand flatness either. Can we always
construct an associative product for any Poisson manifold in deformation
quantization? The answer is yes and was proven by Maxim Kontsevich in
1997 [45].
This very important result proves rigorously the existence of deformation
quantization for standard quantum mechanics and from it we can always
extract the composability two-product algebra. Therefore the phase space
formulation of complex quantum mechanics is rigorously established. What
we now seek is to pass from the phase space formulation to the Hilbert
space formulation. This is equivalent to the transition from commutative to
noncommutative geometry [21].
4.7 Deriving the Ka¨hler manifold for quantum mechanics
After deriving the Moyal and cosine brackets for the elliptic composability
case, we now seek to understand the origin of the inner product in the Hilbert
space formulation of quantum mechanics.
We start in flat R2n space and explicitly build a Ka¨hler manifold. Then
this is generalized to the case when we start from a non-flat space symplectic
manifold.
4.7.1 The flat space case
Again we follow the deformation approach and we will analyze the elliptic
case using the tools of parabolic composability. From the Poisson bracket
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used in the definition of the Moyal bracket we extract a symplectic form ωIJ .
Let us call its inverse ΩIJ : ω
IKΩKJ = δ
I
J . Please note that in this section
we are following the convention of reference [12]. In elliptic composability we
have a parameter J satisfying J2 = −1. Because the Hamiltonian formalism
is defined over the real numbers, J cannot be a scalar and must have a
matrix representation which we now attempt to construct. To simplify the
problem we consider a one-dimensional physical system. In this case the
maximum matrix dimension for the representation of J is two (there are
only two coordinates in the cotangent bundle: p and q ) and it is larger than
one (J cannot be a scalar when we assume the number system to be R). The
only possibility is for J to have the same representation as the representation
of the complex numbers imaginary unit:
i = J =
(
0 −1
1 0
)
.
The definition is up to an overall sign (which defines the complex conju-
gation involution property of quantum mechanics). We see that J performs
a swap of q and p and this easily generalizes to the n-dimensional case. In
general, J is not the imaginary complex number unit but a tensor of rank
(1, 1): J = JIJ with the following matrix representation:
JIJ =
[
0 −1n
1n 0
]
.
J is an “almost-complex” structure because is defined on M at each
tangent space. Invariance of the laws of nature under time evolution demands
that JIJ and ΩIK to be preserved under time evolution and therefore we can
construct a metric tensor g preserved under time evolution as well as follows:
gIJ = ΩIKJ
K
J with:
ΩIJ =
[
0 1n
−1n 0
]
,
gIJ =
[
1n 0
0 1n
]
.
By construction we have g = ΩJ and by inspection we see that Ω = JT g
where JT is the transpose of J . Also the metric tensor g defines a Hermitean
structure because it satisfies: g(JX, JY ) = g(X,Y ):
(JIKX
K)
T
gIJ(J
J
PY
P ) = (XK)
T
(JIK)
T
ΩIQJ
Q
JJ
J
PY
P =
(XK)
T
(JIK)
T
(−ΩIQδQP )Y P = (XK)
T
(JIK)
T
(ΩPI)
T
Y P =
(XK)
T
(ΩPIJ
I
K)
T
Y P = (XK)
T
(gPK)
T
Y P = (XK)
T
gKPY
P ,
where T defines matrix or vector transposition. A complex inner product can
now be introduced as g + iΩ:
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< X, Y >= XT gY + iXTΩY,
where:
X =


q1
...
qn
p1
...
pn


.
We therefore constructed an almost complex manifold for the elliptic com-
posability case. The almost complex manifold is integrable when the Nijen-
huis tensor N [26]:
N(R,S) = [R,S] + J [JR, S] + J [R, JS]− [JR, JS],
defined on vector fields R and S vanishes. When this happens the almost
complex manifold becomes a Ka¨hler manifold because ω is closed by invari-
ance under flow lines.
But what does it mean that an almost complex manifold is not integrable?
Given any point p ∈M , it is not possible to find coordinates such that J takes
the canonical form from above on an entire neighborhood of p and hence
J2 6= −1. This means that we are breaking the fundamental composability
relations and the description of the laws of nature is no longer invariant under
arbitrary tensor composition. Therefore we must have a Ka¨hler manifold.
Time evolution preserves Ω and J by preserving a normalization con-
straint:
〈g〉 − 1 = XIgIJXJ = 0.
The constrained Hamilton’s equations of motion give rise to the Schro¨dinger
equation and demands that the observables are Hermitean (equivalently they
commute with J because time evolution cannot change the composability
class) [12].
4.7.2 The non-flat space case
Passing from the flat to non-flat case, we have to simply replace the Moyal
sine bracket with: J/~(A ⋆ B − B ⋆ A) where ⋆ is no longer defined over
flat space, but over a general symplectic manifold. We can still extract the
symplectic form ω, and we still have the (1, 1) tensor J , but now we loose
their explicit representation. However, all arguments from above still apply
and we found ourselves into a general Ka¨hler manifold setting from which
we would need to extract operators on a Hilbert space.
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4.8 Berezin quantization and C*-algebras
To complete the derivation of complex quantum mechanics we will follow
a deformation quantization approach able to extract operators in a Hilbert
space.
To this aim we will use Berezin quantization because Ka¨hler manifolds
often admit a Berezin quantization and Berezin quantization enjoys the ad-
vantage of positivity [48]. Depending on the physical system under considera-
tion, other approaches are possible like Weyl quantization [61] for flat spaces.
Berezin quantization is actually a dequantization but we will not enter into
technical details [28].
A Ka¨hler manifold is not quantizable in general unless we have a “quan-
tum line bundle”: {L, h,∇} where L is a holomorphic line bundle, h is a her-
mitean metric, and ∇ is a connection satisfying a compatibility condition. We
have seen that Poisson manifolds always admit a deformation quantization
[45] and hence the Ka¨hler manifold obtained in the prior section must also
be quantizable provided there is a relationship between the Kontsevich star
product and Berezin star product. However the relationship between Berezin
and Kontsevich quantization is nontrivial [63].
For compact Ka¨hler manifolds we can prove the existence of the quantum
line bundle. We have used the composability arguments in constructing the
Ka¨hler manifold, and the proof of quantization cannot come from them.
But we have not yet used positivity. A Ka¨hler manifold is quantizable when
the line bundle L is positive and this allows the use of Kodaira embedding
theorem [44]: “If L is a line bundle on a compact complex manifold, then L
is ample if and only if L is positive.” [14].
Then if L is ample the Ka¨hler manifold can be embedded in a complex
projective space [57].
On R2n the Berezin quantization [13] is the following prescription to con-
struct compact operators from continuous functions on phase space:
Q~(f) =
∫
R2n
dpdq
2π~
f(p, q)|Φ(p,q)
~
〉〈Φ(p,q)
~
|,
where Φ
(p,q)
~
are coherent states defined as:
Φ
(p,q)
~
= (π~)
−1/4
e−ipq/2~eipx/~e−(x−q)
2/2~.
At this point we recovered the Hilbert space formulation of complex quan-
tum mechanics. This can be double checked by using the GNS construction
[5] after extracting the C*-algebra condition for any bounded operators T as
follows:
||TΦ||2 = 〈TΦ, TΦ〉 = 〈T ∗TΦ, Φ〉 ≤ ||T ∗TΦ|| ||Φ|| ≤ ||T ∗T || ||Φ||2
||T ||2 ≤ ||T ∗T || ≤ ||T ∗||||T || = ||T ||2
||T ∗T || = ||T ||2.
We have seen that recovering quantum mechanics formalism (even for infi-
nite dimensional Hilbert spaces) consists of two steps: a categorical derivation
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of the composability two-product algebra followed by a non-functorial quan-
tization step whose existence is guaranteed by positivity. But why is this last
step non-functorial?
The reason is that the star product can be understood as an infinite
sum of terms proportional with the powers of the Planck constant ~. Also
the star product being associative by construction, associativity transfers
to each term in all Planck constant power terms. Then a natural question
to ask is the equivalence of two star products. The equivalence classes of
star products on symplectic manifolds are in one-to-one correspondence with
second de Rham cohomologyH2dR(M). Therefore there could be inequivalent
ways of quantization.
4.9 Distinguishing quantum from classical mechanics
It is time to collect all the results so far and complete the quantum me-
chanics reconstruction program. From classical and quantum mechanics a
composability two-product algebra was extracted. Then this mathematical
structure was derived from physical principles using very general categorical
arguments. It was found that the invariance of the laws of nature under tensor
composition admits three “fixed points”: elliptic, parabolic, and hyperbolic
composability. The hyperbolic domain generalizes regular functional analysis
and positivity is not possible. Hence this solution is unphysical.
For elliptic and parabolic composability we obtained the usual Hamil-
tonian formalism, which in the elliptic case has an additional structure of a
metric space which gives rise to a Ka¨hler manifold. This implies the existence
of an inner product. The standard complex number quantum mechanics is
recovered using Berezin quantization which is only one of the possible ways
to add positivity and the norm axioms into the composability two-product
algebra formalism.
We note that there could not be any consistent mixed classical-quantum
description of a physical system because a quantum system cannot have any
back-reaction on a classical system [56] and the composability classes are
disjoint. Therefore there is only one last step needed to distinguish between
classical and quantum mechanics.
The only distinguishing property in the composability two-product alge-
bra was the parameter J which for classical mechanics respects J2 = 0, and
for quantum mechanics respects J2 = −1. J2 = −1 is responsible for quan-
tum superposition. In turn this shows that quantum mechanics violates Bell’s
inequalities [11] and nature confirms the violation [6]. While there are still
experimental loopholes waiting to be closed, there is no single experiment to
date which contradicts quantum mechanics.
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5 Discussions
5.1 The number system for quantum mechanics and transition spaces
When we add the positivity condition to the composability two-product al-
gebra we impose a reality condition on the Jordan algebra σ: A2 + B2 =
0 ⇒ A = B = 0 making them “real Jordan algebras”. Their full classifica-
tion is well known [40] and is related with projective spaces over the division
algebras.
The number system for a representation of quantum mechanics is defined
by the representation of the simplest possible quantum state with only one
degree of freedom. In this case the dynamic correspondence map J is the
same as the imaginary unit of complex numbers, and the natural number
system for quantum mechanics are the complex numbers. In turn this leads
to the concept of a transition probability space [48].
How are we to understand then quantum mechanics over quaternions
or real numbers? A comprehensive monograph on quaternionic quantum me-
chanics was written by Adler [1] and quaternionic quantum mechanics can be
understood as a constrained complex quantum mechanics system [12]. Real
quantum mechanics is defined over a number system which is too small to ac-
commodate dynamic correspondence and it has to be embedded in complex
numbers [1]. We note that the actual wavefunction in real or quaternionic
quantum mechanics is different than their complex counterpart because the
inner product is different [1]. Still, their predictions are not in any way dis-
tinct than the predictions of complex quantum mechanics in the common
range of validity.
Because the only division number systems possible are: real numbers,
complex numbers, quaternions, and octonions, and because octonionic quan-
tum mechanics is forbidden (σ must be the real part of an associative in-
volutive product), it looks that in the current framework there is no other
possibility for a quantum mechanics number system. This is an incorrect
conclusion however because there is a hidden unnecessary assumption in the
argument: the transition space must be a transition probability space. In other
words, we require Born’s interpretation and Born’s rule.
What if whenever we repeat an experiment, the end result is not a prob-
ability (a real number), but we get something with a richer mathematical
structure instead? At first this seems absurd, but what if we get a probabil-
ity 4-current? A remarkable recent result obtained by Grgin [35] shows that
there is a fourth number system possible which is related to a spin factor
Jordan algebra. The new number system is called a “quantion” and was so
named because of its similarity with quaternions.
A quantion has the following matrix representation:
q =


q1 q3 0 0
q2 q4 0 0
0 0 q1 q3
0 0 q2 q4

 ,
with q1, q2, q3, q4 ∈ C.
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Quantionic quantum mechanics generalizes the Born rule, reduces itself
to the complex quantum mechanics in the non-relativistic limit, demands
Dirac’s equation, is equivalent with Dirac’s spinors, has the CPT discrete
symmetry, and corresponds to quantionic projective space instead of CPn.
If q is a quantion, it has a polar decomposition into a future oriented 4-
vector and a U(1) × SU(2) phase term. q†q is a future oriented 4-vector
corresponding to a current probability density respecting a relativistic con-
tinuity equation [35]. In fact q†q is the Dirac current. Quantionic quantum
mechanics is inherently relativistic and while it does not make new physical
predictions because is equivalent with Dirac’s spinors (quantions correspond
to a different factorization of the d’Alembertian), their composability two-
product algebra realization corresponds to a constrained quantum system
over SO(2, 4) understood as a ring. SO(2, 4) was selected as a non SU(n)
realization of quantum mechanics starting from Cartan’s classification of Lie
algebras when one demands the additional requirement of the composition
two-product algebra relation of compatibility [31, 32, 33, 34].
Suppose that the number system for quantum mechanics is selected to
be SO(2, 4). Because SO(2, 4) ∼ SU(2, 2), it is not possible to implement
positivity directly. However, the negative probabilities or “ghosts” can be
eliminated if we pick a particular element of the composability two-product
algebra to play the role of J and demand that all observables in the SO(2, 4)
quantum mechanics commute with that element. What results is a compos-
ability sub-two-product algebra which is equivalent with a composability two-
product algebra over quantions. Quantionic quantum mechanics corresponds
to C*-Hilbert modules instead of C*-algebras and this shows first that not
all quantum mechanics realizations are corresponding to C*-algebras, and
second that adding positivity is a non-trivial problem even when the num-
ber of degrees of freedom remains finite. Additional details are presented in
Appendix B.
5.2 The collapse postulate and the measurement problem
For real and complex quantum mechanics, Born rule follows from Gleason’s
theorem [29] and quantum mechanics is inherently probabilistic. In between
measurements the time evolution is unitary, but after an experiment is per-
formed and an experimental outcome is recorded, the wavefunction collapses.
How are we to understand the collapse postulate? Is it just an update of in-
formation, a rederivation of a Hilbert space representation of a quantum
system?
We seek to derive the collapse postulate from a pure unitary time evolu-
tion using categorical arguments. This does not imply that the many-worlds
interpretation [62] is a mathematical necessity nor that the epistemic point
of view is invalid. We will show that the collapse postulate is forced upon us
by ignoring a mathematical structure not unlike in the early days of special
relativity people talked about “imaginary ict” time because they ignored the
metric tensor.
Here is how we proceed. Recall that we proved that U(M,⊗,R, α, σ, J) is
a commutative monoid. This encodes the idea that two physical systems can
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be considered together and that their description is invariant under tensor
composition. However, it can also represent a description of two interacting
systems. The collapse postulate can be understood as an inverse operation to
the tensor product. Can we upgrade the composition class U from a commu-
tative monoid to a group? Such a construction is known as the Grothendick
group construction [7] and is pure categorical. All we need to proceed is an
equivalence relationship. Do we have a natural equivalence relationship in
quantum mechanics? The answer is yes and it is a consequence of elliptic
composability. The Grothendick group construction is not possible in classi-
cal mechanics (parabolic composability).
The equivalence relationship comes from a swap symmetry: what the
quantum system can unitarily evolve over here can be undone by another
unitary evolution of the environment over there. In other words in quantum
mechanics we encounter envariance [65].
Let us formally define the equivalence relationship. We call two pairs of
a Cartesian product of wavefunctions equivalent:
(|ψ〉p, |ψ〉n) ∼ (|φ〉p, |φ〉n),
if given any unitary transformation Up acting on the left element (|ψ〉 , ·)
there exists a unitary transformation Un acting on the right element (·, |ψ〉),
a wavefunction |ξ〉, and a unitary transformation Uξ such that:
|ψ〉p ⊗ |φ〉n ⊗ |ξ〉 = (Up|φ〉p)⊗ (Un|ψ〉n)⊗ (Uξ |ξ〉).
The ancilla |ξ〉 is required by the proof of the transitivity property and can
be ignored when we want to prove the reflexivity and symmetry properties.
The left element of the Cartesian product is called the “positive” ele-
ment (the system), while the right one is called the “negative” element (the
measurement device and the environment).
The proof of the equivalence properties (symmetry, reflexivity, and tran-
sitivity) is presented in Appendix C.
Obtaining the Grothendieck group of composability is only the first step
in solving the measurement problem because an element of the Grothendieck
group is an equivalence class containing all possible experimental outcomes.
To explain why there is only one outcome we need a mechanism to sponta-
neously break the Grothendieck equivalence class.
Let us make two observations: an experimental outcome contains many
copies of the outcome information and the system and measurement device
sometimes are in an unstable equilibrium. Infinitesimal perturbations can
exponentially grow and lead to a unique peak of the wavefunction [43]. Al-
though this mechanism was proven exactly in a few cases, more is required to
research this approach and establish its universality. Its relationship with the
quantum Darwinism program [66] has to be researched as well. If we want
to stay outside the usual quantum mechanics interpretations, as of now the
measurement problem is an open problem.
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5.3 Quantum mechanics and relativity
The current approach of deriving the Hilbert space of quantum mechanics is
very similar with how Lorentz transformations can be derived in the special
theory of relativity.
Special theory of relativity is rooted in two simple postulates: the laws
of nature are invariant under changes in inertial frames of reference and the
principle of invariant light speed. The first postulate of special theory of
relativity tells us that there is no absolute reference frame and there are no
distinguished speeds (except for the speed of light). The second postulate is
ultimately justified by experimental evidence.
If one starts with the invariance of consecutive space-time transformations
under inertial reference frame transformations (in addition with the symme-
tries of space and time) one obtains Lorentz and Galilean transformations.
Then nature selects which transformation occurs.
Fig. 1 Deriving special theory of relativity line of argument.
The derivation of quantum mechanics follows a similar pattern. First we
have the invariance of the laws of nature under time evolution and under
tensor composition. To them we add a relational postulate similar in spirit
with the absence of absolute reference frame. From this we derive three solu-
tions. One of them is eliminated by positivity which demands the ability to
define a state able to make predictions (probabilistic or deterministic) about
nature. The final solution is selected based on experimental evidence as well.
However there is tension between the two theories because quantum cor-
relations between spatially separated regions cannot be causally explained,
and yet quantum mechanics cannot be used to send signals faster than the
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Fig. 2 Deriving quantum mechanics line of argument.
speed of light. Currently there is no consensus on how to understand quan-
tum mechanics in relation to locality. Is quantum mechanics local but not
realistic, or is quantum mechanics non-local? (The disagreement is mostly
on the meaning of the terms realism and locality. Bell locality is violated by
nature but this is not an universally accepted definition of locality.) From the
current derivation we see that quantum mechanics is locality-blind because
considerations of distance do not enter the derivation in any form.
In the fundamental relationship of the bipartite product σ12, the lack of
factorizability using only σ1 and σ2 is the root cause of the tension with
the mathematical properties of space (compare this with classical mechan-
ics and its compatibility with the idea of spatial separated regions). If we
take the point of view of space-time and demand a causal explanation for
quantum correlations, we are implicitly taking the point of view of parabolic
composability and demanding an explanation of elliptic composability in the
parabolic framework.
Just like in special theory of relativity one does not attempt to explain
Lorentz transformations using unbounded speed (Galilean) models, in quan-
tum mechanics the real mystery is not its interpretation using a parabolic
composability paradigm, but the emergence of space-time in a quantum me-
chanics framework.
5.4 Comparison with other quantum mechanics reconstruction approaches
It is informative to compare the current quantum mechanics reconstruction
approach with other reconstruction programs. While there is some degree of
overlap, we can classify reconstruction approaches in six broad classes: based
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on the correspondence principle, based on path integral formulation, based
on observables, based on an instrumentalist approach, based on quantum
information, and based on quantum logic.
5.4.1 Quantum mechanics reconstruction approaches based on the
correspondence principle
The current approach belongs into this class and is an extension of the orig-
inal Grgin-Petersen [36] approach which was recently formalized in category
formalism by Kapustin [41]. Deformation quantization [10] also belongs in
the correspondence principle class of approaches and we have shown that
the composability two-product algebra based on the products α and σ is
equivalent with the associative and noncommutative star product approach
in deformation quantization: α and σ can define the star product, and the
star product can define α and σ.
Segal’s approach [59] is also inspired by a common classical-quantum
mechanics set of axioms. But unlike the observables-generators duality Segal
chooses an observables-states duality. His approach is more restrictive than
quantum mechanics on phase space because it includes norm axioms (under
his classification “metric postulates”) and is also more general because his
states product (which generalizes the start product ⋆) does not need to admit
a skew-symmetric product. If we follow Rob Clifton’s approach and restrict
Segal algebras to what he calls “Segalgebras” (real closed linear subspaces
of observables that contain the identity and are closed under the (generally
nonassociative) symmetric and antisymmetric products) we simply get self-
adjoint parts of subalgebras of C*-algebras [18].
5.4.2 Quantum mechanics reconstruction approaches based on the path
integral formulation
Goyal, Knuth, and Skilling approach [30] belongs in a category of its own and
is similar in spirit with the current approach. They consider performing ex-
periments sequentially or in parallel and extract natural symmetries obeyed
by those experiment compositions. In turn, with an additional postulate in-
spired by Bohr’s principle of complementarity, this introduces constraints
which allow deriving explicit realization for probabilities. Then the rule for
complex number multiplication in Feynman’s path integral formulation is
obtained.
However, now we can recognize that their result is actually a derivation
of the fundamental composability relation.
5.4.3 Quantum mechanics reconstruction approaches based on observables
Quantum mechanics can be defined over a phase or Hilbert space. In phase
space one can take the operational approach of positive-operator valued mea-
sures (POVMs) [58]. The standard GNS construction [5] employs the associa-
tive product, but one can also start from the Jordan algebra of observables.
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In this case one can use the Jordan-GNS construction of Alfsen, Shultz, and
Størmer [4].
Barnum and Wilce derived quantum mechanics from three axioms: (1) in-
dividual systems are Jordan algebras, (2) composites are locally tomographic,
and (3) at least one system has the structure of a qubit [9]. They also charac-
terize finite dimensional quantum theory among probabilistic theories having
the structure of a dagger-monoidal category which is related with Kapustin’s
categorical formulation [41].
5.4.4 Quantum mechanics reconstruction approaches based on an
instrumentalist approach
Lucien Hardy [39] introduced an instrumentalist approach based on five “rea-
sonable” axioms. He starts by introducing two numbers: the number of de-
grees of freedom K (the number of real parameters required to specify the
state) and the dimension N (the maximum number of states that can be
reliably distinguished from one another in a single shot measurement).
With those two definitions, the axioms are: (1) Probabilities, (2) Simplic-
ity (K is determined by a function of N and for each given N , K takes the
minimum value consistent with the axioms), (3) Subspaces, (4) Composite
systems rules (NA⊗B = NANB and KA⊗B = KAKB), (5) Continuity (there
exists a continuous reversible transformation on a system between any two
pure states of that system).
Then Hardy derives a key property: K = N r which recovers classical
mechanics for r = 1 and complex quantum mechanics for r = 2. His equation
requires a slight generalization in the quantionic quantum mechanics case:
K = 4N2 because there are four spinor components in Dirac’s equation.
Hardy’s approach was further refined by Jochen Rau [55] in a Bayesian
paradigm. He extended Hardy’s dimensionality arguments and computed the
impact of preparation, composition, and continuity on the structure group
which is proven to be the unitary group.
5.4.5 Quantum mechanics reconstruction approaches based on quantum
information
John Bell proved that quantum mechanics correlations (which can be ex-
pressed using operator norm) cannot be attributed to shared randomness
(local hidden variables) [11]. However those correlations cannot be used to
transmit signals faster than the speed of light, and Popescu and Rohrlich
flipped the problem around and asked if nonlocality can be used as an ax-
iom for quantum theory [54]. This led to the introduction of hypothetical
Popescu-Rohrlich boxes which can achieve super-quantum correlations. Then
there are three levels of correlations possible: hidden variable correlations cor-
responding to classical mechanics, quantum correlations, and super-quantum
correlations and this started the search for information theoretical criteria
to distinguish them. Since composability demands only classical and quan-
tum mechanics, PR boxes cannot occur in nature if the laws of nature are
invariant under tensor composition.
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However, quantum information approaches proved fruitful and Rob Clifton,
Jeffrey Bub, and Hans Halvorson [19] working in the formalism of C*-algebras
showed that observables and the state space of a physical theory are quan-
tum mechanical if one starts from three information theoretical axioms: (1)
the impossibility of superluminal information transfer between two physical
systems by performing measurements on one of them; (2) the impossibility
of perfectly broadcasting the information contained in an unknown physical
state; (3) the impossibility of unconditionally secure bit commitment.
Quantum mechanics reconstruction can be achieved using information
theoretical considerations. Dakic and Brukner [24] introduced four axioms:
(1) (Information capacity) an elementary system has the information carrying
capacity of at most one bit. All systems of the same information carrying
capacity are equivalent; (2) (Locality) the state of a composite system is
completely determined by local measurements on its subsystems and their
correlations; (3) (Reversibility) between any two pure states there exists a
reversible transformation; (4) (Continuity) between any two pure states there
exists a continuous reversible transformation.
Lluis Masanes and Markus Mu¨ller [50] considered five axioms: (1) in sys-
tems that carry one bit of information, each state is characterized by a finite
set of outcome probabilities; (2) the state of a composite system is char-
acterized by the statistics of measurements on the individual components;
(3) all systems that effectively carry the same amount of information have
equivalent state spaces; (4) any pure state of a system can be reversibly trans-
formed into any other; (5) in systems that carry one bit of information, all
mathematically well-defined measurements are allowed by the theory. When
continuity is imposed on axiom five one recovers quantum theory.
Chiribella, D’Ariano, and Perinotti [17] derived quantum mechanics from
five axioms: (1) Causality: the probability of a measurement outcome at a
certain time does not depend on the choice of measurements that will be
performed later. (2) Perfect distinguishability: if a state is not completely
mixed (i.e. if it cannot be obtained as a mixture from any other state), then
there exists at least one state that can be perfectly distinguished from it, (3)
Ideal compression: every source of information can be encoded in a suitable
physical system in a lossless and maximally efficient fashion. Here lossless
means that the information can be decoded without errors and maximally
efficient means that every state of the encoding system represents a state
in the information source, (4) Local distinguishability: if two states of a
composite system are different, then we can distinguish between them from
the statistics of local measurements on the component systems, (5) Pure
conditioning: if a pure state of system AB undergoes an atomic measurement
on system A, then each outcome of the measurement induces a pure state on
system B. (Here atomic measurement means a measurement that cannot be
obtained as a coarse-graining of another measurement). Quantum mechanics
is singled out by a purification principle: “Every state has a purification. For
fixed purifying system, every two purifications of the same state are connected
by a reversible transformation on the purifying system”.
Barnum, Mu¨ller, and Ududec [8] introduced four axioms: (1) Classical
Decomposability: every state of a physical system can be represented as a
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probabilistic mixture of perfectly distinguishable states of maximal knowl-
edge (“pure states”); (2) Strong Symmetry: every set of perfectly distinguish-
able pure states of a given size can be reversibly transformed to any other
such set of the same size; (3) No Higher-Order Interference: the interference
pattern between mutually exclusive “paths” in an experiment is exactly the
sum of the patterns which would be observed in all two-path subexperiments,
corrected for overlaps; (4) Observability of Energy: there is non-trivial con-
tinuous reversible time evolution, and the generator of every such evolution
can be associated to an observable (“energy”) which is a conserved quantity.
We note that in all quantum information approaches Hardy’s continu-
ity axiom is present in one form or another and this singles out quantum
mechanics. Although Barnum, Mu¨ller, and Ududec’s approach avoid talking
about composite systems, their “Observability of Energy” postulate is related
to “dynamic correspondence” between observables and generators which is a
consequence of a invariance under tensor composition.
5.4.6 Quantum mechanics reconstruction approaches based on quantum logic
This approach is the oldest of all reconstruction approaches and is repre-
sented by Piron’s result [53]. This approach is related with projective spaces
and departure from Boolean algebras signals non-classical behavior. However,
non-Boolean algebras do not necessarily imply quantum mechanics because
there could be classical macroscopic systems which violate non-Boolean al-
gebras for appropriate definitions of propositions [2].
5.4.7 Composition and information role in the foundation of quantum
mechanics
Both composition and information considerations are essential in deriving
quantum mechanics. On one hand, pure composition arguments are unable
to eliminate non-physical theories like hyperbolic quantum mechanics. On the
other hand, all information theoretical axiomatic systems from above cannot
avoid talking about composite systems. The role of composition arguments
is unsurprising given Bell’s theorem because for a single particle there are
classical models which reproduce exactly all quantum mechanics predictions.
Composition arguments are special cases of categorical considerations
which we proved that determine the algebraic relationships. Information the-
oretical considerations demand positivity as a pre-requisite, and positivity is
responsible for the norm properties in Hilbert space formulation. Positiv-
ity is very general and does not demand Born interpretation as quantionic
quantum mechanics counterexample shows. Positivity only requires that “it
is what can generate a bit”, but the mathematical realization of the bit is
left unspecified (bit, qubit, current probability density).
We have seen that the distinction between quantum and classical mechan-
ics has a composition (algebraic), not an information origin. We appeal to
experimental evidence in the form of Bell’s inequalities to distinguish between
classical and quantum mechanics, but any “quantumness” principle can work,
like Hardy’s instrumentalist continuity axiom, or Feynman principle that in
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quantum mechanics probability amplitudes rather than probabilities super-
impose [1].
Why does nature prefer elliptic composition over parabolic composition?
This no different from asking why nature prefers having a maximum speed
limit over unlimited speeds. For quantum mechanics the answer cannot be
given by either categorical or positivity arguments and it is very likely that
the answer will only come from a self-contained “theory of everything”.
Maybe only an universe with elliptic composition is able to create itself.
5.5 Open problems
Quantum mechanics derivation started with the invariance of the laws of na-
ture under time evolution. As such it seems that the concept of time is a prim-
itive notion and not dependent on quantum mechanics. However, Tomita-
Takesaki theory shows the existence of a distinguished one-dimensional pa-
rameter which can be understood as time and time seems to have a noncom-
mutative origin [21]. This point of view was expanded into a “thermal time
hypothesis” [22] and now we may face a problem of circularity: quantum me-
chanics is derived by assuming time, but is time a consequence of quantum
mechanics as well?
The composability two-product algebra has two classes of realizations:
commutative phase spaces and non-commutative Hilbert spaces. The domain
of the Hilbert space realizations appears in general to be smaller because
while in phase space the functions are continuous, in Hilbert space realiza-
tions they are analytic (all complex holomorphic functions are analytic), and
there are continuous functions which are not analytic. But does this lead to
physically meaningful differences?
So far we have not discussed the infinite degrees of freedom case. There the
Stone-von Neumann [60] theorem does not hold and there are infinite classes
of unitarily inequivalent Hilbert space representations. Also Hilbert spaces
are not available in the interaction picture [37] despite the practical success
of the perturbation approach of quantum field theory. The infinite number
of unitarily inequivalent Hilbert space representations should be considered
in an instrumentalist approach which takes into account the smearing effects
of physical devices used in actual measurements. The position of this paper
is that of “algebraic imperialism” in that the physical content is encoded in
algebraic properties, and the Hilbert space realization are only a computation
convenience of no ontological significance [38]. At this time we do not have a
complete classification of all possible Hilbert space realizations of quantum
mechanics. What we do have is a complete classification only for finite degrees
of freedom for transition probability spaces.
The complete classification for the allowed number systems of quantum
mechanics is another open problem. The existence of four number systems
shows that while the inner product of kets and bras is universal, Born in-
terpretation is not and depends on the concrete number system of the real-
ization. However, all quantum mechanics realizations: phase space, Hilbert
spaces over real, complex, quaternionic, and quantionic numbers give identi-
cal predictions when they share a domain of validity.
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Appendix A
Split-complex numbers preliminaries
We denote split-complex numbers as D. Like complex numbers, split complex
numbers have an “imaginary unit” j 6= 1 but with a different property:
j2 = +1. This makes D an involutive algebra.
If x and y are the real and imaginary components of a split-complex num-
ber z = x+ jy, there are four possible hyperbolic polar form decompositions
based on the values of x and y:
z = +ρ(cosh θ + j sinh θ) if x > 0 and |x| > |y|,
z = +ρ(sinh θ + j cosh θ) if y > 0 and |y| > |x|,
z = −ρ(cosh θ + j sinh θ) if x < 0 and |x| > |y|,
z = −ρ(sinh θ + j cosh θ) if y < 0 and |y| > |x|,
with ρ a positive real number and θ a real number. We can call ρ the modulus
and θ the hyperbolic phase. Because we can define an (indefinite) inner prod-
uct in split-complex quantum mechanics, just like in its complex quantum
mechanics counterpart, pure states are defined only up to a hyperbolic phase.
Standard functional analysis spaces can be introduced and used, but they
lack a physical interpretation. Instead we need to consider spaces respect-
ing the state definition. This requires introducing a new functional analysis
domain. The starting point is investigating the triangle inequality which is
part of the metric space definition and leads to considerations of convergence,
completness, and norms.
Split-complex numbers do not respect a triangle inequality, but using the
polar form decompositions we see that inside each of the four areas separated
by the zero norm boundaries (defined as ρ = 0) a reversed triangle inequality
holds:
∣∣∣∣||z + w||
∣∣∣∣ ≥
∣∣∣∣||z||
∣∣∣∣+
∣∣∣∣||w||
∣∣∣∣.
The root cause of triangle inequality for complex numbers is the fact that the
cosine function is bounded from above, while the root cause of the reversed
triangle inequality is the fact that the hyperbolic cosine function is bounded
from below.
Para-metric and para-normed spaces
Definition A semi para-metric space is a pair (X, d), where X is a set and
d is a semi para-distance function on X defined on X ×X such that for all
x, y, z ∈ X we have:
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d ∈ R+ (PM1),
d(x, y) = 0 if x = y (PM2),
d(x, y) = d(y, x) (PM3),
d(x, y) ≥ d(x, z) + d(z, y) (PM4),
with x, y, z in (PM4) connectable by a path not crossing any zero distances
points.
An example of para-metric space is D itself.
Definition A sequence {xn} in a metric space X = (X, d) is said to be
para-Cauchy if for every ǫ > 0 there is an N = N(ǫ) such that:
d(xm, xn) > ǫ for every m,n > N.
The space X is said to be para-incomplete if every para-Cauchy sequence in
X diverges.
To build an intuition about para-Cauchy sequences and para-incompleteness,
when the reversed triangle inequality holds one thinks not of (elliptic) bound-
ary value problems, but of (hyperbolic) initial value problems and preserva-
tion of causality. Physically it is desirable to shield the local value by the
influence of far away points when the topology is non-Hausdorff.
Definition An indefinite para seminormed space is a vector space X over
split complex numbers D with a (not necessarily positive) real-valued function
||x||X for all x ∈ X obeying the following properties:
||αx||X = ||α||D||x||X (PN1),∣∣∣∣||x+ y||
∣∣∣∣ ≥
∣∣∣∣||x||
∣∣∣∣ +
∣∣∣∣||y||
∣∣∣∣ (PN2),
where α ∈ D and with x, y in (PN2) connectable by a path not crossing any
zero (para) norm points.
Given any two para-normed spaces, we can consider linear maps between
them. In particular, functionals are linear maps to D which leads us to the
concept of dual spaces. Unlike regular functional analysis, the interesting
cases here are the unbounded maps defined as follows:
Definiton Let X and Y be para-normed spaces and T : D(T ) → Y a
linear operator, where D(T ) ⊂ X. The operator T is said to be unbounded if
there is a positive real number c such that for all x ∈ D(T )
∣∣∣∣||Tx||
∣∣∣∣ ≥ c
∣∣∣∣||x||
∣∣∣∣.
We can also define the corresponding norm of linear operators with the
difference that we are this is defined as infimum and not as supremum:
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Definition The number ||T || defined as:
||T || = inf
x∈D(T )
||x||6=0
∣∣∣∣ ||Tx||||x||
∣∣∣∣sign(||Tx||/||x||),
is called the para-norm of operator T .
If we consider the algebraic properties in addition to norm properties we can
introduce a para-normed algebra as follows:
Definition A para-normed algebra A in a para-normed space which is an
algebra such that for all x, y ∈ A:∣∣∣∣||xy||
∣∣∣∣ ≥
∣∣∣∣||x||
∣∣∣∣
∣∣∣∣||y||
∣∣∣∣,
when ||x|| ∗ ||y|| > 0.
Considering para-Cauchy behavior we can restrict the prior definition:
Definition A para-Banach algebra A is a para-normed algebra which is
para-incomplete.
The following theorem regarding para-normed algebras holds:
Theorem The linear operator algebra between two para-normed spaces is
a para-normed algebra.
Para-inner product spaces
From the indefinite inner product we can prove:
Theorem If x, y ∈ D and ||x|| ∗ ||y|| ≥ 0, the following para-Cauchy-
Schwarz inequality holds:
| < x, y > | ≥ ||x||||y||.
Definition A para-Hilbert space is an indefinite para-inner product space
which is para-incomplete.
No-go result for orthogonal decomposition and Riesz representation
The following result prevents the existence of orthogonal decompositions for
para-Hilbert spaces and generalization of Riesz representation theorem:
Theorem Suppose X is an indefinite inner product space over D and
M 6= ∅ a complete convex subset. If ∀x ∈ X, ∃y ∈ M such that δ =
inf y¯∈M ||x− y¯|| = ||x− y||, then y is not necessarily unique.
Proof Suppose there is y0 ∈M such that ||x− y|| = ||x− y0|| = δ > 0. Then
||y − y0||2 = ||(y − x)− (y0 − x)||2 and by the parallelogram identity:
||y − y0||2sign(||y − y0||) = 2||y − x||2 + 2||y0 − x||2
−||(y − x) + (y0 − x)||2sign(||(y − x) + (y0 − x)||)
= 2δ2 + 2δ2 − 4||1
2
(y + y0)− x||
2
sign(||1
2
(y + y0)− x||)
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Since M is convex, 12 (y + y0) ∈M and || 12 (y + y0)− x|| ≥ δ.
In turn this implies:
||y − y0||2sign(||y − y0||) ≤ 0.
If the norm is positive definite this would imply that y0 = y, but if the
norm is indefinite the uniqueness is no longer a mathematical necessity. ⊓⊔
Appendix B
Here we present additional information about quantions and quantionic quan-
tum mechanics. Quantionic quantum mechanics was discovered by Emile Gr-
gin and its physical interpretation is due to Nikola Zovko. The results in this
appendix are not new, but quantionic quantum mechanics is not well known.
Quantionic quantum mechanics represents an important counterexample to
the GNS construction in adding positivity to the quantum formalism, because
quantions are not a division number system and is impossible to construct
a non-trivial quotient space. Instead, quantionic quantum mechanics corre-
sponds to a C*-Hilbert module.
If Q is a quantion defined as:
Q =


a c 0 0
b d 0 0
0 0 a c
0 0 b d

 ,
with a, b, c, d ∈ C, a “reduced quantion” q is defined as:
q =
(
a c
b d
)
.
Two “norms” of quantions
For any quantion Q one can define an “algebraic norm” A(Q) = Q†Q and a
“metric norm” M(Q) = Q♯Q = det qI = (ad− bc)I where:
Q† =


a∗ b∗ 0 0
c∗ d∗ 0 0
0 0 a∗ b∗
0 0 c∗ d∗

 ,
Q♯ =


d −c 0 0
−b a 0 0
0 0 d −c
0 0 −b a

 .
Here Q♯ is called a “metric dual”.
The main theorem is that the two norms commute: AM(Q) = MA(Q).
A(Q) is a future-oriented four-vector,M(Q) is a complex number, andAM(Q)
is a positive real number.
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Quantion-spinor relation
If we introduce the column representation for a quantion Q:
Q =


a
b
c
d

 ,
and consider the Dirac spinor Ψ :
Ψ =


ψ1
ψ2
ψ3
ψ4

 ,
the relationship between a spinor and a quantion is:


ψ1
ψ2
ψ3
ψ4

 = 1√
2


c
−a
b∗
d∗

 .
The quantionic current jµ = Q†Q is the same as Dirac’s current: jµ =
Ψ †γ0γµΨ . The d’Alembertian  can be decomposed either in the usual way
as:  = D2 with D = γµ∂µ, or as in the quantionic way as:  = D♯D with:
D =
(
DI2×2 δI2×2
δ∗I2×2 △I2×2
)
,
where D, δ,△ are the Newman-Penrose symbols:
D = ∂0 + ∂3,
δ = ∂1 + i∂2,
△ = ∂0 − ∂3.
Quantionic quantum mechanics
In quantionic quantum mechanics any spacetime point has associated a quan-
tion and this defines a quantionic bundle. Nikola Zovko proposed to impose a
quantionic four-vector continuity condition: ∂µ(Q
†Q) = 0 which generalizes
Born’s rule and leads to Dirac’s equation. Then the algebraic norm A ex-
tracts a current probability density and corresponds to quantum mechanics,
and the metric norm M extracts the probabilities in a frame of reference
and corresponds to special relativity. The metric dual Q♯ defines a parity
transformation P , the algebraic dual Q† defines a charge transformation C,
and together CP defines a time reversal operation T . Cq = q defines the
Minkowski space, Pq = q defines complex numbers (and quantionic quan-
tum mechanics reduces to complex quantum mechanics), and Tq = q defines
real quaternions (and quantionic quantum mechanics reduces to quaternionic
quantum mechanics).
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Appendix C
In this appendix we establish the usual properties of an equivalence relation-
ship (reflexivity, symmetry, and transitivity) in case of swap symmetry. Let
us recall the definition of the equivalence relationship. We call two pairs of a
Cartesian product of wavefunctions equivalent:
(|ψ〉p, |ψ〉n) ∼ (|φ〉p, |φ〉n) (1)
if given any unitary transformation Up acting on the left element (|ψ〉 , ·)
there exists a unitary transformation Un acting on the right element (·, |ψ〉),
a wavefunction |ξ〉, and a unitary transformation Uξ such that:
|ψ〉p ⊗ |φ〉n ⊗ |ξ〉 = (Up|φ〉p)⊗ (Un|ψ〉n)⊗ (Uξ |ξ〉). (2)
Reflexivity
To prove reflexivity we need to show that: (|a〉 , |b〉) ∼ (|a〉 , |b〉). This means
that for any Up, exists a Un such that
|a〉 ⊗ |b〉 = (Up |a〉)⊗ (Un |b〉), (3)
and this is the original definition of envariance with the positive elements the
system and the negative elements the environment. The proof is by Schmidt
decomposition [65]. For any:
Up =
N∑
k=1
eiφk |ak〉 〈ak| , (4)
we have:
Un =
N∑
k=1
e−i(φk+2πlk) |bk〉 〈bk| , (5)
where |a〉 ⊗ |b〉 =∑Ni=1 λi |ai〉 |bi〉 and lk arbitrary natural numbers.
Symmetry
Suppose that (|a〉 , |b〉) ∼ (|c〉 , |d〉). This means that given any Up there exists
Un such that:
|a〉 ⊗ |d〉 = (Up |c〉)⊗ (Un |b〉). (6)
To prove symmetry we need to show that (|c〉 , |d〉) ∼ (|a〉 , |b〉) is true as
well. Then given any Vp there exists a Vn such that:
|c〉 ⊗ |b〉 = (Vp |a〉)⊗ (Vn |d〉). (7)
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Using Eq. (6):
(Vp |a〉)⊗ (Vn |d〉) = (VpUp |c〉)⊗ (VnUn |b〉), (8)
we want VpUp = 1 and VnUn = 1. Observing that Un = Un(Up), for any Vp,
pick Up = V
−1
p and then Vn(Vp) = U
−1
n = U
−1
n (V
−1
p ).
Transitivity
For transitivity, we need to show that if (|a〉 , |b〉) ∼ (|c〉 , |d〉) and (|c〉 , |d〉) ∼
(|e〉 , |f〉) then (|a〉 , |b〉) ∼ (|e〉 , |f〉)
From the first equivalence, given any Up, there exists Un, |ξ〉, and Uξ such
that:
|a〉 ⊗ |d〉 ⊗ |ξ〉 = (Up |c〉)⊗ (Un |b〉)⊗ (Uξ |ξ〉), (9)
and that given any Vp, there exists Vn, |η〉, and Vη such that:
|c〉 ⊗ |f〉 ⊗ |η〉 = (Vp |e〉)⊗ (Vn |d〉)⊗ (Vη |η〉). (10)
We need to show that given any Wp, there exists Wn, |χ〉, and Wχ such
that:
|a〉 ⊗ |f〉 ⊗ |χ〉 = (Wp |e〉)⊗ (Wn |b〉)⊗ (Wχ |χ〉). (11)
From Eqs. (9) and (10), we have:
|a〉 ⊗ |f〉 ⊗ (|d〉 ⊗ |c〉 ⊗ |ξ〉 ⊗ |η〉) = (12)
(Vp |e〉)⊗ (Un |b〉)⊗ [Up |c〉 ⊗ Uξ |ξ〉 ⊗ Vn |d〉 ⊗ Vη |η〉] .
Now given any Wp pick Up = Vp = Wp. Define Wn = Wn(Wp) =
Un(Up) = Un(Wp). Then we have:
|χ〉 = |d〉 ⊗ |c〉 ⊗ |ξ〉 ⊗ |η〉 , (13)
and
Wχ |χ〉 = Vn |d〉 ⊗ Up |c〉 ⊗ Uξ |ξ〉 ⊗ Vη |η〉 , (14)
which defines the unitary transformation Wχ:
Wχ = Vn(Wp)⊗Wp ⊗ Uξ ⊗ Vη. (15)
This concludes the proof of transitivity and Eq. (2) defines an equivalence
relationship which in turn allows us to construct the Grothendieck group of
composability.
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