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ABSTRACT
The fluctuations in the Cosmic Microwave Background (CMB) intensity due to the
Sunyaev-Zeldovich (SZ) effect are the sum of a thermal and a kinetic contribution.
Separating the two components to measure the peculiar velocity of galaxy clusters
requires radio and microwave observations at three or more frequencies, and knowledge
of the temperature Te of the intracluster medium weighted by the electron number
density. To quantify the systematics of this procedure, we extract a sample of 117
massive clusters at redshift z = 0 from an N -body hydrodynamical simulation, with
2×4803 particles, of a cosmological volume 192 h−1 Mpc on a side of a flat Cold Dark
Matter model with Ω0 = 0.3 and ΩΛ = 0.7. Our simulation includes radiative cooling,
star formation and the effect of feedback and galactic winds from supernovae. We
find that (1) our simulated clusters reproduce the observed scaling relations between
X-ray and SZ properties; (2) bulk flows internal to the intracluster medium affect the
velocity estimate by less than 200 km s−1 in 93 per cent of the cases; (3) using the X-
ray emission weighted temperature, as an estimate of Te, can overestimate the peculiar
velocity by 20 − 50 per cent, if the microwave observations do not spatially resolve
the cluster. For spatially resolved clusters, the assumptions on the spatial distribution
of the ICM, required to separate the two SZ components, still produce a velocity
overestimate of 10 − 20 per cent, even with an unbiased measure of Te. Thanks to
the large size of our cluster samples, these results set a robust lower limit of ∼ 200
km s−1 to the systematic errors that will affect upcoming measures of cluster peculiar
velocities with the SZ effect.
Key words: large-scale structure of Universe – galaxies: clusters: general – cosmology:
miscellaneous – methods: numerical
1 INTRODUCTION
The properties of the spatial distribution and velocity field
of matter in the Universe constrain the models of large-
scale structure formation. The velocity field has mostly been
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used to estimate Ω0, the mass density parameter of the
Universe, by means of the clustering anisotropy in redshift
space (e.g. Hamilton 1998; Matsubara & Szalay 2002), the
connection between the density and the peculiar velocity
fields (Courteau & Dekel 2001 and references therein), or
the mean relative peculiar velocity of galaxy pairs as a func-
tion of pairwise separation (Feldman et al. 2003).
Further constraints on structure formation models can
be extracted from the evolution of the velocity field on large
scales. Its measure is possible with the detection of the ki-
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netic SZ effect (Sunyaev & Zeldovich 1972). When the Cos-
mic Microwave Background (CMB) photons are scattered
by the free electrons in the intracluster medium (ICM), the
CMB radiation varies its intensity and its spectral distri-
bution. The thermal motion of the free electrons and their
bulk velocity have a different spectral signature on the CMB
and the two contributions can be separated with multi-
frequency observations. However, the bulk velocity contri-
bution (the kinetic SZ effect) is, on average, an order of
magnitude smaller than the thermal contribution (the ther-
mal SZ effect), and leaves the CMB spectrum unchanged:
these features make the kinetic SZ effect difficult to detect,
although it has been recently shown how its spatial correla-
tion with the thermal SZ effect (Diaferio, Sunyaev & Nusser
2000; da Silva et al. 2001) can be used to remove the CMB
contribution efficiently (Forni & Aghanim 2004).
The thermal effect is now becoming routinely detected
and major efforts have been done to plan several SZ cluster
surveys which will produce catalogues of tens of thousands of
clusters in the coming years (see Carlstrom, Holder & Reese
2002 for a review and Schulz & White 2003 for systematics).
The SZ effect does not suffer from the usual redshift dim-
ming of electromagnetic surface brightnesses, and clusters
can be detected, in principle, as far back in time as when
they formed.
The distribution of SZ clusters on the sky can
already provide information on cosmological parame-
ters (Mei & Bartlett 2003, 2004) and cluster biasing
(Diaferio et al. 2003; Cohn & Kadota 2004), although one
has to separate the effects of the ICM properties from those
of the cosmological model (Moscardini et al. 2002). Stronger
constraints for cosmology are of course provided by the
cluster redshift distribution (e.g. Holder, Haiman & Mohr
2001; Benson, Reichardt & Kamionkowski 2002;
Weller, Battye & Kneissl 2002). The accuracy of clus-
ter redshifts determined with photometric observations
(Huterer et al. 2004) or methods based on the SZ informa-
tion alone (Diego et al. 2003; Scha¨fer, Pfrommer & Zaroubi
2003) may be sufficient to constrain cosmology, and optical
or X-ray follow-up spectroscopy, which can be particularly
demanding in terms of observation time and sensitivity,
may not be needed for a first analysis.
If we measure the peculiar velocity of clusters,
we can reconstruct the redshift evolution of the ve-
locity field on large scales. Many authors have in-
vestigated the feasibility of measuring the bulk flow
on ∼ 100h−1 Mpc scales with the kinetic SZ effect
(Haehnelt & Tegmark 1996; Kashlinsky & Atrio-Barandela
2000; Aghanim, Go´rski & Puget 2001;
Atrio-Barandela, Kashlinsky & Mu¨cket 2004). No other
method is currently viable for this task other than the
kinetic SZ effect.
To date, because of the weakness of the total SZ sig-
nal compared to the sensitivity of the radio telescopes, sep-
arating the kinetic from the thermal contribution has re-
quired the estimate of the expected SZ signal with an a
priori knowledge of the temperature and spatial distribu-
tion of the ICM. X-ray observations have been used to ob-
tain this information for spatially well resolved clusters (e.g.
Holzapfel et al. 1997; LaRoque et al. 2003; Benson et al.
2003, 2004; Kitayama et al. 2004).
This procedure can not be easily extended to clusters
at high redshift where X-ray observations can be beyond
the limit of detectability and spatial resolution can be poor.
In principle, but only for massive clusters with hot ICM
(& 8 keV), one can estimate the temperature, rather than
with X-ray observations, by using the dependence of the
spectral function of the SZ effect on the gas temperature,
which appears when a fully relativistic treatment of the pho-
ton scatter is considered (Pointecouteau, Giard & Barret
1998; Itoh, Kohyama & Nozawa 1998). However, a re-
cent attempt, although successful, has provided a
temperature measure with quite large uncertainties
(Hansen, Pastor & Semikoz 2002).
Further insights into the physical properties of the
ICM come from the scaling relations between X-ray
and SZ observables. Analytic models (Dos Santos & Dore´
2002; McCarthy et al. 2003a), semi-analytical models
(Cavaliere & Menci 2001; Verde et al. 2002), and N-body
hydrodynamical simulations (e.g. da Silva et al. 2004) have
been used to investigate the effects of heating, cooling, and
preheating on the normalization, slope and scatter of these
scaling relations.
Here, we use a largeN-body hydrodynamical simulation
(Borgani et al. 2004), which includes an advanced treatment
of the gas dynamics, contains a large sample of simulated
massive clusters and reproduces reasonably well the X-ray
properties of real clusters, to verify (1) whether we can re-
produce the observed scaling relations between X-ray and
SZ observables; (2) whether the two basic assumptions un-
derlying the peculiar velocity measurement hold in the simu-
lations; namely whether (i) the mean gas velocity equals the
dark matter bulk velocity and the internal gas bulk flows are
negligible (Nagai, Kravtsov & Kosowsky 2003), and (ii) the
ICM temperature derived from X-ray observations is a good
estimator of the ICM temperature weighted by the electron
number density. Our simulated sample contains 117 well re-
solved clusters and provides a major statistical improvement
on previous analyses performed on a handful number of clus-
ters (e.g. Nagai et al. 2003; Holder 2004).
We do not investigate the systematics due to a real-
istic observational procedure, which includes cleaning the
radio detection of instrumental noise, atmospheric emis-
sion, galactic emission at low frequencies, galactic dust and
young galaxy emission at high frequencies, radio sources,
and the CMB itself. A detailed analysis of these effects can
be found, for example, in Knox, Holder & Church (2004)
and Aghanim, Hansen & Lagache (2004). Our results will
only provide a lower limit to the systematic uncertainties on
the peculiar velocity measures.
The layout of this paper is as follows: in Sect. 2 we sum-
marize the basic equations used to estimate the peculiar ve-
locity with the SZ effect; in Sect. 3 we describe the N-body
simulation and our sample of simulated clusters; Sect. 4 dis-
cusses the scaling relation between X-ray and SZ observables
and Sect. 5 tests the basic assumptions on the velocity mea-
sures. In Sect. 6 we estimate the systematic errors affecting
the peculiar velocity measurements. Our conclusions are in
Sect. 7.
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2 BASICS
Here, we describe the basic equations governing the SZ ef-
fects and their observational analysis. The hottest cluster in
our simulated sample has temperature ≈ 7 keV and we can
safely ignore any relativistic corrections which are relevant
for clusters with an ICM temperature & 8 keV.
2.1 Resolved Sources
At a given frequency ν, the variation in the CMB specific
intensity due to the thermal motion of free electrons in the
ICM is, in the limit of non-relativistic electron speeds (e.g.
Rephaeli 1995),
∆It(x, θ) = i0g(x)y(θ) , (1)
where x = hP ν/kT , k is the Boltzmann constant, T = 2.725
K the present day CMB temperature (Mather et al. 1999),
hP the Planck constant, i0 = 2(kT )
3/(hP c)
2 = 1.129 ·
103(T/K)3 mJy arcmin−2 = 13.34(T/K)3 MJy sr−1, c the
speed of light, and
g(x) =
x4ex
(ex − 1)2
(
x
ex + 1
ex − 1
− 4
)
(2)
the spectral function. The Comptonization parameter is
y(θ) = 〈τ (θ)〉los
k〈Te(θ)〉los
mec2
, (3)
where me is the electron mass,
〈τ (θ)〉los = σT
∫
ne(r)dl , (4)
〈Te(θ)〉los =
∫
ne(r)Te(r)dl∫
ne(r)dl
, (5)
and σT is the Thomson cross section; ne and Te are the
electron number density and temperature, respectively. The
integrals are over the line of sight l, and r2 = d2Aθ
2 + l2,
where dA is the angular diameter distance to the cluster, and
θ is the angular separation vector from the cluster centre.
〈Te(θ)〉los is the optical depth weighted temperature and it
generally differs from the pressure-weighted temperature
〈Tp(θ)〉los =
∫
ne(r)T
2
e (r)dl∫
ne(r)Te(r)dl
. (6)
〈Tp(θ)〉los can be derived from SZ observations alone by in-
cluding the relativistic correction in the spectral function
g(x) (Hansen 2004; Knox et al. 2004). In the following, we
will not consider this temperature because our simulated
clusters are not massive enough to make the relativistic cor-
rection relevant; therefore, with the sensitivity of the tele-
scopes available now or in the near future at the radio and
microwave wavelengths, the pressure-weighted temperature
〈Tp(θ)〉los of our simulated clusters will not be measurable.
The bulk flows of both the ICM within the cluster and
the cluster itself yield a further variation in the CMB inten-
sity:
∆Ik(x,θ) = −i0h(x)b(θ) , (7)
h(x) =
x4ex
(ex − 1)2
, (8)
b(θ) = 〈τ (θ)〉los〈β(θ)〉los , (9)
〈β(θ)〉los =
1
c
∫
ne(r)vlos(r)dl∫
ne(r)dl
. (10)
One actually observes the sum of the thermal and ki-
netic contributions
∆I(x,θ) = i0[g(x)y(θ)− h(x)b(θ)] . (11)
At θ = 0, we have
∆I0(x) = i0 [g(x)y0 − h(x)b0] , (12)
where y0 = τ0(kTe/mec
2), τ0 = 〈τ (0)〉los, Te = 〈Te(0)〉los,
and b0 = τ0β, β = 〈β(0)〉los.
Usually, to extract the SZ image of the cluster from the
radio/microwave data, a β-model of the gas distribution is
assumed. The shape parameters βc and θc are derived from
a fit to the X-ray surface brightness
∆S(θ) = ∆S0
(
1 +
θ
2
θ2c
)1/2−3βc
. (13)
At a frequency x, the CMB intensity variation due to the
SZ effects is expected to be
∆I(x,θ) = ∆I0(x)
(
1 +
θ
2
θ2c
)(1−3βc)/2
, (14)
where ∆I0(x) is now the only parameter provided by the mi-
crowave observations. When we have a measure of ∆I0(x) at
three or more frequencies x, a fit to equation (12) provides
an estimate of y0 and b0. Simultaneous multi-frequency ob-
servations can be performed to minimize the variations in
the atmospheric emission. In this case the fitting procedure
to the spectral function is obviously considerably more com-
plicated, because the ∆I0(x)’s are correlated (Benson et al.
2003).
By combining y0 and b0, one finally derives the line-of-
sight peculiar velocity:
β =
kTe
mec2
b0
y0
. (15)
Provided that the spherical β−model adequately describes
the gas distribution, when applied to real clusters, this equa-
tion has two main problems, that we will investigate below:
(1) the central value of the velocity β = 〈β(0)〉los might not
necessarily coincide with the global peculiar velocity of the
cluster; (2) only the temperature averaged within the region
of the size of the beam is actually available, rather than the
temperature in the cluster centre Te = 〈Te(0)〉los.
2.2 Unresolved sources
If the spatial resolution of the radio telescope is not sufficient
to resolve the source, the observable quantity is the variation
of the CMB specific intensity due to the SZ effect integrated
over the beam size θb (we assume here an ideal step function
window)
∆S(x, θb) =
∫
θb
∆I(x)dΩ = i0[g(x)Y (θb)−h(x)B(θb)] , (16)
where
Y (θb) =
∫
θb
y(θ)dΩ = 〈τ 〉θb
k〈Te〉θb
mec2
, (17)
c© 0000 RAS, MNRAS 000, 000–000
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B(θb) =
∫
θb
b(θ)dΩ = 〈τ 〉θb〈β〉θb , (18)
〈τ 〉θb = σT
∫
rA(θb)
ne(r)dldΩ =
σT
d2A
∫
ne(r)d
3r, (19)
〈Te〉θb =
∫
rA(θb)
ne(r)Te(r)d
3r∫
rA(θb)
ne(r)d3r
, (20)
and
〈β〉θb =
1
c
∫
rA(θb)
ne(r)vlos(r)d
3r∫
rA(θb)
ne(r)d3r
, (21)
where rA(θb) is the radius of the solid angle circle in physical
units, dl is the proper coordinate element along the line of
sight, and d3r = d2AdldΩ is the proper volume element. With
radio/microwave observations at three or more frequencies,
we can determine Y (θb) and B(θb) as free fit parameters.
The peculiar velocity is thus
〈β〉θb =
k〈Te〉θb
mec2
B(θb)
Y (θb)
. (22)
3 THE MODEL
3.1 The Simulated Cluster Sample
Borgani et al. (2004) describe in detail the simulation we
use here. Briefly, we simulate a cubic volume, 192 h−1 Mpc
on a side, of a flat ΛCDM universe, with matter density
Ω0 = 0.3, Hubble constant H0 = 100h km s
−1 Mpc−1,
h = 0.7, baryon density Ωbar = 0.02h
−2 and power spec-
trum normalization σ8 = 0.8. The density field is sampled
with 4803 dark matter particles and an initially equal num-
ber of gas particles, with masses mDM = 4.6 × 10
9h−1M⊙
and mgas = 6.9 × 10
8h−1M⊙, respectively. The Plummer-
equivalent gravitational softening is 7.5 h−1 kpc comoving
at z > 2, and fixed in physical units at lower redshift.
The simulation was run with GADGET-2
(Springel, Yoshida & White 2001), a massively parallel
Tree+SPH code with fully adaptive time–stepping, which
uses the energy and entropy conserving SPH implementa-
tion of Springel & Hernquist (2002). The code includes a
photoionizing, time-dependent, uniform UV background,
radiative cooling, star formation, feedback from type II
supernovae and a phenomenological recipe for galactic
winds. Within each gas particle of sufficiently high density,
the gas is a two-phase fluid, with unresolved cold clouds,
embedded at pressure equilibrium in an ambient hot
medium, providing a sub-grid model for the multiphase
nature of the interstellar medium (Springel & Hernquist
2003).
The volume of our simulation is larger than 1403h−3
Mpc3, as required to predict the evolution of cluster pecu-
liar velocities correctly (Sheth & Diaferio 2001); this volume
also yields a cluster sample large enough for statistical pur-
poses. Moreover our simulation represents a substantial im-
provement compared to recent cosmological hydrodynamical
simulations used for the study of the SZ effect: they typi-
cally have a volume 1003h−3 Mpc3 and a particle masses
four to six times larger than in our simulation (White et al.
Figure 1. Maps along three orthogonal directions of the thermal
SZ effect for a simulated cluster with mass M(< Rvir) = 6.95 ×
1014h−1M⊙. Each pixel has size 61.6h−1 kpc on a side and the
field of view is 7.9h−1 Mpc on a side.
Figure 2. Same as Figure 1 for the kinetic SZ effect.
2002; da Silva et al. 2004). Finally, the good mass and spa-
tial resolution and the treatment of a two-phase fluid for
star formation and feedback provide a reasonable modelling
of the gas physics.
We identify clusters in the simulation box with a two-
step procedure: a friends-of-friends algorithm applied to the
dark matter particles alone provides a list of halos whose
centres are used as input to the spherical overdensity algo-
rithm which outputs the final list of clusters (Borgani et al.
2004). Centered on the most bound particle of each cluster,
the sphere with virial overdensity ∆c(z), with respect to the
critical density (Eke, Cole & Frenk 1996), defines the virial
radius Rvir. For this cosmological model ∆c = 101, at z = 0.
At redshift z = 0 the simulation box contains 117 clusters
with mass M(< Rvir) > 10
14h−1M⊙. This cluster set is our
sample.
3.2 Simulated maps
Around each cluster we extract a spherical region extending
out to 6Rvir. We then create maps of the relevant quantities
along three orthogonal directions to investigate projection
effects. Each map is a regular Np×Np grid. In the Tree+SPH
code, each gas particle has a smoothing length hi and the
thermodynamical quantities it carries are distributed within
the sphere of radius hi according to the compact kernel
W (x) =
8
pih3i
{
1− 6x2 + 6x3 0 6 x 6 1
2
2(1− x)3 1
2
< x 6 1
0 x > 1 ,
where x = r/hi and r is the distance from the particle posi-
tion. We therefore distribute the quantity of each particle on
the grid points within the circle of radius hi centered on the
particle. Specifically, we compute a generic quantity qjk on
the grid point {j, k} as qjkd
2
p =
∫
q(r)dld2p =
∑
qi(mi/ρi)wi
where d2p is the pixel area, the sum runs over all the particles,
and wi ∝
∫
W (x)dl is the weight proportional to the frac-
tion of the particle proper volume mi/ρi which contributes
to the grid point {j, k}. For each particle, the weights wk are
normalized to satisfy the relation
∑
wk = 1 where the sum is
now over the grid points within the particle circle. When hi
is so small that the circle contains no grid point, the particle
quantity is fully assigned to the closest grid point. Results
in this paper are shown for a number of pixels Np = 128,
corresponding to a comoving length resolution ≈ 43h−1 kpc,
on average. Figures 1 and 2 show an example of the thermal
and the kinetic SZ maps of a cluster in our simulation.
4 SCALING RELATIONS
Galaxy clusters are self-similar in their dark matter com-
ponent, but not necessarily in their baryonic component.
c© 0000 RAS, MNRAS 000, 000–000
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Non-gravitational processes, namely gas heating and cool-
ing, vary the entropy of the ICM and can substantially affect
the distribution of the gas (Borgani et al. 2004; Voit 2004).
Measuring scaling relations among gas properties is an im-
portant step to understand the role of the different processes
governing the ICM physics. The list of the relevant processes
that we included in our simulation is currently one of the
most complete. Therefore, we can attempt a comparison of
our simulated gas properties with the observations of the SZ
effect.
Here, we will investigate the relations LX−y0 and T−y0
between the X-ray luminosity LX or the ICM temperature
T and the central Comptonization parameter y0; we will also
compute the relation T − ∆S, where ∆S is the SZ surface
brightness integrated over a given solid angle.
The self-similar model of cluster formation predicts
power-law scaling relations between these quantities (e.g.
Evrard & Henry 1991; Kaiser 1991 1991; Eke et al. 1998;
da Silva et al. 2004). The cluster virial mass scales asMvir ∝
ρc(z)∆c(z)R
3, where R is the cluster radius in physical units
and ρc(z) is the critical density of the universe; ρc(z) scales
with redshift z as ρc(z) ∝ E
2(z) = Ω0(1+z)
3+ΩΛ, in a flat
universe. If we assume that clusters have a constant gas mass
fraction and ∆c(z) is constant with redshift,
1 the cluster size
R scales with z and the ICM massM as R ∝M1/3E−2/3(z).
Therefore the ICM mass scales with its temperature T as
ME(z) ∝ T 3/2; for the CMB flux variation due to the ther-
mal SZ effect we have ∆S ∝
∫
y(θ)dΩ ∝ d−2A
∫
Tned
3r ∝
d−2A T
5/2E−1(z), where dA is the angular diameter distance
to the cluster, and d3r = d2AdΩdl. We can also write ∆S
in a different way to get its explicit dependence on y0:
∆S ∝ y0d
−2
A
∫
dA ∝ y0d
−2
A M
2/3E−4/3(z) ∝ y0d
−2
A TE
−2(z),
where dA = d2AdΩ is the infinitesimal projected area covered
by the cluster. We find y0 ∝ T
3/2E(z). Finally, the X-ray
luminosity LX ∝
∫
nenHΛ(T )dV ∝ T
2E(z), if the cooling
function Λ(T ) ∝ T 1/2, and we find y0 ∝ L
3/4
X E
1/4(z). In
summary, we expect
y0 ∝ L
3/4
X E
1/4(z) , (23)
y0 ∝ T
3/2E(z) , (24)
∆Sd2AE(z) ∝ T
5/2 , (25)
if the self-similar model holds.
Figure 3 shows the correlation between the central peak
y0 of the Comptonization parameter map and the X-ray
bolometric luminosity LX . Since the simulation only in-
cludes an approximate treatment of metal production and
the cooling function used in the code is computed for zero
metallicity, we follow Borgani et al. (2004) and consider an
optically thin gas of primordial cosmic abundance X = 0.76
and Y = 0.24 to compute the ion number density nHi+nHei.
The X-ray luminosity of a simulated cluster is thus
LX =
∑
nei(nHi + nHei)Λ(Ti)dVi (26)
1 In a flat universe, when Ω0 = 0.1, ∆c(z) increases by a factor
∼ 2.5 between, e.g., z = 0 and z = 5, and this factor decreases
with increasing Ω0. On the other hand, E2(z) increases by a factor
∼ 22 between the same redshifts, and this factor increases with
increasing Ω0.
Figure 3. Central peak of the Comptonization parameter map
vs. the X-ray bolometric luminosity. The dots are the simulated
clusters, the open and solid circles with error bars the cluster sam-
ple of McCarthy et al. (2003b) and Cooray (1999), respectively.
The solid line is the best fit to the simulated clusters and the
two dotted lines show the ±3σ range from the best fit. The two
dashed lines are the best fits to the observed samples. The steeper
dashed line is the fit to the sample of McCarthy et al. (2003b).
with the appropriate cooling function Λ(T )
(Sutherland & Dopita 1993); dVi = mi/ρi is the vol-
ume occupied by the gas particle of mass mi, density ρi
and electron number density nei, Ti is its temperature
and the sum runs over the gas particles, within Rvir, with
Ti > 3 × 10
4 K and ρi smaller than 500 times the mean
baryon density (Croft et al. 2001; Borgani et al. 2004).
The sum therefore does not include dense star-forming
particles, which are regulated by the multiphase model and
may produce, when included, a spurious, highly uncertain
contribution to the X-ray emission.
The best fit to the simulated cluster sample (the dots
in Figure 3) is
log
(
y0
10−4
)
= (−0.57± 0.01)+
+ (0.79± 0.02) log
[
LX
1044h−2erg s−1
]
,(27)
in agreement with the self-similar model. We do not attempt
to simulate observational error bars on the cluster data ex-
tracted from the simulation, because such a detailed analy-
sis is beyond the scope of this paper. Therefore, in the ab-
sence of errors on the simulated data, the uncertainties on
the fitting parameters we compute are only indicative (e.g.
Press et al. 1992, p. 661). An alternative estimate of the un-
certainty on this scaling relation is provided by the relative
variance on a logarithmic scale σ2 = 〈[log(y0)− log(y
fit
0 )]
2〉.
We find σ = 0.10, comparable to the typical uncertainties
of observed y0’s. The dotted lines in Figure 3 show the ±3σ
amplitude.
An analogous fit to 17 observed clusters (open
circles in Figure 3) drawn from the sample com-
piled by McCarthy et al. (2003b), mostly based on
the sample of Reese et al. (2002), yields the re-
lation: log(y0/10
−4) = (−0.37 ± 0.05) + (0.65 ±
c© 0000 RAS, MNRAS 000, 000–000
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Figure 4. Central peak of the Comptonization parameter map vs.
the X-ray emission weighted temperature. The steeper dashed line
is the best fit to the sample of Benson et al. (2004) (solid circles
with error bars). Other symbols and lines are as in Figure 3. The
temperatures of the real clusters are corrected for the presence of
a cooling flow.
0.04) log[E1/3(z)LX/10
44h−2erg s−1], in reasonable agree-
ment with the self-similar model and our simulated sample.
In computing E(z), we assume Ω0 = 0.3 and ΩΛ = 0.7.
In passing, we note that the apparent bimodal distribu-
tion between simulated and observed data is a consequence
of the observational bias of pointing at the very massive clus-
ters: the volume of our simulation box is not large enough
to include that many massive clusters.
Despite their small statistical errors, the fit parame-
ters on the real sample should be treated with caution. In
fact, the sample of Cooray (1999) (solid circles) yields a
shallower relation log(y0/10
−4) = (−0.08 ± 0.05) + (0.47 ±
0.07) log[E1/3(z)LX/10
44h−2erg s−1].2 The discrepancy be-
tween the two observed samples might be statistically mean-
ingless, however, because the probability q of getting a larger
χ2 with a sample drawn from a cluster population which
obeys either fit to the observed samples is . 4×10−8 (Table
1). The small uncertainties claimed for the observed values
explain the large χ2’s, which on turn originate the small sig-
nificance levels q. The discovery of possible systematic errors
can of course bring the observed samples in better agreement
with each other and with a single scaling relation. Indeed the
Cooray (1999) sample has 10 out of 14 clusters in common
with McCarthy et al. (2003b) sample, but this latter sample
have more recent and different measures of y0 and, in some
cases, of LX : these differences might reflect both random
and systematic errors.
An intrinsic scatter in the y0 − LX scaling relation is
in any case expected, due to the simplifying assumptions
used to derive y0, namely the isothermality of the ICM, the
β−model and the cluster sphericity. It is remarkable that
the scatters shown by our simulated clusters and by the
observed samples are comparable.
2 Wherever appropriate, in computing the best fit we consider
the uncertainties on both axes (e.g. Press et al. 1992, p. 666).
Figure 5. SZ flux decrement at 145 GHz, integrated within r2500,
vs. the X-ray emission weighted temperature. Symbols and the
dashed line are as in Figure 4. The solid lines are the fits to
the simulated sample using the least absolute deviation method.
Dot-dashed lines show the range ±3D where D is the mean abso-
lute deviation, from the fitting relation, of each simulated cluster
in the ∆S-direction. The shallower relation, which corresponds to
the shaded area, assumes TX as the independent variable, whereas
the steeper relation assumes E(z)∆Sd2A as the independent vari-
able. The ±3D range of the shallower relation has been shaded
for clarity. The temperatures of the real clusters are not corrected
for the presence of a cooling flow.
Table 1. Fit parameters to the scaling relations log(f2Y ) = a+
b log(f1X).
X − Y a b χ2/ν q
LX − y0 (1) −0.08± 0.05 0.47± 0.07 4.09 2.5e-8
f31 = E (2) −0.37± 0.05 0.65± 0.04 4.31 3.9e-8
f2 = 1 (4) −0.57± 0.01 0.79± 0.02
TX − y0 (1) −1.60± 0.31 1.87± 0.31 1.78 2.5e-2
f31 = E
2 (2) −1.88± 0.39 2.24± 0.39 1.06 0.39
f2 = 1 (3) −2.31± 0.54 2.79± 0.51 3.03 1.7e-4
(3a) −2.60± 0.59 3.27± 0.60 6.94 1.3e-13
(4) −1.31± 0.01 1.55± 0.03
TX −∆S (3) 2.73 ± 0.38 2.26± 0.38 0.70 0.76
f1 = 1 (3a) 2.07 ± 0.42 3.02± 0.44 2.30 4.9e-3
f2 = d2AE (4) 1.42 ± 0.04 2.41± 0.11
(4a) 0.88 ± 0.12 3.86± 0.19
(1) Cooray (1999); (2) McCarthy et al. (2003b); (3)/(3a)
Benson et al. (2004) with temperatures corrected/not corrected
for the presence of a cooling flow; (4) simulated clusters; in the
TX −∆S relation the fits to the simulated sample are computed
with the method of the least mean absolute deviation; (4a) is
the fit to the simulated sample assuming E(z)∆Sd2A, rather than
TX , as the independent variable. Units: LX : 10
44h−2erg s−1; TX :
keV; y0: 10−4; ∆Sd2A: Jy Mpc
2. ν is the number of degrees of
freedom; q is the significance level of χ2/ν.
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Discrepancies among observed samples can also be seen
in the relation between y0 and the X-ray temperature TX
(Figure 4). For the simulated clusters we plot the emission–
weighted temperature averaged over the gas particles within
Rvir
TX =
∑
nei(nHi + nHei)Λ(Ti)TidVi∑
nei(nHi + nHei)Λ(Ti)dVi
. (28)
The simulated clusters yield the relation
log
(
y0
10−4
)
= (−1.31±0.01)+(1.55±0.03) log
[
TX
keV
]
, (29)
as expected in the self-similar model. For this relation, the
standard deviation on a logarithmic scale is σ = 〈[log(y0)−
log(yfit0 )]
2〉1/2 = 0.10 (the dotted lines in Figure 4 show the
±3σ range).
The sample of Cooray (1999) yields a relation close to
the self-similar prediction: log(y0/10
−4) = (−1.60± 0.31) +
(1.87 ± 0.31) log[E2/3(z)TX/keV], whereas the sample of
McCarthy et al. (2003b) and the more recent sample of
Benson et al. (2004), which has 12 out of 15 clusters in com-
mon with the McCarthy et al. (2003b) sample, yield consid-
erably steeper relations (Table 1).
Some observed clusters have a central cooling flow. The
temperatures of real clusters shown in Figure 4 are corrected
for this effect. Neglecting this correction generally decreases
the estimate of TX and can substantially change the fit pa-
rameters (Table 1). From the statistical point of view, how-
ever, we can again draw very little conclusions from most of
these TX − y0 fits: only the McCarthy et al. (2003b) sample
yields a large significance level q = 0.39.
As we mentioned earlier, the discrepancies that we find
among the different observed samples may be due to system-
atic errors affecting the data analysis. Indeed, Benson et al.
(2004) have recently shown how the central y0’s calculated
from the measurements made with the SuZIE II receiver can
be up to 60 per cent higher than the values derived from the
BIMA and OVRO interferometers. Therefore, Benson et al.
(2004) prefer to use the SZ flux decrement, rather than the
central y0, as an indicator of the magnitude of the SZ effect.
Figure 5 shows the relation TX−∆S, where ∆S is the SZ
flux within the circle of radius r2500 centered on the cluster:
the average mass density within the sphere of radius r2500 is
2500 times the critical density. According to Benson et al.
(2004), this radius is a suitable choice for the instrumen-
tal properties of SuZIE II; moreover, r2500 is used in X-ray
analyses of clusters (Evrard, Metzler & Navarro 1996). The
simulated sample shows a rather sparse distribution in the
TX − ∆S plane. Therefore we use the least absolute mean
deviation method, which, in this case, is more appropriate
than the least square fit method, to compute the fitting re-
lation. We find
log
[
∆Sd2A
Jy Mpc2
]
= (1.42±0.04)+(2.41±0.11) log
(
TX
keV
)
, (30)
as expected in the self-similar model. The observations agree
with the self-similar slope only when we use the cooling flow
corrected temperatures (sample 3 in Table 1). In this case,
however, the normalization of the observed sample is sub-
stantially larger than the model. Using the temperatures not
corrected for the presence of the cooling flow, as shown in
Figure 5 (sample 3a), yields a lower normalization but a
substantially different slope. We do not have, however, error
bars on our simulated data. Therefore, the fit is sensitive to
the choice of the independent variable. Assuming E(z)∆Sd2A
as the independent variable in the simulated sample (sample
4a) does indeed yield a substantially steeper slope; moreover,
the sample variance is large enough to compensate the factor
of two difference in the normalization.
In conclusion, our simulated cluster sample seems to
provide a reasonable description of the currently observed
scaling relations between SZ and X-ray properties. To derive
stronger constraints on our simulations of the ICM, however,
we should perform more realistic mock observations of SZ
clusters, although the disagreement, that we find among the
observed samples of SZ clusters, casts some doubts on the
robustness of the observed relations available to date.
5 THE BASIC ASSUMPTIONS ON THE
VELOCITY MEASUREMENTS
The measure of the line-of-sight peculiar velocity of clusters
with the SZ effects relies on two fundamental assumptions
about the physical properties of the ICM: (1) bulk flows of
gas clouds within the ICM are negligible and gas and dark
matter have the same mean peculiar velocity, and (2) the
ICM temperature estimated from the X-ray spectrum is a
reliable estimate of the temperature weighted by the elec-
tron number density. We now check on these assumptions
on turn.
5.1 Velocity bias and internal bulk flows
We might expect that turbulence induced by mergers,
gas cooling, galactic winds and stellar feedback can pro-
vide substantial contribution to the bulk flow of gas
clouds within the ICM (e.g. Inogamov & Sunyaev 2003;
Sunyaev, Norman & Bryan 2003; Schuecker et al. 2004). In
clusters with low peculiar velocity, these effects can also re-
sult in a gas mean velocity quite different from the mean
velocity of the dark matter halo. Our simulation, which in-
cludes these physical processes, should provide a sample of
realistic clusters for the investigation of these effects.
In terms of velocity magnitudes, for each simulated clus-
ter, the three components of the mean velocity of the gas
particles within Rvir, vgas, never deviate substantially from
the corresponding components of the mean velocity of the
dark matter particles, vDM: we find a mean absolute devia-
tion, a more robust estimator of the width of a distribution
than the standard deviation, 〈|vgas−vDM|〉 = 18±15 km s
−1;
the maximum value in our sample is |vgas − vDM|max = 88
km s−1.
However, in terms of relative velocities, the bias can be
substantial. Setting a threshold at vtDM = 100 km s
−1, we
find a mean deviation 〈δ〉 = 〈|(vgas−vDM)/vDM|〉 = 0.9±2.2
for the clusters with vDM < v
t
DM, an order of magni-
tude larger and with a substantially larger deviation than
〈δ〉 = 0.09± 0.08 for the clusters with vDM > v
t
DM. We con-
clude that we should not expect any relevant systematics
from velocity bias when we consider clusters with line-of-
sight peculiar velocities larger than ∼ 100 km s−1.
We also need to quantify how much the bulk flow of
gas clouds within the ICM can affect the peculiar velocity
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Figure 6. Average 〈vij 〉 of the velocities at the pixel sites vs. the
peculiar velocity of the cluster vDM. Only pixels within Rvir of
the cluster centre are included in the calculation of the means.
The dotted line is the relation 〈vij 〉 = vDM.
Figure 7. Distribution of the mean absolute deviations between
the velocities at the pixel sites and the peculiar velocity of the
cluster v = vDM (solid histogram) or the mean velocity of the
velocity map v = 〈vij 〉 (dashed histogram). Only pixels within
Rvir of the cluster centre are included in the calculation of the
means.
estimate. We consider the velocity maps vij = cβij , where
βij is a generic element of the array corresponding to the
map computed according to equation (10); therefore, the
velocity vij is a velocity weighted by the electron number
density. We first compute the mean 〈vij〉 of the vij values on
the pixels within Rvir of the cluster centre. This mean agrees
with the true vDM (Figure 6): the mean absolute deviation
is 〈|〈vij〉 − vDM|〉 = 31± 32 km s
−1.
For each map, we then compute the mean absolute de-
viation 〈|vij − v|〉 of the velocity values at the pixel sites
from v = vDM or v = 〈vij〉. Figure 7 shows the distribution
of the 〈|vij − v|〉’s for all the maps. The average values are
〈|vij−vDM |〉 = 119±48 km s
−1 and 〈|vij−〈vij〉|〉 = 115±45
Figure 8. Electron density weighted temperature Te vs. X-ray
emission–weighted temperature TX . Only gas particles within
rlim of the cluster centre are considered. Each panel shows the
TX − Te relation for a different value of rlim, as indicated. The
dotted line is the equation Te = TX ; the solid line is the best fit
Te = a + bTX . The parameter a is in keV.
km s−1. We do not expect the two distributions to be dif-
ferent because 〈|〈vij〉 − vDM|〉 is small. The two samples,
with vDM smaller or larger than the threshold 100 km s
−1,
have a 〈|vij − v|〉 distribution similar to the complete sam-
ple, both when v = vDM and v = 〈vij〉. This last result
indicates that the velocity bias found above for the slow
clusters (〈δ〉 = 0.9 ± 2.2) is totally due to the bulk flow of
gas clouds within the ICM, and not to different mean veloc-
ities of gas and dark matter particles. This conclusion also
explains why the scatter of 〈δ〉 for the slow clusters (2.2)
is much larger than the scatter for the fast clusters (0.08):
bulk flows have roughly the same magnitude, independently
of the cluster speed.
According to Figure 7, internal bulk flows produce a de-
viation, from vDM, smaller than 200 km s
−1 in 93 per cent
of the cases. We conclude that the velocity bias and inter-
nal bulk flows set a conservative lower limit of ∼ 200 km
s−1 to the uncertainty on peculiar velocity measures with
the SZ effects (Nagai et al. 2003; Holder 2004), well below
the uncertainties of the currently most accurate observations
(LaRoque et al. 2003; Benson et al. 2003; Kitayama et al.
2004), but similar to those expected in future measurements
at microkelvin sensitivity and arcminute angular resolution
(Knox et al. 2004).
5.2 Electronic and X-ray temperatures
For all X-ray emitting particles, we can compute an X-ray
emission weighted temperature (equation 28) and an elec-
tron density weighted temperature
Te =
∑
neiTidVi∑
neidVi
. (31)
In both equations (28) and (31), the sums run only over the
particles within a maximum radius rlim.
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Figure 9. Temperature profiles of the simulated clusters. The
upper left (right) panel shows the temperature weighted by the X-
ray emission (electron number density). The bottom panel shows
the profile of the ratio of the two temperatures. Dotted lines are
the individual profiles. Dots with error bars show the mean pro-
files with 1-σ standard deviations.
Note that Te equals a mass-weighted temperature TM =∑
miTi/
∑
mi when the gas is fully ionized, namely nei ∝
ρi, which is usually the case for temperatures larger than
0.1 keV.
Figure 8 shows Te vs. TX for different values of
rlim. The two temperatures are comparable only at the
smallest rlim, when Te is roughly 10 per cent larger
than TX (Mathiesen & Evrard 2001). At larger rlim’s
the disagreement increases. In fact, the ICM tempera-
ture profile drops at large radii both in real clusters
(e.g. De Grandi & Molendi 2002; Kaastra et al. 2003) and
in simulations (e.g. Lin et al. 2003; Borgani et al. 2004;
Rasia, Tormen & Moscardini 2004).
Figure 9 shows the profiles of our simulated clusters.
TX is largely insensitive to rlim because it is proportional
to the square of the gas density and is therefore dominated
by the emission from the central region. Instead, Te steeply
decreases with increasing rlim because it is only proportional
to the first power of the electronic gas density.
When rlim = Rvir, Te can be substantially smaller than
TX : the mean relation between these two measures of the
ICM temperature is Te/keV = 0.17+0.69(TX/keV) (Figure
8). Therefore, in spatially poorly resolved clusters, using TX
rather than Te can substantially overestimate the peculiar
velocity (equations 15 and 22), as we will see in the next
section.
Note that here we compute the bolometric temperature.
Figure 3 in Borgani et al. (2004) shows that the tempera-
tures estimated by weighting the emissivity in a finite en-
ergy band are larger than those obtained by weighting with
the bolometric emissivity. Therefore, for real clusters, the
Te − TX relation can be shallower and the overestimate of
the peculiar velocity more severe. It remains to quantify this
trend when a realistic observational procedure is applied to
simulated clusters (Mazzotta et al. 2004).
6 PECULIAR VELOCITY MEASUREMENTS
Measuring the peculiar velocity of clusters with the SZ ef-
fect requires the separation of the thermal from the kinetic
contribution to the total SZ flux. Spatially resolved and un-
resolved clusters require two different procedures for this
separation.
In the former, a model for the ICM distribution is de-
rived from the X-ray surface brightness to estimate the cen-
tral values of the SZ contributions. In the latter, the beam-
averaged SZ contributions are measured without any infor-
mation on the ICM distribution. To date, only the former
case has been applied to observations.
We now consider these two approaches on turn to es-
timate the systematics that they introduce on the peculiar
velocity measurement. Here, we will only consider the phys-
ical properties of the ICM and we will not model the instru-
mental or data reduction problems which affect real obser-
vations.
6.1 Resolved clusters: fitting profile method
We perform a rather simple simulation of the observation
of individual clusters. Namely, we (1) construct an X-ray
surface brightness map from the simulation, (2) derive the
gas distribution shape parameters βc and θc from the X-ray
surface brightness profile, (3) compute the SZ fluctuations in
the CMB intensity maps ∆I(ν) at four different frequencies
ν = 30, 143, 217, and 353 GHz, (4) derive the central values
∆I0(ν) of the radial fits with the shape parameters βc and θc
imposed by the X-ray surface brightness profile, (5) perform
a fit to equation (12) by assuming that the four ∆I0(ν)’s
are independent, (6) estimate the peculiar velocity (equation
15) by using the X-ray temperature TX (equation 28) or the
electronic temperature Te (equation 31).
In equation (15), Te indicates the central ICM temper-
ature weighted by the electron density. Observationally, one
uses the X-ray temperature averaged within the resolution
beam. To quantify the effect of the beam size, we compute
the temperature with the gas particles within spheres of dif-
ferent radii rA.
Figure 10 shows the distribution of the deviations
(vest − vDM)/vDM of the estimated line-of-sight peculiar ve-
locity vest from the actual cluster velocity vDM. The solid
and dashed histograms show these deviations when we use
TX or Te, respectively. We consider the temperatures aver-
aged within four different radii.
The temperature within the smallest radius 0.1Rvir is
the closest to the central temperature that should be used in
equation (15). At this radius, both the X-ray and the elec-
tronic temperature overestimate the peculiar velocity. The
overestimate with Te is more severe, because Te is 10 per
cent larger than TX (Figure 9). The incorrect estimate of
the peculiar velocity derives from the fact that the gas is
neither spherically and smoothly distributed nor isothermal,
as assumed when we impose the β-model to the X-ray sur-
face brightness. In fact, the agreement between estimated
and real peculiar velocity does not improve when we use the
β-model parameters derived from the SZ surface brightness,
rather than the X-ray surface brightness, despite the fact
that the two parameter sets do not generally coincide (e.g.
Yoshikawa, Itoh & Suto 1998; Lin et al. 2003).
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Figure 10. Distributions of the deviations of the estimated line-of-sight velocities from the real velocities of spatially resolved clusters
with vDM > 100 km s
−1. The velocities are estimated with equations (15) where Te = 〈TX〉rA (solid histograms), or Te = 〈Te〉rA (dashed
histograms) and the β-model parameters are derived from the fit to the X-ray surface brightness. Each panel shows the distributions for
a different value of rA, as indicated. The other numbers in each panel are the median and the mean absolute deviation from the median
of each distribution.
The radial profile of the X-ray temperature TX de-
creases less rapidly than the radial profile of Te (Figure
9). Therefore, the peculiar velocity estimate based on TX
is rather insensitive to the beam size, whereas the velocity
estimated with Te rapidly decreases with rA.
The distributions in Figure 10 only include the clusters
with vDM > 100 km s
−1. Including all the clusters leaves
the medians unchanged, but substantially extends the tails
of the distributions, because, in slow clusters, errors of order
a few tens of km s−1 produce large relative deviations due
to the bulk flows internal to the ICM.
In terms of velocity magnitudes, the deviations are com-
parable, on average, to the systematics due to the internal
bulk flows. The upper panels in Figures 12 show the scat-
ter plot between the estimated and the real velocities for
all the clusters when rA = 0.1Rvir. The standard deviations
are σ = 〈(vest − vDM)
2〉1/2 = 153 km s−1 and 173 km s−1,
when we use the X-ray or the electronic temperatures, re-
spectively.
If our simulated clusters mirror a realistic sample, we
expect that, for spatially resolved clusters with peculiar ve-
locity larger than ∼ 100 km s−1, the usual assumptions
on the ICM physical properties should cause on average a
∼ 10 − 20 per cent systematic overestimate of the veloc-
ity. For these clusters, the width of the distribution in the
upper-left panel of Figure 10 suggests ∼ 50 per cent as a
typical uncertainty on the velocity estimate.
6.2 Unresolved clusters: aperture method
When the radio/microwave observations do not spatially re-
solve the cluster, we need to use the equations described in
Sect. 2.2. Here, we compute the y(θ) and b(θ) maps, and
compute ∆S(x) by integrating ∆I(x) over a beam of phys-
ical size 2rA(θb) = dAθb. We then extract Y (θb) and B(θb)
from the spectral fit. We emphasize that in this case there
is no need of any assumption about the ICM spatial distri-
bution.
Figure 11 shows the distributions of the deviations of
the estimated line-of-sight velocities from the real velocities
for four different aperture radii rA. Our maps have 128×128
pixels and are 12Rvir on a side. Therefore, we choose rA >
0.3Rvir to avoid the shot-noise due to the small number of
pixels in smaller apertures.
When we use the X-ray temperature averaged over the
appropriate aperture in equation (22), the larger is the aper-
ture, the larger is the line-of-sight peculiar velocity overes-
timate (solid histograms). In fact, the ratio of the two inte-
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Figure 11. Distributions of the deviations of the estimated line-of-sight velocities from the real velocities of spatially unresolved clusters
with vDM > 100 km s
−1. The velocities are estimated with equations (22) where 〈Te〉θb = 〈TX〉rA (solid histograms), or 〈Te〉θb = 〈Te〉rA
(dashed histograms). Each panel shows the distributions for a different value of rA, as indicated. The other numbers in each panel are
the median and the mean absolute deviation from the median of each distribution.
grated SZ components B(θb)/Y (θb), in units of the central
ratio b0/y0, increases by 45 per cent between rA = 0.3 and
rA = 3Rvir, while TX remains basically constant. On the
other hand, the rapid decrease of the electron temperature
Te with rA compensates the increase of B(θb)/Y (θb), and
the peculiar velocity estimate is basically unbiased (dashed
histogram).
As for the case of spatially resolved clusters, Figure 11
only shows the clusters with vDM > 100 km s
−1: slower
clusters produce longer tails in the distributions but do not
vary the central values.
The lower panels in Figure 12 show the extreme case of
unresolved clusters, with beam size rA = 3Rvir. Even in this
case the standard deviation is σ = 〈(vest − vDM)
2〉1/2 < 160
km s−1 and therefore comparable to the systematic errors
due to the internal bulk flows.
Figure 11 clearly shows that, with only the X-ray tem-
perature available, it is essential to have good spatial reso-
lution, in order to have a measure of the ratio B(θb)/Y (θb)
within a sufficiently small area where TX and Te are com-
parable. Otherwise the large value of TX can severely over-
estimate the peculiar velocity.
7 CONCLUSIONS
In principle, the evolution of the velocity field on large scales
can be measured by detecting the kinetic SZ effect of galaxy
clusters. There exist substantial technical difficulties in this
measurement due to the weakness of the signal and due to
the fact that the kinetic effect does not produce a spectral
distortion of the CMB. Nevertheless, a few detections have
been claimed to date (Holzapfel et al. 1997; LaRoque et al.
2003; Benson et al. 2003; Kitayama et al. 2004), and more
sensitive instruments will make this measurement less prob-
lematic in the near future.
The estimate of the peculiar velocity of a cluster from
the amplitude of the kinetic SZ effect assumes an isothermal
ICM in hydrostatic equilibrium in the cluster potential well.
Recent X-ray observations (e.g. Forman et al. 2003) show
that the ICM is actually far from this ideal model.
We extracted a sample of 117 fairly realistic galaxy clus-
ters, with mass larger than 1014h−1M⊙, from an N-body
hydrodynamical simulation of a large volume of a ΛCDM
cosmological model to estimate the systematic errors, due
to the gas bulk flows and ICM temperature estimate, which
can affect the measures of the peculiar velocity.
Our simulation reproduces the observed properties of X-
ray clusters (Borgani et al. 2004; Ettori et al. 2004) and the
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Figure 12. Relation between the estimated and the actual ve-
locity. Upper (lower) panels show spatially resolved (unresolved)
clusters. In left (right) panels the ICM temperature is weighted
by the X-ray emission (electron number density) of the gas par-
ticles within rA. The solid line is the vest = vDM relation. The
dashed lines indicate the ±3σ range from the vest = vDM relation,
where σ2 = 〈(vDM − vest)
2〉. The numbers in each panels are the
standard deviations σ in km s−1.
distribution of the intracluster light (Murante et al. 2004)
reasonably well. Here, we show that our model also repro-
duces the observed scaling relation between X-ray and SZ
properties, namely the X-ray luminosity or the emission-
weighted X-ray temperature vs. the central value y0 of the
Comptonization parameter map. The results of the com-
parison, between observed and simulated clusters, that we
propose here, are not yet fully satisfactory, mostly because
of the lack of a uniform sample of clusters observed both in
the microwave and X-ray bands.
We then show that if the ICM is not in hydrostatic equi-
librium in the cluster potential well, bulk flows of gas within
the ICM itself can introduce a systematic error in the esti-
mate of the peculiar velocity. However, this effect is unlikely
to be larger than ∼ 200 km s−1. Our result, based on a
large sample of simulated clusters, provides a robust statis-
tical confirmation of the analyses of Nagai et al. (2003) and
Holder (2004) who considered the N-body hydrodynamical
simulations of only one and three clusters, respectively.
We finally investigate the relevance of the estimate of
Te, the ICM temperature weighted by the electron number
density, in the peculiar velocity measurement. A possibile
systematic error originates from the fact that the observed
temperature TX , which is derived from the X-ray spectrum,
might be a biased estimate of Te. In the simulations, TX
is usually identified with the temperature weighted by the
X-ray emission. When averaged within large radii of the clus-
ter centre, TX can overestimate Te by ∼ 20− 50 per cent. If
the angular resolution of the radio/microwave observation
is too poor to provide a spatially resolved profile of the SZ
surface brightness and it only provides an integrated flux,
the temperature overestimate propagates into a peculiar ve-
locity overestimate of the same amount.
On the other hand, in the case of clusters which are
spatially resolved in the microwave bands, we can use the
temperature of the ICM in the central region of the clus-
ter, where TX is comparable to Te. For observations which
resolve a tenth of the virial radius, the velocity is still over-
estimated by 10 − 20 per cent, because of the assumptions
on the spatial and thermal distribution of the ICM, usually
parametrized with a β-model, used to separate the thermal
and kinetic SZ components.
Our results rely on the usual assumption that the
emission-weighted temperature extracted from the simu-
lations is comparable to the ICM temperature derived
from the observed X-ray spectrum. The emission-weighted
temperature can however overestimate the spectral tem-
perature by 20 − 30 per cent (Mathiesen & Evrard 2001;
Mazzotta et al. 2004; Rasia et al. 2004a). This uncertainty
makes the identification of the observed TX with Te more
problematic, although it seems to alleviate the systematics
we find here.
By combining all these results we can set a conserva-
tive lower limit of ∼ 200 km s−1 (see Figures 7 and 12)
to the systematic errors that will affect upcoming measure-
ments of the cluster peculiar velocity with the SZ effect.
This limit is comparable to the accuracy expected when
the contamination from dusty galaxies and primary CMB
anisotropies is considered in radio/microwave observations
at microkelvin sensitivity and arcminute angular resolution
(Knox et al. 2004). Therefore, the internal ICM bulk flows
and its temperature estimate may limit any substantial im-
provements that could come from more sensitive microwave
measurements and more accurate component separations.
We consider the systematic error we find here a lower
limit because we identify clusters in the three-dimensional
space of the simulation box and analyze their X-ray and SZ
properties in two-dimensional projected maps without in-
cluding instrumental noise and back-/fore-ground sources.
Real-world complications can add further systematic errors
(Aghanim et al. 2004). More realistic mock observations of
SZ clusters are required to design a method to correct for
these biases. To accomplish this task one can construct mi-
crowave sky maps from N-body hydrodynamical simulations
(e.g. Scha¨fer et al. 2004), identify clusters in these maps (e.g.
Melin et al. 2004) and analyze the simulated data according
to standard observational procedures. This approach will
help to quantify how, in a realistic situation, the different
systematic errors propagate into the statistical analysis of
cluster velocity fields. We plan to investigate this issue in
future work.
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