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Abstract
The randomized contractions technique, introduced by Chitnis et al. in 2012, is a robust framework
for designing parameterized algorithms for graph separation problems. On high level, an algorithm in this
framework recurses on balanced separators while possible, and in the leaves of the recursion exploits the
high connectivity of the graph at hand to highlight a solution using color coding.
In 2014, a subset of the current authors showed a static decomposition theorem corresponding to the
recursion scheme underlying randomized contractions: given a graph G and connectivity parameter k, one
can compute a tree decomposition of G with adhesions of size bounded in k and with bags exhibiting the
same high connectivity properties with respect to cuts of size at most k as in the leaves of the recursion
in the randomized contractions framework. This theorem was the key ingredient of the fixed-parameter
algorithm for the Minimum Bisection problem.
In this paper, we provide a new construction algorithm for tree decompositions admitting the properties
described above using the notion of lean decompositions of Thomas. Our algorithm is not only arguably
simpler than the one from 2014, but also gives better parameter bounds; in particular, we provide the best
possible connectivity properties and adhesion size bounds. This allows us to provide 2O(k log k)nO(1)-time
parameterized algorithms for Minimum Bisection, Steiner Cut, and Steiner Multicut.
1 Introduction
Since the pioneering work of Marx [21], the study of graph separation problems has been a large and live subarea
of parameterized complexity. It led to the development of many interesting algorithmic techniques, including
important separators and shadow removal [5, 8, 19, 23, 24], branching algorithms based on half-integral
relaxations [10, 12, 13, 14, 15], matroid-based algorithms for preprocessing [17, 18], the treewidth reduction
technique [22], and, what is the most relevant for this work, the framework of randomized contractions [6, 16].
The work of Marx [21] left a number of fundamental questions open, including the parameterized complexity
of the p-Way Cut problem: given a graph G and integers p and k, can one delete at most k edges from G to
obtain a graph with at least p connected components? We remark that it is easy to reduce the problem to
the case when G is connected and p 6 k+ 1. Marx proved W[1]-hardness of the vertex-deletion variant of the
problem, but the question about fixed-parameter tractability of the edge-deletion variant remained open until
Kawarabayashi and Thorup settled it in affirmative in 2011 [16].
In their algorithm, Kawarabayashi and Thorup introduced a useful recursive scheme. For a graph G, an
edge cut is a pair A,B ⊆ V (G) such that A ∪ B = V (G) and A ∩ B = ∅. The order of an edge cut (A,B)
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is |E(A,B)|. Assume one discovers in the input graph G an edge cut (A,B) of order at most k such that
both |A| and |B| are large; say |A|, |B| > q for some parameter q to be fixed later. Then one can recurse
on one of the sides, say A, in the following manner. For every behavior of the problem on the set N(B)
— in the context of p-Way Cut, for every assignment of the vertices of N(B) into p target components —
one recurses on an annotated version of the problem to find a minimum-size partial solution in G[A]. Since
|N(B)| is bounded by the order of the edge cut (A,B), there is only bounded in k number of behaviors
to consider. Thus, if q is larger than the number of behaviors times k (which is still a function of k only),
there is an edge that is not used in any of the found minimum partial solutions. Such an edge can be safely
contracted and the algorithm is restarted.
It remains to show how to find such an edge cut (A,B) and how the algorithm should work in the absence
of such a cut. Since the absence of such balanced cuts is a critical notion in this work, we make the following
definitions that take into account vertex cuts as well. Here, a pair (A,B) of vertex subsets in a graph G is a
separation if A ∪ B = V (G) and there is no edge with one endpoint in A \ B and the other in B \ A; the
order of the separation (A,B) is |A ∩B|.
Definition 1.1 (unbreakability). Let G be a graph. A vertex subset X ⊆ V (G) is (q, k)-unbreakable if every
separation (A,B) of order at most k satisfies |A ∩X| 6 q or |B ∩X| 6 q.1 A vertex subset Y ⊆ V (G) is
(q, k)-edge-unbreakable if every edge cut (A,B) of order at most k satisfies |A ∩ Y | 6 q or |B ∩ Y | 6 q.
Observe that every set that is (q, k)-unbreakable is also (q, k)-edge-unbreakable.
Hence, the leaves of the recursion of Kawarayashi and Thorup deal with graphs G where V (G) is
(q, k)-edge-unbreakable. The algorithm of [16] employs involved arguments originating in the graph minor
theory both to deal with this case and to find the desired edge cut (A,B) for recursion. These arguments,
unfortunately, imply a large overhead in the running time bound and are problem-specific.
A year later, Chitnis et al. [7, 6] replaced the arguments based on the graph minor theory with steps
based on color coding : a simple yet powerful algorithmic technique introduced by Alon, Yuster, and Zwick in
1995 [1]. This approach is both arguably simpler and leads to better running time bounds. Furthermore,
the general methodology of [6] — dubbed randomized contractions — turns out to be more generic and
can be applied to solve such problems as Unique Label Cover, Multiway Cut-Uncut [6], or Steiner
Multicut [4]. All the abovementioned algorithms have running time bounds of the order of 2poly(k)poly(n)
with both notions of poly hiding quadratic or cubic polynomials. Later, Lokshtanov et al. [20] showed how the
idea of randomized contractions can be applied to give a reduction for the CMSO model-checking problem
from general graphs to highly connected graphs.
While powerful, the randomized contractions technique seemed to be one step short of providing a
parameterized algorithm for the Minimum Bisection problem, which was an open problem at that time.
In this problem, given a graph G and an integer k, one asks for an edge cut (A,B) of order at most k such
that |A| = |B|. The only step that fails is the recursive step itself: the number of possible behaviors of the
problem on an edge cut of small order is unbounded by a function of k, as the description of the behavior
needs to include some indicator of the balance between the number of vertices assigned to the sides A and B.
This problem has been circumvented by a subset of the current authors in 2014 [9] by replacing the recursive
strategy with a dynamic programming algorithm on an appropriately constructed tree decomposition. To
properly describe the contribution, we need some more definitions.
A tree decomposition of a graph G is a pair (T, β) where T is a tree and β is a mapping that assigns to
every t ∈ V (T ) a set β(t) ⊆ V (G), called a bag, such that the following holds: (i) for every e ∈ E(G) there
exists t ∈ V (T ) with e ⊆ β(t), and (ii) for every v ∈ V (G) the set β−1(v) := {t ∈ V (T ) : v ∈ β(t)} induces a
connected nonempty subgraph of T .
For a tree decomposition (T, β) fix an edge e = tt′ ∈ E(T ). The deletion of e from T splits T into two trees
T1 and T2, and naturally induces a separation (A1, A2) in G with Ai :=
⋃
t∈V (Ti) β(t), which we henceforth
call the separation associated with e. The set σT,β(e) := A1 ∩ A2 = β(t) ∩ β(t′) is called the adhesion of e.
We suppress the subscript if the decomposition is clear from the context.
1Note that this definition of a (q, k)-unbreakable set is stronger than the one used in [9] (and in a previous version of the
present paper). In that definition, which we may call weakly (q, k)-unbreakable, it is only required that |(A \ B) ∩X| 6 q or
|(B \A) ∩X| 6 q. To illustrate the difference, consider the case where X = V (G). Then testing whether X is (k, k)-unbreakable
reduces to testing whether G is k + 1-connected, whereas testing whether X is weakly (k, k)-unbreakable is as hard as the Hall
Set problem, and thus W[1]-hard [11]. Thus, the present version is more suitable for Theorem 1.2.
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Some of our tree decompositions are rooted, that is, the tree T in a tree decomposition (T, β) is rooted
at some node r. For s, t ∈ V (T ) we say that s is a descendant of t or that t is an ancestor of s if t lies on
the unique path from s to the root; note that a node is both an ancestor and a descendant of itself. For a
node t that is not a root of T , by σT,β(t) we mean the adhesion σT,β(e) where e is the edge connecting t with
its parent in T . We extend this notation to σT,β(r) = ∅ for the root r. Again, we omit the subscript if the
decomposition is clear from the context.
We define the following functions for convenience:
γ(t) =
⋃
s: descendant of t
β(s), α(t) = γ(t) \ σ(t), Gt = G[γ(t)]− E(G[σ(t)]).
We say that a rooted tree decomposition (T, β) of G is compact if for every node t ∈ V (T ) for which σ(t) 6= ∅
we have that G[α(t)] is connected and NG(α(t)) = σ(t).
The main technical contribution of [9] is an algorithm that, given a graph G and an integer k, computes a
tree decomposition of G with the following properties: (i) the size of every adhesion is bounded by a function
of k, and (ii) every bag of the decomposition is (q, k)-unbreakable. In [9], the construction relied on involved
arguments using the framework of important separators and, in essence, also shadow removal. This led to
bounds of the form 2O(k) on the obtained value of q and on the sizes of adhesions. The construction algorithm
had a running time bound of 2O(k
2)n2m.
Our results The main technical contribution of this paper is an improved construction algorithm of a
decomposition with the aforementioned properties.
Theorem 1.2. Given an n-vertex graph G and an integer k, one can in time 2O(k log k)nO(1) compute a
rooted compact tree decomposition (T, β) of G such that
1. every adhesion of (T, β) is of size at most k;
2. every bag of (T, β) is (i, i)-unbreakable in G for every 1 6 i 6 k.
Note that since every bag of the output decomposition (T, β) is (k, k)-unbreakable, it is also (k, k)-edge-
unbreakable.
The main highlights of Theorem 1.2 is the improved dependency on k in the running time bound and
the best possible bounds both for the unbreakability and for the adhesion sizes. These improvements have
direct consequences for algorithmic applications: they allow us to develop 2O(k log k)nO(1)-time parameterized
algorithms for a number of problems that ask for an edge cut of order at most k, with the most prominent
one being Minimum Bisection. That is, all applications mentioned below consider edge deletion problems
and in their proofs we rely only on (k, k)-edge-unbreakability of the bags.
Theorem 1.3. Minimum Bisection can be solved in time 2O(k log k)nO(1).
This improves the parametric factor of the running time from 2O(k
3), provided in [9], to 2O(k log k).
In our second application, the Steiner Cut problem, we are given an undirected graph G, a set T ⊆ V (G)
of terminals, and integers k, p. The goal is to delete at most k edges from G so that G has at least p connected
components containing at least one terminal. This problem generalizes p-Way Cut that corresponds to the
case T = V (G).
Theorem 1.4. Steiner Cut can be solved in time 2O(k log k)nO(1).
This improves the parametric factor of the running time from 2O(k
2 log k), provided in [6], to 2O(k log k).
In the Steiner Multicut problem we are given an undirected graph G, t sets of terminals T1, T2, . . . , Tt,
each of size at most p, and an integer k. The goal is to delete at most k edges from G so that every terminal
set Ti is separated: for every 1 6 i 6 t, there does not exist a single connected component of the resulting
graph that contains the entire set Ti. Note that for p = 2, the problem becomes the classic Edge Multicut
problem. Bringmann et al. [4] showed an FPT algorithm for Steiner Multicut when parameterized by k+ t.
We use our decomposition theorem to improve the exponential part of the running time of this algorithm.
Theorem 1.5. Steiner Multicut can be solved in time 2O((t+k) log(k+t))nO(1).
This improves the parametric factor of the running time from 2O(k
2t log k), provided in [4], to 2O((t+k) log(t+k)).
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Our techniques Our starting point is the definition of a lean tree decomposition of Thomas [25]; we follow
the formulation of [2].
Definition 1.6. A tree decomposition (T, β) of a graph G is called lean if for every t1, t2 ∈ V (T ) and all
sets Z1 ⊆ β(t1) and Z2 ⊆ β(t2) with |Z1| = |Z2|, either G contains |Z1| vertex-disjoint Z1 − Z2 paths, or
there exists an edge e ∈ E(T ) on the path from t1 to t2 such that |σ(e)| < |Z1|.
For a graph G and a tree decomposition (T, β) that is not lean, a quadruple (t1, t2, Z1, Z2) for which the
above assertion is not true is called a lean witness. Note that it may happen that t1 = t2 or Z1 ∩ Z2 6= ∅. In
particular (s, s, Z1, Z2) is called a single bag lean witness. The order of a lean witness is the minimum order
of a separation (A1, A2) such that Zi ⊆ Ai for i = 1, 2.
Bellenbaum and Diestel [2] defined an improvement step that, given a tree decomposition and a lean
witness, refines the decomposition so that it is in some sense closer to being lean. Given a lean witness
(t1, t2, Z1, Z2), the refinement step finds a minimum order separation (A1, A2) with Zi ⊆ Ai for i = 1, 2
and rearranges the tree decomposition so that A1 ∩ A2 appears as a new adhesion on some edge of the
decomposition. Bellenbaum and Diestel introduced a potential function, bounded exponentially in n, that
decreases at every refinement step. Thus, one can exhaustively apply the refinement step while a lean witness
exists, obtaining (after possibly an exponential number of steps) a lean decomposition.
A simple but crucial observation connecting lean decompositions with the decomposition promised by
Theorem 1.2 is that if a tree decomposition admits no single bag lean witness of order at most k, then every
bag is (i, i)-unbreakable for every 1 6 i 6 k. By combining this with the fact that the refinement step applied
to a lean witness of order k′ introduces one new adhesion of size k′ (and does not increase the size of other
adhesions), we obtain the following.
Theorem 1.7. For every graph G and integer k, there exists a tree decomposition (T, β) of G such that every
adhesion of (T, β) is of size at most k and every bag is (i, i)-unbreakable for every 1 6 i 6 k.
Proof sketch. Start with a trivial tree decomposition (T, β) that consists of a single bag V (G). As long as
there exists a single bag lean witness of order at most k in (T, β), apply the refinement step of Bellenbaum
and Diestel to it. It now remains to observe that if any bag β(t) for some t ∈ T was not (i, i)-unbreakable for
some 1 6 i 6 k, then the separation witnessing this would give rise to a single bag lean witness for β(t).
A naive implementation of the procedure of Theorem 1.7 runs in time exponential in n, while for any
application in parameterized algorithms one needs an FPT algorithm with k as the parameter. To achieve
this goal, one needs to overcome two obstacles.
First, the potential provided by Bellenbaum and Diestel gave only an exponential in n bound on the
number of needed refinement steps. Fortunately, one can use the fact that we only refine using single bag
witnesses of bounded size to provide a different potential, this time bounded as 2O(k)nO(1).
Second, one needs to efficiently (in FPT time) verify whether a bag is (i, i)-unbreakable for every 1 6 i 6 k
and, if not, find a corresponding single bag lean witness. We design such an algorithm using color-coding: in
time 2O(k log k)nO(1) we can either certify that all bags of a given tree decomposition are (i, i)-unbreakable
for every 1 6 i 6 k or produce a single bag lean witness of order at most k. These ingredients lead to
constructing a decomposition with guarantees as in Theorem 1.2.
All our applications (Theorems 1.3, 1.4, and 1.5) use the decomposition of Theorem 1.2 and follow
well-paved ways of [6, 9] to perform bottom-up dynamic programming. Let us briefly sketch this for the case
of Minimum Bisection.
Let (G, k) be a Minimum Bisection instance and let (T, β) be a tree decomposition of G provided by
Theorem 1.2. The states of our dynamic programming algorithm are the straightforward ones: for every
t ∈ V (T ), every Aσ ⊆ σ(t), and every 0 6 n◦ 6 |α(t)| we compute value M [t, Aσ, n◦] equal to the minimum
order of an edge cut (A,B) in Gt such that A ∩ σ(t) = Aσ and |A \ σ(t)| = n◦. Furthermore, we are not
interested in cut orders larger than k, and we replace them with +∞. Using the unbreakability of β(t) we
can additionally require that either A ∩ β(t) or B ∩ β(t) is of size at most k.
In a single step of dynamic programming, one would like to populate M [t, ·, ·] using the values M [s, ·, ·]
for all children s of t in T . Fix a cell M [t, Aσ, n◦]. Intuitively, one would like to iterate over all partitions
β(t) = Aβ unionmultiBβ with Aβ ∩ σ(t) = Aσ and, for fixed (Aβ , Bβ), for every child s of t use the cells M [s, ·, ·] to
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read the best way to extend (Aβ ∩ σ(s), Bβ ∩ σ(s)) to α(s). However, β(t) can be large, so we cannot iterate
over all such partitions (Aβ , Bβ). Here, the properties of the decomposition (T, β) come into play: since β(t)
is (k, k)-edge-unbreakable, and in the end we are looking for a solution to Minimum Bisection of order
at most k, we can only focus on partitions (Aβ , Bβ) such that |Aβ | 6 k or |Bβ | 6 k. While this still does
not allow us to iterate over all such partitions, we can highlight important parts of them by color coding,
similarly as it is done in the leaves of the recursion in the randomized contractions framework [6].
2 Preliminaries
Color coding toolbox Let [n] = {1, . . . , n} for a positive integer n.
Many of our proofs follow the same outline as the treatment of the high-connectivity phase of the
randomized contractions technique [6]. As in [6], the color coding step is encapsulated in the following lemma:
Lemma 2.1 ([6]). Given a set U of size n and integers 0 6 a, b 6 n, one can in time 2O(min(a,b) log(a+b))n log n
construct a family F of at most 2O(min(a,b) log(a+b)) log n subsets of U such that the following holds: for any
sets A,B ⊆ U with A ∩B = ∅, |A| 6 a, and |B| 6 b, there exists a set S ∈ F with A ⊆ S and B ∩ S = ∅.
We also need the following more general version that can be obtained from Lemma 2.1 by a straightforward
induction on r.
Lemma 2.2. Given a set U of size n and integers r > 1, 0 6 a1, a2, . . . , ar 6 n with s =
∑r
i=1 ai, and
c = maxri=1 ai, one can in time 2
O((s−c)·log s)n logr−1 n construct a family F of at most 2O((s−c)·log s) logr−1 n
functions f : U → {1, . . . , r} such that the following holds: for any pairwise disjoint sets A1, A2, . . . , Ar ⊆ U
such that |Ai| 6 ai for each i ∈ [r], there exists a function f ∈ F with Ai ⊆ f−1(i) for every i ∈ [r].
Tree decompositions: cleanup and compactification We will use the following cleanup procedure on
a tree decomposition (T, β) of a graph G: as long as there exists an edge st ∈ E(T ) with β(s) ⊆ β(t), contract
the edge st in T , keeping the name t and the bag β(t) at the resulting vertex. We shall say that a node s
and bag β(s) disappears in a cleanup step. Clearly, the final result (T ′, β′) of a cleanup procedure is a tree
decomposition of G and every adhesion of (T ′, β′) is also an adhesion of (T, β). Observe that |E(T ′)| 6 |V (G)|:
if one roots T ′ at an arbitrary vertex, going from child to parent on every edge T ′ we forget at least one
vertex of G, and every vertex can be forgotten only once.
It is well-known that every rooted tree decomposition can be refined to a compact one; see e.g. [3, Lemma
2.8]. For convenience, we provide a formulation of this fact suited for our needs; a full proof can be found in
Appendix A.
Lemma 2.3. Given a graph G and its tree decomposition (T, β), one can compute in polynomial time a
compact tree decomposition (T̂ , β̂) of G such that every bag of (T̂ , β̂) is a subset of some bag of (T, β), and
every adhesion of (T̂ , β̂) is a subset of some adhesion of (T, β).
3 Constructing a lean decomposition: Proof of Theorem 1.2
3.1 Refinement step
Bellenbaum and Diestel [2] defined an improvement step that, given a tree decomposition and a lean witness,
refines the decomposition so that it is in some sense closer to being lean. We will use the same refinement
step, but only for the special single bag case. Hence, in subsequent sections we focus on finding a single bag
lean witness in a current candidate tree decomposition. The following observation is a direct consequence of
Menger’s theorem.
Claim 3.1. For a tree decomposition (T, β), a node s ∈ T , and subsets Z1, Z2 ⊆ β(s) with |Z1| = |Z2|, the
following two conditions are equivalent:
• (s, s, Z1, Z2) is a single bag lean witness for (T, β),
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• there is a separation (A1, A2) of G and a set of vertex disjoint Z1−Z2 paths {Px}x∈X , where X = A1∩A2,
such that Zi ⊆ Ai for i ∈ {1, 2}, |X| < |Z1|, and x ∈ V (Px) for every x ∈ X.
Moreover given a single bag lean witness (s, s, Z1, Z2) one can find the above separation (A1, A2) and set of
paths {Px}x∈X in polynomial time.
The minimum order of a separation from the second point of Claim 3.1 is called the order of the single
bag lean witness (s, s, Z1, Z2).
To argue that the refinement process stops after a small number of steps, or that it stops at all, we define
a potential for a graph G, a tree decomposition (T, β), and an integer k as follows.
Φ1G,k(T, β) =
∑
t∈T
max(0, |β(t)| − 2k − 1) (1)
Φ2G,k(T, β) =
∑
t∈T
(2min(|β(t)|,2k+1) − 1) (2)
ΦG,k(T, β) = 2
2k+1(n+ 1)Φ1G,k(T, β) + Φ
2
G,k(T, β). (3)
Note that if T has at most n+ 1 bags, then ΦG,k(T, β) is order-equivalent to the lexicographical order of
(Φ1G,k(T, β),Φ
2
G,k(T, β)). Also note that this potential is different from the one used by Bellenbaum and
Diestel in [2]: the potential of [2] can be exponential in n while being oblivious to the cut size k.
Given a witness, a single refinement step we use is encapsulated in the following lemma, which is essentially
a repetition of the refinement process of [2] with the analysis of the new potential. We emphasize that in this
part, all considered tree decompositions are unrooted.
Lemma 3.2. Assume we are given a graph G, an integer k, a tree decomposition (T, β) of G with every
adhesion of size at most k, a node s ∈ T , and a single bag lean witness (s, s, Z1, Z2) with |Z1| 6 k + 1. Then
one can in polynomial time compute a tree decomposition (T ′, β′) of G with every adhesion of size at most k
and having at most n+ 1 bags such that ΦG,k(T, β) > ΦG,k(T
′, β′).
Proof. Apply Claim 3.1, yielding a separation (A1, A2) and a family {Px}x∈X of vertex disjoint Z1 − Z2
paths, where X = A1 ∩ A2. Note that k + 1 > |Z1| > |X|, hence the order of (A1, A2) is at most k. For
every x ∈ X, the path Px is split by x into two subpaths P ix, i = 1, 2, each leading from Zi to x. Note that
V (P ix) \ {x} ⊆ Ai \A3−i for i = 1, 2.
We construct a tree decomposition (T ′, β′) as follows. First for every i = 1, 2, we construct a decomposition
(T i, βi) of G[Ai]: we start with T
i being a copy of T , where a node t ∈ V (T ) corresponds to a node ti ∈ V (T i),
and we set βi(ti) := β(t) ∩Ai for every t ∈ V (T ). Then for every x ∈ X \ β(s) we take the node tx ∈ V (T )
such that x ∈ β(tx) and tx is the closest to s in T among such nodes, and insert x into every bag βi(ti) for ti
lying on the path between si (inclusive) and tix (exclusive) in T
i.
Clearly, (T i, βi) is a tree decomposition of G[Ai] and X ⊆ βi(si). We construct (T ◦, β◦) by taking T ◦ to
be the disjoint union of T 1 and T 2, with the copies of the node s connected by an edge s1s2, and β◦ := β1∪β2.
Since (A1, A2) is a separation and X = A1 ∩A2 is present in both bags β1(s1), β2(s2), we infer that (T ◦, β◦)
is a tree decomposition of G.
Finally, we apply the cleanup procedure to (T ◦, β◦), thus obtaining the final tree decomposition (T ′, β′)
where T ′ has at most n edges. From the properties of the separation (A1, A2) we infer that βi(si) ( β(s) and
βi(si) 6⊆ A3−i for i = 1, 2. In particular, the edge s1s2 is not contracted during the cleanup and in (T ′, β′)
the adhesion of the edge s1s2 is exactly X, which is of size at most k.
Consider now a node ti in the tree decomposition (T i, βi). The set βi(ti) \ β(t) consists of some
vertices of X, namely those vertices x ∈ X \ β(s) for which t lies on the path between s (inclusive) and tx
(exclusive). On the other hand, by the properties of a tree decomposition, β(t) contains at least one vertex
of V (P 3−ix ) \ {x} ⊆ A3−i \ Ai. This vertex is not present in Ai, hence it is also not present in βi(ti). We
conclude that |βi(ti) \ β(t)| 6 |β(t) \ βi(ti)|, implying |βi(ti)| 6 |β(t)|. The same argumentation can be
applied to every edge ei ∈ E(T i) and adhesion of this edge, showing that |σi(ei)| 6 |σ(e)|.
We infer that every adhesion of (T ◦, β◦) (and thus also of (T ′, β′)) is of size at most k. We are left with
analysing the potential decrease. We make an auxiliary claim.
Claim 3.3. The first part of the potential is non-increasing, i.e., Φ1G,k(T, β) > Φ1G,k(T ′, β′). Furthermore, if
|β(t)| > max(|β1(t1)|, |β2(t2)|) for any t ∈ V (T ) with |β(t)| > 2k + 1, then Φ1G,k(T, β) > Φ1G,k(T ′, β′).
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Proof. It suffices to show that this holds for (T ◦, β◦), as the cleanup operation does not increase any of the
parts of the potential. Fix t ∈ V (T ). We analyse the difference between the contribution to the potential of
t in (T, β) and the copies of t in (T ◦, β◦). First, we have already argued that |βi(ti)| 6 |β(t)| for i = 1, 2.
Consequently, if |β(t)| 6 2k + 1, then |βi(ti)| 6 2k + 1 for i = 1, 2 and the discussed contributions are
all equal to 0. Furthermore, if |βi(ti)| 6 2k + 1 for some i = 1, 2, then max(|βi(ti)| − 2k − 1, 0) = 0 and
max(|β(t)| − 2k − 1, 0) > max(|β3−i(t3−i)| − 2k − 1, 0) due to |β3−i(t3−i)| 6 |β(t)|, yielding the claim.
Otherwise, assume that |β(t)| > 2k+1 and |βi(ti)| > 2k+1 for i = 1, 2. Note that β1(t1)∪β2(t2) ⊆ β(t)∪X
while β1(t1) ∩ β2(t2) ⊆ X and |X| 6 k. Consequently,
|β(t)| − 2k − 1 > |β(t) \A2|+ |β(t) \A1| − 2k − 1
> |(β(t) \A2) ∪X|+ |(β(t) \A1) ∪X| − 4k − 1 (4)
> |β1(t1)| − 2k − 1 + |β2(t2)| − 2k − 1.
We infer that for every bag t ∈ V (T ), the contribution of t to the potential Φ1G,k(T, β) is not smaller than the
contribution of the two copies of t in Φ1G,k(T
◦, β◦).
Finally, assume that |β(t)| > max(|β1(t1)|, |β2(t2)|) and |β(t)| > 2k + 1. If |βi(ti)| > 2k + 1 for i = 1, 2,
then by (4) the potential Φ1 decreases, so assume (w.l.o.g.) that |β2(t2)| 6 2k + 1. Then t2 contributes
nothing to Φ1G,k(T
◦, β◦), while the contribution of t1 to Φ1G,k(T
◦, β◦) is strictly smaller than the contribution
of t to Φ1G,k(T, β). y
We proceed with the proof. Note that since both T and T ′ have at most n+ 1 vertices due to the cleanup
step Φ1G,k(T, β) > Φ
1
G,k(T
′, β′) entails ΦG,k(T, β) > ΦG,k(T ′, β′). Hence, in the remainder we assume that for
every t ∈ V (T ) with |β(t)| > 2k + 1 we have maxi=1,2 |βi(ti)| = |β(t)|. We argue that in this case, one of
t1 and t2 disappears in cleanup. Let t ∈ V (T ) be arbitrary with |β(t)| > 2k + 1, and assume w.l.o.g. that
|β(t)| = |β1(t1)|. This in particular implies that s 6= t.
Let X ′ = β1(t1) \ β(t); note that X ′ ⊆ X. Recall that for every x ∈ X ′ the bag β(t) contains at least one
vertex of V (P 2x ) \ {x} ⊆ A2 \A1 which is no longer present in β1(t1). Since |β(t)| = |β1(t1)|, β(t) contains
exactly one vertex vx of V (P
2
x ) \ {x} for every x ∈ X ′ and
β2(t2) = (β(t) ∩X) ∪ {vx : x ∈ X ′}.
Let t◦ be the neighbor of t that lies on the path from t to s in T . Fix x ∈ X ′; we claim that vx ∈ β(t◦). This
is clear if vx ∈ Z2 is the endpoint of P 2x , because then vx ∈ β(s) ∩ β(t) ⊆ β(t◦). Otherwise, let wx be the
neighbor of vx on P
2
x in the direction of the endpoint in Z2. Since vx is the only vertex of V (P
2
x ) \ {x} in
β(t), while the endpoint of P 2x belonging to Z2 lies in β(s), wx belongs to a bag at a node t
′ of T that lies
on the path between t and s in T . As wx /∈ β(t) while vx and wx are adjacent, we infer that vx ∈ β(t◦), as
desired. Since vx ∈ A2, this entails vx ∈ β2(t2◦).
The argumentation of the previous paragraph shows that {vx : x ∈ X ′} ⊆ β2(t2◦). On the other hand,
from the construction we directly have β(t) ∩X ⊆ β2(t2◦). Thus β2(t2) ⊆ β2(t2◦) and t2 disappears in the
cleanup procedure. Hence, its contribution to ΦG,k(T
′, β′) can be ignored.
Finally, we claim that under these conditions, Φ2G,k(T, β) > Φ
2
G,k(T
′, β′). Take any t ∈ V (T ). If either t1
or t2 disappears in T ′, then the contribution of t to Φ2G,k(T, β) is not smaller than the total contribution of t
1
and t2 to Φ2G,k(T
′, β′). Hence, suppose that both t1 and t2 remain in T ′. Letting ` = |β(t)|, by the assumption
we have ` 6 2k + 1 and the contribution of t to Φ2G,k(T, β) is equal to 2` − 1. On the other hand, since
maxi=1,2 |βi(ti)| < |β(t)|, the total contribution of t1 and t2 to Φ2G,k(T ′, β′) is at most 2 · (2`−1 − 1) = 2` − 2,
which is strictly smaller than 2` − 1. Since (as noted) |βi(si)| < |β(s)| for i = 1, 2, both s1 and s2 remain in
T ′, so it follows that ΦG,k(T, β) > ΦG,k(T ′, β′).
3.2 Finding lean witness
In this section, we prove that if there is a bag that is not (i, i)-unbreakable for some 1 6 i 6 k, then we can
efficiently find a single-bag lean witness of this. The proof follows the principles of the algorithms for the
high-connectivity phase in the technique of randomized contractions [6] and the Hypergraph Painting
subroutine of [9]; in particular, the main ingredient is color-coding.
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Lemma 3.4. Given an n-vertex graph G, an integer k, and a set S ⊆ V (G) with the property that every
connected component D of G−S satisfies |NG(D)| 6 k, one can in time 2O(k log k)nO(1) either find a separation
(A,B) in G such that the order of (A,B) is some ` 6 k and it holds that |A ∩ S| > ` and |B ∩ S| > `,
or correctly conclude that no separation (A,B) of order ` 6 k in G has the property that |A ∩ S| > ` and
|B ∩ S| > `.
Proof. Recall that we are given an n-vertex graph G, an integer k, and a set S ⊆ V (G) such that for every
connected component D of G− S we have |NG(D)| 6 k. We refer to the set NG(D) as the attachment of D
in S and we say that X ⊆ S is an attachment set if there exists a component D of G− S such that X is the
attachment of D in S.
Our goal is to test whether there is a separation (A,B) in G of order ` 6 k such that |A ∩ S|, |B ∩ S| > `.
We call such a separation (A,B) a solution. Since the problem is easily solved in time nO(k), we assume k > 2.
We define H to be the torso of S in G. That is, we take V (H) = S and two vertices u, v ∈ S are connected
by an edge in H if uv ∈ E(G) or there exists a component D of G− S such that u, v ∈ NG(D). Note that
every attachment set becomes a clique in H.
Assume that there exists a solution (A,B) of order ` 6 k and fix one such solution. We say that a
component D of G− S is touched if D ∩A ∩B 6= ∅. A vertex t ∈ S is touched if either t ∈ A ∩B or there
exists a touched component D with t ∈ NG(D). Note that every component D gives raise to at most k
touched vertices. There are at most k touched components of G− S and at most k2 touched vertices of S.
We now consider two cases.
Case 1: We first assume that both H[(A \B)∩S] and H[(B \A)∩S] contain connected components of size
at least k+ 1 each. Select any set SA ⊆ (A \B)∩ S consisting of k+ 1 vertices such that H[SA] is connected,
and similarly select SB ⊆ (B \A)∩S. Let C be the set of touched vertices that are not contained in SA ∪SB .
We apply Lemma 2.2 to the universe S with r = 3, a1 = a2 = k + 1 and a3 = c = k
2. In time
2O(k log k)n log2 n we obtain a family F of 2O(k log k) log2 n functions f : S → {1, 2, 3} such that there exists
f ∈ F with SA ⊆ f−1(1), C ⊆ f−1(2) and SB ⊆ f−1(3). Note that if this is the case, then SA is contained
in one connected component of H[f−1(1)] and SB is contained in one connected component of H[f−1(3)].
The following claim follows directly from the definition of touched vertices.
Claim 3.5. If f : S → {1, 2, 3} is such that SA ⊆ f−1(1), C ⊆ f−1(2), and SB ⊆ f−1(3), then the connected
component of H[f−1(1)] containing SA is completely contained in (A\B)∩S and, symmetrically, the connected
component of H[f−1(3)] containing SB is completely contained in (B \A) ∩ S.
By iterating over all the fewer than |F| · |S|2 = 2O(k log k)n2 log2 n options, we guess the function f ∈ F
satisfying the assumptions of Claim 3.5 and the connected components A0 and B0 of H[f
−1(1)] and H[f−1(3)]
that contain SA and SB , respectively. Note that |A0| > |SA| = k + 1 and |B0| > |SB | = k + 1. On the other
hand, since A0 ⊆ A \ B and B0 ⊆ B \ A, while |A ∩ B| 6 `, one can in polynomial time find a separation
(A′, B′) of order at most ` with A0 ⊆ A′ and B0 ⊆ B′. While we may not necessarily obtain (A′, B′) = (A,B),
the separation (A′, B′) satisfies the desired properties and can be returned by the algorithm. This finishes
the description of the first case.
Case 2: We now assume that either every connected component of H[(A \B) ∩ S] has at most k vertices,
or this holds for H[(B \A) ∩ S]. By symmetry, without loss of generality assume the former. In particular,
this implies that every connected component of G[A \B] contains at most k vertices of S.
Claim 3.6. For every v ∈ (A \B) ∩ S, the degree of v in H is less than k2
Proof. Consider a vertex w ∈ NH(v)∩B. Since vw ∈ E(H), either vw ∈ E(G) or there exists a component D
of G− S with v, w ∈ N(D). In either case, either w ∈ A ∩B or D ∩A ∩B 6= ∅. Since |A ∩B| 6 k and every
component D of G− S has attachment of size at most k, there are at most (k − 1)k vertices of NH(v) ∩B.
Thus, the connected component of H[(A \B) ∩ S] that contains v contains at least 1 + |NH(v)| − (k − 1)k
vertices of (A \B) ∩ S. The claim follows. y
The following claim follows by trivial algebraic manipulations.
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Claim 3.7. A separation (A′, B′) is a solution if and only if |A′ ∩B′| 6 k and
|(A′ \B′) ∩ S| > |(A′ ∩B′) \ S| and |(B′ \A′) ∩ S| > |(A′ ∩B′) \ S|. (5)
We now establish the crucial observation: the “imbalancedness” requirement of (5) implies that a solution
(A′, B′) with inclusion-wise minimal A′ \B′ keeps (A′ \B′) ∩ S connected in H.
Claim 3.8. If (A′, B′) is a solution with inclusion-wise minimal set A′ \ B′ among all solutions, then
H[(A′ \B′) ∩ S] is connected and, furthermore, every connected component of G[A′ \B′] contains a vertex
of S.
Proof. First, assume that there exists a connected component D of G[A′ \B′] that contains no vertex of S.
Then (A′ \D,B′ ∪D) is a solution as well, a contradiction to the minimality of A′ \B′.
Second, assume (A′ \B′)∩S can be partitioned into K1unionmultiK2 with K1,K2 6= ∅ and no edge of H connecting
K1 with K2. See Figure 1 for an illustration. For i = 1, 2, let Ci be the union of all connected components
of G[A′ \ B′] that contain a vertex of Ki. By the construction of H, C1 ∩ C2 = ∅. Since every connected
component of G[A′ \B′] contains a vertex of S, C1 ∪C2 = A′ \B′. That is, C1 unionmultiC2 is a partition of A′ \B′.
For i = 1, 2, let Ai = NG[Ci] and Bi = V (G) \ Ci. Then (Ai, Bi) is a separation in G and:
Ai \Bi = Ci ( A′ \B′ ⇒ (Ai \Bi) ∩ S = Ci ∩ S = Ki,
Bi \Ai = V (G) \NG[Ci] ⊇ V (G) \NG[A′ \B′] ⊇ B′ \A′ ⇒ (Bi \Ai) ∩ S ⊇ (B′ \A′) ∩ S,
Ai ∩Bi = NG(Ci) ⊆ NG(A′ \B′) ⊆ A′ ∩B′.
Furthermore, by the construction of H, no component D of G− S contains both a vertex of K1 and K2 in
its neighborhood. Consequently, N(C1) \ S is disjoint from N(C2) \ S. We infer that
((A1 ∩B1) \ S) ∩ ((A2 ∩B2) \ S) = ∅.
Therefore at least one of the separations (A1, B1) and (A2, B2) satisfy (5) and thus, by Claim 3.7, is a solution.
That contradicts the minimality of (A′, B′) and proves the claim. y
By Claim 3.8, we can without loss of generality assume that H[(A \ B) ∩ S] is connected. By the
assumptions of this case, |(A \B) ∩ S| 6 k. Let SA = (A \B) ∩ S, C = A ∩B ∩ S, and SB = NH(SA) \ C.
Observe that SA, C, and SB are disjoint subsets of S. Since (A,B) is a separation in G, no edge of G
connects a vertex of SA and a vertex of SB . Furthermore, by Claim 3.6 we have that |SB | < k3.
We apply Lemma 2.2 to the universe S with r = 3, a1 = a2 = k and a3 = c = k
3. In time 2O(k log k)n log2 n
we obtain a family F of 2O(k log k) log2 n functions f : S → {1, 2, 3} such that there exists f ∈ F with
SA ⊆ f−1(1), C ⊆ f−1(2) and SB ⊆ f−1(3).
By the definition of H, for every connected component D of G − S, if N(D) contains a vertex of SA,
then N(D) ∩ (A \B) ⊆ SA, N(D) ∩ (A ∩B) ⊆ C, and N(D) ∩ (B \A) ⊆ SB . Furthermore, S ∩NG(SA) ⊆
NH(SA) ⊆ C ∪ SB by the definition of SB . We infer that:
Claim 3.9. If f : S → {1, 2, 3} is such that SA ⊆ f−1(1), C ⊆ f−1(2), and SB ⊆ f−1(3), then SA is one of
the connected components of H[f−1(1)], A ∩ S = NH [SA] ∩ f−1({1, 2}), and B ∩ S = S \ SA.
We infer that there are at most |S| · |F| 6 2O(k log k)n log2 n choices for the set SA and, consequently, for
the sets A ∩ S and B ∩ S. Since (A,B) is a solution, a minimum order separation (A′, B′) between A ∩ S
and B ∩ S is a solution as well. Consequently, we can find a solution if there is one as follows: for every
f ∈ F and every connected component S′A of H[f−1(1)], find a minimum-order separation (A′, B′) with
NH [S
′
A] ∩ f−1({1, 2}) ⊆ A′ and S \ S′A ⊆ B′ and check if (A′, B′) is a solution. Return a solution if one is
found, otherwise report that there is no solution.
This finishes the proof of Lemma 3.4.
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A
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B
′∩
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S
Figure 1: Proof of Claim 3.8. Components of G− S are gray rectangles, edges of E(H) \ E(G) are dashed.
3.3 The algorithm
With Lemma 3.4 established, we now complete the proof of Theorem 1.2.
Proof of Theorem 1.2. First, we can assume that G is connected, as otherwise we can compute a tree
decomposition for every component separately, and then glue them up in an arbitrary fashion.
We start with a naive unrooted tree decomposition (T, β) that has a single node whose bag is the entire
vertex set. Then we iteratively improve it using Lemma 3.2, until it satisfies the conditions of Theorem 1.2,
except for compactness, which we will handle in the end. We maintain the invariant that every adhesion
of (T, β) is of size at most k. At every step the potential ΦG,k(T, β) will decrease, leading to at most
ΦG,k(T, β) = O(4kn2) steps of the algorithm.
Let us now elaborate on a single step of the algorithm. There is one reason why (T, β) may not satisfy
the conditions of Theorem 1.2: namely, it contains a bag that is not (i, i)-unbreakable for some 1 6 i 6 k.
Consider a bag S := β(t) that is not (i, i)-unbreakable for some 1 6 i 6 k. Since every adhesion of (T, β)
is of size at most k, we have that for every connected component D of G − S it holds that |NG(D)| 6 k.
Consequently, Lemma 3.4 allows us to find a single-bag lean witness of order at most k for the node t in time
2O(k log k) · nO(1).
Suppose we uncovered a single-bag lean witness for the node t. Then we may refine the decomposition by
applying Lemma 3.2, and proceed iteratively with the refined decomposition. As asserted by Lemma 3.2, the
potential ΦG,k(T, β) strictly decreases in each iteration, while the number of edges in the decomposition is
always upper bounded by n.
Observe that the potential ΦG,k(T, β) is always upper bounded by 2
O(k) · nO(1) and every iteration can
be executed in time 2O(k log k) · nO(1). Hence, we conclude that the refinement process finishes within the
claimed time complexity and outputs an unrooted tree decomposition (T, β) that satisfies all the requirements
of Theorem 1.2, except for being compact. This can be remedied by applying the algorithm of Lemma 2.3.
Note that neither the unbreakability of bags nor the upper bound on the sizes of adhesions can deteriorate as
a result of applying the algorithm of Lemma 2.3, as every bag (resp. every adhesion) of the obtained tree
decomposition is a subset of a bag (resp. an adhesion) of the original one.
4 Applications
In this section we exemplify how the decomposition provided by Theorem 1.2 can be used to give faster
fixed-parameter algorithms for cut problems, using the problems Minimum Bisection, Steiner Cut, and
Steiner Multicut as examples. Similarly as in [9], the idea is to give a bottom-up dynamic programming
algorithm working on the constructed tree decomposition. Each step of this dynamic programming boils
down to solving the problem on a highly connected (formally, (f(k), k)-unbreakable for some function f) bag,
where the tables pre-computed for children serve as “black-boxes” attached to adhesions between the bag
and its children bags. The key is to use color coding as in the high-connectivity phase of the randomized
contractions technique [6].
A dynamic programming of this kind for Minimum Bisection was already presented in [9]. Unfortunately,
there are multiple details that does not allow us to use this presentation as is. For instance, the decomposition
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of [9] ensures that every bag β(t) is suitably unbreakable in the graph Gt (i.e. induced by the union of bags
of descendants of t, but with edges within σ(t) erased), while the decomposition of Theorem 1.2 only ensures
unbreakability in the whole graph G. This feature requires a somewhat careful treatment in the proof of
correctness of the algorithm, and there are more details of similar nature regarding the fine analysis of the
running time. For this reason, we provide full descriptions of our dynamic programming algorithms for all
the three considered problems, noting that they all follow the approach proposed and executed in [9].
4.1 Minimum Bisection
Our first application of the decomposition of Theorem 1.2 is an algorithm for the Minimum Bisection
problem. Recall that in this problem, we are given a graph G with even number of vertices and an integer k,
and the task is to find an edge cut (A,B) of order at most k such that |A| = |B|. We prove Theorem 1.3.
That is, we show that, with help of the decomposition of Theorem 1.2, one can obtain a fixed-parameter
algorithm with better dependency on the parameter than the one of [9].
Proof of Theorem 1.3. Let (G, k) be an input to Minimum Bisection and let n = |V (G)|. Without loss of
generality, assume k > 2.
We start by invoking the algorithm of Theorem 1.2 to G and k, obtaining a rooted compact tree
decomposition (T, β) of G whose every bag is (k, k)-edge-unbreakable and every adhesion is of size at most k.
The running time of this step is 2O(k log k)nO(1).
We perform a bottom-up dynamic programming algorithm on (T, β). For every node t ∈ V (T ), every set
Aσ ⊆ σ(t), and every integer 0 6 n◦ 6 |α(t)|, we compute an integer M [t, Aσ, n◦] ∈ {0, 1, 2, . . . , k,+∞} with
the following properties.
(a) If M [t, Aσ, n◦] 6= +∞, then there exists an edge cut (A,B) of Gt such that:
• A ∩ σ(t) = Aσ,
• |A ∩ α(t)| = n◦,
• |A ∩ β(t)| 6 k, and
• the order of (A,B) is at most M [t, Aσ, n◦] in Gt.
(b) For every edge cut (A,B) of the entire graph G that satisfies:
• A ∩ σ(t) = Aσ,
• |A ∩ α(t)| = n◦,
• |A ∩ β(t)| 6 k, and
• the order of (A,B) is at most k in G,
the order of the edge cut (A ∩ γ(t), B ∩ γ(t)) is at least M [t, Aσ, n◦] in Gt.
Let us first formally observe that the table M [·] is sufficient for our purposes.
Claim 4.1. (G, k) is a yes-instance to Minimum Bisection if and only if M [r, ∅, n/2] 6= +∞ for the root r
of T .
Proof. In one direction, note that the edge cut (A,B) whose existence is asserted by Point (a) for M [r, ∅, n/2] 6=
+∞ witnesses that (G, k) is a yes-instance, as Gr = G.
In the other direction, let (A,B) be an edge cut of G of order at most k such that |A| = |B| = n/2. Since
β(r) is (k, k)-edge-unbreakable, we have |A ∩ β(r)| 6 k or |B ∩ β(r)| 6 k; w.l.o.g. assume the former. Since
σ(r) = ∅, the edge cut (A,B) fits into the assumptions for Point (b) for the cell M [r, ∅, n/2], finishing the
proof. y
Thus, to prove Theorem 1.3, it suffices to show how to compute in time 2O(k log k)nO(1) entries M [t, ·, ·]
for a fixed node t ∈ V (T ), given entries M [s, ·, ·] for all children s of t in T . Since |σ(t)| 6 k, it suffices to
focus on a computation of a single cell M [t, Aσ, n◦]. Let Z be the set of children of t in T .
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The definition of the set M [t, Aσ, n◦] is somewhat asymmetric, as it requires the same side of the separation
(A,B) to be of size at most k in β(t) and to contain Aσ from the adhesion σ(t). Given values M [t, ·, ·], let us
define the symmetrized variant as follows.
M ′[t, Aσ, n◦] = min (M [t, Aσ, n◦],M [t, σ(t) \Aσ, |α(t)| − n◦]) .
We have the following straightforward claim:
Claim 4.2. If the values M [t, ·, ·] satisfy Points (a) and (b), then the values M ′[t, ·, ·] satisfy the following.
(a’) If M ′[t, Aσ, n◦] 6= +∞, then there exists an edge cut (A,B) of Gt such that:
• A ∩ σ(t) = Aσ,
• |A ∩ α(t)| = n◦,
• the order of (A,B) is at most M [t, Aσ, n◦] in Gt.
(b’) For every edge cut (A,B) of the entire graph G that satisfies:
• A ∩ σ(t) = Aσ,
• |A ∩ α(t)| = n◦,
• the order of (A,B) is at most k,
the order of the edge cut (A ∩ γ(t), B ∩ γ(t)) is at least M ′[t, Aσ, n◦] in Gt.
Proof. For Point (a’), consider two cases. If M ′[t, Aσ, n◦] = M [t, Aσ, n◦], then observe that the edge cut (A,B)
asserted by Point (a) for M [t, Aσ, n◦] works also here. Otherwise, if M ′[t, Aσ, n◦] = M [t, σ(t)\Aσ, |α(t)|−n◦],
then let (A,B) be the edge cut asserted by Point (a) for M [t, σ(t) \Aσ, |α(t)| − n◦], and observe that (B,A)
satisfies all the requirements.
For Point (b’), let (A,B) be an edge cut as in the statement. Since β(t) is (k, k)-edge-unbreakable in
G, we have that either |A ∩ β(t)| 6 k or |B ∩ β(t)| 6 k. In the first case, we have that (A,B) satisfies the
requirements of Point (b) for M [t, Aσ, n◦], yielding that the order of (A,B) is at least M [t, Aσ, n◦]. Otherwise,
we have that (B,A) satisfies the requirements of Point (b) for M [t, σ(t) \Aσ, |α(t)| − n◦], yielding that the
order of (B,A) (which is the same as order of (A,B)) is at least M [t, σ(t) \Aσ, |α(t)| − n◦]. This finishes the
proof of the claim. y
Intuitively, in a single step of a dynamic programming algorithm, we would like to focus only on partitioning
β(t) into A-side and B-side of the partition (A,B), and read the best way to partition subgraphs G[α(s)]
for s ∈ Z from the tables M [s, ·, ·]. To this end, every adhesion σ(s) for s ∈ Z serves as a “black-box” that,
given a partition of σ(s) and a requested balance of the partition of α(s), returns a minimum-size edge cut of
Gs. Within the same framework, one can think of edges e ∈ E(Gt[β(t)]) as “mini-black-boxes” that force us
to pay 1 if we put the endpoints of e into different sets.
This motivates the following definition of a family C of constraints; every child s ∈ Z and every edge
e ∈ E(Gt[β(t)]) gives raise to a single constraint. A constraint Γ ∈ C consists of:
• a set XΓ ⊆ β(t) of size at most k;
• a nonnegative integer nΓ;
• a function MΓ : 2XΓ × {0, 1, . . . , nΓ} → {0, 1, 2, . . . , k,+∞}.
For a child s ∈ Z, we define a constraint Γ(s) as:
• XΓ(s) = σ(s) = β(s) ∩ β(t),
• nΓ(s) = |α(s)|,
• MΓ(s)(Aσs , n◦s) = M ′[s,Aσs , n◦s] for every Aσs ⊆ XΓ(s) and 0 6 n◦s 6 nΓ(s).
For an edge e ∈ E(Gt[β(t)]), we define a constraint Γ(e) as:
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• XΓ(e) = e,
• nΓ(e) = 0,
• MΓ(e)(∅, 0) = MΓ(e)(e, 0) = 0 and MΓ(e)({v}, 0) = 1 for every v ∈ e.
A balance function is a function f that assigns to every constraint Γ ∈ C an integer f(Γ) ∈ {0, 1, . . . , nΓ}.
A feasible set is a set At ⊆ β(t) with At ∩ σ(t) = Aσ and |At| 6 k. Given a feasible set At and a balance
function f , the balance and cost of At and f are defined as
b(At, f) = |At \ σ(t)|+
∑
Γ∈C
f(Γ),
c(At, f) =
∑
Γ∈C
MΓ(At ∩XΓ, f(Γ)). (6)
We claim the following.
Claim 4.3. Assume that the values M ′[s, ·, ·] satisfy Points (a’) and (b’) for every s ∈ Z. Then, the following
assignment satisfies Points (a) and (b):
M [t, Aσ, n◦] := min
{
c(At, f) | At is feasible, f is a balance function, and b(At, f) = n◦} . (7)
In the above, M [t, Aσ, n◦] := +∞ if the right hand side exceeds k.
Proof. Let A∗t and f
∗ be a feasible set and a balance function that achieve the minimum in the right hand
side of (7).
Consider first Point (a), and assume A∗t and f
∗ exist and have cost at most k. Since c(A∗t , f
∗) 6= +∞, for
every s ∈ Z we have MΓ(s)(A∗t ∩XΓ(s), f∗(Γ(s))) 6= +∞, that is, M ′[s,A∗t ∩ σ(s), f∗(Γ(s))] 6= ∅. Let (As, Bs)
be the edge cut for the node s whose existence is asserted by Point (a’) for the cell M ′[s,A∗t ∩ σ(s), f∗(Γ(s))].
Note that As ∩ σ(s) = A∗t ∩ σ(s) by definition.
This allows us to define A = A∗t ∪
⋃
s∈Z As with the properties that A ∩ β(t) = A∗t and A ∩ γ(s) = As for
every s ∈ Z. In particular, we have |A ∩ β(t)| 6 k and A ∩ σ(t) = Aσ. Consequently, by the definition of the
balance of (A∗t , f
∗) and the properties of (As, Bs) asserted by Point (a), we infer that |A \ σ(t)| = b(A∗t , f∗).
Here, recall that f∗(Γ(s)) = |As \ σ(s)|, that is, the balance integer f∗(Γ(s)) does not count the vertices in
the adhesion σ(s).
Furthermore, by the definition of the constraints Γ(e) for e ∈ E(Gt[β(t)]) and since the order of (As, Bs)
is at most M [s,A∗t ∩ σ(s), f∗(Γ(s))] in Gs, a direct check shows that the order of (A,B) in Gt is at most
c(A∗t , f
∗). Here, recall the definition Gt = G[γ(t)]−E(G[σ(t)]), i.e., Gt does not contain any edge inside σ(t).
Hence, (A,B) satisfies all the properties for Point (a) for the cell M [t, Aσ, n◦].
Let us now consider Point (b), and let (A,B) be an edge cut in G of order at most k such that A∩σ(t) = Aσ,
|A ∩ α(t)| = n◦, and |A ∩ β(t)| 6 k.
Let At = A ∩ β(t) and define a balance function f as follows: f(Γ(s)) = |A ∩ α(s)| for every s ∈ Z and
f(Γ(e)) = 0 for every e ∈ E(Gt[β(t)]). By minimality of c(A∗t , f∗), we have that c(A∗t , f∗) 6 c(At, f). Hence,
it suffices to show that the order of (A ∩ γ(t), B ∩ γ(t)) in Gt is at least c(At, f).
To this end, consider an edge e ∈ E(Gt) ∩ E(A,B). If e ∈ E(Gt[β(t)]), then the constraint Γ(e) ∈ C
contributes 1 in the sum in (6). Otherwise, e ∈ E(Gs) for a unique s ∈ Z. In this case, observe that
(A,B) satisfies the prerequisites for Point (b’) for the entry M ′[s,A ∩ σ(s), |A ∩ α(s)|]. Note that this is the
same entry as M ′[s,At ∩ σ(s), f(Γ(s))], which is equal to MΓ(s)(At ∩XΓ(s), f(Γ(s))). Consequently, every
e ∈ E(Gs) ∩E(A,B) is counted in the summand corresponding to Γ(s) in (6). This finishes the proof of the
claim. y
By Claim 4.3, our goal is minimize c(At, f) among all feasible sets At and balance functions f with
b(At, f) = n
◦. Assume this minimum is finite and at most k, and fix a minimizing argument (A∗t , f
∗). We
say that a constraint Γ ∈ C is broken if both XΓ ∩A∗t and XΓ \A∗t are nonempty. We claim the following.
Claim 4.4. There are at most c(A∗t , f
∗) 6 k broken constraints.
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Proof. It suffices to show that every broken constraint contributes positive value to the sum in (6). This is
straightforward for a constraint Γ(e) for e ∈ E(Gt[β(t)]).
Consider now a constraint Γ(s) for s ∈ Z. Observe that Γ(s) contributes M ′[s,A∗t ∩ σ(s), f(Γ(s))] to the
sum in (6). By Point (a’), there exists an edge cut (A,B) in Gs of order at most M
′[s,A∗t ∩ σ(s), f(Γ(s))]
with A ∩ σ(s) = A∗t ∩ σ(s). However, due to the compactness of (T, β), and the assumption that Γ(s) is
broken (i.e., both A∗t ∩ σ(s) and σ(s) \ A∗t are nonempty), any such an edge cut has positive order. This
finishes the proof of the claim. y
Let B∗ be the set of all those vertices v ∈ β(t) \A∗t for which there exist a broken constraint Γ ∈ C with
v ∈ XΓ. By Claim 4.4, we have that |B∗| 6 k2. We invoke Lemma 2.1 for the universe β(t) and integers
k and k + k2. We obtain a family F of size 2O(k log k) log n such that there exists S ∈ F with A∗t ⊆ S, but
S ∩ (B∗ ∪ (σ(t) \A∗t )) = ∅. Note that this in particular implies S ∩ σ(t) = Aσ = A∗t ∩ σ(t). We call such a set
S lucky.
Consider now an auxiliary graph H with V (H) = β(t) and uv ∈ E(H) if and only if u 6= v and there
exists a constraint Γ ∈ C with u, v ∈ XΓ. By the definition of constraints Γ(e), we have that Gt[β(t)] is a
subgraph of H, but in H we also turn all adhesions σ(s) for s ∈ Z into cliques. Observe the following.
Claim 4.5. For a lucky set S, every connected component of H[S] is either completely contained in A∗t or
completely disjoint with A∗t .
Proof. Assume the contrary: let uv ∈ E(H) be an edge with u, v ∈ S but u ∈ A∗t and v /∈ A∗t . By the
definition of H, there exists a constraint Γ ∈ C with u, v ∈ XΓ. Since u ∈ A∗t but v /∈ A∗t , the constraint Γ is
broken. However, then v ∈ B∗, contradicting the fact that S is lucky. y
Claim 4.5 motivates the following approach. We try every set S ∈ F , and proceed under the assumption
that S is lucky. We inspect connected components of H[S] one-by-one and either try to add them to the
constructed candidate set for A∗t or not. Claim 4.5 asserts that one could construct A
∗
t in this manner. The
definition of H implies that for every constraint Γ ∈ C, the set XΓ intersects at most one component of H[S].
This gives significant independence of the decisions, allowing us to execute a multidimensional knapsack-type
dynamic programming, as between different connected components of H[S] we need only to keep intermediate
values of the balance and cost of the constructed set and balance function.
Let us proceed with formal details. For every S ∈ F with S ∩ σ(t) = Aσ (which is a necessary condition
for being lucky), we proceed as follows. Let C1, C2, . . . , C` be the connected components of H[S] and for
1 6 i 6 `, let Ci be the set of constraints Γ ∈ Ci with XΓ ∩ Ci 6= ∅. By the definition of H, the sets Ci
are pairwise disjoint. Let C0 = C \
⋃`
i=1 Ci be the remaining constraints, i.e., the constraints Γ ∈ C with
XΓ ∩ S = ∅. It will be convenient for us to denote C0 = ∅ to be a component accompanying C0. For
I ⊆ {0, 1, 2, . . . , `}, denote CI =
⋃
i∈I Ci. Furthermore, let I
σ ⊆ {1, 2, . . . , `} be the set of these indices j for
which Cj ∩ σ(t) 6= ∅. For 0 6 i 6 `, denote C6i =
⋃
j6i Cj .
Let m = |C|. We order constraints in C as Γ1,Γ2, . . . ,Γm according to which set Ci they belong to. That
is, if Γa ∈ Ci, Γb ∈ Cj and i < j, then a < b. For 0 6 i 6 `, let −→a (i) = |C6i|, that is, Γ−→a (i) ∈ C6i but Γ−→a (i)+1
does not belong to C6i (if exists). Furthermore, let −→a (−1) = 0.
Let 0 6 i 6 ` and let −→a (i− 1) 6 a 6 −→a (i). An a-partial balance function f is a balance function defined
on constraints Γ1,Γ2, . . . ,Γa (i.e., f(Γb) is defined and belongs to {0, 1, . . . , nΓb} for every 0 6 b 6 a). For
a set I ⊆ {0, 1, 2, . . . , i} containing Iσ ∩ {0, 1, 2, . . . , i} and an a-partial balance function f , we define the
balance and cost of I and f as
bi,a(I, f) = |CI \ σ(t)|+
a∑
b=1
f(Γb),
ci,a(I, f) =
a∑
b=1
MΓb(CI ∩XΓb , f(Γb)).
Note that in the above, CI ∩XΓb 6= ∅ if and only if Γb ∈ Cj for some j ∈ I \ {0}.
The goal of our knapsack-type dynamic programming algorithm is to compute, for every −1 6 i 6 ` and
0 6 n• 6 |α(t)| a value Qi[n•] that equals a minimum possible cost ci,−→a (i)(I, f) over all I ⊆ {0, 1, 2, . . . , i}
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containing Iσ ∩ {0, 1, 2, . . . , i} and −→a (i)-partial balance functions f with bi,−→a (i)(I, f) = n•. The next claim
shows that this suffices.
Claim 4.6. We have Q`[n
◦] > c(A∗t , f∗). Furthermore, if c(A∗t , f∗) 6 k and S is lucky, then Q`[n◦] =
c(A∗t , f
∗).
Proof. For the first claim, let (I, f) be the witnessing arguments for the value Q`[n
◦]. Note that f is a balance
function and m = −→a (`). Let At = CI . Observe that n◦ = b`,m(I, f) = b(At, f) and c`,m(I, f) = c(At, f)
directly from the definition. The first claim follows from the minimality of (A∗t , f
∗).
For the second claim, by Claim 4.5 we know that every component Ci is either completely contained in
A∗t or disjoint with it. Let I
∗ be the set of indices i ∈ {1, 2, . . . , `} for which Ci ⊆ A∗t ; note that CI∗ = A∗t
and Iσ ⊆ I∗ as A∗t ∩ σ(t) = Aσ. Consequently, b`,m(I∗, f∗) = b(A∗t , f∗) = n◦ and c`,m(I∗, f∗) = c(A∗t , f∗).
By the minimality of Q`[n
◦], we have Q`[n◦] 6 c(A∗t , f∗), as desired. y
For the initialization step of our dynamic programming algorithm, note that for i = −1 we have −→a (i) = 0
and the minimization for Q−1[·] takes into account only I = ∅ and f = ∅.
Fix now 0 6 i 6 `, we are to compute values Qi[·]. To this end, we use another layer of dynamic
programming. For −→a (i− 1) 6 a 6 −→a (i) and 0 6 n• 6 |α(t)|, we define Q∈i,a[n•] to be a minimum possible
cost ci,a(I, f) over all I ⊆ {0, 1, 2, . . . , i} containing Iσ ∩ {0, 1, 2, . . . , i} and the index i, and all a-partial
balance functions f with bi,a(I, f) = n
•.
Let us now compute the values Q∈i,a[·]. Since both Q∈i,−→a (i−1) and Qi−1 use all constraints up to −→a (i− 1),
we have that for every 0 6 n• 6 |α(t)|:
Q∈
i,−→a (i−1)[n
•] = Qi−1[n• − |Ci|].
Here, and in subsequent formulas, we assume that a value of a cell Q∈i,a[·] or Qi[·] equals +∞ if the argument
is negative or larger than |α(t)|. The above formula serves as the initialization step for computing values
Q∈i,a[·].
For a single computation step, fix −→a (i− 1) < a 6 −→a (i). The definitions of Q∈i,a[·] and Q∈i,a−1[·] differ only
in the requirement to define f(Γa). Furthermore, XΓa intersects only the component Ci (if i > 0), while i is
required to be contained in I in the definition of both Q∈i,a[·] and Q∈i,a−1[·]. Consequently,
Q∈i,a[n
•] = min
06n′6n•
(
Q∈i,a−1[n
• − n′] +MΓa(Ci ∩XΓa , n′)
)
.
If i /∈ Iσ, we need also a second table, defined as follows. Let Q/∈i,a[n•] to be a minimum possible cost
ci,a(I, f) over all I ⊆ {0, 1, 2, . . . , i− 1} containing Iσ ∩ {0, 1, 2, . . . , i− 1}, and all a-partial balance functions
f with bi,a(I, f) = n
•. Note that here I is required not to contain i. By a similar analysis as before, we
obtain that for every 0 6 n• 6 |α(t)|:
Q/∈
i,−→a (i−1)[n
•] = Qi−1[n•],
and for every −→a (i− 1) < a 6 −→a (i) and every 0 6 n• 6 |α(t)|:
Q/∈i,a[n
•] = min
06n′6n•
(
Q/∈i,a−1[n
• − n′] +MΓa(∅, n′)
)
.
We now show how to compute Qi[·] from the values Q∈i,−→a (i)[·] and Q/∈i,−→a (i)[·] (if i /∈ Iσ). Note that in the
definition of Qi[·], there is no requirement on whether I contains i or not (as opposed to the definitions of
Q∈i,a[·] and Q/∈i,a[·]), unless i ∈ Iσ. Thus, while computing Qi[n•], which is a minimum of ci,−→a (i)(I, f) over all
I ⊆ {0, 1, 2, . . . , i} containing Iσ ∩{0, 1, 2, . . . , i} and −→a (i)-partial balance functions f with bi,−→a (i)(I, f) = n•,
we separately consider sets I that contain i and the ones that do not contain i. For the first case, note that
the required minimum value is present in the cell Q∈
i,−→a (i)[n
•], while for the second case in the cell Q/∈
i,−→a (i)[n
•].
Consequently, we have that in the case i /∈ Iσ it holds that
Qi[n
•] = min
(
Q∈
i,−→a (i)[n
•], Q/∈
i,−→a (i)[n
•]
)
,
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while if i ∈ Iσ we have only the first case:
Qi[n
•] = Q∈
i,−→a (i)[n
•].
The above dynamic programming algorithm computes the values Q`[·] in polynomial time. By Claims 4.3
and 4.6, we can take M [t, Aσ, n◦] to be the minimum value of Q`[n◦] encountered over all choices of S ∈ F
with S ∩ σ(t) = Aσ. Claim 4.1 shows that the above suffices to conclude the proof of Theorem 1.3.
4.2 Steiner Cut and Steiner Multicut
We now apply the framework to the Steiner Cut and Steiner Multicut problems.
To prove Theorems 1.4 and 1.5 we introduce an auxiliary problem, provide an algorithm for the auxiliary
problem through our framework, and then show how to reduce the aforementioned two problems to the
auxiliary one.
4.2.1 Auxiliary Multicut
Given a graph G and a function f : V (G)→ [p], the cost of f in G, denoted cG(f) is defined as the number of
edges e = uv ∈ E(G) with f(u) 6= f(v). We use the following intermediate problem, which we call Auxiliary
Multicut. The input consists of a graph G, integers k, p, terminal sets (Ti)
τ
i=1 (not necessarily disjoint),
and a set I ⊆ [τ ]× [p]. The goal is to find a function f : V (G)→ [p] of cost at most k such that for every
(i, j) ∈ I, there exists v ∈ Ti with f(v) = j.
Theorem 4.7. Auxiliary Multicut on connected graphs G can be solved in time 2O((k+|I|) log(k+|I|))nO(1).
Proof. Let (G, k, p, (Ti)
τ
i=1, I
◦) be an input to Auxiliary Multicut. Assume G is connected and let
n = |V (G)|. Without loss of generality, we can assume that every set Ti is nonempty and for every j ∈ [p]
there exists some i ∈ [τ ] with (i, j) ∈ I◦. Thus, the image of the sought function f (henceforth called a
solution) needs to be equal the whole [p]. Consequently, the connectivity of G allows us to assume p 6 k + 1,
as otherwise the input instance is a no-instance: any such function f would have cost larger than k.
We invoke the algorithm of Theorem 1.2 to G and k, obtaining a rooted compact tree decomposition
(T, β) of G whose every bag is (k, k)-edge-unbreakable and every adhesion is of size at most k. The running
time of this step is 2O(k log k)nO(1).
We perform a bottom-up dynamic programming algorithm on (T, β). For every node t ∈ V (T ), every
subset I ⊆ I◦, and every function fσ : σ(t)→ [p] we compute a value M [t, I, fσ] ∈ {0, 1, 2, . . . , k,+∞} with
the following properties.
(a) If M [t, I, fσ] 6= +∞, then there exists a function f : V (Gt)→ [p] such that:
• f |σ(t) = fσ,
• for every (i, j) ∈ I there exists w ∈ V (Gt) ∩ Ti with f(w) = j,
• the cost of f in Gt is at most M [t, I, fσ].
(b) For every function f : V (G)→ [p] that satisfies:
• f |σ(t) = fσ,
• for every (i, j) ∈ I◦ there exists w ∈ Ti with f(w) = j, and, furthermore, if i ∈ I, then there exists
such w in Ti ∩ V (Gt),
• the cost of f in G is at most k,
the cost of f |V (Gt) in Gt is at least M [t, I, fσ].
We first observe that the table M [·] is sufficient for our purposes.
Claim 4.8. There exists a solution if and only if M [r, I◦, ∅] 6= +∞ for the root r of T .
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Proof. In one direction, if f is a solution, then note that f satisfies all conditions of Point (b) for the cell
M [r, I◦, ∅]. Hence, by Point (b), M [r, I◦, ∅] < +∞.
In the other direction, let M [r, I◦, ∅] < +∞ and let f be the function whose existence is asserted by
Point (a). Then for every (i, j) ∈ I◦ there exists w ∈ Ti with f(w) = j and its cost in Gr = G is at most k.
Consequently, f is a solution. y
Thus, to prove Theorem 4.7, it suffices to show how to compute in time 2O((|I
◦|+k) log(k+|I◦|))nO(1) entries
M [t, ·, ·] for a fixed node t ∈ V (T ), given entries M [s, ·, ·] for all children s of t in T . Since |σ(t)| 6 k and
p 6 k + 1, it suffices to focus on a computation of a single cell M [t, I, fσ]. Let Z be the set of children of t
in T .
In a single step of a dynamic programming algorithm, we would like to focus on finding a function
fβ : β(t)→ [p] that extends fσ and read the best way to extend fβ to subgraphs G[α(s)] for s ∈ Z from the
tables M [s, ·, ·]. To this end, every adhesion σ(s) for s ∈ Z serves as a “black-box” that, given fσs : σ(s)→ [p]
and a request Is ⊆ I, returns the minimum possible cost in Gs of an extension fs of fσs that satisfies the
request Is (i.e., for every (i, j) ∈ Is there exists w ∈ Ti ∩V (Gs) with fs(w) = j). Within the same framework,
one can think of edges e ∈ E(Gt[β(t)]) as “mini-black-boxes” that force us to pay 1 if fβ assigns different
values to the endpoints of e and vertices w ∈ Ti as “mini-black-boxes” that allow us to “score” a pair (i, j) ∈ I
if we assign fβ(w) = j.
This motivates the following definition of a family C of constraints; every child s ∈ Z, every edge
e ∈ E(Gt[β(t)]), and every pair ((i, j), w) for (i, j) ∈ I, w ∈ Ti ∩ β(t) gives raise to a single constraint. A
constraint Γ ∈ C consists of:
• a set XΓ ⊆ β(t) of size at most k;
• a function MΓ : 2I × [p]XΓ → {0, 1, 2, . . . , k,+∞}.
For a child s ∈ Z, we define a child constraint Γ(s) as:
• XΓ(s) = σ(s),
• MΓ(s)(Is, fσs ) = M [s, Is, fσs ] for every Is ⊆ I and fσs : σ(s)→ [p].
For an edge uv = e ∈ E(Gt[β(t)]), we define an edge constraint Γ(e) as:
• XΓ(e) = e,
• MΓ(e)(∅, fσe ) = 0 if fσe (u) = fσe (v), MΓ(e)(∅, fσe ) = 1 if fσe (u) 6= fσe (v), and MΓ(e)(Ie, fσe ) = +∞ for
every Ie 6= ∅ and fσe : e→ [p].
For a pair ((i, j), w) with (i, j) ∈ I and w ∈ β(t) ∩ Ti we define a terminal constraint Γ(i, j, w) as:
• XΓ(i,j,w) = {w},
• MΓ(i,j,w)(∅, ·) = 0, MΓ(i,j,w)({(i, j)}, fσi,j,w) = 0 if fσi,j,w(w) = j, and MΓ(i,j,w)(Ii,j,w, fσi,j,w) = +∞ for
every other Ii,j,w ⊆ I and fσi,j,w : {w} → [p].
A responsibility assignment is a function ρ that assigns to every constraint Γ ∈ C a subset ρ(Γ) ⊆ I such
that the values ρ(Γ) are pairwise disjoint. For a function fβ : β(t)→ [p] we define the majority value j(fβ) as
the minimum j ∈ [p] among values j maximizing |(fβ)−1(j)| (that is, we take the smallest among the most
common values of fβ). A function fβ : β(t)→ [p] is unbreakable-consistent if either |β(t)| 6 3k or at most
k vertices of β(t) are assigned values different than j(fβ). A feasible function is an unbreakable-consistent
function fβ : β(t)→ [p] that extends fσ on σ(t).
Given a responsibility assignment ρ and a feasible function fβ , their cost is defined as
c(ρ, fβ) =
∑
Γ∈C
MΓ(ρ(Γ), f
β |XΓ). (8)
We claim the following.
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Claim 4.9. Assume that the values M [s, ·, ·] satisfy Points (a) and (b) for every s ∈ Z. Then the following
assignment satisfies Points (a) and (b) for t:
M [t, I, fσ] = min{c(ρ, fβ) | ρ is a responsibility assignment, fβ is a feasible function,
⋃
Γ∈C
ρ(Γ) = I}. (9)
In the above, M [t, I, fσ] := +∞ if the right hand side exceeds k.
Proof. Let ρ∗ and fβ,∗ be values for which the minimum of the right hand side of (9) is attained.
Consider first Point (a) and assume ρ∗ and fβ,∗ exist and c(ρ∗, fβ,∗) 6 k. In particular, from (8) we
infer that for every Γ ∈ C we have MΓ(ρ∗(Γ), fβ,∗|XΓ) 6 k. For every s ∈ Z let fs be the function extending
fβ,∗|σ(s) whose existence is promised by Point (a) for the cell M [s, ρ∗(Γ(s)), fβ,∗|σ(s)] 6 k. We claim that
f := fβ,∗ ∪
⋃
s∈Z
fs
satisfies the requirements for Point (a) for the cell M [t, I, fσ].
First, note that f is well-defined as every fs agrees with f
β,∗ on σ(s). Clearly, f extends fσ as fβ,∗
extends fσ.
Second, fix (i, j) ∈ I; our goal is to show a vertex w ∈ V (Gt) ∩ Ti for which f(w) = j. By (9), we have⋃
Γ∈C ρ
∗(Γ) = I. Hence, there exists Γ ∈ C with (i, j) ∈ ρ(Γ). Since MΓ(ρ∗(Γ), fβ,∗|XΓ) 6 k, Γ is not an edge
constraint Γ(e). If Γ is a terminal constraint, Γ = Γ((i, j), w), then from the definition of a terminal constraint
we obtain that f(w) = j and w ∈ Ti. Finally, if Γ is a child constraint, Γ = Γ(s) for some s ∈ Z, then since
fs is a function promised by Point (a) for the cell M [s, ρ
∗(Γ(s)), fβ,∗|σ(s)] there exists w ∈ V (Gs) ∩ Ti with
fs(w) = j. This concludes the proof that for every (i, j) ∈ I there exists w ∈ V (Gt) ∩ Ti with f(w) = j.
Finally, let us compute the cost of f . Let e = uv ∈ E(Gt) with f(u) 6= f(v). By the definition of the
graphs Gt and Gs, s ∈ Z, e either belongs to E(Gt[β(t)]) or to exactly one of the subgraphs Gs, s ∈ Z.
In the first case, the constraint Γ(e) contributes 1 to c(ρ∗, fβ,∗). In the second case, for every s ∈ Z, the
number of edges e = uv ∈ E(Gs) with f(u) 6= f(v) equals exactly the cost of fs, which is not larger than
MΓ(s)(ρ
∗(Γ(s)), fβ,∗σ(s)). Point (a) for the cell M [t, I, f
σ] follows.
Let f be a function as in Point (b) for the cell M [t, I, fσ]. Define responsibility assignment ρ as follows.
Start with ρ(Γ) = ∅ for every Γ ∈ C. For every (i, j) ∈ I, proceed as follows. By the properties of Point (b),
there exists w ∈ V (Gt) ∩ Ti with f(w) = j. If w ∈ β(t), then we insert (i, j) into ρ(Γ(i, j, w)). Otherwise,
w ∈ V (Gs) \ σ(s) for some s ∈ Z; we insert then (i, j) into ρ(Γ(s)). Clearly, ρ is a responsibility assignment
and
⋃
Γ∈C ρ(Γ) = I.
We define fβ = f |β(t) and we claim that fβ is a feasible function. Clearly, fβ extends fσ. To show that fβ
is unbreakable-consistent, observe that the fact that β(t) is (k, k)-edge-unbreakable in G with conjunction with
the assumption that the cost of f is at most k implies that for every partition [p] = J1 unionmulti J2 either (fβ)−1(J1)
or (fβ)−1(J2) is of size at most k. If |(fβ)−1(j(fβ))| > k, then this implies that |(fβ)−1([p] \ {j(fβ)})| 6 k,
as desired. Otherwise, we have |(fβ)−1(i)| 6 k for every i ∈ [p], and unless |β(t)| 6 3k there exist a
partition [p] = J1 unionmulti J2 such that |(fβ)−1(Jj)| > k for j = 1, 2, a contradiction. This proves that fβ is
unbreakable-consistent, and thus a feasible function.
To finish the proof of the claim, it suffices to show that for the above defined ρ and fβ the cost c(ρ, fβ) is
at most the cost of f |V (Gt) in Gt. Note that the cost of f |V (Gt) in Gt equals the cost of f |β(t) in Gt[β(t)]
plus the sum over all s ∈ Z of the cost of f |V (Gs) in Gs. Consider the types of constraints one by one.
First, consider a child constraint Γ(s) for some s ∈ Z. By the definition of ρ(Γ(s)), f satisfies the
requirements for Point (b) for the cell M [s, ρ(Γ(s)), f |σ(s)]. Consequently, the cost of f |V (Gs) in Gs is not
smaller than M [s, ρ(Γ(s)), f |σ(s)] = MΓ(s)(ρ(Γ(s)), f |σ(s)). The latter term is exactly the contribution of the
constraint Γ(s) to the cost c(ρ, fβ).
Second, consider an edge e = uv ∈ E(Gt[β(t)]). Note that ρ(Γ(e)) = ∅ by definition while MΓ(e)[∅, f |e]
equals 1 if f(u) 6= f(v) and 0 otherwise. Thus, the contribution of the edge e towards the cost of f |β(t) in
Gt[β(t)] is the same as the contribution of Γ(e) towards c(ρ, f
β).
Third, consider a terminal constraint Γ(i, j, w). If ρ(Γ(i, j, w)) = ∅, then the contribution of this constraint
to c(ρ, fβ) is 0. Otherwise, we have ρ(Γ(i, j, w)) = {(i, j)} and this can only happen if f(w) = j and w ∈ Ti.
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By definition, this implies MΓ(i,j,w)({(i, j)}, f |{w}) = 0, and again the contribution of this constraint to
c(ρ, fβ) is 0.
This concludes the proof that the cost of f |V (Gt) in Gt is not smaller than c(ρ, fβ) and concludes the
proof of the claim. y
By Claim 4.9, it suffices to minimize c(ρ, fβ) over responsibility assignments ρ and feasible functions
fβ such that
⋃
Γ∈C ρ(Γ) = I. Assume that this minimum is at most k and fix some minimizing arguments
(ρ∗, fβ,∗). We say that a constraint Γ is touched if either ρ∗(Γ) 6= ∅ or fβ,∗|XΓ is not a constant function. We
claim the following
Claim 4.10. There are at most |I|+ k touched constraints.
Proof. By the assumption that the values ρ∗(Γ) are pairwise disjoint, there are at most |I| constraints with
ρ∗(Γ) 6= ∅. Fix a constraint Γ such that fβ,∗|XΓ is not a constant function. To finish the proof of the claim it
suffices to show that Γ contributes at least 1 to the sum in (8).
Clearly, Γ is not a terminal constraint. If Γ is an edge constraint, Γ = Γ(e) for some e = uv ∈ E(Gt[β(t)]),
then as XΓ(e) = e we have f
β,∗(u) 6= fβ,∗(v). Hence, Γ contributes 1 to the sum in (8).
Finally, if Γ = Γ(s) for some s ∈ Z, then Γ contributes M [s, ρ∗(Γ(s)), fβ,∗|σ(s)] to the sum in (8). By
Point (a), there exists an extension fs of f
β,∗|σ(s) to V (Gs) of cost at most M [s, ρ∗(Γ(s)), fβ,∗|σ(s)]. By
compactness and the fact that fβ,∗|σ(s) is not a constant function, any such extension has a positive cost in
Gs. This finishes the proof of the claim. y
Let A∗ = (fβ,∗)−1([p] \ {j(fβ,∗)}). Since fβ,∗ is unbreakable-consistent, we have |A∗| 6 3k. Let B∗ be the
set of all vertices v ∈ β(t) \A∗ for which there exists a touched constraint Γ ∈ C with v ∈ XΓ. By Claim 4.10,
we have that |B∗| 6 k(k + |I|).
Our application of Lemma 2.2 is encapsulated in the following claim.
Claim 4.11. In time 2O((k+|I|) log(k+|I|))nO(1) one can generate a family F of pairs (j, g) where j ∈ [p] and
g : β(t)→ [p]. The family is of size 2O((k+|I|) log(k+|I|))n and there exists (j, g) ∈ F such that j = j(fβ,∗) and
g agrees with fβ,∗ on A∗ ∪B∗. Furthermore, for every element (j, g) ∈ F , g extends fσ.
Proof. First, we iterate over all choices of nonnegative integers j ∈ [p] and a1, a2, . . . , ap such that
∑p
i=1 ai 6
3k + k(k + |I|) and ∑i∈[p]\{j} ai 6 3k. Clearly, there are 2O(k)(|I| + k) options as p 6 k + 1. For a fixed
choice of j and (ai)
p
i=1 we invoke Lemma 2.2 for U = β(t) \ σ(t) and integers r = p, (ai)pi=1, obtaining a
family F ′. For every g′ ∈ F ′, we insert (j, g′ ∪ fσ) into F .
The bound on the size of the output family F follows from bound of Lemma 2.2 and the inequality
logk n 6 2O(k log k)n. Finally, note that the promised pair (j, g) will be generated for the choice of j = j(fβ,∗)
and ai = |(fβ,∗)−1(i) ∩ (A∗ ∪B∗) \ σ(t)| for every i ∈ [p]. y
Invoke the algorithm of Claim 4.11, obtaining a family F . We say that (j, g) ∈ F is lucky if fβ,∗ exists,
j = j(fβ,∗), and fβ,∗ agrees with g on A∗ ∪B∗.
Consider now an auxiliary graph H with V (H) = β(t) and uv ∈ E(H) if and only if u 6= v and there
exists a constraint Γ ∈ C with u, v ∈ XΓ. By the definition of constraints Γ(e), we have that Gt[β(t)] is a
subgraph of H, but in H we also turn all adhesions σ(s) for s ∈ Z into cliques.
For a pair (j, g) ∈ F , we define Σ(j, g) := g−1([p] \ {j}). Observe the following.
Claim 4.12. For a lucky pair (j, g), every connected component of H[Σ(j, g)] is either completely contained
in (fβ,∗)−1(j) or completely contained in A∗.
Proof. Assume the contrary, and let uv ∈ E(H) be an edge violating the condition. By symmetry, assume
fβ,∗(u) 6= j. Then, since (j, g) is lucky, we have that u ∈ A∗. Hence v /∈ A∗, that is, fβ,∗(v) = j. By the
definition of H, there exists a constraint Γ ∈ C with u, v ∈ XΓ (either Γ = Γ(uv) or Γ = Γ(s) for some s ∈ Z
with u, v ∈ σ(s)). Consequently, Γ is touched, and v ∈ B∗. However, then from the fact that (j, g) is lucky it
follows that g(v) = j, a contradiction. y
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Claim 4.12 motivates the following approach. We try every pair (j, g) ∈ F , and proceed under the
assumption that (j, g) is lucky. We inspect connected components of H[Σ(j, g)] one-by-one and either try
to set a candidate for function fβ,∗ to be equal to g or constantly equal j on the component. Claim 4.12
asserts that one could construct fβ,∗ in this manner. The definition of H implies that for every constraint
Γ ∈ C, the set XΓ intersects at most one component of H[Σ(j, g)]. This gives significant independence of
the decisions, allowing us to execute a multidimensional knapsack-type dynamic programming, as between
different connected components of H[Σ(j, g)] we need only to keep intermediate values of the cost and the
union of values of the constructed responsibility assignment.
We proceed with formal arguments. For every (j, g) ∈ F , we proceed as follows. Let C1, C2, . . . , C` be the
connected components of H[Σ(j, g)] and for 1 6 i 6 `, let Ci be the set of constraints Γ ∈ Ci with XΓ ∩Ci 6= ∅.
By the definition of H, the sets Ci are pairwise disjoint. Let C0 = C \
⋃`
i=1 Ci be the remaining constraints,
i.e., the constraints Γ ∈ C with XΓ ∩ Σ(j, g) = ∅. It will be convenient for us to denote C0 = ∅ to be a
component accompanying C0. For J ⊆ {0, 1, 2, . . . , `}, denote gJ to be the function g modified as follows: for
every i ∈ {0, 1, . . . , `} \ J and every v ∈ Ci we set gJ (v) = j. Furthermore, let Jσ ⊆ {1, 2, . . . , `} be the set of
these indices j for which Cj ∩ σ(t) 6= ∅. For 0 6 i 6 `, denote C6i =
⋃
j6i Cj .
Let m = |C|. We order constraints in C as Γ1,Γ2, . . . ,Γm according to which set Ci they belong to. That
is, if Γa ∈ Ci, Γb ∈ Cj and i < j, then a < b. For 0 6 i 6 `, let −→a (i) = |C6i|, that is, Γ−→a (i) ∈ C6i but Γ−→a (i)+1
does not belong to C6i (if exists). Furthermore, let −→a (−1) = 0.
Let 0 6 i 6 ` and let −→a (i− 1) 6 a 6 −→a (i). An a-partial responsibility assignment ρ is a responsibility
assignment defined on constraints Γ1, . . . ,Γa such that
⋃a
b=1 ρ(Γb) ⊆ I. For a set J ⊆ {0, 1, . . . , i} containing
Jσ ∩ {0, 1, . . . , i} and an a-partial responsibility assignment ρ, we define the cost of J and ρ as
ci,a(J, ρ) =
a∑
b=1
MΓb(ρ(Γb), gJ |XΓb ).
Furthermore, let kβ = k if |β(t)| > 3k and kβ = |β(t)| otherwise. The goal of our dynamic programming
algorithm is to compute, for every −1 6 i 6 `, 0 6 k• 6 kβ , and I• ⊆ I a value Qi[k•, I•] that equals a
minimum possible cost ci,−→a (i)(J, ρ) over all J ⊆ {0, 1, . . . , i} containing Jσ∩{0, 1, . . . , i} with |
⋃
i′∈J Ci′ | 6 k•,
and −→a (i)-partial responsibility assignment ρ with ⋃−→a (i)b=1 ρ(Γb) = I•. The next claim shows that it suffices.
Claim 4.13. We have Q`[k
β , I] > c(ρ∗, fβ,∗). Furthermore, if c(ρ∗, fβ,∗) 6 k and (j, g) is lucky, then
Q`[k
β , I] = c(ρ∗, fβ,∗).
Proof. For the first claim, let (J, ρ) be the witnessing arguments for the value Q`[k
β , I]. Note that ρ is a
responsibility assignment. Furthermore, gJ is a feasible function: it extends f
σ due to the requirement
Jσ ⊆ J and it is unbreakable-consistent due to the requirement |⋃i′∈J Ci′ | 6 kβ . The first claim follows from
the minimality of (ρ∗, fβ,∗).
For the second claim, by Claim 4.12 we know that on every connected component Ci, the function f
β,∗
either equals g or is constant at j. Let J∗ be the set where the first option happens; note that Jσ ⊆ J∗
and gJ∗ = f
β,∗. Consequently, c`,m(J∗, ρ∗) = c(ρ∗, fβ,∗). Finally, as fβ,∗ is unbreakable-consistent, we have
|⋃i′∈J∗ Ci′ | 6 kβ . The claim follows from the minimality of Q`[kβ , I]. y
For the initialization step of our dynamic programming algorithm, note that for i = −1 we have −→a (i) = 0
and the minimization for Q−1[·, ·] takes into account only J = ∅ and ρ = ∅.
Fix now 0 6 i 6 `, we are to compute values Qi[·, ·]. To this end, we use another layer of dynamic
programming. For −→a (i− 1) 6 a 6 −→a (i), 0 6 k• 6 kβ , and I• ⊆ I we define Q∈i,a[k•, I•] to be a minimum
possible cost ci,a(ρ, J) over all J ⊆ {0, 1, 2, . . . , i} containing Jσ ∩ {0, 1, 2, . . . , i} satisfying that i ∈ J and
|⋃i′∈J Ci′ | 6 k•, and all a-partial responsibility assignments ρ with ⋃ab=1 ρ(Γb) = I•.
Similarly we define Q/∈i,a[k
•, I•] with the requirement that i /∈ J . This definition is applicable only if
i /∈ Jσ; for indices i ∈ Jσ we do not compute the values Q/∈i,a.
Since Q∈
i,−→a (i−1), Q
/∈
i,−→a (i−1), and Qi−1 use all constraints up to
−→a (i− 1), we have
Q∈
i,−→a (i−1)[k
β + |Ci|, I•] = Q/∈i,−→a (i−1)[kβ , I•] = Qi−1[kβ , I•].
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Here, and in subsequent formulae, we assume that a value of a cell Q∈i,a[·, ·] or Qi[·, ·] equals 0 if the first
argument is negative. The above formula serves as the initialization step for computing values Q∈i,a[·, ·] and
Q/∈i,a[·, ·].
For a single computation step, fix −→a (i− 1) < a 6 −→a (i). The definitions of Q∈i,a[·] and Q∈i,a−1[·, ·] differ
only in the requirement to define f(Γa). Furthermore, XΓa intersects only the component Ci (if i > 0), while
i is required to be contained in J in the definition of both Q∈i,a[·, ·] and Q∈i,a−1[·, ·]. Consequently,
Q∈i,a[k
•, I•] = min
I′⊆I•
(
Q∈i,a−1[k
•, I• \ I ′] +MΓa(I ′, g|XΓa )
)
.
Similarly, for i /∈ Jσ we have
Q/∈i,a[k
•, I•] = min
I′⊆I•
(
Q/∈i,a−1[k
•, I• \ I ′] +MΓa(I ′, XΓa × {j})
)
.
Finally, we set for i ∈ Jσ:
Qi[k
•, I•] = Qi,−→a (i)[k
•, I•],
and for i /∈ Jσ:
Qi[k
•, I•] = min
(
Q∈
i,−→a (i)[k
•, I•], Q/∈
i,−→a (i)[k
•, I•]
)
The above dynamic programming algorithm computes the values Q`[·, ·] in time 3|I| ·nO(1). By Claims 4.9
and 4.13, we can take M [t, I, fσ] to be the minimum value of Q`[k
β , I] encountered over all choices of
(j, g) ∈ F . Claim 4.8 shows that the above suffices to conclude the proof of Theorem 4.7.
4.2.2 Steiner Cut
Proof of Theorem 1.4. Let (G,T, p, k) be an input to Steiner Cut and let n = |V (G)|.
First, we observe that it is sufficient to solve Steiner Cut with the additional assumption that G is
connected. Indeed, in the general case we can proceed as follows. First, we discard all connected components
of G that are disjoint with T . Second, for every connected component G′ of G and every 0 6 k′ 6 k,
0 6 p′ 6 p, we solve Steiner Cut on the instance (G′, T ∩ V (G′), p′, k′). Finally, the results of these
computations allow us to solve the input instance by a straightforward knapsack-type dynamic programming
algorithm.
Thus, we assume that G is connected. In particular, we can assume that p 6 k + 1 as otherwise the input
instance is a trivial no-instance. With these assumptions, it is straightforward to observe that the input
Steiner Cut instance (G,T, p, k) is equivalent to Auxiliary Cut instance (G, p, k, (T ), {1} × [p]), that is,
we set τ = 1, T1 = T , and I = {1} × [p]. Theorem 1.4 follows.
4.2.3 Steiner Multicut
Proof of Theorem 1.5. Let (G, (Ti)
t
i=1, k) be an input to Steiner Multicut and let n = |V (G)|.
First, we observe that it is sufficient to solve Steiner Multicut with the additional assumption that
G is connected. Indeed, in the general case we can proceed as follows. First, we discard all sets Ti that
intersect more than one connected component of G. Second, for every connected component G′ of G and every
0 6 k′ 6 k, we solve Steiner Multicut on graph G, terminal sets {Ti | Ti ⊆ V (G′)}, and budget k′. Finally,
the results of these computations allow us to solve the input instance by a straightforward knapsack-type
dynamic programming algorithm. Thus, henceforth we assume that G is connected. In particular, any
function f : V (G)→ Z of cost at most k can attain at most k + 1 distinct values. Let p = k + 1.
If G is connected, then the input Steiner Multicut instance (G, (Ti)
t
i=1, k) is a yes-instance if and only
if there exists f : V (G) → [p] of cost at most k such that for every i ∈ [t], f is not constant on Ti. Thus,
to reduce Steiner Multicut to Auxiliary Multicut, it suffices to guess, for every i ∈ [t], two distinct
values from [p] than f attains on Ti.
More formally, we iterate over all sequences (Mi)
t
i=1 such that for every i ∈ [t] we have Mi ⊆ [p] and
|Mi| = 2. There are 2O(t log t) such sequences. For every sequence (Mi)ti=1 we define I =
⋃t
i=1{i} ×Mi and
invoke the algorithm of Theorem 4.7 for Auxiliary Cut instance (G, p, k, (Ti)
t
i=1, I). By the discussion
above, the input Steiner Multicut instance is a yes-instance if and only if at least one of the generated
Auxiliary Cut instances is a yes-instance. Since in every call we have |I| = 2t, Theorem 1.5 follows.
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5 Conclusions
In this paper we presented an algorithm that constructs a tree decomposition as in [9], but faster, with better
parameter bounds, and arguably simpler. This allowed us to improve the parametric factor in the running
time bounds for a number of parameterized algorithms for cut problems to 2O(k log k). We conclude with a
few open questions.
First, can we construct the decomposition as in this paper in time 2O(k)nO(1)? The current techniques
seem to fall short of this goal.
The problem of finding a lean witness for a bag that is not (k, k)-unbreakable can be generalized to the
following Densest Subhypergraph problem: given a hypergraph H = (V,E), where the same hyperedge
may appear multiple times (i.e. it is a multihypergraph), and an integer k, one is asked to find a set X ⊆ V
consisting of k vertices that maximizes the number of hyperedges contained in X. A trivial approximation
algorithm is to just find the hyperedge of size at most k that has the largest multiplicity and cover it; this
achieves the approximation factor of 2k. We conjecture that it is not possible to obtain a 2o(k)-approximation
in FPT time for this problem.
Third, we are not aware of any conditional lower bounds for Minimum Bisection that are even close
to our 2O(k log k)nO(1) upper bound. To the best of our knowledge, even an algorithm with running time
2o(k) ·nO(1) is not excluded under the Exponential Time Hypothesis using the known NP-hardness reductions.
It would be interesting to understand to what extent the running time of our algorithm is optimal.
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A Making a tree decomposition compact: Proof of Lemma 2.3
Proof of Lemma 2.3. We assume that (T, β) is rooted by rooting it at any vertex. By performing first the
cleanup operation, we ensure that T has at most n = |V (G)| edges.
Having cleaned (T, β), we proceed to the construction of (T̂ , β̂). We gradually modify the decomposition
(T, β) as long as it is not compact, and output it as (T̂ , β̂) once the compactness is achieved. Suppose then
that (T, β) is still not compact. Then there exists a node t that violates the definition of compactness; we
proceed as follows.
First, observe that the properties of a tree decomposition imply that NG(α(t)) ⊆ σ(t). If there exists
v ∈ σ(t) \NG(α(t)), then we can delete v from the bag of t and all its descendants. This operation strictly
decreases the sum of sizes of all bags, while every bag and adhesion can only be replaced by its subset. Hence,
we may apply it exhaustively, to all nodes t violating compactness in this manner, thus arriving in polynomial
time at the situation where we can assume that NG(α(t)) = σ(t) for every t ∈ V (T ).
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Therefore, if now a node t violates the compactness, then we have that G[α(t)] is disconnected. Let (A,B)
be an edge cut of G[α(t)] of zero order with A,B 6= ∅. Since σ(t) 6= ∅, t is not the root of T ; let s be the
parent of t. Let Tt be the subtree of T rooted in t. We make two copies of Tt, T
A
t and T
B
t , and define the
tree T ′ as T with Tt replaced with TAt and T
B
t , both with roots being children of s. Furthermore, we define
β′ : V (T ′)→ 2V (G) as: β′(p) = β(p)∩ (A∪ σ(t)) for p ∈ V (TAt ), β′(p) = β(p)∩ (B ∪ σ(t)) for p ∈ V (TBt ) and
β′(p) = β(p) otherwise. It is straightforward to verify that (T ′, β′) is a tree decomposition of G. Moreover,
every bag of (T ′, β′) is a subset of a bag of (T, β), and similarly for adhesions. Finally, we clean up (T ′, β′) so
that it has at most n edges using the same operation as in the first paragraph. We conclude by replacing
(T, β) with (T ′, β′) and applying the reasoning again.
To bound the number of iterations of the presented procedure, consider the potential
∑
t∈V (T ) |α(t)|2.
Note that its value is integral and initially bounded by O(n3). It is straightforward to verify that the potential
strictly decreases in every iteration, so the procedure stops after at most O(n3) iterations. Since every
iteration can be performed in polynomial time, the whole algorithm works in polynomial time as well.
24
