ABSTRACT Partial discharge (PD) detection has been proved as an effective tool for insulation condition monitoring of power equipment. The energy of PD pulses is valuable for studying the characteristics of PD activities. This paper proposes a method for estimating the energy of PD pulses in the presence of white noise and narrowband noise. First, a maximum likelihood (ML) estimator of the pulse energy is derived from the probability distribution of the energy spectral coefficients. To implement the ML method, the sampled data are divided into signal frames and noise frames. The noise frames are then utilized for extracting noise parameters using the 3F-C method. Eventually, these noise parameters are applied to the signal frames to find the ML estimate of the pulse energy. To verify the effectiveness of the proposed method, both simulated data and measured data have been processed using the proposed method and the conventional wavelet packet (WP) denoising method. Compared with the WP denoising method, the proposed method has a higher accuracy and is less susceptible to the lengths of the sampling time windows. The advantage of the method is more significant in unfavorable conditions where the signal-to-noise ratio is low and the accurate lengths of the PD pulses are difficult to determine.
I. INTRODUCTION
Partial discharge (PD) detection is an important method for monitoring the status of power equipment, which allows detection of insulation defects before an insulation failure occurs, and has been considered as one of the key aspects in the implementation of the smart grid [1] , [2] . A common strategy for PD detection is to measure the electrical pulse signals generated from PD activities using different types of PD sensors. This includes the ultra-high frequency technique commonly used for detecting PD activities in switchgears and transformers [3] , [4] , and the high-frequency current method adopted in cable PD detection [5] , [6] . The acquired pulse signals are then analyzed for providing useful information about the insulation condition of the power equipment. Experimental studies have revealed that the energy of a PD pulse tends to have a better correlation with the apparent charge of PD than other features and is more suitable for quantitative assessment of the severity of PD activities [7] , [8] . Meanwhile, a variety of analysis methods based on PD pulse energy have emerged in recent years. The energy ratios of PD pulse signals have been utilized to separate different PD sources and to eliminate pulsed interference [9] , [10] . The cumulative pulse energy is helpful for time delay estimation and PD location [11] , [12] . Moreover, the ternary plot, a visualization technique depending on the energy distribution of PD pulses, has been widely used in the characterization and identification of PD activities [13] , [14] . Therefore, it is of great significance to accurately measure the energy of PD pulses.
Noise is a major problem for on-site PD detection. There are mainly three kinds of noise: white noise, narrowband noise and pulsed interference [15] . The pulsed interference can be conveniently avoided by means of source separation [16] . On the other hand, the continuous background noise, which is a mix of white noise and narrowband noise, directly overlaps with the PD pulses and can seriously affect the accuracy of energy measurement. A common solution to this problem is to calculate the pulse energy after noise reduction. Nevertheless, most denoising algorithms used in PD detection are designed for achieving a high signal-tonoise ratio (SNR), rather than getting a precise measurement of pulse energy [15] . As a result, the pulse energy may well get changed after denoising, thereby decreasing the accuracy of the calculated energy. Therefore, the frequently-used denoising algorithms may not be fully applicable to the case of energy calculation.
At present, the most widely used PD denoising algorithms include digital filters [17] , adaptive filtering [18] , and denoising techniques based on time-frequency decomposition such as wavelet denoising [19] , [20] . Digital filters are effective and easy to implement, but fail to suppress the noise component in the pass band. The main drawback of adaptive filtering is its poor stability, which requires a careful selection of filtering parameters. Wavelet and wavelet packet (WP) denoising is one of the most recognized methods for PD signal processing. Nevertheless, there are still several problems in applying the wavelet and WP technique to the calculation of pulse energy:
1) The wavelet and WP technique suppresses white noise and narrowband noise mainly by two approaches [21] . The first one performs thresholding to the decomposed coefficients and the second one drops the detail coefficients when reconstructing the signals. Similar to the digital filters, these approaches will remove the pulse energy along with the noise energy, which undermines the integrity of the calculated pulse energy.
2) The length of the sampling time window will affect the result of energy measurement. Since noise cannot be completely removed by wavelet or WP denoising, there is still some residual noise energy in the period of time in which the pulse energy is supposed to be zero. Apparently, the calculated pulse energy will increase with the window length.
3) The effect of wavelet and WP denoising is influenced by subjective factors such as the basis functions, making the calculated results unstable [22] . In this paper, a novel method is presented for calculating the energy of PD pulses in noisy environments. The method divides the sampled data into signal frames and noise frames. First, the complex three weight frequency (3F-C) method is applied to the noise frames to estimate the parameters of the mixed background noise. Then the maximum likelihood (ML) estimation criterion is taken advantage of to calculate the energy of each individual PD pulse in the signal frames utilizing the estimated noise parameters. Comparisons between the proposed method and the WP denoising method are also made. The proposed method has a higher accuracy and is less susceptible to the length of the sampling time window, which makes it a reliable and robust approach to the estimation of PD pulse energy. The approach can be used to improve the performance of multiple PD separation by reducing the effect of noise in energy-related features, or to increase the accuracy of PD location by providing a more precise arrival time using the energy accumulation method.
II. ENERGY ESTIMATION OF PD PULSE SIGNALS A. SIGNAL MODEL
The noisy signal y(n) is composed of a PD pulse signal s(n), narrowband noise h(n), and white noise g(n):
where n = −N /2, −N /2 + 1 . . . N /2 − 1. N is the number of sampling points and is assumed to be even for convenience.
The narrowband noise h(n) can be expressed as
where A i , ω i , and φ i are the amplitude, angular frequency and phase of the ith sinusoidal component, respectively. i is an integer and T is the sampling time. The white noise g(n) is a stationary random signal following a Gaussian distribution with zero mean and variance λ. According to Parseval's theorem, the energy of the pulse signal s(n) is
where S(k) is the discrete Fourier transform (DFT) of s(n), k = 0, 1, 2, . . . , N − 1. In this paper, the PD pulse signals are regarded as unknown deterministic energy signals, and |S(k)| 2 is called the energy spectrum of the pulse signal s(n).
B. ELIMINATION OF NARROWBAND NOISE
Narrowband noise h(n) is a deterministic signal with unknown parameters. It can be directly removed from the noisy signal y(n) because of its deterministic nature:
The resulting signal y sg (n) will contain only the pulse signal s(n) and the white noise g(n). The precondition of (4) is to obtain the unknown parameters A i , ω i , and φ i of the narrowband noise h(n) from the mixed background noise, which will be described in detail in Section III. It is worth mentioning that the energy of y sg (n) cannot be computed simply by subtracting the energy of the narrowband noise h(n) from that of the noisy signal y(n) due to the presence of cross terms. These cross terms are closely related to the phase of the narrowband noise h(n), which makes the phase an important parameter for energy estimation and cannot be neglected.
C. MAXIMUM LIKELIHOOD ESTIMATION OF PULSE ENERGY IN THE PRESENCE OF WHITE NOISE
After removing the narrowband noise, the complex DFT coefficients Y sg (k) of the signal y sg (n) can be expressed as
where R(k) and I (k) are the real and imaginary parts of Y sg (k).
Since Fourier transform is a linear transformation, R(k) and VOLUME 4, 2016 I (k) both can be decomposed into a signal component and a white-noise component, which are represented by the subscripts s and g, respectively. The signal components R s (k) and I s (k) are deterministic variables with unknown values, whereas the white-noise components R g (k) and I g (k) are random variables. It can be proved that the DFT coefficients of the Gaussian white noise g(n) are complex Gaussian random variables [23] , meaning that the real part R g (k) and the imaginary part I g (k) are uncorrelated and obey a Gaussian distribution with variance λ/2. Thus, R(k) and I (k) have the following normal distribution:
In this case, the energy of the signal y sg (n) is
As can be seen, E sg is the squared sum of 2N Gaussian random variables that have different mean values but the same variance. It can be thus concluded that E sg obeys a noncentral χ 2 distribution after normalizing the variance, with the following probability density function [24] :
where I N −1 (·) is the N − 1th order modified Bessel function of the first kind. The non-centrality parameter E s is the pulse energy to be estimated. The log-likelihood function of E s is obtained by taking the derivative of the logarithm of (8):
The variableẼ s that satisfies (9) is the ML estimate of the pulse energy. When the order N −1 is large enough, the Bessel function I N −1 and its derivative I N −1 can be approximated by [25] :
(10)
η is a function of x and N , and will be eliminated when (10) and (11) are substituted into (9) to calculate the right term
The relative error between the approximate value and the exact value of the right term is shown in Fig.1 . It can be seen that when the number of sampling points N is greater than 20, the relative error will be less than 1%. Even if N is only 4, the relative error is still below 7%. In practical PD measurements, the number of sampling points N is usually much larger than 20, so the approximation error is generally insignificant and negligible. By solving (9) with the approximations, the ML estimate of the pulse signal energỹ E s is obtained:Ẽ
III. ESTIMATION OF NOISE PARAMETERS A. SIGNAL FRAMES AND NOISE FRAMES
As mentioned above, it is necessary to acquire the noise parameters λ, A i , ω i and φ i in advance of estimating the pulse energy. To obtain these noise parameters, the concept of signal frames and noise frames is introduced in this section. Fig. 2 shows a typical PD data over a 50Hz power cycle. Most part of the sampled data contains only background noise, and the PD pulses merely occupy a small part of the whole power cycle. Therefore, the sampled data can be divided into noise frames that are only mixed background noise and signal frames that contain PD pulse signals. The sampled data can be framed in a similar way to the conventional PD pulse extraction method [26] . The signal frames are obtained by applying a time window to the area where a pre-set threshold is exceeded. These signal frames conform to the model of y(n). Traditional denoising methods can be used to mark the locations of the PD pulses if the noise is too high and impedes the recognition of the pulses, although the signal frames should still be cut from the original data instead of the denoised data. The remaining data are saved as noise frames d(m), rather than being discarded as in the PD pulse extraction. Likewise, let the number of sampling points M be even, and m = −M /2, −M /2 + 1, . . . , M /2 − 1. In this case, M is the window length of the noise frame.
B. ESTIMATION OF NARROWBAND NOISE PARAMETERS USING 3F -C METHOD
The angular frequency ω i , amplitude A i , and phase φ i of the narrowband noise cannot be directly obtained from the DFT of the noise frame d(m) for the following reasons:
1) The DFT coefficients of the sampled noise frames are random variables due to the presence of white noise, and are not exactly equal to the DFT coefficients of the narrowband noise. 2) Even for a clean narrowband signal without white noise, the sampling time window can hardly cover precisely a multiple of the period of the signal since a priori knowledge of its frequency is not available. Consequently, the resulting spectral leakage and picket fence effect will cause a great error between the DFT coefficients and the actual parameters. In particular, the error in phase can reach as large as ±90 • and is therefore completely unusable [27] .
3F-C method is a method for estimating the parameters of narrowband signals proposed by Ando and Nara recently [28] . The method integrates the second-order differential equations of a narrowband signal and converts them into linear equations with finite Fourier integrals. The parameters of the narrowband signal are obtained by solving the linear equations, which significantly improves the accuracy and white-noise rejection capability of the estimation process.
The ith frequency component of a narrowband signal h(t) = A i cos(ω i t + φ i ) satisfies the following equation in the time interval
where h (t) is the derivative of h(t), the first two terms are integral boundary terms that are differences between boundary values, ω = 2π /T , andH (l) can be computed from the finite Fourier integral of h(t), l = 0, 1, 2, . . . , M − 1. A set of equations can be formed from (13) by selecting different l. Then the least squares method is employed to obtain the estimated value of the angular frequency ω i , which is denoted asω i . In the 3F-C method, we choose three points l 1 , l 2 andl 3 around the peak point of the spectrum to reduce the influence of white noise. For l 1 , l 2 and l 3 using (13) we have,
As mentioned above,H (l) is derived from the finite Fourier integral of the continuous narrowband signal h(t). However, in practice, only white-noise-corrupted discrete narrowband signals can be obtained, namely, the noise frame d(m) in PD detection. To solve this problem, a DFT correction method is presented in [28] for computingH (l) using d(m):
1) The leftmost and rightmost points of d(m) need to be replaced, which requires an additional sampling of two points: m = −M /2 − 1 and m = M /2. The modified data are designated asd(m).
β = 0.063672, which is the factor used to correct the biased values caused by discretization in the integral boundary. 2) CalculateD(l), the DFT coefficients ofd(m), and then perform phase-shifting bỹ
The estimated angular frequencyω i is obtained by substitutingH (l) into and solving (14) . Subsequently, the ML estimation method can be used to estimate the phase˜ (l) and amplitudeÃ i [29] :
where sinc(x) = sin(π x)/π x. R and I represent the operations of extracting the real part and the imaginary part, respectively. The method can be extended to narrowband signals with multi-frequency components, provided that the spectral resolution of the sampled data is sufficiently high to VOLUME 4, 2016 resolve these frequency components. Note that the phase˜ i estimated by (17) is only suitable for the reconstruction of the narrowband noise in the noise frame. In order to obtain the phaseφ i of the signal frame used in (4),˜ i should be modified by:φ
where T is the time delay from the signal frame to the noise frame.
C. ESTIMATION OF WHITE NOISE PARAMETER
Narrowband noise in the noise frame can be reconstructed using the estimated narrowband parametersÃ i ,ω i and˜ i . Similar to the signal frame, subtracting the reconstructed narrowband noise from the noise frame results in a background signalg(m) containing only white noise. The ML estimateλ of the white noise parameter λ is:
whereḡ is the average value of the background signalg(m).
D. ALGORITHM
A flowchart for the proposed energy estimation method is presented in Fig. 3 , the main steps are: 1) Divide the sampling data into a signal frame y(n) and a noise frame d(m). 2) Estimate the narrowband noise parametersÃ i ,ω i and i from the noise frame d(m) using the 3F-C method.
3) Estimate the white noise parameterλ after reconstructing and eliminating the narrowband noise in the noise frame. 4) Reconstruct and eliminate the narrowband noise in the signal frame. 5) Useλ to estimate the pulse energyẼ s . according to the ML criterion.
IV. SIMULATION
To verify the effectiveness of the proposed method, a doubleexponential oscillation function has been employed to simulate the PD pulse signal [11] :
where τ is the exponential decay constant, f c the center oscillation frequency, and t 0 the starting time. Two different configurations were adopted based on field experience. For Signal 1, f c = 10MHz, τ = 0.1µs and t 0 = 1.28µs. Signal 2 was a non-oscillatory double exponential signal, with f c = 0Hz and the other parameters the same as Signal 1. The discrete signals were sampled at a sampling rate of 1GHz for 3072 points. The traditional WP method was also applied to the signals for comparison. For illustration, the clean signal (Signal 1), the noisy signal and the signal denoised by the WP technique are shown in Fig. 4 . It can be seen that the pulse energy is mainly concentrated in the 512 points in the middle of the signal. The energy of the rest of the clean signal can be considered as zero. However, after WP denoising, there is still a small amount of energy in the points whose energy is supposed to be zero. This residual energy will impede the determination of the start time and end time of the PD pulse, making it somewhat arbitrary to choose the window length for energy calculation. It can be predicted that, unlike the clean signal, the calculated energy of the denoised signal will be affected by the window length, since more energy is included if the window is longer. In order to study the influence of the window length, the signal frame was truncated using six different lengths: 512 (shown in Fig. 4 by dotted lines) , 1024, 1536, 2048, 2560 and 3072 points. The length of the noise frame was correspondingly five times longer. The SNR is defined by power ratios, and yet the PD pulse signal is an energy signal. Therefore, the noise level determined using the SNR will be affected by the window length, that is, the total time for calculating the power of the energy signal [30] . To unify the power of the same pulse signal with different window lengths, the power is uniformly calculated using a 512-point window:
where E s is the energy of the pulse signal and P n is the power of the noise. According to this definition, the SNR of the noisy signal shown in Fig. 4 is 0 dB.
A. ANTI-WHITE-NOISE CAPABILITY
Background noise may not necessarily include narrowband noise in practical PD measurements. In this case, the estimation and elimination of narrowband noise can be skipped. The proposed ML estimation method and the WP denoising method are first compared in the presence of only white noise. The WP decomposition was performed using Daubechies wavelets (db8). The decomposition level was 4, and the Stein's unbiased risk estimate was used to find the threshold for applying hard thresholding to the WP coefficients [20] , [31] . The pulse energies of Signal 1 and Signal 2 with different SNRs and different window lengths were calculated using the proposed ML method and the WP method, respectively. 5000 simulations were performed in each condition. The white noise with a fixed SNR was generated randomly in each simulation. The normalized root mean square error (NRMSE) was used as a measure of the differences between the estimated energiesẼ s and the true pulse energies E s :
where Q is the number of simulations and q = 1, 2, . . . , Q.
The detailed results are listed in Table 1 . The NRMSE values of the proposed method are smaller than those of the WP denoising method in all the conditions. A plot of the values is presented in Fig.5 . The results of the two signals have approximately the same characteristics. When the window length is precisely the length of the pulse (512 points), the result of the ML estimation is slightly better than the WP denoising. This advantage is more obvious with the decrease of the SNR. When the window length increases, the NRMSE of the ML estimation remains relatively stable. In contrast, the NRMSE of the WP denoising increases much more dramatically. Hence, the choice of the window length will seriously affect the results of the WP denoising method, which requires accurate identification of the start time and end time of the pulses. This is difficult to satisfy in actual PD measurements, especially the determination of the end time. The proposed ML method provides a more reliable approach where a flexible range of window lengths are acceptable, as long as the selected window covers the whole pulse waveform.
B. ANTI-NARROWBAND-NOISE CAPABILITY
The narrowband noise is taken into account in this section. For simplicity, only Signal 1 was processed and the SNR of the white noise was fixed at 10 dB. The narrowband noise employed in the simulation consists of two frequency components, which were randomly distributed between 30k and 3MHz in order to cover the frequency range of amplitude modulation broadcasting. The amplitude of each component was chosen randomly, but the total power was controlled to be the same as the pulse power, namely, the SNR of the background noise was 0 dB. For comparison, the simulated data were also denoised using the WP entropy thresholding, which uses the Shannon entropy to identify the bands that contain narrowband noise [32] . The WP coefficients are set VOLUME 4, 2016 to zero if their entropy values exceed the entropy threshold. After white noise reduction, the processed data were decomposed with db8 wavelet to 6 levels. The entropy threshold was set to 2.6 based on trial and error until the narrowband noise was suppressed and the PD pulse could be clearly distinguished. An example of the constructed signal and the WP denoised signal is already shown in Fig.4 . The correlation coefficient between the clean signal and the denoised signal is 0.86. Likewise, 5000 simulations were carried out for each condition, and the results are shown in Fig.6 . For reference, the performance of the methods on the white-noise-corrupted Signal 1 with an SNR of 0 dB is also shown.
It can be seen that when the total power of the background noise is the same, the mixed background noise generally causes a smaller estimation NRMSE than the pure white noise. The rise of the NRMSE of the WP denoising at short window lengths may be attributed to the fact that the narrowband noise is analyzed at low resolution if the window length is short, and the elimination of the noise energy is performed at a rough scale. From this point of view, the influence of the window length becomes less critical. In this situation, the NRMSE of the proposed method is still satisfactory and much smaller than that of the WP denoising, which demonstrates the effectiveness of the proposed method and its superiority over the traditional WP denoising method in suppressing narrowband noise.
V. PRACTICAL APPLICATION
The proposed method is applied to field data to study its performance in practical applications. In order to evaluate the accuracy of the estimated results, the true value of the signal energy needs to be known in advance. Thus, the tested data is acquired by combining two measured signals.
First, a cable PD experiment was performed in the laboratory, as shown in Fig.7 (a) . A sample with internal PD defects was made by punching a hole in the insulation of a 2-meter power cable. The inner conductor of the cable was connected to a PD-free high-voltage power supply and the metal screen was solidly earthed. A high-frequency current transformer (HFCT) was clamped around the ground wire for measuring the pulse currents generated by PD activities. The experiment was carried out in a shielded room to minimize outside interference and acquire a relatively clean PD signal. The sampled data were recorded by a Keysight DSO6104 oscilloscope at a sampling rate of 2 GHz. Fig.7 (b) shows an on-line measurement of the background noise from an energized 110-kV cable line in Shandong, China. The underground cable is connected to an overhead line at the termination. The HFCT was installed around the bonding wire in the earthed link box. The data acquisition system was the same as that used in the laboratory. An off-line experiment had been already conducted and demonstrated that there were no PD defects in the cable line. The major sources of the background noise are radio broadcast signals and amplified thermal noise. Fig.8(a) and (b) show the acquired PD pulse signal and background noise, respectively. The combination of the two signals is shown in Fig.8(c) with a 2.5 µs time window marking out the signal frame. Fig.8(d) illustrates the spectra of the pulse signal and the background noise. It can be seen that the energy of the PD pulse signal and that of the background noise partly overlap within 10 MHz. Therefore, the overlapping energy of the PD pulse will likely be filtered together with the noise if digital filters or WP entropy thresholding is applied.
The proposed method and WP denoising method were applied to the PD pulse signal in Fig. 8(a) and the combined signal in Fig.8(c) . The calculated pulse energies are shown in Table 2 , assuming a 50 load that is the nominal impedance of the signal input port. The energy of the PD pulse signal has changed very little after being processed by the two methods, indicating that the noise level of the original PD pulse signal is extremely low. It is therefore reasonable to use the energy of the unprocessed signal as the precise pulse energy. After adding the background noise to the PD pulse signal, the energy within the time window substantially increases. A great distortion of the pulse energy has been observed after WP denoising, with the relative error reaching 44.12%. On the other hand, the relative error of the proposed method is only 4.07%, which proves that it can effectively estimate the energy of PD pulse signals in the presence of serious background interference.
VI. CONCLUSION
This paper describes a novel approach for estimating the energy of PD pulse signals in a noisy environment. Both white noise and narrowband noise are considered in the method which utilizing the parameters of the noise to obtain the ML estimation of the pulse energy. For that purpose, the sampled data are divided into signal frames and noise frames. The noise parameters are first extracted from the noise frames using the 3F-C method and then extended to the signal frames for energy estimation. The proposed method can estimate the energy of PD pulses with good stability and accuracy, which is verified by simulation experiments and practical applications. Furthermore, the proposed method exhibits better performance than the traditional WP denoising method, especially in unfavorable conditions where the SNR is low and the length of the PD pulse is hard to determine. This method can be readily implemented in PD analyzing software programs, which will improve the performance of energyrelated PD algorithms such as apparent charge measurement and source identification.
