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Resumen
Śıntesis.
Esta tesis está dedicada al estudio de las distintas herramientas que se disponen en el
campo del Procesado Digital de Señales para analizar la percepción humana del sonido.
Para ello, en la primera parte de la tesis se exponen los fundamentos fisiológicos de la
percepción humana del sonido, aśı como los métodos y parámetros fundamentales que
permiten evaluar la percepción subjetiva producida, lo que también se conoce como estudio
psicoacústico de los sonidos. El análisis psicoacústico permite calcular el valor de una serie
de parámetros del sonido para combinarlos de una forma adecuada con el fin de obtener
una calificación de su calidad percibida (Sound Quality), lo más parecida posible a la
que percibiŕıa una persona. Según los parámetros psicoacústicos combinados, podremos
obtener la calificación del grado de molestia, bienestar, stress, disonancia, etc. que produce
el sonido en una persona.
Respecto a las herramientas disponibles en el campo del Procesado Digital de Señales
que puedan ayudar a mejorar el análisis psicoacústico, en esta tesis se realiza un estudio
exhaustivo de las posibilidades del procesado Tiempo-Frecuencia. Además de realizar este
estudio, el trabajo de investigación se ha centrado en la aplicación del análisis psicoacústico
para la calificación de la molestia que producen ciertos tipos de ruido como son los ruidos
de motor, ya sea el ruido de combustión producido por el motor, ya sea el ruido de
escape. Se sabe que la molestia producida por estos ruidos se puede modelar utilizando
una combinación de valores de Loudness (Sonoridad), Sharpness (Agudeza o Tonalidad)
y Roughness (Aspereza). El cálculo de los dos primeros parámetros está estandarizado,
mientras que existen varias aproximaciones para el cálculo del Roughness, presentando
todas ellas serias limitaciones al analizar sonidos de motor, puesto que fueron desarrolladas
y probadas para aplicarlas a señales simples.
En esta tesis se ha desarrollado un modelo de śıntesis de señales de ruido basado en
técnicas Tiempo-Frecuencia cuyo objetivo es sintetizar señales de motor lo más realis-
tas posibles, pero buscando un modelo suficientemente sencillo para que en él se puedan
identificar parámetros que influyan directamente sobre el Roughness percibido. Para ello,
ambos ruidos de combustión y de escape se han modelado básicamente como la con-
volución entre una señal patrón y un tren de deltas modulado. Gracias a este modelo
parametrizado, se ha comprobado que el Roughness de las señales sintetizadas viene de-
terminado por la amplitud y la frecuencia de modulación del tren de deltas, mientras
que se mantiene independiente de la forma que tenga la señal patrón. Estos resultados
permitirán diseñar sonidos que produzcan menos molestia incidiendo en las señales de
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excitación que los producen, más que en los patrones de repetición que presentan.
Objetivos.
El objetivo general de esta tesis es realizar un estudio de las herramientas Tiempo-
Frecuencia del Procesado Digital de Señales que pueden ser utilizadas en el análisis psi-
coacústico de cualquier sonido. Como objetivo particular, el trabajo aqúı presentado pre-
tende aportar nuevos métodos para mejorar la estimación de la molestia percibida en los
ruidos de combustión y escape de un automóvil. Para ello, la investigación se ha centrado
en el análisis de uno de los parámetros psicoacústicos que más influyen en la percepción
de la molestia, el Roughness. Dado que los métodos clásicos de cálculo del Roughness
han tomado siempre como referencia señales sencillas, el objetivo de esta tesis ha sido
encontrar una adecuada metodoloǵıa para el cálculo del Roughness aplicado a señales
más complejas como son las señales de ruido de motor.
Elementos de la metodoloǵıa a destacar.
La metodoloǵıa utilizada se ha basado en primer lugar en una exhaustiva recopilación
bibliográfica (continuamente actualizada durante todo el desarrollo de la investigación)
sobre las técnicas y metodoloǵıas propuestas para el análisis psicoacústico de señales com-
plejas, como son las señales de motor. Cabe destacar en este punto la multidisciplinariedad
del tema tratado, ya que este estudio ha abarcado: 1) Revisión de la fisioloǵıa del óıdo
humano y su influencia en la percepción del sonido; 2) Revisión de todos los parámetros
acústicos y psicoacústicos, y su metodoloǵıa de cálculo, que pueden ser utilizados para
describir la percepción subjetiva que produce un sonido; 3) Revisión de las caracteŕısticas
mecánicas y f́ısicas de un motor de combustión que han permitido sentar las bases de
un modelo realista para sintetizar señales de ruido de motores. En segundo lugar, para
el estudio del ruido de motor se dispońıa de una gran cantidad y variación de señales
de motor grabadas en muy buenas condiciones acústicas (cámara anecoica), lo que ha
permitido realizar un estudio sobre el modelo de generación de estas señales y obtener un
modelo fiable basado en la convolución entre una señal patrón y un tren de deltas mo-
dulado. Por último, se ha podido validar el modelo propuesto como un modelo adecuado
para la obtención del Roughness percibido gracias a la realización de experimentos con
jurado que han proporcionado valoraciones fiables de los parámetros psicoacústicos de las
señales. Cabe destacar que el test de jurado es prácticamente la única metodoloǵıa usada
en la literatura que permite confirmar la validez de un modelo psicoacústico, y como tal
se ha usado a lo largo del trabajo presentado en esta tesis.
Resultados logrados.
En el entorno de trabajo descrito, las aportaciones originales de esta tesis consisten
en:
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Un exhaustivo estudio del estado del arte de las técnicas de Procesado Tiempo-
Frecuencia con aplicación a la percepción subjetiva del sonido.
El desarrollo de un modelo de śıntesis de ruido de motor que permite relacionar los
principales parámetros psicoacústicos que modelan la molestia (Loudness, Sharpness
y Roughness) con parámetros sencillos usados en el modelo.
Análisis de las prestaciones de los métodos clásicos de cálculo del Roughness y
propuesta de un nuevo método adecuado a las señales de ruido de motor.
Desarrollo de un nuevo tipo de señal con interés en psicoacústica, la chirp de barrido
uniforme en la escala Bark, que permite investigar los efectos de correlación entre
bandas cŕıticas a la hora de calcular los principales parámetros psicoacústicos.
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Resum
Śıntesi.
Esta tesi està dedicada a l’estudi de les distintes ferramentes que es disposen en el
camp del Processat Digital de Senyals per a analitzar la percepció humana del so. Per a
això, en la primera part de la tesi s’exposen els fonaments fisiològics de la percepció hu-
mana del so, aix́ı com els mètodes i paràmetres fonamentals que permeten avaluar la
percepció subjectiva prodüıda, la qual cosa també es coneix com a estudi psicoacústic
dels sons. L’anàlisi psicoacústic permet calcular el valor d’una sèrie de paràmetres del so
per a combinar-los d’una forma adequada a fi d’obtindre una qualificació de la qualitat
percebuda (Sound Quality) el més pareguda possible a la que percebria una persona. Se-
gons els paràmetres psicoacústics combinats, podrem obtindre la qualificació del grau de
molèstia, benestar, estrés, dissonància, etc. que prodüıx el so en una persona.
Respecte a les ferramentes disponibles en el camp del Processat Digital de Senyals
que puguen ajudar a millorar l’anàlisi psicoacústic, en esta tesi es realitza un estudi
exhaustiu de les possibilitats del processat Temps-Freqüència. A més de realitzar este
estudi, el treball d’investigació s’ha centrat en l’aplicació de l’anàlisi psicoacústic per a
la qualificació de la molèstia que prodüıxen certs tipus de soroll com són els sorolls de
motor, ja siga el soroll de combustió prodüıt pel motor, ja siga el soroll d’escapament. Se
sap que la molèstia prodüıda per estos sorolls es pot modelar utilitzant una combinació de
valors de Loudness (Sonoritat), Sharpness (Agudesa o Tonalitat) i Roughness (Aspror).
El càlcul dels dos primers paràmetres està estandarditzat, mentres que hi ha diverses
aproximacions per al càlcul del Roughness, presentant totes elles serioses limitacions a
l’analitzar sons de motor, ja que van ser desenvolupades i provades per a aplicar-les a
senyals simples.
En esta tesi s’ha desenvolupat un model de śıntesi de senyals de soroll basat en
tècniques Temps-Freqüència l’objectiu del qual és sintetitzar senyals de motor el més
realistes possible, però buscant un model prou senzill perquè en ell es puguen identificar
paràmetres que inflüısquen directament sobre el Roughness percebut. Per a això, ambdós
sorolls de combustió i de fuga s’han modelat bàsicament com la convolució entre un senyal
patró i un tren de deltes modulat. Gràcies a este model parametritzat, s’ha comprovat
que el Roughness dels senyals sintetitzats ve determinat per l’amplitud i la freqüència de
modulació del tren de deltes, mentres que es manté independent de la forma que tinga el
senyal patró. Estos resultats permetran dissenyar sons que prodüısquen menys molèstia in-




L’objectiu general d’esta tesi és realitzar un estudi de les ferramentes Temps-Freqüència
del Processat Digital de Senyals que poden ser utilitzades en l’anàlisi psicoacústic de qual-
sevol so. Com a objectiu particular, el treball aćı presentat pretén aportar nous mètodes
per a millorar l’estimació de la molèstia percebuda en els sorolls de combustió i escapament
d’un automòbil. Per a això, la investigació s’ha centrat en l’anàlisi d’un dels paràmetres
psicoacústics que més inflüıxen en la percepció de la molèstia, el Roughness. Atés que
els mètodes clàssics de càlcul del Roughness han pres sempre com a referència senyals
senzills, l’objectiu d’esta tesi ha sigut trobar una metodologia adequada per al càlcul del
Roughness aplicat a senyals més complexos com són els senyals de soroll de motor.
Elements de la metodologia a destacar.
La metodologia utilitzada s’ha basat en primer lloc en una exhaustiva recopilació bi-
bliogràfica (continuament actualitzada durant tot el desenvolupament de la investigación)
sobre les tècniques i metodologies proposades per a l’anàlisi psicoacústic de senyals com-
plexos, com són els senyals de motor. Cal destacar en este punt la multidisciplinarëıtat del
tema tractat, ja que este estudi ha comprés: 1) Revisió de la fisiologia del sistema auditiu
humà i la seua influència en la percepció del so; 2) Revisió de tots els paràmetres acústics
i psicoacústics, i la seua metodologia de càlcul, que poden ser utilitzats per a descriure
la percepció subjectiva que prodüıx un so; 3) Revisió de les caracteŕıstiques mecàniques i
f́ısiques d’un motor de combustió que han permés assentar les bases d’un model realista
per a sintetitzar senyals de soroll de motors. En segon lloc, per a l’estudi del soroll de
motor es disposava d’una gran quantitat i variació de senyals de motor gravades en molt
bones condicions acústiques (cambra anecoica), la qual cosa ha permés realitzar un estudi
sobre el model de generació d’estos senyals i obtindre un model fiable basat en la convo-
lució entre un senyal patró i un tren de deltes modulat. Finalment, s’ha pogut validar el
model proposat com un model adequat per a l’obtenció del Roughness percebut gràcies
a la realització d’experiments amb jurat que han proporcionat valoracions fiables dels
paràmetres psicoacústics dels senyals. Cal destacar que el test de jurat és pràcticament
l’única metodologia usada en la literatura que permet confirmar la validesa d’un model
psicoacústic, i com a tal s’ha usat al llarg del treball presentat en esta tesi.
Resultats aconseguits.
En l’entorn de treball descrit, les aportacions originals d’esta tesi consistixen en:
Un exhaustiu estudi de l’estat de l’art de les tècniques de Processat Temps-Freqüència
amb aplicació a la percepció subjectiva del so.
El desenvolupament d’un model de śıntesi de soroll de motor que permet relacionar
els principals paràmetres psicoacústics que modelen la molèstia (Loudness, Shar-
pness i Roughness) amb paràmetres senzills usats en el model.
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Anàlisi de les prestacions dels mètodes clàssics de càlcul del Roughness i proposta
d’un nou mètode adequat als senyals de soroll de motor.
Desenvolupament d’un nou tipus de senyal amb interés en psicoacústica, la chirp
d’exploració uniforme en l’escala Bark, que permet investigar els efectes de correla-
ció entre bandes cŕıtiques a l’hora de calcular els principals paràmetres psicoacústics.
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x Andrés Camacho Garćıa
Abstract
Synthesis.
This thesis is dedicated to the study of the different tools that are available in the
field of Digital Signal Processing to analyze the human perception of sound. To do this
the first part of the thesis presents the physiological basis of human perception of sound,
and the methods and basic parameters concerning evaluation of subjective perception,
which are also known as psychoacoustic studies of sounds. Psychoacoustic analysis allows
the calculation of a set of parameters of sound, to combine them in an appropriate way
to obtain a rating of perceived quality (Sound Quality), as close as possible to that
perceived by a person. From a combination of psychoacoustic parameters, we obtain the
characterization of the degree of discomfort, wellness, stress, disharmony, etc. that a sound
produces in a person.
Regarding the tools available in the field of Digital Signal Processing that can help
to improve the psychoacoustic analysis, this thesis presents a comprehensive study of
the possibilities of time-frequency processing. In addition to this study, the research has
focused on the implementation of psychoacoustic analysis for the classification of the dis-
comfort produced by certain types of noise such as engine noise; either the noise produced
by the engine combustion or the exhaust noise. It is known that the discomfort caused by
these noises can be modeled using a combination of values of Loudness, Sharpness and
Roughness. The calculation of the first two parameters is standardized, while there are
several approaches to the calculation of Roughness, all of which have serious limitations
when analyzing engine sounds, since they were developed and tested for application to
simple signals.
This thesis has developed a synthesis model of sound signals based on time-frequency
techniques whose aim is to synthesize engine signals as realistic as possible, but looking
for a model simple enough to allow those parameters that directly influence the perceived
Roughness to be identified. To this end, both exhaust noise and combustion noise are
modeled essentially as the convolution between a signal pattern and a modulated train of
deltas. With this parameterized model, it was found that the Roughness of the synthesized
signals is determined by the amplitude and modulation frequency of the train of deltas,
while being independent of the shape of the pattern signal. These results will allow us
to design sounds that produce less discomfort working with the excitation signals that
produce them, rather than the repetition patterns.
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Objectives.
The general aim of this thesis is to study the time-frequency tools of Digital Signal
Processing that can be used in the psychoacoustic analysis of any sound. As a particular
objective, the work presented here aims to provide new methods to improve the estima-
tion of the perceived discomfort of combustion and exhaust noises of a car. To do this,
this research has focused on the analysis of one of the psychoacoustic parameters that
most influences the perception of discomfort, Roughness. Since traditional methods of
Roughness calculation have always worked with simple signals, the objective of this thesis
has been to find an appropriate methodology for calculating the Roughness applied to
more complex signals such as the engine noise signals.
Elements of the methodology to emphasize.
The methodology is based firstly on an exhaustive bibliographic compilation (conti-
nuously updated throughout the development of research) on the techniques and met-
hodologies proposed for the psychoacoustic analysis of complex signals, such as engine
signals. It should be noted at this point that a multi-discipline approach has been taken
to the topic, as this study has covered: 1) Review of the physiology of the human ear
and its influence on the perception of sound; 2) Review of all acoustic and psychoacoustic
parameters and its calculation methodology, which can be used to describe the subjective
perception that produces a sound; 3) Review of mechanical and physical properties of a
combustion engine that provided the basis for a realistic model to synthesize other noise
signals. Secondly, to study the engine noise we had a large number and variety of engine
signals recorded in very good acoustic conditions (anechoic chamber), which allowed a
study of the process of generation of these signals and a reliable model based on the con-
volution between a signal pattern and a train of deltas modulation. Finally, the proposed
model has been validated as an appropriate model to obtain the perceived Roughness. All
this has been made possible by conducting experiments with a jury who have provided
reliable assessments of the psychoacoustic parameters of the signals. We must note that
the jury test is practically the only method used in the literature to confirm the validity
of a psychoacoustic model, and as such has been used throughout the work presented in
this thesis.
Results achieved.
In the work environment described, the original contributions of this thesis are:
An exhaustive study of the state of the art of the techniques for time-frequency
processing with application to the subjective perception of sound.
The development of a synthesis model of engine noise that relates the main para-
meters that model psychoacoustic discomfort (Loudness, Sharpness and Roughness)
with simple parameters used in the model.
xii Andrés Camacho Garćıa
Analysis of the performance of the classical methods of Roughness calculation and
the proposal of a new method which is suitable for engine noise signals.
Development of a new type of signal that will prove to be very interesting in the
field of psychoacoustics, the even scanning chirp in the Bark scale, which allows us
to investigate the effects of correlation between critical bands when calculating the
main parameters of psychoacoustics.
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2.3. Anatomı́a del óıdo humano . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
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3.2.1. Representaciones tiempo frecuencia lineales. . . . . . . . . . . . . . 59
3.2.2. Representaciones Tiempo-Frecuencia cuadráticas. . . . . . . . . . . 68
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5.4.1. Est́ımulos utilizados. . . . . . . . . . . . . . . . . . . . . . . . . . . 136
5.4.2. Procedimiento. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
5.4.3. Resultados del test para ruido sintético de 1000 r.p.m. . . . . . . . 139
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Caṕıtulo 1
Introducción
El ruido generado por productos de consumo se está convirtiendo en un factor relevante
de su diseño. Los esfuerzos en las tareas de ingenieŕıa de sonido no están únicamente
centrados en reducir el nivel de presión sonora, sino también en reducir la sensación de
molestia percibida por el usuario. Además, el sonido de algunos productos se diseña para
conseguir ciertas caracteŕısticas deseables, es decir se fabrican para que suenen de la forma
que deben de sonar. Basta pensar en el timbre de un teléfono móvil o en el sonido del
motor de un coche deportivo.
No obstante, cuando se evalúan sensaciones producidas por sonidos, la utilización del
Nivel de Presión Sonora (SPL) u otros parámetros f́ısicos basados en un simple análisis
espectral son inadecuados para explicar las sensaciones percibidas. Por esta razón, se han
propuesto nuevos parámetros relacionados con la percepción humana del sonido, conocidos
como parámetros psicoacústicos.
Los parámetros psicoacústicos se pueden calcular mediante procedimientos que evalúan
numéricamente algunas sensaciones asociadas a los sonidos escuchados. Los parámetros
psicoacústicos más importantes son:
Loudness: mide la sensación de potencia o nivel sonoro. Su cálculo fue estandarizado
por el International Standard Organization (ISO532) en 1975 [1].
Sharpness: evalúa la sensación subjetiva del timbre de los sonidos y está basado prin-
cipalmente en el contenido frecuencial. También ha sido objeto de estandarización
por la norma Alemana DIN 45692 en el año 2009 [2].
Roughness: cuantifica la sensación de vibración producida por variaciones tempora-
les rápidas en los sonidos.
Fluctuation Strength: cuantifica la sensación de vibración producida por variaciones
lentas en los sonidos.
Zwicker y Fastl [3, 4], han descrito todas estas sensaciones y han llevado a cabo una
serie de experimentos exhaustivos para analizarlas, incluyendo propuestas de útiles mo-
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delos matemáticos para su cálculo. Estos modelos matemáticos, aśı como otras versiones
propuestas por diversos autores como Aures [5], Moore [6], Blauert [7] o Daniel y Weber [8]
son ampliamente utilizados en experimentos de calidad de sonido y han sido programados
en varios paquetes comerciales [9, 10, 11].
La industria, con el fin de mejorar el sonido de sus productos, necesita valorar la
molestia que producen, y para esto existen dos opciones: realizar una evaluación de los
sonidos por parte de un grupo de expertos o consumidores (test de jurado) o desarrollar
sistemas automáticos que proporcionen una medida de esta molestia [12]. Dentro del se-
gundo grupo encontramos medidas calculadas en función de los parámetros psicoacústicos
anteriores [3, 13, 14, 15, 16, 17, 18], pero cada una de estas medidas debe de desarro-
llarse para un tipo de producto en concreto. En el caso de la industria automoviĺıstica, el
Roughness es uno de los parámetros más influyentes en la valoración de la molestia pro-
ducida el ruido asociado al motor y otras partes de los veh́ıculos [19, 20, 21, 22, 23, 24].
Sin embargo los métodos de cálculo de Roughness utilizados habitualmente, presentan
serias limitaciones cuando se utilizan para analizar sonidos complejos [19, 22], puesto que
fueron desarrollados y probados utilizando señales simples tales como modulaciones de
amplitud y frecuencia sobre señales senoidales o ruido blanco.
Para poder evaluar correctamente la molestia que produce el sonido de un motor, hace
falta primero desarrollar un método que permita estimar correctamente su Roughness. Y
para esto se necesita disponer de un gran número de ruidos de motor diferente con los
que experimentar. Pero al pedir a un jurado que evalue el Roughness de varios sonidos
comparándolos entre śı, las diferencias que puedan existir en el resto de parámetros psi-
coacústicos producen sesgo en la estimación del Roughness. Para evitar este sesgo, es
necesario utilizar en los test de jurado, grupos de señales de distinto Roughness pero va-
lores idénticos en el resto de parámetros psicoacústicos. Obtener grupos de señales con
estas caracteŕısticas es imposible si se trabaja con sonidos producidos por motores reales
puesto que una modificación en alguno de sus elementos o condiciones de funcionamiento,
genera sonidos donde todos los parámetros psicoacústicos han variado.
Con el fin de encontrar una solución a la evaluación del Roughness en este tipo de
ruidos complejos, en esta tesis se ha desarrollado un nuevo método para sintetizar el ruido
de banda ancha producido por una señal de motor y estimar la sensación de Roughness
que este produce. Este modelo se basa en el hecho de que los ruidos producidos por el
motor de un coche se ajustan muy bien a un modelo de señal patrón que se repite de
forma periódica, con pequeñas variaciones en su amplitud. La extracción de este patrón
a partir de sonidos reales ha permitido generar ruidos sintéticos sobre los que analizar los
parámetros psicoacústicos. La estructura de la tesis es la siguiente:
El caṕıtulo 2 es una revisión del estado del arte en materia de Psicoacústica.
El caṕıtulo 3 se es una revisión del estado del arte en cuanto a las herramientas de
análisis tiempo frecuencia necesarias en la evaluación de parámetros psicoacústicos
y de las señales de motor.
El caṕıtulo 4 analiza dos tipos de ruido producidos por motores de combustión
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interna: el ruido de combustión y el ruido de escape. A continuación se diseña un
modelo que genera señales sintéticas, y se evalúan las prestaciones del modelo.
El caṕıtulo 5 está dedicado al estudio de los parámetros psicoacústicos de las
señales sintéticas generadas. En este caṕıtulo, también se describe como modifi-
car los parámetros del generador de señales descrito en el caṕıtulo 4 para variar
los parámetros psicoacústicos de una señal sintética y se valida con test de pares la
bondad del modelo propuesto.
El caṕıtulo 6 recoge las principales conclusiones y plantea algunas ĺıneas futuras
asociadas al trabajo planteado
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Caṕıtulo 2
El óıdo humano: acustica y
psicoacústica
2.1. Introducción.
Para analizar el grado de molestia o desagrado que produce un sonido es necesario es-
tudiar sus caracteŕısticas o, más concretamente, las caracteŕısticas que las personas somos
capaces de percibir de este sonido. La ciencia que estudia cómo las personas percibimos
los sonidos recibe el nombre de Psicoacústica, y su desarrollo se ha realizado sobre los
cimientos de la acústica (dedicada a analizar los parámetros f́ısicos de los sonidos). Cabe
destacar, sin embargo, que los avances que en las últimas décadas se han producido en
materia de Psicoacústica no habŕıan sido posibles sin el impulso proporcionado por el ver-
tiginoso desarrollo experimentado por la electrónica y el procesado de señal. Estos avances
han hecho posible la implementación de modelos digitales del complejo funcionamiento
del sistema auditivo humano.
Este caṕıtulo es una revisión del estado del arte de la Psicoacústica y su utilización
en la evaluación de la calidad de los sonidos. El caṕıtulo comienza con una revisión de los
conceptos básicos de acústica relacionados con la generación y propagación de sonidos. A
continuación, se analiza la anatomı́a y el funcionamiento del óıdo humano para posterior-
mente introducir los conceptos más importantes en los que se basa la Psicoacústica. Una
vez revisados los fundamentos de la acústica y la Psicoacústica, se describen las magni-
tudes utilizadas en estas ciencias para la medida de parámetros esenciales de los sonidos.
Por último, se analiza cómo combinar los parámetros básicos de los sonidos para evaluar
caracteŕısticas más complejas como el grado de molestia que producen.
2.2. Generación y propagación de sonidos.
Según el diccionario de la Real Academia Española [25], el sonido es la sensación
producida en el órgano del óıdo por el movimiento vibratorio de los cuerpos, transmitido
5
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por un medio elástico, como el aire.
La Acústica es la ciencia que estudia la producción, transmisión y percepción del
sonido tanto en el intervalo de la audición humana como en las frecuencias ultrasónicas e
infrasónicas.
Para que exista un sonido en un determinado punto es necesario que exista una varia-
ción de la presión en ese punto. Pero, las variaciones de presión en un punto de un medio
hacen que se produzcan también variaciones de presión en sus proximidades dando lugar
a lo que se conoce como ondas de presión.
2.2.1. Velocidad.
De acuerdo con las leyes de la f́ısica, debe existir una relación entre la presión y la






p = Presión sonora.
v = Vector de velocidad de part́ıcula.
t = Tiempo.
ρ = Densidad estática del gas.
Cuando en un gas ideal las variaciones de presión y densidad son pequeñas comparadas
con los valores estáticos y las velocidades de las part́ıculas son mucho menores que la













R es la constante de los gases,
m es el peso molecular promedio del aire (R/m = 287 J/kgK),
6 Andrés Camacho Garćıa
2.2. Generación y propagación de sonidos.
γ es la razón de los calores espećıficos γ = cp/cv, siendo igual a 1,4 para el
aire, y
T es la temperatura absoluta en grados kelvin.
En una atmósfera estándar se considera que T es 293,15 K, dando un valor de 343
m/s ó 1.235 km/hora. Esta fórmula supone que la transmisión del sonido se realiza sin
pérdidas de enerǵıa en el medio, aproximación muy cercana a la realidad.
Una velocidad aproximada (en m/s) puede ser calculada mediante la siguiente fórmu-
la [26]:
c = (331, 5 + 0, 6t) (2.4)
donde t es la temperatura en grados Celsius:
t = T − 273kelvins (2.5)
2.2.2. Presión.
El valor normal de la presión atmosférica en un punto es de 1 atm. (101325 Pascales);
pero cuando en ese punto existe un sonido se producen ligeras variaciones de la presión
en torno a este valor. El valor cuadrático medio de dichas variaciones de presión prms es
lo que se conoce como presión sonora. Lo habitual es trabajar con este valor expresado en
decibelios, que es lo que se conoce como Nivel de Presión Sonora (Sound Pressure Level
o SPL).
Al expresar el Nivel de Presión Sonora (en decibelios) se toma como referencia el valor
de 20 µPa (valor próximo a las presiones mı́nimas que el óıdo es capaz de detectar). Y
como la potencia del sonido es proporcional al cuadrado de la presión sonora, la expresión
del Nivel de Presión Sonora es:





Otra medida f́ısica aplicada a los sonidos es la Intensidad Sonora que también se suele
utilizar en su versión logaŕıtmica (Nivel de Intensidad Sonora).
La intensidad sonora existente en un punto i es la potencia que atraviesa una unidad
de superficie perpendicular a la dirección de propagación de la onda y sus unidades son
w/m2. Al expresar esta magnitud en decibelios para obtener el nivel de intensidad sonora
se normaliza respecto a un valor de referencia de 10−12w/m2 quedando:
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2.2. Generación y propagación de sonidos.
En campo libre, tanto para ondas planas como esféricas, la magnitud de la intensidad
en la dirección de propagación de las ondas acústicas está relacionada con la presión






ρ0 es la densidad del aire y
c la velocidad del ruido en el aire.
A la cantidad ρ0c se le llama resistencia caracteŕıstica del medio a través del cual viaja
la onda, que en el caso del aire, para una presión barométrica de 1 atm (101.325 Pa) y a
una temperatura de 20o C tiene un valor de 415 N.s/m3. Por lo que [30]:













IL(dB) = SPL(dB)− 0,16 (2.10)
Es decir, que el nivel de intensidad acústica y el nivel de presión sonora son práctica-
mente idénticos, lo que puede llevar a confusión puesto que esta identidad sólo es aplicable
en campo libre para ondas planas o esféricas, no siendo válida para posiciones muy cer-
canas a la fuente. En campos acústicos más complicados, no se puede aplicar la ecuación
anterior.
2.2.4. Potencia.
Se define como potencia acústica a la cantidad de enerǵıa emitida por una fuente por
unidad de tiempo, expresándose en vatios (W ) o en picovatios (10−12W ).
Frecuentemente, es conveniente expresar la potencia acústica de una fuente en una
escala logaŕıtmica, empleando entonces el “nivel de potencia sonora” LW en dB, dado
por:





W es la potencia de la fuente en vatios y
10−12vatios (o 1 picovatio) es la potencia de referencia.
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2.3. Anatoḿıa del óıdo humano
Si consideramos una fuente puntual, es decir, aquella fuente acústica cuyas dimen-
siones son pequeñas comparadas con la longitud de onda del sonido radiado, emitiendo
una potencia W vatios uniformemente en todas las direcciones, la intensidad acústica






W es la potencia de la fuente y
r la distancia a la que se mide la intensidad de potencia acústica.
Es decir, que:
IL(dB) = LW (dB)− 20 log(r)− 10 log(4π) = LW (dB)− 20 log(r)− 11 (2.13)
Por lo tanto, las medidas logaŕıtmicas de estas tres magnitudes están relacionadas en
campo libre mediante la ecuación:
IL(dB) = SPL(dB)− 0,16 = LW (dB)− 20 log(r)− 11 (2.14)
2.3. Anatomı́a del óıdo humano
La capacidad auditiva de los animales vaŕıa de unos a otros dependiendo de la es-
tructura de sus óıdos. Uno de los parámetros importantes en el análisis del fenómeno
de la audición es el margen de frecuencias audibles, que en el caso de los humanos (con
una audición normal) se extiende entre los valores de 20 Hz y 20.000 Hz, aunque se pue-
den encontrar animales, como el murciélago, cuyo margen de frecuencias audibles es muy
superior.
Para que podamos escuchar e interpretar un sonido, las variaciones de presión exis-
tentes en el aire deben ser transformadas en impulsos nerviosos, que las neuronas se
encargarán de transportar hasta el cerebro . En este proceso de transducción de enerǵıa
interviene el óıdo, que se encuentra dividido en tres partes: óıdo externo, óıdo medio y
óıdo interno [6, 31, 32, 33, 34].
2.3.1. El óıdo externo.
El óıdo externo está formado por el pabellón auricular y el conducto auditivo externo.
El pabellón auricular u oreja, se encarga de proporcionar directividad al sistema de re-
cepción de sonidos humano y de convertir una onda radiada en una onda guiada que se
Andrés Camacho Garćıa 9
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incidencia a 40 grados izquierda
Figura 2.1: Respuesta impulsional de la oreja izquierda para sonidos provenientes de dos di-
recciones diferentes (0 grados de acimut o dirección frontal y 40 grados de acimut
respectivamente) en el plano horizontal (elevación=0 grados) .Se toma como direc-
ción de referencia la frontal y como ángulos positivos aquéllos asociados a la mitad
izquierda de la cabeza (datos tomados de [36]).
desplazará a través del conducto auditivo externo. El conducto auditivo externo se com-
porta como una ĺınea de transmisión con una respuesta dependiente de la frecuencia. Al
final del conducto se encuentra el t́ımpano, que es la membrana que comunica el óıdo
externo con el óıdo medio [35].
Son caracteŕısticas fundamentales del pabellón auditivo la ganancia, el diagrama de
radiación, la respuesta en frecuencia y la impedancia caracteŕıstica; son caracteŕısticas
fundamentales del canal auditivo su atenuación y su impedancia caracteŕıstica.
El pabellón auricular, junto a la cabeza y el torso confieren a nuestro sistema auditi-
vo una directividad (los sonidos procedentes de unas direcciones se perciban con mayor
intensidad que los que proceden de otras) que depende de la frecuencia. Para caracterizar
este efecto se realizan mediciones de sonidos procedentes de varias direcciones dando lugar
a las funciones HRTF (Head Related Transfer Function) que dependen de la anatomı́a
de cada persona. La medida de las mismas se realiza registrando, mediante unos diminu-
tos micrófonos introducidos en el canal auditivo externo, las ondas sonoras que llegan a
ambos óıdos en respuesta a una señal de prueba que emiten los altavoces situados en las
posiciones del espacio que se desean caracterizar, obteniéndose una respuesta impulsio-
nal para cada una de las distintas direcciones ensayadas [36, 37]. La utilización de estas
funciones HRTF es fundamental para simular entornos tridimensionales utilizando auri-
culares [38, 39], ya que la diferencia de niveles y fases recibidas en los dos óıdos es lo que
permite determinar la dirección de llegada de los sonidos [40]. Estas funciones, que pueden
ser medidas sobre personas o maniqúıes, dan origen a gran cantidad de datos (como se
puede apreciar en las figuras 2.1, 2.2 y 2.3, que en ocasiones son modeladas mediante
expresiones matemáticas que permiten trabajar de manera más cómoda [41, 42]).
La transformada de Fourier de estas funciones permite observar que el pabellón au-
ditivo se comporta de forma selectiva en frecuencia, es decir, atenúa unas frecuencias
mientras que resalta otras. Y este comportamiento en frecuencia es diferente para cada
10 Andrés Camacho Garćıa






















incidencia a 40 grados izquierda
Figura 2.2: Respuesta frecuencial de la oreja izquierda para sonidos provenientes de dos di-
recciones diferentes (0 grados o dirección frontal y 40 grados de acimut respecti-
vamente) en el plano horizontal (elevación=0 grados) .Se toma como dirección de
referencia la frontal y como ángulos positivos aquéllos asociados a la mitad izquier-
da de la cabeza. La representación corresponde a la transformada de Fourier de la
figura 2.1.
dirección de recepción de sonido, como se puede apreciar en la figura 2.2.
Otra información que se puede obtener a partir de las funciones HRTF son los diagra-
mas de radiación que el pabellón auditivo presenta en diferentes direcciones. La figura 2.2
contiene representaciones de estos diagramas de radiación para dos frecuencias distintas,
y en ella se puede observar que: mientras que en bajas frecuencias el comportamiento del
pabellón auditivo es poco dependiente del ángulo de incidencia del sonido, a medida que
la frecuencia aumenta la respuesta es altamente dependiente de la dirección de llegada
(figura 2.3).
El canal auditivo, que une la oreja con el t́ımpano, se comporta como una ĺınea de
transmisión de sonido que se puede modelar de forma f́ısica como un tubo de aproximada-
mente 25 miĺımetros con uno de sus extremos cerrado, que producirá por tanto reflexiones
y ondas estacionarias. El análisis de canales auditivos reales ha llevado a la conclusión
de que la función de transferencia de este elemento presenta resonancias (mı́nimos de
atenuación) en valores de frecuencia próximos a 4 kHz y a 8 kHz [35, 43, 44].
La función de transferencia correspondiente la relación entre la presión acústica (o
nivel de presión acústica) que se medirá en un punto en ausencia de obstáculos y la que se
recibe realmente en el t́ımpano (al final del óıdo externo), es la combinación de la función
de transferencia de la oreja (que dependerá de la dirección de incidencia del sonido) y la
función de transferencia del canal auditivo.
La combinación de estas dos funciones de trasferencia da como resultado un máximo de
recepción en torno a los 2.5 kHz, y la dirección en la que se produce esta ganancia está en
torno a los 60o en el plano horizontal (midiendo los ángulos respecto a la frontal). Para
esta frecuencia, si se representa la directividad en distintos ángulos, se puede observar
que el ancho de haz a 3dB es aproximadamente de 60o y la relación delante detrás de
16dB [35], de forma similar a lo que ocurre con la frecuencia de 6000 Hz de la figura 2.3.
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Figura 2.3: Directividad de la oreja izquierda medida en el plano horizontal (elevación=0) en
función del ángulo de incidencia acimutal medida en dB (datos tomados de [36]).
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2.3. Anatoḿıa del óıdo humano
Como se puede comprobar, la señal recibida es altamente dependiente de la dirección
de llegada por lo que cuando se realizan experimentos de audición se suelen considerar
dos casos extremos:
- Campo libre: se supone que las señales proceden de una sola dirección de llegada que
se corresponde con la frontal. Este caso es habitual en espacio libre, cámaras anecoicas o
propagación en espacios donde no existen obstáculos ni paredes en las proximidades del
emisor y el receptor y estos se encuentran próximos.
- Campo difuso: se supone que el sonido proviene simultáneamente de todas las direc-
ciones del espacio o que existen distintas ondas incidentes desde direcciones indetermina-
das. Este tipo de propagación es más similar a las condiciones reales que se producen en
locales con paredes en los que el emisor y el receptor se encuentran alejados entre śı.
Otro caso importante a considerar es la recepción de sonidos a través de auricula-
res. En este caso dejan de ser observables las caracteŕısticas de directividad del óıdo y
aparecen atenuaciones debidas a pérdidas producidas por fenómenos de desadaptación
de impedancias [45, 46]. La recepción de los sonidos será diferente dependiendo del tipo
de auricular que se utilice (supra-aurales, circumaurales o intrauriculares) y de si estos
son abiertos o cerrados debido a las diferentes impedancias y respuestas frecuenciales que
éstos presentan.
2.3.2. El óıdo medio.
El óıdo medio está formado por una cavidad llena de aire donde se alojan tres huese-
cillos (unidos entre si formando una cadena) que reciben el nombre de martillo, yunque
y estribo. El martillo se encuentra unido al t́ımpano mientras que el estribo se encuentra
unido a la ventana oval (que forma parte del óıdo interno). La misión del óıdo medio es
la de adaptar impedancias, puesto que la recepción de las señales sonoras se va a produ-
cir en el óıdo interno dentro de un medio ĺıquido mientras que la señal captada por la
oreja procede de un medio gaseoso (cuya impedancia es mucho menor). Además los tres
huesecillos forman un sistema de palancas que amplifican la señal de presión recibida.
Esta amplificación se puede considerar lineal cuando las presiones de entradas no sean
excesivas, ya que si se sobrepasa un cierto ĺımite ( 90dBSPL) los músculos que sostienen
los huesecillos se tensan disminuyendo notablemente la amplificación. Este efecto recibe
el nombre de reflejo timpánico [47].
El óıdo medio tiene como misión la de adaptar impedancias y amplificar la señal de
presión existente en el óıdo externo. El modelo equivalente de este sistema será el de un
transformador que presentará distintas ganancias e impedancias de entrada y salida para
diferentes frecuencias.
La superficie del t́ımpano es aproximadamente 17 veces superior a la superficie de la
ventana oval. Este hecho unido al efecto de palanca que se produce en los huesecillos
del óıdo medio hace que la relación entre la presión existente en el t́ımpano y la presión
existente en la ventana oval sea aproximadamente 22:1. Pero la función del óıdo medio
no es solamente acústica, puesto que también es el encargado de proteger el óıdo frente a
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niveles de presión elevados y proporcionar una barrera mecánica frente a golpes y sonidos
propagados por la estructura ósea [48, 49, 50].
Hay que tener en cuenta que las caracteŕısticas del óıdo medio pueden variar depen-
diendo principalmente de dos factores:
- Diferencias de presión estática entre el óıdo medio y el óıdo externo: pueden provocar
una considerable atenuación de la señal de sonido afectando sobre todo a las frecuencias
bajas.
-Contracción de los músculos del óıdo medio: los músculos del óıdo medio se pue-
den contraer debido a múltiples causas (sonidos de alta intensidad, movimientos de los
músculos de la boca, movimientos del cuerpo en general ...) y esto produce también una
disminución de la señal recibida.
2.3.3. El óıdo interno.
El óıdo interno es la parte del óıdo donde se convierten las ondas sonoras en señales
eléctricas (impulsos nerviosos). La parte fundamental del óıdo interno es la cóclea o cara-
col, que es un tubo de aproximadamente 32 miĺımetros de longitud enrollado en forma de
espiral y relleno con distintos ĺıquidos por el que se propaga una onda de presión. Dicho
tubo está dividido longitudinalmente en mitades separadas por una membrana (Membra-
na Basilar), y ambas mitades se encuentran rellenas de ĺıquido. El funcionamiento de la
cóclea corresponde al de un sistema hidráulico de parámetros distribuidos que va filtrando
la señal de presión con distintos filtros a medida que avanza por su interior. Dentro de
este conducto, se disponen longitudinalmente los transceptores (llamados células ciliares)
encargados de convertir la señal acústica en eléctrica [51]. Gran parte de los avances en
el estudio de la cóclea se deben a von Gerog Békésy [52] que recibió el premio Nobel de
medicina en 1961 por sus estudios de este órgano.
Conocer el comportamiento f́ısico de la cóclea es esencial para entender los fenómenos
relacionados con la audición; ya que el comportamiento de este órgano determina la res-
puesta en frecuencia del óıdo, los umbrales de percepción y las caracteŕısticas no lineales
del proceso de transducción entre otras cosas. Uno de los extremos de la cóclea está en
contacto con el estribo (óıdo medio) y presenta una apertura que recibe el nombre de
ventana oval; y el otro extremo (que recibe el nombre de helicotema) se encuentra en la
parte más interna de la espiral. La onda de presión entra en la cóclea a través del estribo
y se propaga hacia el helicotema, pero las caracteŕısticas de propagación no homogéneas
de la cóclea provocan que a medida que la onda avanza se vayan eliminando las altas
frecuencias, por lo que no se forman ondas estacionarias dentro del tubo, sino que apa-
recen un tipo particular de ondas llamadas ondas viajeras (traveling waves). Esta forma
de propagación hace que cada punto de la cóclea se comporte como un filtro hidráulico.
De este modo, las altas frecuencias estarán presentes únicamente en el extremo en que se
encuentra la ventana oval; mientras que las bajas frecuencias se propagarán hasta el final
de la cóclea, apareciendo en cada punto de la cóclea una frecuencia de resonancia distinta.
Al excitar el óıdo interno con una señal senoidal de frecuencia f0, se producirán vibracio-
14 Andrés Camacho Garćıa
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Valor maximo del deplazamiento
Figura 2.4: La parte superior de la figura representa los valores máximos de desplazamiento
producidos en la membrana basilar cuando se excita el óıdo interno con una señal
compuesta por tres tonos de frecuencias 500Hz, 1000Hz y 2000Hz de igual ampli-
tud y sumados en fase. El eje de abscisas corresponde a distancias en la membrana
basilar de la cóclea medidas desde el helicotema, mientras que el eje de ordena-
das corresponde a desplazamientos (la ĺınea continua representa el desplazamiento
medido en un instante de tiempo y la discontinua los máximos alcanzados en cada
punto al reproducir la señal). La parte inferior de la figura corresponde a la re-
presentación temporal de la señal excitación correspondiente a tres señales cosenos
sumadas en fase.
nes a lo largo de la cóclea, que serán mayores en la posición cuya frecuencia de resonancia
coincida con f0. Si la cóclea es excitada simultáneamente con varias señales senoidales,
se producirán oscilaciones que presentarán máximos locales en los puntos cuya frecuencia
de resonancia coincida con cada una de las frecuencias de excitación. Las frecuencias más
bajas, penetran más en la cóclea y generan máximos de vibración en lugares próximos al
helicotema, mientras que las frecuencias altas penetran menos en la cóclea y los puntos de
máxima vibración asociados a ellas se encuentran más próximos a la ventana oval. La fi-
gura 2.4 corresponde a una simulación por ordenador (basada en el modelo de Cooke [53])
de los máximos niveles de desplazamiento registrados en la membrana basilar cuando se
excita el óıdo interno con una señal compuesta por tres tonos simultáneos (500Hz, 1000Hz
y 2000Hz).
Como se puede observar en la figura 2.4, la frecuencia de resonancia no se distribuye
de forma lineal a lo largo de toda la cóclea sino que la zona de resonancia correspondiente
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a las frecuencias bajas es mucho mayor que la correspondiente a frecuencias altas: la
distancia entre el punto con frecuencia de resonancia 500Hz y el punto de frecuencia de
resonancia 1000Hz es aproximadamente igual a la distancia entre el punto con frecuencia
de resonancia 1000Hz y el punto de frecuencia de resonancia 2000Hz.
A lo largo de los 32 miĺımetros de longitud de la cóclea se encuentran las células ciliares,
que son las encargadas de reaccionar a las vibraciones produciendo señales nerviosas que
serán enviadas al cerebro mediante el nervio auditivo. Las células ciliares se clasifican en
dos grupos: las células ciliares internas (que son las que realmente se encargan de generar
las señales nerviosas) y las células ciliares externas (que interactúan con las células ciliares
internas para formar sistemas amplificadores realimentados no lineales). Cada una de las
células ciliares generan, de forma estad́ıstica, unos impulsos eléctricos que tendrán mayor
probabilidad de aparecer cuando mayor sea la oscilación mecánica recibida por la célula.
Al nacer, los humanos disponemos aproximadamente de 3500 células ciliares internas,
que van muriendo con la edad al ser excitadas con sonidos muy intensos, lo que ocasiona
perdida de audición en personas ancianas muy expuestas a ruidos.
A la vista de lo anterior, el óıdo interno se puede modelar como un banco de filtros
lineales llamados filtros auditivos (3500 filtros con bandas de paso solapadas) donde la
salida de cada uno de ellos se encuentra unida a un detector no lineal.
Al analizar las partes del óıdo humano, se puede observar que la complejidad va en
aumento desde sus partes más externas hasta las más internas. El óıdo externo se modela
fácilmente como un sistema mecánico lineal, el óıdo medio también puede ser modelado
en la mayoŕıa de las veces como un sistema lineal, aunque en este caso intervienen siste-
mas biológicos (los músculos que controlan la cadena de huesecillos) que pueden variar
sus caracteŕısticas. El modelado del óıdo interno es más complejo puesto que, aunque
una primera parte es un sistema hidráulico con un modelo mecánico conocido, otra parte
(la receptora) está formada por células ciliares cuya respuesta es no lineal y responde
a comportamientos biológicos [54]. Actualmente, el grado de conocimiento del funciona-
miento de la cóclea permite realizar implantes en su interior cuando se encuentra dañado,
reemplazando el sistema hidráulico por circuitos electrónicos que simulan su comporta-
miento [55]. La señal nerviosa generada por las células ciliares es transportada al cerebro
por el nervio auditivo [56, 57], que también se comporta de forma no lineal. Existen mo-
delos informáticos que representan las señales acústicas o eléctricas presentes en cada uno
de los elementos tratados hasta llegar al nervio auditivo [58, 59]. Otra dificultad en el
avance de la ciencia en el conocimiento de las partes más profundas del óıdo estriba en
que la realización de medidas precisa de la colocación de sensores en distintas partes del
óıdo, lo cual no presenta problemas en el óıdo externo, pero en el resto de partes del óıdo
la utilización de técnicas invasivas hace imposible la experimentación con seres humanos
vivos, siendo sólo posible la experimentación con tejidos muertos o con animales [60, 61],
cuyo comportamiento puede diferir del comportamiento del óıdo humano vivo.
Finalmente, además de la señal f́ısica captada por el sentido del óıdo, está su procesado
o interpretación, y ah́ı el modelado es mucho más complejo puesto que a un mismo sonido
recibido por distintos individuos se le pueden asignar caracteŕısticas distintas: lo que a
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uno le parece agradable a otro le puede parecer molesto, lo que a uno le parece relajante
a otro le puede parecer estresante... Mientras que la captación de sonidos es algo similar
en todos los individuos, su procesado e interpretación es algo muy particular de cada uno
pues ah́ı interviene la psicoloǵıa, educación, estado de ánimo, etc., de cada individuo.
2.4. Fundamentos de psicoacústica
La estructura del sistema auditivo humano 2.3 permite explicar gran parte de los
efectos auditivos producidos por los sonidos. A continuación se resumen los efectos y
sensaciones auditivos más relevantes en cuanto a la percepción humana del sonido, que
han permitido el desarrollo de modelos y medidas psicoacústicas.
2.4.1. No linealidad en la percepción del nivel.
Aunque parte del sistema auditivo se ha modelado como un sistema lineal, el conjunto
completo se comporta de forma no lineal debido, por un lado, a la conversión de señal
acústica a impulsos nerviosos y, por otro lado, el procesado que hace el cerebro de los
sonidos.
Este funcionamiento no lineal supone, por ejemplo, que cuando óımos un sonido de
amplitud doble a la de otro, la sensación que percibimos no es la de un sonido el doble
de intenso sino que simplemente se aprecia una sensación de nivel sonoro un poco más
alto [6, 3]. Por otra parte, dos sonidos con la misma potencia, pero de diferente frecuencia,
no se perciben igualmente intensos sino que la sensación que produce depende de la
frecuencia que tienen. La figura 2.5 es una representación de lo que se conoce como curvas
isofónicas, es decir, curvas de sonidos que producen la misma sensación de sonoridad (que
se mide en sones). Las curvas isofónicas se obtienen experimentalmente pidiendo a un
grupo de personas (jurado) que ajuste la intensidad de un sonido hasta que le cause la
misma sensación que otro, normalmente se toma como referencia una señal de 1kHz y se
pide al jurado que ajuste los niveles de señales de frecuencia distinta a ésta obteniendo
cada una de las ĺıneas representadas en la figura 2.5.
Una primera aproximación de la sensación de sonoridad la proporciona la ley de Ste-
vens [63]:
L = k · I0,3 (2.15)
donde L mide la “sensación” de intensidad sonora (Loudness) k es una constante
que depende de las unidades utilizadas e I representa la “magnitud f́ısica” de intensidad
sonora.
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Figura 2.5: Curvas isofónicas representadas a partir de las tablas contenidas en [62]. Cada una
de las curvas representa el nivel de presión sonora que debe de tener un sonido
para que cause la misma sensación de sonoridad que otro de frecuencia distinta.
En el eje de abscisas se representa la frecuencia en Hz y en el de ordenadas el nivel
de intensidad sonora en dBSPL.
2.4.2. Enmascaramiento frecuencial.
El enmascaramiento consiste en la no percepción de un sonido (enmascarado) a cau-
sa de la existencia de otro (enmascarante). Esta es una propiedad muy importante del
sistema auditivo que debe estar presente en cualquier modelo de percepción del óıdo. Exis-
ten dos tipos de enmascaramiento: el enmascaramiento temporal y el enmascaramiento
frecuencial [3, 6, 64].
El enmascaramiento frecuencial es un efecto producido en el óıdo humano que hace
que el sonido enmascarado sea imperceptible cuando se escucha simultáneamente con el
sonido enmascarante. La capacidad de un sonido para enmascarar frecuencialmente a otro
depende del nivel sonoro y de la frecuencia de ambos. Como ejemplo de este fenómeno,
la figura 2.6 presenta la capacidad enmascarante de una frecuencia de 1kHz de distintos
niveles sonoros.
En la figura 2.6 se presentan 4 ĺıneas correspondientes al enmascaramiento producido
por sonido enmascarante correspondiente a una señal de banda estrecha (160Hz de ancho
de banda) centrada en la frecuencia de 1kHz con distintos niveles de intensidad (100dB,
80dB, 60dB, 40dB). Se puede observar que un sonido enmascarante puede enmascarar
otros sonidos con niveles próximos al primero cuando la diferencia entre las frecuencias de
los dos sonidos es pequeña. Sin embargo la capacidad enmascarante de un sonido decrece a
medida que la diferencia entre las frecuencias del los sonidos enmascarado y enmascarante
se hace mayor, disminuyendo la capacidad de enmascaramiento a razón de 100dB por
octava cuando el sonido enmascarado tiene frecuencias inferiores que el enmascarante.
También se observa en la figura 2.6 que el patrón de enmascaramiento presenta una
forma simétrica cuando el sonido enmascarante es de un nivel bajo, mientras que cuando
posee niveles altos esta simetŕıa desaparece.
Desde el punto de vista fisiológico, el efecto de enmascaramiento frecuencial se puede
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Figura 2.6: Capacidad enmascarante de una frecuencia de 1kHz [4]. Cada una de las ĺıneas
representa el nivel mı́nimo que debe de tener un tono para que, escuchado si-
multáneamente con el sonido enmascarante, resulte perceptible. Las distintas ĺıneas
corresponden a distintos niveles de sonidos enmascarantes. En este experimento el
sonido enmascarante es una señal de banda estrecha (160Hz de ancho de banda)
en lugar de un tono puro.
explicar mediante la utilización de la respuesta frecuencial de los filtros auditivos asociados
a cada posición coclear.
2.4.3. Enmascaramiento temporal.
El enmascaramiento temporal es un efecto producido en el óıdo humano que hace
que un sonido enmascarado sea imperceptible cuando se produce antes o después de
otro sonido enmascarante. La capacidad de un sonido para enmascarar temporalmente
a otro depende del nivel sonoro de ambos del tiempo transcurrido entre ellos y de la
duración del sonido enmascarante. Cuando el sonido enmascarado se produce después del
enmascarante el efecto se conoce como post-enmascaramiento o enmascaramiento hacia
delante (post-masking o forward masking), mientras que si el orden es el inverso se habla de
pre-enmascaramiento o enmascaramiento hacia atrás (pre-masking o backward masking).
El efecto es similar al que se produce en el sistema visual humano, cuando después de ver
una luz muy intensa el ojo queda cegado durante unos instantes. La dependencia del post-
enmascaramiento del nivel de la señal enmascarante se puede apreciar en la figura 2.7,
donde se representa en función del tiempo el enmascaramiento producido por tres señales.
En la figura 2.7 se puede apreciar la gran dependencia que el efecto de post-enmascaramiento
tiene respecto al nivel del sonido enmascarante, puesto que la velocidad de cáıda de la
curva de enmascaramiento es mucho más abrupta para los sonidos fuertes (80dB) que
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Figura 2.7: post-enmascaramiento dependiente del nivel de la señal enmascarante [4]. Cada una
de las ĺıneas representa el nivel mı́nimo que debe de tener un pulso gaussiano de
20µs de duración, para que resulte perceptible escuchado posteriormente al de un
sonido enmascarante de 0.5 segundos de duración compuesto por ruido blanco. Las
distintas ĺıneas corresponden a distintos niveles de sonidos enmascarantes (80dB,
60dB y 40dB). Las representaciones se realizan en función del tiempo transcurrido
entre el final del sonido enmascarante y el ruido enmascarado.
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Figura 2.8: post-enmascaramiento dependiente de la duración de la señal enmascarante [4].
Cada una de las ĺıneas representa el nivel mı́nimo que debe de tener un pulso
de frecuencia 2 kHz y 5ms de duración, para que resulte perceptible escuchado
posteriormente al de un sonido enmascarante. Las distintas ĺıneas corresponden a
distintas duraciones de sonidos (5ms y 200ms). Las representaciones se realizan
en función del tiempo transcurrido entre el final del sonido enmascarante y el final
del ruido enmascarado.
para los sonidos débiles (40dB). También se puede observar que el efecto de enmascara-
miento desaparece aproximadamente 200µs después de finalizar el sonido enmascarante,
independientemente del nivel que este tenga.
Por otro lado, el enmascaramiento temporal no depende únicamente de nivel de la
señal enmascarante, sino también de la duración de ésta como se puede apreciar en la
figura 2.8, donde se representa en función del tiempo el enmascaramiento producido por
dos señales de distinta duración.
De la figura 2.8 se desprende que la relación entre el enmascaramiento y la duración del
sonido enmascarante es altamente no lineal (al igual que ocurŕıa con la dependencia del
nivel) puesto que las dos señales enmascarantes de distinta duración analizadas presentan
pendientes de decaimiento muy diferentes.
Desde el punto de vista fisiológico, el enmascaramiento temporal se debe al tiempo de
respuesta de las células ciliares y a la saturación que sufren al ser sometidas a excitaciones
intensas.
Los sistemas de compresión de audio [65, 66] utilizan estas caracteŕısticas del óıdo para
codificar señales con el menor número posible de bits. Esto se debe por un lado a que
los sonidos enmascarados no se codifican, y por otro, a que se puede reducir el número
de bits empleados en la cuantificación de tal modo que el ruido de cuantificación quede
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Figura 2.9: Ancho de banda de las bandas cŕıticas en función de la frecuencia.
enmascarado por la señal deseada.
2.4.4. No linealidad en la percepción de la frecuencia.
Puesto que las células ciliares existentes en el óıdo interno son las encargadas de
transformar las vibraciones de la membrana basilar en impulsos nerviosos, y cada una
de ellas responde a un rango de frecuencias dependiendo de su posición en la cóclea
comportándose como un filtro paso banda, al aplicar al óıdo sonidos de banda estrecha
con diferente ancho de banda, serán percibidos de forma distinta según exciten a una o
varias de estas células.
Partiendo de este modelo de banco de filtros y con el fin de determinar la anchura
espectral de cada uno de estos filtros, se han realizado experimentos psicoacústicos ba-
sados en el hecho de que los sonidos del mismo nivel cuya anchura espectral es superior
a la anchura del filtro se perciben de forma distinta que si la anchura es inferior, puesto
que cuando el sonido tiene mayor ancho de banda que el filtro, una parte de su potencia
pasará a través del filtro adyacente. Estos experimentos han permitido obtener unos an-
chos espectrales dependientes de la frecuencia (figura 2.9) que se han denominado bandas
cŕıticas (ya que al sobrepasar este ancho de banda el sonido se percibe diferente).
Las bandas cŕıticas mostradas en la figura 2.9 se pueden aproximar en función de la
frecuencia mediante la expresión:
∆fG(Hz) = 25 + 75
(
1 + 1′4f 2(kHz)
)0′69
(2.16)
Un modelo muy extendido de percepción del óıdo consiste en descomponer los sonidos
haciéndolos pasar a través un banco de filtros ideales (cuya respuesta frecuencial es 1 en
la banda de paso y 0 en la banda atenuada) de ancho de banda una banda cŕıtica; y con
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Filtro 1 2 3 4 5 6 7 8 9 10 11 12
ĺımite inferior 20 100 200 300 400 510 630 770 920 1080 1270 1480
ĺımite superior 100 200 300 400 510 630 770 920 1080 1270 1480 1720
Filtro 13 14 15 16 17 18 19 20 21 22 23 24
ĺımite inferior 1720 2000 2320 2700 3150 3700 4400 5300 6400 7700 9500 12000
ĺımite superior 2000 2320 2700 3150 3700 4400 5300 6400 7700 9500 12000 15500
Tabla 2.1: banco de filtros de banda cŕıtica
el final de la banda de paso coincidente con el principio de la banda de paso del filtro
siguiente. Este banco de filtros abarca las frecuencias comprendidas entre 0Hz y 15500Hz
y las frecuencias de corte de cada banda son las que se muestran en la tabla 2.1:
De esta forma, en lugar de trabajar con la cantidad de potencia o enerǵıa que contiene
una determinada frecuencia se suele trabajar con la cantidad de potencia o enerǵıa con-
tenida en cada una de estas bandas (puesto que representa mejor el funcionamiento del
óıdo humano), es decir, en lugar de trabajar en una escala de frecuencias se suele trabajar
con esta escala de bandas llamada escala Bark donde la frecuencia 100 corresponde a 1
Bark, la frecuencia 200 a 2 Bark, etc. El término que se utiliza en honor a Barkhausen,
que fue el primer cient́ıfico que utilizó el fonio para medir el nivel de sonoridad (Loudness
Level).
La relación entre estas dos escalas (escala de frecuencias y escala Bark) se puede
aproximar mediante la expresión:
z(Bark) = 13 arctan(0′76f(kHz)) + 3′5 arctan (f(kHz)/7′5)
2
(2.17)
Zwicker [3] comprobó que la sensación de frecuencia producida por los sonidos medida
en mel, guarda una relación lineal con la medida de la frecuencia del sonido en la escala
Bark.
A pesar de que esta escala se emplea ampliamente en psicoacústica, resulta imprecisa
para algunos autores por suponer que los filtros que modelan el comportamiento del óıdo
tienen forma rectangular y por la forma en que se obtiene esta escala [6, 67].
La ecuación (2.17) fue modificada por H. Traunmüller [68] en 1990 mediante una






Pero esta expresión presenta cierto sesgo en las frecuencias situadas en los extremos
superior e inferior del rango de frecuencias audibles que se corrige añadiendo al término
anterior una pequeña corrección:






z′ + 0,15 ∗ (2− z′) Si z′ < 2
z′ + 0,22 ∗ (z′ − 20,1) Si z′ > 20,1
z′ En cualquier otro caso
(2.19)
2.5. Parámetros acústicos.
En esta sección y la siguiente, se van a analizar los principales parámetros utilizados
en la medida de sonidos. Estos parámetros se van a dividir en dos grupos: parámetros
acústicos y parámetros psicoacústicos.
Al hablar de parámetros psicoacústicos nos referiremos a aquellas caracteŕısticas de
los sonidos que dependen de la interpretación humana y el procesado realizado por el
cerebro, mientras que al referirnos a parámetros acústicos nos referiremos a aquéllos en
los que se miden caracteŕısticas f́ısicas de los sonidos, sin tratar de buscar interpretaciones
psicológicas de éstos.
La medida más habitual realizada sobre un sonido es el nivel de presión sonora (SPL)
cuya unidad es el decibelio y está medido tomando como referencia la presión acústica
de 20 micropascales, aunque también es habitual aplicar a estas medidas algún tipo de
ponderación temporal y frecuencial. El instrumento empleado para realizar mediciones
de presión sonora es el sonómetro, del que existen dos versiones: un sonómetro básico
(normalmente analógico) cuyo funcionamiento y caracteŕısticas han sido normalizados en
la norma UNE-EN606051 [69], y un sonómetro avanzado (sonómetro integrador) realizado
mediante técnicas digitales cuyo funcionamiento y caracteŕısticas han sido normalizados
en la norma UNE-EN60804 [70]. A continuación se exponen algunos de los procedimientos
y medidas realizadas comúnmente por los sonómetros.
2.5.1. Ponderación frecuencial.
A pesar de que las medidas acústicas no tratan de medir las sensaciones producidas por
el sonido, la palabra sonido implica frecuencias audibles por el óıdo humano normal, por
lo que no seŕıa lógico dar como medida de sonido en un punto el valor cuadrático medio
del nivel de presión sonora en dicho punto, puesto que algunas frecuencias no son captadas
por el óıdo y no pueden ser consideradas sonido. Del mismo modo frecuencias próximas a
los ĺımites de audición (20Hz y 20000Hz), que son muy atenuadas por el sistema auditivo,
no pueden ser tratadas del mismo modo que frecuencias próximas a 1kHz, donde el óıdo
es más sensible.
Por esta razón suele ser habitual filtrar los sonidos con filtros que se asemejen a la
respuesta frecuencial del óıdo humano antes de medirlas. Pero como el óıdo se comporta
de forma no lineal y presenta caracteŕısticas diferentes según responda a niveles altos o
bajos, fundamentalmente existen tres formas distintas de caracterizar el filtrado realizado
por el óıdo (figura 2.10): ponderación A, ponderación B y ponderación C. La ponderación
A modela la curva isofónica (figura 2.5) correspondiente a 40 dB, la ponderación B la













































Figura 2.11: Esquema de funcionamiento de un sonómetro.
correspondiente a 70 y la ponderación C a 100 [71]. Puesto que los niveles más habituales
en el entorno cotidiano están más próximos a los 40dB, la ponderación A es la más
utilizada.
2.5.2. Ponderación Temporal.
Al realizar medidas sobre un sonido, este puede variar muy rápidamente por lo que
a veces, las medidas instantáneas no son demasiado útiles y se procede a ponderarlas
temporalmente. De esta forma el esquema habitual de la medida nivel de presión acústica
realizada por un sonómetro consiste en: primero aplicar una ponderación frecuencial al
sonido captado si se estima oportuno, segundo medir su potencia y tercero ponderar
temporalmente la medida obtenida. Por lo que el esquema general de un sonómetro queda
como se indica en la figura 2.11.
Habitualmente se emplean dos tipos distintos de ponderaciones temporales en función
de la velocidad a la que vaŕıa el parámetro que se está midiendo: la ponderación rápi-
da (Fast), que está indicada para aquellos sonidos que presentan pocas fluctuaciones; y
la ponderación lenta (Slow) que está indicada para la medida de aquellos sonidos que
presentan mayor variabilidad.
Los circuitos encargados de realizar las ponderaciones temporales deben ser sistemas
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lineales e invariantes, al igual que los ponderadores frecuenciales, pero aśı como aquéllos se
modelaban en frecuencia mediante su respuesta frecuencial, éstos se modelan en el tiempo





t es el tiempo y
τ es la constante de tiempo, que vale 125 milisegundos para la ponderación
fast y 1000 milisegundos para la ponderación slow.
Además de las ponderaciones fast y slow muchos sonómetros disponen de la función
impulsive, que permite medir variaciones mucho más rápidas de los sonidos.
2.5.3. Análisis en bandas de octava y tercio de octava.
El modelo de sonómetro representado en el apartado anterior proporciona una medida
global del nivel de intensidad sonora que puede estar ponderada de forma similar a la
respuesta del óıdo humano. Esta medida global en ocasiones no es suficiente información
puesto que a menudo resulta interesante conocer las caracteŕısticas que los sonidos pre-
sentan en distintas frecuencias. En estas situaciones se descompone el sonido en bandas
de frecuencia que han sido normalizadas en acústica según la norma UNE-EN61260 [72]
y que se obtienen a partir de una frecuencia fundamental que es 1000Hz.
Según la precisión frecuencial que se desee obtener de las señales, se utilizan filtros
de banda de octava o de tercio de octava (que proporcionan mayor resolución frecuencial
puesto que los filtros son más estrechos).
La norma permite trabajar con los filtros obtenidos en dos bases distintas:
-Base 10: la frecuencia central de un filtro de octava se obtiene multiplicando la fre-
cuencia central del filtro de octava anterior por el factor 103/10 = 1,9953. La frecuencia
central de un filtro de tercio de octava se obtiene multiplicando la frecuencia central del
filtro de tercio de octava anterior por el factor 101/10 = 1,2589.
-Base 2: la frecuencia central de un filtros de octava se obtiene multiplicando la fre-
cuencia central del filtro de octava anterior por el factor 2. La frecuencia central de un
filtros de tercio de octava se obtiene multiplicando la frecuencia central del filtro de tercio
de octava anterior por el factor 21/3 = 1,2599.
En ambos casos todos los filtros que componen el banco de filtros se obtienen a partir
de la frecuencia 1000Hz multiplicando o dividiendo por el factor correspondiente. Los
resultados son muy similares (aunque se recomienda utilizar la base 10) y los valores
obtenidos son los indicados en las tablas 2.2 y 2.3.
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Índice frecuencia exacta frecuencia exacta frecuencia nominal
en base 10 en base 2 central
-16 25,119 24,803 25
-15 31,623 31,250 31,5
-14 39,811 39,373 40
-13 50,119 49,606 50
-12 63,096 62,500 63
-11 79,433 78,745 80
-10 100,000 99,213 100
-9 125,89 125,00 125
-8 158,49 157,49 160
-7 199,53 198,43 200
-6 251,19 250,00 250
-5 316,23 314,98 315
-4 398,11 396,85 400
-3 501,19 500,00 500
-2 630,96 629,96 630
-1 794,33 793,70 800
0 1000,0 1000,0 1000
1 1258,9 1259,9 1250
2 1584,9 1587,4 1600
3 1995,3 2000,0 2000
4 2511,9 2519,8 2500
5 3162,3 3174,8 3150
6 3981,1 4000,0 4000
7 5011,9 5039,7 5000
8 6309,6 6349,6 6300
9 7943,3 8000,0 8000
10 10000,0 10079,4 10000
11 12589 12699 12500
12 15849 16000 16000
13 19953 20159 20000
Tabla 2.2: frecuencias centrales de los filtros de tercio de octava utilizados en acústica según
la norma UNE-EN61260 [72].
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Índice frecuencia exacta frecuencia exacta frecuencia nominal
en base 10 en base 2 central
-5 31,623 31,250 31,5
-4 63,096 62,500 63
-3 125,89 125,00 125
-2 251,19 250,00 250
-1 501,19 500,00 500
0 1000,0 1000,0 1000
1 1995,3 2000,0 2000
2 3981,1 4000,0 4000
3 7943,3 8000,0 8000
4 15849 16000 16000
Tabla 2.3: frecuencias centrales de los filtros de octava utilizados en acústica según la norma
UNE-EN61260 [72].
2.5.4. Parámetros estad́ısticos.
Cuando se realizan medidas de señales durante periodos largos de tiempo y se regis-
tran los resultados, a menudo se cuenta con una gran cantidad de datos que pueden ser
resumidos mediante sus percentiles, deciles o cuartiles.
Percentiles son 99 valores que distribuyen la serie de datos, ordenada de forma creciente
o decreciente, en cien tramos iguales, en los que cada uno de ellos concentra el 1%
de los resultados.
Deciles son 9 valores que distribuyen la serie de datos, ordenada de forma creciente o
decreciente, en diez tramos iguales, en los que cada uno de ellos concentra el 10%
de los resultados. Los deciles están relacionados con los percentiles, puesto que el
decil 1 coincide con el percentil 10, el decil 2 coincide con el percentil 20, etc.
Cuartiles son 3 valores que distribuyen la serie de datos, ordenada de forma creciente
o decreciente, en cuatro tramos iguales, en los que cada uno de ellos concentra el
25% de los resultados. Los cuartiles están relacionados con los percentiles y deciles,
aśı pues el cuartil 2 coincide con el percentil 50 o el decil 5.
Cuando se mide el ruido de tráfico se trabaja con los percentiles 10, 50 y 90 de los
niveles sonoros ofrecidos por un sonómetro [73].
También es habitual tratar los datos proporcionados por los sonómetros como variables
aleatorias y hacer medidas sobre ellas:
Medidas de localización
Estas medidas indican el valor central de una variable alrededor del cual se concentra
su función densidad de probabilidad.
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La media de una variable aleatoria (o esperanza matemática) coincide con su momento
de orden 1 alrededor del origen [74].
Se define momento de orden k alrededor del origen de una variable aleatoria X a la
esperanza matemática de la variable elevada a k:
µ′k= E[(X)
k] (2.21)
Cuando no se dispone de la función de distribución de la variable aleatoria, su
momento de orden k alrededor del origen se puede estimar a partir de una serie








Siendo Xi el valor obtenido en la observación i de la variable aleatoria.
El apóstrofe del śımbolo µ′k utilizado para designar el momento alrededor del origen
y de su estimación µ̃′k, se ha empleado para distinguirlo de µk y µ̃k, que representa
el momento centrado de orden k y su estimación respectivamente. El momento
centrado de orden k se define como la esperanza matemática de la variable menos
su media elevada a k:
µk= E[(X −E[X ])k] (2.23)
El momento centrado de orden 1 de cualquier variable aleatoria es 0. Al igual que
el momento alrededor del origen, el momento centrado puede ser estimado a partir








La mediana de una serie de n valores previamente ordenados de forma creciente se define
como el valor que deja a cada lado (por encima y por debajo) la mitad de los valores
de la muestra (y coincide con su percentil 50).
La moda de una serie de n valores es el valor que más se repite.
Medidas de dispersión
Estas medidas indican la forma en la que la variable se distribuye alrededor de un
valor central midiendo si su función densidad de probabilidad está concentrada o no.
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La varianza de una variable aleatoria se define como su momento centrado de orden 2
(2.23) y se designa con el śımbolo σ2 [74]:
σ2 = µ2 (2.25)
La varianza mide la distancia existente entre los valores de la serie y la media, y su
unidad de medida es la unidad de medida de la variable aleatoria al cuadrado.
Cuando no se dispone de la función de distribución de la variable aleatoria, su
varianza se puede estimar a partir de una serie correspondiente a una cantidad
finita de observaciones realizando el sumatorio de las diferencias al cuadrado entre








La varianza siempre será mayor que cero. Cuanto más bajo sea su valor, más concen-
trados están los valores de la serie alrededor de la media. Por el contrario, mientras
mayor sea la varianza, más dispersos están.






la desviación t́ıpica de una variable aleatoria tiene las mismas unidades que la va-
riable aleatoria, y proporciona la misma información que la varianza.
El rango de una serie de valores se define como la diferencia entre el valor máximo y el
mı́nimo de la serie.
Medidas de forma
Estas medidas proporcionan información sobre la forma de una función densidad de
probabilidad indicando si ésta presenta asimetŕıas o picos y si éstos son pronunciados.
La asimetŕıa o skewness es un parámetro adimensional que se define como el tercer
momento estandarizado, se calcula dividiendo el tercer momento entre el cubo de la





El concepto de asimetŕıa de una función densidad de probabilidad o de una serie se
refiere a si la curva que forman sus valores presenta la misma forma a izquierda y
derecha de un valor central (media):
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si γ1 = 0 se dice que la distribución es simétrica: existe la misma concentración
de valores a la derecha y a la izquierda de la media
si γ1 > 0 se dice que la distribución es asimétrica positiva: la falda de la función
densidad de probabilidad a la derecha del centro el más larga que a la izquierda
por lo que esta función está más concentrada a la izquierda y más dispersa a
la derecha.
si γ1 < 0 se dice que la distribución es asimétrica negativa: la falda de la función
densidad de probabilidad a la izquierda del centro el más larga que a la derecha
por lo que esta función está más concentrada a la derecha y más dispersa a la
izquierda.
La Curtosis (o apuntamiento) es un parámetro adimensional que se calcula restando
3 al cuarto momento estandarizado (cociente entre el momento de orden cuatro y





Se definen 3 tipos de distribuciones según su grado de curtosis:
si γ2 = 0 se dice que la distribución es mesocúrtica: presenta un grado de
concentración medio alrededor de los valores centrales de la variable (el mismo
que presenta una distribución normal).
si γ2 > 0 se dice que la distribución es leptocúrtica: presenta un elevado grado
de concentración alrededor de los valores centrales de la variable.
si γ2 < 0 se dice que la distribución es platicúrtica: presenta un reducido grado
de concentración alrededor de los valores centrales de la variable.
2.5.5. Parámetros espectrales.
Cuando se analiza el ruido producido por el motor de un coche, el tipo de señal es muy
caracteŕıstico, pues se puede modelar como la suma de una señal periódica y un ruido de
banda ancha. La parte periódica del ruido de motor está formada por armónicos de la
frecuencia de rotación del motor. En algunas ocasiones aparecen armónicos de la mitad de
esta frecuencia que reciben el nombre de armónicos de medio orden. Parámetros asociados
a la distribución espectral de los armónicos de motor como su contenido en armónicos de
medio orden o su relación con otros parámetros están relacionados con efectos auditivos
asociados a estas señales como el retumbar (Rumble noise) o la turbiedad (muddiness) [18].
Al trabajar con este tipo de señales se utilizan parámetros asociados a la distribución de
armónicos como: suma de la potencia total de los armónicos de medio orden, suma de la
potencia total de los armónicos de orden completo, potencia de los armónicos de orden
par e impar y la relación entre ellos.
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2.6. Parámetros psicoacústicos.
En los apartados siguientes se presentarán los parámetros psicoacústicos más utiliza-
dos, sus definiciones, unidades y la forma de calcularlos cuando exista un modelo para
su cálculo. Todos estos parámetros fueron estudiados a partir de la experimentación en
multitud de tests psicológicos por el profesor Eberhard Zwicker [3], quien propuso méto-
dos para calcularlos, por lo que para cada método se dedica un apartado al desarrollo del
método de cálculo propuesto por Zwicker. Existen otros trabajos que explican muchos de
los parámetros desarrollados por Zwicker desde la perspectiva del análisis de la fisioloǵıa
del óıdo [6].
El Loudness ha sido normalizado para señales estacionarias mediante normas naciona-
les o internacionales (DIN 45631/A1 [75], ISO 532/UNE 74014:1978 [1], ANSI S3.4 [76]),
por lo que existe una forma estándar de calcularlo (propuesto por Zwicker), mientras
que el resto de parámetros no han sido normalizados y han aparecido nuevos métodos de
cálculo que tratan de mejorar las estimaciones respecto a las obtenidas por los métodos
propuestos por Zwicker para obtener valores que se ajusten más a los resultados obtenidos
experimentalmente. El cálculo del Sharpness también ha sido estandarizado mediante la
norma alemana DIN 45692 [2], y el cálculo del Roughness está actualmente siendo con-
siderado por DIN [77] para establecer una futura norma. La existencia de parámetros no
normalizados todav́ıa hace que los resultados proporcionados por los distintos fabricantes
de software sean diferentes [11].
Todos estos parámetros psicoacústicos son ampliamente utilizados en el diseño de
sonidos [78, 79, 15, 80] o el análisis de las sensaciones que los sonidos provocan en los
humanos [81, 82, 83, 84, 73, 85, 86].
2.6.1. Escalas de frecuencia.
La unidad utilizada en f́ısica para la medida de la frecuencia de una señal periódica
es el hercio, pero la sensación subjetiva de frecuencia no es proporcional a la frecuencia
f́ısica (sec 2.4.4), por lo que han aparecido nuevas escalas de frecuencias más acordes a la
sensación subjetiva de frecuencia (y que no son proporcionales a las escalas de frecuencias
en Hercios).
Escalas logaŕıtmicas.
En el estudio de la música, es habitual hablar de octavas. Esta forma de medir las
frecuencias deriva del cálculo del logaritmo en base 2 de la frecuencia f́ısica de un sonido
(sec. 2.5.3). También es habitual hablar de décadas, que es una medida de frecuencias
basada en logaritmos decimales. Tanto la medida de frecuencias en décadas como en
octavas, supone una buena aproximación de las frecuencias subjetivas cuando se trabaja
con frecuencias superiores a 500Hz. De ah́ı que en acústica se utilicen las bandas de octava
y de tercio de octava (sec. 2.5.3).
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Posición coclear.
La parte del óıdo interno que descompone los sonidos en distintas bandas de frecuencia
es la cóclea. Al analizar este órgano, se puede observar que cada posición presenta su
propia frecuencia de resonancia (la del filtro auditivo asociado a esa posición). Estudios
realizados sobre el óıdo han permitido obtener la frecuencia de resonancia de cada punto
de la cóclea:
f = 165′4(100
′06·x − 1) (2.30)
donde:
x es la posición de la cóclea en mm.
f es la frecuencia de resonancia en Hz.











A partir de este punto se puede establecer una escala de posiciones cocleares.
Escala Bark.
Esta escala, muy utilizada en psicoacústica, se ha obtenido mediante experimentos
subjetivos, donde los sujetos han respondido de forma distinta a los est́ımulos en función
de su ancho de banda. De esta forma se ha modelado parte del óıdo como un banco
de filtros rectangulares de ancho dependiente de la frecuencia central del filtro como se
describió en la sección 2.4.4.
La escala Bark mide sencillamente el número de filtro auditivo asociado a cada frecuen-
cia. La escala Bark se analizó en la sección 2.4.4 y su relación con la escala de frecuencias
medida en hercios corresponde a las ecuaciones ( 2.17), ( 2.18) y ( 2.19).
Escala ERB.
La escala Bark modela el óıdo como un banco de filtros rectangulares, cosa que no es
del todo cierta y que no coincide con el funcionamiento f́ısico del óıdo. Por otra parte la
forma de obtener experimentalmente la escala Bark presenta algunos problemas, por lo
que se ha desarrollado otra escala, similar a la escala Bark, basada en suposiciones más
acordes con la fisioloǵıa de la cóclea [6, 87, 88, 28].
La respuesta en frecuencia de un filtro auditivo se puede aproximar mediante filtros
Gammatone [53, 89, 90, 91], cuya respuesta impulsional es:
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h(t) = tγ−1 · α̃t (2.32)
Siendo γ el orden del filtro (que se toma de orden 4 [91]) y α̃ una constante compleja que
permite fijar la frecuencia central y el ancho de banda del filtro (y cuyo valor depende del
filtro auditivo que se desee modelar). Una versión mejorada de este modelo consiste utilizar
la función gammachirp [92] consistente en una modificación de la función gammatone
mediante el uso de la función chirp.
En este modelo, el óıdo se representa mediante un banco de filtros auditivos (no rec-
tangulares) del que se ha calculado, de forma experimental, su ancho de banda rectangular
equivalente (ERB).
El ERB depende de la frecuencia de los sonidos. Si partiendo de la frecuencia 0 se
divide el espectro en segmentos de anchura igual al ancho de banda del filtro rectangular
equivalente asociado a cada frecuencia, se obtiene la escala ERB que está relacionado con
la escala en Hz [88] mediante la expresión:
x = 21′4 log10 (4,37f + 1) (2.33)
donde
f es la frecuencia en kilohercios y
x es la frecuencia medida en escala ERB.
2.6.2. Pitch.
Este parámetro sólo está definido para sonidos periódicos y representa la estimación
subjetiva de su frecuencia fundamental [3, 6, 87].
A frecuencias bajas, se observa que un sonido correspondiente a una señal senoidal
pura de doble frecuencia que otro, produce una sensación de frecuencia subjetiva del
doble que la primera. Pero, esta relación no se conserva al aumentar la frecuencia de los
sonidos, puesto que al tratar con sonidos de frecuencias muy altas, duplicar la frecuencia
de éstos supone tan sólo un pequeño incremento de la sensación subjetiva de frecuencia o
Pitch.
El Pitch o frecuencia subjetiva de un sonido periódico tiene como unidad el mel y el
cálculo de este parámetro es de gran interés cuando se trabaja con instrumentos musicales,
ya que estos generan señales periódicas o cuasiperiódicas.
El śımbolo utilizado para este parámetro es HF y se mide en mel.
Referencia: Un tono puro de 125 Hz tiene un Pitch de 125 mel.
Pitch de Zwicker.
Según Zwicker [3] el Pitch de una señal senoidal pura se calcula mediante la expresión:
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HF = (fT/Hz)(1 + v) (2.34)
donde:
fT es la frecuencia del tono y
v es la desviación de pitch que se descompone en dos partes:
v = vL + vM (2.35)
siendo:
vL la componente debida a la dependencia del pitch con el nivel
del sonido y
vM la componente debida al enmascaramiento.
Para tonos complejos formados por varias señales senoidales puras, el pitch corresponde
a la frecuencia fundamental del sonido (que coincide con la separación frecuencial existente
entre las señales senoidales que lo forman).
2.6.3. Loudness
El Loudness (o sonoridad) de una señal acústica es una caracteŕıstica determinante a la
hora de evaluar su calidad subjetiva. La sonoridad de una señal de banda estrecha está en
función de su frecuencia, siendo las frecuencias próximas a 4 kHz las que mayor sonoridad
tienen para un mismo nivel de presión; y las frecuencias más altas y más bajas dentro del
margen de frecuencias perceptibles las que menos. Los métodos de cálculo del Loudness
tienen en cuenta el modelo del óıdo como analizador espectral y por tanto también los
enmascaramientos temporales y frecuenciales que se producen [3, 87, 93].
Los sonómetros que se encuentran en el mercado no miden loudness sino SPL con
distintas ponderaciones. Pero el loudness se ha introducido como un parámetro superior
al nivel de presión sonora con ponderación A porque muestra mayor correspondencia
con la sensación subjetiva de volumen. En [94] se estudia como combinar los distintos
parámetros medidos por un sonómetro convencional para aproximar el valor de Loudness.
El modelo de Loudness desarrollado por Zwicker [3] ha sido trasladado a la norma
ISO-532-B [1] y ha sido objeto de mejoras propuestas por Moore [88] (que utiliza la escala
ERB en lugar de la Bark) y por Chalupper [95] (que permite simular el funcionamiento
de óıdos dañados).
El śımbolo utilizado para el Loudness es N y se mide en sones (o sonios).
Referencia: Un tono puro de 40 dB SPL y frecuencia de 1kHz tiene Loudness de 1
sone.



















































Figura 2.12: Esquema del método de cálculo de loudness propuesto por Zwicker.
Loudness espećıfico.
El modelo de cálculo de Loudness propuesto por Zwicker [3] representado en la figu-
ra 2.12, calcula el Loudness de una señal como la suma del Loudness asociado a cada una
de las bandas de frecuencia en que se descompone la señal. El Loudness asociado a cada
banda recibe el nombre de Loudness Espećıfico, se mide en sones/bark y se representa
por el śımbolo N ′, donde el apóstrofe significa espećıfico (es decir particularizado en una
banda). El adjetivo Espećıfico se utiliza también para otros parámetros psicoacústicos
cuando se hace referencia a la distribución del parámetro entre las bandas cŕıticas y se
representa añadiendo un apóstrofe al śımbolo del parámetro respectivo.
La figura 2.12 describe el procedimiento de cálculo del Loudness mediante circuitos
electrónicos o programas informáticos: Después de filtrar la señal con un filtro de campo
libre o campo difuso en función de la dirección de llegada de la señal, se divide ésta en 24
bandas (Bandas cŕıticas) de 1 Bark de anchura.
La señal obtenida a la salida de cada uno de los 24 filtros anteriores se introduce en
un estimador de potencia (formado por un rectificador de señal y un filtro paso bajo). La
potencia detectada en cada canal se convierte a nivel de sonoridad, mediante una función
no lineal que depende de la banda de trabajo.
Al nivel de sonoridad de cada banda se le realiza un proceso que modela el enmasca-
ramiento temporal. En este proceso se calcula el nivel de sonoridad de un determinado
instante a partir de la salida del bloque anterior en el instante actual y en los anteriores.
Por último se modela el enmascaramiento frecuencial mediante un bloque que calcula
el nivel de sonoridad en una banda para un instante determinado, a partir de los valores
de sonoridad en ese instante, de la banda calculada y sus bandas contiguas. De esta forma
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se obtiene un nivel de sonoridad para cada banda en un instante de tiempo (Loudness
espećıfico).
Si se suman, para un instante de tiempo los valores correspondientes al Loudness es-
pećıfico de todas las bandas se obtiene el Loudness instantáneo y al promediar el Loudness
instantáneo para un determinado intervalo de tiempo se obtiene el Loudness total en dicho
intervalo.
Este modelo ha sido la base de un programa normalizado para calcular el Loudness
publicado en la norma DIN45631 [75] y también ha sido la base para otro método que
permite el cálculo del loudness de los sonidos estacionarios de forma gráfica que se ha
publicado en la norma ISO 532-B [1].
Fundamentos del Loudness de Zwicker
El modelo propuesto por Zwicker ha sido adoptado por la norma ISO-532-B [1] que
es de aplicación para señales con cualquier tipo de distribución espectral pero con carac-
teŕısticas temporales estacionarias debido a la utilización de filtros estrechos cuyo tiempo
de respuesta es relativamente largo. Este estándar está basado en los siguientes hechos
emṕıricos:
1. La existencia de bandas cŕıticas que modelan mejor el análisis humano de las fre-
cuencias que una escala en Hercios, ya que tienen en cuenta que la sensación de
frecuencia percibida por el ser humano no está en relación lineal con la frecuencia
f́ısica.
2. El cálculo del Loudness total de una señal corresponde a la suma del aportado por
cada banda cŕıtica (Loudness espećıfico).
3. Un sonido en una banda puede provocar excitación (y por lo tanto Loudness) en
las bandas adyacentes, y esto produce el fenómeno conocido como enmascaramiento
frecuencial.
4. La sensación de sonoridad de un sonido que llegue al óıdo desde todas las direcciones
difiere de la que se tendŕıa si este se aproxima en dirección frontal (aunque ambos
tengan el mismo nivel de presión sonora).
5. Existe una relación entre nivel sonoro y sensación de sonoridad que depende de la
intensidad del sonido y de la banda cŕıtica en la que se encuentre.
6. El cálculo del Loudness se realiza de forma gráfica utilizando una plantilla normali-
zada. El estándar dispone de distintas plantillas dependiendo del nivel máximo de la
señal que se va a analizar y de si se recibe en campo libre o difuso. En la figura 2.13
se representa un ejemplo de plantilla contenida en [1]
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Figura 2.13: Plantilla para cálculo de Loudness según la norma ISO-532-B.
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Cálculo del Loudness de Zwicker (ISO 532-B [1]).
El punto de partida de este método es el nivel de señal contenido en cada una de las
bandas de tercio de octava que aparecen en la figura 2.13, por lo que se deberá hacer
pasar la señal a analizar a través de un banco de filtros y a continuación medir la potencia
existente en la salida de cada uno de ellos. Una vez hecho esto, el procedimiento para el
cálculo del Loudness se descompone en los siguientes pasos:
Paso 1:
Se empezará seleccionando la plantilla adecuada en función de la dirección de llegada
del sonido y del nivel de la señal que se vaya a utilizar. A continuación, se debe
obtener el valor del nivel de intensidad sonora en cada uno de los filtros de tercio de
octava definidos en el estándar. Después, se deberán combinar todas las bandas por
debajo de 90Hz para agruparlas en una sola medida, también se deberán agrupar
en una sola medida las tres bandas comprendidas entre 90 y 180 Hz y las dos
comprendidas entre 180 y 280Hz. Todos los valores aśı calculados se trasladarán a
la plantilla mediante ĺıneas horizontales situadas en la banda correspondiente y cuya
altura indicará el nivel de éstas. La gráfica obtenida de esta forma recibe el nombre
de Nivel de banda cŕıtica.
Paso 2:
Se deben incluir las pendientes de excitación del siguiente modo: si el nivel de la
banda inmediatamente superior es mayor que el de la banda analizada, la ĺınea de
transición entre las bandas corresponderá a una vertical, pero si la banda inmedia-
tamente superior tiene menor nivel, la transición se realizará mediante una ĺınea
curva paralela a las que aparecen en la tabla. De esta forma se habrá construido
una ĺınea continua que corresponde al nivel de excitación espećıfico (si se lee en la
escala de dB) o al Loudness espećıfico (si se lee en la escala de sones).
Paso 3:
La última fase en la obtención del Loudness consiste en la integración de la gráfica
de Loudness espećıfico, que según el estándar se debe realizar de forma gráfica
dibujando una recta horizontal cuya área sea la misma que la que hay bajo la ĺınea
dibujada en el paso anterior y leyendo la altura de la gráfica en la escala graduada,
para obtener el valor del Loudness.
Aunque en la actualidad existen sistemas de procesado digital que permiten implemen-
tar fácilmente cualquier tipo de filtro asociado a la escala Bark, paradójicamente cuando
se quieren realizar cálculos de Loudness normalizados se deben de diseñar sistemas digi-
tales que reproduzcan el funcionamiento de los antiguos sistemas analógicos y los filtros
de tercio de octava, puesto que la norma se redactó teniendo en cuenta la tecnoloǵıa
analógica de la época.
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Loudness Level.
Este parámetro está estrechamente ligado al Loudness, proporcionando la misma in-
formación. Indica el nivel que debe de tener un tono puro de 1 kHz para que produzca la
misma sensación de sonoridad.
Su śımbolo es LN , se mide en phones (o fonios) y se relaciona con el Loudness del
siguiente modo:
si N ≥ 1 sone:
LN= 40 + 10log2(N) (2.36)
si N < 1 sone




Referencia: Un tono puro de 40 dB SPL y frecuencia de 1kHz tiene Loudness Level
de 40 phones.
Loudness de Señales no estacionarias.
El Loudness de una señal estacionaria [67] permanece constante a lo largo del tiempo,
mientras que el Loudness de una señal no estacionaria vaŕıa a lo largo del tiempo, por lo
que es habitual realizar medidas instantáneas y estad́ısticas de estos valores.




σN Desviación t́ıpica del Loudness.
N(n) Loudness excedido durante el n% del tiempo.
Las medidas instantáneas más habituales realizadas sobre el Loudness son:
Nimax Loudness instantáneo máximo,
Nimin Loudness instantáneo mı́nimo,
Nimean Loudness instantáneo medio,
σNi Desviación instantáneo t́ıpica del Loudness y
Ni(n) Loudness instantáneo excedido durante el n% del tiempo.
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2.6. Parámetros psicoacústicos.
2.6.4. Sharpness.
Este parámetro se corresponde con la sensación subjetiva de Frecuencia media del
sonido. Un sonido agudo en el que predominen las frecuencias altas tendrá un Sharpness
elevado mientras que un sonido grave en el que predominan las frecuencias bajas tendrá un
Sharpness reducido.
Cálculo del Sharpness: Los métodos utilizados para el cálculo del Sharpness son prin-
cipalmente dos: uno propuesto por E. Zwicker y otro propuesto por Aures posteriormente
para corregir los problemas detectados en las estimaciones realizadas mediante el método
anterior.
El śımbolo utilizado para el Sharpness es S y las unidades en que se mide son el
acum.
Referencia: Un ruido de ancho espectral un Bark centrado en la frecuencia de 1kHz
60 dB SPL tiene, por definición, un Sharpness de 1 acum.
Sharpness de Zwicker.
El método propuesto por Zwicker [3] para el cálculo del Sharpness se corresponde con
el cálculo del momento (centro de gravedad) del Loudness espećıfico (en escala Bark). En
los experimentos realizados por Zwicker observó que las bandas cŕıticas altas producen
un mayor Sharpness que las que les corresponde en el cálculo del momento, por lo que




N ′(z) · g(z) · z · dz
24∫
0
N ′(z) · dz
acum (2.38)
donde:
z es la frecuencia medida en escala Bark,
N ′(z) es el loudness espećıfico y
g(z) es una función ponderadora en función de la frecuencia que vale:
g(z) = 1, si z ≤ 16 (2.39)
g(z) = 0′066 · e0′171·z, si z > 16 (2.40)
La gráfica de esta función ponderadora es la que se puede ver en la figura 2.14.
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Figura 2.14: Función de ponderación del sharpness en función de la frecuencia (en escala Bark).
Sharpness de Aures.
El método propuesto por Zwicker para el cálculo del Sharpness es independiente del
nivel sonoro de la señal que se analiza. No obstante, los experimentos realizados demues-
tran cierta dependencia entre el Sharpness y el nivel sonoro de la señal. Por eso, Aures









N ′(z) el loudness espećıfico y
N el loudness total de la señal.
Sharpness de Señales no estacionarias.
Al igual que ocurŕıa con el Loudness, es habitual realizar medidas instantáneas y




σS Desviación t́ıpica del Loudness y
S(n) Sharpness excedido durante el n% del tiempo.
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2.6.5. Fluctuation Strength.
Distintos tipos de sonidos tienen asociado distintos procedimientos para calcular la
molestia que producen. Por ejemplo, en el caso de golpes contra el suelo de objetos pesados
la molestia va asociada a fluctuación [96].
Una señal coseno modulada en amplitud con otro coseno corresponde a la expresión:
s(t) = (1 +mcos(2πfmt))cos(2πfct) (2.42)
Siendo m el ı́ndice de modulación, fm la frecuencia de modulación y fc la frecuencia
de portadora.
Los sonidos representados por la ecuación (2.42) producen sensaciones diferentes cuan-
do se escuchan, dependiendo de que la frecuencia de modulación sea alta o baja. Cuando
un sonido es modulado con una frecuencia baja, la sensación percibida es la de Fluctuation
Strength (fuerza de las fluctuaciones); mientras que si la frecuencia moduladora aumenta,
el efecto producido es el de Roughness (discutido en la sección 2.6.6).
La sensación de Fluctuation Strength es la de un sonido cuya amplitud vaŕıa de forma
perceptible en el tiempo. El óıdo percibe esta sensación cuando las frecuencias modulado-
ras toman valores desde 0 hasta 20 Hz, siendo los valores en torno a 4 Hz los que mayor
sensación de fluctuación producen.
El śımbolo utilizado para Fluctuation Strength es F y su unidad de medida el vacil.
Referencia: Un tono de 60 dB SPL y frecuencia de 1kHz modulado en AM con pro-
fundidad 100% y 4 Hz de frecuencia de modulación tiene, por definición una Fluctuation
Strength de 1 vacil.
Fluctuation Strength de Zwicker.
Zwicker [3] propone un método para el cálculo de este parámetro aplicable a señales







α es un factor de proporcionalidad que dependerá de la señal que se va a
modular,
∆L representa la variación temporal del patrón de enmascaramiento, que es
la diferencia entre el máximo y el mı́nimo en el patrón de enmascara-
miento temporal. Es importante hacer notar que este parámetro no es el
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ı́ndice de modulación m utilizado en (2.42), puesto que debido a efectos
de enmascaramiento las fluctuaciones de señal realmente percibidas son
inferiores a las representadas con este ı́ndice,
fmod es la frecuencia de la señal moduladora.
Después de numeros experimentos, Zwicker, consiguió determinar el valor de la cons-
tante α y refinar la fórmula anterior para dos casos particulares de señales.
1. Ruidos de banda ancha modulados en amplitud por una señal senoidal:
FBBN =
5,8(1,25 ·m− 0,25) · [0,05 · (LBBN/dB)− 1]
(fmod/5Hz)2 + (4Hz/fmod) + 1,5
vacil (2.44)
donde:
m es el ı́ndice de modulación, (coincide con el que aparece en (2.42) aun-
que en este caso la portadora es de banda ancha),
LBBN/dB el nivel del sonido de banda ancha expresado en decibelios y
fmod es la frecuencia de la señal moduladora.








En este caso, se calcula la fluctuación en cada Bark y a continuación se obtiene el
total por integración.
De forma práctica, para aquellas señales en las que la variación temporal del patrón
de enmascaramiento en cada banda (∆L) es dif́ıcil de obtener, se recurre a estima-
ciones realizadas a través de percentiles del Loudness en la banda analizada. Una
aproximación de este parámetro es:






Siendo N’(1) el Loudness excedido durante el 1% del tiempo en la banda y N’(99)
el excedido durante el 99% del tiempo.
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2.6.6. Roughness.
Conceptualmente, el Roughness es un parámetro similar al Fluctuation Strength (ana-
lizado en el párrafo anterior), ya que mide variaciones de frecuencia o amplitud que se
produce en una señal. Sin embargo, la sensación de Roughness es muy diferente a la de
Fluctuation Strength, puesto que en el parámetro anterior se consideraban las variacio-
nes lentas de las señales y en éste se consideran las variaciones rápidas. El parámetro
Roughness toma un valor máximo cuando las oscilaciones que se producen en la ampli-
tud o la frecuencia de una señal está en torno a los 70Hz. El Roughness de los sonidos
está relacionado con la capacidad del óıdo para separar sonidos que proceden de distintas
fuentes [97].
Los primeros estudios acerca del Roughness proceden de la teoŕıa de la música cuando
Helmholtz [98] definió el término disonancia como un “fenómeno desagradable producido
cuando se suman dos tonos de frecuencias similares” en contraste con la consonancia
(asociada a sonidos agradables), aunque esta asociación requiere cierto entrenamiento en
teoŕıa de la música [99]. El Roughness fue más tarde analizado por Terhardt [100] y varios
métodos de cálculo de este parámetro fueron propuestos por Aures [5], Zwicker y Fastl [3]
y Daniel y Weber [8, 101].
Todos estos métodos se basan en la descomposición frecuencial llevada a cabo por
el óıdo humano: los sonidos se descomponen en bandas (bandas cŕıticas habitualmente)
y, mediante diferentes cálculos, se estima el Roughness en cada una de estas bandas,
obteniendo lo que se conoce como Roughness espećıfico. Finalmente se suma el Roughness
espećıfico de cada banda para obtener el valor del Roughness total.
Otra caracteŕıstica relevante de la percepción humana del sonido considerada en to-
dos los cálculos de Roughness es el efecto de enmascaramiento temporal y frecuencial.
Este efecto se ha estudiado en tonos modulados en amplitud (AM), tonos modulados en
frecuencia (FM) y señales de banda estrecha moduladas, obteniendo patrones de enmas-
caramiento para diferentes ı́ndices y frecuencias de modulación. La variación temporal
del patrón de enmascaramiento temporal se puede describir mediante la profundidad de
enmascaramiento temporal (∆L), que representa la diferencia de niveles entre el máxi-
mo y el mı́nimo en el patrón de enmascaramiento temporal. En términos generales, esta
profundidad de enmascaramiento temporal es menor que el ı́ndice de modulación de la
envolvente del sonido enmascarante debido al post-enmascaramiento.
Si consideramos el método de cálculo de Roughness propuesto por Zwicker et al. [3],
la obtención del Roughness Espećıfico en cada banda cŕıtica es proporcional al producto
de la profundidad de enmascaramiento temporal ∆L y la frecuencia de modulación fmod,
y el Roughness total se obtiene sumando los valores de Roughness Espećıfico.
Aures [5] desarrolló otro método donde el cálculo del Roughness total se realizaba de
un modo más complejo que el propuesto por Zwicker en [3], pero manteniendo el propósito
de calcular el Roughness Total a partir de la evaluación previa del Roughness Espećıfi-
co. Ambos métodos son adecuados cuando se trabaja con tonos modulados en AM y en
FM, pero proporcionan resultados no adecuados al trabajar con ruidos de banda ancha.
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Con el fin de proporcionar una medida más adecuada del Roughness, Daniel y Weber [8]
propusieron un nuevo método que ponderaba el Roughness espećıfico en función de la
correlación cruzada de los valores obtenidos en bandas adyacentes. Trabajos posterio-
res [102] han mostrado que este procedimiento caracteriza el Roughness bastante mejor
que el propuesto por Zwicker en [3], no sólo para ruidos blancos y paso banda sino también
cuando se utilizan tonos modulados en AM y en FM.
Este método de calculo de Roughness se ha convertido en un standard de facto del
cálculo de Roughness utilizado en multitud de experimentos: El modelo de calculo de
Roughness de Daniel y Weber se ha utilizado para el estudio del Roughness producido
por varias fuentes distribuidas espacialmente [103], ruidos de motor [22, 23] o el cálculo
de roughness de otros sonidos: bolas que se mueven [104], bocinas [79] y otros estudios
que analizan distintos tipos de sonidos [105, 13, 106].
Una versión fisiológica del Roughness corresponde con el ı́ndice de sincronización [107,
108, 109] y está relacionado con la sincronización de los disparos de las neuronas del óıdo.
Para calcular el ı́ndice de sincronización que produce un sonido se analizan las señales
eléctricas generadas por las neuronas asociadas a distintas bandas cŕıticas del óıdo y el
grado de correlación entre ellas.
El śımbolo utilizado para el Roughness es R y las unidad en que se mide es el asper.
Referencia: Un tono de 60 dB SPL y frecuencia de 1kHz modulado en AM con pro-
fundidad 100% y 70 Hz de frecuencia de modulación tiene, por definición, un Roughness
de 1 asper.
La mayor parte de los métodos de cálculo del Roughness están basados en la descom-
posición de los sonidos en bandas que modelan la descomposición frecuencial realizada
por el óıdo. Una vez descompuesto el sonido en bandas se aplican diversos métodos para
analizar el Roughness en cada una de estas bandas (Roughness espećıfico) y por último
se utiliza este parámetro para el cálculo del Roughness total del sonido analizado.
Roughness de Zwicker.
El primer método de cálculo de Roughness fue desarrollado por Zwicker [3], quien
propuso que el Loudness deb́ıa ser proporcional al producto entre la profundidad de en-
mascaramiento temporal (∆L) y la frecuencia de modulación de la señal (fmod):
R ∝ fmod∆L (2.47)
Como la profundidad de enmascaramiento temporal no coincide con la profundidad de
modulación de una señal, y puede variar según la banda de frecuencia analizada, se han
desarrollado procedimientos para el cálculo de dicho parámetro a partir de los percentiles
de la sonoridad que presenta la señal en distintas bandas.
De forma práctica [10], se calcula el Roughness espećıfico (en cada Bark) mediante la
expresión:
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R′(z) = 0,0003 · (fmod(z)/Hz) · (∆LE/(dB/Bark))asper. (2.48)
Donde







N ′(1) el Loudness excedido durante el 1% del tiempo en la banda,
N ′(99) el excedido durante el 99% del tiempo y
fmod(z) la frecuencia de modulación en el Bark z.
A partir del Roughness especifico, se calcula el Roughness total sumando el Roughness





Roughness de Daniel y Weber.
En 1997 Daniel y Weber [8] publicaron un nuevo método para el cálculo del Roughness
basado en los resultados de experimentos anteriores [110, 111, 112, 113, 114, 115, 116] que
estudiaban la dependencia del Roughness con:
El ı́ndice de modulación, en modulaciones de amplitud y frecuencia.
La relación entre amplitudes de la suma de dos tonos de distintas frecuencias.
Frecuencia de la portadora y tipo de modulación.
Nivel y distribución espectral de la señal
El proceso de cálculo del Roughness se corresponde con el esquema de la figura 2.15
y se puede resumir en los siguientes pasos:
Enventanado de la señal: El método de cálculo comienza con el enventanado de la
señal a analizar utilizando ventanas de Blackman de 200 ms de duración para obtener
la señal x(t).
Análisis de 47 bandas cŕıticas: Las frecuencias de análisis se extienden desde el Bark
0 hasta el bark 24. Las 47 bandas se obtienen al dividir este rango frecuencial en
bandas cŕıticas de ancho un bark con solapamiento del 50%.
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Cálculo de la excitación espećıfica en la banda i (ei(t)): Consiste en replicar la señal
x(t) atenuando cada una de sus componentes frecuenciales pero sin modificar su fase
según el siguiente criterio [117]:
Las frecuencias asociadas a la banda i no se atenúan.
Las frecuencias superiores a la banda i se atenúan en función de su distancia





Las frecuencias inferiores a la banda i se atenúan en función de su distancia
a la frecuencia de corte inferior de la banda (y teniendo en cuenta su nivel y












Obtención de parámetros de la envolvente de ei(t): La excitación espećıfica de la
banda i es una señal paso banda cuyo Roughness está asociado a su envolvente, de
la que es necesario obtener dos parámetros:
Media de la envolvente (h0,i), que es una constante.
Envolvente filtrada paso banda (hBP,i(t)). Puesto que el Roughness de una señal
modulada depende de la frecuencia de modulación, el filtrado aplicado a la en-
volvente tiene la misión de ponderar de forma adecuada cada frecuencia de
modulación. Dado que el roughness de una señal depende de la frecuencia cen-
tral de ésta, el filtro aplicado a cada banda es diferente.
Para extraer estos dos parámetros se trabaja con el módulo de la señal ei(t).
Cálculo del ı́ndice de modulación generalizado m∗i . Es el cociente de dividir la
desviación t́ıpica de la envolvente filtrada entre la media de la envolvente. El valor
máximo de este parámetro es 1 por lo que si el resultado de la operación anterior es
superior a este valor, se toma m∗i = 1. Esta limitación evita valores excesivamente








Cálculo del Roughness espećıfico en la banda i r∗i . Para esto se tiene en cuenta,
además del ı́ndice de modulación generalizado de la banda i, un factor de ponde-
ración (que depende de i) y la correlación de la envolvente en la banda i con las
envolventes de la banda i+ 2 e i− 2, según la expresión:
ri = (g(zi) ·m∗i · ki−2 · ki)2 (2.54)
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Donde g(zi) es un factor que pondera el peso de la banda en el Roughness total de
la señal y toma valores entre 0,6 y 1,1; ki−2 es la correlación entre las envolventes de
la banda i− 2 y la banda i, y ki es la correlación entre las envolventes de la banda
i y la banda i+ 2.
Cálculo del Roughness total R. Se suma el Roughness espećıfico de cada banda nor-
malizando por un factor de 0.25 para conseguir que un tono de 60 dB SPL y fre-
cuencia de 1kHz modulado en AM con profundidad 100% y 70 Hz de frecuencia de





De esta forma, en el proceso de cálculo de la profundidad de modulación de cada
canal, se tiene en cuenta que hay frecuencias moduladoras que contribuyen más que otras
al Roughness percibido y que la ponderación de estas frecuencias es diferente según la
banda que se analice.
2.6.7. Duración subjetiva.
La duración de un sonido es una propiedad muy interesante para ciertas aplicaciones
como el análisis y śıntesis de señales de voz o de música. Aunque se podŕıa pensar que
la duración no es algo subjetivo y que la duración de un sonido es el tiempo (medido
en segundos) durante el que se escucha dicho sonido, esto no es cierto para sonidos de
corta duración. Aśı pues, se debe distinguir entre la duración f́ısica de un sonido y la
sensación de duración que produce éste. Mediante experimentos se ha podido comprobar
que para sonidos de duración inferior a 100ms la duración f́ısica y subjetiva de los sonidos
no coincide, siendo mayores las duraciones subjetivas que las duraciones f́ısicas.
El śımbolo utilizado para el Duración subjetiva es D y las unidad en que se mide es
el dura.
Referencia: Un tono de 60 dB SPL y frecuencia de 1kHz con una duración de un
segundo, tiene una duración subjetiva de 1 dura.
2.7. Índices globales de calidad de sonidos.
El sonido juega un papel fundamental en la evaluación de un producto [80] y esto
hace que los fabricantes tengan cada vez más interés en el “diseño del sonido” de estos.
El carácter desagradable o molesto del sonido de un producto repercute negativamente
en su precio. Takada [118] comprobó en un estudio de mercado hecho con aspiradoras,
que aquellas que produćıan ruidos más molestos teńıan un precio inferior en un 12%
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Figura 2.15: Cálculo del Roughness de una señal utilizando el método de Daniel y Weber.
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a las menos molestas y también comprobó que el grado de molestia estaba asociado al
sharpness.
Los parámetros Loudness, Sharpness, Fluctuation Strength y Roughness se agrupan
bajo la denominaciónmedidas de calidad de sonido (Sound Quality Metrics). La utilización
de estos parámetros ofrece información psicoacústica de los sonidos prescindiendo de la
necesidad de un jurado, y esto permite reducir los errores en las medidas asociados a
factores humanos y proporciona datos con menor coste económico [12, 119].
Las medidas de calidad de sonido se han utilizado para analizar el grado de molestia
que producen diversos sonidos como una nevera [81], el aire acondicionado en el interior
de un veh́ıculo [82], el elevalunas de un automóvil [83], el tráfico urbano producido por
los automóviles [84, 73], o el ruido asociado a tranv́ıas, autobuses [85] y trenes [86], entre
otros.
Como consecuencia de este tipo de estudios se han desarrollado expresiones matemáti-
cas que proporcionan (en función las medidas de calidad de sonido) una “calificación
global del grado de molestia o agrado” como: el “Psychoacoustic Annoyance” o el “Sen-
sory Pleasantness” desarrollados por Zwicker [3]; el “perceived annoyance” descrito por
Fastl [14]; o el “Unpleasantness Scores” calculado por Ellermeier [13]. Pero la combinación
del Loudness, Sharpness, Fluctuation Strength y Roughness para conformar esta “cali-
ficación global del grado de molestia o agrado” puede variar entre distintas familias de
productos [14, 15], por lo que también se han desarrollado calificaciones globales asocia-
das a un determinado tipo de producto. En este sentido podemos encontrar: un ı́ndice
de molestia (annoyance index) [16] y un valor de agrado (pleasantness) [16] desarrollado
para aspiradoras, un ı́ndice de molestia desarrollado por la compañ́ıa AVL para ruidos de
motor [17], o un ı́ndice de molestia espećıficamente diseñado para motores diesel [18].
En el entorno automoviĺıstico, las medidas de calidad de sonido se han utilizado pa-
ra analizar parámetros que afectan a la comodidad del conductor y los pasajeros como
el booming [120] (que se produce cuando señales con reducido ancho de banda y sus
armónicos procedentes del motor se introducen en el habitáculo del veh́ıculo) o el ruido
de impacto [121] (que se produce al atravesar irregularidades en el terreno).
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El análisis en frecuencia fue introducido por Fourier al estudiar la f́ısica del calor en
1807 (aunque sus trabajos no fueron publicados hasta años más tarde [122]). La trans-
formada de Fourier permite descomponer una señal en una suma de funciones coseno
(o exponenciales complejas en el caso más genérico) de distintas frecuencias, y es espe-
cialmente útil cuando se trabaja con señales estacionarias. Si se trabaja con señales no
estacionarias, la información proporcionada por la transformada de Fourier es insuficiente
ya que indica las componentes frecuenciales de la señal pero no el instante en el que estas
aparecen. En este caso se hace necesario un análisis bidimensional de la señal llamado
análisis Tiempo-Frecuencia (TF).
El análisis TF se puede implementar realizando un análisis frecuencial sobre una venta-
na de la señal; y para ello existen dos alternativas dependiendo de la resolución espectral
necesaria en cada banda de frecuencias. Si se desea la misma resolución en altas que
en bajas frecuencias se emplean técnicas derivadas de la transformada de Fourier como
la Transformada Corta de Fourier o STFT (siglas de Short Time Fourier Transform)
[123, 124]. Si se desea mayor resolución frecuencial en las bandas de frecuencias bajas que
en las altas se emplean técnicas derivadas de la Transformada Wavelet (WT).
La primera función wavelet conocida (la wavelet de Haar) fue desarrollada por el
matemático Húngaro Alfred Haar en el año 1909 en su tesis doctoral dedicada al estudio
de sistemas de funciones ortogonales [125]. En estos primeros momentos de desarrollo de
la teoŕıa de wavelets no se utilizó la palabra “wavelet”, la función base utilizada era muy
simple y no teńıa muchas de las propiedades recomendables de las wavelets. Las primeras
aplicaciones prácticas de las wavelets corresponden al campo de la mecánica cuántica
y datan de la década de 1980 [126]. A partir de este momento la teoŕıa de wavelets se
ha desarrollado de forma muy rápida y han aparecido multitud de aplicaciones. Cuando
aparecieron las wavelets algunos pensaron en ellas como una potente herramienta que
pod́ıa dar mucho recorrido en el futuro, pero otros no vieron más que un cambio de nombre
a técnicas que se hab́ıan utilizado anteriormente [127]: análisis con Q constante [128],
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funciones de ambigüedad cruzada y banda ancha [129], banco de filtros de banda de octava
con reconstrucción perfecta [130, 131] o una variación de la descomposición piramidal
Laplaciana [132]. En cualquier caso, las wavelets aportan una unificación de todos estos
trabajos en una única teoŕıa.
Las representaciones obtenidas mediante análisis wavelet o STFT son representaciones
lineales puesto que son proporcionales a los valores que toma la señal, pero existen otro
tipo de representaciones proporcionales a la enerǵıa de la señal que reciben el nombre
de representaciones cuadráticas. Ambos tipos de representaciones están limitados por el
“Principio de incertidumbre” [133]: para mejorar la resolución temporal de un análisis
TF, se debe hacer a costa de empeorar la resolución frecuencial (y viceversa).
El análisis tiempo frecuencia que proporciona una mayor resolución en los dominios
tiempo y frecuencia es el realizado mediante la transformación de Wigner-Ville, pero
presenta el inconveniente de tener términos de interferencia elevados [134], por lo que la
mayoŕıa de los métodos de análisis tiempo-frecuencia consisten en un “suavizado” de éste.
La transformación de Wigner-Ville pertenece al grupo de transformaciones cuadráticas y
el suavizado de esta representación se puede realizar de dos formas [135]: realizando un
filtrado bidimensional (para obtener la misma resolución en bajas que en altas frecuencias,
de forma similar a la STFT), o realizando un filtrado bidimensional af́ın (para obtener
mayor resolución en frecuencias bajas que en altas de forma similar a la WT).
En este caṕıtulo se describirán en primer lugar los parámetros más importantes en el
procesado tiempo-frecuencia de señales mediante el uso de técnicas digitales como: periodo
de muestreo, longitud de la ventana, número de puntos de la transformada o solape.
El presente caṕıtulo también examina las caracteŕısticas de las distintas técnicas de
análisis tiempo frecuencia y desarrolla aquéllas que han tenido mayor aplicación en el cam-
po de la Psicoacústica. Se estudia de forma separada la problemática asociada al análisis
tiempo frecuencia discreto, debido a su gran relevancia desde el punto de vista práctico,
puesto que a menudo no es trivial trasladar conceptos desarrollados para el análisis con-
tinuo (como sucede con la operación de escalado que es la base del análisis wavelet). El
caṕıtulo está estructurado en cuatro secciones: la introducción presenta algunos conceptos
relativos al análisis TF, la siguiente sección está dedicada al análisis de señales continuas
cuyas caracteŕısticas vaŕıan con el tiempo, la sección tercera trata sobre la descomposición
de señales discretas y la última sección se centra en técnicas de procesado TF aplicadas
a Psicoacústica.
3.1.1. Representación de señales que vaŕıan en el tiempo.
Una determinada señal se puede representar de múltiples formas dependiendo de la
aplicación considerada. En la mayor parte de aplicaciones de ingenieŕıa se suelen repre-
sentar las señales en función del tiempo, aunque a la hora de analizar o diseñar sistemas
es habitual realizar representaciones en el dominio de la frecuencia, puesto que algunos
parámetros de las señales y los sistemas se caracterizan mejor en este dominio. Aśı pues,
a pesar de la infinidad de posibilidades existentes a la hora de representar una señal, las
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variables más importantes que aparecen en la naturaleza son el tiempo y la frecuencia:
el dominio temporal nos dice cómo vaŕıa la amplitud de una señal a lo largo del tiempo
mientras que el dominio de la frecuencia nos indica con qué frecuencia suceden las va-
riaciones. El puente que sirve de unión entre el dominio del tiempo y el dominio de la
frecuencia es la transformada de Fourier (TF).
En acústica y psicoacústica, el análisis frecuencial es fundamental puesto que el óıdo
realiza una descomposición de los sonidos en bandas de frecuencia. Como se verá en este
caṕıtulo, al realizar un análisis en el dominio del tiempo no se dispone de información fre-
cuencial, mientras que si se trabaja en el dominio de la frecuencia se pierde la información
temporal de la señal. Cuando se trabaja con señales no estacionarias (cuyas caracteŕısti-
cas vaŕıan a lo largo del tiempo), ni el análisis temporal ni el análisis frecuencial son
suficientes para caracterizarlas completamente siendo necesario un análisis mixto llamado
análisis tiempo-frecuencia.
3.1.2. Dominio del tiempo y dominio de la frecuencia.
La Transformada de Fourier (TF) (correspondiente a la ecuación (3.1)) y la trans-
formada de Fourier Inversa (TFI) (correspondiente a la ecuación (3.2)) establecen una
relación entre el dominio del tiempo (señal x(t)) y el dominio de la frecuencia. A la









Por lo general la transformada de Fourier es una función que toma valores complejos
(aunque en el dominio del tiempo la señal sólo tome valores reales), puesto que al observar
la ecuación (3.2) se puede comprobar que en el cálculo de la transformada de Fourier
intervienen valores complejos. Debido a este hecho, en ocasiones, las representaciones de
los espectros se deben realizar mediante dos gráficas: una de ellas representando el módulo
de la transformada de Fourier y la otra representando la fase de ésta (aunque es habitual
prescindir de la representación de la fase puesto que la información que proporciona es
dif́ıcil de interpretar).
Además, se puede demostrar [136] a partir de la ecuación (3.2) que cuando se analizan
señales reales (como la mayor parte de las señales que aparecen en la naturaleza) el módulo
de la transformada de Fourier tiene simetŕıa par y la fase tiene simetŕıa impar respecto a
la frecuencia 0, por lo que en las representaciones frecuenciales suelen aparecer únicamente
las frecuencias positivas y reciben el nombre de espectros unilaterales.
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El dominio del tiempo y de la frecuencia son dos formas alternativas de representar
una misma señal, y la transformada de Fourier permite pasar de uno a otro, aunque no
permite combinaciones de los dos dominios. Dicho de otro modo, la información temporal
se pierde en el dominio de la frecuencia, es decir, el espectro nos proporciona información
de las frecuencias contenidas en una señal y de la amplitud de cada una de ellas en la
señal pero no nos permite conocer en qué momento estas frecuencias están presentes en
la señal.
3.1.3. Frecuencia instantánea.
En una modulación FM compleja, la señal se ajusta a la expresión:
y(t) = Aejθ(t) (3.3)
consistente en un fasor de amplitud constante y frecuencia variable. En este caso, se







Este concepto de frecuencia instantánea, y la forma de calcularlo, se puede generalizar
para cualquier función compleja, puesto que puede ser escrita descomponiendo su módulo
y fase de la siguiente forma:
x(t) = A(t)ejθ(t) (3.5)
y por tanto la fórmula general para calcular la frecuencia instantánea de una señal com-







Pero este modelo únicamente es válido cuando la señal de trabajo se corresponde
con el modelo de un solo fasor cuya frecuencia y amplitud vaŕıan con el tiempo. Si la
señal de trabajo está compuesta por dos frecuencias simultaneas (f1 y f2 ), la frecuencia
instantánea calculada mediante la expresión (3.6) se corresponderá a un valor intermedio
entre las dos frecuencias. Esto hace que si se aplica este cálculo señales reales en lugar de
complejas, la frecuencia instantánea resulte ser siempre 0 (puesto que las señales reales
siempre tienen un espectro simétrico compuesto por señales de frecuencias instantáneas
positivas y negativas igualmente intensas). Por lo tanto, si se desea calcular la frecuencia
instantánea de una señal real, no se puede aplicar directamente la expresión(3.6) a la señal
sino que hay que trabajar con una versión compleja de la señal real en la que se hayan
eliminado las frecuencias negativas y que recibe el nombre de versión anaĺıtica de la señal
x(t). La versión anaĺıtica de una señal real se puede calcular mediante la expresión:
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z(t) = x(t) + jHT {x(t)} (3.7)
donde z(t) representa la versión anaĺıtica de la señal x(t) y HT representa la transfor-
mada de Hilbert (o red de desplazamiento de fase de 90o [136]).
Esta técnica ofrece muy buenos resultados para el análisis de modulaciones y ha sido
utilizada en aplicaciones como la demodulación de señales y análisis de señal de voz
[137, 138, 139].
La frecuencia instantánea definida mediante (3.4) se aplica a la expresión de la señal en
el dominio del tiempo. Pero, puesto que las señales se pueden describir en el dominio del
tiempo y de la frecuencia, podemos preguntarnos en qué instante de tiempo se produce una








En definitiva, puesto que la ecuación (3.1) y la ecuación (3.2), que permiten pasar del
dominio del tiempo al de la frecuencia y viceversa son muy similares, cualquier magnitud
definida en el dominio del tiempo será similar a otra definida en el dominio de la frecuencia,
y esta pareja recibe el nombre de magnitudes duales. El retardo de grupo es, por tanto,
la magnitud dual de la frecuencia instantánea.
3.2. Representaciones Tiempo-Frecuencia de señales
continuas.
El concepto de frecuencia instantánea es únicamente útil en los casos en los que la señal
esté formada por una sola componente espectral cuya frecuencia vaŕıa con el tiempo, y las
representaciones de frecuencia instantánea corresponden a una curva en el plano tiempo
frecuencia. Para poder trabajar con cualquier tipo de señal, donde pueden estar presentes
de forma simultánea distintas frecuencias con distintas amplitudes, es necesario sustituir
la curva asociada a las representaciones de frecuencia instantánea por superficies en el
plano tiempo frecuencia (figura 3.1), lo que matemáticamente corresponde a una función
de dos variables (Tx(t, f)) asociada a una determinada función x, que recibe el nombre
de “representación tiempo frecuencia” de la señal x (o “TFR” del inglés time-frequency
representation) .
Existe una gran variedad de representaciones tiempo frecuencia y se pueden clasificar
en dos grupos:
Representaciones tiempo frecuencia lineales: son aquellas representaciones en las
que a una combinación lineal de dos señales le corresponde a una representación
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Figura 3.1: Representación tiempo frecuencia de la señal formada por dos cosenos de ampli-
tudes 50 y 100, frecuencias 2 y 5 Hz que se extienden desde t = −2,5 a t = 0,5
(la primera) y desde t = −0,5 a t = 2,5 (la segunda). En la parte izquierda apa-
rece una representación tridimensional de la amplitud para cada punto en el eje
tiempo-frecuencia. En la parte derecha aparece la misma información representada
mediante curvas de nivel.
tiempo frecuencia igual a la misma combinación lineal aplicada a las representaciones
tiempo-frecuencia de las señales que se combinan. O expresado matemáticamente:
x(t) = c1x1(t) + c2x2(t) ⇒ Tx(t, f) = c1Tx1(t, f) + c2Tx2(t, f) (3.9)
Representaciones tiempo frecuencia no lineales son aquellas que no cumplen las
condiciones anteriores. Entre este grupo de representaciones son de especial relevan-
cia las denominadas cuadráticas por lo que el grupo se subdivide en:
Representaciones tiempo frecuencia cuadráticas son las que cumplen el prin-
cipio de superposición cuadrática:
x(t) = c1x1(t) + c2x2(t) ⇒
⇒ Tx(t, f) = |c1|2 Tx1(t, f) + |c2|2 Tx2(t, f) + c1c∗2Tx1,x2(t, f) + c2c∗1Tx2,x1(t, f)
(3.10)
Donde Tx1 y Tx2 son las representaciones tiempo frecuencia de cada una de las
dos señales que se combinan linealmente y Tx1,x2 y Tx2,x1 son representaciones
conjuntas de las dos señales. Estas representaciones conjuntas deben cumplir:
Tx,x(t, f) = Tx(t, f) (3.11)
Representaciones tiempo frecuencia no lineales y no cuadráticas son aque-
llas que no entran en ninguno de los grupos anteriores.
De todas las representaciones anteriores, las más utilizadas son las lineales y las
cuadráticas.
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Filtro paso banda
h(t)= (-t)eg






Figura 3.2: Implementación de la STFT utilizando un filtro paso banda.
3.2.1. Representaciones tiempo frecuencia lineales.
Transformada corta de Fourier (STFT).
Aunque al realizar la transformada de Fourier se pierde la información temporal y
por tanto la posibilidad de saber en qué momento se produce cada frecuencia, es posible
conocer el contenido frecuencial de un determinado instante de tiempo analizando la
transformada de Fourier en una pequeño margen de tiempo alrededor de ese instante.
Para hacer esto, lo único que se necesita es “recortar” la señal con la que se va a trabajar
para analizar únicamente un “trozo”, y esto se consigue realizando un enventanado (que
consiste en multiplicar la señal a analizar por una señal llamada ventana), que atenúe
o elimine la señal fuera del margen temporal que sea de interés. Si se realizan varios
análisis desplazando esta ventana a lo largo de todo el eje de tiempos se obtiene una
representación Tiempo-Frecuencia que recibe el nombre de Transformada corta de Fourier,
también conocida como Transformada localizada de Fourier o Transformada de Fourier de
ventana deslizante; aunque normalmente se abrevia mediante sus siglas en inglés STFT.
La transformada corta de Fourier de la señal x(t) se define como:






Siendo γ∗(t′ − t) la ventana de análisis (también llamada función de análisis) conjugada
y desplazada al instante de tiempo t′ = t. Esta ventana deberá de ser de una duración
temporal corta para de esta forma eliminar la parte de la señal que no esté próxima al
punto t.
Para aclarar el concepto de STFT, la figura 3.2 y la figura 3.3 representan dos imple-
mentaciones diferentes de esta transformada. En la figura 3.2 se puede observar como se
puede obtener la STFT de una señal filtrándola mediante un filtro paso banda centrado en
la frecuencia f y demodulando el resultado (desplazándolo en frecuencia desde la frecuen-
cia central f hasta la frecuencia central 0). La figura 3.3 representa otra implementación
de la STFT donde se ha invertido el orden de los procesos de filtrado y desplazamiento
en frecuencia: la STFT se obtiene desplazando en frecuencia la señal una cantidad −f
y a continuación filtrando el resultado mediante un filtro paso bajo. En ambos casos la
forma del filtro y su ancho de banda, corresponden a la ventana de análisis empleada en
la STFT.
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Figura 3.3: Implementación de la STFT utilizando un filtro paso bajo.
Aśı como la ecuación (3.12) muestra la forma de obtener la STFT partiendo de una
señal x(t) en el dominio del tiempo, también es posible obtener la STFT a partir del
espectro de la señal, es decir a partir de X(f). Para ello basta con realizar la siguiente
operación:




X(f ′)Γ∗(f ′ − f)ej2πf
′t
df ′ (3.13)
Siendo Γ(f), la transformada de Fourier de la ventana de análisisγ(t) y Γ∗(f ′ − f) una
versión desplazada y conjugada de esta.
En la ecuación (3.12) se puede observar que la STFT de una señal x(t) analizada
en un instante de tiempo t, solamente tiene en cuenta la parte de la señal situada en
las proximidades de t (puesto que al multiplicar por la ventana de análisis γ∗(t′ − t), se
atenúa la señal que no esté próxima a t). A la vista de esto, interesa elegir ventanas
cuya duración temporal sea pequeña para que la STFT tenga información precisa de cada
instante de tiempo, es decir obtener buena resolución temporal.
De forma similar, en la ecuación (3.13) se puede observar que la STFT de una señal
X(f) analizada en una frecuencia dada f , solamente tiene en cuenta la parte de la señal
situada en las proximidades de f (puesto que al multiplicar por la transformada de Fourier
de la ventana de análisis Γ∗(f ′ − f), se atenúa la parte de la señal que no esté próxima
a f). A la vista de esto, interesa elegir ventanas cuyo ancho espectral sea pequeño para
que la STFT indique exactamente la frecuencia existente en cada instante de tiempo, es
decir obtener buena resolución frecuencial.
De los dos párrafos anteriores se deduce que seŕıa deseable tener una buena resolución
frecuencial a la vez que una buena resolución temporal y esto se conseguiŕıa utilizando una
función de análisis que fuera estrecha en el dominio del tiempo y también estrecha en el
dominio de la frecuencia, pero el principio de incertidumbre [133] asegura que es imposible
obtener funciones de análisis con anchos temporales y espectrales tan pequeños como se
quiera: las ventanas con ancho temporal pequeño tienen el inconveniente de presentar un
ancho espectral grande y viceversa.
Evidentemente la Transformada corta de Fourier de una señal va a depender en gran
medida de la ventana de análisis que se elija. No obstante la STFT tiene, independiente-
mente de la ventana de análisis elegida dos propiedades interesantes relacionadas con las
representaciones tiempo frecuencia:
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desplazamiento frecuencial: si una señal x(t) se multiplica por un fasor de frecuen-
cia f0 su STFT se desplaza f0 en el eje de frecuencia. Lo cual se puede expresar
matemáticamente mediante:
y(t) = x(t)ej2πf0t ⇒ STFT γy(t, f) = STFT γx(t, f − f 0) (3.14)
desplazamiento temporal: si una señal x(t) se desplaza en el tiempo una cantidad t0,
su STFT se desplaza en el tiempo la misma cantidad t0 y se multiplica por un fasor
según la expresión:
y(t) = x(t− t0) ⇒ STFT γy(t, f) = STFT γx(t− t0, f)e
−j2πft0 (3.15)
transformada inversa (ISTFT): Una señal x(t) se puede recuperar a partir de su







′, f ′)g(t− t′)ej2πf
′t
dt′df ′ (3.16)
donde g(t) se denomina “ventana de śıntesis” y deberá mantener con la ventana de
análisis (γ(t)) la relación:
∞∫
t=−∞
g(t)γ∗(t)dx = 1 (3.17)
También es posible recomponer la señal x(t) a partir de muestras equiespaciadas en
tiempo y en frecuencia de la STFT γx(t, f) que reciben el nombre de coeficientes de
Gabor [140]:
Gx(n, k) = STFT
γ
x(nT, kF ) (3.18)








gnk(t) = g(t− nT )ej2π(kF )t (3.20)
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La transformada wavelet (WT).
Otra de las representaciones tiempo frecuencia lineal más importantes es la transfor-
mada wavelet en su versión tiempo frecuencia, que se define como [127]:












Donde γ(t) es lo que se conoce como función de análisis; y juega un papel similar






que aparece en la
ecuación (3.21) es una versión de ésta conjugada y desplazada en tiempo y en frecuencia.
Las funciones de análisis utilizadas en transformadas wavelet son señales paso banda (en
lugar de las señales paso bajo que se utilizan como ventanas de análisis en STFT), que
deben cumplir la condición:
∞∫
t=−∞
γ (t) dt = 0 (3.22)
Además, si se compara la expresión (3.21), que se utiliza para definir la transformada
Wavelet, con la expresión (3.12), que se utiliza para definir la STFT, se observa otra gran
diferencia: en una transformada de Fourier (3.12) la ventana se desplaza en tiempo y
frecuencia mediante la operación:
γ∗(t′ − t)e−j2πft′ (3.23)
Si nos fijamos en el desplazamiento frecuencial (que se produce mediante la multiplica-
ción por e−j2πft
′
), observamos que el espectro de la señal desplazada tiene exactamente la
misma forma que la señal original (puesto que al multiplicar por un fasor, la representación
frecuencial únicamente sufre un desplazamiento).
En un análisis wavelet (representado por la ecuación (3.21)), la función de análisis se









Si nos fijamos en el desplazamiento frecuencial (suponiendo t = 0), observamos que
además del desplazamiento se produce un ensanchamiento (si f < f0, o compresión en
caso contrario) de la función de análisis; y esto no corresponde exactamente a un despla-
zamiento del espectro de la función sino a una compresión (si f < f0, o ensanchamiento en
caso contrario). Y como la función de análisis tiene un espectro paso banda, este escalado
en la frecuencia supone también un desplazamiento de la frecuencia central del espectro
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Figura 3.4: Implementación de la WT utilizando un filtro paso banda.
















Figura 3.5: Ejemplos de filtros utilizados en la implementación de STFT (a) yWT (b) mediante
bancos de filtros. En (a) se representan 3 filtros utilizados en la obtención de
una STFT (según el esquema de la figura 3.2) de frecuencias centrales 0.5, 1 y
2 respectivamente. En (b) se representan 3 filtros utilizados en la obtención de
una WT (según el esquema de la figura 3.4) de frecuencias centrales 0.5, 1 y 2
respectivamente. En la gráfica (a) se observa que todos los filtros tienen la misma
forma mientras que en la gráfica (b) se observa que la forma del filtro depende de
la frecuencia central de éste.
de la función de análisis, aunque en este caso (a diferencia de lo que ocurre en el análisis
de Fourier) śı que se deforma el espectro de la función de análisis.
Para aclarar las similitudes y diferencias entre el análisis mediante WT y STFT, la
figura 3.4 representa una implementación de la transformada wavelet mediante un filtro
paso banda centrado en la frecuencia f . A diferencia de lo que ocurre en la figura 3.3 (que
representa una implementación de la STFT) para obtener la WT mediante un filtrado
no es necesario el uso de dos bloques (uno para seleccionar la frecuencia y otro para
seleccionar la forma del filtro), y esto hace que al variar el parámetro f para ajustar la
frecuencia se vaŕıa también la forma del filtro utilizado. De hecho, el filtro utilizado en la
STFT tiene un ancho de banda constante e independiente de la frecuencia, mientras que
el filtro utilizado en la WT tiene un ancho de banda proporcional a la frecuencia, o dicho
de otro modo, el factor de calidad del filtro “Q” (cociente entre la frecuencia central del
filtro y su ancho de banda) es constante. Por eso la WT se puede considerar como un
análisis con factor de calidad constante.
En la figura 3.5 se muestran ejemplos de filtros utilizados en las implementaciones de
STFT y WT de las figuras 3.2 y 3.4 respectivamente. En ambos casos se representan los
filtros correspondientes a las frecuencias centrales 0.5, 1 y 2. Pero mientras que en (a) se
observa que todos los filtros tienen la misma forma, en (b) la forma del filtro depende de
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la frecuencia central de éste (factor de calidad constante).
Para que la transformada wavelet se pueda utilizar en el análisis de la variación tem-
poral de las frecuencias contenidas en una señal, se requiere el uso de una función de
análisis anaĺıtica compleja (que también separa los componentes de amplitud de los de
fase) mientras que si lo que se desea es detectar discontinuidades o variaciones bruscas en
señales se utilizan funciones de análisis reales [141]. Las funciones de análisis anaĺıticas
son funciones complejas que deben cumplir que su transformada de Fourier es cero para
cualquier frecuencia negativa:
Γa(f) = 0 si f < 0 (3.25)
La transformada Wavelet tiene dos propiedades interesantes relacionadas con las re-
presentaciones tiempo frecuencia:
Desplazamiento temporal: si una señal x(t) se desplaza en el tiempo una cantidad t0,
su WT se desplaza en el tiempo la misma cantidad t0 según la expresión:
y(t) = x(t− t0) ⇒ WT γy (t, f) = WT γx(t− t0, f) (3.26)
Escalado: si una señal es escalada en el dominio del tiempo con un factor a, su transfor-
mada wavelet se escala con el inverso de ese factor (1/a) según indica la expresión:
y(t) =
√




Transformada Wavelet Inversa(IWT) y reconstrucción de señales.
En la sección (3.2.1) se definió la transformada wavelet en su versión tiempo frecuencia
mediante la expresión (3.21) aunque la forma más habitual de expresarla es la versión
tiempo escala de la transformada wavelet definida como:












donde a recibe el nombre de escala.
Comparando la expresión (3.21) con la ecuación (3.28) se puede comprobar que la
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y como se puede observar la escala y la frecuencia son inversamente proporcionales,
por lo que al observar representaciones de transformadas wavelet se debe tener presente
si son representaciones tiempo frecuencia o representaciones tiempo escala.
De forma similar a lo que ocurre con la STFT, se puede obtener una señal original
a partir de su WT. Para señales reales o sus versiones anaĺıticas, basta con considerar


















donde c es una constante que depende de la función de análisis utilizada.
Hay que tener en cuenta que la reconstrucción de señales realizada mediante la ex-
presión anterior únicamente es posible con señales que no tengan componentes continuas,
puesto que las funciones de análisis (o wavelets) son necesariamente señales paso banda
con un nivel de continua nulo (ecuación (3.22)).
Al igual que ocurre con la STFT, la WT tiene gran cantidad de información redundan-
te, y la reconstrucción de una señal se podŕıa hacer mediante la utilización de “muestras”
de esta información redundante de la WT de forma similar a la expansión de Gabor
mostrada en la ecuación (3.19). Según esta expresión, se puede reconstruir una señal
mediante el uso de unos coeficientes Gx(n, k) que se pueden obtener tomando muestras
equiespaciadas en tiempo (nT ) y frecuencia (kF ) de la STFT.
De forma similar, se puede reconstruir una señal a partir de su transformada wavelet.
Aunque en este caso, las muestras no se deberán tomar de forma equiespaciada en el eje
de frecuencias. Esto se debe a que la transformada wavelet presenta mayor resolución
temporal y menor resolución frecuencial en frecuencias altas que en frecuencias bajas,
como se puede observar en la figura 3.4 donde se interpreta la transformada wavelet como
un filtrado mediante un banco de filtros de “Q” constante. Por lo que el muestreo del eje
de frecuencias de la transformada wavelet se debe realizar según la expresión:
fj= f0α
j (3.31)
donde α es el factor que determinará si el eje de frecuencias se muestreará con mayor
o menor número de muestras (de forma similar a lo que ocurre con F en la expresión
(3.36)).
El muestreo del eje de tiempo de la transformada wavelet tampoco se debe realizar
con el mismo espaciado para todas las frecuencias, puesto que las frecuencias altas de la
transformada wavelet corresponden a filtrados de la señal (figura 3.4) realizados con filtros
de mayor ancho de banda que las frecuencias bajas. El teorema del muestreo de Nyquist
indica que las señales de mayor ancho de banda deben ser muestreadas con intervalos de
muestreos inferiores a las señales con menor ancho de banda. Por esta razón, cada una de
las frecuencias fj de la expresión (3.31) lleva asociado un tiempo de muestreo diferente y
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Figura 3.6: Puntos de muestreo del plano Tiempo frecuencia. Cada marca representa un punto
de muestreo de la STFT (a) o la WT (b) para obtener los valores Gx(n, k) de la
ecuación (3.36) (a) y los valores W (n, k) de la ecuación (3.34) (b). En (a) se ha
tomado F = 0,5 y T = 1 y en (b) se ha tomado α = 3
√
2 y T = 1.





Y teniendo en cuenta las condiciones anteriores, una señal se podrá reconstruir a partir






W (n, k)w(t, f) (3.33)
siendo:




















La figura 3.6 representa dos formas de muestrear el plano tiempo-frecuencia. En (a)
se representa el tipo de muestreo utilizado en las expansiones de Gabor para obtener
Gx(n, k) de la ecuación (3.19) con de F = 0,5 y T = 1. Y en (b) se representa el tipo de
muestreo utilizado en WT para obtener los valores W (n, k) de la ecuación (3.31) tomando
α = 3
√
2 y T = 1.
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Independencia lineal, ortogonalidad y completitud de bases.
Las ecuaciones (3.19) y (3.33) nos permiten descomponer señales mediante la combina-
ción lineal de unas funciones base, donde los coeficientes de la combinación son muestras
de la transformada corta de Fourier y de la transformada Wavelet, respectivamente. En
este tipo de descomposiciones son muy importantes desde el punto de vista matemático
las propiedades de independencia lineal, ortogonalidad y completitud de bases empleadas
[135, 142, 143, 144].
La completitud de unas bases garantiza que cualquier señal de enerǵıa finita pueda ser
expresada como combinación lineal de esas bases. En el caso de la expansión de Gabor, esta
completitud se puede conseguir haciendo que los valores de T y F en la expresión (3.36)
sean pequeños (valores positivos cercanos a 0). En el caso de las wavelets la completitud
se consigue haciendo que los valores de T en la ecuación (3.36) sean pequeños (con valores
positivos cercanos a 0) y los de α sean próximos a 1.
Si se seleccionan los valores de T , F y α como se ha indicado en el párrafo anterior,
los coeficientes de las combinaciones lineales (obtenidos mediante el muestreo de la STFT
y de la WT) contienen información redundante y suponen un sobremuestreo de la STFT
y de la WT. En este caso las bases utilizadas en la combinación lineal no son linealmente
independientes y por lo tanto los coeficientes W (n, k) y Gx(n, k) que aparecen en las
expresiones (3.19) y (3.33) respectivamente no quedan uńıvocamente definidos.
Para que las bases de la expansión de Gabor sean completas, es necesario que los
valores de T y F en la expresión (3.36) cumplan:
TF ≤ 1 (3.36)
y únicamente en el caso de que se cumpla la igualdad se consigue que los coeficientes
G(n, k) no contengan redundancia.
En cuanto a la ortogonalidad de las bases utilizadas en la expansión de Gabor cabe
indicar que si se desea conseguir una buena localización en tiempo y en frecuencia las
bases no serán ortogonales [143, 145]. Aunque se pueden realizar modificaciones en la
expansión de Gabor para conseguir que las bases sean ortonormales [144].
En cuanto a la elección de los parámetros T y α en las transformadas wavelets ocurre
algo similar a lo indicado para la expansión de Gabor: mientras α tome valores próximos
a 1 y T valores pequeños, la completitud queda garantizada, aunque ello supone que las
bases no sean ortogonales ni linealmente independientes. Pero en aplicaciones como codi-
ficación de señales o compresión, donde se busca un muestreo eficiente en el plano tiempo
frecuencia, es t́ıpico utilizar un valor de α = 2 (computación octava por octava) y un
valor de T similar a la duración temporal de la wavelet [127, 146]. En estos casos, es dif́ıcil
obtener unas bases linealmente independientes que sean a la vez completas y ortogonales.
Estos aspectos fueron estudiados por Mayat [147, 148] y Meyer [149] que desarrollaron una
completa teoŕıa matemática basada en espacios de funciones multirresolución. A partir
de esta teoŕıa Daubichies [150, 151] y otros autores han conseguido desarrollar wavelets
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que permitan la reconstrucción perfecta de señales.
3.2.2. Representaciones Tiempo-Frecuencia cuadráticas.
Tanto la STFT como la WT toman valores complejos, aunque en muchas aplicaciones
la fase no aporta información relevante y se trabaja únicamente con sus módulos. En
estos casos resulta interesante trabajar con el espectrograma y el escalograma, que son
representaciones cuadráticas asociadas a la STFT y la WT que toman únicamente valores
reales y positivos.
El espectrograma se define como:
SPECγx(t, f) = |STFT γx (t, f)|2 (3.37)
Mientras que el escalograma se define como:
SCALγx(t, f) = |WT γx (t, f)|2 (3.38)
Una de las aplicaciones más comunes del espectrograma es el tratamiento de la voz
[152], aunque también se ha aplicado al análisis de otras señales no estacionarias como
el estudio de las olas de los océanos [153] y también se está utilizando en aplicaciones
novedosas como el estudio del genoma [154] mientras que entre las aplicaciones del esca-
lograma se encuentra el estudio de ondas śısmicas [155] y principalmente la detección de
roturas [156, 157, 158].
Las dos representaciones anteriores se pueden obtener mediante un filtrado bidimensio-
nal de otra representación cuadrática más general conocida como distribución de Wigner-
















Las aplicaciones de esta distribución han sido variadas: mejora en la detección de
señales; análisis de voz, audio y acústica [160]; procesado y reconocimiento de imágenes;
análisis de señales médicas, biológicas o śısmicas entre otras [161, 135, 162].
3.3. Distribuciones Tiempo-Frecuencia discretas.
Las señales procedentes de la naturaleza son generalmente continuas, aunque debido
a los avances que se han producido en los sistemas electrónicos e informáticos de adqui-
sición y procesado de datos, es cada vez más habitual convertir estas señales continuas
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en discretas para procesarlas, representarlas o almacenarlas. Las representaciones tiem-
po frecuencia analizadas anteriormente en este caṕıtulo seŕıan dif́ıciles de implementar
(si no imposibles) mediante técnicas analógicas, puesto que requeriŕıan del uso de filtros
dif́ıcilmente realizables.
Aśı pues, la forma habitual de procesar y representar señales reales consiste en di-
gitalizarlas primero (teniendo en cuenta las restricciones impuestas por el teorema del
muestreo de Nyquist), para trabajar posteriormente con las señales discretas en lugar de
las continuas. Por esta razón, los procedimientos y definiciones realizados en las seccio-
nes anteriores para señales continuas necesitan ser redefinidos para trabajar con señales
discretas.
En esta sección se desarrollarán los conceptos de análisis tiempo-frecuencia asociados
a señales discretas y los problemas de implementación asociados a este tipo de señales.
3.3.1. Espectrograma y STFT.
Definición de STFT.
En las figuras 3.2 y 3.3, se observa cómo la STFT de una señal continua se podŕıa
implementar mediante el uso de filtros paso banda o filtros paso bajo. En el caso del
cálculo de STFT discretas, también existen dos posibilidades. La primera consiste en
dividir una señal en pequeños trozos (mediante el enventanado) y aplicar posteriormente
una transformada de Fourier a cada uno de esos “trozos” finalizando con un muestreo del
resultado en el eje tiempo y en el eje frecuencia (si se considera necesario). La segunda
posibilidad correspondeŕıa al filtrado de la señal mediante un banco de filtros y diezmar
(en caso necesario) la señal de salida de cada uno de los filtros del banco de filtros. Las dos
opciones son adecuadas para obtener representaciones de la STFT, pero la segunda opción
no permite recuperar (salvo que se usen filtros especiales) la señal original a partir de la
STFT. De ahora en adelante, nos referiremos a las dos formas expuestas para el cálculo
de la STFT como método de la ventana y método del banco de filtros respectivamente.
Cuando se usa el método de la ventana, se define la STFT de una señal discreta x[n]
de la siguiente forma:




Siendo w[n] la ventana aplicada.
En la expresión anterior, cuando se escribe STFTwx [n, λ), el uso de un corchete para
la variable n y un paréntesis para la variable λ indica que son una variable discreta y otra
continua respectivamente.
A partir de esta transformada se puede recuperar la señal original mediante la opera-
ción:
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STFTwx [n, λ)dλ (3.41)
Si, mediante el cambio de variable m′ = n + m, se reescribe la ecuación (3.40), se
obtiene:




Y esto permite escribir la STFT como una convolución:
STFTwx [n, λ) = x[n] ∗ hλ[n] (3.43)
siendo:
hλ[n] = w[−n]ej2πλ (3.44)
Si se toman ventanas (o funciones de análisis) simétricas respecto al origen de tiempos
nos encontramos con problemas prácticos si se desea trabajar en tiempo real debido a la
no causalidad, por lo que cuando se desea trabajar en tiempo real se seleccionan ventanas
simétricas desplazadas convenientemente con el fin de evitar este tipo de problemas.
Cuando se usa el método del banco de filtros es habitual trabajar con una definición





siendo la relación entre estas dos formas de definir la STFT [163]:
X̂w[n,λ) = e−j2πλnSTFTwx [n,λ) (3.46)
El propósito fundamental de la ventana en la STFT es limitar la duración de la señal a
analizar, para que sus caracteŕısticas espectrales permanezcan razonablemente constantes
en el periodo analizado. Cuando más rápidamente cambian las caracteŕısticas espectrales
de la señal que se analiza, más corta deberá de ser la ventana utilizada. Pero al igual que
ocurre con las STFT continua (como se discutió en la sección 3.2.1) cuando se disminuye
el tamaño de una ventana de una STFT discreta, su resolución frecuencial también dismi-
nuye. La elección del tamaño de la ventana deberá ser un compromiso entre su resolución
temporal y su resolución frecuencial.
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Muestreo de la STFT en tiempo y en frecuencia.
En la ecuación (3.40) se definió la STFT de una señal discreta como una función de dos
variables: el tiempo discreto (n), que se mide en muestras; y la frecuencia discreta (λ) que
se mide en ciclos por muestra. De forma práctica, la STFT, solamente se puede analizar
para un número finito de puntos en cada valor de n; y este análisis se suele realizar para
muestras equiespaciadas de la variable frecuencia.





y la Transformada Discreta de Fourier (o DFT) de una señal x[n] de duración N







kn k = 0, 1, .....N − 1. (3.48)
Se puede demostrar [163] que una señal de L muestras de duración, queda perfecta-
mente definida mediante los N muestras equiespaciadas de su transformada de Fourier
siempre que se cumpla que N ≥ L.







k = 0, 1, .....N − 1 (3.49)
Estos N valores se pueden conseguir, de forma práctica, rellenando con 0’s la señal
x[n] hasta conseguir que tenga una duración N y calculando a continuación su DFT, que
se puede obtener de forma eficiente mediante el algoritmo FFT (Fast Fourier Transform).
Por lo tanto, cada una de las señales que se producen al enventanar una señal de
duración infinita con una ventana de duración L muestras, deberá quedar perfectamente
definida mediante las N muestras de su DFT (siempre que se cumpla que N ≥ L.); y esto
nos conduce a una versión muestreada en frecuencia de la ecuación (3.41):











La transformación representada en la ecuación (3.50) contiene información redundante,
puesto que contiene un espectro para cada valor de n. También se puede demostrar [163]
que es posible recuperar la señal x[n] a partir de un muestreo en el tiempo de la ecuación
(3.50) siempre que el intervalo de muestreo R sea menor o igual que el tamaño de la
ventana L, quedando definida la versión muestreada de la STFT para señales discretas
de la siguiente forma:
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Figura 3.7: Dominio la STFT.En la parte izquierda (a) se representa el dominio de la STFT
definida en la ecuación (3.40); y en la parte derecha (b) se representa el dominio de
la STFT definida en la ecuación (3.51). La representación de la derecha se obtiene
muestreando la de la izquierda con los parámetros R=3, N=8.






Debiendo cumplirse que el tamaño de cada una de las DFT (N) sea mayor o igual que
el tamaño de la ventana utilizada (L) y este a su vez mayor o igual que el intervalo de
muestreo de la variable tiempo (R):
N ≥ L ≥ R (3.52)
Para aclarar estos conceptos, la figura 3.7 representa un ejemplo de los dominios de
las STFT definidas en las ecuaciones (3.40) y su versión discreta (3.51) (zona del plano
tiempo frecuencia en las que la STFT se encuentra definida). En la parte izquierda (a)
se representa el dominio de la STFT definida en la ecuación (3.40), donde se puede
apreciar que la función existe para cualquier valor de n natural y para valores de frecuencia
correspondientes a los números reales entre el intervalo [0 1]. En la parte derecha (b) se
representa el dominio de la STFT definida en la ecuación (3.51): en este caso la función
existe para valores de r naturales y valores de k naturales entre 0 y 7. La STFT asociada
a la representación de la derecha (b) corresponde a un muestreo en los ejes tiempo y
frecuencia de la STFT representada en la izquierda (a): el eje tiempo se ha muestreado
de 3 en 3 muestras (R = 3) y el eje frecuencia se ha muestreado dividiendo el eje de
frecuencias en 8 puntos (N = 8).
Dado que el eje de tiempo se muestrea con un periodo R y las ventanas utilizadas
tienen una longitud L( ≥ R), las distintas ventanas tienen (L− R) muestras comunes, y
este valor (L−R) se conoce como solape.
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3.3.2. Escalograma y Wavelets.
La estrecha relación existente entre una STFT y una transformada wavelet continua
queda de manifiesto cuando ambas se representan mediante bancos de filtros. La diferencia
fundamental entre estas dos transformadas radica en que los filtros que componen el banco
son de ancho de banda constante en el caso de STFT y de factor Q constante en el caso
de la transformada Wavelet.
En el caso de las transformaciones discretas, la relación entre ambas es incluso mayor:
además de la similitud que se observa cuando se comparan las estructuras de bancos de
filtros, la teoŕıa de wavelets discretas se puede desarrollar a partir de los conceptos asocia-
dos a la teoŕıa de banco de filtros de reconstrucción perfecta desarrollada a principio de la
década de 1980. De hecho, cuando se publicaron los primeros trabajos sobre wavelets, el
gran interés que despertó en la comunidad cient́ıfica no fue compartido por los diseñadores
de bancos de filtros, puesto que desde su punto de vista esta teoŕıa desarrollaba conceptos
ya conocidos. Lo cierto es que la novedad de las wavelets radica en el proceso de iteración,
puesto que los filtros utilizados en las wavelets deben de comportarse bien tras varias
iteraciones que combinen diezmado y filtrado. Y esto último añade una nueva restricción
que deben de cumplir los filtros empleados para la construcción de wavelets que no se
teńıa en cuenta cuando se diseñaban bancos de filtros: los filtros utilizados en wavelets
deben tener un número “suficiente” de ceros en la frecuencia discreta 0.5 (z=-1).
En el Apéndice 1 se analizan los bancos de filtros de reconstrucción perfecta y se
describe el modo en que se puede implementar un análisis wavelet mediante el uso de
filtros. También se estudian las relaciones existentes entre wavelets continuas y discretas.
En [164, 165] Strang realiza una revisión de la teoŕıa de wavelets a partir de los conceptos
desarrollados en el análisis mediante banco de filtros. En [166] se relacionan las wavelets
con la codificación subbanda. A continuación se presentarán las familias de wavelets más
comunes con las propiedades que las caracterizan.
El campo de aplicación de las wavelets es muy variado y existe una gran cantidad
de formas de onda utilizadas como wavelets. Que un determinado tipo de wavelet pueda
ser utilizado para una u otra aplicación depende de las propiedades que esta posea. Las
familias de wavelets más utilizadas son Haar, Daubechies, Symlets, Coiflets, Biortogonales,
Gaussianas, Sombrero Mejicano, Morlet [167], Meyer [168] y Shannon [169].
Algunas wavelets tienen “soporte compacto”, es decir, la wavelet toma valores no nulos
solamente en un rango determinado de tiempos. Esto hace que la función de análisis
esté muy localizada en el tiempo. Aunque cuando las wavelets son utilizadas para realizar
análisis tiempo-frecuencia resulta interesante no solo su localización temporal sino también
su localización frecuencial, que la enerǵıa de la wavelet esté contenida en un rango limitado
de frecuencias.
Cuando se desea realizar un análisis mediante wavelets de una gran cantidad de datos,
puede resultar interesante la existencia de un “algoritmo rápido” para el cálculo de la
transformada wavelet, y esto no es posible para todas las transformadas wavelet.
Muchas propiedades del análisis wavelet se derivan de las propiedades de las funciones
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wavelet utilizadas (Ψ(t)) y de las “funciones de escalado” (Φ(t)) (aunque esta función no
existe para todas las wavelets). Además, estas funciones, en la mayoŕıa de los casos, no se
pueden expresar mediante expresiones matemáticas anaĺıticas. Una propiedad deseable de
la función wavelet (Ψ(t)) es que sea “derivable” (pues esto garantiza que sea una función
“suave”). También es deseable que los “momentos” de la función wavelet sean nulos hasta
cierto orden.
En aplicaciones de compresión o transmisión de señales, resulta imprescindible que
la transformada wavelet sea “invertible”, es decir que se pueda recuperar la señal ori-
ginal a partir de la transformada wavelet. Para ello basta con seleccionar los filtros H0
y H1 representados en la figura 6.2 de modo que sean “biortogonales” y aśı permitir la
reconstrucción perfecta como se indica en el Apéndice 1. Si además se desea que los filtros
de reconstrucción sean idénticos a los de análisis, la condición requerida será más estric-
ta: se necesitarán filtros “ortonormales” (aunque en este caso los filtros no pueden ser
simétricos).
Algunas familias de wavelets permiten analizar señales continuas y discretas, aunque
otras solo pueden trabajar en uno de estos dos entornos.
3.4. Procesado Tiempo Frecuencia en Acústica y Psi-
coacústica.
Zwicker [3] definió un modelo de análisis espectral del óıdo basado en un banco de filtros
analógicos de tercio de octava, que posteriormente se utilizó en el estándar internacional
ISO532 [1] de cálculo de Loudness. Los filtros utilizados en este análisis tienen el mismo
factor de calidad Q por lo que se podŕıa decir que matemáticamente corresponden a un
análisis wavelet continuo.
Con la aparición de las técnicas de procesado digital, la implementación práctica del
banco de filtro de análisis utilizado en muchas aplicaciones psicoacústicas se ha realizado
mediante la STFT debido a la eficiencia computacional conseguida mediante la FFT [170,
21]. La elección de la ventana de análisis es un factor cŕıtico, pues para obtener filtros con
suficiente selectividad frecuencial en las bandas cŕıticas inferiores se necesitan ventanas
con duraciones superiores a 10 ms. Pero esta duración es excesivamente alta para ciertas
aplicaciones (por ejemplo para el cálculo del Roughness) en las bandas cŕıticas altas; y por
esta razón los productos comerciales de cálculo de parámetros psicoacústicos permiten la
elección de la duración de la ventana de análisis según la finalidad [9, 10]. Por otro lado,
las wavelets discretas presentan problemas con su selectividad frecuencial en las bandas
superiores del espectro por lo que su aplicación en psicoacústica está muy limitada. No
obstante, utilizando la teoŕıa de wavelets discretas se han desarrollado bancos de filtros
que proporcionan modelos aproximados del comportamiento del óıdo [171, 172, 173, 174].
En Psicoacústica han aparecido técnicas que mejoran la resolución de los análisis
tiempo frecuencia derivadas de la compresión de voz y de audio. Entre estas técnicas cabe
destacar wavelet packet (derivadas del análisis wavelet discreto) y warped spectrum (que
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se obtienen mediante una modificación de la STFT que consigue deformar el eje frecuencia
de forma apropiada).
Carnero [175] propuso en 1999 la utilización de wavelet packet en la codificación de
voz que tuvo aplicaciones posteriores en la codificación de música y audio en general [176,
177] y que ha sido utilizado en la mejora del los algoritmos de compresión utilizados en
MP3 [178].
El esquema de wavelet packet propuesto por Carnero, fue también empleado por Xing
[179] para desarrollar un modelo psicoacústico del óıdo, utilizado entre otras aplicaciones
para el análisis de la calidad de la voz [180].
El análisis wavelet packet está basado en la división del espectro de una señal en
bandas frecuenciales mediante el uso de wavelets discretas: una señal se descompone en
banda alta y banda baja dando lugar a dos nuevas señales que pueden ser descompuestas
sucesivamente en distintos niveles de descomposición. Las señales aparecidas en cada nivel
pueden ser descompuestas de nuevo o no, por lo que el análisis wavelet packet permite
distintas representaciones de las señales en función del árbol de descomposición escogi-
do. Partiendo del análisis de Carnero, Philippe [181] estudió la utilización de distintas
familias de wavelets en diferentes puntos del árbol, Shao estudió la utilización del modelo
psicoacústico de Carnero con distintas configuraciones del árbol de descomposición [182],
Karmakar [183] diseñó el un árbol de descomposición que se ajusta a la escala Bark y
Abid [184] utilizó distintas wavelets para adaptarse a la escala Bark y a la escala ERB.
La idea del warped spectrum (o espectro combado), que permite deformar el eje fre-
cuencia en una representación Tiempo-Frecuencia, fue introducida por Oppenheim [185]
en 1971. Evangelista [171, 172] utilizó el warped spectrum para diseñar wavelets que per-
mitieran una distribución del plano tiempo frecuencia que se ajustasen a los modelos
cocleares y perceptuales utilizados en voz y música. Smith [186] calculó los parámetros
que deb́ıa tener el warped spectrum para que se ajustase a la escala de frecuencias Bark y
a la ERB; Härmä y Painter [187, 176] describen las aplicaciones de esta técnica en audio
y acústica; y Parfieniuk y Petrovsky [188, 189] proponen un modelo del óıdo basado en la
transformada discreta de Fourier warped.
La descomposición mediante cepstrum (u homomórfica) fue introducida por Bogert [190]
en 1963. Se utiliza en aplicaciones de procesado digital de voz, por ejemplo para extraer
el pitch de sonidos vocálicos o caracteŕısticas espectrales de una señal [163, 191], ya que el
cepstrum posee propiedades interesantes para el manejo de señales periódicas [192, 193].
A continuación se describe la utilización de todas estas técnicas en psicoacústica.
3.4.1. Wavelet Packet.
La transformada wavelet discreta es una transformación donde las escalas y los des-
plazamientos tan solo pueden tomar valores basados en las potencias de dos (escalas y
posiciones diádicas). Una forma eficiente de implementar esta transformada es utilizando
filtros que, mediante una estructura de codificación sub-banda bi-canal, permiten obte-
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ner los coeficientes de la trasformada wavelet dando origen a la Fast Wavelet Transform
(FWT). En una transformación wavelet discreta, se descompone una señal en otras dos,
filtrando la original paso bajo y paso alto. El filtrado paso bajo suele ser muy similar a
la original excepto en algunos ’detalles’ (de alta frecuencia) por lo que, en términos de
wavelets, realizar esta operación de dividir una señal en sus componentes paso bajo y paso
alto se llama obtener la aproximación (A) y el detalle (D) respectivamente.
Las aproximaciones y los detalles son diezmados dando origen al vector de coeficien-
tes de la aproximación (cA) y al vector de coeficientes del detalle (cD). Es importante
distinguir entre detalle o aproximación de nivel N (DN o AN) y coeficientes del detalle
o la aproximación de nivel N (cDN o cAN) puesto que la aproximación tiene el mismo
número de muestras que la señal original mientras que los coeficientes tienen un numero
menor de muestras porque en cada nivel se produce un diezmado.
Teóricamente, el proceso se podŕıa repetir indefinidamente pero en realidad solamente
se puede hacer hasta que únicamente quede una muestra. En la práctica se elige el número
de iteraciones en función de la complejidad de la señal con la que se esté trabajando. La
descomposición wavelet packet es una generalización de la descomposición wavelet que
permite ampliar el estudio que se realiza mediante wavelets.
Mientras que en un análisis wavelet se descompone una señal en aproximación y detalle
y a continuación se puede volver a descomponer únicamente la aproximación, con el uso
de wavelet packet se puede descomponer en cada nivel tanto la aproximación como el
detalle.
El análisis de señales mediante Wavelet Packet permite seleccionar la resolución tem-
poral y frecuencial para distintas zonas del espectro. En cuanto a la función Wavelet a
utilizar, se dispone de un amplio abanico de señales; pero entre todas ellas, la familia de
wavelets que mejor preserva la selectividad en frecuencia a medida que aumenta el núme-
ro de niveles es la de Daubechies [175]. El número de niveles necesarios en la Wavelet
Packet depende de la resolución frecuencial que se desee alcanzar teniendo en cuenta que





La figura 3.8 representa el árbol de descomposición utilizado por Carnero [175] en la
compresión de señales de voz. Al utilizar una frecuencia de muestreo de 16 kHz basta con
un nivel de descomposición de 6 niveles para alcanzar una resolución en frecuencia de 125
Hz en las bandas más bajas.
Con este esquema se consigue dividir el espectro de la señal en 21 bandas, que corres-
ponden aproximadamente a bandas cŕıticas en la escala Bark.
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Figura 3.8: Descomposición wavelet packet. Los números entre paréntesis indican el nivel de








Figura 3.9: Bloque elemental utilizado en warped spectrum.
3.4.2. Warped Spectrum.
La escala frecuencial utilizada habitualmente en procesado digital de señales es lineal
en relación con la escala Herciana, y por tanto la resolución frecuencial es uniforme en
toda la escala de frecuencias comprendidas entre la frecuencia mı́nima representable (0Hz)
y la máxima (la mitad de la frecuencia de muestreo).
Esto se debe a que el bloque fundamental en cualquier diseño digital es el retardador
unitario z−1, que retarda por igual cualquier frecuencia (una sola muestra). Por lo tanto,
al hacer la transformada de Fourier se obtiene un conjunto de puntos que representan el
contenido frecuencial de una señal en puntos equidistantes en frecuencia.
Una forma sencilla de trabajar con escalas que no estén relacionadas linealmente con
la frecuencia Herciana, es sustituir el retardador de una muestra por un bloque diferente
que permita transformar una escala lineal de frecuencias en otra no lineal, y este bloque
puede ser un filtro paso todo de primer orden como el representado en la figura 3.9, cuya
función de transferencia es:
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Figura 3.10: Filtrado mediante la técnica de warped spectrum.
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Si se sustituye un retardador por este filtro paso todo, al realizar una operación como
la de filtrado, en lugar de trabajar con x[n], x[n-1] x[n-2] ... x[n-N], se trabajará con la
salida de N de estos sistemas situados en cascada w0, w1, w2, ..., wN .
De modo que si se combinan los valores de w0, w1, w2, ..., wN de la misma forma que
se combinaŕıan los valores de x[n], x[n-1] x[n-2] ... x[n-N], para filtrar la pulsación ω tal y
como se muestra en la figura 3.10, la frecuencia que en realidad se estará filtrando es:
ω′ = arctan
(1− λ2)sen(ω)
(1 + λ2) cos(ω)− 2λ (3.55)
donde ω = 2πf/fs siendo fs la frecuencia de muestreo.
Es decir, ω en escala Herciana, se transforma en ω′ en la nueva escala Warped.
Se puede observar en la figura 3.11 que el valor que tome λ determinará la conversión
de frecuencias que se pretende conseguir, de modo que si este parámetro es negativo la
conversión consistirá en un ensanchamiento de las frecuencias altas y una compresión
de las frecuencias bajas, mientras que si dicho parámetro es positivo, el proceso será el
inverso, comprimiéndose las frecuencias altas y ensanchándose las frecuencias bajas, y
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Figura 3.12: Obtención de un espectro combado.
sólo en el caso de λ = 0 no se realizará ninguna conversión de frecuencias, ya que eso
corresponde a D(z) = z−1.
Se puede obtener un espectro en el dominio Warped aplicando una FFT a la salida
de una cadena de filtros paso todo, tal y como se muestra en la figura 3.12. El número
de bloques paso todo que componen la cadena (N), determinará el número de puntos
obtenidos al hacer una FFT (N+1).
Las aplicaciones de estos espectros Warped son muy variadas, aunque se debe de tener
en cuenta que debido a la utilización de filtros IIR, no se puede utilizar en aplicaciones
donde se necesite reconstruir las señales a partir de estos espectros.
Si se quiere convertir una escala lineal de frecuencias en una escala que se aproxime a









Que ofrece el valor de λ en función de la frecuencia de muestreo utilizada en la digi-
talización de la señal analógica.
Al aplicar un filtro paso todo a una señal se aplican desfases diferentes a las distintas
frecuencias que la componen. Los desfases asociados a cada frecuencia distinta se pueden




Como resultado, las frecuencias altas prácticamente no sufren ningún retraso compa-
radas con las bajas, que sufren un retraso de entre 0’5 y 1 ms por cada filtro paso todo.
El efecto de estos retrasos desiguales se puede considerar despreciable cuando el número
de filtros paso todo utilizados es pequeño, pero se puede convertir en un inconveniente
importante cuando se utilizan una cantidad elevada de estos filtros.
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Figura 3.13: Diagrama de bloques de la descomposición cepstrum de la señal x(t).
( )nx
( )fX ( )fX̂
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Figura 3.14: Diagrama de bloques de la descomposición cepstrum de la señal x[n] mediante la
Transformada Discreta de Fourier.
3.4.3. Cepstrum.
El cepstrum complejo de una señal continua muestreada se puede calcular mediante
el diagrama que aparece en la Figura 3.13: primero hay que calcular la transformada z
(X(z)) de la señal x[n] con la que se va a trabajar; a continuación se calcula el logaritmo
de X(z) para obtener X̂(z); y por último se calcula la transformada z inversa de X̂(z). El
resultado, representado por x̂[n] recibe el nombre de cepstrum complejo de x[n] (aunque
habitualmente consiste en una secuencia real). El atributo “complejo” se utiliza para
distinguirlo del cepstrum real, consistente básicamente en las mismas operaciones que el
anterior, pero eliminando la parte imaginaria de X̂(z) para calcular x̂[n].
A pesar de que el cepstrum complejo de una señal se calcula utilizando la transformada
z, las implementaciones prácticas de esta transformación utilizan la transformada discreta
de Fourier (o su implementación más eficiente FFT) [163].
El diagrama de bloques asociado a la implementación práctica del cálculo del cepstrum
mediante el uso de la FFT es el que se presenta en la Figura 3.14.
Cepstrum de una convolución.
“El cepstrum complejo de la convolución de dos señales es la suma de los cepstrum
complejos de cada uno de ellas”. Esta propiedad se puede demostrar fácilmente a partir
de la definición de cepstrum y partiendo de la convolución de dos señales:
x[n] = x1[n] ∗ x2[n], (3.58)
entonces su transformada de Fourier será:
X(z) = X1(z) ·X2(z), (3.59)
y el logaritmo de la transformada:
X̂(z) = log{X1(z) ·X2(z)} = log{X1(z)} + log{X2(z)} = X̂1(z) + X̂2(z). (3.60)
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Con lo que la transformada “z” inversa queda:
x̂[n] = x̂1[n] + x̂2[n], (3.61)
Cepstrum de varias deltas equiespaciadas.
Si se considera el calculo del cepstrum de la señal:
c[n] = a0δ[n] + a1δ[n−N ] + a2δ[n− 2N ], (3.62)
cuya transformada z es:
C(z) = a0 + a1z
−N + a2z
−2N = a0(1− αz−N)(1− βz−N), (3.63)
y donde α y β pueden ser únicamente numeros reales o una pareja de números com-
plejos conjugados.
Al calcular el logaritmo de C(z) obtenemos:
Ĉ(z) = log(a0) + log(1− αz−N ) + log(1− βz−N), (3.64)

















Por lo que el cepstrum complejo del tren de pulsos c[n] es:
ĉ[n] =
{







δ[n− kN ] , si n > 0 (3.66)
y esto es un conjunto de deltas localizados en instantes de tiempo múltiplos del periodo
de la señal.
La expresión anterior se puede generalizar diciendo que: “ una señal formada por
un conjunto de varias deltas con distintas amplitudes y separadas entre si N muestras
presenta un cepstrum formado por varias deltas separadas entres si N muestras”.
Cepstrum de una señal periódica.
Una señal periódica se puede escribir como la convolución:
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y[n] = p[n] ∗ c[n]. (3.67)
Siendo c[n]. un tren de deltas y p[n] la forma de onda asociada al patrón que se repite
periódicamente. Por lo que el cepstrum de la señal periódica será:
ŷ[n] = p̂[n] + ĉ[n]. (3.68)
Y como el cepstrum de una señal periódica (ĉ[n]) está formado por deltas situadas en los
múltiplos del periodo de repetición de la señal, resulta sencillo obtener p̂[n] a partir de
ŷ[n] simplemente eliminando aquellas deltas que aparecen en los múltiplos del periodo de
la señal.
Además, puesto que el cepstrum de una señal (c[n]) compuesta por deltas equiespa-
ciadas y de distinta amplitud también está formado por deltas situadas en los múltiplos
del periodo de la señal, el método descrito también se puede utilizar para recuperar el
patrón de repetición de señales donde éste se repita con amplitud variable. Este tipo
de señales (que en esta tesis se han denominado “señales Cuasiperiódicas”) se pueden




akδ[n− kN ]. (3.69)
A modo de ejemplo, la Figura 3.15 muestra un sonido formado mediante la convolución
entre una señal patrón p[n] y tres impulsos localizados en los instantes n = 0, n = 36 y
n = 72 con amplitudes respectivas 1, 0,9 and 0,95. La figura muestra también el cepstrum
de cada una de las señales utilizadas para formar el sonido.
Como se puede observar en la Figura 3.15, el cepstrum complejo de la convolución entre
la señal patrón p[n] y c[n] corresponde a la suma de sus respectivos cepstrum complejos.
De los apartados (d) y (f) del gráfico podemos afirmar que el cepstrum complejo de p[n]
(p̂[n]), se puede extraer a partir del cepstrum complejo de la señal total y[n] (ver ecuaciones
(3.67)-(3.68)) simplemente eliminando los picos que aparecen en el lado derecho. Si se tiene
en cuenta que el cepstrum complejo de la señal c[n] decae al menos tan rápido como 1/|n|,
(ecuación 3.66), otro método por el que se puede conseguir una aproximación del cepstrum
de p[n] consiste en eliminar todas aquellas muestras de ŷ[n] alejadas del origen.
3.5. Comparativa Técnicas TF
Las prestaciones de cada método de análisis TF dependen de la aplicación a que se
destinen. En una representación gráfica Tiempo-Frecuencia bidimensional, los análisis
TF cuadráticos proporcionan resultados de fase nula, lo que supone una ventaja en la
representación de los resultados. Sin embargo estas representaciones cuadráticas no son
adecuadas para el procesado o almacenamiento de señales no estacionarias puesto que al
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Figura 3.15: Sonido formado mediante la repetición de una señal patrón a intervalos regulares
de tiempo. En la parte izquierda del gráfico y de arriba hacia abajo se representa:
(a) patrón p[n], (b) deltas equiespaciadas c[n] y (c) sonido resultante de la convo-
lución y[n] = c[n] ∗ p[n]. En la parte derecha y de arriba hacia abajo los gráficos
(d),(e) y (f) corresponden al cepstrum de (a), (b) y (c) respectivamente.
eliminar la información de fase la reconstrucción de la señal original a partir de los datos
del análisis es prácticamente imposible.
Por otro lado, la escala de frecuencias logaŕıtmica (asociada a la WT) representa
mejor las escalas de frecuencias utilizadas en Psicoacústica que la escala lineal (asociada
a la TF) puesto que modela mejor la escala de frecuencias del óıdo humano. En cuanto
a la complejidad computacional asociada a cada una de estas escalas, en ambos casos
existen algoritmos rápidos de cálculo, pero al utilizar escalas logaŕıtmicas la transformada
Wavelet Discreta presenta una gran rigidez a la hora de descomponer las señales en bandas
de frecuencias cuyos anchos de banda solo pueden tomar valores relacionados mediante
potencias de 2. Para utilizar wavelets con anchos de banda arbitrarios se debe trabajar
con Wavelets continuas que computacionalmente son menos eficientes.
Algunas técnicas de análisis como wavelets continuas, wavelet paquet o warped spec-
tum consiguen buenas aproximaciones de la escala auditiva humana, lo que ha permitido
grandes avances en procesado y compresión de audio. Pero si se desea realizar un análi-
sis psicoacústico con precisión, la única opción es implementar los filtros normalizados
asociados a las escalas psicuacústicas, para lo que las técnicas más convenientes son las
asociadas a las Transformadas de Fourier. Además, los modelos psicoacústicos norma-
lizados se han implementado en base a estos filtros analógicos, por lo que para poder
contrastar resultados experimentales con los existentes en la bibliograf́ıa se hace necesario
utilizar los mismos modelos.
El análisis mediante cepstrum se ha destacado en este caṕıtulo porque permite obtener
las caracteŕısticas espectrales de los ruidos generados por el motor de un veh́ıculo. Estas
caracteŕısticas se utilizaran en el caṕıtulo 4 como base para desarrollar un modelo de
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generación de señales de motor sintéticas cuyos parámetros psicoacústicos se analizarán
en el caṕıtulo 5.
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Caṕıtulo 4
Modelado de ruido de motor
4.1. Introducción.
Con el fin de realizar un estudio psicoacústico aplicado al ruido producido por el motor
de un veh́ıculo, nos hemos centrado en dos tipos de ruido: el ruido de combustión y el
ruido de escape.
Para evaluar el grado de molestia o satisfacción del sonido de un determinado producto
es necesario trabajar con un gran número de muestras de estos sonidos; y esto se convierte
en una tarea tediosa cuando los sonidos son dif́ıciles de generar. Este es el caso de los ruidos
de motor, cuando en un diseño se pretenden estudiar los distintos sonidos que produce,
puesto que se hace necesario realizar variaciones en sus parámetros de funcionamiento o
incluso en la cámara de combustión de éste [194, 195, 196].
Además, si se desea utilizar estos sonidos en experimentos con parámetros psicoacústi-
cos controlados (Loudness, Roughness, Sharpness o Fluctuation Strength [3]) nos encon-
tramos con un problema adicional: la variación de un parámetro del motor provoca va-
riaciones en todos los parámetros psicoacústicos simultáneamente siendo imposible aislar
uno de ellos.
Con el fin de dar una solución a este problema se han desarrollado modelos y progra-
mas informáticos capaces de sintetizar este tipo de ruidos [197, 20, 198], obteniendo de
esta forma un gran número de señales sin tener que recurrir a la grabación de sonidos
reales. Entre los modelos anteriores, destaca el propuesto por Feng [20] puesto que fue
espećıficamente diseñado para analizar los parámetros psicoacústicos (especialmente el
Roughness) producido por las señales de motor.
En este caṕıtulo se va a desarrollar un nuevo modelo que permita generar señales
sintéticas de combustión y de escape a partir del análisis de señales de motor reales y de
su mecanismo de generación.
Según Anderton [199], las caracteŕısticas del ruido producido por un motor de combus-
tión interna se pueden explicar a partir de un modelo lineal en el que se deben considerar
las fuerzas que actúan como entradas del sistema (combustión y mecánicas) y la respues-
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ta del sistema (desde el punto de vista de transmisión de vibraciones y de radiación de
ruido).
En el interior del cilindro de un motor se producen variaciones de presión en el rango
de frecuencias audibles, con niveles de presión superiores a 200 dB, que son atenuados
por el bloque de motor entre 80 y 150 dB. El ruido producido de esta forma se conoce
como “ruido de combustión”. Desde el punto de vista mecánico, el bloque del motor se
puede modelar como un conjunto de masas, muelles y amortiguadores [199], que al ser
combinados entre si forma un sistema que puede ser considerado lineal e invariante en el
tiempo (LTI) [200, 201].
En el caso del ruido de escape este se forma mediante la excitación del sistema de
escape del motor por la señal procedente de la válvula de escape de los cilindros del
motor [202, 203, 197].
En ambos casos los ruidos generados se pueden modelar como la superposición de una
señal periódica con ligeras variaciones (que hemos llamado modelo Cuasiperiódico) y un
ruido coloreado.
Tras esta introducción, el caṕıtulo comienza con un análisis de los ruidos de combustión
y de escape, a continuación se describe el modelo de Feng, posteriormente se propone un
nuevo modelo para sintetizar señales de motor y se comparan señales reales con otras
sintéticas para probar la validez del modelo. Por último se realiza un análisis frecuencial
de los distintos modelos de śıntesis de señal que permitirán (en el caṕıtulo siguiente)
evaluar los parámetros psicoacústicos de las señales sintéticas.
4.2. Ruido producido por un motor
Esta sección está dedicada al análisis de los sonidos producidos por un motor y su
proceso de generación con el fin de sentar las bases de un modelado T-F de este tipo de
ruidos.
4.2.1. Presión en el interior de un cilindro.
En el análisis del ruido generado por la combustión, se considera que la fuente de ruido
es la presión existente en el interior de los cilindros, y el sistema que transforma ese ruido
(que se puede considerar lineal [204, 205, 206]) está compuesto por la estructura metálica
que envuelve la cámara de combustión y los elementos f́ısicos existentes en el entorno del
motor y del punto de recepción.
El modelo de onda simplificado propuesto por Anderton [207] correspondiente a la
presión existente en el interior de un cilindro, consiste en un tramo creciente (formado
por un trozo de señal coseno) y otro decreciente (formado por otro trozo de señal coseno
de amplitud distinta al anterior) según la expresión:
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si 0 ≤ t < T0
(4.1)
Donde P0 es el valor máximo que tiene la presión en el interior del cilindro, T0 es
el tiempo que transcurre desde que la presión tiene valor 0 hasta que alcanza su valor
máximo (que coincide con el tiempo que transcurre desde el máximo de presión hasta que
vuelve a valer 0); c es el cociente entre la amplitud del coseno que forma la parte izquierda
de la señal (el tramo creciente) y la amplitud del coseno de la parte derecha de la señal
(el tramo decreciente).
La presión en el interior de un cilindro en un motor diesel es diferente a la que existe
en un motor de gasolina, puesto que en el motor diesel se introduce el combustible en el
interior del cilindro en un punto próximo al Punto Muerto Superior del ciclo de compresión
y esto produce un aumento brusco de la presión en este instante. En los motores de
gasolina este incremento no se produce y ello equivale a sustituir el parámetro c por el
valor constante 1.
La descomposición frecuencial de la señal de presión en el cilindro, se puede obtener

























La figura 4.1 es una representación de la variación de la presión en el interior de un
cilindro de un motor que gira a 1000 revoluciones por minuto y de su transformada de
Fourier (según el modelo de Anderton [207]) . La presión máxima alcanzada en el interior
del cilindro en este ejemplo es de 100 bares y las distintas gráficas corresponden a distintos
valores del parámetro c. La duración de la señal de presión (2T0) corresponde a la sexta
parte de un ciclo de motor (720o o 2 revoluciones de motor); y esto se aproxima bastante
bien a la presión en el interior de los cilindros de un motor de cuatro tiempos a carga
máxima.
La figura 4.2 representa la variación a lo largo del tiempo de una señal de presión real,
capturada en el interior de un cilindro de un motor diesel de cuatro tiempos que gira a
3000 revoluciones por minuto. La señal representada se repite cada 0.04 segundos, lo que
corresponde a una frecuencia 25Hz. Este valor de 25 Hz se obtiene dividiendo entre 2 el
régimen de giro del motor medido en RPM (puesto que se necesitan 2 revoluciones para
completar un ciclo) y dividiendo el resultado entre 60 (para pasar de ciclos por minuto a
ciclos por segundo).
Las señales periódicas concentran su potencia en los armónicos de la frecuencia fun-
damental de la señal, que en el caso de la señal mostrada en la figura 4.2 es de 25 Hz,
como se puede apreciar en la figura 4.3 donde se representa su transformada de Fourier.
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Figura 4.1: Representación del modelo de Anderton [207]de la presión en el interior del cilindro
de un motor de cuatro tiempos girando a una velocidad de 1000 R.P.M. para
distintos valores de salto de presión. La parte izquierda representa la variación de
la presión en función del ángulo de giro del motor mientras que la parte de la
derecha representa la densidad espectral de enerǵıa del sonido producido por un
solo ciclo de la presión en el interior del cilindro.
















Figura 4.2: Representación de la presión en el interior de uno de los cilindros de un motor
diesel de 4 tiempos funcionando a 3000 revoluciones por minuto con una inyección
de combustible de 28mm3.
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Figura 4.3: Representación de la composición frecuencial de la señal de la figura 4.2 en dos
bandas de frecuencias (a) para frecuencias entre 0 y 2000 Hz (b) para frecuencias
entre 8000 y 10000 Hz.
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Figura 4.4: Ampliación de la señal mostrada en la figura 4.2 durante los 5 milisegundos alre-
dedor del máximo superponiendo los cuatro primeros periodos.
Si se observa con detalle la gráfica (a) de la figura 4.3 se podrá comprobar que entre
dos armónicos consecutivos el espectro no se hace nulo . Esto indica que la señal no es
exactamente periódica (a pesar de su apariencia), sino que está mezclada con ruido de un
nivel muy reducido.
Por otra parte, al observar la gráfica (b) de figura 4.3, espectro comprendido entre
8000Hz y 10000Hz, se observa, además de un menor nivel de la señal, un aumento del
ruido, que supone una distribución que difiere bastante de la estructura de armónicos
correspondiente a las señales periódicas, puesto que la potencia no se concentra en los
múltiplos de la frecuencia fundamental. Aśı pues, se pude decir que las frecuencias bajas
de la presión en el interior del cilindro se repiten de forma periódica mientras que las
frecuencias altas de esta señal de presión no se repiten de forma estrictamente periódica.
En la figura 4.4 se han representado de forma superpuesta los diferentes ciclos de
la señal que aparece en figura 4.2 para analizar lo que ocurre en las proximidades de los
máximos. Se observa que alrededor del máximo se producen unas oscilaciones debidas a la
combustión que son ligeramente diferentes en los distintos ciclos de la señal de presión de
motor. Esto se debe a que la combustión en el interior del cilindro no es exactamente igual
en todos los ciclos puesto que depende de la distribución de las part́ıculas de combustible
en el interior de éste. En la figura 4.4 también se observa que, aunque el instante en el
que se inician las oscilaciones es prácticamente idéntico en todos los ciclos, la forma de
las oscilaciones difiere entre los distintos ciclos.
La figura 4.5, que representa el contenido espectral de los ciclos mostrados en la figura
4.4, confirma que, aunque todas estas oscilaciones tienen una frecuencia aproximada de
10kHz, tiene un gran ancho de banda y la forma exacta de la onda vaŕıa ciclo a ciclo.
La forma de la onda de presión en el interior del cilindro depende de parámetros de
funcionamiento del motor como la cantidad de combustible inyectado en la cámara de
combustión. La figura 4.6 representa la forma que tiene la onda de presión para distintos
valores de inyección de combustible: 0mm3, 28mm3 y 68mm3. Cuando la inyección de
combustible es de 0mm3 el motor no gira por śı mismo (puesto que en su interior no se
produce la combustión que proporciona la potencia necesaria para moverlo) sino que es
movido por una fuerza externa a él. En este caso particular, se observa que no se producen
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Figura 4.5: Representación espectral de las señales que aparecen en la figura 4.4.

















Figura 4.6: Representación de un periodo de la presión en el interior de uno de los cilindros
de un motor diesel de 4 tiempos funcionando a 3000 revoluciones por minuto con
una inyección de combustible de 0mm3, 28mm3 y 68mm3.
estas oscilaciones alrededor del máximo de presión y la comparación de esta señal con el
resto se utiliza para comprobar el efecto que produce la combustión. En este caso, la
variación de la presión se debe únicamente al movimiento del pistón en el interior del
cilindro. Las gráficas de la presión en el interior del cilindro correspondientes a valores de
inyección de combustible 28mm3 y 68mm3 se pueden descomponer como la superposición
de dos señales: una asociada al movimiento del pistón en el interior del cilindro (que vaŕıa
suavemente y coincide con la gráfica asociada a 0mm3 de inyección) y otra asociada al
incremento de presión que produce la explosión del combustible (contiene las variaciones
rápidas de presión).
Para ver más en detalle las diferencias entre esta señales, la figura 4.7 representa el es-
pectro de los tres ciclos mostrados en la figura 4.6 (con distinta inyección de combustible).
Aqúı se puede apreciar que mientras que el espectro de la señal asociada a una inyección
de combustible de 0mm3 no contiene frecuencias altas, las otras śı que las contienen. Es-
tudios exhaustivos con distintos valores de inyección, de carga y de velocidad asocian el
ruido de combustión a valores de frecuencia superiores a 800 Hz [195, 208], ya que para
frecuencias inferiores la variación de la presión se debe únicamente al movimiento del
pistón.
Esta observación nos permite representar las señales de presión descompuestas en
altas frecuencias y bajas frecuencias como se muestra en la figura 4.8. Aunque las altas
frecuencias presentan unos niveles muy reducidos en comparación con las bajas, pueden
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Figura 4.7: Transformada de Fourier de las señales representadas en la figura 4.6.



































Figura 4.8: Filtrado paso bajo (a) y paso alto (b) con frecuencia de corte de 1000Hz de las
señales representadas en las figuras 4.6 y 4.7.
ser de gran ayuda para localizar el instante de tiempo en el que se produce la combustión
puesto que están muy localizadas en el dominio temporal.
Una comparación más detallada entre las tres ondas mostradas en las figuras 4.6 y
4.7 permite utilizar técnicas de análisis temporal y frecuencial para separar la señal de
presión en el interior de un cilindro en tres señales diferentes [209], asociadas también a
procesos f́ısicos diferentes:
Señal pseudo-motriz: debida al movimiento del pistón en el cilindro, con independencia
de la existencia o no de combustión, está compuesta únicamente por frecuencias
bajas (señal con inyección 0mm3).
Señal de combustión: es la responsable del movimiento del motor puesto que le pro-
porcionan casi la totalidad de la enerǵıa mecánica que se extrae del motor. También
está formada por frecuencias bajas, pero en este caso se deben a la combustión.
A diferencia de la Pseudo-motriz, su valor aumenta al aumentar la cantidad de
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Figura 4.9: Descomposición de la presión en el interior de un cilindro, al que se le inyectan
28mm3 de combustible, en 3 señales.
combustible en la cámara de combustión.
Señal de resonancia de la cámara de combustión: se produce debido a la distribu-
ción irregular de los gases que en el proceso de combustión excitan los modos de
resonancia del cilindro y corresponden a las frecuencias altas de la señal de combus-
tión.
La figura 4.9 muestra cómo se puede descomponer la presión en el interior de un
cilindro al que se le inyecta en cada ciclo 28mm3 de combustible en estas tres señales. Si
se descompone la presión en el interior del cilindro en tres bandas de frecuencia obtenemos
las gráficas que aparecen en la figura 4.10; se observa que, mientras las bajas y medias
frecuencias se repiten de forma bastante regular, las altas frecuencias (asociadas a la
“resonancia de la cámara de combustión”) se suceden de forma bastante irregular.
Las técnicas de representación Tiempo-Frecuencia como espectrogramas y escalogra-
mas son de gran utilidad en el análisis de estas señales. La utilización la wavelet continua
de Shanon que aparece en la figura 4.11, proporciona el escalograma de la figura 4.12.
La figura 4.12 muestra la presión en el interior de un cilindro al que se le inyectan en
cada ciclo 28mm3 de combustible (gráfica (a)) y dos escalogramas de esta señal: un escalo-
grama para valores de escala comprendidos entre 1 y 100 (gráfica (b)); y otro escalograma
para valores de escala comprendidos entre 1 y 10 (gráfica (c)). Los colores asociados a
cada nivel corresponden a escalas logaŕıtmicas. Hablando en términos de frecuencia, la
gráfica (b) correspondeŕıa a un análisis entre 50 kHz y 0.5 kHz mientras que la gráfica
(c) correspondeŕıa a un análisis entre 50 kHz y 5 kHz. En las representaciones anteriores
se han situado las escalas más pequeñas en la parte superior de las gráficas para que en
términos de frecuencia los valores más altos aparezcan en la parte superior.
Del análisis de estos escalogramas se pueden extraer las siguientes conclusiones:
- El contenido frecuencial de la señal en bajas frecuencias se repite ciclo a ciclo mientras
que en las altas frecuencias existen variaciones entre los ciclos, tanto en amplitud como
en frecuencia.
- En el momento en que se produce la combustión aparece una señal de aproximada-
mente 10 kHz (a = 5) cuya frecuencia disminuye casi linealmente.
92 Andrés Camacho Garćıa
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Figura 4.10: Descomposición de la presión en el interior de un cilindro, al que se le inyectan
28mm3 en tres bandas de frecuencias: se han representado como bajas frecuen-
cias aquéllas inferiores a 400Hz, medias frecuencias las comprendidas entre 400 y
5000Hz y altas a aquéllas que superan los 5000Hz.


























Figura 4.11: Representación temporal y espectral de la wavelet de Shanon (Ψ(t) =√
fbsinc (fbt) e
j2πfct) con parámetros Fc = 50000 Fb = 5000.
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4.2. Ruido producido por un motor






















0 0.02 0.04 0.06 0.08 0.1 0.12 0.14
50
100











Figura 4.12: Escalograma de la presión en el interior de un cilindro, al que se le inyectan
28mm3 de combustible.
- Aparecen varias ĺıneas verticales entre dos ciclos consecutivos, que se deben a la
apertura y cierre de las válvulas del cilindro.
4.2.2. Ruido de combustión.
El ruido de combustión tiene su origen en el proceso de combustión de gases que
se produce dentro de los cilindros de un motor y es una de las fuentes que más ruido
produce en el interior del veh́ıculo [205, 210]. El ruido de combustión se puede modelar
como una transformación lineal producida sobre la presión existente en el interior del
cilindro [199]. La respuesta en frecuencia del sistema asociado al motor [211] tiene un
máximo comprendido entre las frecuencias de 1000Hz y 2000Hz, tal y como cabe esperar
de una estructura ŕıgida de hierro fundido [199, 212]. Un estudio más detallado del ruido
de combustión aśı como la relación entre el ruido y otros parámetros del motor se puede
encontrar en [199, 206, 213].
También hay que tener en cuenta que los motores utilizados en coches y camiones
tienen más de un cilindro, por lo que el sonido que se percibe será la combinación del
generado por cada uno de ellos.
La figura 4.13, representa la señal de presión medida a una distancia de 1 metro del
motor aśı como su escalograma (obtenido con la wavelet de la figura 4.11 y representado
para el margen de escalas [1, 100] y [1, 10]), cuando la presión en el interior de éste es la
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Figura 4.13: Representación del sonido generado por un motor medido a 1 metro de distancia.
La gráfica (a) de la figura corresponde a la presión medida en Pascales (utilizando
un fondo de escala de 122dBSPL), mientras que las gráficas (b) y (c) corresponden
a escalogramas analizados con distintos rangos de escala.
.
que aparece en la figura 4.12. En la gráfica (a) de la figura 4.13 se observa que la presión
toma valores próximos a 20 pascales (lo que corresponde a un nivel de 120dBSPL).
A diferencia de lo que ocurŕıa en la sección anterior al analizar la presión en el interior
del cilindro motor, en estas figuras no se observan instantes de tiempo concretos en los
que aparezcan frecuencias determinadas. Tampoco se observa en la señal que existan fre-
cuencias predominantes sobre otras; ni se aprecia que la señal se repita de forma periódica
sino que más bien parece un ruido de banda ancha. Desantes [208] utiliza análisis wavelet
para estudiar la señal de presión que se produce en el interior de los cilindros del motor y
del ruido de combustión que originan para establecer relaciones entre el ruido y la presión
en el interior del cilindro. En este trabajo se observa que mientras que los escalogramas de
la presión en el cilindro se repiten de forma bastante regular, los escalogramas asociados
al ruido de combustión no muestran esta regularidad.
La figura 4.14 (que contiene la transformada de Fourier de la señal de motor repre-
sentado en la figura 4.13) permite comprobar que el ruido del motor está formado por la
suma de una componente periódica y otra no periódica (y de banda ancha), ya que de
forma similar a lo que ocurŕıa cuando se analizaba el espectro de la presión en el cilindro,
la potencia de la señal está concentrada en múltiplos de una frecuencia fundamental, que
coincide con los 25Hz de la señal de presión en el cilindro. En este caso, el análisis fre-
cuencial nos es de mucho mayor interés que cuando se analiza la señal de presión en un
cilindro, pues en el dominio del tiempo es imposible detectar que la señal con la que se
está tratando tiene componentes periódicas. La aparición de los armónicos en estas repre-
sentaciones solamente es posible si se realiza un análisis de la señal durante un intervalo
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Figura 4.14: Representación frecuencial de la señal mostrada en la figura 4.13.
temporal suficientemente largo.
El ruido de combustión mostrado en la figura 4.14 corresponde a un motor de 4
cilindros cuyas explosiones se producen de forma sincronizada a intervalos regulares de
tiempo, por lo que cabŕıa esperar un ruido cuya frecuencia fundamental fuera 4 veces
superior a la frecuencia de la señal de presión en los cilindros (f0 = 100Hz). Debido a que
la función de transferencia entre el cilindro y el punto de grabación del sonido es distinta
para cada cilindro, la periodicidad del ruido se produce con una frecuencia igual a la de
la señal de presión en el cilindro, que coincide con la mitad de la frecuencia de giro del
motor. El espectro del ruido de combustión está compuesto, por tanto, por armónicos de
la mitad de la frecuencia de giro del motor que reciben el nombre de “armónicos de medio
orden”.
La utilidad del análisis frecuencial de esta señal de sonido va más allá de la simple
comprobación de la periodicidad de la señal y el cálculo de su periodo, ya que si el espectro
mostrado en la figura 4.14 se divide en dos señales, se puede separar la parte periódica de
la no periódica. Para esta separación se puede proceder de la siguiente forma: seleccionar
un umbral por encima del cual quede el contenido de los picos (150 dB aproximadamente)
y dividir el espectro anterior en dos espectros distintos: las frecuencias que superan el
umbral (que se ha situado en 70dBSPL y las que no lo alcanzan (como se muestra en la
figura 4.15).
Si ahora representamos el escalograma de la señal resultante tras el proceso de elimi-
nación de ruido descrito en el párrafo anterior obtenemos las gráficas que aparecen en la
figura 4.16, donde se puede apreciar en las gráficas (b) y (c), aunque con cierta dificultad,
que la representación espectral sigue un patrón que se repite de forma bastante regular
cada 0.04 segundos. Además, dentro de estos 40 milisegundos (que corresponden a un ci-
clo completo de motor) se observan superpuestos varios patrones no exactamente iguales,
que se corresponden con cada uno de los cilindros que forman el motor. En definitiva, la
eliminación de las componentes no armónicas del espectro de la señal nos ha permitido
visualizar un cierto patrón periódico del sonido producido por el motor.
Si nos fijamos en esta parte periódica de la señal, comprobamos que existe una relación
entre la presión medida en el exterior del motor en forma de sonido y la registrada en el
interior del cilindro. Es habitual considerar [212, 206] que este sonido se puede modelar
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4.2. Ruido producido por un motor























Figura 4.15: Descomposición de la señal de sonido aplicando un umbral de 70dBSPL al espectro
de la señal de presión.
como la salida de un sistema lineal al que se aplica como señal de entrada la presión
existente en el interior del cilindro. Por ejemplo, y utilizando como excitación la presión en
el interior de un cilindro al que se le inyectan 28mm3 (analizada previamente en la sección
4.2, ver figuras 4.2 a 4.5) y como señal de salida el sonido captado en las proximidades
del motor tras la eliminación de ruido (mostrado en la figura 4.16), se puede concluir que
el motor se comporta como un sistema cuya función de transferencia es la mostrada en la
figura 4.17.
La función de transferencia que aparece en la figura 4.17 se ha obtenido dividiendo
la densidad espectral de potencia de la salida del sistema entre la de la entrada obtenida
mediante el método de estimación espectral del promediado del periodograma modificado
de Welch [214] utilizando ventanas de Hamming de 20ms sin solapamiento. Aunque los
resultados mostrados en la figura 4.17 son simplemente una muestra, concuerdan con los
resultados obtenidos en estudios exhaustivos de esta función de transferencia [206, 209,
212]. Además, esta función de transferencia con un mı́nimo de atenuación comprendido
entre las frecuencias de 1000 y 2000 Hz es la que cabe esperar de un motor formado por
una estructura ŕıgida de hierro.
Al grabar ruidos de combustión, es habitual que los micrófonos recojan también otros
ruidos generados en las proximidades del motor, en este entorno son de utilidad las técni-
cas denominadas Independent Component Analysis (ICA), que permiten mediante el uso
de varios micrófonos aislar sonidos procedentes de varias fuentes; y las técnicas de proce-
sado tiempo-frecuencia, que aplicadas a cada una de las componentes extráıdas permiten
identificar la procedencia de cada una de las señales [205, 215, 216, 217].
Para mejorar el diseño de un motor atendiendo al ruido que produce [209, 218, 219],
es interesante descomponer el ruido captado por el micrófono en la superposición de tres
ruidos distintos asociados a cada una de las señales en que se puede descomponer la presión
en el cilindro analizadas en la sección 4.2.1: señal pseudo-motriz, señal de combustión y
señal de resonancia de la cámara de combustión.
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Figura 4.16: Descomposición de la señal de sonido aplicando un umbral de 70dBSPL al espectro
de la señal de presión.
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Figura 4.18: Presión en la válvula de escape de un motor.
4.2.3. Ruido de escape.
Otros ruidos también asociados a un motor son los producidos por el sistema de
admisión y expulsión de gases. El análisis de estos ruidos se puede realizar mediante el
estudio y modelado de las señales que los originan y los sistemas que los transforman. En
este caso, se considera como señal excitación la onda de presión que sale de las válvulas
de escape de los cilindros de un motor; y el sistema que transforma la onda de presión es
el propio sistema de escape conectado al motor [202, 220, 203, 221, 222, 197, 223, 224]
Cada una de las válvulas de escape va conectada al tubo de escape del veh́ıculo me-
diante un colector que recoge las salidas de gases de varias válvulas y las conduce a un
solo tubo. La presión instantánea medida a la salida de la válvula de escape de un motor
sin la presencia de silenciador, que se esquematiza en la figura 4.18, presenta un salto
en la presión de nivel comparable al valor de la presión atmosférica en condiciones nor-
males [223], y se produce en un periodo muy reducido de tiempo. Esta señal puede ser
aproximada mediante una función delta de Dirac [222].
El ruido de escape, al igual que ocurre con el de combustión, aumenta proporcional-
mente al logaritmo de la velocidad del veh́ıculo [73], produciéndose un aumento de 10 dB
cada vez que se dobla la velocidad. Además, el ruido también aumenta en función de la
carga, particularmente en el arranque. En cuanto a la dirección de propagación de estos
Andrés Camacho Garćıa 99
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Figura 4.19: Representación del sonido producido en la salida del tubo de escape de un motor.
La gráfica (a) de la figura corresponde a la presión medida en Pascales , las
gráficas (b) y (c) son escalogramas de la figura (a).
ruidos, es predominante en las direcciones comprendidas entre 20o y 40o respecto a la
horizontal, efecto principalmente debido a la reflexión producida en el suelo.
Los camiones pesados, que a menudo tienen el sistema de escape en una posición
elevada y el motor a una altura aproximada de 1 metro y paneles laterales, producen un
ruido con niveles superiores y un espectro más ancho [73, 225] que el que produce un
turismo.
La emisión de ruido de escape está limitada por la directiva europea Directiva 70-157-
CEE, y la forma de medirlo esta detallada en la norma ISO 5130 [226].
La figura 4.19 muestra la forma de la onda temporal de una señal de ruido de escape
aśı como su escalograma. Tanto del análisis temporal como del análisis del escalograma se
desprende que esta onda presenta un patrón de repetición periódico bastante más regular
que el que se observaba en las señales producidas por el ruido de combustión del motor.
En la figura 4.19 también se aprecia que el intervalo de repetición de la señal es de 10
ms en lugar de los 40 ms que se observan por ejemplo en la figura 4.16. Esto se debe a
que el ruido de escape producido por cada una de las válvulas del motor (4 en este caso)
es similar al de las otras mientras que el ruido de combustión que produce una válvula
del motor es distinto al que producen las otras.
Al analizar el espectro de la señal de escape 4.20 se puede comprobar que está for-
mado principalmente por los armónicos de una frecuencia fundamental que coincide con
el doble de la frecuencia de giro del motor (100Hz para este caso), aunque en algunas
bandas frecuenciales aparecen armónicos de medio orden correspondientes a la mitad de
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Figura 4.20: Representación del espectro del sonido captado a la salida del tubo de escape de
un motor que gira a 3000r.p.m.
la frecuencia de giro del motor.
4.3. Modelo de ruido de motor periódico.
En la literatura relativa al análisis de ruidos de motor se pueden encontrar varios
métodos para analizar parámetros psicoacústicos relativos tanto a ruidos reales como
sintéticos [194, 21, 20]. El modelo de sintetizador de ruido propuesto por Feng [20], extrae
las caracteŕısticas espectrales de un ruido real y las utiliza en la generación de nuevos
ruidos de motor. El ruido sintético consiste en la combinación de dos señales: una señal
determinista, x(t), y otra estocástica, n(t):
La parte determinista del modelo, se forma a partir de una señal periódica consis-
tente en una suma de armónicos cuya frecuencia fundamental es la del ruido del
motor y cuyas amplitudes y fases se han obtenido mediante la extracción de los
coeficientes de Fourier de una señal de motor real. Esta señal periódica se modula
en amplitud con una señal moduladora senoidal según la expresión:







donde ck son los coeficientes de Fourier extráıdos de un sonido de motor real, T
el periodo de la señal de motor, fm la frecuencia de modulación y m el ı́ndice de
modulación con el que se modula la serie de Fourier obtenida con los coeficientes
anteriores.
La parte estocástica del modelo, se forma mediante un filtrado autorregresivo (AR)
de un ruido blanco. Para extraer los coeficientes del filtro AR se parte de una señal
real a la que se le elimina su parte periódica mediante unos filtros en hendidura
sintonizados a los armónicos de la frecuencia fundamental del ruido. Una vez eli-
minada la parte periódica de la señal de motor, los coeficientes AR son estimados
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Figura 4.21: Modelo de ruido de motor propuesto por Feng [20].
mediante comparaciones subjetivas. La incorporación de esta parte estocástica a la
señal le proporciona un mayor realismo, aunque también modifica los parámetros
psicoacústicos de la señal.
En la figura 4.21 aparece el esquema de este sintetizador de ruido: los coeficientes
c1...cN representan las amplitudes de los N primeros armónicos utilizados para generar
la señal periódica (en el modelo original, el número de armónicos utilizados es N = 20).
Esta señal periódica es modulada en AM con frecuencia de modulación fm e ı́ndice de
modulación m, para ser posteriormente mezclada con ruido coloreado (parte estocástica)
formado mediante el filtrado de un ruido blanco con un filtro todo polos de orden 20, que
es superpuesta a la señal anterior para formar la señal sintética.
4.4. Nuevo modelo de ruido de motor: modelo cua-
siperiódico.
El objetivo de esta sección es desarrollar una mejora del modelo de ruido de motor
propuesto por Feng para estudiar sus parámetros psicoacústicos y establecer una relación
entre éstos y los parámetros mecánicos del motor.
A partir del análisis de los ruidos de combustión y de escape realizado en la sección
4.2 se propone un modelo que permita sintetizar estos ruidos de motor con caracteŕısticas
próximas a los ruidos reales. El modelo propuesto es una variación del presentado en la
sección 4.3 donde el ruido se formará también como la suma de dos componentes: una
parte no periódica compuesta por ruido coloreado y una parte “cuasiperiódica”.
4.4.1. Descripción del modelo.
El ruido producido por el motor de un coche funcionando a Nrpm revoluciones por
minuto se aproxima a una señal periódica, pero no es exactamente periódico debido al
hecho de que la presión en el interior de los cilindros del motor sufre pequeñas variaciones
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entre ciclos sucesivos [195, 196] tal y como se ha expuesto en la sección 4.2. Aśı pues, la
presión en el interior de un cilindro corresponde a un patrón cuasiperiódico cuya frecuencia





La señal de presión depende del diseño del motor (tiempos asociados a la apertura y
cierre de las válvula, relación de compresión, etc.) y de sus parámetros de funcionamiento
(tiempo en el que se produce la explosión, temperatura de refrigeración del motor, velo-
cidad del motor, carga del motor, relación aire-combustible, recirculación de los gases de
escape, etc.) [195, 196, 194]. El movimiento del motor se produce debido a explosiones en
el interior de los cilindros que tienen lugar cuando están llenos de un gas inflamable que
explota debido al aumento de la presión en motores diesel, o al efecto de una chispa en
motores de gasolina.
Por lo tanto, el ruido percibido es una combinación del ruido de combustión generado
dentro de los cilindros y ruido mecánico debido a vibraciones del motor.
Cuando un motor está compuesto por un número de cilindros igual a Ncyl, se producen
Ncyl veces más explosiones por unidad de tiempo que cuando sólo existe un cilindro.
Por lo tanto, el tiempo transcurrido entre dos explosiones del motor es igual al tiempo
transcurrido entre dos explosiones del mismo cilindro dividido entre Ncyl. Es decir, al
analizar la señal periódica que genera un motor con varios cilindros, observamos que su
periodo de repetición es Ncyl veces inferior al de la señal periódica que genera un solo
cilindro y, por lo tanto, la frecuencia fundamental de la señal periódica de un motor de
varios cilindros es Ncyl superior a la frecuencia fundamental de la señal de presión en el





Respecto a la expresión anterior hay que añadir que solamente es válida cuando las
señales producidas por cada uno de los cuatro cilindros son muy similares, y deja de ser
válida si los patrones de señal producidos en cada cilindro son diferentes entre śı. En este
caso, aparecen lo que se conoce como “armónicos de medio orden” [198], que corresponden
a los múltiplos de la mitad de la frecuencia de giro del motor (4.4).
Esto puede marcar una diferencia entre el análisis del “ruido de combustión” (donde
existe bastante diferencia entre las señales producidas por los distintos cilindros y por
tanto aparecen armónicos de medio orden con amplitudes considerables) y las “señales
de escape” (donde las ondas generadas por cada uno de los cilindros son prácticamente
idénticas y los armónicos de medio orden casi desaparecen por completo).
Aunque el modelo que se propone es válido para generar una gran variedad de ruidos
asociados al motor (combustión, escape, ...), las gráficas que se presentan en las figuras
siguientes corresponden a ruido de escape puesto que en ellas es más fácil de visualizar
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Figura 4.22: Señal de presión correspondiente al ruido de escape generado por un motor de
cuatro cilindros trabajando a 2000 r.p.m.
patrones repetitivos que en señales de ruido de combustión sin necesidad de preprocesarlas
como se vio en la secciones 4.2.2 y 4.2.3.
Las caracteŕısticas “cuasiperiódicas” de este tipo de ruido se pueden apreciar en las
figuras 4.22 y 4.23. La figura 4.22 muestra el ruido de escape producido por un motor de
cuatro cilindros trabajando a 2000 r.p.m., mientras que la figura 4.23 es una representación
de la densidad espectral de potencia [163] de esta señal.
La figura 4.24 esquematiza un modelo simplificado que genera la señal producida como
consecuencia de una explosión aislada en el interior del cilindro en el instante de tiempo
T0. En esta figura, x(t) corresponde a la señal de presión dentro del cilindro cuando se
produce una explosión en el instante de tiempo t = 0, y x(t − T0) representa la misma
señal de presión cuando la explosión ocurre en t = T0. La señal asociada a la explosión se
ha modelado como un impulso (delta de Dirac) que excita a un sistema lineal e invariante
en el tiempo cuya respuesta impulsional es x(t), y que según la teoŕıa de sistemas se puede
obtener mediante la convolución:
x(t− T0) = δ(t− T0) ∗ x(t). (4.6)
En este modelo x(t) contiene información de la forma de la señal de presión en el
interior del cilindro. Por otro lado, h(t) corresponde a la respuesta impulsional del medio
de transmisión, que modela el comportamiento del sistema mecánico entre el punto en el
que ocurre la explosión (cilindro) y el punto en el que se escucha o registra el sonido. Este
sonido se puede escribir como:
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Figura 4.23: Densidad espectral de potencia de la señal representada en la figura 4.22.
x(t) h(t)
d(t-T )0 d(t-T )    x(t)0 y (t)0
p(t)
*
Figura 4.24: Modelo de generación de ruido producido por una explosión aislada en el cilindro
del motor.
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y0(t) = (δ(t− T0) ∗ x(t)) ∗ h(t) (4.7)
y utilizando la propiedad asociativa de la convolución:
y0(t) = (δ(t− T0) ∗ x(t)) ∗ h(t) = δ(t− T0) ∗ (x(t) ∗ h(t)) = δ(t− T0) ∗ p(t) (4.8)
siendo
p(t) = x(t) ∗ h(t). (4.9)
Utilizando la teoŕıa de sistemas lineales, los dos sistemas que aparecen en la figura 4.24
se podŕıan reemplazar por uno solo cuya respuesta impulsional fuera la señal p(t) de la
ecuación 4.9, que representa la presión sonora medida en el punto de audición cuando se
produce una explosión en el interior del cilindro.
El sonido producido por un motor ideal trabajando a una velocidad angular constante
donde todas las explosiones ocurrieran a intervalos regulares de tiempo T = 1/f0, corres-
pondeŕıa al modelo presentado en la figura 4.24, pero sustituyendo el impulso aislado por




δ(t− kT ). (4.10)
Sin embargo, el modelo de excitación de un motor real debeŕıa tener en cuenta pe-
queñas variaciones aleatorias que afectan a las amplitudes y los retrasos existentes entre
explosiones sucesivas, por lo que la expresión de la señal de entrada c(t) que aparece en





siendo ak la amplitud del k−esimo ciclo; y Tk el instante de tiempo en que se produce
el pulso k − esimo. La ecuación (4.10) se puede considerar una particularización de la
expresión (4.11) donde se ha asumido que los pulsos se producen a intervalos regulares de
tiempo y son de la misma amplitud, es decir:
Tk = k · T, y ak = 1 (4.12)
y el valor de T seŕıa la esperanza matemática del tiempo transcurrido entre dos deltas
consecutivas:
T = E{Tk − Tk−1}, (4.13)
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Figura 4.25: Modelo del generador de ruido.
que coincide con el inverso de la frecuencia fundamental de la señal expresada en la
ecuación (4.4):
T = 1/f0, (4.14)
Asumiendo que la generación de ruido se produce mediante un sistema lineal (de
respuesta impulsional p(t)) excitado por un tren de pulsos cuasiperiódico c(t) que aparece
en (4.11), el ruido de motor percibido por un observador se puede expresar como:
y(t) = p(t) ∗ c(t). (4.15)
Una de las ventajas que aporta este modelo (que se esquematiza en la figura 4.25), es
que permite relacionar de forma sencilla los parámetros psicoacústicos (como Loudness,
Sharpness, Roughness o Fluctuation Strength) asociados a estos ruidos con los parámetros
de este modelo simplificado y por lo tanto con las variables de funcionamiento del motor.
Mediante este sencillo modelo se ha reducido la señal de motor a unos pocos parámetros
que dependen de la estructura f́ısica del motor, del régimen de funcionamiento y del medio
de transmisión desde el motor hasta el punto en que se escucha el ruido:
La señal c(t): definida en la ecuación (4.11), depende del régimen de giro del motor
y de las irregularidades o imperfecciones que puedan existir en este giro debidas
al proceso f́ısico/qúımico asociado a una explosión. Los picos de amplitud (ak) de
la señal c(t) se pueden elegir de forma adecuada para generar señales moduladas
en amplitud de la forma que se explica en la sección 5.4.1. Y los valores de Tk se
pueden escoger según se indica en la expresión (4.12) o introduciendo variaciones
que modelen desajustes en el sincronismo del motor.
La señal p(t): definida en (4.9), depende de la onda de presión en el interior de un
cilindro cada vez que se produce una explosión y la transformación que esta onda
sufre debida al camino que debe de atravesar hasta el punto de recepción del sonido
y que incluye la estructura del motor y todos los elementos que rodean a éste y al
punto de recepción.
El ruido: que aparece en la parte inferior de la figura 4.25 y depende de todos los elemen-
tos no considerados en los puntos anteriores y que añaden ruido a la señal recibida.
Esta señal se debe añadir al conjunto para darle un aspecto más realista [20].
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Figura 4.26: Obtención de parámetros del modelo propuesto para śıntesis de señales de motor.
4.4.2. Obtención de los parámetros del modelo propuesto.
A partir de un conjunto de grabaciones de señales de escape producidas por motores
reales, se han analizado las dos partes que la forman: una parte de la señal podŕıa definirse
como cuasiperiódica (y(t)) y consiste en la repetición de una señal patrón (p(t)) con
pequeñas variaciones de amplitud y fase (tal y como aparece en la expresión (4.15) y la
otra parte corresponde a un ruido blanco filtrado.
El sintetizador de ruido de motor propuesto en este trabajo, está basado en el análisis
mediante cepstrum complejo estudiado en la sección 3.4.3 y puede ser descrito mediante el
diagrama de bloques representado en la figura 4.26, que representa el proceso de extracción
de parámetros de la señal real y la utilización de estos en la formación de una señal
sintética.
Las señales reales de motor y(t) utilizadas en la extracción de parámetros del sinteti-
zador de la figura 4.26, se han obtenido de grabaciones digitales en cámara semi-anecoica
utilizando un Head And Torso Simulator (HATS) situado a 3 metros del tubo de escape de
un motor. Todas las grabaciones tienen una duración de 10 segundos y se han muestreado
a 48000 muestras por segundo.
El motor utilizado en los experimentos es un motor comercial High-Speed Diesel In-
jection (HSDI) de una marca automoviĺıstica Europea, y es representativo del ruido pro-
ducido por un veh́ıculo de gama alta, tipo sedan. Las grabaciones se han realizado en el
exterior del veh́ıculo en un punto cercano al tubo de escape, por lo que el ruido grabado es
representativo de lo que perciben los peatones que transitan por la acera en las inmedia-
ciones de este tipo de automóviles. El modelo propuesto en la Figura 4.25 se puede aplicar
también a otros tipos de motores y posiciones de grabación ya que el único efecto que
esto produciŕıa seŕıa la modificación de la respuesta del filtro que se utiliza para modelar
el canal de propagación.
Para analizar la parte de la señal asociada a la repetición del patrón y la extracción
de este patrón, se ha procedido de la siguiente forma: primero se calcula el cepstrum
complejo de un ruido muestreado w(t) mediante el diagrama de bloques que aparece en la
Figura 3.14 de la sección 3.4.3. A continuación, el cepstrum complejo se enventana (lifter)
para aislar la información relativa al patrón p(t). Finalmente se recupera la señal patrón
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Figura 4.27: Superposición del patrón obtenido de una señal de escape de un motor funcionan-
do a 4000 r.p.m. con dos versiones desplazadas de este: la ĺınea azul corresponde
a la forma de onda de la señal patrón mientras que las de color verde y rojo
corresponden a repeticiones del patrón retrasadas y adelantadas un periodo res-
pectivamente.
calculando el cepstrum complejo inverso.
Debido a las variaciones temporales que presentan los sonidos con los que se trabaja
y para evitar que se produzca aliasing en el dominio log-frecuencia [193, 163], se aplica
este procedimiento a ventanas de 3 periodos de la señal obteniendo un patrón para cada
ventana y, a continuación, se calcula el patrón global de la señal como la media de los
patrones obtenidos en cada ventana. Antes de realizar el promedio se desplazan tempo-
ralmente todos los patrones obtenidos con el fin de obtener la máxima correlación entre
ellos.
Para ilustrar el funcionamiento del sintetizador, la figura 4.27 muestra la repetición
periódica del patrón obtenido de una señal de escape cuando el motor funciona a un
régimen de giro de 4000 r.p.m. En este caso, utilizando la relación mostrada en la expresión
(4.5), el periodo del sonido producido es de T = 7,5ms.
Si en la señal c(t) de la expresión (4.11) se toma ak = 1 y Tk = k · T = k · 7,5ms, se
generará una señal sintética que corresponde a la suma de las repeticiones periódicas del
patrón mostradas en la figura 4.27. Este resultado corresponde a una señal sintética de
gran parecido con la original como se puede apreciar en la figura 4.28.
Al escuchar esta señal, que es estrictamente periódica, se tiene la sensación subjetiva
de estar escuchando una señal poco realista. Para solucionar este problema el modelo
permite realizar variaciones de los parámetros ak y Tk de forma distinta a la mostrada
en el párrafo anterior. Aunque también existe la posibilidad de añadir ruido coloreado
mediante la rama inferior de la figura 4.26.
El procedimiento para la extracción de los parámetros del filtro del modelo utilizado
para colorear el ruido blanco es similar al utilizado por Feng [20]: la señal real procedente
del motor es filtrada con filtros muy estrechos para eliminar los armónicos dominantes.
La señal resultante se utiliza para calcular 20 coeficientes de un modelo autorregresivo
mediante el método de la autocorrelación [227]. Estos coeficientes se usan en un filtro todo
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Figura 4.28: Comparación entre el ruido de escape real producido por un motor que gira a
4000 r.p.m (ĺınea continua) y la versión sintética de este sonido (punteado).(a)
Forma de onda temporal. (b) Densidad Espectral de Potencia.
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polos con el fin de obtener un ruido coloreado mediante el filtrado de un ruido blanco.
El proceso de extracción de parámetros se ha realizado para señales de motor de
distintos reǵımenes de giro obteniendo varios registros que permitirán generar un gran
abanico de señales sintéticas [228].
Posteriormente, se ha convolucionado el patrón p(t) con un tren de pulsos formado
según la expresión (4.11) para conformar diferentes sonidos sintéticos.
Los valores reales de ak que aparecen en (4.11) son aleatorios y habitualmente tienen
una varianza reducida. Sin embargo, en el modelo propuesto, se han considerado además
variaciones de ak conforme a una modulación en amplitud, para la generación de señales
sintéticas según la expresión:
ak = 1 +m · cos(2πfmt)|t= k
f0
= 1 +m · cos(2πfm
f0
k), (4.16)
Donde m se define como el ı́ndice de modulación y toma valores comprendidos en el
intervalo 0 < m ≤ 1, f0 es la frecuencia fundamental del sonido que aparece en (4.4)
(medida en Hercios), y relacionada con el régimen de giro del motor según la expresión
(4.5), y donde fm representa la frecuencia de modulación del sonido sintético (también
medida en Hercios).
De esta forma, la generación de ak mediante un modelo de modulación en amplitud y
frecuencia (4.16) permite controlar los parámetros que influirán en la percepción subjetiva
del ruido.
4.4.3. Validación subjetiva del modelo propuesto: test de realis-
mo
En la figura 4.28 se aprecia una gran similitud entre una señal sintética y la señal
original de la que procede. No obstante, y puesto que se va a trabajar con señales sintéticas
con ı́ndices de modulación distintos a los que tienen las señales reales para estudiar la
respuesta del óıdo, se ha diseñado un “Test de Realismo” para comprobar si señales
sintéticas generadas con parámetros de modulación exagerados tienen la apariencia de
la señal de motor que están modelando o se perciben como un sonido completamente
distinto.
Para la realización de este experimento se han generado señales sintéticas de 1000, 3000
y 5000 r.p.m. a partir de los patrones extráıdos de señales reales con la misma velocidad
de giro que cada una se las señales a sintetizar. Estos patrones se han convolucionado
con un tren de deltas modulado en amplitud con una frecuencia de modulación de 70
Hercios, una amplitud de modulación del 50% y una relación señal ruido de 30 decibelios.
La señales se han etiquetado de la forma que aparece en la tabla 5.4.
En el experimento intervinieron como jueces, 8 profesores y alumnos de la Escuela
Politécnica Superior de Alcoy con edades comprendidas entre los 20 y los 40 años, no
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Señal caracteŕısticas
1 señal de escape medida a 1000 r.p.m.
2 señal sintética de 1000 r.p.m.
3 señal de escape medida a 3000 r.p.m.
4 señal sintética de 3000 r.p.m.
5 señal de escape medida a 5000 r.p.m.
6 señal sintética de 5000 r.p.m.
Tabla 4.1: Etiquetas asignadas a las señales utilizadas en el test de realismo.





















Figura 4.29: Realismo de las señales analizadas.
relacionados con la acústica y el procesado de señal.
La valoración del “realismo” de las señales se obtuvo mediante un test de parejas. Este
test de realismo consistió en ofrecer a los jueces distintas parejas de señales formadas por
una señal real y otra sintética para que seleccionaran cual de los dos sonidos de la pareja
les parećıa un sonido de motor más real [229].
Como en las parejas presentadas a los jueces hab́ıa siempre una señal elegida entre el
grupo de las señales reales y otra señal elegida entre el grupo de las señales sintéticas, se
obligaba al juez a seleccionar una sola de las dos señales impidiéndole seleccionar que las
dos señales le parećıan igualmente reales.
Un test de parejas [230, 231, 13] asigna una puntuación a cada una de las señales eva-
luadas, que es mayor cuanto mayor es la intensidad percibida por los jueces del parámetro
analizado (en este caso realismo). Esta puntuación se obtiene a partir de la probabilidad
de selección de una señal al ser comparada con otra. La suma de todas las puntuaciones
asignadas en el test es cero por lo que algunas señales tendrán puntuación positiva mien-
tras que otras la tendrán negativa. Por otra parte, el rango de puntuaciones obtenidas
(diferencia entre la máxima y la mı́nima puntuación) será mayor cuanto más diferentes
sean las señales entre śı en cuanto al parámetro analizado.
En la figura 4.29 se muestran los resultados obtenidos en la evaluación del realismo de
las señales mediante el test de parejas.
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Señal 1 2 3 4 5 6
1 0 0.75 0 0.875 0 0.75
2 0.25 0 0.875 0 0.75 0
3 0 0.125 0 0.625 0 0.75
4 0.125 0 0.375 0 0.25 0
5 0 0.25 0 0.75 0 0.625
6 0.25 0 0.25 0 0.375 0
Tabla 4.2: Probabilidad de que la señal cuyo número aparece en la fila sea elegida como más
real que la señal cuyo número aparece en la columna.
Del análisis de la figura 4.29 se pueden extraer las siguientes conclusiones:
El margen de valores obtenidos representados en la figura 4.29 es reducido, lo que
indica que todas las señales tienen un grado de realismo similar según los jueces.
Para cualquier valor de revoluciones del motor la señal real presenta un realismo su-
perior a la sintética, como cab́ıa esperar, puesto que la señal sintética se ha generado
con valores exagerados de ı́ndices de modulación.
Las señales de bajas revoluciones presentan un valor de realismo superior a las de
altas revoluciones. Incluso se da el caso que la señal sintética de 1000 r.p.m. se
percibe como más real que señales reales de mayor velocidad de giro.
Para apoyar las conclusiones anteriores, la tabla 4.2 ofrece los datos de distribución de
probabilidades a partir de los cuales se ha obtenido la puntuación mostrada en la figura
4.29. En la tabla se indica la probabilidad de que la señal cuyo número aparece en la fila
sea elegida por los jueces como más real que la señal cuyo número aparece en la columna.
Por ejemplo, el valor 0,75 que aparece en la fila 1 columna 2 significa que al comparar la
señal 1 (fila) con la señal 2 (columna) la probabilidad de que los jueces elijan como más
real a la señal 1 (que aparece en la fila ) es de 0,75. Y por lo tanto la probabilidad de que
elijan como más real la señal 2 será 0,25 (= 1 − 0,75), que es el valor que aparece en la
fila 2 de la columna 1.
Como no tiene sentido comparar una señal consigo misma, los elementos de la diagonal
principal contienen 0’s. Y como en todas las comparaciones se comparó una señal real con
una sintética, los elementos de la matriz asociados a comparaciones entre dos señales
reales o dos sintéticas también contienen 0’s.
Es interesante resaltar el hecho de que, aparte de los valores anteriores, ningún otro
elemento de la matriz contiene un valor 0 ni un valor 1. Esto significa que en cualquier
comparación los jueces muestran división de opiniones a la hora de marcar cuál de las
dos señales es la real. Por esta razón, se ha considerado que el método propuesto es capaz
de generar señales sintéticas con un nivel suficiente de semejanza con una señal de motor
real. Al menos, siempre que no se exceda un ı́ndice de modulación del 50%, una frecuencia
de modulación de 70 Hz y el régimen de giro no exceda las 5000 r.p.m.
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Figura 4.30: Forma general de la representación espectral de una señal que se repite periódi-
camente a intervalos de tiempo T .
4.5. Análisis frecuencial de los distintos modelos.
Para analizar matemáticamente los parámetros psicoacústicos de los modelos descri-
tos en los párrafos anteriores conviene estudiar la composición frecuencial de las señales
proporcionadas por los modelos y su relación con los parámetros que lo definen.
Se analizará el resultado de la excitación de un sistema lineal e invariante mediante
distintos trenes de deltas: un tren de deltas periódico, un tren de deltas modulado en
A.M. y un tren de deltas con amplitudes aleatorias.
4.5.1. Señal excitación c(t): tren de deltas periódico.
El sonido producido por un motor ideal funcionando en un régimen de giro constan-
te debeŕıa ser una señal periódica, al igual que el ruido de escape o el ruido mecánico
producido por los elementos móviles de la transmisión.
En este tipo de modelo, la señal está completamente definida por sus coeficiente de
Fourier (ak) y el periodo de repetición de la señal (T ), que dependiendo del tipo de ruido
con que se trabaje (escape, combustión, mecánico...) coincidirá con la frecuencia de giro








En este caso, la representación frecuencial de la señal y(t) tiene el aspecto mostrado en
la Figura 4.30. La potencia de la señal está concentrada en los múltiplos de su frecuencia
fundamental, lo que matemáticamente se puede representar por deltas δ(f − k/T ) con un
área igual a la amplitud del coeficiente de Fourier del armónico correspondiente (ak).
Teniendo en cuenta que una señal periódica también se puede escribir como la repeti-
ción periódica de una señal patrón p(t) según la expresión:
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Figura 4.31: Transformada de Fourier de la señal periódica que aparece en la figura 4.28 (a)
asociada a un motor que gira a 4000 r.p.m. Con ĺınea discontinua la transformada
de Fourier del patrón que se repite y con ĺınea continua la transformada de Fourier
de la señal periódica.





δ(t− kT ) (4.19)
El valor de los (ak) que aparecen en la figura 4.30 se pueden obtener del análisis de la




P (k/T ) (4.20)
Este modelo espectral se ajusta bastante bien a la Transformada de Fourier de las
señales de escape (como la que aparece en la figura 4.20) si se toma como periodo de
repetición el inverso de la frecuencia fundamental f0 de la ecuación (4.5).
Si se trabaja con ruido de combustión, debido a la elevada amplitud de los armónicos
de medio orden, el espectro (ver figura 4.14) se ajusta a un modelo de armónicos donde
el periodo de repetición de un motor de 4 cilindros es el doble de la frecuencia de giro del
motor (armónicos de medio orden).
La figura 4.31 representa la transformada de Fourier (en el margen de frecuencias
desde 0 hasta 1000 Hz) de la señal de escape sintética que aparece en la figura 4.28 (a)
obtenida al repetir de forma periódica el patrón representado en la figura 4.27. Se puede
observar que el espectro de la señal está concentrado en los múltiplos de la frecuencia de
repetición de la señal (133Hz.); y las amplitudes correspondientes a cada frecuencia se
ajustan al valor de la transformada de Fourier del patrón.
Si una señal periódica de periodo T como ésta se modula en amplitud con una porta-
dora de frecuencia fm y un ı́ndice de modulación m según el modelo de Feng [20] su
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Figura 4.32: Transformada de Fourier de una señal periódica (de periodo T ) modulada en
amplitud con una frecuencia de modulación fm y un ı́ndice de modulación m.

























Figura 4.33: Transformada de Fourier de la señal representada en la figura 4.31 modulada
en amplitud con una frecuencia de modulación de 20Hz y un ı́ndice de modu-
lación m = 1 según el modelo de Feng. (Con ĺınea discontinua se representa la
transformada de Fourier del patrón utilizado para formar la señal sin modular).
Transformada de Fourier presenta el aspecto que se muestra en la figura 4.32: a la derecha
y a la izquierda de cada armónico de la frecuencia fundamental (k/T ) aparecen dos deltas
(a una distancia fm de dichos armónicos) cuya amplitud es el resultado de multiplicar la
amplitud del armónico original por la mitad del ı́ndice de modulación.
La figura 4.32 es un modelo de la transformada de Fourier de este tipo de señales,
mientras que la figura 4.33 representa el caso práctico de la Transformada de Fourier de
la señal obtenida modulando la señal que aparece en la figura 4.31 según el modelo de Feng,
con una frecuencia de modulación de 20Hz y un ı́ndice de modulación del 100%(m=1).
Se puede comprobar que la representación que aparece en la figura 4.33 se obtiene
superponiendo a ambos lados de los picos de la figura 4.31 dos nuevos picos cuya amplitud
es la mitad del pico central (puesto que se ha utilizado un ı́ndice de modulación m = 1).
Teniendo en cuenta que la potencia es proporcional al cuadrado de los valores que aparecen
en la gráfica, la aparición de estos nuevos picos supone que la potencia de la señal mostrada
en esta figura es superior a la mostrada en la figura 4.31 en un factor de 1.5. Como norma
general la potencia de la señal obtenida al modular una señal periódica según el modelo
de Feng con un ı́ndice de modulación m es superior a la potencia de la señal sin modular
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Figura 4.34: Representación de la Transformada de Fourier de un tren de deltas periódicas
de periodo T moduladas en AM con frecuencia de modulación fm e ı́ndice de
modulación m. La ĺınea discontinua representa el espectro de la señal patrón que
se convoluciona en el dominio del tiempo con las deltas cuyo espectro aparece en
las ĺıneas continuas.
en un factor 1 +m2/2, por lo que para ı́ndices de modulación pequeños, la potencia de la
señal modulada será similar a la potencia de la señal sin modular.
4.5.2. Señal excitación c(t): tren de deltas modulado en AM.
Este modelo de señal se forma utilizando en la expresión (4.19) la señal excitación que
aparece en (4.11). Para representar la Transformada de Fourier de este modelo, resulta
imprescindible conocer la forma en la que se seleccionan los valores de ak y Tk en la
expresión (4.11).
Se puede obtener una forma de onda similar a la mostrada en la sección anterior si
se seleccionan los valores Tk retrasados uniformemente (Tk = kT ) y los valores de ak




(1 +m · cos(2πfmt))δ(t− kT ), (4.21)
En este caso, la transformada de Fourier de la señal c(t) tiene la forma que se indica
mediante las ĺıneas continuas de la figura 4.34: deltas de amplitud 1/T que se repiten
en las frecuencias armónicas de (f0 = 1/T ) que tienen a ambos lados (separados una
frecuencia fm) dos deltas de área m/2T .
Si la señal de trabajo y(t) se forma convolucionando la señal c(t) con una señal patrón
p(t) tal y como se indica en (4.15), la representación frecuencial de la señal resultante
corresponderá al producto entre la transformada de Fourier de la señal c(t) y la de p(t)
(que aparece representada mediante la ĺınea discontinua de la figura 4.34).
El espectro resultante de la convolución de estas dos señales se muestra en la figura
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Figura 4.35: Transformada de Fourier de una señal sintética generada mediante la repetición
de un patrón a intervalos regulares de tiempo con amplitudes determinadas por
una modulación AM con ı́ndice de modulación m.

























Figura 4.36: Transformada de Fourier de la señal obtenida al convolucionar una señal patrón
con un tren de deltas modulado en amplitud con una frecuencia de modulación
de 20Hz y un ı́ndice de modulación m = 1. La ĺınea discontinua corresponde a la
transformada de Fourier del patrón utilizado.
4.35. Al comparar la figura 4.32 con la figura 4.35 se puede observar que aunque las deltas
que aparecen en los armónicos de la frecuencia fundamental tienen la misma amplitud
en ambas representaciones, las deltas que aparecen a los lados de estos armónicos son
diferentes en ambas representaciones: mientras que en la figura 4.32 las dos deltas en
fk ± fm tienen la misma amplitud m2 ak, en la figura 4.35 sus amplitudes son diferentes. Si
bien este hecho no es demasiado relevante a la hora de comparar parámetros psicoacústicos
como el Loudness o el Sharpness, puede suponer diferencias importantes a la hora de
evaluar el Roughness o el Fluctuation Strength de los dos tipos de modelos de señal.
La figura 4.36 corresponde a un ejemplo práctico de este modelo de señal: representa
la Transformada de Fourier de una señal sintética formada a partir del mismo patrón
empleado en las figuras 4.31 y 4.33 convolucionado con un tren de deltas modulado en
amplitud con una frecuencia de modulación de 20Hz y un ı́ndice de modulación m = 1.
En este caso, no se puede establecer una relación directa entre la potencia de la señal y
el ı́ndice de modulación, pero, al igual que en el modelo de señal descrita en el apartado
4.5.1, se puede afirmar que si el ı́ndice de modulación es reducido la potencia de la señal
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obtenida será similar a la de la señal sin modular.
4.5.3. Señal excitación c(t): tren de deltas con amplitud aleato-
ria.
Otra forma diferente de generar la señal c(t) de la expresión (4.15) consiste en se-
leccionar los valores de ak de forma aleatoria con una media 1 y desviación t́ıpica σ; y
los valores de Tk equiespaciados a intervalos T . Para la obtención de la representación
espectral de esta señal c(t) resulta conveniente reescribir los valores de ak como la suma




(1 + bk)δ(t− kT ) =
∞∑
k=−∞
δ(t− kT ) +
∞∑
k=−∞
bkδ(t− kT ), (4.22)
En este caso, la transformada de Fourier de la señal c(t) (representada mediante las
ĺıneas continuas de la figura 4.37) se puede descomponer en dos partes, asociadas a cada
uno de los sumandos de la expresión (4.22):
Un conjunto de deltas con la misma amplitud situadas en los armónicos de la fre-
cuencia fundamental f0 = 1/T , asociadas al primer sumando de la ecuación (4.22)
Y un ruido blanco cuya amplitud depende de la desviación t́ıpica de los valores
de ak, asociadas al primer sumando de la ecuación (4.22). Se puede observar en la
figura 4.37 que este ruido blanco presenta un patrón de repetición periódico (como
cabe esperar puesto que la transformada de Fourier de una señal compuesta por un
tren de deltas debe ser periódica).
En la figura 4.37 también se ha representado mediante un trazo discontinuo la trans-
formada de Fourier de una señal patrón que se convolucionará con la señal c(t) según
la expresión (4.15) para formar la señal sintética x(t). La transformada de Fourier de la
señal x(t) corresponderá por lo tanto a la multiplicación de la función representada en la
ĺınea discontinua y la representada por la ĺınea continua.
La figura 4.38 representa la transformada de Fourier de la señal sintética resultante
al repetir una señal patrón de forma aleatoria conforme a lo descrito en los párrafos
anteriores; y en ella se observa que tanto las deltas como el ruido siguen la forma del
espectro del patrón.
La figura 4.39 es un ejemplo de este tipo de señales obtenido a partir de la convolución
del mismo patrón empleado en los ejemplos de las figuras 4.31, 4.33 y 4.36, con un tren
de deltas aleatorias de media 1 y varianza 1. De nuevo se puede apreciar que la mayor
parte de la potencia de la señal se encuentra concentrada en las frecuencias múltiplo de la
frecuencia del tren de deltas. Una vez más, la potencia de la señal generada será similar
a la de la señal periódica si la varianza de las deltas es reducida.
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Figura 4.37: Las ĺıneas continuas representan la transformada de Fourier de un tren de deltas
periódicas de periodo T cuya amplitud ha sido modulada por una señal aleatoria
de media 1 y varianza σ. La ĺınea discontinua representa el espectro de la señal
patrón que se utilizará en (4.15) para formar la señal sintética x(t).
f
Figura 4.38: Transformada de Fourier de una señal sintética generada mediante la repetición
de un patrón a intervalos regulares de tiempo con amplitudes seleccionadas de
forma aleatoria según una distribución estad́ıstica de media 1 y varianza σ.

























Figura 4.39: Transformada de Fourier de la señal obtenida al convolucionar una señal patrón
con un tren de deltas aleatorias de media 1 y varianza 1. La ĺınea discontinua
corresponde a la transformada de Fourier del patrón utilizado.
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) c(t)= Tren de deltas periódico
Modelo de Feng
c(t)= Tren de deltas modulado en AM
c(t)= Tren de deltas con amplitud aleatoria
Figura 4.40: Densidad Espectral de Potencia de las señales sintéticas generadas a partir del
patrón de la figura 4.27 y cuya Transformada de Fourier aparece en las figuras
4.31, 4.33, 4.36 y 4.39
4.5.4. Comparación entre modelos.
Las representaciones frecuenciales utilizadas en los ejemplos de esta sección son Trans-
formadas de Fourier en el rango de frecuencias entre 0 y 1000 Hz y todas están formadas
por varios picos puesto que la potencia de la señal se acumula en frecuencias concretas.
Este tipo de representación es adecuado para mostrar el detalle de la distribución espec-
tral, pero si se desea obtener una visión global del espectro de la señal en un rango de
frecuencias más amplio es preferible utilizar la Densidad Espectral de Potencia (DEP) que
se puede obtener utilizando el método de Welch [214] de estimación espectral mediante
promediado de periodograma.
La figura 4.40 muestra la DEP hasta 25kHz de las señales sintéticas obtenidas con los
distintos métodos presentados en las secciones 4.5.1, 4.5.2 y 4.5.3 a partir de un mismo
patrón (el de la figura 4.27). Como se puede apreciar, todos los métodos generan señales
con una DEP muy similar que, además, coincide con la representación de la figura 4.28
(b). Se puede observar también que existe una ligera diferencia entre las amplitudes de
las distintas representaciones: la señal estrictamente periódica presenta menor potencia
que el resto. Esto se debe a que en todas ellas se ha utilizado un ı́ndice de modulación
muy elevado, pero si el ı́ndice de modulación es reducido la diferencia de potencias es
despreciable.
La figura 4.41 representa la DEP de 4 señales sintéticas periódicas generadas con el
patrón de la figura figura 4.27 y distintas velocidades de giro de motor. De nuevo se
observa una gran similitud entre ellas, puesto que tan solo se aprecia una diferencia de
nivel entre ellas cuya interpretación temporal es obvia: al aumentar el número de veces
que se repite un patrón por unidad de tiempo aumenta la potencia de la señal generada.
En definitiva, al utilizar el modelo propuesto para generar señales sintéticas, la forma
de la DEP permanece constante al variar el periodo de repetición de la señal o sus paráme-
tros de modulación, puesto que la forma de la DEP depende únicamente del patrón de
repetición.
Este hecho nos permitirá generar varias señales sintéticas con una misma DEP y
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Figura 4.41: Densidad Espectral de Potencia de las señales sintéticas generadas a partir del
patrón de la figura 4.27 con distintas velocidades de giro de motor.
distintos tipos de modulación para estudiar la respuesta del óıdo ante la modulación,
eliminando la distorsión que pudieran suponer en los experimentos trabajar grupos de
señales donde se modifiquen simultáneamente varios parámetros psicoacústicos.
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Caṕıtulo 5
Parámetros Psicoacústicos en el
modelo de señales Cuasiperiódicas.
5.1. Introducción.
El objetivo de este caṕıtulo es el estudio de los parámetros psicoacústicos de las señales
sintéticas generadas mediante el modelo cuasiperiódico descrito en la sección 4.4.
En este modelo, las señales se generan mediante la convolución de un pulso con un
tren de deltas moduladas según la ecuación 4.15. En la sección 4.5 se comprobó cómo se
puede fijar la división de la potencia de las señales sintéticas en el espectro de frecuencia y,
por lo tanto, entre los distintos filtros de banda cŕıtica seleccionando la forma de la señal
patrón p(t). La forma de la densidad espectral de potencia dentro de un filtro de banda
cŕıtica (repartida en toda la banda o concentrada en una o varias frecuencias) depende
exclusivamente de la señal c(t) (distancia entre las deltas, tipo de modulación, amplitud
y frecuencia de modulación ...).
Esto hace que el Loudness de las señales sintéticas se pueda variar libremente mo-
dificando la amplitud de p(t), mientras que el Sharpness se puede variar modificando
la distribución espectral de p(t). Al realzar las frecuencias altas de la señal patrón se
realzarán también las frecuencias altas de la Densidad Espectral de Potencia del sonido
producido y por tanto aumentará el Sharpness (y viceversa).
En cuanto a los parámetros Fluctuation Strength y Roughness, su valor se podrá va-
riar modificando la señal c(t). Al trabajar con ruidos de motor modelados como señales
cuasiperiódicas, el Roughness es uno de los parámetros más influyentes en la valoración
de la molestia producida [19, 228, 20, 21, 22, 23, 24].
Existe un gran número de estudios dedicados a analizar el Roughness producido por
señales simples como dos tonos de distintas frecuencias, o unos pocos armónicos de una
frecuencia fundamental con distintas relaciones de amplitudes y fases entre śı [232, 233,
60, 3, 234, 235]. Y también existen distintos algoritmos que proporcionan medidas del
Roughness muy próximas a las valoraciones obtenidas en experimentos con jurados para
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este tipo de señales simples [3, 8, 5]. Pero los distintos ruidos producidos por un motor
no se ajustan a estos modelos tan simples. Aunque algunos de estos algoritmos se han
aplicado con éxito a otro tipo de señales más complejas, no presentan buenos resultados
cuando se aplican a ruidos de motor ni a señales cuasi periódicas en general.
En este caṕıtulo se propondrá una relación entre los parámetros de las señales cuasi-
periódicas y el Roughness percibido y evaluado mediante tests de jurado. Para esto, en
la sección 5.2 se analiza matemáticamente la envolvente de las señales presentes en cada
uno de los filtros de banda cŕıtica asociados al modelo de señal propuesto; aśı como el
Roughness y Fluctuation Strength derivados de su análisis. Como consecuencia de este
análisis, en la sección 5.3 nos planteamos la adecuación de los métodos tradicionales de
cálculo de Roughness para este tipo de señales y en la sección 5.4 analizamos el Roughness
y Fluctuation Strength de señales sintéticas de escape mediante varios experimentos. Los
resultados de los experimentos indican una relación entre el Roughness y los parámetros
de la señal sintética, pero con el propósito de generalizar los resultados, la sección 5.5
propone la utilización de un nuevo tipo de patrones sintéticos mientras que la sección 5.6
analiza el Roughness de las señales generadas con esos nuevos patrones. La sección 5.7
resume las conclusiones de todos estos experimentos.
5.2. Envolvente en los canales de banda cŕıtica.
Si se analizan los parámetros psicoacústicos de una señal periódica de frecuencia f0,
la primera parte del análisis consistirá hacer pasar la señal por un banco de filtros que
modele el comportamiento del óıdo (filtros de banda cŕıtica), como muestra la figura 5.1.
La salida obtenida en cada uno de los filtros que componen el banco de filtros consistirá en
un conjunto de armónicos de la frecuencia fundamental f0, es decir:
..., nf0, (n+ 1)f0, (n + 2)f0, ... (5.1)
Por ejemplo, si se trabaja con la señal de escape de un motor de 4 cilindros funcionando
a 3000 r.p.m. la frecuencia fundamental de la señal periódica obtenida será de f0 = 100
Hz. Puesto que el ancho de banda cŕıtica para frecuencias inferiores a 500 Hz es de
aproximadamente 100 Hz, al descomponer esta señal periódica en bandas cŕıticas las
bandas cŕıticas bajas contendrán tan sólo un armónico. Para frecuencias superiores a los
500 Hz, el ancho de banda cŕıtica es aproximadamente el 20% de la frecuencia central
de la banda, por lo que el ancho de banda cŕıtica aumenta a medida que aumenta la
frecuencia de análisis y para 2000 Hz es de aproximadamente 400 Hz. Esto significa que
a la salida del filtro de banda cŕıtica de 2000 Hz existirán un total de 4 armónicos. Como
la mayor parte de la potencia (desde el punto de vista acústico) de este tipo de señales se
encuentra por debajo de los 2000 Hz, en dicho rango de frecuencias los filtros de banda
cŕıtica dejan pasar entre 1 y 4 armónicos de la señal.
El cálculo del Roughness de un sonido se realiza a partir del análisis de la envolvente
de las señales obtenidas a la salida cada uno de los filtros anteriores por lo que resul-
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Figura 5.1: Descomposición de una señal periódica por el sistema auditivo.
ta interesante disponer de una expresión anaĺıtica que nos permita trabajar con estas
envolventes.
La envolvente de estas señales se puede obtener calculando el modulo de la señal
anaĺıtica [89, 236] que resulta de la utilización de la transformada de Hilbert según la
expresión (3.7) y que en el caso de trabajar con señales discretas se puede obtener de
forma muy eficiente mediante el uso de la FFT [237].





Ai cos (ωit + φi) (5.2)








AiAjcos ((ωi − ωj)t + (φi − φj)) (5.3)
Si se trabaja con una señal formada por la suma de 4 señales coseno, la envolvente se
puede obtener como [23]:
E(t) =
√
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AC21 = 2A1A2 cos ((ω2 − ω1)t+ (φ2 − φ1))
+2A2A3 cos ((ω3 − ω2)t+ (φ3 − φ2))
+2A3A4 cos ((ω4 − ω3)t+ (φ4 − φ3))
(5.6)
AC22 = 2A1A3 cos ((ω3 − ω1)t+ (φ3 − φ1))
+2A2A4 cos ((ω4 − ω2)t+ (φ4 − φ2)) (5.7)
AC23 = 2A1A4 cos ((ω4 − ω1)t+ (φ4 − φ1)) (5.8)
Pero en el caso que nos ocupa, las frecuencias que componen la señal son armónicos
de una frecuencia fundamental por lo que se cumplen la relaciones:
ω2 − ω1 = ω3 − ω2 = ω4 − ω3 = 2πfo (5.9)
ω3 − ω1 = ω4 − ω2 = 2π2fo (5.10)
ω3 − ω1 = ω4 − ω2 = 2π3fo (5.11)
Si se emplea notación compleja para representar mediante un solo valor complejo el
módulo y la fase de cada uno de los armónicos que forman la señal que aparece en (5.2):
Z1 = A1e




Las expresión (5.4) se puede reescribir como:
E(t) =
√
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Donde se puede comprobar que Ri corresponde a la autocorrelación para un desplaza-








donde N es la longitud del vector (que coincide con el número de armónicos).
Teniendo en cuenta esta definición podemos generalizar las expresiones (5.4) y (5.13)










Como śıntesis de la expresión anterior cabe decir que la envolvente de una señal for-
mada por N armónicos es una señal periódica, con frecuencia de repetición igual a la
frecuencia fundamental asociada a los N armónicos. La expresión anaĺıtica de dicha en-
volvente consiste en la ráız cuadrada de la suma de N armónicos cuyas amplitudes y
fases se pueden obtener mediante la operaciones algebraicas simples realizadas con los
coeficientes de Fourier de la señal original.
5.2.1. Señal excitación c(t): tren de deltas periódico.
Una señal de escape ideal sin ningún tipo de modulación producida por un motor de
4 cilindros trabajando a 3000 r.p.m. tiene una forma periódica de frecuencia fundamental
f0 = 100 Hz. Como se vio en la sección 4.5.1 la señal se podrá expresar matemáticamente
mediante la ecuación (4.17) y su espectro tendrá la forma que aparece en la figura 4.30,
donde la separación entre las deltas será de 100 Hz y la amplitud de cada una de ellas
dependerá de la forma de onda de la señal patrón.
Si se estudia el Roughness de este tipo de señales según el modelo de Daniel y Weber
(ver apartado 2.6.6), habrá que hacer pasar la señal a través de un banco de filtros de
ancho de banda igual a un bark. Esto dará como resultado en frecuencias inferiores a 2000












Donde xl(t) es la salida del filtro de la banda cŕıtica l, k0 es el armónico de frecuencia
más baja contenido en la banda cŕıtica e il el número de armónicos contenidos en la banda
cŕıtica l. Para estudiar los parámetros Fluctuation Strength y Roughness de cada canal
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Dependiendo del número de armónicos en cada canal de banda cŕıtica (valor de il de
cada canal en la ecuación (5.20)) podremos distinguir los siguientes casos:
Canales con 1 armónico: en este caso E(t) toma el valor constante:
E(t) = 2 |ak| (5.23)
y la salida del filtro es una señal coseno cuya envolvente es constante y por lo tanto
no contribuye a incrementar el Roughness ni el Fluctuation Strength de la señal.
Canales con 2 armónicos: aquellos canales que contengan 2 armónicos presentarán
siempre valores elevados de Roughness y Fluctuation Strength puesto que el ba-
tido de dos cosenos produce siempre una señal con envolvente no constante, ya que
la expresión (5.19) se convierte en:
E(t) =
√
a2 + b2 + 2 · a · b · cos(2πf0t + φ) (5.24)
donde a y b son las amplitudes de los respectivos armónicos y φ la diferencia de fase
entre los dos armónicos en el instante de tiempo t = 0.
En esta expresión se puede observar que la envolvente es periódica con periodo




a2 + b2 − 2 · a · b (5.25)
max {E(t)} =
√
a2 + b2 + 2 · a · b (5.26)
La figura 5.2 corresponde a la representación de la señal obtenida mediante la suma
del armónico 10 y 11 de una frecuencia fundamental de 10Hz con amplitudes de
1 y 0.5 respectivamente. En esta gráfica se puede observar que la envolvente es
aproximadamente un coseno de frecuencia igual a la frecuencia fundamental de
la señal aunque no es exactamente un coseno (como también se desprende de la
ecuación (5.24)).
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Figura 5.2: Batido producido por la suma de un coseno de frecuencia 100Hz y amplitud 1 y
otro seno de frecuencia 110Hz y amplitud 0.5. La ĺınea discontinua corresponde a
la envolvente de la señal.


























Figura 5.3: Forma de onda producida al sumar tres cosenos de frecuencias 100Hz 110Hz y
120Hz; amplitudes 1, 1 y 2; y fases 0, π y π respectivamente. La ĺınea discontinua
corresponde a la envolvente de la señal.
El ı́ndice de modulación de la envolvente será mayor cuanto menor sea la diferencia
de amplitudes de los dos armónicos que forman la señal y es independiente del
desfase que haya entre ellos.
Canales con 3 armónicos: En canales con 3 armónicos se produce una envolvente de
mayor frecuencia que cuando solamente existen dos armónicos puesto que al desa-
rrollar la ecuación (5.19) aparece dentro de la ráız un coseno de frecuencia doble a
la frecuencia fundamental de la señal periódica. Este mayor contenido en frecuen-
cias altas de la envolvente se puede apreciar en la figura 5.3 que representa la señal
producida al superponer un coseno de frecuencia 100Hz y amplitud 1 y fase 0, otro
coseno de frecuencia 110Hz amplitud 1 y fase π y un tercer coseno de frecuencia
120Hz, amplitud 2 y fase π.
En el caso más común las amplitudes y fases de los tres cosenos son independientes
Andrés Camacho Garćıa 129
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entre śı y se producen envolventes con una gran amplitud y anchura espectral.
Aunque se pueden dar casos particulares cuando los armónicos de frecuencia mayor
y menor tienen la misma amplitud (modulaciones AM y cuasi-FM [236] según estén
en fase o en oposición de fase con el armónico de frecuencia central). En el caso de la
modulación AM, la envolvente de la señal consiste en un coseno con frecuencia igual
a la frecuencia fundamental de los armónicos. En el caso de modulaciones cuasi-FM,
la envolvente es prácticamente plana.
Canales con 4 o más armónicos: Al incrementar el número de armónicos que com-
ponen la señal, la envolvente de la señal resultante aumenta en ancho de banda.
La forma exacta de la envolvente depende de la relación existente entre amplitudes
y fases de los armónicos que la forman. Si estas amplitudes y fases tienen forma
aleatoria, la envolvente presenta un ı́ndice de modulación cercana al 100%.
Cuando se analiza el Roughness de una señal de escape de las caracteŕısticas indicadas
mediante el modelo de Daniel y Weber (analizado en la sección 2.6.6), encontramos que
únicamente los filtros asociados a frecuencias bajas contienen envolventes continuas y
por lo tanto no producen Roughness. Pero todos aquellos canales asociados a frecuencias
medias y altas contienen señales cuyas envolventes presentan variaciones de amplitudes
considerables (puesto que las amplitudes y fases de los distintos armónicos del canal
observados en la práctica no están correlados entre śı). A pesar de las grandes amplitudes
observadas en las envolventes de cada uno de los filtros de banda cŕıtica (profundidad de
modulación generalizada), el grado de correlación entre ellas es pequeño y como resultado
de esto el Roughness espećıfico en cada banda suele presentar valores muy reducidos.
Como el Roughness total se calcula como la suma de Roughness espećıficos de cada una
de las bandas (que siempre toma valores positivos) para algunas configuraciones especiales
de armónicos se podŕıan obtener valores de Roughness elevados, aún tratándose de una
señal periódica sin ningún tipo de modulación [238].
5.2.2. Modelo de Feng.
Si partimos de una señal periódica escrita mediante su descomposición en bandas
cŕıticas según aparece en la expresión (5.22) y se modula en amplitud con una portadora
senoidal se obtiene:




(1 +m · cos(2πfmt)) xl(t) (5.27)
Es decir, la modulación de la señal periódica equivale a modular cada una de sus bandas
cŕıticas con la misma señal moduladora. Pero al modular una señal en AM, aumenta su
ancho de banda en un valor igual a la frecuencia de modulación por lo que solamente si
la frecuencia de modulación es pequeña se podrá afirmar que el contenido de cada banda
cŕıtica es:
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Cuando una señal periódica como la mostrada en la figura 4.30 se modula en AM con
una portadora senoidal, se obtiene una señal cuyo espectro queda modelado en la figura
4.32. Las deltas que aparecen a ambos lados de cada armónico están separadas de éste una
frecuencia igual a la frecuencia de modulación fm, tienen una amplitud igual al producto
de la amplitud del armónico por el ı́ndice de modulación m dividido entre dos.
Si el valor de fm es reducido, las deltas que aparecerán al lado de cada armónico (en
la figura 5.1) estarán próximas a éste y, por lo tanto, al descomponer la señal en bandas
cŕıticas, estarán en la misma banda que el armónico correspondiente. Analizando por
separado lo que ocurre en los filtros de banda cŕıtica según el número de armónicos que
estos contengan al igual que se hizo al estudiar las señales periódicas:
Canales con 1 armónico (bandas de frecuencia baja): La salida de cada uno de
estos canales contendrá 1 armónico con sus dos deltas asociadas a la señal modula-
dora. Esto producirá oscilaciones de la envolvente con un ı́ndice de modulación igual
a m. Además, las oscilaciones de todos los canales con un solo armónico estarán sin-
cronizadas entre śı por lo que la correlación entre canales será elevada, dando origen
a valores elevados en el Roughness espećıfico de estas bandas.
Canales con varios armónicos (bandas de frecuencia altas): La forma de la en-
volvente en estas bandas depende de dos factores: por un lado, la existencia de
varios armónicos produce una envolvente periódica cuya enerǵıa se concentra en los
múltiplos de la frecuencia fundamental del sonido analizado.
Por otro lado, la modulación AM produce una envolvente con una amplitud propor-
cional al ı́ndice de modulación y una frecuencia igual a la frecuencia de modulación.
Por lo tanto, la influencia de la modulación en la envolvente se limita a la región
espectral de la envolvente (coincidente con la frecuencia de modulación fm) y la rela-
ción con el ı́ndice de modulación no es lineal, pues también depende de la estructura
espectral de los armónicos.
En el caso excepcional de que los armónicos sin modular tuvieran una envol-
vente continua o con oscilaciones reducidas, la aparición de la señal modula-
dora provocaŕıa un aumento en el Roughness espećıfico de la banda proporcio-
nal al ı́ndice de modulación. Además, como la señal moduladora es la misma en
todas las bandas, las envolventes estarán correladas, por lo que el Roughness
espećıfico de estas bandas aumentará al aumentar el ı́ndice de modulación.
Si, como resulta habitual en las señales de motor, la envolvente de la señal
existente a la salida del filtro de banda cŕıtica presenta variaciones impor-
tantes, la presencia de una señal moduladora no necesariamente aumentará el
valor de la profundidad de modulación generalizada sino que dependiendo de la
amplitud y fase de la señal original y la moduladora ésta se podŕıa incrementar
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o decrementar. En este caso, la envolvente de la señal en cada banda cŕıtica no
es debida a la modulación sino a su composición armónica, por lo que la corre-
lación entre las bandas cŕıticas adyacentes será reducida. Como consecuencia,
el Roughness espećıfico de estas bandas suele tener valores reducidos 2.6.6.
Se puede deducir de los párrafos anteriores que si la frecuencia de modulación es baja, el
Roughness total (calculado mediante el método de Daniel y Weber) se debe principalmente
a las bandas bajas del espectro y este crece proporcionalmente al ı́ndice de modulación m.
Pero si tenemos en cuenta que las bandas bajas tienen una anchura espectral aproximada
de 100Hz, para poder hablar de frecuencias de modulación reducidas, deben ser inferiores a
los 50 Hz. Pero para oscilaciones con frecuencias muy por debajo de los 50 Hz la sensación
percibida por el óıdo es Fluctuación en lugar de Roughness, por lo que las conclusiones
anteriores solamente tienen validez para frecuencias de modulación ligeramente inferiores
a los 50 Hz.
Para frecuencias de modulación altas (superiores a 50 Hz), deja de ser cierta la igualdad
mostrada en la ecuación (5.28) en las bandas de frecuencia baja, pero continua siendo
cierta para las frecuencias más altas. La contribución al Roughness de las distintas bandas
se puede resumir del siguiente modo:
Bandas de frecuencia baja: Contribuyen en menor medida al Roughness total, porque
a pesar de los elevados valores de las profundidades de modulación generalizadas
en cada canal, la correlación entre ellos es reducida. Esto se debe a que las deltas
que aparecen en el espectro a cada lado del armónico debido a la modulación, se
encuentran tan separadas de este que se desplazan al canal n-1 y al canal n+1. De
este modo, las deltas más próximas a cada armónico provienen del canal superior
e inferior y la distancia entre estas y el armónico central ya no es la frecuencia
de modulación (fm) sino la diferencia entre esta y la frecuencia fundamental de la
señal (fm − f0). En estas circunstancias la envolvente de cada canal ya no está en
fase con los contiguos y por lo tanto la correlación se reduce. Además la frecuencia
de modulación de la señal en la banda no coincide con la frecuencia de la señal
moduladora.
Bandas de frecuencia altas: En las bandas cŕıticas más altas, la anchura espectral del
canal toma también valores elevados. En este caso, coexistirán en el canal varios
armónicos y todos ellos serán modulados por la misma moduladora (excepto aque-
llos más alejados del centro del canal que sufrirán la interferencia de los canales
adyacentes). Esto dará como resultado que la envolvente del canal sea aproxima-
damente igual al producto entre la envolvente que tendŕıa el canal sin modular
multiplicado por la señal moduladora. El ı́ndice de modulación de la señal modu-
ladora influirá en la profundidad de modulación generalizada pero únicamente en
la zona de frecuencias próximas a la frecuencia de modulación, por lo tanto puede
aumentar la correlación entre distintas bandas, pero depende de la configuración de
los armónicos.
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A la vista de la discusión anterior y en contra de lo que cabŕıa esperar, el Roughness
de una señal periódica modulada no crece al aumentar el ı́ndice de modulación de la señal
moduladora sino que la relación entre estos dos parámetros es bastante más compleja. En
los experimentos realizados por Feng [20]) con este tipo de señales, se confirmó que el
aumento del ı́ndice de modulación no produćıa necesariamente un aumento del Roughness.
5.2.3. Señal excitación c(t): tren de deltas modulado en AM.
Aunque este tipo de señales se asemeja a las obtenidas mediante la modulación AM
analizada en la sección anterior, la figura 4.35 muestra como las deltas que aparecen a
ambos lados de los armónicos tienen distinta amplitud (a diferencia de lo que se aprecia
en la gráfica 4.32); y este hecho además de afectar a la amplitud de la envolvente [233],
disminuirá la correlación entre las distintas bandas cŕıticas.
Aunque el procedimiento de calculo de Roughness propuesto por Daniel y Weber 2.6.6
es capaz de explicar el hecho de que no aumente el Roughness al aumentar el ı́ndice de
modulación, ofrece unos resultados que no coinciden con la valoración obtenida en un test
de jurado cuando se utilizan señales sintéticas de motor obtenidas mediante la convolución
de una señal patrón con un tren de deltas moduladas en AM con portadora senoidal [229].
En estos experimentos se observó que tanto el algoritmo de Zwicker [3] como el de Daniel
y Weber [8], subestiman el Roughness para bajas revoluciones de motor y lo sobreestiman
para altas revoluciones.
5.2.4. Señal excitación c(t): tren de deltas con amplitud aleato-
ria.
Este tipo de señales se generan utilizando a partir de la expresión (4.38) donde los
valores de ak presentan una distribución de ruido gaussiano blanco. La distribución es-
pectral de potencia asociada a estas señales es la que aparece en la figura 4.38, donde
se puede apreciar la superposición de dos distribuciones: una distribución concentrada
formada por conjunto de deltas situadas en los armónicos de la frecuencia del ruido, y
una distribución dispersa repartida por todo el espectro de frecuencias. La potencia aso-
ciada a la distribución concentrada aumenta cuando crece la media de ak, mientras que la
potencia asociada a la distribución dispersa aumenta al incrementar la varianza de ak. Un
incremento en la varianza de ak no supone necesariamente un aumento en las envolventes
de las salidas de los filtros de banda cŕıtica que modelan el comportamiento del óıdo, ni
tampoco un aumento de la correlación entre distintas bandas criticas. Por lo tanto, un
incremento en la varianza de ak no supone un aumento del Roughness ni del Fluctuation
Strength cuando se aplican los métodos de cálculo de estos parámetros analizados en el
caṕıtulo 2.
Como resumen de esta sección podemos decir que los modelos tradicionales de cálculo
de Roughness (caṕıtulo 2) proporcionan resultados correctos cuando se aplican a señales
simples, pero al trabajar con señales complejas como las descritas en el caṕıtulo 4 los
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resultados podŕıan no ajustarse a la sensaciones percibidas. En los siguientes experimentos
se estudiará la dependencia del Roughness y el Fluctuation Strength con los parámetros
de las señales sintéticas y se propondrá una mejora del modelo de cálculo de Roughness.
5.3. Evaluación de la calidad de los estimadores de
Roughness.
El análisis teórico realizado en la sección 5.2 parece indicar una discordancia entre
la sensación de Roughness y los resultados proporcionados por los métodos tradicionales
de cálculo de este parámetro al aplicarlos a señales cuasiperiódicas. Puesto que muchas
señales reales (como las producidas en el tubo de escape de un motor) se pueden modelar
como señales cuasiperiódicas, estos métodos de cálculo podŕıan proporcionar resultados
inexactos al trabajar con ellas. En esta sección se evalúa el grado de exactitud de estos
métodos a la hora de calcular el Roughness producido por señales cuasiperiódicas tomando
varias señales de escape como representativas de esta clase.
5.3.1. Los jueces.
En los experimentos han intervenido 14 jueces con edades comprendidas entre los 20 y
los 40 años. Los jueces fueron reclutados de entre los alumnos y profesores de la titulación
de Ingeniero de Telecomunicación (impartida en la Universidad Politécnica de Valencia).
Ninguno de ellos indicó padecer de problemas de audición cuando se les preguntó; y todos
ellos trabajaban en temas relacionados con el procesado de señal.
5.3.2. Est́ımulos utilizados.
Se diseñó un test donde se utilizaron ocho señales reales de escape grabadas con
distintos esquemas de funcionamiento del motor: cuatro asociadas a un motor funcionando
a un régimen de giro de 1000 r.p.m. y otras cuatro asociadas a un motor girando a 2000
r.p.m..
5.3.3. Igualación del Loudness de las señales.
Es bien conocida la influencia del Loudness en la percepción de sensaciones como la
molestia causada por un sonido. Valores de Loudness altos pueden hacer que los jueces
califiquen los sonidos como muy molestos y atribuyan, de forma errónea, esta molestia al
Roughness dando valoraciones de Roughness altas a sonidos con valores altos de Loudness.
Para evitar este efecto en los experimentos se han ajustado los niveles de todas las señales
utilizadas a un nivel de 8 sones (equivalente a un tono de 1 kHz con un nivel de presión
sonora de 70 dB).
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5.3.4. Instrumentación utilizada en el experimento.
Las pruebas se han realizado utilizando un ordenador portátil con procesador Pentium
Centrino y un software no comercial desarrollado por el Instituto de Telecomunicaciones
y Aplicaciones Multimedia (iTEAM) [239] que presenta las señales a los jueces y registra
las respuestas.
Los sonidos almacenados en el ordenador portátil se reprodujeron mediante una tarjeta
de sonido de 24 bits (M-Audio FireWire 410) a la que se conectaron unos auriculares
Sennheiser HD 600.
5.3.5. Procedimiento.
En cada uno de los test se le pidió al jurado que seleccionara la señal que tuviera
el Roughness mayor (no permitiendo la opción de seleccionar “valores iguales”) y se
analizaron los resultados según la metodoloǵıa de test de comparación de parejas [230,
231, 240].
Al principio de cada sesión de test se entrenaba a los jueces para que identificaran
la sensación de Roughness mediante un ejemplo que conteńıa 6 sonidos diferentes en los
que se variaba el Roughness de forma creciente. El grupo de seis sonidos de Roughness
creciente estaba formado por un tono de 1000 Hz modulado en amplitud con una frecuencia
de 70 Hz y con un ı́ndice de modulación que vaĺıa of 0%, 20%, 30%, 70%, 90% and 100%
en cada una de las seis señales. Estos sonidos se ordenaron en orden creciente de ı́ndice
de modulación de forma que el aumento en la sensación de Roughness percibido fuera
notable. Se indicó a los miembros del jurado que la vibración percibida al modular los
sonidos anteriores recibe el nombre de Roughness, que cada uno de los sonidos escuchados
tiene un Roughness superior al sonido anterior y que a continuación escuchaŕıan parejas
de sonidos y debeŕıan de identificar el sonido de la pareja que tuviera mayor Roughness. El
propósito de estos seis sonidos fue únicamente el entrenamiento del jurado en la sensación
de Roughness, y no se utilizaron como referencia en ninguno de los test posteriores.
5.3.6. Resultados del test.
Los resultados del test se muestran en la figura 5.4. Los valores negativos de Roughness
que aparecen en la figura se deben a la utilización de test de parejas, que proporciona
puntuaciones con media 0. Los resultados del test muestran una conclusión clara: que
un jurado perciba un sonido con mayor Roughness que otro no significa que los métodos
tradicionales de cálculo de Roughness le asignen un valor calculado mayor. Por esta razón
debemos concluir diciendo que: “los métodos tradicionales de cálculo de Roughness no
proporcionan buenas estimaciones de este parámetro cuando se aplican a señales complejas
como las señales de motor”.
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Figura 5.4: Las representaciones de la figura muestran en el eje de abscisas los valores de
Roughness medidos en el test y en el eje de ordenadas los valores de Roughness
calculados mediante el método de Zwicker (izquierda) y Daniel-Weber (derecha).
Los ćırculos están asociados a señales de 1000 r.p.m y las aspas a señales de 2000
r.p.m.
5.4. Evaluación de parámetros psicoacústicos de las
señales sintéticas de escape
Para estudiar las causas de la falta de exactitud de los métodos tradicionales de cálculo
de Roughness puesta de manifiesto en la sección 5.3.6, aśı como en otros experimentos
realizados con señales similares [20, 19, 22, 238], en esta sección se analizará el Roughness
de señales de escape sintéticas. Esto nos permitirá además experimentar acerca de la
capacidad del modelo propuesto en el caṕıtulo 4 (y representado en la figura 4.25), en la
generación de sonidos con parámetros psicoacústicos controlados.
A continuación se describe como se han desarrollado cuatro test de jurado para valorar
las sensaciones subjetivas que producen sonidos sintéticos de 1000, 2000, 3000 y 4000
r.p.m.
5.4.1. Est́ımulos utilizados.
Se diseñaron cuatro test de jurado, uno para cada uno de las velocidades ensayadas:
1000, 2000, 3000 and 4000 r.p.m. En cada test se utilizaron 5 señales sintéticas diferentes
generadas con el sintetizador mostrado en la figura 4.25.
Las variaciones en los parámetros psicoacústicos Loudness o Sharpness son fáciles de
generar modificando la amplitud de la señal (para producir variaciones en el Loudness)
o variando el contenido espectral del patrón (para producir variaciones en el Sharpness).
Los experimentos se centran, por lo tanto, en la capacidad del modelo para generar señales
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Frecuencia de Índice de






Tabla 5.1: Índice de modulación y frecuencia de modulación utilizados en la ecuación (4.16)
para generar las amplitudes ak de las cinco señales involucradas en los test de
1000 r.p.m., para obtener ruidos sintéticos que produzcan diferentes sensaciones
psicoacústicas.
con Roughness y Fluctuation Strength variables.
Para construir una señal sintética se ha utilizado un patrón extráıdo de una señal real
con el mismo régimen de giro que la señal a sintetizar. Y se ha utilizado el cepstrum
complejo para obtener el patrón (p(t)) de la señal.
Para generar la señal sintética, se combina este patrón p(t) con una señal tren de deltas
c(t) según la expresión (4.15). Esta señal c(t) tiene la forma mostrada en (4.11) y para
construirla se utilizan valores de ak según la expresión (4.16), tomando distintos ı́ndices
y frecuencias de modulación, como se indica en la tabla 5.1.
La tabla 5.1 presenta, a modo de ejemplo, los valores del ı́ndice de modulación (m) y la
frecuencia de modulación (fm) utilizados en la generación de señales sintéticas evaluadas
en el test asociado al régimen de giro del motor de 1000 r.p.m. Los ı́ndices de modulación
utilizados para generar las señales sintéticas de 2000, 3000 y 4000 r.p.m. fueron los mis-
mos que para 1000 r.p.m. (0%, 20% y 40%), pero las frecuencias de modulación fueron
distintas en cada caso. Esto se debe a que la máxima frecuencia de modulación utilizable
depende del régimen de giro de la señal [228].
Según Zwicker [3], el Roughness de una señal modulada en AM de banda estrecha
aumenta con el ı́ndice de modulación, alcanzando su máximo para valores de frecuencia
de modulación aproximados a 70 Hz. Sin embargo, para una modulación de banda ancha,
la dependencia del Roughness con la frecuencia y el ı́ndice de modulación no es tan sencilla.
El análisis mediante cepstrum nos permite controlar el Roughness con un solo paráme-
tro ak, dependiendo del ı́ndice y la frecuencia de modulación según la ecuación (4.16). En
este sentido, el objetivo principal de los test asociados a este experimento ha sido la
validación del método para describir el Roughness que percibe un grupo de jueces que
representen a un consumidor del producto.
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5.4.2. Procedimiento.
En estos experimentos han intervenido ocho jueces con edades comprendidas entre
los 20 y los 40 años. Los jueces fueron reclutados de entre los alumnos y profesores de
la titulación de Ingeniero Técnico de Telecomunicación, especialidad Telemática que se
imparte en la Escuela Politécnica Superior de Alcoy. Ninguno de ellos indicó padecer de
problemas de audición cuando se les preguntó; y tampoco ninguno de ellos trabajaba en
temas relacionados con los motores ni la acústica, por lo que desde el punto de vista
técnico se les puede considerar como un jurado de usuarios potenciales del producto.
Para evitar que diferencias en el Loudness de las señales afectara a la valoración del
Roughness por parte de los jueces, se modificó la amplitud de todos los sonidos para igualar
su Loudness a 8 sones mediante como se indicó en la sección 5.3.3. La instrumentación
utilizada en los experimentos coincide con la descrita en la sección 5.3.4.
En cada uno de los test, se le pidió al jurado que seleccionara la señal que tuviera
el Roughness mayor (no permitiendo la opción de seleccionar “valores iguales”) y se
analizaron los resultados según la metodoloǵıa de test de comparación de parejas [230,
231, 240].
Al principio de cada sesión de test se entrenaba a los jueces para que identificaran la
sensación de Roughness mediante el procedimiento descrito en la sección 5.3.5.
A continuación se realizaron cuatro experimentos (uno para cada régimen de giro del
motor) con el fin de evaluar el Roughness de 5 señales sintéticas. En cada experimento se
presentaron a los jueces todas las posibles parejas que se pueden formar con las señales a
analizar (10 comparaciones para 5 señales distintas), junto con otras parejas redundantes
de control (con el fin de evaluar la calidad de las respuestas de cada uno de los jueces).
Para evaluar la repetitividad de un juez (responder de la misma forma que la primera vez
cuando se le repite una pregunta [230, 241]), en cada test se añadieron a las 10 compa-
raciones anteriormente citadas 2 comparaciones más, correspondientes a la repetición de
dos parejas ya evaluadas cambiadas de orden. Con el fin de evitar sesgo en la evaluación
de las señales, el orden en el que se presentaban al jurado era aleatorio. Como ejemplo del
contenido de un experimento, la Tabla 5.2 contiene las comparaciones que se presentaban
a los jueces en el test asociado a la frecuencia de giro del motor de 1000 r.p.m.
Otro parámetro utilizado para medir la calidad de las respuestas proporcionadas por
los jueces fue la consistencia [230, 241]. Si al comparar las señales A y B, un juez decide
que B tiene un valor de Roughness superior y al comparar las señales B y C decide que
es la señal C la que presenta un valor superior de Roughness, para ese juez las señales
ordenadas de menor a mayor Roughness seŕıan primero A a continuación B y por último
C. Por lo tanto, si se pide que compare las señales A con C debeŕıa seleccionar la señal C
como señal con más Roughness, si no lo hiciera aśı se diŕıa que el juez no es consistente.
Tras la realización de los test se analizaron la repetitividad y la consistencia jueces y
se desecharon aquellos test en los que los jueces tuvieran puntuaciones inferiores al 80%
en alguno de estos dos parámetros. Como consecuencia, al analizar los resultados, no se
tuvieron en cuenta las respuestas proporcionadas por uno de los jueces en el test 1, y se
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Tabla 5.2: Ordenación de las señales a analizar en el test asociado al régimen de giro del
motor de 1000 r.p.m. Las parejas 7 y 8 se han marcado porque son las mismas
parejas etiquetadas como 1 y 2 ordenadas de forma inversa. La comparación de
las evaluaciones de los jueces para estas 4 parejas proporcionan un indicador de la
calidad del juez.
descartaron los resultados de dos jueces (distintos al anterior) en el test 4.
5.4.3. Resultados del test de jurado para ruido sintético de 1000
r.p.m.
En un test de parejas se asigna una puntuación final a las señales analizadas de forma
creciente en relación al parámetro analizado, es decir que para este caso en particular
cuanto mayor sea la puntuación mayor será la percepción de Roughness el jurado tiene
respecto a la señal. La figura 5.5 representa las puntuaciones obtenidas por las distintas
señales analizadas en el test relativo a 1000 r.p.m. (donde los parámetros de las señales
utilizados se representan en la Tabla 5.1). Como la suma de las puntuaciones proporciona-
das por el método del test de parejas es siempre cero, algunas puntuaciones son positivas
mientras que otras toman valores negativos. Del análisis de los resultados mostrados en
la figura 5.5 se desprenden las siguientes conclusiones:
a) Comparación de las señales 1, 2 y 3: estas señales corresponden a frecuencias de
modulación de 50 Hz con ı́ndices de modulación de 0% (para la señal 1 donde no
existe modulación y se usa como referencia) 20% (para la señal 2) y 40% (para la
señal 3). Al comparar las puntuaciones de la señales 2 con la señal 3 se observa que
la señal 2 es percibida con mayor Roughness que la señal 3, en contra de lo que
cabŕıa esperar puesto que la señal 2 tiene un menor ı́ndice de modulación.
b) Comparación de las señales 1, 4 y 5: estas señales corresponden a señales con fre-
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Señal 2 Señal 3 Señal 4 Señal 1 Señal 5
Figura 5.5: Puntuaciones obtenidas en el test de jurado realizado con las señales sintéticas de
1000 descritas en la tabla 5.1.
cuencia de modulación 70 Hz con ı́ndices de modulación 0% (la mima señal de
referencia comentada en el punto anterior), 20% and 40% respectivamente. En este
caso volvemos a encontrar resultados opuestos a los esperados puesto que la señal 5
(la de mayor ı́ndice de modulación) es percibida como la señal de menor Roughness
del grupo.
c) Comparación entre las señales 2 y 4 y entre las señales 3 y 5. Las señales 2 y 4 tienen
el mismo ı́ndice de modulación (20%) pero difieren en la frecuencia de modulación.
Según la teoŕıa una frecuencia de modulación de 70 Hz debeŕıa producir mayor
sensación de Roughness que una frecuencia de modulación de 50 Hz por lo que la
puntuación obtenida para las Señal 4 debeŕıa de ser mayor que la obtenida para la
Señal 2. Y con el mismo argumento, la puntuación para la señal 5 debeŕıa ser mayor
que obtenida para la señal 3, pero los valores obtenidos en el experimento indican
precisamente lo contrario.
d) El rango de puntuaciones obtenido para las cinco señales en muy reducido (vaŕıa
tan sólo entre el intervalo comprendido entre −0,3 y 0,4). En un test de parejas
un intervalo de puntuaciones reducido indica que las señales utilizadas son muy
similares (respecto a la caracteŕıstica analizada). De hecho, algunos miembros del
jurado indicaron que les resultaba complicado identificar la sensación de Roughness
en las señales analizadas. Aunque los valores empleados como ı́ndices y frecuencias
de modulación son lo bastante diferentes como para producir un variado margen de
valores de Roughness.
Una explicación a los resultados contradictorios obtenidos en este test la podemos
encontrar si realizamos un análisis más profundo del modelo propuesto en la figura 4.25.
El tren de deltas c(t) utilizado en la formación de la señal tiene una frecuencia fundamental
que viene dado por (4.5), y para un régimen de giro del motor de 1000 r.p.m. vale:
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Figura 5.6: Tren de deltas c(t) utilizado en la generación de la señal sintética de 1000 r.p.m.
modulada en amplitud con frecuencia de modulación de 70 Hz e ı́ndice de modu-




× 4 = 33,33Hz, (5.29)
cuya inversa indica que el periodo fundamental de este tren de deltas es de 30 mi-
lisegundos (o lo que es lo mismo N = 1440 muestras para una frecuencia de muestreo
de 48 kHz). Es decir, se genera un impulso cada 30 ms cuya amplitud viene dada por la
ecuación (4.16).
Esta expresión muestra que los valores de ak provienen del muestreo, con frecuencia de
muestreo f0, de una señal moduladora de frecuencia fm. Pero este valor de f0 no cumple el
teorema del muestreo de Nyquist para valores de fm utilizados para sintetizar las señales
de este experimento, ya que con una frecuencia de muestreo f0 sólo se pueden muestrear
correctamente señales que tengan una frecuencia inferior a f0/2 [136]. El submuestreo de
una señal hace que la señal muestreada se comporte como el “alias” de ésta cuya frecuencia
esté comprendida en el intervalo que va desde 0 hasta f0/2, entendiendo como “alias” de
la frecuencia fm a las frecuencias:
f aliasm = ±fm + l · f0, con l = 0,±1,±2, . . . (5.30)
Volviendo al caso particular de las señales sintéticas de nuestro experimento asociado
a un régimen de giro de 1000 r.p.m., las amplitudes ak de los impulsos se han generado
muestreando un coseno de frecuencia fm = 70 Hz con una frecuencia de muestreo de
f0 = 33,33 Hz mediante la ecuación (4.16). Debido al efecto del submuestreo la modulación
efectiva es mucho menor de la esperada, ya que, según (5.30), la frecuencia moduladora
de 70 Hz al ser muestreada mediante una frecuencia de f0 = 33,33 Hz (inferior a la
de Nyquist), se comporta como su “alias” de frecuencia f aliasm = fm − 2f0 = 3,33 Hz.
La Figura 5.6 ilustra este efecto de submuestreo mostrando el tren de deltas generado
mediante (4.16) con fm = 70 Hz y f0 = 33,33 Hz: las variaciones de amplitud son tan
lentas que coinciden con las que produciŕıa un coseno de 3,33 Hz muestreado con la misma
frecuencia de muestreo f0.
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De forma similar, las señales utilizadas en el experimento en las que se empleó una
frecuencia moduladora de fm = 50 Hz, generan trenes de impulsos que se ajustan al
“alias” de frecuencia f aliasm = fm − f0 = 16,66 Hz.
A la vista de este análisis podemos concluir que los resultados del experimento, mos-
trados en la Figura 5.5, śı se ajustan a la teoŕıa en cuanto que las Señales 2 y 3 se perciben
como señales moduladas con una frecuencia de 16,66 Hz (no de 50 Hz) mientras que las
Señales 4 y 5 se perciben como señales moduladas con una frecuencia de 3,33 Hz (no de
70 Hz) por lo que es lógico que las primeras tengan una puntuación mayor que las últimas
al evaluar su Roughness.
También se puede explicar, a partir de este análisis, el hecho de que todas las señales
analizadas tengan valores muy similares (Figura 5.5) y que los jueces mostraran dificultad
para identificar la sensación de Roughness puesto que con frecuencias moduladoras de
3,33 Hz y 16,66 Hz se perciben sensaciones de Fluctuación más que de Roughness.
Además, cuando se trabaja con un motor funcionando a 1000 r.p.m. (que genera
señales cuasiperiódicas con frecuencia fundamental de f0 = 33,33) es imposible generar
frecuencias de modulación superiores a 18 Hz. Por lo tanto no se pueden generar señales
con diferencias significativas en su Roughness; y por esta razón los resultados del test
asociados a 1000 r.p.m se han descartado en las conclusiones globales del experimento.
5.4.4. Resultados del test de jurado para ruidos sintéticos de
2000 r.pm., 3000 r.p.m. y 4000 r.p.m.
Como ya se indicó en la sección 5.4.3, el máximo valor de frecuencia moduladora que
se puede utilizar en la śıntesis de ruidos de motor es la mitad de la frecuencia asociada
al régimen de giro del motor. Es decir, que para un régimen de giro de 2000 r.p.m. la
máxima frecuencia de modulación que se puede conseguir es de 33,3 Hz, para 3000 r.p.m.
de 50 Hz y para 4000 r.p.m. de 66,6 Hz.
Debido a estas restricciones, las señales sintéticas utilizadas para los test se han gene-
rado utilizando dos frecuencias moduladoras para cada régimen de giro del motor:
La máxima frecuencia de modulación permitida para el régimen de giro.
El 70% de la frecuencia máxima anterior.
La Tabla 5.3 resume los parámetros utilizados en la generación de las señales sintéticas
utilizadas en los experimentos asociados a 2000, 3000 y 4000 r.p.m.
Antes de entrar a analizar los resultados proporcionados por el jurado en los test de
parejas, hay que indicar que a pesar de haber obtenido 15 puntuaciones distintas (una para
cada señal), estas puntuaciones sólo tienen sentido en el contexto del test en el que fueron
obtenidas. Es decir que solamente se pueden comparar entre śı las puntuaciones obtenidas
en el test de 2000 r.p.m. o las puntuaciones obtenidas en el test de 3000 r.p.m., pero no
tiene sentido comparar la valoración de una señal de 2000 r.p.m. con de la valoración de
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2000 r.p.m. 3000 r.p.m. 4000 r.p.m.
Índice Frecuencia Frecuencia Frecuencia
Señales Mod. (%) Mod. (Hz) Mod. (Hz) Mod. (Hz)
1 0 0 0 0
2 20 23,33 35 46,66
3 40 23,33 35 46,66
4 20 33,33 50 66,66
5 40 33,33 50 66,66
Tabla 5.3: Índices y frecuencias de modulación utilizados en la ecuación (4.16) para generar
las amplitudes ak de las cinco señales utilizadas en los test de 2000, 3000 and 4000
r.p.m.
otra señal de 3000 r.p.m puesto que dichas valoraciones fueron obtenidas en diferentes
contextos (diferentes test).
La Figura 5.7 muestra (de forma superpuesta) los resultados de los tres test asociados a
2000, 3000 y 4000 r.p.m. La Figura 5.7 (a) ilustra la dependencia del Roughness respecto
al ı́ndice de modulación para frecuencias de modulación correspondientes al 70% del
máximo permitido para cada velocidad de giro del motor. Los resultados indican que un
incremento del ı́ndice de modulación produce un incremento del Roughness percibido y
la dependencia de estos dos parámetros es casi lineal. El amplio rango de valores en el
que vaŕıan las puntuaciones obtenidas para las señales (desde −4 hasta 3) indican una
unanimidad casi total entre los miembros del jurado a la hora de calificar el Roughness de
las señales analizadas, aśı como una clara distinción entre las señales con mayor y menor
Roughness.
De forma similar en el apartado (b) de la Figura 5.7 se representa la dependencia del
Roughness con respecto al ı́ndice de modulación, pero ahora se analizan señales moduladas
con una frecuencia de modulación del 100% de la máxima frecuencia de modulación
posible para el régimen de giro. Los resultados son muy similares (prácticamente idénticos)
a los comentados en el párrafo anterior. Por esto se puede afirmar que, independientemente
de la frecuencia de modulación y del régimen de giro del motor, el aumento del ı́ndice de
modulación produce un aumento en el Roughness existiendo una dependencia lineal entre
ambos parámetros.
Para analizar la dependencia del Roughness con la frecuencia de modulación, la Figu-
ra 5.8 representa la valoración que los jueces han asignado al Roughness de señales con el
mismo ı́ndice de modulación pero diferentes frecuencias de modulación (ver la tabla 5.3
para conocer los valores reales de estas frecuencias). En la gráfica (a) de la Figura 5.8 se
representa la variación del Roughness respecto a la frecuencia de modulación cuando se
utiliza un ı́ndice de modulación del 20%. Aqúı se puede observar que esta dependencia
es mayor para 2000 r.p.m. que para velocidades mayores. Sin embargo, en todo el test se
observa que a pesar de que existe un incremento del Roughness a medida que aumenta la
frecuencia de modulación, este aumento es muy débil. Los bajos valores obtenidos para
las señales que se muestran en la gráfica (a) respecto a los que aparecen en la gráfica (b)
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Figura 5.7: Roughness subjetivo en función del ı́ndice de modulación (0%, 20% y 40%) para
los test de 2000, 3000 y 4000 r.p.m. En el gráfico (a) se ha utilizado la máxima
frecuencia de modulación posible para cada régimen de giro mientras que en (b)
se ha utilizado una frecuencia de modulación igual al 70% de dicho máximo.
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de la Figura 5.8 se pueden explicar por el pequeño ı́ndice de modulación utilizado (20%).
Por último, si analizamos la gráfica (b) de la Figura 5.8 (que representa la relación
entre Roughness y frecuencia de modulación cuando el ı́ndice de modulación utilizado
es de 40%), comprobamos que las gráficas presentan tendencias similares a las anteriores
(donde se utilizó un ı́ndice de modulación del 20%) excepto para el ruido de 4000 r.p.m. En
este caso particular, un incremento de la frecuencia de modulación produce una reducción
del Roughness percibido.
En las dos gráficas que aparecen en la Figura 5.8 se observa que, aunque existe varia-
ción del Roughness al variar la frecuencia de modulación, la dependencia entre estos dos
parámetros no es demasiado fuerte.
A pesar de que los test de jurado llevados a cabo con estas señales sintéticas no son
exhaustivos en cuanto al número de velocidades de motor, frecuencias de modulación
e ı́ndices de modulación utilizados, śı que son representativas del comportamiento del
modelo propuesto en la Figura 4.25. Los resultados de la Figura 5.7 confirman que el
modelo basado en el análisis mediante cepstrum es capaz de generar ruidos sintéticos con
el Roughness controlado. Además, el modelo propuesto identifica el ı́ndice de modulación
de la ecuación (4.16) como el parámetro que más influye en el Roughness percibido.
Como resumen, se pueden extraer dos conclusiones importantes de las Figuras 5.7 y
5.8:
El modelo propuesto ha sido validado como un buen método a la hora de producir
ruidos sintéticos de motor con un valor de Roughness controlado. Además, estos
resultados permiten considerar parámetros del cepstrum complejo de las señales
analizadas para mejorar los métodos de cálculo de Roughness cuando se trabaja con
señales de banda ancha, en lugar de utilizar únicamente parámetros extráıdos de
modelos de banda estrecha.
El Roughness de los sonidos provenientes de un motor tienen una dependencia mayor
con el ı́ndice de modulación que con la frecuencia de modulación (por comparación
de los distintos rangos que tienen las puntuaciones obtenidas en las Figuras 5.7 y
5.8).
5.5. Nuevos patrones sintéticos.
El modelo de señal cuasiperiódica descrito en la sección 4.4 consiste en la convolución
de dos señales según se muestra en la ecuación (4.15): un patrón p(t) y un tren de deltas
modulado c(t). Las secciones anteriores se han ocupado de analizar la influencia de c(t) en
las señales, en las referencias [229, 238, 228] se estudia la influencia de los valores ak y Tk
en el Roughness de señales sintéticas formadas a partir de trenes de deltas c(t), generadas
mediante la ecuación (4.11).
En esta sección y en la sección 5.6 se explora la influencia del patrón p(t) de la
ecuación (4.15) en el modelo. En la sección 2.6.6 se expuso como depende el Roughness
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Figura 5.8: Roughness subjetivo en función de la frecuencia de modulación (en la Tabla 5.3
aparecen los valores exactos). En la parte superior (a) se ha utilizado un ı́ndice
de modulación del 20%, y en la parte inferior (b) se ha utilizado un ı́ndice de
modulación del 40%.
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Total del Roughness Espećıfico y la correlación entre las bandas adyacentes. Para estudiar
la importancia de la correlación entre bandas, en esta sección vamos a generar distintas
señales con el mismo Roughness Espećıfico en todas las bandas cŕıticas pero con diferentes
correlaciones entre bandas.
Para controlar el número de bandas cŕıticas excitadas podŕıamos utilizar como señal
patrón ruido blanco filtrado, pero esta opción no permite controlar el Roughness Es-
pećıfico en cada banda puesto que seŕıa aleatorio. Para resolver este problema se podŕıan
utilizar las respuestas impulsionales de filtros paso banda como señal patrón, pero esta
opción no permite controlar la duración de la señal patrón o la correlación entre bandas
adyacentes. Por esta razón el patrón p(t) seleccionado ha sido la señal chirp. Esta señal,
diseñada de forma adecuada, permite el control del ancho de banda de excitación y de
la correlación entre bandas. Además, como la señal chirp puede excitar diferentes bandas
durante instantes de tiempo muy cortos, permite generar valores máximos de profundidad
de modulación en cada banda. En esta sección, indicaremos primero cómo se ha diseñado
una señal chirp básica (que hemos llamado la chirp de barrido uniforme en la escala Bark)
y después indicaremos cómo es posible combinar varias chirp para generar nuevas señales
patrón que permitan modificar la correlación entre bandas.
La experimentación con patrones distintos a los extráıdos de señales asociadas a los
veh́ıculos a motor permitirá extrapolar las conclusiones obtenidas a una gama más amplia
de señales cuasiperiódicas, no sólo a las de motor.
5.5.1. La señal chirp de barrido uniforme en la escala Bark.
Como los procedimientos habitualmente empleados en el cálculo del Roughness des-
componen las señales en fragmentos con la misma anchura espectral en la escala bark,
hemos diseñado una chirp cuya frecuencia instantánea vaŕıe uniformemente en la escala
bark. Por lo tanto, la frecuencia instantánea en la escala bark de este tipo de señales chirp
debe de ser:
z(t) = kt, (5.31)
Siendo k la velocidad de barrido. Para diseñar esta chirp partimos de la relación entre






La ecuación (5.32) nos permite escribir la relación inversa:
f(Hz) =
m · z(Bark) + n
a− z(Bark) (5.33)
Siendo m = 1960, n = 1038,8, a = 26,28.
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Para construir una señal cuya frecuencia instantánea vaŕıe según la ecuación 5.31,
la frecuencia instantánea en la escala herciana f(t) = f(z(t)) debe corresponder a la
sustitución de la ecuación (5.31) en la ecuación (5.33). Por lo tanto la fase instantánea
corresponderá a la integral:
θ(t) = 2π
∫



















{−mz − (ma + n) · log(a− z)}+ θ0 (5.36)












La ecuación (5.32) se puede considerar exacta en el intervalo 2 ≤ z ≤ 20,1, pero
fuera de estos valores se obtiene mayor precisión [68] modificando los parámetros de la
ecuación (5.32) de la siguiente forma:
f =





m = 1960, n = 294.98, a = 22.038 si zap < 2
m = 1960, n = 1038.8, a = 26.28 si 2 ≤ zap ≤ 20.1
m = 1960, n = 9934.456, a = 27.6396 si zap > 20.1
(5.38)
Los parámetros necesarios para diseñar una chirp de estas caracteŕısticas son: duración
(D), frecuencia inicial (f0) y frecuencia final (f1).
Utilizando estos parámetros y enventanando la ecuación (5.32) podemos generar una
chirp con frecuencial inicial (f0) y frecuencia final (f1). En estos experimentos se han
utilizado ventanas de Tukey [242] con tiempos de inicio y fin del 5%.
La figura 5.9 representa una chirp con f0 = 20Hz, f1 = 2000Hz y duración D = 30ms,
enventanada con una ventana de Tukey [242] con tiempos de inicio y fin del 5%. Como
la diferencia entre la frecuencia inicial f0 y la frecuencia final f1 es de 12.9 barks y su
duración D son 30ms, la velocidad de barrido en (Eq. (5.31) es k = 0,43barks/ms.)
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Figura 5.9: Chirp con f0 = 20Hz, f1 = 2000Hz y duración D = 30ms.
5.5.2. Combinación de varias chirp.
En cada instante de tiempo, la señal patrón diseñada únicamente produce excitación
en una frecuencia del espectro y, por lo tanto, en un solo filtro de banda cŕıtica. Para
producir la excitación simultánea de una zona más amplia del espectro utilizaremos como
señal patrón la suma de dos señales chirp retrasadas un tiempo l:
p(t) = x(t) + x(t− l) (5.39)
Los parámetros necesarios para diseñar un patrón de estas caracteŕısticas son: duración
de las chirps (D), retardo entre las dos chirps (l), frecuencia inicial (f0) y frecuencia final
(f1).
La figura 5.10 representa la señal generada utilizando dos copias de la chirp represen-
tadas en la figura 5.9 retrasadas l = 10ms mientras que la figura 5.11 es el espectrograma
de la señal representada en la figura 5.10. Si seleccionamos un rango de frecuencias en la
figura 5.9 y analizamos su evolución temporal (horizontal) se puede apreciar este retardo
de 10ms. Si analizamos la composición frecuencial de la señal en un instante de tiempo
(vertical) podemos observar dos componentes frecuenciales. La separación entre estas dos
componentes (desplazamiento bark) es:
∆z = k · l (5.40)
En este caso el desplazamiento bark entre las chirps es de 4,3 barks.
En este ejemplo se ha utilizado un valor elevado del parámetro l con el fin de generar
representaciones claras: se puede apreciar visualmente la separación entre dos frecuencias
simultáneas. En los experimentos realizados en la sección 5.6 se han utilizado valores
inferiores del parámetro l, que, en lugar de producir representaciones con dos ĺıneas como
las mostradas en la figura 5.11, producen una sola ĺınea cuyo grosor está controlado por
el parámetro l.
Andrés Camacho Garćıa 149
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Figura 5.11: Espectrograma de la señal representada en la Figura 5.10
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5.6. Evaluación de parámetros psicoacústicos de señales
sintéticas con patrón chirp.
Utilizando los patrones descritos en la sección 5.5, hemos construido varias señales
sintéticas que representan el ruido de combustión asociado a motores que giran a un con
un régimen de giro de 3000 r.p.m. Esta velocidad está asociada a un periodo de repetición
Tk = 10ms en la ecuación (4.11).
Cada experimento consiste en la estimación del Roughness de varias señales utilizando
el método del test de comparación de parejas [231, 230, 240]. En cada uno de los test se le
pidió al jurado que seleccionara la señal que tuviera el Roughness mayor (no permitiendo la
opción de seleccionar “valores iguales”). Los jurados estuvieron compuestos por un número
de jueces comprendido entre 14 y 16 con capacidad auditiva normal. Tras la realización
de los test se analizaron la repetitividad y la consistencia jueces y se desecharon aquellos
test en los que los jueces tuvieran puntuaciones inferiores al 80% en alguno de estos dos
parámetros.
Al principio de cada sesión de test se entrenaba a los jueces para que identificaran la
sensación de Roughness mediante el procedimiento descrito en la sección 5.3.5. Para evitar
que diferencias en el Loudness de las señales afectara a la valoración del Roughness por
parte de los jueces, se modificó la amplitud de todos los sonidos para igualar su Loudness
a 8 sones mediante como se indicó en la sección 5.3.3. La instrumentación utilizada en los
experimentos coincide con la descrita en la sección 5.3.4.
5.6.1. Dependencia de la forma del patrón (una chirp).
El objetivo de este experimento es validar las conclusiones obtenidas en la sección
4.4.3 con otro patrón diferente al obtenido a partir de una señal real de motor. El patrón
elegido ha sido la señal chirp.
Para formar las señales sintéticas de 3000 r.p.m. se ha partido de un tren de deltas
con periodo de repetición de 10 ms y se ha utilizando un patrón de 20 ms, por lo que las
repeticiones tendrán un solapamiento temporal de un 50%. Para formar la señal patrón
se han utilizado chirps simples con frecuencia inicial f0 = 20 Hz, f1 = 3000 Hz con el fin
de generar ruidos con un margen de frecuencias similares a los producidos por un motor.
El tren de deltas periódicas ha sido modulado en amplitud con las frecuencias de
modulación fmod = 0 Hz, 35 Hz y 50 Hz (lo que supone 0% 70% y 100% de la máxima
frecuencia de modulación que admiten las señales de 3000 r.p.m. según se indicó en las
secciones 5.4.4 y 5.4.3) en cuanto al ı́ndice de modulación se han utilizado los valores 0%,
20% y 40%.
Aunque en principio se trata de 9 señales, todas aquellas con frecuencia de modulación
0 ó ı́ndice de modulación 0 corresponden a la misma señal (señal sin modular) y esto
supone un total de 5 señales tal y como se muestra en la tabla 5.4. Para comparar todas
las señales entre si se necesitan 10 comparaciones (5x4/2); y añadiendo 2 para control de
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Tabla 5.4: Combinaciones utilizadas de frecuencia de modulación e ı́ndice de modulación.
repetitividad se quedan 12 señales.
Los resultados del test de parejas son los que se muestran en la figura 5.12, y de su
análisis se pueden extraer las siguientes conclusiones:
El Roughness aumenta al aumentar el ı́ndice de modulación: tanto los resultados
obtenidos para las señales sintéticas utilizando una frecuencia de modulación de
35Hz como para las asociadas a la frecuencia de modulación de 50Hz indican un
Roughness creciente a medida que aumenta el ı́ndice de modulación. Estos resultados
coinciden con los mostrados en la figura 5.7 casi de forma exacta, no sólo en la
tendencia creciente sino también en los valores obtenidos: la ĺınea continua de la
figura 5.12 coincide con la gráfica superior de la figura 5.7 (ambas asociadas a
frecuencia de modulación de 35 Hz), mientras que la ĺınea discontinua de la figura
5.12 coincide con la gráfica inferior de la figura 5.7 (ambas asociadas a frecuencia
de modulación de 50 Hz).
El Roughness aumenta al aumentar la frecuencia de modulación: el Roughness au-
menta ligeramente al aumentar el ı́ndice de modulación cuando se trabaja con un
ı́ndice de modulación del 40% mientras que el aumento es mayor cuando se trabaja
con un ı́ndice de modulación del 20%. Y este resultado también coincide con el
observado en 5.7
Por tanto, se puede afirmar que la frecuencia de modulación usada en c(t) es un
parámetro determinante en la percepción del Roughness, independientemente de la
forma de p(t).
5.6.2. Dependencia de la duración del patrón (dos chirps super-
puestas).
Para formar las señales utilizadas en este experimento, las amplitudes del tren de
delta correspondientes a los valores de ak en la expresión (4.11) se han generado a partir
de una variable aleatoria gaussiana de media 1 y varianza 0.2, y las chirp utilizadas
en la generación de los patrones tienen frecuencia inicial f0 = 20Hz y frecuencia final
f1 = 3000Hz.
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Figura 5.12: Roughness subjetivo en función del ı́ndice de modulación (0%, 20% y 40%) para
















Figura 5.13: Espectrograma de una señal generada conD = 20.
En este experimento se han generado cuatro señales utilizando chirps de distinta du-
ración (D = 1, 10, 20 y 30ms). La señal patrón se ha generado sumando dos chirps re-
trasadas l. El parámetro l se ha ajustado para cada señal con el objetivo de conseguir
una separación de frecuencias de 1 bark entre las dos chirp. La figura 5.13 representa
el espectrograma de la señal generada con D = 20. Se puede observar que a causa del
reducido valor del parámetro l, el patrón produce una única ĺınea en la representación.
Este patrón es repetido (con ligeras variaciones en la amplitud) cada Tk = 10ms.
El modelo de cálculo de Roughness expuesto en la sección 2.6.6 comienza dividiendo
la señal en bandas. Al hacer pasar la señal representada en la figura 5.13 a través de
un banco de filtros paso banda de ancho un bark (filtros de banda cŕıtica) y calcular la
envolvente de estas señales paso banda, se obtienen las representaciones mostradas en la
figura 5.14. Esta gráfica (correspondiente a la salida de los filtros de banda cŕıtica 10, 11
y 12) muestra tres señales muy similares con pequeños retardos entre śı.
Andrés Camacho Garćıa 153
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Figura 5.14: Envolvente de una tras un filtrado de banda cŕıtica para las bandas 10, 11 y 12






















Figura 5.15: Roughness calculado (x) y medido (o) en el test. Izquierda (a) para duraciones
diferentes D, y derecha (b) para retardos l diferentes
Las distintas señales utilizadas en este experimento producen espectrogramas como
los de la figura 5.13, pero con ĺıneas de distinta pendiente (cuanto mayor es D menor es
la pendiente). Pequeñas pendientes producen grandes retrasos entre las ĺıneas mostradas
en la figura 5.14 y esta situación produce menor correlación entre las diferentes bandas
cŕıticas. Como resultado, al incrementar la duración del patrón (D), el Roughness debeŕıa
de decrecer. Esta tendencia se puede observar en las marcas (x) de la parte izquierda de la
figura 5.15 que representa el Roughness calculado (conforme al método de Daniel-Weber
método) para las señales del experimento. Sin embargo, los resultados del experimento,
ćırculos (o) en la parte izquierda de la figura 5.15, no muestran esta tendencia.
Los resultados del experimento muestran un máximo de Roughness próximo a D =
10ms. Este hecho podŕıa deberse al retardo de grupo de la membrana basilar, que produce
retardos mayores en las frecuencias bajas que en las altas. Para duraciones próximas a
D = 10ms este retraso podŕıa sincronizar todas las componentes espectrales de la chirp y
producir una excitación simultanea a lo largo de toda la membrana basilar [243]. Aunque
algunas audiciones informales realizadas invirtiendo el patrón p(t) suenan prácticamente
igual que los sonidos del experimento y esto contradice la teoŕıa de la sincronización de
señales en la membrana basilar.
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5.6.3. Dependencia de la excitación instantánea del patrón (dos
chirps superpuestas).
Para formar las señales utilizadas en este experimento, las amplitudes del tren de delta
correspondientes a los valores de ak en la expresión (4.11) se han generado a partir de
una variable aleatoria gaussiana de media 1 y varianza 0.2, y las chirp utilizadas en la
generación de los patrones tienen frecuencia inicial f0 = 20Hz y f1 = 3000Hz. El patrón
se ha generado sumando dos chirps de duración D = 20ms, y retardo (l) variable con el fin
de que cada patrón excite simultáneamente puntos separados 0,5, 1,5, 2,5 y 3,5barks En
este experimentos todos los patrones tienen la pendiente que se muestra en la figura 5.13.
El efecto asociado al incremento de los retardos entre las chirp (l) es el aumento del
ancho de las ĺıneas del espectrograma, incluso si el retardo es demasiado elevado llegan a
aparecer dos ĺıneas separadas.
Si observamos la salida de distintos filtros de banda cŕıtica que se muestran en la
figura 5.14, el efecto del incremento del retraso entre chirps (l) que se aprecia en estas
representaciones temporales es un aumento de la duración de los máximos y una dis-
minución de la anchura de los mı́nimos. Estos hechos provocan una disminución en la
profundidad de modulación y un aumento en la correlación entre distintos canales. El
resultado global de estos dos efectos es una pequeña reducción del Roughness calculado
mediante el método de Daniel a medida que aumenta el parámetro (l), como se puede
observar en el gráfico de la derecha de la figura 5.15.
En gráfico de la derecha de la figura 5.15 se representa con el śımbolo (x) el Rough-
ness calculado conforme al método de Daniel y Weber de cada señal, mientras que los
resultados obtenidos por el test de parejas se representan con el śımbolo (o). A pesar de
que el Roughness calculado decrece a medida que aumenta el retraso entre chirps (l), el
Roughness medido es alto cuando la separación entre chirps es reducida, pero disminuye
cuando esta separación es mayor de 1 bark.
Estos resultados indican que la ponderación del Roughness Espećıfico con la correlación
entre bandas adyacentes para calcular el Roughness Total, se podŕıa mejorar añadiendo
algún otro factor de ponderación. También se confirma la falta de precisión ofrecida por los
métodos tradicionales en el cálculo del Roughness cuando se analizan señales complejas
como las de un motor, y la poca influencia del patrón utilizado en el Roughness de la
señales.
5.7. Conclusiones.
Se ha realizado un análisis matemático del Roughness que predice el mal funcionamien-
to de los métodos clásicos de cálculo de Roughness cuando se aplican a ruidos asociados
al automóvil. Además, este hecho se ha confirmado mediante los experimentos realizados.
Se ha comprobado que el Roughness tiene una gran dependencia del ı́ndice de modula-
ción y una dependencia muy débil de la frecuencia de modulación cuando las amplitudes
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de las repeticiones del patrón se calculan mediante un modelo de modulación de amplitud
(AM).
Se ha comprobado que, en las señales modeladas como la convolución entre un tren
de deltas y un patrón, el Roughness percibido depende en gran medida de la variación de
la amplitud de las deltas, mientras que la forma del patrón es poco influyente
Se ha desarrollado una nueva señal (la chirp de barrido uniforme en la escala Bark)
para analizar el Roughness de ruido de motor sintético. Esta nueva señal, debido a su
caracteŕıstica de excitación uniforme en la escala sensorial, proporciona una nueva herra-
mienta en psicoacústica.
Por lo tanto, los métodos de cálculo del Roughness se podŕıan mejorar considerando
otros parámetros, además de la ponderación del Roughness espećıfico con la correlación
entre canales adyacentes.
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Caṕıtulo 6
Conclusiones y ĺıneas futuras
Conclusiones.
Para poder estimar la molestia producida por los ruidos generados en un motor de
combustión interna es necesario trabajar con parámetros psicoacústicos. Primero se deben
estimar los parámetros psicoacústicos de estos sonidos y a continuación combinarlos de
forma adecuada para obtener este parámetro de molestia.
El Roughness es un parámetro psicoacústico de gran relevancia en el cálculo de la
molestia producida por los ruidos asociados a un motor, aunque su cálculo no ha sido es-
tandarizado. A pesar de que existen procedimientos para estimar el Roughness de sonidos
simples, no son generalizables a otros sonidos más complejos como los tratados en esta
tesis.
Para estudiar los parámetros psicoacústicos que los ruidos asociados a un motor pro-
ducen en las personas, es necesario realizar experimentos con jurado. Cuando se le pide
a un jurado que compare el Roughness de varios sonidos, sus respuestas se ven influen-
ciadas por el resto de parámetros psicoacústicos de los sonidos que se comparan. Por
este motivo, en un test de jurado dedicado a estudiar el Roughness es imprescindible que
todas las señales posean el resto de parámetros psicoacústicos iguales. Puesto que cual-
quier combinación de señales de motor real presenta variaciones en todos sus parámetros
psicoacústicos, en estos experimentos se hace necesario recurrir a señales sintéticas.
En esta tesis se ha desarrollado un nuevo modelo que permite generar señales sintéti-
cas de combustión y de escape a partir del análisis de señales de motor reales y de su
mecanismo de generación. Estas señales se han modelado como la superposición de una
señal periódica con ligeras variaciones (que hemos llamado modelo Cuasiperiódico) y un
ruido coloreado. Tanto los ruidos de combustión como los de escape se han modelado
matemáticamente como la convolución entre dos señales: una señal patrón y un tren de
deltas modulado.
Aunque se podŕıa haber desarrollado un modelo más complejo, se ha buscado un
compromiso entre simplicidad y exactitud para poder investigar el modelo de Roughness
de este tipo de señales. Además, el modelo de señal propuesto permite manipular de forma
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individual cada uno de los parámetros psicoacústicos.
Para la śıntesis de señales de motor se ha partido del análisis tiempo-frecuencia de
señales de motor reales, aunque en esta tesis también se ha desarrollado otro tipo de
señal, la chirp de barrido uniforme en la escala Bark, que ha permitido profundizar en
el conocimiento de la percepción del Roughness y supone el desarrollo de una nueva
herramienta en psicoacústica.
Como resultado de la experimentación con estas señales sintéticas se ha comprobado
que el Roughness tiene una gran dependencia de los parámetros asociados al tren de deltas
del modelo (sobre todo del ı́ndice de modulación y en menor medida de la frecuencia de
modulación), mientras que la forma del patrón utilizado no influye demasiado en este
parámetro.
Ĺıneas futuras.
Una primera ĺınea de investigación a desarrollar se centra en relacionar los parámetros
de las señales sintéticas más influyentes en el Roughness con los parámetros f́ısicos de
funcionamiento del motor.
Una segunda ĺınea de investigación consiste en ampliar el modelo de śıntesis de sonido
incluyendo nuevos parámetros relacionados con el motor y estudiar su influencia en el
Roughness.
Otra ĺınea de investigación consiste en profundizar en el estudio sobre la influencia
que el Roughness de las señales de motor tiene sobre la valoración global de la molestia
que producen estos sonidos.
Otra ĺınea de investigación interesante se centraŕıa en aplicar el modelo cuasiperiódico
estudiado en esta tesis a otros productos distintos de los motores de veh́ıculos, como puede
ser maquinaria rotativa o motores eléctricos.
Una última ĺınea de investigación consistiŕıa en profundizar en el estudio de la per-
cepción de las cualidades de sonidos a partir de la señal chirp de barrido uniforme en la
escala Bark.
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Apéndice 1: Wavelets y filtros de
reconstrucción perfecta
Bancos de filtros de reconstrucción perfecta.
La finalidad de un banco de filtros es separar las señales en distintas bandas de fre-
cuencia. Pero los filtros reales tienen bandas de transición y “fugas”; y esto hace que al
diseñar bancos de filtros no se pueda evitar el solapamiento de frecuencias entre varios
filtros (una misma frecuencia “pasa” a través de distintos filtros del banco de filtros). Por
lo tanto, la reconstrucción de las señales a partir de las salidas ofrecidas por cada uno
de los filtros que componen un banco de filtros no es trivial: no es suficiente con sumar
las salidas de cada uno de los filtros, ya que si se hiciera esto se produciŕıa distorsión de
amplitud y de fase. Es necesario desarrollar una teoŕıa de diseño de filtros que permita la
“reconstrucción perfecta” de las señales.
La figura 6.1 representa un banco de reconstrucción perfecta con dos canales. La parte
izquierda está formada por dos filtros H0 y H1 (el primero paso bajo y el segundo paso
alto), conocidos como filtros de análisis, que descompone la señal x[n] en dos señales,
seguidos cada uno de ellos por un diezmador (↓ 2) que elimina las muestras impares de
las señales existentes a la salida de los filtros. Los puntos suspensivos del centro, indican
que cada una de las dos señales diezmadas pueden ser tratadas de distintas formas: pueden
ser codificadas para ser almacenadas o transmitidas, pueden ser procesadas con distintos
propósitos, etc. De momento y con el fin de demostrar el funcionamiento del sistema
se supondrá que no se realiza ninguna operación sobre las muestras que forman las dos
señales. Por último, la parte derecha de la figura está formada por sistemas intercaladores




Figura 6.1: Banco de filtros de reconstrucción perfecta con dos canales.
159
reconstrucción): F0 será un filtro paso bajo y F1 un filtro paso alto.
El uso de los diezmadores (↓ 2) e intercaladores de ceros (↑ 2) de la figura 6.1 tiene
una finalidad práctica: si no se utilizaran los diezmadores resultaŕıa que al descomponer
una señal x[n] en N bandas distintas (2 bandas para el caso de la figura) para poder
almacenarlas o transmitirlas, se tendŕıan que almacenar o transmitir N señales de la misma
longitud que la original (lo que resulta claramente ineficiente por contener redundancia).
El uso de los diezmadores permite, por lo tanto, descomponer una señal en N nuevas
señales cuyo tamaño será N veces inferior al de la señal original.
El uso de los intercaladores de ceros (↑ 2) se hace necesario en el proceso de reconstruc-
ción de señales por el hecho de haber utilizado diezmadores. Pero el efecto que produce
en cada uno de los ramales del banco de filtros el uso combinado de un diezmador y un
intercalador de ceros es el aliasing, o repetición de espectros (como se verá más adelante).
Diseñar un banco de filtros de “reconstrucción perfecta” consiste en seleccionar de
forma adecuada los filtros H0, F0, H1 y F1 de la figura 6.1 para evitar los efectos de
“distorsión de amplitud y de fase” y “aliasing”.
Volviendo a la figura 6.1, y centrando nuestra atención en el efecto producido por un
diezmador (que elimina las muestras impares) seguido de un intercalador de 0’s (que pone
0’s en el lugar donde estaban las muestras que eliminó el intercalador), se puede comprobar
que cuando estos dos elementos se colocan en cascada (como ocurre en la figura 6.1) su
efecto es el de sustituir por 0’s las muestras impares, lo que equivale a multiplicar una




(1 + (−1)n) (6.1)







(a[n] + a[n](−1)n) (6.2)




(A(z) + A(−z)) (6.3)
Teniendo esto en cuenta, la señal obtenida a la salida del filtro F0 (ramal superior) de la







mientras que la señal obtenida a la salida del filtro F1 (ramal inferior) de la figura 6.1







Tanto en la expresión (6.4) como en la (6.5) los términos de la izquierda supo-
nen versiones de la señal original X(z) filtradas paso bajo (X(z)H0(z)F0(z))o paso al-
to (X(z)H1(z)F1(z)) puesto que H0(z) y F0(z) representan filtros paso bajo y H1(z) y
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F1(z) son filtros paso alto. Son señales muy útiles pues corresponden a las frecuencias
bajas y altas de la señal original, y al sumarlas debeŕıan proporcionar la señal original
perfectamente reconstruidas.
Sin embargo, el término de la derecha de la expresión (6.4) corresponde a una versión
modulada de la señal original (X(−z)) filtrada por un filtro paso alto (H0(−z)) y poste-
riormente por un filtro paso bajo (F0(z)). El resultado de estas operaciones proporciona
una señal atenuada (ha sido filtrada paso alto y paso bajo) y de ninguna utilidad práctica
(puesto que no contiene información de la señal x[n], sino de una versión modulada de
esta). Lo mismo ocurre con el término de la derecha de la expresión (6.5): corresponde a
una señal residual atenuada de ninguna utilidad práctica y que se debeŕıa eliminar.
La señal obtenida a la salida de la figura 6.1 corresponde a la suma de las señales
representadas en las expresiones (6.4) y (6.5). Si el sistema constituye un banco de filtros
de reconstrucción perfecta, esta suma debeŕıa de coincidir con la señal original y[n] =
x[n]. Para ello, la suma de las versiones filtradas paso bajo y paso alto deberán coincidir












X(−z)H1(−z)F 1(z) = 0 (6.7)
Para esto deberán cumplirse las condiciones:
H0(z)F 0(z) +H1(z)F 1(z) = 2 (6.8)
H0(−z)F 0(z) +H1(−z)F 1(z) = 0 (6.9)
La condición expresada en la ecuación (6.8) se conoce como condición de no distorsión
mientras que la ecuación (6.9) se conoce como condición de cancelación de alias. Para
que se cumpla la ecuación (6.8) es necesario utilizar filtros no causales: esto no representa
ningún inconveniente desde el punto de vista teórico, pero a veces śı que representa un
problema práctico por lo que en ocasiones la ecuación (6.8) se sustituye por:
H0(z)F 0(z) +H1(z)F 1(z) = 2z
−l (6.10)
Que es una versión desplazada de (6.8) que śı que se podrá implementar utilizando
filtros causales.
Aunque de forma menos intuitiva, también se puede llegar a las conclusiones expresa-
das en los párrafos anteriores utilizando notación matricial. Ya que la salida proporcionada
por el sistema de la figura 6.1 se puede escribir como:

























































La relación (6.14) indica como se deben elegir los filtros de reconstrucción una vez
seleccionado los filtros de análisis.
Un parámetro interesante del banco de filtros es lo que se conoce como filtro producto,







que recibe el nombre de filtro producto porque a la vista de (6.14), se puede comprobar
que:
P0(z) = H0(z)F 0(z) (6.16)
Es decir el filtro producto corresponde al producto de las funciones de transferencia
de los filtros paso bajos utilizados en el banco de filtros.
También se define P1(z) como el producto de las funciones de transferencia de los
filtros paso alto:
P1(z) = H1(z)F 1(z) (6.17)
A la vista de la relación existente entre los filtros representada por la ecuación (6.14) y
teniendo en cuenta que det(H
m
(−z)) = − det(H
m
(z)), se puede comprobar que:
P1(z) = −P 0(−z) (6.18)
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Si ahora se desarrolla la ecuación (6.11) y se seleccionan los filtros de reconstrucción
(F0 y F1) como se indica en la expresión (6.14), se llega a la conclusión de que la condición
necesaria y suficiente para una reconstrucción perfecta (Y (z) = X(z)) es:
P0(z)− P 0(−z) = 2 (6.19)
La expresión anterior, también se puede obtener al reescribir la condición de no dis-
torsión (6.8) y la condición de cancelación de alias(6.9) haciendo uso del filtro producto
P0(z).
Históricamente, el diseño de banco de filtros se abordaba seleccionando primero el
filtro paso bajo H0(z) y construyendo el filtro H1(z) a partir del anterior. En el año 1975
Esteban y Galand [244] seleccionaron el filtro H1(z) = H0(−z), lo que en el dominio
del tiempo supone alternar los signos de la respuesta impulsional del filtro y a esto le
llamaron filtro espejo en cuadratura (porque el filtro paso bajo es simétrico al filtro paso
alto). Con esta opción cab́ıa la posibilidad de utilizar filtros IIR (necesarios si se queŕıa
conseguir la reconstrucción perfecta). más tarde en 1984 Smith y Barnwell [245] y en 1985
Mintzer [130] mejoraron el diseño seleccionando el filtro H1(z) = −z−nH0(−z−1). Y esto,
en el dominio del tiempo supone además de alternar los signos de su respuesta impulsional
reflejar la señal respecto al eje horizontal y al vertical y desplazarla en el tiempo.
Actualmente, la tarea de diseño de un banco de filtros de reconstrucción perfecta deja
poca libertad, y se puede resumir en tres pasos:
1. Diseñar un filtro paso bajo P0(z) que satisfaga la ecuación (6.19).
2. Obtener los filtros paso bajo del banco de filtro mediante la factorización de P0(z)
en F0(z)H0(z).
3. Obtener los filtros paso alto del banco mediante el uso de las relaciones expresadas
en la igualdad (6.14).
Análisis Wavelet usando filtros.
La expresión (3.12) se utiliza para definir la STFT de una señal continua: concep-
tualmente esta transformación equivale a realizar una Transformada de Fourier a la señal
x(t′) multiplicada por una ventana centrada en un instante de tiempo t. Resulta bastante
sencillo trasladar estos conceptos (enventanar y realizar una transformada de Fourier) al
mundo discreto y obtener la definición de STFT proporcionada por la ecuación (3.40) o su
versión muestreada en frecuencia (3.51). Sin embargo esto no es posible para la transfor-
mada Wavelet. La ecuación (3.21) corresponde a la de definición de transformada Wavelet
de una señal continua, conceptualmente consiste en una correlación de la señal x(t′) con
una versión escalada (o estirada) de una función de análisis. Puesto que la operación de
escalado (o estiramiento) no se puede realizar sobre señales discretas, no existe ninguna
expresión similar a las anteriores que defina la transformada Wavelet de una señal discreta.
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Al trabajar de forma práctica con transformadas wavelet de señales continuas, es habi-
tual realizar un muestreo del plano tiempo-frecuencia (o tiempo-escala) como se indicó en
la sección 3.2.1. Y para realizar un muestreo eficiente en el plano tiempo frecuencia es
t́ıpico utilizar un valor de α = 2 (computación octava por octava) como se indicó en la
sección 3.2.1. Una computación octava por octava realizada sobre una señal continua
significa que si se utiliza una wavelet que realice un análisis entre las frecuencias de 1Hz
y 2Hz, la siguiente wavelet realizará un análisis de la señal entre las frecuencias 0.5Hz y
1Hz, y la siguiente entre 0.25Hz y 0.5Hz y aśı sucesivamente.
En la sección 6 se indicó como, mediante el uso de filtros, se puede descomponer una
señal discreta en otras dos señales (con la mitad de longitud) de forma que sea posible
la reconstrucción de la señal original partir de ellas. Si los filtros de análisis utilizados
son buenas aproximaciones de filtros paso bajo y paso alto ideales, al utilizar esta des-
composición se divide una señal en dos bandas de frecuencia: una de ellas contiene las
frecuencias bajas de la señal [0, 1
4
] (si se trabaja con señales reales) y la otra contiene




]. Si se vuelve a realizar esta descomposición sobre
la señal que contiene las frecuencias bajas de la señal original ([0, 1
4
]), se obtendrán dos
nuevas señales: una de ellas contendrá las frecuencias [0, 1
8
] de la señal original y la otra




] de la señal original. Las señales obtenidas a las salidas de
cada uno de los filtros paso bajo reciben el nombre de aproximaciones mientras que las
que resultan de los filtrados paso alto reciben el nombre de detalles.
Si se continúa realizando descomposiciones únicamente de la banda baja obtenida en
la descomposición de forma iterativa, se obtiene el esquema representado en la figura 6.2,
donde se puede observar que la rama superior de cada descomposición se obtiene un













], ...) mientras que en la rama inferior de cada descomposición se obtiene un





] , [0, 1
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] , ...). Observando la figura 6.2 se puede comprobar que la rama superior de
cada una de las descomposiciones realiza sobre una señal discreta original (x[n]) el mismo
tipo de análisis que la transformada wavelet realiza sobre una señal continua.
Aśı pues, la transformada wavelet de una señal discreta se calcula, de forma práctica,
utilizando la descomposición que aparece en la figura 6.2. La gran diversidad de transfor-
madas wavelet empleadas en la práctica se debe a las diferentes posibilidades existentes
para seleccionar los filtros H0(z) y H1(z), dependiendo del propósito de la transformada.
Relación wavelet continua-wavelet discreta.
La figura 6.3 representa la sucesión de filtrados y diezmados correspondientes al ramal
inferior de la figura 6.2.
La figura 6.4 muestra una equivalencia entre dos sistemas: un diezmador (↓ 2) seguido
de un sistema LTI con función de transferencia H1(z), es equivalente a un sistema LTI
con función de transferencia H1(z
2) seguido por ese mismo diezmador (↓ 2).Teniendo en











Figura 6.2: Cascada de filtros para obtener un análisis mediante wavelets.
H1 2x[n] H1 2 H1 2 ...
Figura 6.3: Rama inferior de la iteración representada en la figura 6.2.
cuenta esta relación, la salida del sistema representado en la figura 6.3 (después de pasar
por i filtros), seŕıa equivalente a utilizar un sistema con función de transferencia:






seguido por un diezmador (↓ 2i).
Pero la salida del ramal inferior de la figura 6.2 no representa un análisis wavelet
puesto que esta salida se corresponde con un filtrado paso bajo mientras que un análisis
wavelet se corresponde con un filtrado paso banda (como ya se indicó en la sección 6).
El análisis wavelet se corresponde con la salida del ramal superior de cada iteración; y de
la misma forma que la ecuación (6.20) proporciona la función de transferencia del filtro
que permite obtener la salida del ramal inferior a partir de la señal original, la función de
transferencia del filtro que permite obtener la salida de los ramales superiores, se puede
escribir como:














A medida que las iteraciones representadas en la figura 6.2) crecen, también lo hacen las
longitudes de las respuestas impulsionales de los filtros representados por las expresiones
2 H (z)0 2H (z )0
2
Figura 6.4: Equivalencia de un sistema formado por un filtro y un diezmador.
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(6.20) y (6.21)(hi0[n] y h
i
1[n]). En ocasiones, las respuestas impulsionales de estos filtros
crecen de forma “regular” y reciben el nombre de filtros regulares.
Para ver cómo se comportan estos filtros a medida que crece el valor de i, se define la
función continua hi0(t) a partir de la función discreta h
i
0[n] de la siguiente manera:
hi0(t) = h
i









En la figura 6.5 se puede observar la convergencia de uno de estos filtros. En concreto, se
ha utilizado un filtro de Daubechies de 4 coeficientes (h0[n] = [0,4830 0,8365 0,2241 −
0,1294]). Esta función continua que tiene forma de filtro paso bajo se la conoce como
función de escalado y se representa por la expresión Φ(t).
Si ahora se estudia en el dominio del tiempo el comportamiento del sistema represen-












Se puede estudiar del mismo modo la convergencia de la función hi1(t). En la figura 6.6
se puede observar al convergencia de la función hi1(t) cuando se utiliza el filtro h0[n] em-
pleado en la figura 6.5 junto con el filtro h1[n] = [−0,4830 0,8365 − 0,2241 − 0,1294])
diseñado por Daubechies como complemento del primero. La función a la que converge
hi1(t) se conoce como función wavelet y se representa mediante Ψ(t). Las funciones wa-
velet continuas aśı obtenida se pueden emplear para el análisis de funciones continuas
utilizándola como función de análisis en la expresión (3.21).
Aunque se entiende por wavelet continua a la transformación que aparece en la ecua-
ción (3.21) y que se realiza sobre una función continua, de forma práctica, esta transfor-
mación se realiza utilizando una versión discretizada de esta expresión y trabajando con
señales y funciones de análisis muestreadas (y por lo tanto discretas). Por esta razón, es
habitual hablar de la transformadas wavelets continua de una señal discreta para referirse
a la aplicación de la ecuación (3.21) discretizada sobre una señal continua muestreada.
En resumen, cuando se realiza un análisis wavelet de una secuencia discreta, no se
emplea la señal wavelet sino una sucesión de filtrados para obtener una descomposición
de la señal en bandas de octava. Por lo que de forma práctica, no suele tener demasiado
interés conocer la forma de la wavelet con la que se está trabajando puesto que se trabaja
con coeficientes de filtros discretos. Si por cualquier razón se desea conocer la forma de
esta función wavelet basta con realizar las iteraciones indicadas en esta sección.
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Figura 6.5: Convergencia del filtro paso bajo iterado (función de escalado) para el filtro de
Daubechies de 4 coeficientes.
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Figura 6.6: Convergencia del filtro paso banda iterado (función wavelet) para el filtro de Dau-
bechies de 4 coeficientes.
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invariance d’échelle et signaux de pression. Paris [etc.], : Diderot Editeur, Arts &
Sicences, 1997. 3.3.2
[169] A. Teolis. Computational signal processing with wavelets. Boston, : Birkhäuser,
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[228] A. Camacho, G. Piñero, M. de Diego, and A. Gonzalez. Exploring roughness per-
ception in car engine noises through complex cepstrum analysis. Acta acustica,
94(1):130–140, 2008. 4.4.2, 5.1, 5.4.1, 5.5
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