Abstract. We prove that the pointwise multipliers acting in a pair of fractional Sobolev spaces form the space of boundary traces of multipliers in a pair of weighted Sobolev space of functions in a domain.
Introduction
By a multiplier acting from one Banach function space S 1 into another S 2 we call a function γ such that γu ∈ S 2 for any u ∈ S 1 . By M (S 1 → S 2 ) we denote the space of multipliers γ : S 1 → S 2 with the norm γ M (S1→S2) = sup{ γu S2 : u S1 ≤ 1}.
We write M S instead of M (S → S), where S is a Banach function space. We shall use the same notation both for spaces of scalar and vector-valued multipliers.
Let Ω be a bounded domain in R n with smooth boundary ∂Ω. It is well known that the fractional Sobolev space W In the present paper we prove that the converse assertion is also true showing that there exists an extension Γ of γ ∈ M (W m p (∂Ω) → W m p (∂Ω)) subject to (1) . * The authors were supported by grants of the Swedish National Science Foundation. 
with ∇ [l] being the gradient of order [l], i.e.
In this section we collect some known properties of multipliers between fractional Sobolev spaces W m p (R n−1 ) and
The equivalence a ∼ b means that a/b is bounded and separated from zero by positive constants depending on n, p, m, and l.
Proposition 1 [3]
Let m and l be nonintegers, m ≥ l ≥ 0, and let p ∈ (1, ∞).
(i) There holds
.
Proposition 2 [3]
Let m and l be nonintegers, m ≥ l ≥ 0, and let p ∈ (1, ∞). Then
where e is a compact set in R n−1 and cap p,m (e) is the (p, m)-capacity of e defined by
For l = 0 one should replace D p,l γ by γ.
Upper estimates for the norm in
) are given in the following assertion. By mes n−1 we mean the (n − 1)-dimensional Lebesgue measure of a compact set e.
Proposition 3 [3]
Let m and l be nonintegers, m ≥ l ≥ 0, and let p ∈ (1, ∞). 
Proposition 4 [3]
3 Multipliers in pairs of weighted Sobolev spaces in R n +
Preliminary facts
Let R n + denote the upper half-space {z = (x, y) : x ∈ R n−1 , y > 0}. We introduce the weighted Sobolev space W s,α p (R n + ) with the norm
where s is nonnegative integer. We always asume that −1 < αp < p − 1.
It is well known that the fractional Sobolev space W , where s = [l] + 1, α = 1 − {l} − 1/p, and p ∈ (1, ∞) (see [5] ). We show that a similar result holds for spaces of pointwise multipliers acting in a pair of fractional Sobolev spaces. To be precise, we prove that for all noninteger m and l, m ≥ l > 0, the multiplier space
, where s and α are as above and β = 1 − {m} − 1/p, t = [m] + 1. Different positive constants depending on n, p, l, m, s, t will be denoted by c. We shall omit R n + in notations of norms.
We introduce the notion of (p, s, α)-capacity of a compact set e ⊂ R n + :
The following result is essentially known (see [2] , Sect. 8.1, 8.2).
Proposition 5 Let k be a nonnegative integer, −1 < βp < p − 1, and let 1 < p < ∞.
The equivalence relation
is valid.
We shall use some general properties of multipliers. We start with the inequality
where 0 ≤ j ≤ s, −1 < αp < p − 1, −1 < βp < p − 1, which follows from the interpolation property of weighted Sobolev spaces (see [4] , Sect.3.4.2). The next assertion contains inequalities between multipliers and their mollifiers in variables x.
Lemma 1 Let Γ ρ denote a mollifier of a function Γ defined by
where j = 0, s. Therefore,
This gives the left inequality (6). The right inequality (6) follows from
The proof is complete.
is equivalent to the norm
) is obvious. To derive the converse estimate, we introduce a function x → σ which is positive on [0, ∞) and is equal to
where T is a function in
it follows from (7) and the theorem on the boundedness of convolution operators in weighted L p spaces (see [1] ) that
The proof is complete. ) for p ∈ (1, ∞) with α and β satisfying
These inequalities will be assumed everywhere. We start with an assertion on derivatives of multipliers. We shall omit R n+1 + in notations of spaces, norms, and integrals.
) for any multiindex σ of order |σ| ≤ s and
where ε is an arbitrary positive number.
Proof. Let U ∈ W s,α p and let ϕ be an arbitrary function in
Therefore,
which implies the estimate
Hence, it suffices to prove (9) for |σ| = 1. We have
) by (5) we arrive at (9).
We pass now to two-sided estimates of norms in
Lemma 4 Let
(10)
By Lemma 3,
Estimating the last norm by (5) we obtain
) . Substitution of this into (11) gives
Summing up two last estimates and applying Lemma 2 we arrive at
Hence,
Now, we are going to remove the assumption Γ ∈ M (W t−s,β p To estimate the first term in the right-hand side of (10), we combine (15) with (12) for j = s.
The estimate converse to (10) is contained in the following lemma.
Proof. By Lemma 4 and (5) we have
where
This and (17) imply
It remains to note that
Using Lemmas 4 and 5 we arrive at the following description of the space 
The equivalence relation (4) 
Trace theorems for multipliers in weighted Sobolev spaces
We start with the following simple fact concerning traces of multipliers.
Theorem 3 Let m and l be positive noninteger, m ≥ l and let
and the estimate
holds.
Proof. Let U ∈ W t,β p (R n + ) and let u be the trace of U on R n−1 . By setting ΓU and γu instead of U and u, respectively, in the inequality
we arrive at the estimate
Minimizing the right-hand side over all extensions U of u we obtain
We state an extension theorem for functions in
Theorem 4 Let m and l be positive nonintegers, m ≥ l, p ∈ (1, ∞), and let
Then the Dirichlet problem 
6 Auxiliary estimates for an extension operator 6.1 Pointwise estimate for T γ and ∇T γ
For functions γ ∈ L 1,unif (R n−1 ), we introduce the operator
where ζ is a continuously differentiable function defined on R n + outside the origin. We assume that
Proof. In view of (24)
By Hölder's inequality,
Let y ∈ (0, 1). The right-hand side in (26) does not exceed
This and Proposition 2 show that for y ∈ (0, 1)
Suppose y > 1. Since
it follows that the right-hand side of (26) is dominated by
Combining this with (27) and Proposition 2 we conclude that
We now estimate the second integral in the right-hand side of (25). Clearly,
By Hölder's inequality the right-hand side of (31) admits the majorant
Using (29) we see that the function (32), for y > 1, does not exceed
which in view of Proposition 2 is dominated by
Let y < 1. Then
Furthermore, by (29)
Summing up this inequality and (34), and using Proposition 2 we conclude that the integral (32) is majorized, for y < 1, by
This, together with (33), imply that for all y > 0 the integral (32) does not exceed
Hence, the result follows from (30), (31), and (25).
Weighted L p -estimates for T γ and ∇T γ
Lemma 7 Let the extension operator T be defined by (23) and suppose that γ ∈ M (W m−l p
where M is the Hardy-Littlewood maximal operator in R n−1 .
Proof. Let δ be a number in (0,1] to be chosen later. We set
In view of (25)
By the definition of M,
Using (31) we obtain
Combining (36) and (37) we conclude that
By Lemma 6,
Summing up (38) and (39) we find
The right-hand side in this inequality attains its minimum value for
Lemma 8 Let the operators T and D p,l be defined by (23) and (2). Then
Proof. Let R(ξ, x) = γ(ξ) − γ(x). Using the identity y −n+1
Furthermore, it is clear that
This estimate and (24) imply
where f (η) = η n−1/p (1 + η) −n . We write the last integral over (0, 1) as
with
By Minkowski's inequality, the right-hand side of (41) does not exceed 
Therefore, The result follows.
Extension of multipliers on ∂Ω
We return to the assertion stated in Introduction. Proof. It suffices to construct an extension Γ only for γ with sufficiently small support. To be precise, we assume that γ = 0 outside the ball B n ρ centered at 0 ∈ ∂Ω, where ρ is small enough. We introduce a cut off function ϕ ∈ C 
