Abstract. Based on Kleshchev's branching theorems for the p-modular irreducible representations of the symmetric group and on the recent proof of the Mullineux Conjecture, we investigate in this article the corresponding branching problem for the p-modular irreducible representations of the alternating group A n . We obtain information on the socle of the restrictions of such A n -representations to A n?1 as well as on the multiplicities of certain composition factors; furthermore, irreducible A n -representations with irreducible restrictions to A n?1 are studied.
Introduction
The purpose of this paper is to provide information about the restrictions to A n? 1 where the sum is over all removable nodes of (see section 2). On the other hand the decomposition of the restriction of S to the alternating group A n is also easy to describe.
It depends on the transposition map on partitions, since S sgn ' S 0 6], section 2.5. Combining these facts it is quite easy to deduce a branching result for irreducible representations of A n . This is done in section 2 below to give a perspective to our results in positive characteristic. . In contrast to the situation at characteristic 0, both the branching and restriction to A n are quite complicated in characteristic p and in order to deal with the representations of the alternating groups we have to control both processes simultaneouly. This is possible using the residue symbols and signature sequences introduced by the authors in 2]. In the case of characteristic 2 we have to invoke a result of Benson 1] .
The paper is organized as follows. In section 2 we treat branching for representations of A n in characteristic 0. In section 3 we present the necessary background dealing with positive characteristic, that is, Kleshchev's results and residue symbols. In the next section, we describe the classi cation of the modular irreducible A n -representations based on
Benson's result at p = 2 resp. on the Mullineux map at p 6 = 2. Section 5 deals with the case of odd characteristic and section 6 with the case of characteristic 2. We obtain information on the socle of the restrictions of irreducible A n -representations to A n?1 as well as on the multiplicities of certain composition factors of these restrictions. Furthermore, we describe the labels of those irreducible modules of A n which remain irreducible upon restriction to A n?1 at characteristic p 6 = 2, and combinatorial conditions for such labels are given at p = 2.
For general facts on representations of the symmetric groups we refer the reader to 6]. Throughout the paper we will always assume that our representations are over elds which are splitting elds for the alternating groups, e.g. one may take the elds to be algebraically closed.
2 Branching of representations of the alternating groups at characteristic 0 or large p
Let be a partition of n. It is well-known that at characteristic 0 resp. at prime characteristic p with p > n, the character ] resp. the corresponding representation of S n splits on restriction to A n if and only if is symmetric, i.e. = 0 . In this case, it splits into two (via the transposition (12)) conjugate A n -characters f g + and f g ? . So for a branching formula for A n -characters one needs to study conjugation properties together with the usual well-known branching of ordinary irreducible S n -representations.
First we recall some notations and de nitions for partitions. Let = ( 1 ; 2 ; : : : ; k ) be a partition of n, i.e. 1 ; : : : ; k are integers with 1 2 k > 0 and P k i=1 i = n. Then Y ( ) = f(i; j) 2 ZZ ZZ j 1 i k; 1 The non-symmetric case : 6 = 0 Assume that has a removable node A such that n A = ( n A) 0 = 0 n B for a suitable node B in 0 . In this case we say that is almost symmetric. Since is not symmetric, the`conjugate node' A 0 to A does not belong to .
Hence for every other removable node C 6 = A in we have n C 6 = ( n C) 0 Even stronger: for every pair of removable nodes C 6 = A, e C in we have n C 6 = ( n e C) 0 Now, if we assume that there is no node A as above, then we can easily see that also in this case for every pair of removable nodes C, e C in we have n C 6 = ( n e C) 0 Thus we obtain for the branching of the character f g: are all pairwise non-conjugate, so that the restriction is multiplicity-free.
(ii) If is not almost symmetric, then f gj A n?1 = X C f n Cg where the partitions n C are all pairwise non-conjugate, so that again the restriction is multiplicity-free. (ii) If has no removable node on the main diagonal, then f g j A n?1 = X C f n Cg where C only runs through the removable nodes of above the main diagonal.
In particular, the restrictions are again multiplicity-free.
In the discussion above, some of the properties become even more obvious when one uses the Frobenius symbol displaying the principal hooks of rather than working in terms of the parts of . 
here we make the conventions that an empty sum is 0 and that + is counted as +1 and ? as ?1 in the sum. The end value X of in X is then de ned to be X = X (s) :
Furthermore, we de ne the peak value of in X to be (X) = maxf X (i) j 0 i sg : We call c i 2 X normal of residue if X (i) > X (j) for all j i ? 1 and X (i) > 0. This is only possible when c i " i = +. In this case we also call X (i) the height ht c i of c i . Moreover, c i 2 X is called good of residue (for short also: -good) if c i is normal of residue and i is minimal with X (i) = (X) :
Note that if c i is good of residue then ht c i = (X).
Before we associate these de nitions with partitions we recall some further notation and de nitions for partitions. Note that the type of a JS-partition is just the residue of the unique normal (and thus good) node at the top corner of . The letters JS are an abbreviation of Jantzen and Seitz; these authors conjectured the equivalence of (i) , (iii) 
).
(ii) has exactly one normal node (which is then the only good node in ).
(iii) is a JS-partition.
For later purposes we also have to introduce a di erent notation for p-regular partitions, which will allow us to have both the removal of good nodes and the p-analogue of conjugation given by the Mullineux map (de ned in the next section) under control.
Let be a p-regular partition of n. The p-rim of is a part of the rim of ( 6] Starting with the signature 0? corresponds to starting with an empty partition at the beginning which just has the indent node (1; 1) of residue 0.
In 2] the following result was proved.
Theorem 3.4 Let be a p-regular partition.
Then for all , 0 p ? 1 we have
As a consequence we can recognize the normal and good nodes of also in R p ( ):
Corollary 3.5 The following statements are equivalent for a p-regular partition (0 p ? 1).
(i) has a normal (good) node of residue .
(ii) M( ) has a normal (good) entry of residue .
In 2] the following result on the behaviour of residue symbols with respect to removing good nodes was proved: We call the 2-regular partitions satisfying the conditions (i) and (ii) above S-partitions. Proof. This follows immediately from the preceding Lemma and Theorem 4.6.
In the proof of the following result we require the content vector of a partition which We assume rst, that i 6 = r 6 = j. If On the other hand, removing a good node only decreases the peak value for the corresponding residue by 1, and the e ect on other residues is similar as above, so r ( ) ? 1 = r ( n A) = ?r (( n A) M ) = ?r ( n A) = ?r ( ) + "(A) where "(A) 2 f0; 1g (note that for the last equation we have used again that r 6 = 0 and p is odd, so that r 6 = ?r).
Hence we conclude r ( ) ? ?r ( ) ? 1 = "(B) + 1 = "(A) ; thus we deduce "(B) = 0 and "(A) = 1. Now by removing a removable node of residue r we can either create new removable nodes of residue r 1 or indent nodes of such residues can vanish; the overall e ect is in all cases to lift the paths for these residues by 1 at this position.
If A and B both are higher (resp. both are lower) than the good node of such residues then the corresponding peak value in n A and n B is increased in both cases by 1 (resp. is in both cases unchanged) compared to the peak value in . Since B is normal of the same residue as the good node A, it is higher in than A; hence we also might have an increase of the critical peak value by 1 in n B and an unchanged peak value when removing A (but not the other way round!). Hence the situation "(B) = 0 and "(A) = 1 is impossible, and thus the claim is proved. (ii) Let B be a removable node of such that n B is p-regular. Then In particular, a good node A in of residue 0 satis es n A = ( n A) M .
(iii) If has only one good node, then this is of residue 0.
Proof. x i = 0, y i = 1 for singular columns (here we must have i 6 = 1). We know from the decomposition of D j S n?1 , that has only the good nodes n (1) and n (g), and no further normal nodes 11]. Note also that the two good nodes must have conjugate residues r 6 = ?r, say. By Theorem 3.6 we know that the residue symbol R p ( (1)) of (1) which corresponds to = (2) resp. = ( 1 2 ), and then (i) obviously holds.
Case 2. We assume now that is a JS-partition with = M . Then is of type 0, and it is immediately seen that also (1) = (1) M , and then (i) holds. (ii) We have already observed that JS-partitions have special p-cores 3]; also the \almost JS-partitions" constructed along a path in ( ) (resp. also those constructed in a more general fashion in the construction diagram for JS-partitions 3]) have special cores which depend in an easy way on the start and the end of the path in the diagram.
6 Branching at p = 2 As we have already seen in section 4, the behaviour of the A n -representations at characteristic 2 is very much di erent from that at odd primes. While in some respects the combinatorics of S-partitions is easier than that of Mullineux xed points, the 2-modular representation theory presents more di culties since A n is a normal subgroup of index p = 2 in S n . Proof. As long as the smallest part of is at least 2, the 2-rim consists of horizontal dominoes and thus is 2-singular. In removing such singular 2-rims from a given S-partition we again obtain S-partitions. Doing this as long as possible, we reach an S-partition, which we may assume to be of even length by adding a part 0 if necessary. This S-partition then ends on one of the following pairs of parts: 1; 0 2; 1 3; 1 Then in the next step removing the 2-rim leads to the following corresponding columns in the residue symbol: 0 0 1 1 1 1 and the partition obtained after the removal is again an S-partition. So S-partitions can be built up along residue symbols. As we can never start a residue symbol with the singular column 0 1 , and since 1 0 is not an S-partition, the start has to be at one of the two marked columns. Using the list of end pairs given above, it is then easily seen that at each step all three columns in the diagram above give possible extensions to an S-partition. By 2] we can easily compute theñ-vector of via its residue symbol. Hence we obtain the 2-core of the partition given via its residue symbol R 2 ( ) as above; we omit the details. For p = 2, the characterization of the irreducible restrictions is not as complete as for odd primes p, but there are at least very strong combinatorial restrictions. First we compare the A n -situation with the S n -situation:
Theorem 6.5 Let be a 2-regular partition. Then the following are equivalent:
(ii) One of the following holds:
(a) D j S n?1 is irreducible and 6 = (2l; 2l ? 2) if n 2 (mod 4).
D (2) (where this denotes a uniserial module with top and socle D (2) ), and = ( 1 ; : : : ; k ) is an S-partition with 1 even.
Proof. First we assume (i). Case 1. Suppose is not an S-partition; hence D j A n?1 ' C j A n?1 is irreducible, and so D j S n?1 ' D (1) must be irreducible, i.e. is a JS-partition. Furthermore, as D (1) j A n?1 is irreducible, also (1) is not an S-partition. Thus is not of the form (2l; 2l ? 2) for some l > 1, as was to be proved in this case. Since is also an S-partition, we have: 2j?1 ? 2j = 2 and 1 2 : : : k 1 (mod 2)
But then (1) is always an S-partition, so this condition can be omitted in (a). Note also that in this case again = (2l; 2l ? 2) does not occur. Since the rst removable node of is always normal, this must be the normal node B. Note also that (i) is not an S-partition, since otherwise we have a contradiction to condition (i) of the theorem.
Hence we have 1 ? 2 = 1, so res ( n (1)) = res ( n (2)), and thus n (2) is also normal, and hence it has to be the good node A. Thus we must have i = 2, i.e.
D j S n?1 ' D
D (2) as claimed. Furthermore, as (2) is not an S-partition, the S-partition must start with an even part. Now assume that (ii) is satis ed.
Case 1. First suppose that D j S n?1 is irreducible, so is a JS-partition, but is not of the form (2l; 2l ? 2) for some l > 1.
If is an S-partition, then also (1) : : : k (mod 2), and hence 1 + 2 2 (mod 4), 2j?1 + 2j 6 2 (mod 4) for j 6 = 1, and 2j?1 ? 2j = 2 for all j.
Hence we must have j 0 (mod 2) for all j, but then 2j?1 + 2j 2 (mod 4) for all j, and this implies that has only two parts, i.e. = (2l; 2l ?2). But this case was excluded in condition (ii) of the theorem. Having shown all these properties of and (1), it is now clear that condition (i) of the theorem is satis ed. 
