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Abstract. Let S = {S,, n 3 1) be a martingale. Expectations of mth order quantities associated 
with S are related by two forms of Wald-type identity, called Generalized Wald equations. The 
previously known sufficient conditions for the validity of Waldl equations are shown ta be of a 
set of three equivalent conditions, each of which is necessary as well as sufficient for the validity 
of both types of Generalized Wald equation. 
I martingale stopping time Wald equation I 
1. Introduction 
Let 
be an almost surely (a.s.) convergent martingale:, and denote lim,,, S,, 
by S, . In this paper we study two identities co:ncerning lath order 
moments of quantities associated with S, , where ~TZ 2 2 is an integer. 
The first identity involves conditional moments of the {X, }, and if 
T is a stopping rule (an a.s. finite stopping time) on a martingale { Yn )) 
the so-called Wald equations connecting mth order moments involving 
T and Y, can be obtained upon replacing {S, ) by the a.s. convergent 
martingale { Ymi,, (T n)9 n = ($1, . . . } . In a similar way the second iden- 
tity, which involves’ rth order variations of {S, }, Y < wd, will yield an 
identity connecting nzth 
identities are thus Wald 
Generalized 
order quantities involving T and YT. 
type, in a natural sense, and so will be calle 
equations. 
,349 
Chow, Robbins and T&her [4] first studied conditions under which 
Wald equations were valid, they established basic techniques (used re- 
peatedly herein) and found necessary and sufficient conditions in the 
case m = 2. Later contributions concerning sufficient conditions were 
made in [ ?,I, 6,2] . In the present work we give three sets of equivalertJ 
conditions and show that each is necessary and sufficient for either type 
of GW equation of order m to hold. The equivalence of the three sets of 
conditions is proved in Section 2, and their necessity and sufficiency 
for GW equations proved in Section 3. We use GWl,m and GW2,m to 
denote the first and second type respectively of rnth order GW equa- 
tions, and we denote the conditional expectation E(X 1 9’) by En (x). 
2. Three equivalent conditions 
Theorem 2.1. Let m 2 2 be a fixed integer. Then the foUo wing condi- 
tions (A), (B) and (C) are equivalent: 
(A) (0 WI&, P I < -, 
(ii) {IS, I, y1 = 0, 1,2, . . . } is uniformly integrable. 
’ 
Before commencing the proof, we state a series of inequalities which 
we shall need. K is used throughout o denote a generic positive con- 
stant. 
Ial +a21r G 2’-l (la1 lr+la21r), r3 1. 
I I 
c OGrG 1. 
i “i 
“ < Z )ailr , 
i 
l-2 1. 
&&holder’s ineqUity [ 31. Let [ Un, n 2 1) be a martingale 
ference sequence whose sum converges a.s. or each 4 > 1 there 
(2.1) 
(2.2) 
(2.3 
dif- 
exist 
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constants cq, Cq depending only on 4 such tha.t 
with the proviso that the left inequality holds only if 
For all r such that 2 < r 4 m, 
E I( CEillXjf *lr < i - ) 1 
<[ E(( 7 Ej_l X:)m/2]]2(m-r)l~r(m-2)) 
c Ej l 1 xj 1” f - m@- 2)/(‘(m- 2)), 
E(( 7 IX’I’)“i)c 
g [E (( F *.f) m/2] 2!m-d(r(m- 2)) 
cm 
(The inequality (2.5) is proved in [ 21 by a double application of Holder’s 
inequality, and (2.6) may be proved in identical fashion.) 
Let { 5, j > 1) be integrable random variables (r.v.‘s). Then for 4 > 2, 
< KE(( c (~V$--Ej_I~V”‘,2)q’2] fro:n (4) 
i 
4121 + 
J 
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Finally, as a variation of (2.7) for 1 < q G 2 we have 
Ej_,Iql) ’ ’ II 
I 
roof of core . We will .<how that (C) * (A) * (B) * (C). 
The step (C) * (A) (i) may b%= proved by following the arguments of
[2 j , where it is proved for the martingale (Smin(Tnj, ~13 1) , 7’ being I 
a stopping rule. The details are omitted. 
Next 
<= from (C) (i), 
thus establishing (A) (ii). 
Now let (A) hold. (A) (ii) implies that Cs,, 1 < yt G =} is a martingale 
[ 5, p. 3 101, and hence that {IS, irn , 1 < n G =J ) is a submartingale. 
Therefore we have 
EtIS,Im ) G E{lS, lm } 
for ;a11 yt>, 1, knplying 
E{D’_, Im } = lim 
n&Q) 
E{ISn Im } 
by u.sir,g F~~QIA~S lemma. But the left inequality of (2.4) is 
(2.9) 
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Let n + 00, use monotone convergence on the L S and (2.9) on the 
from (A) (i), thus proving (B). 
Finally consider the step (B) * (C). Let (B) hold. But 
E.( 7 ,Xji-) G E(( $i q)mf2] 
from (2.3), so that (B) =$: (C) (ii). It therefore remains to show that (B) 
and (C) (ii) together imply (C) (i). But by applying (2.1) and then (2.4) 
we obtain 
For m 2 4, use 
+E((;X;)-“)7. (2.10) 
(Ej_ 1 X~ )2 ~ Ej_ 1 X~ 
and then apply (2.5) and (2.6) to the second and third terms respective- 
ly. Upon using (B) and (C)(ii) we obtain 
us the LI-IS cannot -+ QO as n + 0~) and (C) (i]) follows (for m 2 4). 
b-m = 3, apply (2.2) to bound the RWS of (2.10) by 
K 
and (C)(i) follows by letting H--) = and u 
n the case I’y2 = 2, ( 
plete. Cl 
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mark 2.21. In the case of Wald equations, when 7’ is a stopping rule on 
the martingale {Yn, n 2 1 ), and Theorem 2.1 is to be applied to the 
as. ‘convergent martingale (Ymin(T VJj9 n 2 1) , the conditions (A), (B) 
and (C) are modified by formally replacing - by 7”; also, (A) (ii) be- 
comes 
limsup $ lSnIdP=O. 
‘+O” [T>n] 
d equations 
The GWl,rpz equation is 
where the summation Z, is over ordered sets (wl, . . . . wk) such that each 
Wj is an integer > 2 and Z$_f w, = r, 
The GW2,na equation 1s 
where X 1 denotes ummation over all (w 1, . . . . Wm ) such that each wi 
is a non-negative integer and ZIE, iWj = m. 
The statement “‘GWl,m (or GW2,m) holds” will imply not only equal- 
ity in (3.1) (or (3.2)) but also that all quantities on the RHS exist and 
are finite, and Lence in particular that E {IS, 1” } ‘< =. During the proof 
of Theorem 3.1 it will become apparent that conditions (A), (B) or (C) 
ensure the existence a.s. of the limits on the RHS of (3.1) and (3.2). 
eorem 3.1. Either of the equivalent conditions (A), (B) or (C) is 
necessary and sufficient for each of 
1,r holds for integers r with 2 < r < m, 
2,r holds for integers r with 2 G r G m e 
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roof. S@JZciency. Since each of (A),.(B) and (C) imply correspond- 
ing conditions when m is replaced by r, with 2 < Y < m, it will suffice 
to show that (A), (B) and (C) imply both GWl,m and GW2,m. Let 
), (B) and (C) hold. The algebraic identity 
c 
1di;ipL..<im9n 
Uil Ui2 l a. Uim = 
= C,(4) m-~l~~~j fi ( j-l fJ u j=l i=l (3.3) 
where ZI, is as above, follows from comparing coefficients of tm in an 
expansion of 
. ri, (1-tUi)=eXp[-2 5 j-lt'u/] -- j=l i=l 
in powers of t. If we replace Ui by Xi in (3.3) and take expectations, the 
S becomes zero because of the martingale property and we have an 
eq,uation 0 = E {Zn }, where Z,, is an m th degree polynomial in {Xi}. 
But GW2,m is of the form 
O=E(Z,} =E{lim 2&,, 
n+- 
and will follow if we can show that {lZn 1, yt > 13. is uniformly inte- 
grable (u.i.). This will be so in turn if each term of Zn is u.i. For terms 
with w1 = 0, 
(3.4) 
which i.s seen to be integrable by using Holder’s inequality, (2.6) and 
then (B) and (C)(ii). For terms with w1 > 0, 
Is,l”l ii( c Ix,,j wj G pJwl ]fi2 a.s.z (3.5) 
j=2 i=l '= 
which is easily shown to be ui. in n, also by using Holder, (2.6), (B) 
and (C) (ii), and since (as in the proof of Theorem 2.1), ( 
that {IS, lm , n 2 1) is u.i. ut since a sequence of r.V.‘s is 
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,dominated;,by a u.i. sequence, (3.4) and (3.5) suffice to prove that 
GW2,m holds. 
Similar techmques to the above can be vrsed to show that (A), ( 
and (C) 3 GW 1, un. The details are the same, apart from some small 
modifications (for example, employing (2.5) instead of (2.6)) and are 
omitted. 
Akce&@. We have to show that each of (Dl), (D2) imply either of 
(A), (B) or (C). Let (D2) hold. For m odd, 
GW2,m * E{IS, lrn ) c -, 
which is (A) (i), and 
For m even, 
GW2,m * E[(z Xf),/2) < 00 
(the ter.zn of GW2,m with w2 = im), which is (B). 
Now let (Dl) hold. Form odd, 
GWl,m and GW1,2 * (A) 
exactly as GW2,m and GW2,2 * (A) above. It therefore remains to 
show that form = 2u we have GW2,m * (C). But 
which is (C) (i), and 
But because (3.611 consists of positive terms, it is equivalent to 
he proof is now complete. 0 
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