ABSTRACT Semantic segmentation, aiming to assign semantic labels to each pixel, is broadly applied into many fields, such as video surveillance, medical image analysis, and autonomous driving. However, there are two challenges in semantic segmentation task: 1) the deficiency of rich contextual information; and 2) the lack of sufficient spatial information, all of which affect segmentation performance seriously. To solve these two challenges, the global feature capturing module (GFCM) and Conv Block are proposed in this paper to build a new model to improve segmentation performance. Specifically, GFCM, made of the global encoding module (GEM) and spatial attention module (SAM), is designed to extract adequate global contextual information and build global spatial dependencies. Composed of three convolution layers, Conv Block is proposed to preserve rich spatial information. Based on GFCM and Conv Block, a new model is designed, where a data-dependent upsampling operator (DUpsampling) is exploited to recover the pixel-wise prediction effectively. The extensive experiments have been made to prove the effectiveness of the design, and the new model achieves 73.69% mIoU on Cityscapes test set and 80.05% mIoU on PASCAL VOC 2012 test set without any post-processing.
Semantic segmentation, a challenging and fundamental task in computer vision, focuses on segmenting and parsing a scenes image into different image regions, which demands for accurate classification and precise location. It has been applied to many fields, such as environment modeling [1] , [2] , autonomous vehicle [3] , medical image analysis [4] , [5] , and 3D semantic segmentation [6] .
Recently, there are many great achievements in semantic segmentation, but two main challenges are still existing: 1) the deficiency of rich contextual information 2) the lack of sufficient spatial information. The first challenge leads to the misclassification of objects in complex backgrounds and objects in different scale, and the second challenge results in that small objects and similar objects are not recognized rightly. Some examples are illustrated in Fig.1 .
To solve above two challenges, many works based on Fully Convolutional Networks (FCNs) [7] have been developed in recent years. Specifically, to remedy the insufficiency of contextual information, several approaches have been proposed. For example, multiple dilated convolutional layers are
The associate editor coordinating the review of this manuscript and approving it for publication was Sudhakar Radhakrishnan. applied in Dilation8 [8] to guide multi-scale context aggregation. A scale-adaptive convolution is designed in SAC [10] to capture arbitrary size receptive fields. An Encoding Layer combining dictionary learning and residual encoding pipeline is introduced to capture highlighted representations in EncNet [19] . Yu et al. [28] first embed a global average pooling to extend the U-shape architecture [18] , [20] to a V-shape architecture, which can help segmentation models select more discriminative contextual information. For supplementing affluent spatial information, plenty of works have been done. For example, some works [13] , [15] apply deconvolutional layers to recover spatial resolution. And the U-shape structure is applied in ENet [14] , Large Kernel Matters [18] , and RefineNet [20] , in which the hierarchical features of the backbone are fused together to prevent the spatial resolution from decreasing.
Inspired by above works, two main modules, GFCM and Conv Block, are introduced to build a new model to further solve these two challenges. Specifically, GFCM is composed of GEM and SAM, and it can extract adequate global contextual information and build global spatial dependencies. In GEM, Encoding Layer is designed to capture contextual information by taking advantage of the traditional dictionary learning, and Global Average Pooling is designed to FIGURE 1. Some visualization examples of misclassification caused by the insufficiency of spatial information and contextual information. From top to bottom: Input image, ground truth, prediction of baseline and prediction of our model. Obviously, the introduction of GFCM in our model can promote the classification of objects, such as 'car', 'road', and 'building'. Besides, the Conv Block is designed to help the new model correctly label small objects, such as 'pole', 'traffic light', and 'traffic sign'. extract discriminative information for the model. In SAM, the attention mechanism is exploited to build strong spatial dependencies between any two positions in the feature maps. Since the spatial information captured by SAM in deep stage is not enough, Conv Block made of three convolution layers with pooling layer is introduced to supplement more spatial details for the model. Combining GFCM and Conv Block, we propose a new model, in which the data-dependent upsampling operator (DUpsampling) is utilized to replace upsample operator with bilinear interpolation. DUpsample not only can take advantage of the redundancy in the segmentation label space, but also can recover the pixel-wise prediction effectively.
In summary, there are three main contributions in this paper.
1. GFCM is designed to capture global contextual information and build global spatial dependency. And a Conv Block is introduced to extract more spatial information.
A new model is proposed based on GFCM and Conv
Block. Particularly, the bilinear upsampling is replaced by the DUpsampling, which can prevent the ineffective integration among different level features maps from appearing. 3. Extensive experiments have proved the effectiveness of each module, and the new model achieves impressive performance on two public segmentation benchmarks. The rest of this paper is organized as follows: In Section 2, we describe related work about the methods of semantic segmentation. In Section 3, we give description of each module and the whole architecture in detail. Section 4 describes the experiment details and experimental results. Finally, Section 5 presents the conclusion.
II. RELATED WORK
Many semantic segmentation works have made great progress in capturing contextual information, extracting spatial information, and in exploring the effectiveness of attention mechanism. In this section, we make a review on these approaches.
A. CONTEXTUAL INFORMATION
Context information is crucial for semantic segmentation models to obtain accurate result. For capturing rich contextual information, there are three primary trends. The first trend is applying multi-scale context fusion. For example, DenseA-SPP [12] applies a set of atrous convolutional layers to generate multi-scale feature maps. Large kernel in GCN [18] plays an important role in expanding receptive fields for capturing rich multi-scale feature maps. Moreover, Refinenet [20] , U-net [21] and [22] apply the encoder-decoder structure to fuse feature maps at different levels to obtain affluent contextual information. The second trend is employing recurrent neural networks to explore long-range dependencies, which is able to promote segmentation accuracy greatly. For instance, to capture complex spatial dependencies on labels, a new model is proposed based on 2D LSTM networks [23] . To capture the affluent contextual dependencies over local features, a recurrent neural network with directed acyclic graph is designed in [24] . Thirdly, some works directly design information propagation models. A row/column linear propagation model is designed in SPN [25] , which can extract dense and global pair-wise relationships in a scene image. PSANet [26] proposes to learn the adaptively point-wise context by applying bi-directional information propagation.
B. SPATIAL INFORMATION
Many works have explored how to encode more spatial information to promote better feature representation in segmentation models. For instance, DeepLabv2 [9] , Deeplabv3 [11] , PSPNet [17] , and DUC [27] apply dilated convolution to preserve the spatial size of the feature map. The skip connections are utilized in U-Net [21] to promote the fusion of high-level semantic features and low-level spatial features. GCN [18] , DFN [28] , and PAN [29] adopt U-shape structure, which can fuse the hierarchical feature maps of the backbone network gradually, to improve the spatial resolution and remedy the loss of spatial details. GCN [18] utilizes the ''large kernel'' to enlarge the receptive field to keep spatial information. For capturing more spatial information in shallow stage to help the model restore the object details, DeepLabv3+ [16] adds a simple yet effective decoder module to DeepLabv3 [11] .
C. ATTENTION MECHANISM
Attention mechanism is increasingly important in deep convolutional neural networks (DCNNs). The first visualiza- tion attention model is presented in [30] to automatically learn to describe the content of images. Moreover, the selfattention mechanism is applied to machine translation [31] successfully, in which it can directly capture global dependencies of inputs. Besides, an attention mechanism is proposed in SA [32] to softly weigh the features from different input scales when predicting the semantic label of a pixel. In SENet [33] , the attention mechanism is utilized to build channel-wise relationships, which further enhances the representational power of the network. An object relation module is proposed in [34] to model the relationships among a set of objects, which improves object recognition greatly. In [35] , CG block with attention mechanism applies the global contextual information to compute a weight vector, which is employed to refine fused features. In addition, to harvest rich contextual information, attention mechanism is applied in OCNet [36] , DANet [37] , PSANet [26] , and CCNet [38] .
III. APPROACH
In this section, the crucial module: GFCM, is first described detailly, and then the new model with Conv Block and DUpsample block is introduced explicitly.
A. GFCM
In GFCM, two modules play an important role in extracting adequate global contextual information and build global spatial dependencies. In this subsection, we elaborate the two important components of GFCM: GEM, SAM, as shown in Fig.2 (b) and in Fig.2 (c) respectively.
1) GEM
GEM is made of Encoding Layer [19] and Global Average Pooling, thus it contributes to capture rich context information and extract more discriminative features greatly. Specifically, Global Average Pooling promotes the representation of image-level features. And since the Encoding Layer includes traditional dictionary learning and residual encoding, it is proposed to capture the whole image context to distinguish various objects.
To further illustrate the Encoding layer, we make an introduction about it in detail. T α0 = {t 1 , . . . 
And the residuals y ij can be obtained by Eq. (2):
where w ij is the assigned weight for residual encoding vector y ij , as shown in Eq. (3):
where D = {d 1 , . . . d a } are smoothing factors for each cluster center. Then, we apply Batch Normalization (BN) [39] with ReLU [40] activation to normalize the results P η , after that we can get ϕ η .
In the whole GEM, the input feature maps T α0 with the shape of m × w × ρ is first fed into two branches. One branch begins with Encoding Layer, then is followed by a block containing BN, ReLU and FC (Fully Connected layer), and finally outputs a vector ϕ η , the size of which is ρ. Similarly, another branch includes two consecutive modules. The first FIGURE 3. The whole structure of the new model. It has two paths: A main path and a sub-path. In the main math, GFCM is appended on the top of the backbone, which is used to capture rich contextual information and build strong spatial interdependency. In the sub-path, Conv Block is introduced to supplement more spatial information to the whole architecture. Then the outputs of GFCM and Conv Block are concatenated together to promote feature representation. Followed that, two (3, 3, 256) convolution operations are utilized to further refine prediction results. Finally, the segmentation images are obtained by a DUpsample operator.
one is Global Average Pooling, whose output is a size 1×1×ρ of feature map P α . And the second one including Reshape, BN, and FC is appended on Global Average Pooling, and then we can get the output ϕ α , whose size is ρ. After being forwarded to Concat Block, ϕ α and ϕ η are combined to generate a new vector ϕ ρ , whose size is 2ρ. In the end, after sending ϕ ρ to FC layer, we can get the final output vector ϕ out , whose size is ρ. In particular, we consider ϕ out as the channel attention to weight for feature maps T α and further select the discriminative features.
The input of GEM is set as T α0 = {t 1 , . . . , t ρ }, and the global encoding vector is set as ϕ * = {ϕ 1 , . . . ϕ ρ }, where ρ denotes the size of channel. And the out score α = {θ 1 , . . . θ ρ } can be obtained by Eq. (4):
where h ∈ {1, . . . , ρ} and is the set of pixel positions, and ζ denotes sigmoid activation function.
2) SAM
To promote interdependency of feature maps in spatial dimension, we introduce SAM [41] , the component of which can be seen in Fig.2(c) . The process of adaptively aggregating spatial dependency is elaborated as follows. In SAM, T α1 ∈ R γ ×δ×τ denotes the input and O T denotes the output. We first feed input features into a convolution layers with BN and ReLU to generate three new feature maps , and ξ respectively, where { , , ξ } ∈ R γ ×δ×τ . Then { , , ξ } are reshaped to { * , * , ξ * } ∈ R γ ×H * , where H * = δ × τ denotes the number of features. After that, * and * perform a matrix multiplication, and a softmax layer is used to calculate the spatial attention map ϕ s ∈ R H * :
where ϕ s ji denotes the i th position's impact on j th position. In the next step, we perform a matrix multiplication between ξ * and ϕ s , by which we get t a . After being reshaped to R γ ×δ×τ , t a changes to t a * . In the end, the final output O T ∈ R γ ×δ×τ can be obtained by performing a matrix multiplication between t a * and a scale parameter ϑ,
where ϑ is initialized as 0. By introducing the scale parameter ϑ, the model can gradually learn to assign weight from local neighborhood to non-local position [42] . Therefore, the resulting feature O T j at each position is a weighted sum of the features at all positions.
According to above analysis, SAM has a global contextual view and can build strong spatial dependencies on labels, which promotes the representative capability of the whole model greatly.
B. THE NEW MODEL
The new model has two paths: main path and sub-path. In the main path, the pretrained ResNet 101, which utilizes atrous convolutions with rate = 2 and rate = 4 in the last two blocks, is chosen as backbone. And the GFCM containing GEM and SAM is appended on top of the backbone to capture affluent contextual information and build spatial dependency in deep stage.
For the sub-path, inspired by [43] , the Conv Block is introduced to preserve more spatial information by preserving the input image as big as possible, which can be seen in Fig.3 .
The Conv Block contains three layers, each one of which is made of a convolution with stride = 2, followed by BN and ReLU. Thus, the output of the Conv Block is 1/8 of the input image, which contains affluent spatial information because of the high-resolution feature maps. Followed that, a 1 × 1 convolution is applied to decrease the number of channels, which can effectively prevent the phenomenon that the importance of sub-path outweighs the importance of main path from appearing.
After combing the outputs of GFCM and Conv Block, we apply two (3, 3, 256) convolution layers to refine feature maps. Finally, to eliminate the drawback of bilinear upsampling that the design space of the feature aggregation is narrowed down greatly, the data-dependent upsampling (DUpsample) [44] with a factor of 8 is utilized to recover the pixel-wise prediction, by which we obtain the final prediction feature maps.
DUpsample not only can take advantage of the redundancy in the segmentation label space, but also can recover the pixel-wise prediction effectively. Most importantly, since the responsibility to restore the full-resolution prediction has been largely shifted to DUpsampling, we can safely downsample arbitrary low-level features maps to the resolution of the lowest resolution of feature maps and then fuse these features to produce final prediction. The training loss function is formulated as Eq. (7):
where η denotes input, γ denotes output of DUsampling, Loss denotes the cross-entropy loss and f du denotes the datadependent upsampling operation. Instead of upsampling η to the spatial size of γ , DUsampling aims to compress γ to γ * , and then computes the training loss between η and γ * , which can improve the performance of semantic segmentation model greatly. Note that η and γ * have the same size.
IV. EXPERIMENTS
In this section, comprehensive experiments on Cityscapes [45] and PASCAL VOC 2012 [46] are carried out to verify the effectiveness of the proposed architecture. Firstly, we make some introduction about the datasets and the implementation details. Then several ablation studies are performed on Cityscapes validation set to prove the contributions of each module. Finally, we conduct contrast experiments with the state-of-the-art works on Cityscapes and PASCAL VOC 2012 dataset to evaluate the new model.
A. INTRODUCTION FOR DATASETS AND IMPLEMENTATION DETAILS

CITYSCAPES:
The dataset containing high quality finely annotated 5000 images is captured from 50 different cities in street scenes, the resolution of which is 1024 × 2048. IMPLEMENTATION DETAILS: All experiments are performed on the public platform PyTorch [47] . And the ''poly'' learning rate strategy is applied, which can be obtained by Eq. (8):
where rbase denotes the base learning rate, power denotes decayed index, and max epoch denotes the number of total epochs. We do not use coarse annotation data and adopt same experimental settings for all the experiments on Cityscapes.
In particular, rbase is set to 0.01, power to 0.9. The training process is conducted by using mini-batch stochastic gradient descent (SGD [48] ) with batch size 6, momentum 0.99, and weight decay to 0.0001.
DATA AUGMENTATION:
In the process of training, we apply random left-right flipping and random scaling in the range of [0.5,2] on both datasets.
REPORT METRICS:
We adopt the mean pixel intersectionover-union (mIoU) and pixel accuracy (Acc) as the performance metrics.
BASELINE:
The pretrained ResNet 101, which utilizes atrous convolutions with rate = 2 and rate = 4 in the last two blocks respectively, is taken as the baseline.
B. ABLATION STUDIES 1) ABLATION STUDY FOR GEM
GEM contains two modules: Encoding Layer and Global Average Pooling, so we conduct several ablation studies (EL, GAP, EL + GAP) on Cityscapes validation set to testify the effectiveness of each one. The results can be seen in Table 1 . Specifically, the feature maps obtained by backbone are sent to GFCM without SAM and the predicted results are obtained directly by upsample operators with bilinear interpolation.
EL: Encoding Layer is only utilized in GEM to weight for feature maps rich in semantic information. It achieves 67.21% mIoU, which brings 3.74% improvement compared with baseline. The result verifies that Encoding Layer with the function of traditional dictionary learning could help the model capture contextual information.
GAP: Global Average Pooling is only applied in GEM to weight for feature maps rich in semantic information. It achieves 66.18% mIoU, which obtains 2.71% improvement compared with baseline. We can obtain that Global Average Pooling can promote the segmentation results by extracting discriminative image-level feature maps.
EL + GAP:
Encoding Layer and Global Average Pooling are used in GEM simultaneously to weight for highlevel feature maps. It achieves 68.52% mIoU, which brings 5.05% improvement compared with baseline. Obviously, combining Encoding Layer and Global Average Pooling in GEM can generate better performance. This is because GEM not only can take advantage of the traditional dictionary learning of Encoding Layer to capture contextual information, but also can make use of the merit of Global Average Pooling to capture discriminative information for the model.
2) ABLATION STUDY FOR GFCM
GFCM is made of two modules: GEM and SAM, therefore, we conduct a series of ablation studies (GEM, SAM, GEM + SAM) on Cityscapes validation set to evaluate each module, the results of which can be seen in Table 2 . Specifically, the feature maps obtained by backbone are sent to GFCM and the predicted results are obtained directly by upsample operators with bilinear interpolation.
GEM:
GEM is only applied to selectively capture discriminative contextual information. It achieves 68.52% mIoU, which brings 5.05% improvement compared with baseline.
SAM: SAM is only utilized to extract high-level feature maps. It achieves 68.16% mIoU and outperforms the baseline by 4.69% gain, which is due to that SAM can build spatial dependency and long-range relationships.
GEM + SAM:
We simultaneously use GEM and SAM to capture feature maps in deep stage. It achieves 71.42% mIoU, which significantly improves the segmentation performance over the baseline model by 7.95%. Obviously, combining GEM and SAM can improve the performance remarkably. This is because GFCM can take advantage of GEM to capture discriminative contextual information and can make use of the merit of SAM to build spatial dependency.
To explicitly illustrate the effect of these two models, we give some examples of visualization results, which can be seen in Fig.4 . Obviously, the introduction of GEM aiming to capture rich contextual information can promote the classification of predominant objects, such as 'road', 'car', and 'building', most of which are in large scale, as shown in the third row. In the fourth row, we can observe that some objects, which are in small shape, in complex background or in different locations, are labeled rightly, such as 'person', 'pole', and 'traffic sign'. This is due to the application of SAM, which can build long-range relationship and feature dependency in spatial dimension.
3) ABLATION STUDY FOR CONV BLOCK
In this section, we make a series of experiments to explore whether the Conv Block can help the new model improve performance, and to find the best number of convolution layers. Based on the architecture mentioned above, the outputs of GFCM and Conv Block are fused together and the predicted results are obtained directly by upsample operators with bilinear interpolation.
In this study, we experimentally set the number of layers do Conv Block in the range of [1, 5] and the results can be seen in Table 3 . Obviously, when the Conv Block contains three layers, the model obtains 72.22% mIoU, which achieves 0.8% gain compared with the last ablation study. The improvement is significant because mIOU is strict. At the same time, we give the visualization results of contrast experiments of our model with Conv Block or without Conv Block, which can be seen in Fig.5 . From the fourth row we can see that some details and boundaries of objects in complex background are segmented correctly, such as 'person', 'pole', and 'traffic sign'. However, these objects are not recognized rightly with the help of GFCM, which can be seen from the third row of Fig.5 . From above analysis, we can obtain that the introduction of Conv Block encodes abundant spatial information to the model.
4) ABLATION STUDY FOR 3 × 3 CONVOLUTION
To improve the segmentation accuracy, a convolution layer is inserted behind the Concat Block. In this section, we conduct several experiments to explore the necessity and the proper size of the convolution layer, the results of which can be seen in Table 4 . Obviously, when we apply two 3 × 3 convolution with 256 filters, we can obtain better segmentation accuracy than utilizing one or three convolutions. However, when the number of filters changes from 256 to 128 or the kernel size changes from 3 × 3 to 1 × 1, the performance of the model degrades. Therefore, two (3, 3, 256) operations can further improve the segmentation results to some extent.
5) ABLATION STUDY FOR DUPSAMPLE BLOCK
In this section, to prove that DUpsampling is superior to bilinear upsampling, we design several ablation studies. All experiments are based on the architecture we introduced above. The only difference is that the network uses DUpsampling or bilinear to restore the pixel-wise prediction. The results can be quantitatively measured via their performance over Cityscapes val set. As shown in Table. 5, the performance of DUpsampling is better than that of upsample operators with bilinear interpolation, which indicates that DUpsampling is able to improve segmentation performance effectively.
C. CONTRAST EXPERIMENTS 1) RESULTS ON CITYSCAPES
To testify the effectiveness of the whole model, we conduct a series of contrast experiments on Cityscapes test set with several state-of-the-art methods, such as FCN 8s [7] , Dilation10 [49] , DPN [50] , LRR [51] , DeepLabv2-CRF [9] , FRRN [53] , and RefineNet [20] . In the process, we only train our model on fine annotation images without any post processing. The test performance results are reported in Table. 6. VOLUME 7, 2019 FIGURE 6. Some examples of visualization results from our model experimented on PASCAL VOC 2012 dataset, and some details are highlighted by using white box. 
2) RESULTS ON PASCAL VOC 2012
To further prove the effectiveness of the new architecture, we conduct lots of contrast experiments on PASCAL VOC 2012 test set with several state-of-the-art methods, such as FCN [7] , DeepLabv2 [9] , GRF-RNN [54] , DeconvNet [55] , GCRF [56] , and DPN [50] , the performance of which can be seen in Table 7 . Also, Fig.6 shows the visualization results of the contrast experiments between baseline and our model on PASCAL VOC 2012 val set.
V. CONCLUSION
In this work, we propose a novel semantic segmentation model having two paths, which aims to capture sufficient contextual information and supplement affluent spatial information. In detail, the pre-trained ResNet 101 with atrous convolution is taken as backbone in the main path to extract feature maps. And GFCM is appended on the top of backbone to extract contextual information and build strong spatial dependency. The Conv Block is introduced in the sub-path to further capture spatial information lost by backbone. Specifically, the final prediction results are obtained by a DUpsampling operation, which can restore the pixel-wise prediction effectively. Extensive ablation studies and contrast experiments on the PASCAL VOC 2012 and the Cityscapes dataset have testified the effectiveness of the proposals.
