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The recent realization of a coherent interface between a single electron in a silicon quantum dot
and a single photon trapped in a superconducting cavity opens the way for implementing photon-
mediated two-qubit entangling gates. In order to couple a spin to the cavity electric field some type
of spin-charge hybridization is needed, which impacts spin control and coherence. In this work we
propose a cavity-mediated two-qubit gate and calculate cavity-mediated entangling gate fidelities in
the dispersive regime, accounting for errors due to the spin-charge hybridization, as well as photon-
and phonon-induced decays. By optimizing the degree of spin-charge hybridization, we show that
two-qubit gates mediated by cavity photons are capable of reaching fidelities exceeding 90% in
present-day device architectures. High iSWAP gate fidelities are achievable even in the presence of
charge noise at the level of 2µeV.
Introduction. Recent advances in semiconductor fab-
rication, manipulation and readout techniques have sit-
uated spin qubits among the most promising candidates
for quantum information processing [1–3]. The degree
of control over single-electron spin qubits and their ex-
change interaction has allowed high fidelity single [4–6]
and two-qubit [7–11] gates. Moreover, recent improve-
ments in the fabrication of semiconductor quantum dots
(QDs) has pushed the limits of QD modules to sizable
linear [12, 13] and two-dimensional [14, 15] arrays, which
could allow not only the implementation of multielec-
tron encoded qubits but also intra-module operations and
electron transfer [16]. Several proposals exist to create
a modular quantum architecture [17, 18] with all-to-all
connectivity, which permits universal distributed quan-
tum computation and high tolerances in error-correcting
codes [19].
Within the approach of circuit quantum electrodynam-
ics (QED) [20–24], the microwave field of a superconduct-
ing transmission line resonator (or cavity) mediates in-
teractions between qubits separated by macroscopic dis-
tances, allowing a fully scalable and modular quantum
information processing device [25]. Although electron
spin qubits in semiconductor QDs promise long coher-
ence times and potential for scalability, these photon-
mediated interactions have not yet been demonstrated
for spin qubits.
In this paper, we theoretically describe photon-
mediated coupling of spin qubits and calculate the
achievable two-qubit gate fidelities. Due to the small
magnetic dipole of a single electron spin, some degree of
spin-charge hybridization is needed to achieve a sizable
coupling to the electric field of the cavity, a step which
has recently been demonstrated for single-electron spin
qubits in a double quantum dot (DQD) [26–28] and for
a three-electron spin qubit in a triple QD [29]. Here we
focus on the single-electron Loss-DiVincenzo qubit [30],
where the mixing of orbital motion and spin is induced by
an externally imposed magnetic field gradient, and show
that the spin qubit outperforms the intrinsic charge qubit
Figure 1. Schematic illustration of two DQDs, represented
as double-well potentials, capacitively coupled to the same
microwave superconducting resonator (cavity) and influenced
by a homogeneous external magnetic field Bz. The micromag-
net has a field component that adds to Bz and a transverse
field gradient bx. The DQDs are tuned into the symmetric
single-electron regime, with one electron delocalized across
each DQD.
both in the resonant and dispersive regime for levels of
decoherence encountered in state-of-the-art devices.
Although the spin-photon coupling strength is only a
fraction of the charge-photon coupling [27, 28], the spin
decoherence is much slower and can be made comparable
to the cavity loss rate, which allows for the optimization
of the resonant coupling [31, 32]. In the dispersive regime
the qubit transition frequency is detuned with respect
to the photon frequency. In this case we find that the
externally-controllable spin-charge hybridization allows
for optimal detuning values implying high-fidelity two-
qubit gates. The dispersive coupling scheme demands a
relatively small degree of spin-charge hybridization and
will benefit enormously from the use of isotopically puri-
fied 28Si material [4, 6, 33, 34].
Model. We consider two DQDs capacitively coupled to
the same cavity mode with frequency ωc (Fig. 1). Both
DQDs are electrically tuned into the symmetric single-
electron regime, with the electronic charge distributed
between the two QDs. The tunnel coupling tc and the
energy level detuning  can be electrically controlled.
The electron is capacitively coupled to the cavity electric
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Figure 2. (a) Energy levels, |±, ↑ (↓)〉 = |±〉 ⊗ |↑ (↓)〉, with
τz |±〉 = ± |±〉 and σz |↑ (↓)〉 = ± |↑ (↓)〉, for an electron lo-
calized in a DQD under the influence of an inhomogeneous
magnetic field. The energy difference (red arrow) between
ground and first (second) excited states is Eσ (Eτ ). The blue
arrows represent coherent coupling via cavity photons, with
different coupling strengths gσ and gτ . (b) Coupling strength
gσ (continuous blue line) as a function of the tunnel split-
ting 2tc for a fixed magnetic field profile; Bz = 24µeV and
bx = 2µeV. Also shown are the ratio between the coupling
and decoherence for the spin (dashed orange line) and charge
(dotted black line) qubit, for the parameters gc = 50MHz,
γc = 5MHz, and κ = 1.5MHz. The shaded area indicates the
regime where the spin qubit outperforms the charge qubit.
field [22, 35–38]. An externally applied global magnetic
field Bz Zeeman splits the spin states and magnetizes
the micromagnets located near the DQDs. The longitu-
dinal component of the micromagnet field adds to Bz and
the micromagnet generates a transverse field gradient bx
(typically of order . 1mT/nm). Each of the DQDs can
be described with a model Hamiltonian H˜ = H˜0 + H˜I
with
H˜0 = tcτ˜x +

2 τ˜z +
Bz
2 σ˜z +
bx
2 σ˜xτ˜z + ωca
†a , (1)
where τ˜k and σ˜k, for k = x, y, z, are the position and
spin Pauli matrices, respectively, and a, a† are the cav-
ity photon operators. In the following, we will study the
case of a symmetric DQD with  = 0, unless noted oth-
erwise. Here ~ = 1 and the magnetic fields are given in
energy units. The light-matter interaction is described
by H˜I = gcτ˜z(a+ a†), where gc is the electric dipole cou-
pling strength between the DQD electron and a cavity
photon. Due to the spin-orbit effect induced by bx, the
electron spin dynamics are sensitive to the cavity electric
field [31, 32, 39, 40].
In the following we work in the basis that diagonalizes
H˜0, where bonding and antibonding states of the DQD
with opposite spin are hybridized [32]. We define new
Pauli matrices τk, σk in terms of which the transformed
model Hamiltonian reads
H0 =
Eτ
2 τz +
Eσ
2 σz + ωca
†a , (2)
HI = (−gττx + gσσxτz) (a+ a†) , (3)
with the energy levels at Eτ(σ) = r+ ± r−, where
r± =
√
(2tc ±Bz)2 + b2x/2, coupled to the cavity with
strength gτ = gc cos φ¯ and gσ = gc sin φ¯, where φ¯ =
(φ+ + φ−) /2 is the spin-charge mixing angle, with φ± =
arctan [bx/(2tc ±Bz)]. The corresponding level scheme is
shown in Fig. 2 (a). In Fig. 2 (b) we show how the cou-
pling strength gσ decreases with increasing tunnel cou-
pling tc for a given magnetic field profile, as a conse-
quence of the increasing spin character of the qubit. If
the qubit energy Eσ equals the photon frequency ωc, co-
herent state transfer between a cavity photon and the
qubit is possible whenever the coupling strength gσ over-
comes the total decoherence rate γσ+κ/2. Typical cavity
photon frequencies are around ωc/2pi ∼ 6 GHz ∼ 25µeV.
In Fig. 2 (b), we also show the ratio between coupling
and decoherence for the system with (dashed line) and
without (dotted line) magnetic fields, i.e., for a spin and
a charge qubit respectively, where we have assumed that
the decoherence rate of the former is inherited from the
hybridization with charge, therefore γσ = γc sin2 φ¯, where
γc is the total charge qubit decoherence rate. Although
the charge qubit can be made sufficiently coherent to
reach the strong coupling regime [37, 38, 41], the spin
qubit overcomes its performance in the shaded gray area
in Fig. 2 (b) (2tc & Bz) if γc > κ/2, where κ is the cavity
loss rate. More precisely, we find that the spin qubit per-
forms better than the charge qubit when sin φ¯ > κ/2γc
in a finite interval around 2tc ≈ Bz where φ¯ denotes the
spin-charge mixing angle defined above. In this regime,
the gain from using the spin with a long coherence time
overcompensates the decrease in coherence from spin-
charge hybridization. Therefore, the advantage to be
gained from using spin rather than charge as a qubit is
twofold: (i) In the regime indicated by the shaded region
in Fig. 2 (b), the exchange of quantum information be-
tween the qubit and the cavity photons is more efficient
for the spin, and (ii) the spin-charge and spin-photon
couplings can be switched off efficiently by controlling tc
and , thus reaching a memory qubit regime where the
spin qubit is far more coherent than the charge qubit.
Importantly, in order to control the interaction times,
there are two mechanisms to electrically switch off the
spin-photon coupling: a) increasing the tunnel coupling,
as shown in Fig. 2, or b) by increasing the level detuning
 and thereby reducing the amount of charge admixture
across the DQD, such that the charge-photon coupling is
reduced as g˜c = 2tcgc/
√
2 + 4t2c .
When two subsystems (denoted with index i = 1, 2) as
described above are coupled to the same cavity, the cav-
ity photons can induce a long distance coupling between
their spins. In the resonant regime (Eσ = ωc) there is
3a collectively-enhanced two-qubit coupling that can be
observed in a transmission experiment [41–43]. Here we
investigate the dispersive regime, where the photon fre-
quency is detuned from the qubit transition frequency
Eσ and a coherent long-distant interaction is mediated
by the exchange of virtual photons [20, 44, 45]. This
mechanism results in a smaller effective coupling but is
less sensitive to photon loss in the cavity.
Dispersive regime. The light-matter interaction Hamil-
tonian (3) couples subspaces with different number of
cavity photons. If the coupling strengths are small such
that gτ(σ)  |Eτ(σ)−ωc|, we can decouple such subspaces
to a desired order using a Schrieffer-Wolff transformation
[46]. From now on we assume 2tc > Bz, which ensures
that the lower-energy subspace constitutes a qubit with a
good coherence inherited from its spin character. There-
fore the most interesting operating regime is the one with
the cavity frequency ωc being close to Eσ, therefore ful-
filling the condition, gτ |∆|/|Eτ − ωc|  gσ  |∆|, with
the detuning ∆ = Eσ − ωc.
Assuming identical DQDs, we find to first order in the
perturbative parameter gσ/∆, in the limit of an empty
cavity and within a rotating-wave approximation (RWA)
[46], the following dispersive Hamiltonian
Hd ' Eτ2
∑
i=1,2
τ (i)z +
Eσ + g2σ/∆
2
∑
i=1,2
σ(i)z
+ g
2
σ
∆
(
σ
(1)
+ σ
(2)
− + σ
(1)
− σ
(2)
+
)
τ (1)z τ
(2)
z , (4)
where the Pauli matrices correspond to dressed states.
The goal now is to harness the spin-spin long-distance
coupling term to perform a two-qubit gate. A coupling
Hamiltonian of the form ∼ g2σ
(
σ
(1)
+ σ
(2)
− + h.c.
)
/∆ per-
forms an iSWAP gate at gate times tg = (4m + 1)pi2
|∆|
g2σ
for any integer m, e.g. |↑, ↓〉 → i |↓, ↑〉. A CNOT entan-
gling gate can be constructed with two iSWAP gates and
single qubit rotations [44, 47]. To estimate how well such
a gate can perform we take into account three sources
of infidelity: (1) The full system Hamiltonian also con-
tains cavity-mediated long-distance τ -coupling, and σ(i)-
τ (i) coupling within a DQD as well as between distant
DQDs (σ(1)-τ (2)) [46]; (2) Even for a material system
with very low magnetic noise, spin-charge hybridization
makes the spin qubits susceptible to charge noise. There-
fore, the electron-phonon interaction and other charge
fluctuations commonly present in semiconductor nano-
structures will contribute to decoherence; (3) As the
qubits are dressed by photonic excitations, the cavity
damping will also contribute to qubit decoherence.
In order to capture dissipative effects, we model the
system consisting of two DQDs using a master equation
in the dispersive regime [48]. If we assume that the sys-
tem is prepared in the lower energy charge sector, we
can derive an effective equation for the partial density
matrix ρdσ, corresponding to the spin degrees of freedom,
σ(1) and σ(2). In the rotating frame the master equation
can be written as
˙˜ρdσ '− i
[
g2σ
∆
(
σ
(1)
+ σ
(2)
− + σ
(1)
− σ
(2)
+
)
, ρ˜dσ
]
+ γph2 sin
2 φ¯
(
D
[
σ
(1)
−
]
+D
[
σ
(2)
−
])
ρ˜dσ
+ κ2
g2σ
∆2D
[
σ
(1)
− + σ
(2)
−
]
ρ˜dσ , (5)
where D [c] represents the usual Lindblad superoperator
D [c] ρ = 2cρc†−c†cρ−ρc†c. The first term in Eq. (5) de-
scribes the long-distance coupling mediated by the cavity,
with strength g2σ/∆, while the second term corresponds
to relaxation due to phonon emission with rate γph (at
the qubit energy Eσ) in each DQD. Finally, the last term
describes the Purcell relaxation, i.e., relaxation of the
qubits with rate κg2c/∆2 due to photon decay with rate
κ. Given the reported long coherence times of electron
spins in silicon QDs, we assume here that the spin qubit
decoherence is mainly inherited from the hybridization
with charge and we neglect other decoherence sources
such as hyperfine interaction with nuclear spins [2].
Results. With our effective model describing the sys-
tem dynamics, we can estimate how accurately one can
expect to realize a two-qubit iSWAP gate taking into ac-
count the amount of decoherence encountered in present-
day experiments. We introduce the average fidelity F¯ =
〈ψ|E [|ψi〉]|ψ〉 as a measure of the quality of a quantum
gate which compares the targeted pure state |ψ〉 and the
mixed state density matrix E [|ψi〉] obtained from the gate
E including decoherence, averaged over all possible pure
input states |ψi〉. To avoid a direct evaluation of the av-
erage over initial states, we use a method of calculating F¯
via the fidelity of entanglement Fe, and using the relation
F¯ = (4Fe + 1)/5, valid for two-qubit gates [49–51].
Choosing a qubit-cavity detuning |∆| = βgσ with β 
1 to ensure the dispersive regime and a gate time corre-
sponding to the shortest iSWAP gate, tg = piβ/(2gσ), we
find for the average fidelity corresponding to Eq. (5)
F¯ = 120
[
4 + (1 + x)2 (1 + xy)2
]
(6)
with
x = e−piγphβ sin φ¯/(4gc), y = e−piκ/(2β sin φ¯gc), (7)
which for γphβ sin φ¯, κ/(β sin φ¯)  gc can be approxi-
mated as
F¯ ' 1− 2pi5gc
(
γphβ sin φ¯+
κ
β sin φ¯
)
. (8)
This approximated result suggests that there is an op-
timal value of β sin φ¯, related to the detuning ∆, that
maximizes the average fidelity. This value is
(β sin φ¯)opt '
√
κ
γph
, (9)
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Figure 3. (a) Average infidelity of an iSWAP gate as a function of β sin φ¯, where β = ∆/gσ is the qubit-photon detuning in
units of the spin-photon coupling, and φ¯ is the spin-charge mixing angle, for the indicated values of γph. For this plot, we have
chosen the charge coupling strength gc/2pi = 50MHz. (b) Double-logarithmic plot of the optimal average infidelity 1 − F¯opt
as a function of gc for the same values of γph. In (a) and (b) the photon loss rate is κ/2pi = 1.5MHz and the continuous lines
correspond to Eq. (6) while the dashed lines correspond to the approximated result in Eq. (8). (c) Optimal average infidelity
1− F¯opt as a function of γph/gc and κ/gc.
with a corresponding approximated average fidelity of
F¯opt ' 1− 4pi5
√
γphκ
g2c
. (10)
Although the optimal average fidelity is determined by
charge qubit and cavity parameters, via the cooperativity
C = g2c/γphκ, the role of the spin-charge hybridization
is to enable the optimization in Eq. (9), which is not
accessible for charge qubits (φ¯ = pi/2) unless γph  κ
(because β  1). From Eq. (9) we can extract that the
spin qubit decoherence rate inherited from the charge at
the optimal point is γσ = κ/(2β2).
In Fig. 3(a), we show the exact average infidelity,
Eq. (6), compared with the approximation, Eq. (8), as a
function of β sin φ¯ for a typical value of charge-cavity cou-
pling strength gc/2pi = 50MHz for different values of the
phonon-induced charge decoherence rate γph. The best
gate can be performed at the minimum of these curves,
which can be found numerically for the exact expression
by demanding ∂F¯ /∂(β sin φ¯) = 0. For currently avail-
able system parameters gc, γph, and κ, we find fidelities
around F¯ ≈ 90%. Improvements are possible via all three
parameters. E.g., typical values of gc are around 50 MHz
[27], but can be increased beyond 100 MHz with the use
of high-impedance resonators (cavities) [37], leading to
F¯ ≈ 95%. An even higher fidelity of F¯ ≈ 99% could be
reached if e.g. gc ≈ 250 MHz and γc ≈ κ ≈ 1 MHz. In
Fig. 3 (b) we show the predicted average infidelity at the
optimal value (β sin φ¯)opt as a function of gc in a double-
logarithmic plot. As expected, the exact result coincides
with the approximation, Eq. (10), for large gc and the
average infidelity is inversely proportional to gc. Finally,
in Fig. 3 (c) we show the exact predicted infidelity at the
optimal value (β sin φ¯)opt as a function of both γph/gc
and κ/gc.
In current experiments, the magnetic field gradient bx
and the cavity frequency ωc are fixed, but it is possible
to electrically tune the tunnel coupling tc between the
QDs, modifying in this way the spin-charge hybridiza-
tion. Therefore, one can tune tc and the external mag-
netic field such that the optimal fidelity condition is ful-
filled and the spin qubits are in the dispersive regime,
gσ  |∆|. In Fig. 4 (continuous line), we show the av-
erage infidelity 1− F¯ of the dispersive iSWAP gate as a
function of tc. The result for different values of bx, gc
and the comparison with the full master equation can be
found in [46].
Charge noise. The realistic entangling gates fidelities
between spin qubits are currently limited by fluctuations
due to charge noise. Since in our setup the qubits are
at the “sweet spot”  = 0, i.e., they are first-order in-
sensitive to onsite energies fluctuations (with amplitude
δi), the noise enters solely to second order. Here we in-
clude a high-frequency charge noise contribution, which
can be modeled by adding dephasing Lindblad terms to
the master equation (5),
Lφρdσ =
γφ
4 sin
2 φ¯
(
D
[
σ(1)z
]
+D
[
σ(2)z
])
ρdσ , (11)
and a low-frequency component or quasistatic noise that
randomizes the qubit energies via the Hamiltonian term
Hδ =
δ21 sin2 φ¯
4Eσ
σ(1)z +
δ22 sin2 φ¯
4Eσ
σ(2)z . (12)
Accounting for high-frequency charge noise, the approx-
imated result in Eq (8) needs to be revised as γph →
γph + γφ. In order to calculate the effect of the low-
frequency noise, we average the fidelity over a Gaussian
distribution with standard deviation σ for the variables
δi, with typical values σ ∼ 1− 4µeV [52, 53]. The mean
value of Eq. (12) only shifts the qubit energies and is in-
cluded into the rotating frame transformation. In Fig. 4,
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Figure 4. Average infidelity of an iSWAP gate between spin
qubits as a function of the tunnel splitting 2tc, with fixed
bx = 2µeV and ωc = 24µeV and in the dispersive regime, ∆ =
−10 gσ. The charge-photon coupling is chosen as gc/2pi =
50MHz, the phonon relaxation rate as γph/2pi = 4MHz and
the cavity loss rate as κ/2pi = 1.5MHz. The continuous line
corresponds to Eq. (6) while the other lines correspond to
the indicated values of low-frequency charge noise standard
deviation σ.
we show the average infidelity 1 − F¯ of the dispersive
iSWAP gate as a function of tc for different levels σ of
low-frequency charge noise.
Conclusions. We have analyzed the performance of
single-electron spin qubits in DQDs with respect to dis-
persive long-distance two-qubit gates mediated by virtual
cavity photons. By solving a model master equation, our
results show that this implementation benefits from the
spin-charge hybridization since this allows us to optimize
the average iSWAP gate fidelity F¯ , even for the decoher-
ence rates found in state-of-the-art experiments, where
the qubit decoherence is worse than the photon decoher-
ence. We predict the degree of spin-charge hybridization,
controlled via the tunnel coupling tc (Fig. 4), needed to
optimize this gate, β sin φ¯ ' √κ/γph, and explain how
the spin qubit outperforms the DQD charge qubit.
The analyzed setup is capable of reaching iSWAP gate
fidelities exceeding 90% with present-day device archi-
tectures. We expect that the same kind of analysis can
be readily applied to the triple QD spin-qubit strongly
coupled to a resonator [29]. The performance of other
two-qubit gates [54–56] and other qubit-resonator cou-
pling schemes, such as longitudinal coupling [51, 57, 58],
will be the subject of future studies.
Note added. While finalizing this work, we became
aware of a recent related study [59] where the transitions
to excited states due to the influence of non-adiabatic
effects during a cavity-mediated two-qubit gate in the
dissipationless (unitary) case were studied.
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I. HAMILTONIAN IN THE DISPERSIVE BASIS
To analyze the dispersive regime, we apply the Schrieffer-Wolff transformation e−SHeS , with S = S+a−S−a† such
that [H0, S] = −HI to decouple the subspaces with different number of photons to first order in the perturbative
parameters gτ(σ)/|Eτ(σ) − ωc|. We assume an empty cavity such that 〈a†a〉 = 0. The dispersive Hamiltonian then
reads
Hd Ä H0 + 12 [HI , S] =
∑
i=1,2
(
E˜τ
2 τ
(i)
z +
E˜σ
2 σ
(i)
z + Sxσ(i)x τ (i)x + Syσ(i)y τ (i)y
)
+ Jττ (1)x τ (2)x + Jσσ(1)x τ (1)z σ(2)x τ (2)z − Jτ,σ
(
σ(1)x τ
(1)
z τ
(2)
x + τ (1)x σ(2)x τ (2)z
)
, (1)
with dressed-state energies E˜α = Eα + 2g2α EαE2α−ω2c , spin-charge couplings Sx = gτgσ
Eτ
E2τ−ω2c and Sy = gτgσ
Eσ
E2σ−ω2c
within the same DQD, and distant charge Jτ = 2g
2
τωc
E2τ−ω2c , spin Jσ =
2g2σωc
E2σ−ω2c , and spin-charge Jτ,σ =
gτgσωc(E2σ+E
2
τ−2ω2c)
(E2τ−ω2c)(E2σ−ω2c)
couplings. The Pauli matrices τk, σk no longer correspond to the original qubits, but rather qubits that are dressed
by excitations of the cavity.
As explained in the main text, the regime of interest to address the spin qubit is ωc ≈ Eσ. In this regime,
gτ∆/|Eτ − ωc| ¹ gσ ¹ ∆ (with ∆ = Eσ − ωc), the Hamiltonian (1) to first order in gσ/∆ reads
Hd Ä
∑
i=1,2
(
Eτ
2 τ
(i)
z +
Eσ + g2σ/∆
2 σ
(i)
z +
gσgτ
2∆ σ
(i)
y τ
(i)
y
)
+ g
2
σ
∆ σ
(1)
x τ
(1)
z σ
(2)
x τ
(2)
z . (2)
Finally, we can neglect non-resonant terms using the rotating-wave approximation (RWA) and we obtain the Hamil-
tonian in Eq. (4) in the main text.
II. CAVITY DAMPING
The cavity mode couples to an electromagnetic bath via the electric field operator ∝ a + a†. If the bath is
considered to be at zero temperature, it only induces relaxation on the cavity mode. Since the qubits are coupled to
the cavity photons, they also suffer relaxation due to this bath. To find the dissipative terms we need to transform
the electric field operator in the dispersive basis and trace out the bath. To first order in the perturbative parameters
gτ(σ)/|ωc − Eτ(σ)| it reads
a+ a† → (a+ a†)−
∑
i=1,2
{
τ (i)x
2gτωc
E2τ − ω2c
− σ(i)x τ (i)z
2gσωc
E2σ − ω2c
}
+O
(
g2τ(σ)
|ωc − Eτ(σ)|2
)
. (3)
It is important to note that the second order terms that allow photon emission with the same frequency as the zero
order terms need to be taken into account since they will add up coherently and the crossed terms contribute to
second order to the final master equation. Including such second-order terms, the coupling operator in the dispersive
basis reads
a+ a† → (a+ a†)
1 + ∑
i=1,2
{
2g2τEτωc
(E2τ − ω2c )2
τ (i)z +
2g2σEσωc
(E2σ − ω2c )2
σ(i)z
}− ∑
i=1,2
{
τ (i)x
2gτωc
E2τ − ω2c
− σ(i)x τ (i)z
2gσωc
E2σ − ω2c
}
. (4)
2By tracing out now the cavity bath, assumed to be at zero temperature (only transitions to lower energy states are
possible), this leads to the Liouvillian
Lκρdtot =
κ
2D
[
a
{
1 + 2g
2
τEτωc
(E2τ − ω2c )2
(τ (1)z + τ (2)z ) +
2g2σEσωc
(E2σ − ω2c )2
(σ(1)z + σ(2)z )
}]
ρdtot
+ κ2
(
2gτωc
E2τ − ω2c
)2
D
[
τ
(1)
− + τ
(2)
−
]
ρdtot +
κ
2
(
2gσωc
E2σ − ω2c
)2
D
[
σ
(1)
− τ
(1)
z + σ
(2)
− τ
(2)
z
]
ρdtot , (5)
where ρdtot is the partial density matrix including the cavity and the two single-electron DQDs. In the limit of an empty
cavity, the master equation for the partial density matrix describing the state of the two DQDs, ρd = Tra
{
ρdtot
}
,
is given by the two last terms. Finally, to first order in gσ/∆, with ∆ = Eσ − ωc, the effect of the cavity damping
consists essentially of a collective spin decay,
Lκρd Ä κ2
g2σ
∆2D
[
σ
(1)
− τ
(1)
z + σ
(2)
− τ
(2)
z
]
ρd . (6)
Here, γκ = κ g
2
σ
∆2 is the well-known Purcell rate for dispersive decay.
III. PHONON RELAXATION
The phonons in the host material of each DQD create an electric field which couples to the electronic charge via the
electric dipole moment τ˜ (i)z . To obtain a master equation for the system, we can transform into the system eigenbasis
and then trace out the phonon bath, considered here to be at zero temperature. This results in Lindblad terms of the
form ∼ D [τ−] and ∼ D [σ−], corresponding to charge and spin relaxation respectively, if the charge-cavity coupling
is off, gc = 0. If gc Ó= 0 we need to transform the electric dipole operator into the dispersive basis before tracing out
the phonon bath. This transforms as
τ˜ (i)z → − cos φ¯τ (i)x + sin φ¯σ(i)x τ (i)z + 2gc
(
Eτ cos2 φ¯
E2τ − ω2c
τ (i)z +
Eσ sin2 φ¯
E2σ − ω2c
σ(i)z
)
(a† + a)
+ 2gc sin φ¯ cos φ¯
(
Eτ
E2τ − ω2c
σ(i)x τ
(i)
x +
Eσ
E2σ − ω2c
σ(i)y τ
(i)
y
)
(a† + a)
+ 2igc sin φ¯ cos φ¯
(E2τ − E2σ)ωc
(E2τ − ω2c )(E2σ − ω2c )
σ(i)x τ
(i)
y (a† − a) +O
(
g2c
)
. (7)
This means that the phonons will induce τ -conserved and σ-conserved relaxation (first and second terms), photon
induced dephasing (third term), and relaxation to states with different σ and different τ via photon absorption and/or
emission.
If we trace out the phonon bath, considered at zero temperature, and in the limit of empty cavity, we get the
following Liouvillian
L(i)γ ρd =
γEτph
2 D
[
cos φ¯τ (i)− +O
(
g2c
)]
ρd +
γEσph
2 D
[
sin φ¯σ(i)− τ (i)z +O
(
g2c
)]
ρd
+ 2
[
gc(Eτ − Eσ) cos φ¯ sin φ¯
]2 γEτ+Eσ−ωcph
(Eτ − ωc)2(Eσ − ωc)2 D
[
σ
(i)
− τ
(i)
−
]
ρd
+ 2
[
gc(Eτ + Eσ) cos φ¯ sin φ¯
]2 γEτ−Eσ−ωcph Θ(Eτ − Eσ − ωc)
(Eτ − ωc)2(Eσ + ωc)2 D
[
σ
(i)
+ τ
(i)
−
]
ρd , (8)
where γEph is the phonon relaxation rate evaluated at the energy E. It is important to note that the second order terms,
omitted here, can contribute to second order via the crossed terms from the first and second Lindblad operators.
To obtain the important terms in the operating regime ωc ∼ Eσ, we consider only first order terms in gσ/∆
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Figure 1. Average infidelity 1− F¯ of an iSWAP gate between spin qubits as a function of the tunnel splitting 2tc and in the
dispersive regime, ∆ = −10 gσ, for the indicated values of bx and fixed cavity frequency ωc = 24µeV. The phonon relaxation
rate is assumed to be γωcph/2pi = 4MHz, the cavity loss rate κ/2pi = 1.5MHz, and the charge-photon coupling is chosen as (a)
gc/2pi = 50MHz and (b) gc/2pi = 200MHz. The continuous line corresponds to Eq. (6) in the main text, while the dashed lines
correspond to the full master equation, Eq. (10).
(∆ = Eσ − ωc), obtaining the simplified Liouvillian
L(i)γ ρd Ä
γEτph
2 cos
2 φ¯D
[(
1− g
2
σ
∆2
)
τ
(i)
− −
g2σ
∆2
[
σ(i)z +
(
σ
(i)
+ σ
(j Ó=i)
− − σ(i)− σ(j Ó=i)+
)
τ j Ó=iz
]
τ
(i)
−
]
ρd
+
γEσph
2 sin
2 φ¯D
[(
1− g
2
σ
2∆2
)
σ
(i)
− τ
(i)
z +
g2σ
2∆2σ
(i)
z σ
(j Ó=i)
− τ
(j Ó=i)
z
]
ρd
+ 2 cos2 φ¯
γEτ+Eσ−ωcph g
2
σ
∆2 D
[
σ
(i)
− τ
(i)
−
]
ρd . (9)
The crossed terms from the second line scale as γ
Eσ
ph sin
2 φ¯
4
g2σ
∆2 , while the ones resulting from the cavity damping, as
shown in Sec. II, scale as κ2
g2σ
∆2 , which means that the former ones are not relevant while γ
Eσ
ph sin2 φ¯ ¹ 2κ. Finally,
we can adiabatically eliminate the higher energy charge sector and write the electron-phonon induced spin qubit
relaxation as in Eq. (5) in the main text.
IV. AVERAGE FIDELITY
In the following we compare the fidelity results obtained for the approximated master equation in Eq. (5) in the
main text with the performance using the full master equation
ρ˙d = −i [Hd, ρd]+ Lκρd + ∑
i=1,2
L(i)γ ρd . (10)
As shown in Fig. 1, the difference increases with the coupling strength gc. Here we have assumed that the electron-
phonon relaxation rate is γEph = γ
ωc
ph(E/ωc)5 [1].
V. CHARGE NOISE
The DQD qubits are sensitive to external electrical noise mainly via fluctuations in the onsite energy asymmetry Ô.
We can model such a perturbation with the term V˜ = δτ˜z/2 added to the Hamiltonian in Eq. (1) of the main text,
where δ is the fluctuating parameter. Transformed into the eigenbasis, this reads
V = −δ2 cos φ¯τx +
δ
2 sin φ¯σxτz . (11)
4Now we do a Schrieffer-Wolff transformation with generator S, such that [H0, S] = −V . In the transformed basis the
Hamiltonian reads H0 +Hδ, with
Hδ =
δ2
4
{
cos2 φ¯
Eτ
τz +
sin2 φ¯
Eσ
σz +
sin φ¯ cos φ¯
Eτ
σxτx +
sin φ¯ cos φ¯
Eσ
σyτy
}
. (12)
Within the RWA, only the first two terms contribute.
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