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Abstract
The Bost conjecture with C∗-algebra coefficients for locally compact Hausdorff groups passes to
open subgroups. We also prove that if a locally compact Hausdorff group acts on a tree, then the
Bost conjecture with C∗-coefficients is true for the group if and only if it is true for the stabilisers
of the vertices.
Keywords: Locally compact groupoid, KKban-theory, Banach algebra, Baum-Connes conjecture,
Bost conjecture, locally compact group;
AMS 2000 Mathematics subject classification: Primary 19K35; 46L80; 22A22; 43A20
IfH is a closed subgroup of a locally compact Hausdorff group G, then the group H is equivalent, as a
groupoid, to the transformation groupoid G := G⋉G/H . Given anH-C∗-algebraB one can construct
a canonical induced G-C∗-algebra IndGH B, but using the theory of equivalences of groupoids one can
also construct a G-C∗-algebra IndGH B. The difference between the two is that Ind
G
H B keeps track of
an additional G/H-fibration of the induced algebra, i.e., a compatible C0(G/H)-module structure.
A possible blueprint for a proof of the (already known) fact that the Baum-Connes conjecture
passes to closed subgroups is the following: Firstly, prove that the Baum-Connes conjecture is stable
under the passage to equivalent groupoids, e.g. fromH toG⋉G/H; secondly, analyse to what extend
one can “forget” additional fibrations, e.g. the above-mentioned C0(G/H)-structure on IndGH B. It
turns out that the following diagram is commutative
Ktop∗ (H,B)
∼=

// K∗(B ⋊r H)
∼=

Ktop∗ (G, Ind
G
H B)
∼=

// K∗(Ind
G
H B ⋊r G)
∼=

Ktop∗ (G, Ind
G
H B)
// K∗(Ind
G
H B ⋊r G)
The horizontal arrows in this diagram are the respective Baum-Connes assembly maps. The vertical
arrow on the upper left-hand side is given by an induction homomorphism, the vertical arrow on
the upper right-hand side stems from a Morita equivalence. The lower left vertical arrow is the so-
called “forgetful map” and the remaining arrow is an isomorphism in K-theory that corresponds to an
isomorphism of the involved C∗-algebras.
Whereas most of the isomorphisms appearing in this diagram emerge quite naturally from the
theory, the fact that the lower left homomorphism is an isomorphism is non-trivial (see [CEOO03],
Theorem 0.1, or [CE01], Theorem 2.2). The diagram shows that the Baum-Connes conjecture with
coefficients for G implies the Baum-Connes conjecture with coefficients for H .
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In the present work, the same fundamental plan of attack is used to show that also the L1-version
of the Baum-Connes conjecture (with C∗-algebra coefficients), called the Bost conjecture, passes to
subgroups, at least if they are open. The relevant diagram is the following, where the horizontal arrows
are the Bost assembly maps constructed in [Laf06]:
Ktop∗ (H,B)
∼=

// K∗(L
1(H,B))
∼=

Ktop∗ (G, Ind
G
H B)
∼=

// K∗(L
1(G, IndGH B))
Ktop∗ (G, Ind
G
H B)
// K∗(L
1(G, IndGH B))
ψ∗
OO
The upper square in this diagram is obtained as a special case of the induction theorem for equivalent
groupoids proved in [Par09]. The vertical isomorphism in the lower left-hand corner is the same as in
the first diagram. Note that the reason why we are not able to treat Banach algebra coefficients instead
of C∗-coefficients in the present paper is that we do not know whether the lower left-hand arrow is an
isomorphism for Banach algebra coefficients (and Ktop,ban instead of Ktop). On the other hand, we
do know that the vertical arrow labelled with ψ∗ is an isomorphism if H is open or compact, and this
even holds for arbitrary Banach algebra coefficients. Therefore, the Bost conjecture passes to open
subgroups. If one could prove that ψ∗ is an isomorphism for general closed subgroups H , then the
Bost conjecture would also pass to closed subgroups.
Section 1 introduces the pushforward of fields of Banach spaces, by which we implement the
above-mentioned process of forgetting additional fibrations over locally compact spaces. We show
that this forgetful map lifts to Banach algebras and also to KKban-cycles, so we obtain a forget-
ful homomorphism on the level of KKban-theory. We show that it is compatible with the descent
construction and to some extend also with the Bost assembly map. All of this is done for arbitrary
unconditional completions instead of L1, and for arbitrary actions of groupoids on arbitrary spaces
instead of group actions on homogeneous spaces.
An analysis of the L1-algebras that arise in the study of group actions on locally compact spaces
reveals in Section 2 technical subtleties which so far prevent us from proving that the homomorphism
ψ∗ in the above diagram is an isomorphism in general. However, in Section 3, we carry out the
program sketched above and show that the L1-version of the Bost conjecture for a second countable
locally compact Hausdorff groups passes to open subgroups.
In Section 4, we show that if a second countable locally compact Hausdorff groups acts on a tree,
then the L1-version Bost conjecture with C∗-coefficients is true for the group if and only if it is true
for the stabilisers of the vertices.
It is perhaps worth pointing out that at certain places we confined ourselves to treat just the L1-
version of the Bost conjecture but it should be possible to extend the methods implemented for L1 to
one or the other more general unconditional completion.
I would like to thank Siegfried Echterhoff for his constructive and encouraging advice and for
suggesting the inheritance properties of the Bost conjecture as a research topic; although the conclu-
sions of the present article are newer, the structural results that are necessary to obtain them are indeed
already contained in the doctoral thesis [Par07]. Also, I would like thank Herv Oyono-Oyono who
has explained me how my results on induction should admit to treat the case of group actions on a
tree.
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Notation: All Banach spaces and Banach algebras that appear in this article are supposed to be
complex. As far as groupoids, KKban-theory for Banach algebras and groupoids etc. are concerned
we refer to the definitions in [Laf06] and [Par09].
1 The forgetful map in the Banach algebra context
In [CEOO03], the following results are shown: if G is second countable locally compact Hausdorff
group, Y is a second countable locally compact Hausdorff G-space and B is a separable G ⋉ Y -C∗-
algebra, then there is an isomorphism B ⋊r (G ⋉ Y ) ∼= Γ0(Y,B) ⋊r G and a commutative diagram
of the following form:
(1) Ktop∗ (G⋉ Y ;B) //
∼=

K∗(B ⋊r (G⋉ Y ))
∼=

Ktop∗ (G; Γ0(Y,B)) // K∗(Γ0(Y,B)⋊r G)
where the horizontal arrows are the respective Baum-Connes assembly maps. Note that it is a non-
trivial fact that the vertical arrow on the left-hand side, called the forgetful map, is an isomorphism
(actually, this is the main result of [CEOO03]).
In this section, we construct a version of this forgetful map for groupoids and Banach algebras,
without being able to prove that it is an isomorphism. However we are able to prove that the Banach
algebraic version (with unconditional completions) of the above diagram is commutative. From this
it is easy to switch over to C∗-algebra coefficients and unconditional completions, where we have
an isomorphism on the left-hand side. That is why the main applications of this article will require
C∗-coefficients. It would probably not be much easier to consider C∗-algebra coefficients right from
the start, and our approach prepares the ground for further studies of the Bost conjecture with Banach
algebra coefficients.
For the notation concerning fields of Banach spaces and groupoids we refer the reader to [Laf06]
and [Par09].
1.1 The forgetful map for equivariant fields of Banach spaces etc.
If X and Y are locally compact Hausdorff spaces and p : Y → X is continuous, then we want to
know how to transform a field of Banach spaces over Y into a field over X. One way to do this is to
assemble, for every x ∈ X, all the fibres over points y ∈ Y that satisfy p(y) = x and to make a single
fibre out of them. We call this “pushforward construction” the forgetful map.
In the first part of this section we introduce the forgetful map in a non-equivariant setting. The
groupoids come back into play in the second part of the section. The non-equivariant construction can
also be found in the book [FD88], Paragraph 14.9; it is formulated in the language of Banach bundles
rather than in the language of u.s.c. fields of Banach spaces.
1.1.1 The forgetful map for fields
Let X and Y be locally compact Hausdorff spaces and let p : Y → X be continuous.
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Definition and Proposition 1.1 (The pushforward p∗E). LetE be a u.s.c. field of Banach spaces over
Y . For all x ∈ X, define1
p∗(E)x := Γ0 (Yx, E|Yx) .
On this family of Banach spaces over X, define a structure of a u.s.c. field of Banach spaces over X as
follows: For all ξ ∈ Γ0(Y,E), define p∗(ξ) : x 7→ ξ|Yx . Then Γ0 := {p∗(ξ) : ξ ∈ Γ0(Y,E)} satisfies
conditions (C1) - (C3) of the definition of a u.s.c. field of Banach spaces and therefore defines2 a
structure of a u.s.c. field of Banach spaces over X on p∗(E). It has the property Γ0 = Γ0 (X, p∗E).
Proof. Let x ∈ X. Then Γ0(Yx, E|Yx) is a C-linear subspace of the space
∏
x∈X p∗(E)x, i.e., it
satisfies (C1). The space Yx is a closed subspace of Y , so we can apply Proposition E.5.2 of [Par07]
to it which says that the map ξ 7→ ξ|Yx is a metric surjection from Γ0(Y,E) onto Γ0(Yx, E|Yx).
In particular, the set Γ0 satisfies (C2). As for (C3), let x0 ∈ X, ε > 0 and ξ ∈ Γ0(Y,E). Let
L := {y ∈ Y : ‖ξ(y)‖ ≥ ‖p∗(ξ)(x0)‖+ ε}. Then L is a compact subset of Y because ξ is vanishing
at infinity. Hence its image K := p(L) is a compact subset of X. This set K does not contain x0, so
its complement U := X \K is an open neighbourhood of x0 such that for u ∈ U we have
‖p(ξ)(u)‖ = sup
y∈Yx
‖ξ(y)‖ ≤ ‖p∗(ξ)(x0)‖+ ε,
where the supremum is assumed to be zero if taken over the empty set. Hence we have shown that
|p∗(ξ)| is upper semi-continuous.
It remains to show that Γ0 = Γ0(X, p∗E). Let ξ be in Γ0(Y,E) and ε > 0. Find a compact
subset L of Y such that ‖ξ(y)‖ ≤ ε whenever y ∈ Y \ L. Let K := p(L). Then K is a compact
subset such that ‖p∗(ξ)(x)‖ = supy∈Yx ‖ξ(y)‖ ≤ ε for all x ∈ X \K . So p∗(ξ) vanishes at infinity.
This shows that ξ 7→ p∗ξ is an (isometric) map from Γ0(Y, E) to Γ0(X, p∗E). The image is invariant
under multiplication with elements of Cc(X) and dense in all fibres, so it is dense (see, for example,
Proposition 3.1.27 of [Par07]). Hence the image is all of Γ0(X, p∗E).
The pushforward construction can be extended to linear and bilinear maps:
• Let E and F be u.s.c. fields of Banach spaces over Y and let T be a bounded continuous field
of linear maps from E to F . For all x ∈ X, define
p∗(T )x : p∗(E)x → p∗(F )y , ξ 7→ [Yx ∋ y 7→ Ty(ξ(y))] .
Then p∗T is a continuous field of linear maps bounded by ‖T‖.
• Let E1, E2 and F be u.s.c. fields of Banach spaces over Y and let µ : E1 ×Y E2 → F be a
bounded continuous field of bilinear maps. For all x ∈ X, define
p∗(µ)x : p∗(E1)x × p∗(E2)x → p∗(F )x, (ξ1, ξ2) 7→ [Yx ∋ y 7→ µy(ξ1(y), ξ2(y))] .
Then p∗µ is a continuous field of bilinear maps bounded by ‖µ‖. If µ is non-degenerate, then
so is p∗µ, and vice versa.
Because this definition respects the associativity of bilinear maps, p∗A is a u.s.c. field of Banach
algebras over X if A is a u.s.c. field of Banach algebras over Y , canonically. The situation is similar
for Banach modules and pairs.
We now state a technical result concerning the forgetful map; the proof can be found in [Par07],
Section 8.3.1. This result is crucial if one wants to check all the details in the upcoming section.
1This definition makes sense if x ∈ p(Y ), and can and should be interpreted as p∗(E)x = 0 if x /∈ p(Y ).
2Use Proposition 1.1.4 of [Laf06].
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Proposition 1.2 (Pushforward and Pullback). Let Y ′ be another locally compact Hausdorff space
and let p′ : Y ′ → X be continuous. Let q : Y ′ ×X Y → Y and q′ : Y ′ ×X Y → Y ′ be the canonical
“projections”. Let E be a u.s.c. field of Banach spaces over X. Then p′∗(p∗E) ∼= q′∗(q∗E), i.e., the
two ways of going from the upper right to the lower left corner in the following diagram yield the
same result:
Y ′ ×X Y
q //
q′

Y
p

Y ′
p′ // X
1.1.2 The forgetful map for equivariant fields
For proofs of most of the results of this subsection we refer to [Par07], Section 8.3.2.
In this subsection, let G be a locally compact Hausdorff groupoid and let Y be a locally compact
Hausdorff left G-space with anchor map ρ : Y → X = G(0).
Definition 1.3. Let E be a G ⋉ Y -Banach space with action α. Let γ ∈ G and ξs(γ) ∈ (ρ∗E)s(γ) =
Γ0
(
Ys(γ), E|Ys(γ)
)
. Define a section γξs(γ) ∈ Γ0
(
Yr(γ), E|Yr(γ)
)
= (ρ∗E)r(γ) by
(
γξs(γ)
)
(y) := (γ, y)
(
ξs(γ)
(
γ−1y
))
for all y ∈ Yr(γ). This defines an action of G on ρ∗E.
This construction respects the equivariance of linear and bilinear maps. Hence the pushforward of a
G⋉Y -Banach algebra is a G-Banach algebra etc. For clarity, we detail the construction for equivariant
Banach pairs:
Let B be a G ⋉ Y -Banach algebra and let E = (E<, E>) be a G ⋉ Y -Banach B-pair with
bracket 〈·, ·〉E . Then ρ∗E = (ρ∗E<, ρ∗E>) together with ρ∗〈·, ·〉E is a G-Banach ρ∗B-pair. This
construction respects equivariant concurrent homomorphisms of Banach pairs. If F is another right
G ⋉ Y -Banach B-pair and T ∈ LB(E,F ) is a B-linear bounded continuous field of operators, then
ρ∗T is in Lρ∗B (ρ∗E, ρ∗F ) with ‖ρ∗T‖ ≤ ‖T‖. Note that, if we express the actions on E and ρ∗E in
terms of the “unitary” operators, we have under suitable identifications using Proposition 1.2:
(2) Vρ∗E = pi1,∗VE
where pi1 : G ⋉ Y → G is the projection on the first component; see [Par09], Section 3.2 for more
information about the operator VE .
The following lemma is straightforward to check.
Lemma 1.4. Let B be a G ⋉ Y -Banach algebra and let E and F be G ⋉ Y -Banach B-pairs. Let
ξ< ∈ Γ0(X,E
<) and η> ∈ Γ0(X,F>). Then
ρ∗
(∣∣η>〉〈ξ<∣∣) = ∣∣ρ∗(η>)〉〈ρ∗(ξ<)∣∣ ∈ Kρ∗B (ρ∗E, ρ∗F ) .
It follows that ρ∗ (KB(E,F )) ⊆ Kρ∗B (ρ∗E, ρ∗F ).
Proposition 1.5. Let A and B be G ⋉ Y -Banach algebras. Let (E,T ) ∈ EbanG⋉Y (A, B). Then
(ρ∗E, ρ∗T ) is in EbanG (ρ∗A, ρ∗B).
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Proof. Surely, E is a graded non-degenerate G-Banach ρ∗A-ρ∗B-pair and ρ∗T is an odd continuous
field of linear operators on ρ∗E. Now let a ∈ Γ0 (X, ρ∗A). Then there is an a′ ∈ Γ0 (Y, A) such that
a = ρ∗a
′
. Now
[a, ρ∗T ] =
[
ρ∗a
′, ρ∗T
]
= ρ∗
[
a′, T
]
∈ Kρ∗B (ρ∗E) .
Similarly,
a
(
ρ∗T
2 − 1
)
= ρ∗
(
a′(T 2 − 1)
)
∈ Kρ∗B (ρ∗E) .
Now let a˜ ∈ Γ0
(
G, r∗Gρ∗A
)
. As above, define pi1 : G ⋉ Y → G, (γ, y) 7→ γ. We identify r∗Gρ∗A
and pi1,∗r∗G⋉YA (and do the same for B and E) and regard a˜ as an element of Γ0
(
G, pi1,∗r
∗
G⋉YA
)
.
We can then find an element a˜′ ∈ Γ0
(
G ⋉ Y, r∗G⋉YA
)
such that pi1,∗a˜′ = a˜. Using Equation (2) and
suitable identifications we can now conclude
a˜
(
Vρ∗E ◦ (s
∗
Gρ∗T ) ◦ V
−1
ρ∗E
− r∗Gρ∗T
)
= pi1,∗a˜
′
(
(pi1,∗VE) ◦ (pi1,∗s
∗
G⋉Y (T )) ◦ (pi1,∗V
−1
E )− pi1,∗r
∗
G⋉Y (T )
)
= pi1,∗
(
a˜′
(
VE ◦ s
∗
G⋉Y T ◦ V
−1
E − r
∗
G⋉Y T
))
∈ Kpi1,∗r∗G⋉Y B
(
pi1,∗r
∗
G⋉YE
)
= Kr∗
G
ρ∗B
(
r∗Gρ∗E
)
.
Proposition 3.13 of [Par09] tells us that we can define KKbanG -cycles between G-Banach algebras with
locally compact Hausdorff G also using compact instead of locally compact operators, so we have
shown that (ρ∗E, ρ∗T ) is a KKbanG -cycle.
Let B be a G ⋉ Y -Banach algebra. Then ρ∗(B[0, 1]) is canonically isomorphic to (ρ∗B)[0, 1]. More-
over, if E is a left G ⋉ Y -Banach B-module and is F a right G ⋉ Y -Banach B-module, one of them
being non-degenerate, then
ρ∗(E)⊗ρ∗(B) ρ∗(F )
∼= ρ∗ (E ⊗B F ) .
The proof of this result can be found in [Par07], Lemma 8.3.17; it uses a technical result which is
published separately in [Par08].
We can now conclude, using some standard arguments, that the forgetful map lifts to the KKban-
groups:
Theorem 1.6. Let A and B be G ⋉ Y -Banach algebras. Then ρ∗ gives a homomorphism
ρ∗ : KK
ban
G⋉Y (A,B)→ KK
ban
G (ρ∗A, ρ∗B) .
1.2 The forgetful map and the descent
In Paragraph 1.3, we are going to show that the forgetful map of Theorem 1.6 is compatible with the
Bost assembly map. Before we analyse that situation, we have to first discuss how the forgetful map
and the descent are related. So let G be a locally compact Hausdorff groupoid equipped with a Haar
system. Let Y be a locally compact Hausdorff G-space with anchor map ρ.
Definition 1.7. Let E be a G ⋉ Y -Banach space. For all ξ ∈ Γc
(
G ⋉ Y, r∗G⋉YE
)
, define ιˆE(ξ) ∈
Γc
(
G, r∗Gρ∗E
)
by
ιˆE(ξ) (γ) :=
[
YrG(γ) ∋ y 7→ ξ(γ, y)
]
∈ ρ∗ErG(γ)
for all γ ∈ G. The map ιˆE is continuous for the inductive limit topologies, injective, and has dense
image.
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Let E1, E2 and F be G ⋉ Y -Banach spaces and let µ : E1 ×Y E2 → F be a bounded equiv-
ariant continuous field of bilinear maps. Then (ρ∗µ) (ιˆE1(ξ1), ιˆE2(ξ2)) = ιˆF (µ(ξ1, ξ2)) for all
ξ1 ∈ Γc
(
G ⋉ Y, r∗G⋉Y E1
)
and ξ2 ∈ Γc
(
G ⋉ Y, r∗G⋉YE2
)
; this could also be written as
ιˆE1(ξ1) ∗ ιˆE2(ξ2) = ιˆF (ξ1 ∗ ξ2) .
In particular, this applies to the multiplication of a Banach algebra; more precisely, for every G ⋉ Y -
Banach algebra B, the map ιˆB is a continuous injective homomorphism with dense image.
Definition and Proposition 1.8. Let A(G) be an unconditional completion of Cc(G) and let E be a
G ⋉ Y -Banach space. For all ξ ∈ Γc
(
G ⋉ Y, r∗G⋉Y E
)
, define
‖ξ‖AY := ‖ιˆE(ξ)‖A .
This defines a semi-norm on Γc
(
G ⋉ Y, r∗G⋉YE
)
. If E = CY , then Γc
(
G ⋉ Y, r∗G⋉Y CY
)
=
Cc (G ⋉ Y ) and ‖·‖AY is an unconditional semi-norm on Cc (G ⋉ Y ). The map ιˆE extends to an
isomorphism on the completions:
ιˆE : AY (G ⋉ Y, E) ∼= A (G, ρ∗E) .
If B is a G ⋉ Y -Banach algebra, then
ιˆB : AY (G ⋉ Y, B) ∼= A (G, ρ∗B)
as Banach algebras.
Proposition 1.9. Let A and B be G ⋉ Y -Banach algebras and let A(G) be an unconditional comple-
tion of G. Then the following diagram is commutative:
KKbanG⋉Y (A, B)
ρ∗

jAY // KKban (AY (G ⋉ Y,A) , AY (G ⋉ Y,B))
∼=

KKbanG (ρ∗A, ρ∗B)
jA // KKban (A (G, ρ∗A) , A (G, ρ∗B))
where the isomorphism on the right-hand side is given by the isomorphism of Proposition 1.8 in both
variables.
Proof. This is true already on the level of cycles: Let (E,T ) ∈ EbanG⋉Y (A, B). Then ρ∗(E,T ) =
(ρ∗E, ρ∗T ) by definition. The module A (G, ρ∗E>) is a completion of Γc
(
G, r∗Gρ∗E
>
)
for the norm
‖·‖A. Using the continuous injective linear map ιˆE> from Γc
(
G ⋉ Y, r∗G⋉YE
>
)
to Γc
(
G, r∗Gρ∗E
>
)
introduced in 1.7 we get a linear isometric isomorphism ιˆE> : AY (G ⋉ Y, E>) → A (G, ρ∗E>);
analogously, we get a linear isomorphism ιˆE< : AY (G ⋉ Y, E<) → A (G, ρ∗E<). Together, this
gives an isomorphism of Banach pairs ιˆE from AY (G ⋉ Y, E) to A (G, ρ∗E) with coefficient maps
ιˆA and ιˆB . It is straightforward to show that this isomorphism is compatible with the grading and
intertwines the operators, i.e., it is an isomorphism of cycles.
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1.3 The forgetful map and the assembly map
Let G again be a locally compact Hausdorff groupoid with Haar system, and let Y be a locally compact
Hausdorff G-space with anchor map ρ. Let B be a G⋉Y -Banach algebra. Let Z be a locally compact
G ⋉ Y -space; note that we can regard Z also as a G-space. The space Z is proper as a G ⋉ Y -space
if and only if it is proper as a G-space. Moreover, Z is G ⋉ Y -compact if and only if it is G-compact.
We therefore get homomorphisms
KKbanG⋉Y (C0(Z), B) → KK
ban
G (C0(Z), ρ∗B)→ K
top,ban
0 (G, ρ∗B),
and, passing to the direct limit over G ⋉ Y -compact proper Z and considering suspensions of B,
ρ∗ : K
top,ban
∗ (G ⋉ Y,B)→ K
top,ban
∗ (G, ρ∗B).
Let A(G) be an unconditional completion of Cc(G). Define the unconditional completion AY (G⋉
Y ) of Cc(G ⋉ Y ) as in 1.8. Recall that AY (G ⋉ Y,B) ∼= A(G, ρ∗B).
Proposition 1.10. The following diagram is commutative
(3) Ktop,ban∗ (G ⋉ Y,B)

// K∗(AY (G ⋉ Y,B))
∼=

Ktop,ban∗ (G, ρ∗B)
// K∗(A(G, ρ∗B)).
Proof. We show the following: If Z is a locally compact G ⋉ Y -space, then the following diagram is
commutative:
KKbanG⋉Y (C0(Z), B)
//

KKban(AY (G ⋉ Y, C0(Z)), AY (G ⋉ Y,B))
∼=

// K0(AY (G ⋉ Y,B))
∼=

KKbanG (C0(Z), ρ∗B)
// KKban(A(G, C0(Z)), A(G, ρ∗B)) // K0(A(G, ρ∗B))
The commutativity of the left square is a special case of Proposition 1.9.
To see that the right square commutes, one has to check the rather trivial fact that the two elements
of K0(AY (G⋉Y, C0(Z))) and K0(A(G, C0(Z))) which are used to define the horizontal maps can be
identified. Let c be a cut-off function on Z for G. Then c is also a cut-off function for G ⋉ Y .
Define p(γ, y, z) := c1/2(z)c1/2((γ−1, y)z) for all (γ, y, z) ∈ (G ⋉ Y )⋉ Z .
We can regard p as an element of Γc(G ⋉ Y, r∗C0(Z)), but also as an element of Cc(G, C0(Z))
because (G ⋉ Y ) ⋉ Z is homeomorphic to G × Z (just forget the (redundant) entry in Y ). The
element of AY (G ⋉ Y, C0(Z)) given by p corresponds to the element of A(G, C0(Z)) given by p.
Hence the square commutes because the vertical arrows only stem from the identification of these two
algebras.
Corollary 1.11. Let G be a locally compact Hausdorff second countable group and Y be a locally
compact Hausdorff second countable G-space. Let B be a separable G ⋉ Y -C∗-algebra. Then the
following diagram is commutative
(4) Ktop∗ (G⋉ Y,B)
∼=

// K∗(AY (G⋉ Y,B))
∼=

Ktop∗ (G,Γ0(Y,B))
// K∗(A(G,Γ0(Y,B))).
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In particular, the Bost conjecture with separable C∗-algebra coefficients is true for G ⋉ Y , AY and
B if and only if it is true for G, A and Γ0(Y,B).
Proof. First note that ρ∗B is Γ0(Y,B), because the unit space of G is a point.
What we have to check is that we can replace Ktop,ban∗ with Ktop∗ in the diagram. But this is
straightforward because it is easy to show that the canonical map from Ktop∗ to Ktop,ban∗ is compatible
with the forgetful map.
As mentioned above, it is proved in [CEOO03] that the forgetful map for C∗-algebras is an iso-
morphism. Hence the corollary follows.
2 The special case of L1-algebras
We now analyse the right-hand side of Diagram (3) of Proposition 1.10 closer in the case that A(G) is
L1(G). We confine ourselves to the case that the groupoid G is actually a group G. Let Y be a locally
compact Hausdorff G-space (and ρ be the constant map to the one-point unit space of the “groupoid”
G).
The important technical detail that complicates matters is that there is a difference between the
unconditional completions L1(G ⋉ Y ) and L1Y (G ⋉ Y ) of Cc(G ⋉ Y ). By L1(G ⋉ Y ) we mean the
usual unsymmetrised L1-algebra of the groupoid G⋉ Y , so its norm is given by
‖ξ‖L1 = sup
y∈Y
∫
g∈G
|ξ(g, y)| dg, ξ ∈ Cc(G⋉ Y ).
The algebra L1Y (G ⋉ Y ) is defined by 1.8, so it satisfies L1Y (G ⋉ Y ) ∼= L1(G, C0(Y )), canonically,
and hence the norm is given by
‖ξ‖L1Y
=
∫
g∈G
sup
y∈Y
|ξ(g, y)| dg, ξ ∈ Cc(G⋉X).
It follows that ‖ξ‖L1 ≤ ‖ξ‖L1Y for all ξ ∈ Cc(G ⋉ Y ), but in general, equality does not hold.
If B is a G⋉ Y -Banach algebra, then we nevertheless get a norm-decreasing homomorphism
ψB : L
1(G,Γ0(Y,B)) ∼= L
1
Y (G ⋉ Y,B) → L
1(G⋉ Y,B);
note that ρ∗B = Γ0(X,B). By Proposition 1.10 and [Par09], Proposition 6.3, we thus obtain a
commutative diagram
Ktop,ban∗ (G⋉ Y,B)

// K∗(L
1(G⋉ Y,B))
Ktop,ban∗ (G,Γ0(Y,B))
// K∗(L
1(G,Γ0(Y,B))).
ψB,∗
OO
Although the two algebras L1(G,Γ0(Y,B)) and L1(G⋉Y,B) might not be isomorphic, it still makes
sense to ask whether ψB is an isomorphism in K-theory. We have the following positive result in this
direction:
Proposition 2.1. If Y is a proper or a discrete G-space, then ψB,∗ is an isomorphism:
K∗(L
1(G,Γ0(Y,B))) ∼= K∗(L
1(G⋉ Y,B)).
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Proof. The method that we use in both cases is to produce a dense hereditary subalgebra A of L1Y (G⋉
Y,B) ∼= L1(G,Γ0(Y,B)) which is also (dense and) hereditary in L1(G ⋉ Y,B). See Lemme 1.7.8
and Lemme 1.7.10 of [Laf02].
In the case that Y is proper, a good choice for such an algebra is A := Γc(G ⋉ Y, r∗B), where
r : G ⋉ Y → Y is the range map of the groupoid G ⋉ Y . Recall that both, L1(G ⋉ Y,B) and
L1Y (G⋉ Y,B)
∼= L1(G,Γ0(Y,B)) are actually defined as completions of A.
If ξ1 and ξ2 are elements of A = Γc(G ⋉ Y, r∗B). If ξ is another element of A, then the support
of ξ1 ∗ ξ ∗ ξ2 is contained in the set K := {γ ∈ G ⋉ Y : r(γ) ∈ r(supp ξ1) ∧ s(γ) ∈ (supp ξ2)}.
This set is compact. Secondly, it is easy to see that
‖ξ1 ∗ ξ ∗ ξ2‖∞ ≤ ‖ξ1‖L1 ‖ξ‖L1 ‖ξ2‖∞ .
It follows that ξ1 ∗L1(G⋉Y,B) ∗ ξ2 is contained in A = Γc(G⋉Y, r∗B). A fortiori, A is hereditary
in L1(G⋉ Y,B). Compare the proof of Lemme 1.7.8 in [Laf02].
Note that this choice for A seems to work only if Y is proper.
However, if Y is discrete, we can construct an algebra which is larger than Γc(G ⋉ Y, r∗B) (and
hence dense in both completions), but which is also hereditary. It is not clear whether a similar idea
works for general Y . Assume from now on that Y is discrete.
For each subset M of Y , define
AM := {ξ ∈ Γc(G⋉ Y, r
∗B) : r(supp ξ) ⊆M}.
Note that AM is a right ideal of Γc(G⋉ Y, r∗B).
Lemma. If M is a finite set, then the norm on AM which is inherited from L1(G⋉Y,B) is equivalent
to the norm on AM which is inherited from L1(G,Γ0(Y,B)).
Proof. Let ξ ∈ AM . Then
‖ξ‖L1 ≤ ‖ξ‖L1Y
=
∫
g∈G
sup
y∈Y
‖ξ(g, y)‖ dg
=
∫
g∈G
sup
m∈M
‖ξ(g,m)‖ dg ≤
∫
g∈G
∑
m∈M
‖ξ(g,m)‖ dg
=
∑
m∈M
∫
g∈G
‖ξ(g,m)‖ dg ≤ |M | sup
m∈M
∫
g∈G
‖ξ(g,m)‖ dg
= |M | ‖ξ‖L1 .
It follows from this lemma that ψ maps the closure AM of AM in L1(G,Γ0(Y,B)) bijectively and
bicontinuously onto the closure of AM in L1(G⋉ Y,B) (which we also call AM ). Note that AM is a
right ideal of both, L1(G,Γ0(Y,B)) and L1(G⋉Y,B), because AM is a right ideal of Γc(G⋉Y, r∗B).
If M and N are finite subsets of Y with M ⊆ N , then AM ⊆ AN and hence AM ⊆ AN .
Define
A :=
⊕
M⊆Y finite
AM ⊆ L
1(G,Γ0(Y,B)).
Note that ψ is injective on A, so we can think of A as a subspace also of L1(G ⋉ Y,B). Indeed, A
is a linear subspace of both algebras, and because all the AM are right ideals, also A is a right ideal
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(in both completions). Moreover, the union of all AM contains Γc(G ⋉ Y, r∗B), so A is dense in
L1(G,Γ0(Y,B)) and L1(G⋉ Y,B). In particular, A is a dense hereditary subalgebra of both Banach
algebras. By Lemme 1.7.10 in [Laf02], this means that ψ is an isomorphism in K-theory.
Remark 2.2. If Y is not discrete, then the preceding argument is no longer valid. The crucial point
is that, for the argument to work, the L1-norm and the L∞-norm for the continuous functions on any
given compact subset of Y have to be equivalent; this is a very restrictive condition on Y . An instruc-
tive counter-example isG = R and Y = S1 with the action by rotation. It is easy to construct a contin-
uous function f onG×Y = R×S1 which vanishes at infinity such that supy∈S1
∫
t∈R |f(t, y)| dt <∞
and
∫
t∈R supy∈S1 |f(t, y)| dt =∞.
However, there might be a different way to construct a dense hereditary subalgebra of L1(G⋉ Y )
which is also contained in L1(G, C0(Y )).
If Y is discrete, we can now improve Corollary 1.11 for L1-algebras as follows:
Corollary 2.3. Let G be a locally compact Hausdorff second countable group and let Y be a locally
compact Hausdorff second countable G-space. Assume that Y is discrete (or proper). Let B be a
separable G⋉ Y -C∗-algebra. Then the following diagram is commutative
(5) Ktop∗ (G⋉ Y,B)
∼=

// K∗(L
1(G⋉ Y,B))
Ktop∗ (G,Γ0(Y,B))
// K∗(L
1(G,Γ0(Y,B))).
∼=
OO
In particular, the L1-version of the Bost conjecture with separable C∗-algebra coefficients is true for
G⋉ Y and B if and only if it is true for G and Γ0(Y,B).
Note that the proper case was already settled in [Laf02] in the much stronger sense that the Bost
conjecture is actually true for proper C∗-algebras.
3 The Bost conjecture and open subgroups
Let G be a locally compact Hausdorff group and let H be a closed subgroup of G. Let B be an
H-Banach algebra. Let L1(H) and L1(G) denote the (unsymmetrised) L1-completions of Cc(H) and
Cc(G), respectively.
We define IndGH B to be the following G-Banach algebra: The underlying Banach algebra is
IndGH B := {f : G→ B : ∀g ∈ G ∀h ∈ H : f(gh
−1) = hf(g) and ‖f(g)‖ → 0 if gH →∞};
the G-action on IndGH B is given by
(gf)(g′) = f(g−1g′)
for all g, g′ ∈ G and f ∈ IndGH B. As for every G-Banach algebra, we can form the convolution
algebra L1(G, IndGH B).
The locally compact groupoid G⋉G/H is equivalent to the group H (as a groupoid) with equiv-
alence G⋉G/HGH . Hence we get not only the standard induced G-Banach algebra IndGH B, but also
the induced G ⋉ G/H-Banach algebra IndG⋉G/HH B, the main difference being that we keep track
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of the fibration over G/H in the second case. If we write ρ for the constant function from G/H to
the one-point set {eG} (which is the unit space of the groupoid G), then the forgetful functor ρ∗ from
G⋉G/H-Banach algebras to G-Banach algebras takes IndG⋉G/HH B to Ind
G
H B:
ρ∗(Ind
G⋉G/H
H B) = Γ0(G/H, Ind
G⋉G/H
H B) = Ind
G
H B.
Assume now that G/H is σ-compact; this is necessary because we want to apply the induction theo-
rem of [Par09] which requires that the involved groupoids have σ-compact unit spaces.
We have the following commutative diagram:
Ktop,ban∗ (H,B)
∼=

// K∗(L
1(H,B))
∼=

Ktop,ban∗ (G ⋉G/H, Ind
G⋉G/H
H B)
ρ∗

// K∗(L
1(G⋉G/H, Ind
G⋉G/H
H B))
Ktop,ban∗ (G, Ind
G
H B)
// K∗(L
1(G, IndGH B))
ψ∗
OO
The upper square is just a special case of the induction theorem ([Par09], Theorem 6.5). The lower
square has been discussed in Section 2; here we write ψ for the canonical homomorphism from
L1(G, IndGH B) to L
1(G⋉G/H, Ind
G⋉G/H
H B).
If H is open (and G/H is hence discrete) or H is compact (so G/H is proper), then the arrow in
the above diagram labelled ψ∗ is an isomorphism by Proposition 2.1.
We can read the following corollaries off this diagram:
Corollary 3.1. The L1-version of the Bost conjecture with Banach algebra coefficients is true for H
and B if and only if it is true for G⋉G/H and IndG⋉G/HH B.
Corollary 3.2. The L1-version of the Bost conjecture with arbitrary Banach algebra coefficients is
true for H if and only if it is true for G⋉G/H .
Corollary 3.3. If H is an open or compact subgroup of G, then K∗(L1(G, IndGH B)) is isomorphic to
K∗(L
1(H,B)).
The first two of these corollaries can be read off the upper square of the diagram, the third corollary
follows from the right-hand part. As long as we don’t have more information on the homomorphism
ρ∗, we cannot say much more about the relation between the Bost conjecture with Banach algebra
coefficients for H and for G.
The situation is different if B is a G-C∗-algebra. In this case we can replace Ktop,ban∗ with Ktop∗
in the above diagram. This is possible, because the canonical homomorphisms from Ktop∗ to Ktop,ban∗
are compatible with induction and the forgetful map and because the C∗-version of the Bost assembly
map factors through Ktop,ban. We hence get the following commutative diagram:
Ktop∗ (H,B)
∼=

// K∗(L
1(H,B))
∼=

Ktop∗ (G⋉G/H, Ind
G⋉G/H
H B)
ρ∗

// K∗(L
1(G⋉G/H, Ind
G⋉G/H
H B))
Ktop∗ (G, Ind
G
H B)
// K∗(L
1(G, IndGH B))
ψ∗
OO
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Recall that the forgetful map ρ∗ is an isomorphism in this case if B is separable and G is second
countable. This is the main result of [CEOO03]. We can hence deduce the following corollaries:
Corollary 3.4. The L1-version of the Bost conjecture with C∗-algebra coefficients is true for H and
B if and only if it is true for G⋉G/H and IndG⋉G/HH B.
Corollary 3.5. The L1-version of the Bost conjecture with arbitrary C∗-algebra coefficients is true
for H if and only if it is true for G⋉G/H .
Corollary 3.6. If H is an open or compact subgroup of G and G is second countable, then not only
is K∗(L1(G, IndGH B)) isomorphic to K∗(L1(H,B)), but also the following holds: The L1-version of
the Bost conjecture with C∗-algebra coefficients is true for H and separable B if and only if it is true
for G and IndGH B.
Finally, this directly implies the following theorem (which we only state for open subgroups as the
case of compact subgroups is not interesting):
Theorem 3.7. Let G be a second countable locally compact Hausdorff group. If the L1-version of the
Bost conjecture with arbitrary separable C∗-algebra coefficients is true for G, then it is also true for
every open subgroup of G.
In particular, this applies to countable discrete groups:
Corollary 3.8. Let G a countable (discrete) group. If the L1-version of the Bost conjecture with
arbitrary separable C∗-algebra coefficients is true for G, then it is also true for every subgroup of G.
4 Group actions on trees
Before we come to group actions on trees, we first analyse group actions on general discrete spaces.
4.1 Actions on a discrete space
Let G be a locally compact Hausdorff group acting continuously on a discrete space Z . For all z ∈ Z
let Gz and Zz be the stabiliser and the orbit of z, respectively. Let S be a fundamental domain for the
G-action on Z , so Z =
∐
s∈S Zs.
For each s ∈ S, the group Gs and the groupoid G ⋉ G/Gs are equivalent as groupoids, the
equivalence being given by G. Note that the Gs are open subgroups, so that we can apply the results
of the preceding paragraph.
If B is a G-Banach algebra and z ∈ Z , then we write Bz for the Banach algebra B, equipped
with the restriction of the G-action to Gz . We now show that we have an isomorphism of G-Banach
algebras
IndGGs Bs
∼= C0(Zs, B)
via the following map: If f ∈ C0(Zs, B), then define
(Φ(f))(g) := g−1(f(gs))
for all g ∈ G. It is straightforward to check that this defines a G-equivariant homomorphism
Φ: C0(Zs, B) → Ind
G
Gs Bs. It is clearly injective, even isometric, and if f ∈ IndGGs Bs, then we
can define a map f ′ from Zs to B by choosing, for every z ∈ Zs, a gz ∈ G such that z = gzs; we can
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then define f ′(z) := gzf(gz). It is easy to see that this definition is actually independent of the choice
of gz and Φ(f ′) = f , so Φ is surjective.
Assume now that B is not only a Banach algebra but a separable C∗-algebra. Then Φ is actually
a ∗-isomorphism. Assume moreover that G is second countable (from this it follows that the discrete
spaces G/Gs and Zs are (second) countable for all s ∈ S). Then we can use Φ and the results of the
preceding paragraph to obtain, for every s ∈ S, a commutative diagram of the following form.
Ktop∗ (Gs, Bs)
∼=

// K∗(L
1(Gs, Bs))
∼=

Ktop∗ (G, C0(Zs, B)) // K∗(L
1(G, C0(Zs, B))).
Taking the direct sum over all s ∈ S we thus arrive at the following diagram
⊕
s∈S K
top
∗ (Gs, Bs)
∼=

//
⊕
s∈S K∗(L
1(Gs, Bs))
∼=
⊕
s∈S K
top
∗ (G, C0(Zs, B)) //
∼=

⊕
s∈S K∗(L
1(G, C0(Zs, B)))
∼=

Ktop∗ (G, C0(Z,B))
// K∗(L
1(G, C0(Z,B))).
Here we use the fact that
⊕
s∈S C0(Zs, B)
∼= C0(Z,B) as C∗-algebras. That the vertical map in the
lower left-hand corner is an isomorphism follows from the non-trivial fact that Ktop is continuous
for direct limits (see [CE01], Section 7). That the vertical map in the lower right-hand corner is an
isomorphism follows from the continuity of K-theory for Banach algebras.
We can read the following result off the above diagram:
Lemma 4.1. Let the second countable locally compact Hausdorff group G act on a discrete space Z .
1. Let B be a separable G-C∗-algebra. Then G satisfies the L1-version of the Bost conjecture
with coefficients in C0(Z,B) if and only if the stabiliser Gs satisfies the L1-version of the Bost
conjecture with coefficients in Bs for every s ∈ S.
2. Let all stabilisers satisfy the L1-version of the Bost conjecture with arbitrary separable C∗-
algebra coefficients. Then G satisfies the conjecture for the G-C∗-algebra C0(Z,B) for every
separable G-C∗-algebra B.
4.2 Actions on a tree
Theorem 4.2. Let G be a locally compact second countable Hausdorff group which acts on an ori-
ented tree X. Then the group G satisfies the L1-version of the Bost conjecture with separable C∗-
algebra coefficients if and only if the stabilisers of all vertices of X satisfy it.
Proof. The only-if-part is a consequence of Theorem 3.7 because the stabilisers are open subgroups
of G.
To prove the if-part, we adjust the method detailed in [OO98] for the Baum-Connes conjecture
to the Bost conjecture; we remark that it follows directly from the results of [CE01] that the method
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can be generalised from countable discrete groups to arbitrary second countable groups. We hence
introduce two six-term exact sequences (7) and (8) which are connected by Bost assembly maps.
Let X0 and X1 denote the spaces of vertices and edges of X, respectively. For every vertex
q ∈ X0 we write X1q for the set of edges of X that point towards q. Let
X1 := X1 ∪ {−∞,+∞}
be the following compactification of X1: the discrete space X1 is contained as an open subspace, the
neighbourhoods of +∞ are finite sections of sets of the form {+∞}∪X1q and the neighbourhoods of
−∞ are finite sections of the complements of sets of the form {+∞}∪X1q ; see also [Pim86], §1. One
can visualise +∞ as a “universal source” of the tree and −∞ as a “universal target”. The situation is
symmetric in the sense that, if we reverse the orientation of the tree X, then we get the same space
with the roˆles of +∞ and −∞ interchanged.
If B is a G-Banach algebra, then we write C+(X1, B) for {f ∈ C(X1, B) : f(−∞) = 0}; this
algebra fits into the exact sequence of G-Banach algebras
(6) 0 // C0(X1, B) // C+(X1, B) // B // 0.
The C∗-algebras C0(X0) and C+(X1) are equivariantly KK-equivalent; this is The´ore`me 6.3.1 of
[OO98] which is a refinement of Proposition 14 of [Pim86]. If B is a G-C∗-algebra, then it follows
that C0(X0, B) and C+(X1, B) are equivariantly KK-equivalent. It follows from [CE01], Section 4,
that there is a six-term exact sequence
Ktop0 (G, C0(X
1, B)) // Ktop0 (G, C
+(X1, B)) // Ktop0 (G,B)

Ktop1 (G,B)
OO
Ktop1 (G, C
+(X1, B))oo Ktop1 (G, C0(X
1, B))oo
in which we can replace C+(X1, B) with C0(X0, B) using the KK-equivalence to obtain an exact
sequence
(7) Ktop0 (G, C0(X1, B)) // Ktop0 (G, C0(X0, B)) // Ktop0 (G,B)

Ktop1 (G,B)
OO
Ktop1 (G, C0(X
0, B))oo Ktop1 (G, C0(X
1, B))oo
For discrete groups, this sequence appeared in [OO98] where it is related to the corresponding se-
quence for the reduced crossed product algebras using the respective Baum-Connes assembly maps.
We translate this to the setting of the Bost conjecture. To this end, let A(G) be an unconditional
completion of Cc(G). From (6) we obtain an exact sequence of Banach algebras
0 // A(G, C0(X
1, B)) // A(G, C+(X1, B)) // A(G,B) // 0.
It induces an exact sequence
K0(A(G, C0(X
1, B))) // K0(A(G, C
+(X1, B))) // K0(A(G,B))

K1(A(G,B))
OO
K1(A(G, C
+(X1, B)))oo K1(A(G, C0(X
1, B)))oo
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Note that the preceding two exact sequences also work for general G-Banach algebras, but we prefer
to work with G-C∗-algebras because we neither have an analogue of (7) for Banach algebras yet, nor
can we generalise the following arguments to Banach algebras: Because equivariant KK-equivalences
of C∗-algebras descent to isomorphisms in K-theory also in the setting of unconditional completions
(Proposition 1.6.10 of [Laf02]), we obtain an exact sequence
(8) K0(A(G, C0(X1, B))) // K0(A(G, C0(X0, B))) // K0(A(G,B))

K1(A(G,B))
OO
K1(A(G, C0(X
0, B)))oo K1(A(G, C0(X
1, B)))oo
As in [OO98], the Bost assembly maps connect the six-term exact sequences (7) and (8); this can be
proved by adjusting the proof of Proposition 4.1 of [CE01] to our situation.
Assume now that A(G) = L1(G) and that all the stabilisers of vertices of X satisfy the L1-
version of the Bost conjecture with separable C∗-algebra coefficients. Because the stabilisers of edges
of X are open subgroups of the stabilisers of vertices of X, the stabilisers of edges also satisfy the
L1-version of the Bost conjecture with separable C∗-algebra coefficients.
Assume thatB is a separable G-C∗-algebra. If we consider the action ofG onX0 andX1, then we
can deduce from Lemma 4.1 that G satisfies the Bost conjecture with coefficient algebras C0(X0, B)
and C0(X1, B). By the five-lemma, applied to the diagrams (7) and (8) and the Bost assembly maps
connecting them, G satisfies the L1-version of the Bost conjecture also with coefficients B.
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