First passage percolation in Euclidean space and on random tessellations by Ziesche, Sebastian
First passage percolation in Euclidean space and on
random tessellations
Sebastian Ziesche∗
October 1, 2018
Abstract
There are various models of first passage percolation (FPP) in Rd.
We want to start a very general study of this topic. To this end we
generalize the first passage percolation model on the lattice Zd to Rd
and adapt the results of [Boi90] to prove a shape theorem for ergodic
random pseudometrics on Rd. A natural application of this result will
be the study of FPP on random tessellations where a fluid starts in
the zero cell and takes a random time to pass through the boundary
of a cell into a neighbouring cell.
We find that a tame random tessellation, as introduced in the com-
panion paper [Zie16], has a positive time constant. This is used to
derive a spatial ergodic theorem for the graph induced by the tessella-
tion.
Finally we take a look at the Poisson hyperplane tessellation, give
an explicit formula to calculate it’s FPP limit shape and bound the
speed of convergence in the corresponding shape theorem.
Key words: First Passage Percolation, random tessellation, Shape
Theorem, Ergodic Theorem, Poisson hyperplane tessellation
MSC (2010): 60K35, 60D05
1 Introduction
First Passage Percolation was introduced by Hammersley and Welsh in 1965
as a model for the flow of a fluid through a random medium. It is introduced
as a model on the graph Zd, that is the vertex set Zd with connections
between nearest neighbours, where each edge has an i.i.d. passage time.
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The object of interest is the pseudometric τ on Zd, which equals the time
needed to travel along the shortest path (with respect to the sum of passage
times of the traversed edges) from one node of the graph to another.
This concept could be applied to Rd too. Think of a tessellation m where
each face of a cell comes with a passage time. Then define a pseudometric
τ(x, y) that minimizes the travel time over all continuous curves from x to
y, where the travel time of a curve γ is just the sum of passage times of cell
faces that where intersected by γ. This coincides with the original model, if
m is the cubic lattice and the passage times are i.i.d. .
When we first started our study as a part of the authors PhD thesis we
wanted to generalize the model by replacing the fixed tessellation m by some
random tessellation as it was done in [VAW90] and [VAW92] in the special
case of the Poisson Voronoi tessellation.
The first aim was to prove a shape theorem. It became clear, that we
would have to use or adapt the shape theorem for ergodic passage times by
Boivin [Boi90]. But when we had written down the proof, we wondered,
that no particular properties of random tessellations had been used at all
and we recognized that we had in fact adapted Boivins result to arbitrary
random ergodic pseudometrics on Rd. The applications of this result go of
course far beyond random tessellation. Models where this theorem could be
applied are for example the paper on random Riemannian FPP [LW09], the
special degenerate case of Liouville FPP in [DG16], the FPP Model induced
by the Boolean model from [GT16] or Howard and Newman’s work [HN97].
The problem with Boivin’s result and our adaption is, that it doesn’t rule
out a degenrate limit in which case there is no real limit shape and the time
constant may be zero. That means it could be possible to traverse the space
at arbitrary high speed. With the application to random tessellations in
mind, we found that the notion of a tame tessellation introduced in [Zie16],
was perfectly fit to exclude this pathological case.
The main purpose of the present work is to lead to a better understand-
ing of the global structure of random tessellations. In [Zie16] we studied
the Bernoulli face percolation model on a random tessellation and we con-
tinue this work by studying FPP on random tessellations. The result we
obtained is, that under reasonable regularity assumptions, a shape theorem
with a non-degenerate limit shape holds for the pseudometric induced by
the random tessellation with i.i.d. passage times.
A natural application of the shape theorem is the generalization of the
multivariate ergodic theorem of Wiener [Kal02, Thm 10.14] to the graph
induced by the random tessellation, i.e. the graph that has the cells of the
tessellation as vertices with two vertices being adjacent if and only if they
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share a common d− 1-dimensional face. This will also shed a little light on
the various interpretations of Palm probabilities.
Finally we studied the model on the Poisson hyperplane tessellation as
this has very nice FPP properties despite not being a tame tessellation. In
fact, we are able to compute the limit shape explicitly and bound the speed
of convergence in the shape theorem.
The rest of the paper is structured in the following way. In Section 2
we proof a weak shape theorem for random ergodic pseudometrics on Rd.
In Section 3 we restrict ourselves to FPP on random tessellations and proof
that tame tessellations satisfying certain moment conditions admit a shape
theorem with a non-degenerate limit shape. Section 4 contains a very short
introduction to Palm probabilities and the proof of a spatial ergodic theorem
where the average is taken over random balls. Finally in Section 5 we show,
how the limit shape looks for the Poisson hyperplane tessellation and we
give bounds on the deviation from the limit shape in this model.
2 A Shape Theorem for ergodic pseudometrics
We work on an abstract probability space (Ω,F,P) and will use various kinds
of balls with respect to different metrics or pseudometrics. We write Br(x)
for the Euclidean ball around x ∈ Rd with radius r ≥ 0. The ball with
respect to the (possibly random) pseudometric τ is denoted by Bτr (x) :=
{y ∈ Rd | τ(x, y) ≤ r}. On a graph G = (V,E) with vertices V , E and
induced graph metric dG we define BGn (v) := {w ∈ V | dG(v, w) ≤ n} for
n ∈ N0 := N ∪ {0} and v ∈ V .
A family τ := {τ(x, y) | x, y ∈ Rd} of [0,∞)-valued random variables is
called a random pseudometric on Rd if a.s.
τ(x, x) = 0,
τ(x, y) = τ(y, x),
τ(x, y) ≤ τ(x, z) + τ(z, y)
for all x, y, z ∈ Rd. Formally this is a random field on Rd×Rd, i.e. a random
element in the space [0,∞)Rd×Rd equipped with the usual σ-algebra that is
induced by the finite dimensional projections.
The shift operator θz, z ∈ Rd is defined on this space via
θz(τ(x, y)) := τ(x− z, y − z)
and a random pseudometric τ is called stationary if θzτ
d
= τ . We denote
by Ix the σ-algebra of θx invariant events, i.e. measurable subsets A ⊂
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[0,∞)Rd×Rd with θxA = A. A random pseudometric τ is called ergodic if
P[τ ∈ A] ∈ {0, 1} for all x ∈ Rd and A ∈ Ix. We have to remark that
this definition is a bit stronger than usual. The differences to the usual
definition, where A is in
⋂
x∈Rd Ix are studied in [PS71].
We recall that a semi-norm µ is a map from Rd to [0,∞) such that
1. µ(λx) = |λ|µ(x), λ ∈ R, x ∈ Rd,
2. µ(x+ y) ≤ µ(x) + µ(y), x, y ∈ Rd.
This implies
|µ(x)− µ(y)| ≤ max
i∈[d]
µ(ei)‖x− y‖1, (2.1)
where ei with i ∈ [d] := {1, . . . , d} are the standard unit vectors, and hence
the Lipschitz continuity of µ. In this setup, the following shape theorem,
that is the continuous space pendent of the main theorem in [Boi90], holds.
We will call this type of theorem a weak shape theorem later on.
2.1 Theorem
Let τ be a random ergodic pseudometric. If
E
[
max {τ(0, x) | ‖x‖∞ ≤ 1}d+ε
]
<∞ (2.2)
then there is a semi-norm µ := µτ , such that
lim
‖x‖2→∞
1
‖x‖2 (τ(0, x)− µ(x)) = 0. (2.3)
Proof: Most parts of the proof look exactly like in [Boi90] but we have
to circumvent some additional problems.
For a fixed x ∈ Rd the limit
µ(x) := lim
n→∞
τ(0, nx)
n
= inf
n∈N
E[τ(0, nx)]
n
= lim
n→∞
E[τ(0, nx)]
n
. (2.4)
exists due to Kingman’s subadditive ergodic theorem (see [Kal02, Theorem
10.22] or [Lig85]). The triangle inequality for τ and its stationarity imply
the triangle inequality for µ. An easy calculation shows the homogenity of µ
for rational λ and the moment condition is more than enough to extend this
to λ ∈ R. Hence we only have to ensure the uniformity of the convergence
in (2.3).
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An easy calculation shows, that (2.2) and the Borel-Cantelli lemma imply
that for any ε > 0 a.s. only a finite number of the events
{max {τ(v, v + x) | ‖x‖∞ ≤ 1} ≥ ε‖v‖2}, v ∈ Zd
hold. Hence by writing x = v + r with v ∈ Zd and r ∈ [0, 1]d it follows with
with (2.1), that it is enough to show (2.3) for x ∈ Zd.
The idea is, to show this convergence in spherical sectors
S(u, r, δ) := {x ∈ Rd | ‖x‖2 ≤ r, 〈 x‖x‖2 , u〉 ≥ 1− δ}
with direction u ∈ Sd−1 := {x ∈ Rd | ‖x‖2 = 1}, length r ∈ [0,∞] and
opening angle arccos(1− δ) ∈ [0, 2pi].
We define the discrete family T := (Te)e∈E(Zd) of passage times via
T{v,w} := τ(v, w), {v, w} ∈ E(Zd)
where E(Zd) := {{v, w} ⊂ Zd | ‖v − w‖2 = 1} is the edge set of the graph
Zd. Corresponding to T we define the random pseudometric τ ′ on Zd via
τ ′(v, w) := inf
γ:v↔w
∑
e∈γ
Te, v, w ∈ Zd
where the infimum is taken over all paths in Zd starting in v and ending in
w. The ergodicity of τ implies that T is ergodic with respect to (θv)v∈Zd .
As we also know that
E[T d+ε{0,ei}] ≤ E[max{τ(0, x) | ‖x‖∞ ≤ 1}
d+ε] <∞, i ∈ [d] (2.5)
we may apply the Maximal Lemma of [Boi90] to obtain that there are con-
stants c1, c2 ∈ R depending only on the dimension such that
P
[
sup
v∈Zd\{0}
τ ′(0, v)
‖v‖2 > λ
]
≤
c1 maxi∈[d] E
[
T d+ε{0,ei}
]
λd
= c2λ
−d, λ > 0. (2.6)
We fix a direction u ∈ Sd−1 and want to use the Maximal Lemma to show
that spherical shells of any thickness contain points that are well behaved.
That means, that for ρ > 0, λ = d
√
c2 and δ > 0 a.s. there is a large enough
r ∈ R such that there is a v ∈ (S(u, r(1 + ρ), δ) \ S(u, r, δ)) ∩ Zd where
Av :=
{
sup
w∈Zd\{v}
τ ′(v, w)
‖v − w‖2 ≤ λ
}
(2.7)
5
holds.
To this end we fix ρ > 0 as well as δ > 0 and apply the spatial ergodic
theorem (see [NZ79, Prop. 4.23, Example 1]) to the sequence of spherical
segments {S(u, r, δ) | r ∈ N} and the function 1A0 . We obtain that for any
ε ∈ (0,P[A0]) and all large enough r
P[A0]− ε ≤ 1|S(u, r, δ) ∩ Zd|
∑
v∈S(u,r,δ)∩Zd
1Av ≤ P[A0] + ε.
Let us assume, that for a given realization of τ there is no v with the property
we stated in (2.7) and above. Then
P[A0]− ε ≤ 1|S(u, r(1 + ρ), δ) ∩ Zd|
∑
v∈S(u,r,δ)∩Zd
1Av
for large enough r. As limr→∞ rd/|S(u, r, δ) ∩ Zd| = c3 for some c3 > 0
depending on δ, we have
(c3 − ε)(rd(1 + ρ)d − rd) ≤ |(S(u, r(1 + ρ), δ) \ S(u, r, δ)) ∩ Zd|
≤ 1
P[A0]− ε
∑
v∈S(u,r,δ)∩Zd
1Av − |S(u, r, δ) ∩ Zd|
≤ |S(u, r, δ) ∩ Zd|
(
P[A0] + ε
P[A0]− ε − 1
)
≤ (c3 + ε)rd
(
P[A0] + ε
P[A0]− ε − 1
)
for large r. This leads to a contradiction if ε is small enough.
The existence of these well-behaved points will ensure that all points in
a spherical shell are relatively close to each other. For large r let w(r) ∈ Zd
be a point in S(u, r(1 + ρ), δ) \ S(u, r, δ) such that Aw(r) holds. For v ∈
S(u,∞, δ) ∩ Zd with ‖v‖2 large enough
|τ(0, v)− µ(v)| ≤ |τ(0, v)− τ(0, w(‖v‖2))|+ |τ(0, w(‖v‖2))− τ(0, ‖v‖2u)|
+ |τ(0, ‖v‖2u)− µ(‖v‖2u)|+ |µ(‖v‖2u)− µ(v)|.
We bound each summand separately. By definition of τ ′ and w(r) and the
fact that v and w(r) are contained in a spherical shell of thickness ρ, we
have that
|τ(0, v)− τ(0, w(‖v‖2))| ≤ τ(v, w(‖v‖2)) ≤ τ ′(v, w(‖v‖2))
≤ λ‖v − w(‖v‖2)‖2 ≤ λ‖v‖2c4(ρ, δ)
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where c4(ρ, δ) is a function that tends to zero, when ρ and δ tend to zero
(see Lemma 6.2). The same argument yields that
|τ(0, w(‖v‖2))− τ(0, ‖v‖2u)| ≤ λ‖v‖2c4(ρ, δ).
Due to (2.1)
|µ(‖v‖2u)− µ(v)| ≤ max
i∈[d]
µ(ei)‖‖v‖2u− v‖2 ≤ max
i∈[d]
µ(ei)‖v‖2c4(ρ, δ).
Combining these bounds, we obtain that for every ε > 0 and direction
u ∈ Sd−1 there are parameters λ, r0 ∈ R and ρ, δ > 0 such that a.s. for all
v ∈ S(u,∞, δ) ∩ Zd with ‖v‖2 > r0
1
‖v‖2 |τ(0, v)− µ(v)| < ε.
Hence we have proven the convergence of (2.3) when x is restricted to some
cone intersected with Zd. The compactness of the sphere ensures, that for
any given ε > 0 we find a finite number of cones with this convergence, that
cover the whole space.
We already mentioned, that the problem with Theorem 2.1 is, that µτ
might be degenerate. In fact it is easy to show, that µτ is a norm if and only
if there is a shape Sτ such that a.s. for any ε > 0 and large enough n ∈ N
(1− ε)Sτ ⊂ 1
n
Bτn(Z0) ⊂ (1 + ε)Sτ . (2.8)
In this case Sτ = {x ∈ Rd | µτ (x) ≤ 1} is a convex set with Sτ = −Sτ .
We say τ satisfies a shape theorem with limit shape Sτ . It is already clear,
that a weak shape theorem holds under rather weak conditions. However
we want to find conditions that ensure a shape theorem with a limit shape.
The random pseudometrics that are induced by the “fastest path mech-
anism” form a very large and important class of examples. We will inspect
this class in more detail now.
Let L be random time functional that maps continuous curves onto non-
negative real numbers or infinity, i.e. L(γ) tells us how long it takes to
traverse the curve γ. This map shall be additive, i.e. L(γ1 ◦ γ2) = L(γ1) +
L(γ2) for curves γ1, γ2 : [0, 1] → Rd with γ1(1) = γ2(0), where γ1 ◦ γ2 is
the concatenation of the two curves. Then the induced pseudometric τL is
defined by
τL(x, y) := inf
γ:x↔yL(γ), x, y ∈ R
d (2.9)
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where the infimum is taken over all continuous curves from x to y.
A very interesting example for a random pseudometric induced by such
random time functional is the Riemannian FPP model from [LW09]. In a
simple version of this model, a positive random field over Rd is generated
and L(γ) is just the integral of the random field along γ.
If we assumed L(γ) to be larger than some fraction of the Euclidean
length of γ this would ensure that τL satisfies a shape theorem with limit
shape, but it would be way too restrictive.
In fact, it should be possible to prove a shape theorem even if “locally”
some curves are very short, as long as they behave nicely under a “global”
perspective. The following lemma will make this precise. We define an
auxiliary random field W = (Wv)v∈Zd depending on two parameters δ, ρ > 0
via
Wv := 1{there is a γ : x↔ y with x ∈ δ(v + [−12 , 12 ]d) and
y ∈ Rd \ δ(v + [−32 , 32 ]d) such that L(γ) < ρ}.
(2.10)
To shorten the notation we will write v for δ(v + [−12 , 12 ]d). Furthermore
we have to introduce the set A of connected subsets of Zd containing the
origin. The elements of A are called lattice animals and we denote by An
the animals consisting of n ∈ N vertices.
2.2 Lemma
Let L be a random additive time functional such that τL is an ergodic pseu-
dometric satisfying (2.2). If there are parameters δ, ρ > 0 such that a.s.
c1 := lim sup
n→∞
max
α∈An
1
n
∑
v∈α
Wv < 1, (2.11)
then τL satisfies a shape theorem with limit shape Sτ .
Proof: We only have to make sure, that µ(u) := µτL(u) > 0 for all
u ∈ Sd−1. For a given u ∈ Sd−1 and large enough n there is a constant
c2 such that any curve from the origin to nu intersects at least c2‖nu‖2
different cubes v with v ∈ Zd. For a given curve γ : 0 ↔ nu we denote
the set of points v ∈ Zd where v is intersected by α(γ) and observe that
α(γ) ∈ ⋃k≥c2‖nu‖2 Ak. Hence we find a subset α0(γ) ⊂ α(γ) of size at least
(1 − c1)|α(γ)| of points v such that Wv = 0. Moreover we find a subset
α1(γ) ⊂ α0(γ) such that |α1(γ)| ≥ |α0(γ)|/3d and ‖v − w‖∞ ≥ 3 for all
v 6= w ∈ α1(γ). The boxes δ(v + [−32 , 32 ]d) and δ(w + [−32 , 32 ]d) are disjoint
for v 6= w ∈ α1(γ). By the definition of W , the restriction of γ to one of
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these boxes needs at least a time ρ to be traversed. Combining this with
the fact that |α1(γ)| ≥ c2(1− c1)3−dn shows, that the total time to traverse
γ is at least ρc2(1− c1)3−dn and hence µ(u) ≥ c2(1− c1)3−dρ > 0.
The assumption of Lemma 2.2 is rather strict in general, but it holds in
the case of Riemannian FPP (see [LW09]), if the random field inducing L is
k-dependent and satisfies some minor moment condition. The application
of Theorem 2.1 and Lemma 2.2 is discussed in the following section.
3 FPP on random tessellations
Theorem 2.1 and Lemma 2.2 may be applied to first passage percolation
on random tessellations. Informally this model consists of a random tessel-
lation, where a passage time is attached to each face of a cell. The time
functional L(γ) of a curve γ just adds up the passage times of all faces
that are intersected by γ. Formally we will use a marked particle process
of faces with mark space [0,∞). This leads to the following definitions and
notational conventions (a broad introduction to point processes and random
tessellations can be found in [SW08]).
Let D be a metric space equipped with the Borel-σ-algebra B(D). We
write N(D) for the set of locally finite counting measures on D and equip
it with the σ-algebra N (D) generated by the sets {η ∈ N(D) | η(A) = k},
A ∈ B(D), k ∈ N0. A measure η ∈ N(D) is called locally finite iff η(A) <∞
for all bounded A ∈ B(D). A measurable mapping Φ : Ω→ N(D) is called a
point process on D and is to be interpreted as a random collection of points
in D. Each point process permits a representation
Φ =
Φ(D)∑
i=1
δζi ,
where δ is the Dirac measure and (ζi)i∈N are D-valued random variables
[SW08, Lemma 3.1.3]. The measure Θ := EΦ on D is called the intensity
measure of Φ. In the important special case, where D = Rd and Θ = γλd
we call γ the intensity of Φ (λd is the Lebesgue measure on Rd). Random
tessellations will later be defined by letting D be the space Cd of compact
and convex subsets of Rd equipped with the Hausdorff metric.
To be able to add a passage time to each face of a cell, it is convenient
to work with marked point processes. If we have a point process Φ =
{ζ1, ζ2, . . . } on D with representation
∑Φ(D)
i=1 δζi and a (possibly random)
9
Figure 1: A realization of a Voronoi tessellation m induced by a determinan-
tal point process. Points with the same distance to the origin with respect
to τm,1 have the same color.
real valued sequence X = (Xi)i∈N we call
ΦX :=
Φ(D)∑
i=1
δ(ζi,Xi)
a marked version of Φ. In the case where X is a [0,∞)-valued i.i.d. se-
quence with marginal distribution Q that is independent of Φ, we call ΦX
the independently marked version of Φ with mark distribution Q.
From now on we will only work with point processes on Rd or Cd and
their marked versions (a marked point process on D is also a point process on
D× [0,∞)). If D is equal to either of these spaces, the canonical translation
operator θx : N(D)→ N(D), x ∈ Rd is defined by
θxη(A) := η(A− x), η ∈ N(D), A ∈ B(D).
We use the same notation for the shift θx : N(D× [0,∞))→ N(D× [0,∞))
on the marked spaces defined by
θxη(A×B) := η((A− x)×B), η ∈ N(D), A ∈ B(D), B ∈ B([0,∞)).
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This corresponds to the idea that only the points are shifted while each
point retains its mark. A point process on Cd is also called a particle process.
Stationarity and ergodicity are defined in the same way as in Section 2. It
can be shown, that if Φ is ergodic, then its independently marked version
is ergodic too; see [DVJ07, Proposition 12.3.VI.]. We also remark, that in
the important case, where the values of X are a deterministic function of Φ
that commutes with θx for all x ∈ Rd, the marked version ΦX is ergodic if
Φ is ergodic.
After the introduction of point and particle processes, we turn to tessel-
lations. A set Z ∈ Cd with non-empty interior is called a cell. A countable
set m := {Z1, Z2, . . . } of cells is called a tessellation (or mosaic) if
1. each ball in Rd is intersected by at most a finite number of cells of m,
2. the cells of m cover Rd,
3. the interiors of any two distinct cells in m doesn’t overlap.
The cell of m that contains x ∈ Rd is denoted by Zx(m) (if there is more
than one cell containing x we chose an arbitrary rule to break ties). The
cell Z0(m) is called the zero cell.
Each tessellation m is completely determined by the d − 1-dimensional
faces of its cells, i.e. by the set m := {Z1 ∩ Z2 | Z1, Z2 ∈ m,dim(aff(Z1 ∩
Z2)) = d − 1} (aff(·) denotes the smallest affine space containing ·). Let
M ⊂ N(Cd) be the set of tessellations and let M := {m | m ∈ M} be the
set of face ensembles corresponding to a tessellation.
Observe, that any tessellation m ∈ M induces a graph Gm := (m,Em)
with vertex set m. Two cells Z1, Z2 ∈ m are adjacent in Gm iff Z1 ∩Z2 ∈ m
and hence we will identify Em with m. The zero cell Z0(m) is the root 0 in
Gm.
We denote by F(M) := N (Cd)|M the trace of N (Cd) on M and call a
measurable mapping M : Ω → M a random tessellation. Hence a random
tessellation is a point process of convex compact particles that form a tes-
sellation. In the same spirit let Mt := {(Fi, Xi)i∈N | (Fi)i∈N ∈ M, Xj ∈
[0,∞), j ∈ N} be the set of marked face ensembles with the σ-Algebra
F(Mt) := N (Cd × [0,∞))|Mt . For m = {F1, F2, . . . } ∈ M and a random
or deterministic [0,∞)-valued sequence X = {X1, X2, . . . } we define the
marked face ensemble mX := {(F1, X1), (F2, X2), . . . } ∈Mt.
Each marked face ensemble mX = {(F1, X1), (F2, X2), . . . } induces the
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time functional Lm,X via
Lm,X(γ) :=
∑
i∈N
1{Fi ∩ (γ \ γ(1)) 6= ∅}Xi, (3.1)
where γ : [0, 1] → Rd is a curve. It is only for technical reasons that we
exclude γ(1) in the definition (e.g. to have additivity of L for concatenated
curves). The corresponding pseudometric τLm,X is denoted by τm,X .
At first we want to find a simple condition on m and the mark distribu-
tion, such that we may apply Theorem 2.1 to τm,X .
3.1 Lemma
Let MX be an independently marked version of the face ensemble M of an
ergodic random tessellation M . If there is an ε > 0 such that
E
[( ∑
Z∈M
1{Z ∩ [−1, 1]d 6= ∅}
)d+ε]
<∞ (3.2)
and
E[Xd+ε1 ] <∞, (3.3)
then E[max {τM,X(0, x) | ‖x‖∞ ≤ 1}d+ε] < ∞ and τM,X satisfies a weak
shape theorem.
Proof: The random face ensemble M is ergodic as θxM = θxM and
hence MX is ergodic too as it is an independently marked version of M .
The pseudometric τM,X is a deterministic function of MX that commutes
with θx for each x ∈ Rd, i.e. θxτM,X = τθxM,X . This yields the ergodicity of
τM,X . Let N := {Z ∈M | Z ∩ [−1, 1]d 6= ∅} be the set of cells that intersect
the cube [−1, 1]d. The induced subgraph of GM with vertex set N is a.s.
connected as a.s. the intersection of every cell with the unit cube is either
d-dimensional or empty. Hence there is a spanning tree of this graph with
edge set K of size |N | − 1. This implies that
max{τM,X(0, x) | ‖x‖∞ ≤ 1} ≤
∑
i∈N
1{Fi ∈ K}Xi d=
|N |−1∑
i=1
Xi.
Applying Jensen’s inequality to this sum yields
E
[( |N |∑
i=1
Xi
)d+ε]
≤ E
[
|N |d+ε−1
|N |∑
i=1
Xd+εi
]
= E[|N |d+ε]E[Xd+ε1 ]
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and hence the moment condition on τM,X .
We remark, that the proof of 3.1 may be adapted to much more compli-
cated time functionals. On could for example think of a model that assigns
a speed to each cell and the time to traverse a curve could be defined as the
Euclidean length weighted with the inverse speed of the corresponding cell
plus the time needed to pass through the cell boundaries. Also deterministic
passage times are possible. For example the passage time of a cell face could
be a function of its d− 1 Hausdorff measure. All these constructions would
preserve the ergodicity. The moment conditions would have to be adjusted
accordingly, of course.
Our concern now is, to tell when τM,X satisfies a shape theorem with
limit shape Sτ . To check condition (2.11) we will recall the notion of a tame
tessellation introduced in [Zie16]. We fix a grid width δ > 0 like in the
introduction of W (see (2.10)) and recall the notation ζ := δ(ζ + [−12 , 12 ]d)
for ζ ⊂ Zd.
For a stationary random tessellation M two auxiliary random fields
Y := (Yv)v∈Zd := (Yv(M, δ))v∈Zd and U := (Uv)v∈Zd := (Uv(M, δ))v∈Zd
were defined by
Yv := |{Z ∈M | z(Z) ∈ vδ}|
Uv := 1{a cell of M intersects vδ and {w ∈ Zd | ‖w − v‖∞ ≥ 2}δ}.
(3.4)
3.2 Definition
An ergodic random tessellation M is called tame if there is a δ > 0 such
that
(T1) there is a c1 ∈ R such that
lim sup
n→∞
max
α∈A(d)n
1
n
∑
v∈α
Yv ≤ c1,
(T2) there is a c2 < 1 such that
lim sup
n→∞
max
α∈A(d)n
1
n
∑
v∈α
Uv ≤ c2.
The most basic, but nevertheless interesting question might be, what
happens in the case of a trivial distribution of passage times, i.e. when
X = 1 := (1, 1, . . . ) a.s. . This corresponds to the usual graph metric
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on GM . If there is a curve γ connecting x ∈ Rd with y ∈ Rd such that
LM,1(γ) < 1, then x and y have to be contained in the same cell. Hence
Uv ≥Wv for v ∈ Zd and therefor condition (T2) implies (2.11). This ensures
that τM,1 satisfies a shape theorem with limit shape if the moment condition
(3.2) holds.
In the case of i.i.d. random passage times X, we would like to find a
feature of the mark distribution, that characterizes the existence of a limit
shape. This is at moment not in reach, as we don’t know enough about the
percolation properties of random tessellations in this general setup. How-
ever we can show, that a limit shape exists, if (T1) holds and the mark
distribution has no large atom at zero.
3.3 Lemma
Let MX be an independently marked version of the face ensemble M of an
ergodic random tessellation M such that the moment conditions (3.2) and
(3.3) hold. If M is a tame random tessellation then there is a constant c1 > 0
such that τM,X satisfies a shape theorem with limit shape if P[X1 = 0] < c1.
Proof: According to Theorem 5.2. from [Zie16] the tameness of M
implies, that there is a constant c2 such that a.s. |An(GM )| ≤ cn2 for large
enough n where An(GM ) is the set of connected subgraphs of GM with n
vertices one of which being the zero cell Z0(M) (this is in analogy to An for
Zd). Let m ∈M be such that |An(Gm)| ≤ cn2 for all n larger than some n0.
For some constant c3 > 0 and n ∈ N we consider the event En that
holds if there is a curve γ starting in the origin and traversing exactly n cell
boundaries of m such that Lm,X(γ) ≤ c3n. The curve γ corresponds to a
path γ˜ in Gm that traverses the same faces Fi ∈ m. We identify γ˜ with the
sequence of indices of faces traversed by γ and apply Markov’s inequality to
obtain that
P[En] ≤
∑
γ˜
P
[∑
i∈γ˜
Xi ≤ c3n
]
≤ cn+12 etc3nE[e−tX1 ]n
≤ cn+12 etc3n(P[X1 < ε] + e−tεP[X1 ≥ ε])n
for all t > 0, where the second inequality is due to the fact that each path
starting in Z0(m) is also an animal of Gm.
If P[X1 = 0] < c−12 we find ε, t, c3 > 0 (in this order), such that
etc3(P[X1 < ε] + e−tεP[X1 ≥ ε]) < c−12 . Hence by the Borel-Cantelli lemma
a.s. only a finite number of the events En hold for this c3. This implies that
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a.s. L(γ) ≥ c3n for all n large enough and any curve γ that traverses at least
n cell boundaries.
Due to the considerations before this lemma, we already know, that there
is a constant c4 > 0 such that a.s. for large enough n any curve intersecting
n cell boundaries is contained in the Euclidean ball of radius c4n. This
finishes the proof as for x ∈ Rd eventually L(γ) ≥ c3/c4‖x‖2 if γ : 0 ↔ x
and ‖x‖2 tends to infinity.
In [Zie16] there are various examples of tame tessellations most notably
Voronoi tessellations induced by determinantal point processes or Poisson
cluster processes.
Summarizing this section we showed three things.
• Under rather weak conditions, a weak shape theorem holds for τM,X .
• If in addition (T2) holds, then τM,1 satisfies a shape theorem with
limit shape.
• If M is even tame, i.e. (T1) and (T2) hold, then τM,X satisfies a shape
theorem with limit shape, if P[X1 = 0] < c1 for some c1 > 0.
4 A spatial ergodic theorem on random graphs
Our knowledge about FPP on a random tessellation M yields insights on
the spatial structure of the graph GM . In particular we want to show in
this section, that the multivariate ergodic theorem of Wiener [Kal02, Theo-
rem 10.14] that considers averages over a growing sequence of fixed convex
observation windows, maybe modified such that the average is taken over
random balls in GM .
A random tessellation M is called weakly ergodic if P[M ∈ A] ∈ {0, 1} for
all A ∈ ⋂x∈Rd Ix. This notion is called ergodic in the literature most of the
time but the differences to what we call ergodic are rather small [PS71]. We
recall Wiener’s theorem in the case where it is applied to a weakly ergodic
random tessellation.
4.1 Theorem (Wiener)
Let M be a weakly ergodic random tessellation and W1 ⊂ W2 ⊂ . . . a se-
quence of bounded convex subsets of Rd with inner radii tending to infinity.
Then for any measurable f : M→ [0,∞)
lim
n→∞
1
Vol(Wn)
∫
Wn
f(θxM) dx = E[f(M)] a.s. . (4.1)
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Our goal is to apply this Theorem in the following informal setting. Let h
be a translation invariant function of a cell and the surrounding tessellation.
Then we want to show, that for an ergodic tessellation M the limit
lim
n→∞
1
|BMn |
∑
Z∈BMn
h(Z,M) (4.2)
a.s. exists and is equal to the expected value of h(Z,M) under the Palm
probability measure of M . The set BMn := B
GM
n (Z0(M)) in the equation
is the ball of radius n around the zero cell in the graph metric on GM . To
this end we have to introduce some basics of Palm calculus. A broader
introduction may be found in [SW08].
A function z : Cd → Rd is called a center function if it is measurable and
translation covariant, i.e. if z(Z+x) = z(Z) +x for x ∈ Rd, Z ∈ Cd. For the
rest of the paper z will be an arbitrary center function such that z(Z) ∈ Z.
One might think of z for example as the barycenter of Z (further examples
can be found in [SW08]).
When dealing with Palm probabilities, we will often have to access the
centers of cells in our random tessellation. Therefor it is useful to interpret
a random tessellation M = {Zi | i ∈ N} as a marked point process M ′ :=
{(z(Zi), Zi − z(Zi)) | i ∈ N} of cell centers marked with the corresponding
cell.
We define the cell intensity
γM := E[|{(x, Z) ∈M ′ | x ∈ [0, 1]d}|] = E[|{Z ∈M | z(Z) ∈ [0, 1]d}|] (4.3)
and the Palm distribution
P0M ′ [A] :=
1
γM
E
[ ∑
(x,Z)∈M ′
1{x ∈ [0, 1]d}1{(Z, θxM ′)}
]
, (4.4)
where A ∈ B(Cd) ⊗ N (Rd × Cd). The distribution P0M ′ may be understood
as the joint distribution of the zero cell and M conditioned on the event
that one of the points of M ′ lies in the origin. The corresponding cell is
then called the typical cell. Informally we can think of the typical cell as a
cell that was picked “uniformly” from all cells of M . Theorem 4.1 will not
only establish an ergodic theorem on graphs but will also clarify how Palm
probabilities can be interpreted.
For a measurable function f : Rd × Cd ×N(Rd × Cd)→ [0,∞) we recall
the well known Campbell Theorem (see [SW08, Theorem 3.5.3])
E
[ ∑
(x,Z)∈M ′
f(x, Z,M ′)
]
= γM
∫∫
f(x, Z, θxm) P0M ′(d(Z,m)) dx. (4.5)
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For the rest of this section, we want to study a translation invariant
function h : Cd × N(Rd × Cd) → [0,∞), i.e. h(Z,m′) = h(Z + x, θ−xm′)
for all x ∈ Rd. By applying Campbell’s Theorem to the function f defined
by f(x, Z,m′) := 1{−x ∈ Z}h(Z0(m),m′)/Vol(Z) we further improve our
understanding of Palm probabilities as
E
[
h(Z0(M),M
′)
Vol(Z0(M))
]
= E
[ ∑
(x,Z)∈M ′
f(x, Z,M ′)
]
= γM
∫∫
h(Z0(m),m
′)
1{−x ∈ Z}
Vol(Z0(m))
dx P0M ′(d(Z,m
′))
= γM
∫
h(Z,m′) P0M ′(d(Z,m
′))
= γME0M ′ [h(Z0(M),M
′)],
(4.6)
where E0M ′ is the expectation with respect to P
0
M ′ . Equation (4.6) implies
that the expected value of a functional of the zero cell and its surrounding
tessellation is equal to the cell intensity times the expected value of this func-
tional weighted with the volume of the zero cell under the Palm probability.
In particular
E[Vol(Z0(M))−1] = γM . (4.7)
If τ satisfies a shape theorem with limit shape, then the set of points that
can be reached by crossing at most n cell boundaries looks approximately
like nSτ . Hence the idea is, to use nSτ as Wn in Wieners theorem and then
replace them by Bτn.
In the following theorem we write BMn for the ball B
GM
n (Z0(M)) ⊂M in
the graph GM , Bτr for BτM,1r (0) ⊂ Rd and Br for Br(0). We want to point
out that Bτn is equal to
⋃
Z∈BMn Z.
4.1 Theorem
Let M be a weakly ergodic random tessellation such that τM,1 satisfies a
shape theorem with limit shape S := SτM,1. Then
lim
n→∞
|BMn |
nd
= γM Vol(S) a.s. (4.8)
and
lim
n→∞
|Bτn|
nd
= Vol(S) a.s. . (4.9)
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Furthermore for any measurable g : M→ [0,∞)
lim
n→∞
1
Vol(Bτn)
∫
Bτn
g(θxM) dx = E[g(M)] a.s. . (4.10)
Finally for a translation invariant h : Cd ×N(Rd × Cd)→ [0,∞)
lim
n→∞
1
|BMn |
∑
Z∈BMn
h(Z,M) = E0M ′ [h(Z0,M
′)] a.s. . (4.11)
Proof: We start with (4.10). For ε ∈ (0, 1) applying (2.8) and Theorem
4.1 with f := g and Wn := n(1− ε)S yields that a.s.
E[f(M)] = lim
n→∞
1
Vol(n(1− ε)S)
∫
n(1−ε)S
f(θxM) dx
≤ lim
n→∞
(1 + ε)d(1− ε)−d
Vol(Bτn)
∫
Bτn
g(θxM) dx.
The lower bound works in the same way and the third assertion follows.
To prove (4.8) and (4.9) we observe, that Z0(θxM) = Zx(M) − x and
hence∫
Bτn
Vol(Z0(θxM))
−1 dx =
∑
Z∈BMn
∫
Z
Vol(Zx(M))
−1 dx = |BMn |. (4.12)
The arguments leading to the third assertion also suffice to show, that
lim
n→∞
1
Vol(nS)
∫
Bτn
g(θxM) dx = E[g(M)] a.s. . (4.13)
Applying this to the function g(M) := Vol(Z0(M))
−1 as well as using (4.12)
and (4.7) yields, that
lim
n→∞
|BMn |
nd Vol(S)
= E[Vol(Z0(M))−1] = γM .
Using (4.10) instead of (4.13) in this argument yields (4.9).
Finally, we notice that due to the translation invariance of h∑
Z∈BMn
h(Z,M) =
∑
Z∈BMn
∫
Z
h(Zx(M),M)
Vol(Zx(M))
dx
=
∑
Z∈BMn
∫
Z
h(Z0(θxM), θxM)
Vol(Z0(θxM))
dx =
∫
Bτn
g(θxM) dx,
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where g(m) := h(Z0(m),m)/Vol(Z0(m)). Combining (4.10) applied to this
g with (4.8), (4.9) and (4.6) finishes the proof.
A first non-trivial application of Theorem 4.1 is obtained, when we define
h(Z,M) as the probability that Z lies in the boundary of two infinite clusters
in the Bernoulli percolation model on M as defined in [Zie16]. The existence
of the point-wise limit was an assumption in Theorem 2.2 in [Zie16] that
showed the uniqueness of the infinite cluster in the Bernoulli percolation
model on M .
The simple proof of Theorem 4.1 makes clear, that in the same way
one could average over random balls induced by other random pseudomet-
rics that satisfy a shape theorem with limit shape. However our focus was
to improve understanding of global properties of random tessellations and
(4.11) helps a lot with this.
5 Poisson hyperplane tessellations
The Poisson hyperplane tessellation (PHT) is generated by an infinite set
of hyperplanes, that is distributed randomly in Rd; see Figure 2. While the
Voronoi tessellation is tame for certain classes of point processes [Zie16], it
was argued, that this is not the case for the PHT. However in contrast to
the Bernoulli percolation model, the FPP is so well suited to the PHT, that
not only are we able to show that the corresponding pseudometric satisfies
a shape theorem, but we are in fact able to determine the limit shape in
certain cases. Moreover we give bounds on the speed of convergence for the
limit in (2.3).
We will introduce the PHT formally first. For a direction u ∈ Sd−1
and an r ≥ 0 let E(u, r) := {x ∈ Rd | 〈x, u〉 = r} be the hyperplane
perpendicular to u with a distance r to the origin.
We consider a Poisson process Φ on Sd−1× [0,∞) with intensity measure
EΦ = γϕ⊗ λd, where γ ∈ (0,∞), ϕ is an even probability measure on Sd−1
that is not concentrated on a great subsphere and λd is the Lebesgue mea-
sure. This is the point process characterized by the two properties that first
Φ(A) is Poisson distributed with parameter γϕ⊗ λd(A) for any measurable
A ⊂ Sd−1 × [0,∞) and second {Φ(Ai) | i ∈ I} is a family of independent
random variables for pairwise disjoint Ai with i in some finite index set I.
We identify Φ with the set {E(u, r) | (u, r) ∈ Φ} of random hyperplanes
and call Φ a Poisson hyperplane process. The assumptions on ϕ imply that
Φ is ergodic (even mixing [SW08, Theorem 9.3.6]) and a.s. tessellates the
space into bounded cells. In particular Φ induces a random tessellation
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rpoislinetess(1, win = owin(c(0, windowsizeX), c(0, windowsizeY)))
Figure 2: A realization of a Poisson hyperplane tessellation where ϕ is the
uniform distribution.
M := M(Φ) with a law that is determined by γ and ϕ. We call M the
Poisson hyperplane tessellation with directional distribution ϕ and intensity
γ. A nice introduction to PHT can be found in [SW08].
A central object to describe a PHT is the so-called associated zonoid.
That is a convex set with support function
h(x) := γ
∫
Sd−1
|〈x, u〉| ϕ(du), x ∈ Rd. (5.1)
At the same time
h(x) =
1
2
E[|[0, x] ∩ Φ|], x ∈ Rd, (5.2)
where [0, x] is the line from 0 to x [SW08, Section 4.4].
Now there are three natural ways to assign passage times to the cell
boundaries of M . The first way is to assign a constant time of 1 to each
boundary. The second way would be to assign i.i.d. random passage times
to the hyperplanes of Φ that would be inherited by each cell boundary in
that hyperplane. The last way would be to take i.i.d. passage times for all
cell faces of M .
For the third option we obtain the conditions for Lemma 3.1 after ob-
serving, that the number of cells intersecting the unit cube is smaller than
two to the number of hyperplanes intersecting it. This number is Poisson
distributed and hence the moment condition (3.2) is satisfied, yielding a
weak shape theorem for MX if X1 has a finite d+ ε moment. It is an open
question, under which conditions on the law of X1, there is a limit shape in
this case.
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The second way is considerably easier to handle, such that we are able
to give the exact distribution of τ(0, x) in this case and compute the limit
shape Sτ . For the rest of this Section, let Φ = {E1, E2, . . . } be a Poisson
hyperplane process and X = {X1, X2, . . . } the usual i.i.d. sequence of pas-
sage times. We call ΦX := {(E1, X1), (E2, X2), . . . } the timed Hyperplane
process, define the time functional LΦ,X via
LΦ,X(γ) :=
∑
i∈N
1{(γ \ γ(1)) ∩ Ei 6= ∅}Xi,
where γ : [0, 1]→ Rd is a curve and obtain the corresponding pseudometric
τ := τLΦ,X .
The crucial observation for this model is, that the direct way is always
the fastest. If two points x, y ∈ Rd lie on different sides of a hyperplane E,
each curve connecting x and y has to cross E. The straight line [x, y] crosses
only such hyperplanes and hence is as fast as possible. This implies that
τ(x, y) =
∑
i∈N
1{Ei ∩ [x, y) 6= ∅}Xi, (5.3)
which is a compound Poisson distribution with an expected value of
E[τ(0, x)] = E[X1]E[|[0, x] ∩ Φ|] = 2h(x)E[X1].
We may also immediately conclude that
max{t(0, x) | ‖x‖∞ ≤ 1} ≤
∑
i∈N
1{Ei ∩ [−1, 1]d 6= ∅}Xi
has a finite d+ ε moment for some ε > 0 as long as the d+ ε moment of X1
is finite, which we will always assume in this Section.
Hence we know, that τ satisfies at least a weak shape theorem. However
the equations (2.4) and (5.3) show, that
µ(x) = inf
n∈N
E[τ(0, nx)]
n
= 2E[X1]h(x).
This quantity is larger than zero for all x 6= 0 if E[X1] > 0 as ϕ is not
degenerate, which implies that τ satisfies a shape theorem with limit shape
S = {x ∈ Rd | 2E[X1]h(x) ≤ 1}.
Knowing the exact limit shape and the distribution of τ(0, x) produces
the question, whether we can say something about the speed of convergence
in the limit considered in Theorem 2.1. We will answer this question with
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the following theorem, where we restrict ourselves to the case X = 1. The
result holds also for random X, but the speed will depend a lot on the tail
behavior of X1. It is however very easy to incorporate this into the proof by
replacing (5.15) and (5.16) with a concentration result for the corresponding
compound Poisson variable.
5.1 Theorem
Let X = 1 and Φ be a Poisson hyperplane process with directional distribu-
tion ϕ, intensity γ and corresponding norm µ := µτ . There is a constant
c1 ∈ R such that for all ε > 0 and r > 0
P[∃ x ∈ rSd−1 : |τ(0, x)− µ(x)| > εr] ≤ c1ε−2(d−1) exp
(
−rε
2
m
)
, (5.4)
where m := 8 maxu∈Sd−1 µ(u).
Proof: We work as in the proof of Theorem 2.1 and quantify the different
details. On the one hand, we have to consider how many cones are needed to
cover the whole space (this geometrical argument was done in the appendix
Lemma 6.3) on the other hand, we need a concentration inequality for the
difference between τ and µ in a spherical section of a given size.
Let ε > 0. For a given direction u ∈ Sd−1, radius r ∈ [0,∞] and opening
parameter δ ∈ (0, 1] we recall the definition of a spherical section
S(u, r, δ) := {x ∈ Rd | ‖x‖2 ≤ r, 〈 x‖x‖2 , u〉 ≥ 1− δ}. (5.5)
We define the set
E1(u, r, δ) := {E(v, a) | ∃ u˜ ∈ Sd−1, 〈u, u˜〉 ≥ 1− δ : 〈u˜, v〉 ≥ ar } (5.6)
of hyperplanes that intersect S(u, r, δ) and the set
E2(u, r, δ) := {E(v, a) | ∀ u˜ ∈ Sd−1, 〈u, u˜〉 ≥ 1− δ : 〈u˜, v〉 ≥ ar } (5.7)
of hyperplanes that intersect each straight line in S(u, r, δ) from 0 to x with
‖x‖2 = r. This definition implies, that
max{τ(0, x) | x ∈ S(u,∞, δ), ‖x‖2 = r} ≤ Φ(E1(u, r, δ)) (5.8)
and
min{τ(0, x) | x ∈ S(u,∞, δ), ‖x‖2 = r} ≥ Φ(E2(u, r, δ)). (5.9)
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For fixed u ∈ Sd−1 and r ∈ (0,∞), the expected number of hyperplanes
in Ei(u, r, δ) should converge to µ(ru) as δ → 0. We will calculate how fast
this happens. For i ∈ {1, 2} it is easily seen, that E(v, a) ∈ Ei(u, r, δ) iff
E(v, ar ) ∈ Ei(u, 1, δ) and hence
E[Φ(Ei(u, r, δ))] = γ
∫ ∫ ∞
0
1Ei(u,r,δ)(E(v, a)) da ϕ(dv) = rE[Φ(Ei(u, 1, δ))].
(5.10)
Furthermore we have, that for any u, v, w ∈ Sd−1 and δ ∈ (0, 1] with 〈u,w〉 ≥
1− δ
〈v, w〉 ≤ 〈u, v〉+ δ +
√
8δ ≤ 〈u, v〉+ c2
√
δ, (5.11)
where c2 := 1 +
√
8 (see Lemma 6.1). This yields, that
E[Φ(E1(u, 1, δ))]
= γ
∫ ∫ ∞
0
1{∃ w ∈ Sd−1, 〈w, u〉 ≥ 1− δ : 〈w, v〉 ≥ a} da ϕ(dv)
≤ γ
∫ ∫ ∞
0
1{〈u, v〉+ c2
√
δ ≥ a} da ϕ(dv)
≤ γ
∫ ∫ ∞
0
1{〈u, v〉 ≥ a} da ϕ(dv) + γc2
√
δ
= E[Φ({E(v, a) | E(v, a) ∩ [0, u] 6= ∅})] + γc2
√
δ
= µ(u) + γc2
√
δ
(5.12)
and
E[Φ(E2(u, 1, δ))]
= γ
∫ ∫ ∞
0
1{∀ w ∈ Sd−1, 〈w, u〉 ≥ 1− δ : 〈w, v〉 ≥ a} da ϕ(dv)
≥ γ
∫ ∫ ∞
0
1{〈u, v〉 − c2
√
δ ≥ a} da ϕ(dv)
≥ µ(u)− γc2
√
δ.
(5.13)
In the next step we will quantify how much µ might vary within rSd−1∩
S(u,∞, δ). Due to (2.1) and Lemma (6.2)
|µ(x)− µ(ru)| ≤ max
i∈[d]
µ(ei)‖x− ru‖1 ≤ c3r
√
δ (5.14)
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for x ∈ S(u,∞, δ), ‖x‖2 = r and c3 := 2
√
2 maxi∈[d] µ(ei).
Before putting everything together, we recall the well known bounds
P[P ≥ E[P ] + x] ≤ exp
( −x2
2E[P ]
)
, x ≥ 0 (5.15)
and
P[P ≤ E[P ]− x] ≤ exp
( −x2
2E[P ]
)
, x ≥ 0 (5.16)
for a Poisson distributed random variable P .
Let δ ∈ (0, 1]. Due to Lemma 6.3 there is a c4 ∈ R, a k ≤ c4δ1−d and
a set of directions {ui ∈ Sd−1 | i ∈ [k]} such that Sd−1 is covered by the
spherical segments S(ui, 1, δ) and hence Rd is covered by the one-sided cones
S(ui,∞, δ). Combining this with (5.14) and (5.8) yields
P[∃ x ∈ rSd−1 : τ(0, x)− µ(x) > εr]
≤
∑
i∈[k]
P[max{τ(0, x) | x ∈ S(ui,∞, δ), ‖x‖2 = r} > r(µ(ui)− c3
√
δ + ε)]
≤
∑
i∈[k]
P[Φ(E1(ui, r, δ)) > r(µ(ui)− c3
√
δ + ε)].
Applying (5.15), (5.12) and the fact that k ≤ c4δ1−d, we obtain
P[∃ x ∈ rSd−1 : τ(0, x)− µ(x) > εr] ≤ c4
δd−1
exp
(
−r(ε− (γc2 + c3)
√
δ)2
2µ(ui)
)
.
Choosing
√
δ = ε/2(γc2 + c3) yields one half of (5.4). The other half is
obtained in the very same way using all the lower bounds derived in the
proof.
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6 Appendix
We need some estimates about scalarproducts of spherical vectors.
6.1 Lemma
Let H be a Hilbert space with inner product 〈·, ·〉, then for x, y, z ∈ H
〈x, y〉 ≥ 〈x, z〉+ 〈y, z〉 − 〈z, z〉
−
√
(〈x, x〉+ 〈z, z〉 − 2〈x, z〉)(〈y, y〉+ 〈z, z〉 − 2〈y, z〉).
In particular, if 〈x, x〉 = 〈y, y〉 = 〈z, z〉 = 1, then
〈x, y〉 ≥ 〈x, z〉+ 〈y, z〉 − 1− 2
√
(1− 〈x, z〉)(1− 〈y, z〉).
Proof: We have a norm on H defined by ‖x‖ := √〈x, x〉 and a metric on
H defined by d(x, y) := ‖x− y‖ = √〈x, y〉+ 〈y, y〉 − 2〈x, y〉. Squaring both
sides of the triangle inequality for this metric yields the assertion.
We recall the definition of a spherical sector S(u, r, δ) := {x ∈ Rd |
‖x‖2 ≤ r, 〈 x‖x‖2 , u〉 ≥ 1− δ}, u ∈ Sd−1, r ∈ [0,∞], δ ∈ [0, 1].
6.2 Lemma
Let u ∈ Sd−1, 0 ≤ r1 < r2 <∞ and δ > 0. For x, y ∈ S(u, r2, δ) \S(u, r1, δ)
‖x− y‖2 ≤ r2 − r1 + 2r2
√
2δ.
Proof: Let z ∈ {λx | λ ≥ 0} such that ‖z‖2 = ‖y‖2. Then z ∈ S(u, r2, δ)\
S(u, r1, δ) and ‖x− z‖2 ≤ r2 − r1. Furthermore
‖z − ‖z‖2u‖2 =
√
〈z − ‖z‖2u, z − ‖z‖2u〉 ≤
√
2δ‖z‖2 ≤
√
2δr2
and the same holds for ‖y−‖y‖2u‖2. Applying the triangle inequality finishes
the proof.
6.3 Lemma
There is a constant c1 ∈ R that depends only on the dimension d such that
for any δ > 0 there is a set of directions {ui ∈ Sd−1 | i ∈ [k]} such that
Sd−1 ⊂
⋃
i∈[k]
S(ui, 1, δ)
and
k ≤ c1δ1−d.
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Proof: We will construct the covering for fixed 1 ≥ δ > 0. To this end
we cover Sd−1 with cubes Qv := δ2√d([0, 1)d + v), v ∈ Zd and name the set
of cubes U . The cubes in U have a diameter of δ/2, hence no cube of U
can intersect the sphere (1− δ)Sd−1 or (1 + δ)Sd−1. This implies, that the
union of cubes has a volume less or equal to κd((1 + δ)
d − (1 − δ)d) where
κd is the volume of the unit ball in Rd. This bounds the size of U by
|U | ≤ κd((1 + δ)
d − (1− δ)d)
(2
√
d)−dδd
≤ c1
δd−1
,
with c1 chosen appropriately.
For each Qv ∈ U we fix a uv ∈ Qv ∩ Sd−1. Let x ∈ Qv, then there is an
y such that x = y + uv and ‖y‖2 ≤ δ/2. This implies, that ‖x‖2 ≤ 1 + δ/2
and
〈u, x〉 = 1 + 〈u, y〉 ≥ 1− δ/2.
Hence 〈x/‖x‖2, u〉 ≥ 1−δ and x ∈ S(uv, 1, δ). We conclude that the spherical
sectors S(uv, 1, δ) with with v such that Qv ∈ U yields a covering of Sd−1
that has the claimed size.
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