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Let (an)n0 be a sequence of complex numbers such that its
generating series satisﬁes
∑
n0 ant
n = h(t)
(1−t)d for some polynomial
h(t). For any r  1 we study the transformation of the coeﬃcient
series of h(t) to that of h〈r〉(t) where
∑
n0 anrt
n = h〈r〉(t)
(1−t)d . We
give a precise description of this transformation and show that
under some natural mild hypotheses the roots of h〈r〉(t) converge
when r goes to inﬁnity. In particular, this holds if
∑
n0 ant
n is the
Hilbert series of a standard graded k-algebra A. If in addition A is
Cohen–Macaulay then the coeﬃcients of h〈r〉(t) are monotonically
increasing with r. If A is the Stanley–Reisner ring of a simplicial
complex Δ then this relates to the rth edgewise subdivision
of Δ—a subdivision operation relevant in computational geometry
and graphics—which in turn allows some corollaries on the
behavior of the respective f -vectors.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction and statement of results
In this paper we study, for a rational formal power series of the form
f (t) :=
∑
n0
ant
n = h(t)
(1− t)d , an ∈ C for n 0,
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ating function f 〈r〉(t) :=∑n0 arntn = h〈r〉(t)(1−t)d .
We are motivated by the following facts from commutative algebra. Let A =⊕n0 An be a stan-
dard graded k-algebra; that is, A is ﬁnitely generated in degree 1 and A0 = k. The Hilbert–Serre
Theorem [9, Chapter 10.4] asserts that its Hilbert series Hilb(A, t) = ∑n0 dimk Antn is a rational
function of the form Hilb(A, t) = h(t)
(1−t)d for some polynomial h(t) such that h(1) 1 and d the Krull
dimension of A. The rth Veronese algebra of A is the standard graded k-algebra A〈r〉 :=⊕n0 Anr with
Hilbert series Hilb(A〈r〉, t) =∑n0 dimk Arntn = Hilb(A, t)〈r〉 . Veronese algebras are well studied ob-
jects in commutative algebra and algebraic geometry. In particular, the limiting behavior of algebraic
properties of A〈r〉 for large r has been considered in [1,8] and more generally in [10]. Indeed, as will
be seen later the results from [1] and [8] relate to our own results.
Most results presented in this paper are very much in the spirit of results from [5] on the behavior
of the h-vector and h-polynomial of barycentrically subdivided simplicial complexes. But even though
the formulations of the theorems appear to be very similar, the proofs are almost disjoint except for
the use of Lemma 3.3 in the proof of Theorem 1.4.
Before we can state the ﬁrst main result we have to deﬁne the following numbers. Here and in
the sequel N will denote the nonnegative integers and P the strictly positive integers. For d, r, i ∈ N
let
C(r,d, i) :=
∣∣∣∣
{
(a1, . . . ,ad) ∈ Nd
∣∣∣ a1 + · · · + ad = i
a j  r for 1 j  d
}∣∣∣∣,
for d 1 and C(r,0, i) = δ0,i . Note that it is easy to see that
C(r,d, i) =
∑
{λ⊆(rd): |λ|=i}
(
d
m1(λ), . . . ,mr(λ),d − (λ)
)
,
where, for a partition λ, (λ) denotes the number of parts of λ and mi(λ) the number of parts of λ
that are equal to i.
Theorem 1.1. Let (an)n0 be a sequence of complex numbers such that for some s,d 0 its generating series
f (t) :=∑n0 antn satisﬁes
f (t) = h0 + · · · + hst
s
(1− t)d .
Then for any r ∈ P we have
f 〈r〉(t) =
∑
n0
anrt
n = h
〈r〉
0 + · · · + h〈r〉m tm
(1− t)d ,
where m := max(s,d) and
h〈r〉i =
s∑
j=0
C(r − 1,d, ir − j)h j,
for i = 0, . . . ,m.
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texts. It seems to have ﬁrst been studied by Holte [15] using a different description of the coeﬃcients.
It also appears in recent work of Diaconis and Fulman [12] where the different occurrences of the
transformation are summarized and related.
The following is a simple reformulation of Theorem 1.1 in the case of Hilbert series of standard
graded k-algebras.
Corollary 1.2. Let A be a standard graded k-algebra of dimension d with Hilbert series
Hilb(A, t) = h0 + · · · + hst
s
(1− t)d .
Then for any r ∈ P we have
Hilb
(
A〈r〉, t
)= h〈r〉0 + · · · + h〈r〉m tm
(1− t)d ,
where m := max(s,d) and
h〈r〉i =
s∑
j=0
C(r − 1,d, ir − j)h j,
for i = 0, . . . ,m.
As a consequence it follows that the ﬁrst d + 1 entries of the h-vector h(A) = (h0, . . . ,hs) of a
standard graded algebra grow weakly when taking Veronese subalgebras in case hi  0 for 0 i  s.
Note that this condition is satisﬁed, for example, if A is Cohen–Macaulay (see [3, Proposition 4.3.1]).
Corollary 1.3. Let A be a standard graded k-algebra of dimension d with Hilbert series
Hilb(A, t) = h0 + · · · + hst
s
(1− t)d
such that hi  0 for i = 0, . . . , s. Then for any r  1 the Hilbert series
Hilb
(
A〈r〉, t
)= h〈r〉0 + · · · + h〈r〉m tm
(1− t)d
of the rth Veronese algebra of A satisﬁes h〈r〉i  hi for 0 i  d. Moreover, if r  d then h
〈r〉
i > hi for 1 i 
d − 1. In particular, all conclusions hold if A is Cohen–Macaulay.
Proof. By Corollary 1.2 it follows that h〈r〉i =
∑s
j=0 C(r − 1,d, ir − j)h j . Clearly, C(r − 1,d, ir − j) 0
for all r,d, i, j. Moreover, for 0 i  d we have C(r − 1,d, ir − i) 1 since the sum
i(r − 1) = (r − 1) + · · · + (r − 1)︸ ︷︷ ︸
i times
+0+ · · · + 0︸ ︷︷ ︸
(d−i) times
is clearly among the sums counted by C(r−1,d, i(r−1)). This implies h〈r〉i  hi for 0 i  d. It is well
known that for a standard graded algebra we have h0 = 1. Now if r  d then for 1 i  d−1 we have
ir  (d− 1)r  d(r − 1). Thus there is at least one sum representation of ir with d summands  r − 1.
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1 i  d − 1. 
Note that for the Hilbert series Hilb(A, t) = h0+···+hdtd
(1−t)d of a standard graded algebra A it is well
known that h〈r〉0 = h0 = 1 and h〈r〉d = hd . Of course these identities also follow from Theorem 1.1.
We now come to the next main result of the paper. We call a sequence (an)n0 of real numbers
proper if a0 = 1 and an  0 for large n. The result says that for a proper sequence with generating
series
∑
n0 ant
n = h(t)
(1−t)d and for suﬃciently large r the numerator polynomial h
〈r〉
0 + · · · + h〈r〉d td of
the generating series
∑
n0 arnt
n = h〈r〉(t)
(1−t)d will have only real roots. Moreover, the roots converge to
real numbers and inﬁnity, for real numbers only depending on d and not on the actual sequence
(an)n0.
Theorem 1.4. For any d  2 there are strictly negative real numbers α1, . . . ,αd−2 such that for any proper
sequence (an)n0 with generating series f (t) =∑n0 antn = h(t)(1−t)d for some polynomial h(t) with h(1) = 0
there is a number R > 0 and sequences of complex numbers (β(i)r )r1 , 1 i  d, such that:
(i) β(i)r is real for r > R and 1 i  d and strictly negative for r > R and 1 i  d − 1;
(ii) as r → ∞,
β
(i)
r →
{
αi for 1 i  d − 2,
−∞ for i = d − 1,
0 for i = d;
(iii) h〈r〉0 + · · · + h〈r〉d td =
∏d
i=1(1− β(i)r t).
Inspired by Theorem 1.4 Beck and Stapledon [2] give a strengthening (Theorem 1.2 [2]) of Theo-
rem 1.4 and provide numerous interesting applications to the theory of integer polytopes and Ehrhart
rings.
In [1] and [8] it is shown that for a standard graded k-algebra A and r large enough the rth
Veronese A〈r〉 is Koszul (see [9, p. 450]). In turn it is known (see for example [16]) that this property
implies that the numerator polynomial of the Hilbert series has at least one real root. Thus in some
sense the following corollaries are inspired by this algebraic limiting result.
Corollary 1.5. For any d 2 there are strictly negative real numbers α1, . . . ,αd−2 such that for any standard
graded k-algebra of dimension d with Hilbert series
Hilb(A, t) = h0 + · · · + hst
s
(1− t)d
there are R > 0 and sequences of complex numbers (β(i)r )r1 , 1 i  d, such that:
(i) β(i)r is real for r > R and 1 i  d and strictly negative for r > R and 1 i  d − 1;
(ii) as r → ∞,
β
(i)
r →
{
αi for 1 i  d − 2,
−∞ for i = d − 1,
0 for i = d;
(iii) h〈r〉0 + · · · + h〈r〉d td =
∏d
i=1(1− β(i)r t), for r > R.
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Hilb(A, t) = h0 + · · · + hst
s
(1− t)d .
Then there is R > 0 such that for any r > R we have:
(i) h〈r〉i  1, 0 i  d − 1,
(ii) h〈r〉i = 0 for i  d + 1,
(iii) h〈r〉(t) has only real zeros.
In particular, for r > R the sequence (h〈r〉0 , . . . ,h
〈r〉
d ) is log-concave and unimodal.
Note that this results in particular implies that the unimodality conjectures by Stanley (see
e.g. [17]) and Hibi (see [14]) on the h-vector of various classes of standard graded algebras are true
once one takes suﬃciently high Veronese subrings.
2. Proof of Theorem 1.1
Proof of Theorem 1.1. Set h(t) :=∑si=0 hiti so that f (t) = h(t)(1−t)d . Let ρ ∈ C be a primitive rth root
of unity. Then ρ and all its powers ρ j for any j ∈ N such that j ≡ 0 (mod r) satisfy ∑r−1i=0 (ρ j)i = 0.
Hence:
∑
n0
arnt
rn = 1
r
r−1∑
i=0
f
(
ρ it
)= 1
r
r−1∑
i=0
h(ρ it)
(1− ρ it)d =
∑r−1
i=0 (
1−tr
1−ρ i t )
dh(ρ it)
r(1− tr)d =
∑r−1
i=0 (
1−(ρ i t)r
1−ρ i t )
dh(ρ it)
r(1− tr)d ,
but
1
r
r−1∑
=0
(
1− (ρt)r
1− ρt
)d
h
(
ρt
)= 1
r
r−1∑
=0
((
1+ ρt + · · · + (ρt)r−1)dh(ρt))
= 1
r
r−1∑
=0
(∑
i0
C(r − 1,d, i)(ρt)i)h(ρt)
= 1
r
∑
i0
C(r − 1,d, i)
(
r−1∑
=0
(
ρt
)i s∑
j=0
h j
(
ρt
) j)
= 1
r
s∑
j=0
∑
i0
C(r − 1,d, i − j)h j
r−1∑
=0
(
ρt
)i
=
∑
i0
(
s∑
j=0
C(r − 1,d, ir − j)h j
)
tri,
and the result follows since if i > s d then ir− j > sr− s d(r−1) for all 0 j  s while if i > d > s
then ir − j > dr − d for all 0 j  s. 
We now analyze the transformation described in Theorem 1.1 more closely. Consider the vector
space Rd of all rational functions
h(t)
d for polynomials h(t) of degree  d. We consider two bases(1−t)
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i
(1−t)d for 0  i  d. For the second basis we recall the
deﬁnition of an Eulerian polynomial. For a number i  1 we deﬁne Ai(t) = ∑σ∈Si tdes(σ )+1, where
des(σ ) is the number of descents of the permutation σ . If we also set A0(t) = A−1(t) = 1 then the
set B2d consisting of all Ai−1(t)(1−t)
d−i
(1−t)d , 0 i  d, is a second basis of Rd . Using the fact that for 1 i
one has Ai(1) = 0 one easily checks that indeed B2d is a basis of Rd .
For a ﬁxed r  1 let Φr : Rd → Rd be the map that sends f (t) to f 〈r〉(t). Note that in the basis B2d
the map Φr sends
∑
n0 n
itn = Ai(t)
(1−t)i+1 for 0 i < d to
Φr
(∑
n0
nitn
)
=
∑
n0
(rn)itn = ri
∑
n0
nitn = ri Ai(t)
(1− t)i+1
while Φr(A−1(t)) = A−1(t). In particular, this conﬁrms that Φr is a map from Rd to Rd . Moreover,
since Φr is easily seen to be linear it follows that in the basis B2d the map Φr is represented by the
(d + 1) × (d + 1) diagonal matrix diag(1,1, r, . . . , rd−1). The preceding arguments and Theorem 1.1
imply the following lemma.
Lemma 2.1. Let Cd,r = (C(r − 1,d, ir − j))0i, jd. Then Cd,r is the matrix representing the linear transfor-
mation Φr with respect to the basis B1d . In particular, Cd,r is diagonizable with eigenvalues 1 of multiplicity
two and r, . . . , rd−1 of multiplicity one.
Indeed we can give a factorization of Cd,r which also clariﬁes its eigenspaces. Let Ld = (li j)0i, jd
be the (d + 1) × (d + 1) matrix with entries li j deﬁned by Ai−1(t)(1− t)d−i =∑dj=0 l j,it j .
Lemma 2.2. For any d, r  1 we have
Cd,r = Ld · diag
(
1,1, r, . . . , rd−1
) · L−1d .
The vector i = (l0i, . . . , ldi)t is an eigenvector of Cd,r for the eigenvalue ri−1 for 1 i  d. Moreover:
(i) ld,i = 0 for 1 i  d and ld,0 = (−1)d,
(ii) l0,i = 0 for 2 i  d and l0,0 = l0,1 = 1,
(iii) l j,d  1, 1 j  d − 1.
Proof. The matrix Ld describes the base change from B2d to B1d . Since by the arguments preced-
ing Lemma 2.1 diag(1,1, r, . . . , rd−1) is the matrix of Φr with respect to the basis B2d and since
by Theorem 1.1, Cd,r is the matrix of Φr with respect to the basis B1d it follows that Cd,r =
Ld · diag(1,1, r, . . . , rd−1) · L−1d . The preimage of the ith unit vector under L−1d is i . Since the ith
unit vector is an eigenvector for ri−1 of diag(1,1, r, . . . , rd−1) it follows by the ﬁrst part of the lemma
that i is an eigenvector of Cd,r for the eigenvalue ri−1, 1 i  d.
Assertions (i)–(iii) are immediate consequences of the deﬁnitions. 
The preceding lemma implies the following combinatorial identity for Eulerian numbers. For d 1
and 1 i  d let A(d, i) = |{σ ∈ Sd: des(σ ) = i − 1}|.
Proposition 2.3. Let d, r  1. Then
d∑
j=1
C(r − 1,d + 1, ir − j)A(d, j) = rd A(d, i)
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d∑
j=1
C(r − 1,d + 1, r − j)A(d, j) = rd.
Clearly, Proposition 2.3 asks for a combinatorial proof.
3. Proof of Theorem 1.4
Before we come to the proof of Theorem 1.4 we need some preparatory lemmas.
Lemma 3.1. Let f (t) = h0+···+hsts
(1−t)d for some d, s  0. Write f (t) = p(t) + h1(t)(1−t)d for polynomials p(t) and
h1(t) where h1(t) is of degree  d − 1. Then for any r  s − d + 1 we have
f (t)〈r〉 = h
〈r〉(t)
(1− t)d = f1(t)
〈r〉
for some polynomial h〈r〉(t) of degree  d and f1(t) = p(0)(1−t)d+h1(t)(1−t)d . Moreover, h0 = h〈r〉(0) for all r.
Proof. If s  d then the result follows immediately from Theorem 1.1 so assume s > d. Then
f (t) = p0 + p1t + · · · + ps−dts−d + h1(t)(1−t)d for a polynomial h1(t) of degree  d − 1. Hence f (t)〈r〉 =
p0 + h1(t)〈r〉(1−t)d = f1(t)〈r〉 for r  s − d + 1. Since by Theorem 1.1 h1(t)〈r〉 is a polynomial of degree  d
the assertion follows.
The last equality follows by evaluating the generating series at t = 0. 
Remark 3.2. Let f (t) =∑∞n=0 antn = h(t)(1−t)d . If d = 0 then for suﬃciently large r we have f (t)〈r〉 = a0. If
d = 1 then for suﬃciently large r we have f (t)〈r〉 = h0+h1t1−t with h0,h1 independent of r. In particular,
the numerator polynomial of f (t)〈r〉 is real rooted with at most one root which is independent of r.
We recall the following lemma from [5].
Lemma 3.3. (See [5, Lemma 4.9].) Let (gn(t))n0 be a sequence of real polynomials of degree d − 2, f (t)
another real polynomial of degree d − 2 and ρ > 1, hd real numbers such that:
 limn→∞ gn(t)/ρn = 0, where the limit is taken in Rd−1 .
 All the roots of the polynomial f (t) are strictly negative and all coeﬃcients of f (t) are strictly positive.
Then there are real numbers αi , 1 i  d − 2 and sequences (β(n)i )n0 , 1 i  d of complex numbers such
that:
(i) β(n)i , 1 i  d, are real for n suﬃciently large;
(ii) as n → ∞,
β
(i)
n →
{
αi for 1 i  d − 2,
−∞ for i = d − 1,
0 for i = d;
(iii)
∏d
i=1(t − β(i)n ) = hd + tgn(t) + ρnt f (t) + td.
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implies that for f 〈r〉(t) = h〈r〉(t)
(1−t)d the polynomial h
〈r〉(t) is again of degree  d.
Let i = (l0i, . . . , ld,i)t , 0 i  d be the eigenvectors of Cd,r as in Lemma 2.2. Let i(t) =
∑d
j=0 l j,i t j
(1−t)d ,
0 i  d so B2d = {0(t), . . . , d(t)}. Let f (t) = α00(t) + · · · + αdd(t) be the expansion of f (t) in the
basis B2d . Then by Lemma 2.2 we have f (t)〈r〉 = α00(t) + α11(t) + α2r2(t) + · · · + αdrd−1d(t). Let
gr(t)
def= tdh〈r〉
(
1
t
)
− hd − td − rd−1αdtd˜d
(
1
t
)
where ˜d(t)
def= (1− t)dd(t). Then deg(gr) d − 1, gr(0) = 0 and limr→∞ gr(t)/rd−1 = 0. Now ˜d(t) =
Ad−1(t) is the (d − 1)st Eulerian polynomial. Thus d(t) = tdd(1/t). Hence if we set g˜r(t) def= gr(t)/t ,
f˜ (t)
def= Ad−1(t)/t then f˜ (t) is a polynomial of degree d − 2, which is real rooted by [6, p. 292, Ex. 3]
and has strictly positive coeﬃcients except for the constant, and all the hypotheses of Lemma 3.3 are
satisﬁed.
Hence Lemma 3.3 becomes applicable and the result follows by passing to the reciprocal polyno-
mials. 
It remains to provide proofs of Corollaries 1.5 and 1.6. Corollary 1.5 is just a reformulation of
Theorem 1.4 for Hilbert series. So there is nothing to prove. But note that in general passing to
Veronese subrings A〈r〉 for small r does not suﬃce to guarantee that h〈r〉(t) is real rooted, even in
case h(t) is of degree d − 1 and has strictly positive coeﬃcients. For example, f (t) = 1+t+t2+t3+t4
(1−t)5 is
the Hilbert series of the Stanley–Reisner ring of the boundary complex of the 4-simplex. However
f 〈2〉(t) = 1+16t+31t2+26t3+6t4
(1−t)5 whose numerator polynomial has only two real roots.
Proof of Corollary 1.6. If d = 1 then (iii) follows from (ii) which follows immediately from Lemma 3.1.
Let d 2. Assertions (ii) and (iii) follow immediately from Lemma 3.1 and Corollary 1.5. From the
proof of Theorem 1.4 we recall that the numerator polynomial of Hilb(A〈r〉, t) can be written as
hdt
d + td gr
(
1
t
)
+ αdrd−1Ad−1(t) + 1 (3.1)
for polynomials gr(t) and the Eulerian polynomial Ad−1(t). Moreover we have limr→∞ gr(t)/rd−1 = 0
and Ad−1(t) has strictly positive coeﬃcients except for the constant term which is 0. But this im-
plies that for large enough r the polynomial 1/rd−1(td gr(1/t) + rd−1Ad−1(t)) has strictly positive
coeﬃcients. This then implies that for large enough r the polynomial in (3.1) has strictly positive
coeﬃcients except for possibly hd , which proves (i). 
4. Veronese of Stanley–Reisner rings
For a simplicial complex Δ over ground set Ω and a ﬁeld k we denote by k[Δ] its Stanley–Reisner
ring. Recall that k[Δ] = k[xω: ω ∈ Ω]/IΔ , where IΔ is the ideal generated by the monomials ∏ω∈A xω
for A ∈ Δ. Assume that Δ is (d − 1)-dimensional. We denote by f (Δ) = ( f−1, . . . , fd−1) the f -vector
of Δ; that is f i is the number of i-dimensional faces of Δ. Then it is well known that:
Hilb
(
k[Δ], t)= h0 + · · · + hdtd
(1− t)d =
∑d
i=0 f i−1ti(1− t)d−i
(1− t)d . (4.1)
F. Brenti, V. Welker / Advances in Applied Mathematics 42 (2009) 545–556 553The rth Veronese of k[Δ] is a Stanley–Reisner ring only in extremal cases, but still it has turned out
to be fruitful and meaningful to look for a simplicial complex Δ〈r〉 such that
Hilb
(
k[Δ]〈r〉, t)= Hilb(k[Δ〈r〉], t). (4.2)
In [4] based on earlier ideas by Sturmfels [18], Brun and Römer consider the following situa-
tion. Set S = k[x1, . . . , xn] the polynomial ring and let IΔ be the Stanley–Reisner ideal of a simplicial
complex Δ on ground set [n]. Then the rth Veronese (S/IΔ)〈r〉 can be described as a quotient
of the polynomial ring S(r) in the variables xi1,...,in indexed by numbers 0  i1, . . . , in such that
i1 + · · · + in = r. If I(r) is the ideal in S(r) such that (S/IΔ)〈r〉 = S(r)/I(r) then Brun and Römer
[4, Section 6] describe an initial ideal of I(r) which is the Stanley–Reisner ideal of a simplicial com-
plex Δ(r) on vertex set Ωr = {(i1, . . . , in) ∈ Nn: i1 + · · · + in = r}. By basic facts about initial ideals it
follows that this Δ(r) fulﬁlls (4.2). The simplicial complex Δ(r) turns out to be realizable as a sub-
division of Δ. This subdivision is called rth edgewise subdivision and as outlined in [4] has a long
history in algebraic topology (see, e.g., [11,13]) and a shorter one in discrete geometry (see, e.g., [7]).
Before we can describe edgewise subdivision we need some technical preparations. Consider Rn
together with its standard unit basis vectors e1, . . . , en . By the obvious identiﬁcation we can consider
Δ as a simplicial complex over the ground set {e1, . . . , en} = Ω1. Note that for r  1 the elements of
Ωr are the points with integer coordinates in the rth dilation of the simplex spanned by Ω1. For a
vector a = (a1, . . . ,an) ∈ Rn its support supp(a) is the set {i: ai = 0} of indices of nonzero coordinates.
For i ∈ [n] set ui = ei + ei+1 + · · · + en and for a = (a1, . . . ,an) ∈ Rn set ι(a) :=∑ni=1 aiui .
The rth edgewise subdivision of Δ is the simplicial complex Δ(r) on ground set Ωr such that
A ⊆ Ωr is a simplex of Δ(r) if and only if
(ESD1)
⋃
v∈A supp(v) ∈ Δ.
(ESD2) For all v,v′ ∈ A either ι(v − v′) ∈ {0,1}n or ι(v′ − v) ∈ {0,1}n .
Now the result by Brun and Römer [4] states to following.
Proposition 4.1. (See [4, Proposition 6.4].) Let Δ be a simplicial complex on ground set [n] and I(r) be such
that (S/IΔ)〈r〉 = S(r)/I(r). Then there is a term order for which IΔ(r) is the initial ideal of I(r).
In particular, Δ〈r〉 := Δ(r) satisﬁes Eq. (4.2). Clearly, a simplicial complex Δ〈r〉 satisfying Eq. (4.2)
is not uniquely deﬁned. But Δ(r) appears to be a natural choice.
First we want to study the enumerative properties of Δ(r). A partial analysis can also be found
in [7] but there the ﬁnal formulas appear as alternating sums which is not fully satisfactory from the
point of view of enumerative combinatorics. For enumerative purposes Eq. (4.1) suggests to study a
third basis of Rd . We denote by B3d the set of rational functions t
i(1−t)d−i
(1−t)d , 0 i  d. Indeed B3d will be
crucial in the proof of the following proposition.
Proposition 4.2. LetΔ be a simplicial complex of dimension d−1with f -vector f (Δ) = ( f−1, . . . , fd−1) and
r ∈ P. If Δ〈r〉 is a simplicial complex such that Hilb(k[Δ]〈r〉, t) = Hilb(k[Δ〈r〉], t) then its f -vector f (Δ〈r〉) =
( f 〈r〉−1, . . . , f
〈r〉
d−1) satisﬁes
f 〈r〉i−1 =
d∑
=i
∑
j1+···+ ji=
j1,..., ji1
(
r − 1
j1 − 1
)(
r
j2
)
· · ·
(
r
ji
)
f−1,
for 0 i  d.
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(r)
i,
(0 i,  d) such that
vi(t)
〈r〉 =
d∑
=0
a(r)i,v(t). (4.3)
Hence
∞∑
i=0
vi(t)
〈r〉xi =
∞∑
i=0
d∑
=0
a(r)i,
xit
(1− t) (4.4)
=
d∑
=0
( ∞∑
i=0
a(r)i,x
i
)
t
(1− t) . (4.5)
Next we derive a second expansion of the left-hand side of (4.4). First we derive an expansion of
vi(t)〈r〉 as a formal power series. Clearly, for i  1,
vi(t) = t
i
(1− t)i =
∞∑
j=0
(
j − 1
i − 1
)
t j .
Therefore, for i  1,
vi(t)
〈r〉 =
∞∑
j=0
(
r j − 1
i − 1
)
t j .
For i = 0 we have v〈r〉0 (t) = 1 = v0(t).
The preceding expansion leads to the following identity.
∞∑
i=0
vi(t)
〈r〉xi = 1+
∞∑
i=1
∞∑
j=0
(
r j − 1
i − 1
)
t jxi
= 1+
∞∑
j=0
(
x
∞∑
i=1
(
r j − 1
i − 1
)
xi−1
)
t j
= 1+
∞∑
j=1
x(1+ x)r j−1t j
= 1+ t(1+ x)r−1 x
1− t(1+ x)r . (4.6)
Writing the formulas from (4.5) and (4.6) in terms of the variable u = t1−t or equivalently t = u1+u
and comparing we obtain
1+ u(1+ x)r−1 x
1+ u − u(1+ x)r =
d∑
=0
( ∞∑
i=0
a(r)i,x
i
)
u.
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xu(1+ x)r−1
1+ u − u(1+ x)r =
∞∑
=0
x(1+ x)r−1((1+ x)r − 1)u+1
we obtain for  1,
∞∑
i=0
a(r)i,x
i = x(1+ x)r−1((1+ x)r − 1)−1
and
∑∞
i=0 a
(r)
i,0x
i = 1. Hence for any  0 and i  0
a(r)i, =
∑
j1+···+ j=i
j1,..., j1
(
r − 1
j1 − 1
)(
r
j2
)
· · ·
(
r
j
)
. (4.7)
From this we conclude the following equalities which imply the following assertion
d∑
i=0
f 〈r〉i−1vi(t) = Hilb
(
k
[
Δ〈r〉
]
, t
)= Hilb(k[Δ]〈r〉, t)
= Hilb(k[Δ], t)〈r〉 = d∑
i=0
f i−1vi(t)〈r〉
=
d∑
i=0
f i−1
d∑
=0
a(r)i,v(t)
=
d∑
=0
(
d∑
i=0
f i−1a(r)i,
)
v(t)
=
d∑
=0
(
d∑
i=
f i−1
∑
j1+···+ j=i
j1,..., j1
(
r − 1
j1 − 1
)(
r
j2
)
· · ·
(
r
j
))
.
The last equality follows from (4.7) and the fact that a(r)i, = 0 for i < . 
As an immediate consequence of Theorem 1.4 we also get the following result.
Proposition 4.3. For any d  2 there are real numbers α′1, . . . ,α′d−2 such that for any (d − 1)-dimensional
simplicial complex Δ there are R > 0 and sequences of complex numbers (β(i)r )r1 , 1 i  d, such that:
(i) β(i)r is real for r > R and 1 i  d and strictly negative for r > R and 1 i  d − 1;
(ii) as r → ∞,
β
(i)
r →
{
αi for 1 i  d − 2,
−∞ for i = d − 1,
0 for i = d;
(iii) f 〈r〉−1 + · · · + f 〈r〉d−1td =
∏d
i=1(1− β(i)r t), for r > R.
In particular, for r > R the f -vector of Δ〈r〉 is log-concave and unimodal.
556 F. Brenti, V. Welker / Advances in Applied Mathematics 42 (2009) 545–556In [5, Theorem 3.1] it is shown that for a simplicial complex with nonnegative h-vector the h-
polynomial of its ﬁrst barycentric subdivision is real rooted. The example preceding the proof of
Corollary 1.6 shows that such a result is not true for edgewise subdivision. More precisely, it shows
that the h-polynomial of the second edgewise subdivision of the boundary of the 4-simplex is of
degree 4 but has only two real roots.
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