Himalayan watersheds are characterized by mountainous topography and a lack of available data.
where c is some chosen threshold value. Two adjacent splines will intersect at a knot to maintain the continuity of the basis functions. The function is applied in a forwardbackward stepwise approach to each input variable to recognize the location of knots where the function value changes. For more detailed information on the development of the MARS models used in this research the reader can refer to Sharda et al. () .
Artificial neural networks
An artificial neural network is composed of many artificial neurons that are linked together according to a specific network architecture. 
while the DWT is also shown by Cannas et al. () :
In these equations, s is the scale parameter, τ is the translation parameter, ψ(t) is the mother wavelet and transforming function, '*' denotes the complex conjugate, j and k are integers and s 0 > 1 is a fixed dilation step. The DWT is obtained by modifying the mother wavelet function ψ(t) to the form shown in Equation (4).
The DWT is the more commonly used of the two trans- 
Model performance comparison
The performance of different models may be assessed in terms of goodness of fit. For this research two commonly used performance indices were used to evaluate the accuracy of the models: the coefficient of determination (R 2 ) and the root mean squared error (RMSE).
R 2 shows the discrepancy between the observed and forecasted data and indicates how close the points are to the bisector in the scatter plot of two variables. R 2 is calculated via the following formula:
where N,ŷ i , y i , y i are the number of observations, observed data, predicted values and mean of observed data, respectively. A perfect fit between observed and forecasted values is described by an R 2 of 1.
The RMSE evaluates the variance of errors independently of the sample size via the following formula:
and N is the number of data points used. SEE is known as the sum of squared errors, with the variables as defined above. RSME values range from 0 to infinity, with a perfect fit between observed and forecasted values described by an RMSE of 0.
Study areas and data

Study watershed
The data used for the development of the models in this All of the above data was then used together (i.e., data from all the three watersheds was compiled together) to develop the MARS, ANN and WA-ANN models of this study.
Model development
MARS models
The In order to develop MARS models with smaller data sets (e.g., the 2-year data sets from all three watersheds used in Individual ANN models for total runoff were developed with a 10-fold cross-validation procedure to verify the generalization ability of the model (Weiss & Kulikowski ) . To do this the data were randomized, and then divided into 10 equal parts. The model was created using nine parts of the data (the training data set) and the remaining 'unseen'
10th part was used to test the model (Sharda et al. ) .
This procedure was repeated for all 10 possible combinations. Thus, each time, a model was constructed and tested with an 'unseen' data set. The ANN models that were developed were then compared using statistical measures of goodness of fit (R 2 and RMSE).
Coupled wavelet and artificial neural network models
As mentioned above, it was determined by the MARS models that rainfall, antecedent precipitation index The following formula was used to determine the number of decomposition levels (Nourani et al. a) :
where L and M are the decomposition level and number of time series data, respectively. For this study M ¼ 2,190
for training, which results in L ¼ 4 approximately. Therefore, four wavelet decomposition levels were selected. A new series was obtained for each variable by adding the details and approximate series for a specific variable, and these series were then used as inputs to the ANN models.
The ANN networks developed for the WA-ANN models (which also used the Levenberg-Marquardt training algorithm) consisted of an input layer, a single hidden layer, and one output layer. Each WA-ANN model was tested for one to 10 hidden neurons to determine the optimum number of neurons in the hidden layer (found to be seven).
Individual WA-ANN models for total runoff were developed with a 10-fold cross-validation procedure to verify the generalization ability of the model (Weiss & Kulikowski ) . To do this, the data were randomized, and then divided into 10 equal parts. Models were created using nine parts of the data (the training data set) and the remaining 'unseen' 10th part was used to test a model (Sharda et al. ) . This was repeated for all 10 possible combinations. The WA-ANN models that were developed were then compared using statistical measures of goodness of fit (R 2 and RMSE).
RESULTS AND DISCUSSION
MARS models
The results from the Sharda et al. () 10-fold cross-validation MARS modeling to forecast the total runoff are presented in Table 2 . The best MARS model had an R 2 of 0.939 for the testing data set. The MARS results indicate that the models were not only able to learn the relationship between the inputs and the total runoff, but were also able to apply it successfully to unseen data sets. The low testing RMSE value (0.292) is a further indication of the good performance of the MARS model. It can be seen that MARS modeling has the potential to forecast total runoff effectively for mountainous watersheds with limited data. Figure 2 illustrates the observed total runoff and the forecasted total runoff using the best MARS model. 
ANN models
The results of the 10-fold cross-validation ANN modeling to forecast the total runoff using data from the three microwatersheds are shown in Table 2 . The best ANN model is a function of the rainfall from the previous day, the runoff number from the current day and the previous day, and the antecedent precipitation index from the current day, previous day and 2 days ago. This ANN model had seven neurons in the hidden layer. The best ANN model had a testing correlation coefficient (R 2 ) of 0.724. The minimum RMSE value of this ANN model for the testing period was 0.624. Figure 3 illustrates the observed total runoff and the forecasted total runoff using the best ANN model. 
WA-ANN models
The results of the 10-fold cross-validation WA-ANN modeling to forecast the total runoff using data from the three watersheds are presented in Figure 4 illustrates the observed total runoff and the forecasted total runoff using the best WA-ANN model. Adamowski & Sun ) who also found that wavelet-neural network models appear to be a promising new method of short-term runoff forecasting. It is hypothesized that the WA-ANN models are more accurate than the regular ANN models since wavelet transforms allow for the useful decomposition of original time series data, and the decomposed data can then be selectively used to develop artificial neural network forecasting models. This process allows some of the 'noisy' data to be removed.
Comparison of MARS, ANN and WA-ANN models
It was found that both the MARS and WA-ANN methods do not require extensive input data sets for highly accurate runoff forecasting in mountainous watersheds, and as such both methods warrant additional research in other mountainous watersheds with limited data. Future suggested studies stemming from this research include: testing the application of WA-ANN and MARS models in a wide variety of different mountainous watersheds with limited data; testing the application of WA-ANN and MARS models using more recent data of a longer duration; investigating different modified mother wavelets for use in the coupled wavelet-neural network models; comparing the WA-ANN and MARS methods with other runoff forecasting methods such as support vector regression models; and exploring how to assess the uncertainty of WA-ANN and MARS forecasts.
