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Abstract
We prove a multiplier version of the Bernstein inequality on the complex
sphere. Included in this is a new result relating a bivariate sum involving Jacobi
polynomials and Gegenbauer polynomials, which relates the sum of reproducing
kernels on spaces of polynomials irreducibly invariant under the unitary group,
with the reproducing kernel of the sum of these spaces, which is irreducibly
invariant under the action of the orthogonal group.
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1. Introduction and preliminaries
In this article we prove a multiplier version of the Bernstein inequality of the
type proved by Ditzian [4]. Since the restriction to a geodesic of a polynomial on
a complex sphere is just a trigonometric polynomial on a circle, we immediately
have a tangential Bernstein inequality
‖Dupn‖∞ ≤ n‖pn‖∞,
where Du is the tangential derivative in the direction of u and pn is any poly-
nomial of degree n. For more information on tangential Bernstein inequalities
on algebraic manifolds see e.g. Bos et. al. [3]. An important stepping stone for
this proof is Theorem 2.1, in which prove a new bivariate summation formula
for Jacobi polynomials.
We follow Koornwinder [5] in our description of the complex sphere, and
the harmonic analysis thereof. Let Cq be q-dimensional complex space. We
will denote vectors in Cq by z = (z1, z2, · · · , zq). Let the inner product of two
vectors w, z ∈ Cq be
〈w, z〉 =
q∑
j=1
wjzj,
Preprint submitted to Elsevier June 21, 2018
and the length of a vector be |z| = 〈z, z〉1/2. Let
S
2q = {z ∈ Cq : |z| = 1},
be the sphere in Cq. We note here that S2q has topological dimension 2q − 1,
but that we keep with the established notation so as not to confuse the reader.
Let d(w, z) be the geodesic distance between w and z on S2q.
The complex sphere is invariant under the action of the unitary group Uq,
the group of q × q complex matrices U which satisfy
UU∗ = Iq,
where U∗ij = Uji, i, j = 1, · · · , q.
Using the polar form for a complex number we can write z ∈ S2q in the form
z = (r1e
iφ1 , r2e
iφ2 , · · · , rqeiφq ),
where
∑q
j=1 r
2
j = 1. If we set r1 = cos θ, we can write
z = cos θeiφe1 + sin θz
′, (1)
where ek is the unit vector in the kth coordinate, and z
′ ∈ S2(q−1). Here φ = φ1,
(obviously) sin θ =
√
r22 + · · ·+ r2q , and
z′ = (sin θ)−1(r2e
iφ2 , · · · , rqeiφq ).
We can easily verify that S2q = {Ue1, U ∈ Uq}. Thus, for any z ∈ S2q, there
exists a U ∈ Uq such that Ue1 = z. We call this action of Uq on S2q transitive.
Now it is clear that if we view Uq−2 as acting on the orthogonal complement of
e1, then e1 remains fixed under this action. Thus we can write
S
2q =
Uq
Uq−1 .
On the real sphere we are accustomed to the idea that the polynomials on the
sphere may be orthogonally decomposed into subspaces of spherical harmonics,
each of which is invariant under the action of the orthogonal group. For the
complex sphere the picture is not so straightforward. Now we wish to identify
the spaces of polynomials which are minimally invariant under the action of the
unitary group, and this issue is discussed in Section 2.
Let dµ2q be the Uq-invariant normalised measure on the sphere, and define
the inner product of f, g, two functions on S2q, by
〈〈f, g〉〉 =
∫
S2q
fgdµ2q.
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Let us define the family of Lr norms on S
2q:
‖f‖r =
{ (∫
S2q
|f |rdµ2q
)1/r
, 1 < r <∞,
ess sup|f |, r =∞.
In this paper we will be discussing Uq invariant kernels on S2q. These are kernels
κ : S2q × S2q → C, such that κ(Ux, Uy) = κ(x,y) for all U ∈ Uq. Previous
results of Ditzian [4] have been valid for two-point homogeneous spaces. These
are spaces which for pairs of points which are equidistant, there is a single
isometry which maps one pair to the other (see Wang [9] for more information).
For two points spaces, the geodesic distance is a function of the inner product
in the ambient space. A consequence of this is that all isometrically invariant
kernels are univariate functions of distance.
For the complex spheres this is not the case. However, we does have the fol-
lowing analogous property. Suppose we have pairs of points x1,y1 and x2,y2,
with 〈x1,y1〉 = 〈x2,y2〉. Since the unitary group acts transitively on the com-
plex sphere, there exist U1, U2 ∈ Uq such that U1x1 = U2x2 = e1. Recalling (1),
and using the fact that Uq−1 acts transitively on S2q−2, we know there exists
U ′ ∈ Uq, such that U ′U1y1 = U2y2, and U ′e1 = e1. Hence, U−12 U ′U1x1 = x2,
and U−12 U
′U1y1 = y2. Hence, we conclude that if 〈x1,y1〉 = 〈x2,y2〉 there
exists U ∈ Uq such that Ux1 = x2 and Uy1 = y2. This is analogous to the
two point homogeneous property of the reals spheres. A straightforward conse-
quence of this is that if κ is Uq invariant κ(x1,x2) = κ(Ux1, Ux2) = κ(y1,y2),
so that κ is invariant on points with 〈x1,y1〉 = 〈x2,y2〉. Thus we have
Lemma 1.1. If κ is a Uq-invariant kernel then
κ(x,y) = ψ(〈x,y〉)
for some univariate function ψ.
We can define a convolution of an arbitrary f ∈ L1(S2q) function, with a
Uq-invariant kernel h ∈ L1(S2q) function:
f ∗ κ(x) =
∫
S2q
f(y)ψ(〈x,y〉)dµ(y).
It is observed in [5] that we may view Cq with typical point
z = (x1 + iy1, x2 + iy2, · · · , xq + iyq)
as a 2q-dimensional real space with variables
w = (x1, y1, x2, y2, · · · , xq, yq).
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The inner product of two vectors w and w′ in this space is
(w,w′) =
q∑
j=1
(xjx
′
j + yjy
′
j) = ℜ〈z, z′〉,
with z′ = (x′1 + iy
′
1, x
′
2 + iy
′
2, · · · , x′q + iy′q). Hence, a point with standard rep-
resentation (1) on the complex sphere, has geodesic distance cos−1(cos θ cosφ)
from the north pole on the associated real sphere.
2. Harmonic analysis
To start with it might be informative to briefly discuss harmonic analysis
on the circle as a subset of the complex numbers as opposed to a subset of R2.
In the former case we complex Fourier series with a basis {1, zk, zk}, k = 1, · · ·.
The unitary group in this case is just the unit circle in the complex numbers.
Invariant subspaces under the action of the unitary group are just the one
dimensional spaces, constants, span {zk}, span {zk}, k = 1, 2, · · ·. For the latter
case we have a basis {1,ℜ(zk),ℑ(zk)}, k = 1, 2, · · ·. The subspaces which are
invariant under 2 × 2 orthogonal matrices are, constants, span {ℜ(zk),ℑ(zk)},
k = 1, 2, · · ·, which are two dimensional. Hence we see that the use of the unitary
matrices, as opposed to the orthogonal matrices has given us a finer division of
the polynomial spaces.
In this spirit let us define the space P(m,n) of homogeneous polynomials in
Cq as those of the form P (z, z) = P (z1, z2, · · · , zq, z1, z2, · · · , zq), satisfying
P (αz, βz) = αmβ
n
P (z, z), m, n ∈ N, α, β ∈ C.
Here we are regarding z and z formally as different variables, though this is not
really the case. Then we define hom(m,n), the space of homogeneous polyno-
mials on the sphere, to be the restriction of P(n,m) to the sphere via
p(z) = P (z, z), z ∈ S2q.
Since on the sphere z1z1 + z1z2 + · · · + zqzq = 1, we have hom(m − 1, n −
1) ⊂ hom(m,n). We define the space of harmonic polynomials harm(m,n) =
hom(m,n)∩hom(m−1, n−1)⊥, where orthogonality is with respect to the inner
product above. In [5] these polynomials are defined in terms of the Laplace
operator, but Theorem 3.4 therein:
hom(m,n) = ⊕min(m,n)k=0 harm(m− k, n− k),
4
tells us that our definition is equivalent. For ease of notation let us writem∧n =
min(m,n).
From [5] we know that the dimension of harm(m,n) is
dm,n =
(m+ n+ q − 1)(m+ q − 2)!(n+ q − 2)!
m!n!(q − 1)!(q − 2)! . (2)
Now, let Hl = ⊕lk=0harm(l − k, k) be the harmonic space of degree l. We can
compute the dimension dl of Hl directly by summation, but also we have that it
has the same dimension as the space of spherical harmonics in R2q, which from
e.g. Mu¨ller [6, Page 4] is
dl =
(
l+ 2q − 1
l
)
−
(
l + 2q − 3
l
)
=
2
(2q − 2)!
(l + q − 1)(l + 2q − 3)!
l!
. (3)
The dimension of the full polynomial space Pn = ⊕nl=0Hl is
tn =
1
(2q − 1)!
(2n+ 2q − 1)(n+ 2q − 2)!
n!
. (4)
Let k1, k2, · · · , kdm,n be an orthonormal basis for hom(m,n). Then the re-
producing kernel for projection onto hom(m,n) is
κm,n(z,w) =
dm,n∑
j=1
kj(z)kj(w). (5)
It is straightforward to show that this kernel is Uq-invariant. Similarly the
reproducing kernel for Hl,
hl(z,w) =
l∑
k=0
κl−k,k(z,w),
is Uq-invariant.
Since the reproducing kernels are Uq-invariant we have, from Lemma 1.1,
that
κm,n(z,w) = ψ(〈z,w〉),
for some univariate function ψ. In order to determine ψ we need to use its
orthogonality properties.
In terms of the standard representation (1) we can write the surface element
on S2q as
dµ2q(z) = cos θ(sin θ)
2q−3dθdφdµ2q−2 ,
since surface area on rS2q−2 scales like r2q−3. If we make the change of variable
t = cos θ then we see that the measure cos θ(sin θ)2q−3dθ = t(1− t2)q−2dt arises.
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Thus we might expect the reproducing kernels for the harmonic subspaces, which
are orthogonal, to be related to orthogonal polynomials with a weight (1−t2)q−2,
and indeed this is the case.
From [5] we have the following representation of the reproducing kernels for
the irreducible polynomial spaces H(m,n),
km,n(x,y) = dm,ne
i(m−n)φ(cos θ)|m−n|
P
(q−2,|m−n|)
m∧n (cos(2θ))
P
(q−2,|m−n|)
m∧n (1)
, (6)
where 〈x,y〉 = cos θeiφ. Here P (α,β)j is the degree j Jacobi polynomial which is
orthogonal with respect to the weight (1− t)α(1 + t)β . For ease of notation we
will now write κl(θ, φ) instead of κl(x,y)
As stated in the introduction, we can also view the complex sphere as a real
sphere. The harmonics in hom(m,n) are complex harmonics on the real sphere
of degree m + n; see [5]. The associated real sphere is of dimension 2q − 1.
Hence, we have the following reproducing kernel formula
∑
m+n=l
κm,n(z,w) = hl(z,w) = dl
P
(q−1)
l ((z,w))
P
(q−1)
l (1)
, (7)
where P
(σ)
l , l ≥ 0 are the Gegenbauer polynomials which are orthogonal with
respect to the weight (1− t2)σ−1/2. We normalise the Gegenbauer polynomials
by
P
(σ)
l (1) =
(
l + 2σ − 1
l
)
.
Here we interpret z and w as points on the real sphere, and if 〈z,w〉 = eiφ cos θ
then (z,w) = cos θ cosφ (see the closing remarks of Section 1).
In mind of (5) and (6), we have the following interesting (and we believe
new) formula relating Jacobi and Gegenbauer polynomials.
Theorem 2.1. For d ≥ 1 and l ≥ 0
∑
m+n=l
dm,ne
i(m−n)φ(cos θ)|m−n|
P
(q−2,|m−n|)
m∧n (cos(2θ))
P
(q−2,|m−n|)
m∧n (1)
= dl
P
(q−1)
l (cos θ cosφ)
P
(q−1)
l (1)
.
We wish to define multiplier (pseudodifferential) operators via their action on
the harmonic subspaces Hl. LetMl be the orthogonal projector from L2(S2q)→
Hl, l = 0, 1, · · ·. The kernel of this projection is hl, so that
Mlf = f ∗ hl.
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Let λl, l = 0, 1, · · · , be a sequence of increasing real numbers. Then, for f ∈
L1(S
2q) (which thus has a formal Fourier expansion), the multiplier operator
Λf =
∞∑
l=0
λlMlf.
In Theorem 4.1, in Section 4, we will show that for p ∈ Pn,
‖Λp‖r ≤ λn‖p‖r, 1 ≤ r ≤ ∞.
3. Cesaro means for reproducing kernels
In order to prove Theorem 4.1 we observe that for p ∈ Pn,
Λp = Km ∗ p, m ≥ n,
where
Km =
n∑
l=0
λlhl +
m∑
l=n+1
λ˜lhl, (8)
where the numbers λ˜l, l = n + 1, · · · ,m are available for us to choose. Let us
define the sequence ρl = λl, l = 0, 1, · · · , n and ρl = λ˜l, l = n+ 1, · · · ,m.
Using Young’s inequality
‖f ∗ g‖p = ‖f‖p‖‖g‖1,
we are directed towards the computation of the 1-norms of the kernels Km,
which we achieve via the Cesaro means of hl
Sδm =
1
Cδm
m∑
l=0
Cδm−lhl,
where
Cδk =
(
k + δ
k
)
≍ kδ, k = 0, 1, · · · ,m.
Before we proceed we need a preliminary technical lemma:
Lemma 3.1. Let (see [8, 4.7.15])
γ
(σ)
l =
∫ 1
−1
(1− t)σ−1/2|P (σ)l (t)|2dt
=
21−2σpi
(Γ(σ))2
Γ(l + 2σ)
(l + σ) l!
.
Then, for l > 0,
dl = dimHl = 2
(3−2q)pi(2q − 3)!
(q − 1)!(q − 2)!
(P
(q−1)
l (1))
2
γ
(q−1)
l
.
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Proof: Starting from (3), a straightforward calculation gives us
dl =
2
(2q − 2)!
(l + q − 1)(l + 2q − 3)!
l!
=
2
(2q − 2)!
2(3−2q)pi((2q − 3)!)2
((q − 2)!)2
{
((q − 2)!)2
2(3−2q)pi
(l + q − 1)l!
(l + 2q − 3)!
}(
(l + 2q − 3)!
l!(2q − 3)!
)2
=
2(3−2q)pi(2q − 3)!
(q − 1)!(q − 2)!
(P
(q−1)
l (1))
2
h
(q−1)
l
. 
Using this last result and (7) we see that
Sδn(cosψ) =
2(3−2q)pi(2q − 3)!
(q − 1)!(q − 2)!
1
Cδn
n∑
l=0
Cδl−n
P
(q−1)
l (1)P
(q−1)
l (cosψ)
h
(q−1)
l
,
where cosψ = cos θ cosφ, in other words are essentially the Cesaro means of the
Gegenbauer polynomials.
Using Equation [8, 4.5.3] and Lemma 3.1 we have the following corollary of
Theorem 2.1:
Corollary 3.2. The reproducing kernel for Pn is
rn((z,w)) =
n∑
l=0
hl = tn
P
(q+1/2,q−1/2)
n (cos θ cosφ)
P
(q+1/2,q−1/2)
n (1)
,
with (z,w) = cos θ cosφ, where we recall that tn = dim(Pn).
To estimate these we use the the following results which are given in Bonami
and Clerk [2, Page 230].
Proposition 3.3. If 0 ≤ δ ≤ q then there is a constant C such that,
Sδn(cosψ) ≤ C
{
nq−δ−1ψ−(q+δ), 3/n ≤ ψ ≤ pi/4,
n2q−1, 0 ≤ ψ ≤ 3/n. (9)
In the remainder of this paper the number C will be used to denote a constant
which is independent of n.
The main result of this section is
Theorem 3.4. For 0 ≤ δ ≤ q,
‖Sδn‖1 ≤ C


nq−1−δ, δ ≤ q − 2,
(logn)2, δ = q − 1,
1, δ ≥ q.
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Proof: We will provide a bound for
‖Sδn‖1 =
∫
S2q
|Sδn((z, e))|dµ(z)
=
∫ 2pi
0
∫ pi/2
0
cos θ(sin θ)2q−3|Sδn(cos θ cosφ)|dθdφ
= 2
∫ pi
0
∫ pi/2
0
cos θ(sin θ)2q−3|Sδn(cos θ cosφ)|dθdφ.
Suppose that Q is the region pi/4 ≤ θ ≤ pi/2 or pi/4 ≤ φ ≤ pi. Then cos θ cosφ ≤
1/
√
2. Setting cosψ = cos θ cosφ, we have pi/4 ≤ ψ ≤ 3pi/4. Since, from
Proposition 3.3, Sδν(cosψ) is bounded above for pi/4 ≤ ψ ≤ 3pi/4 we have
I1 =
∫
Q
cos θ(sin θ)2q−3|Sδn(cos θ cosφ)|dθdφ ≤ C. (10)
We break the remaining integral into 4 parts, (θ, φ) ∈ [0, 1/n]2, [0, 1/n] ×
[1/n, pi/4], [1/n, pi/4]× [0, 1/n] and [1/n, pi/4]× [1/n, pi/4] which we call I2, I3, I4
and I5 respectively. Firstly, since on [0, 1/n]
2, cos θ cosφ ≥ cos2(1/n) ≥ cos(3/n)
(this is easy to check), we have
I2 =
∫ 1/n
0
∫ 1/n
0
cos θ(sin θ)2q−3|Sδn(cos θ cosφ)|dθdφ
≤ Cn2q−1
∫ 1/n
0
(∫ 1/n
0
cos θ(sin θ)2q−3dθ
)
dφ
≤ C. (11)
Now, for the remaining integrals we observe that
ψ = arccos(cos θ cosφ)
≤ C(1 − cos θ cosφ)1/2,
since arccos(z) ≤ C(1− z)1/2 as z → 1. Now, for 0 ≤ θ, φ ≤ 1,
1− cos θ cosφ ≥ 1−
(
1− θ
2
2
)(
1− φ
2
2
)
=
θ2 + φ2
2
− θ
2φ2
4
≥ θ
2 + φ2
4
.
If we use this last equation in (9), we see that
|Sδn(cosψ)| ≤ Cnq−δ−1(1− cos θ cosφ)−(q+δ)/2 ≤ Cnq−δ−1(θ2 + φ2)−(q+δ)/2.
(12)
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We note that for any α, β > 0,
(θ2 + φ2)−(α+β) ≤ θ−2αφ−2β .
We have
I3 = 2
∫ pi/4
1/n
∫ 1/n
0
cos θ(sin θ)2q−3|Sδn(cos θ cosφ)|dθdφ
≤ Cnq−1−δ
∫ 1/n
0
∫ pi/4
1/n
θ2q−3(θ2 + φ2)−(q+δ)/2dθdφ.
Now if δ ≤ q − 2, then∫ pi/4
1/n
∫ 1/n
0
θ2q−3(θ2 + φ2)−(q+δ)/2dθdφ ≤
∫ pi/4
1/n
∫ 1/n
0
(θ2 + φ2)q−3/2−(q+δ)/2dθdφ
≤
∫ pi/2
1/n
r(q−δ−3)rdr < C,
using a change to polar coordinates. If δ = q − 1, we have (assuming q > 1 and
using (θ2 + φ2)−q+1 ≤ θ−2q+5/2φ−1/2)∫ 1/n
0
∫ pi/4
1/n
θ2q−3(θ2 + φ2)−q+1/2dθdφ ≤
∫ 1/n
0
φ−1/2dφ
∫ pi/4
1/n
θ−1/2dθ
≤ C.
If δ = q, we have (using (θ2 + φ2)−q+1 ≤ θ−2q+5/2φ−1/2)∫ 1/n
0
∫ pi/4
1/n
θ2q−3(θ2 + φ2)−qdθdφ ≤
∫ 1/n
0
φ−1/2dφ
∫ pi/4
1/n
θ−5/2dθ
≤ Cn.
Putting these estimates for the integral into (11) we have
I3 ≤ C
{
nq−1−δ, δ ≤ q − 2,
1, δ ≥ q − 2. (13)
More straightforwardly,
I4 = 2
∫ pi/4
1/n
∫ 1/n
0
cos θ(sin θ)2q−3|Sδn(cos θ cosφ)|dθdφ
≤ Cnq−1−δ
∫ pi/4
1/n
∫ 1/n
0
θ2q−3(θ2 + φ2)−(q+δ)/2dθdφ
≤ Cnq−1−δ
∫ pi/4
1/n
φ−q−δdφ
∫ 1/n
0
θ2q−3dθ
≤ Cnq−1−δ+q+δ−1−2q+2 = C.
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For the last integral
I5 = 2
∫ pi/4
1/n
∫ pi/4
1/n
cos θ(sin θ)2q−3|Sδn(cos θ cosφ)|dθdφ
≤ Cnq−1−δ
∫ pi/4
1/n
∫ pi/4
1/n
θ2q−3(θ2 + φ2)−(q+δ)/2dθdφ. (14)
Now if δ ≤ q − 2, then∫ pi/4
1/n
∫ pi/4
1/n
θ2q−3(θ2 + φ2)−(q+δ)/2dθdφ ≤
∫ pi/4
1/n
∫ pi/4
1/n
(θ2 + φ2)q−3/2−(q+δ)/2dθdφ
≤
∫ pi/2
1/n
r(q−δ−3)rdr < C.
If δ = q − 1 we have∫ pi/4
1/n
∫ pi/4
1/n
θ2q−3(θ2 + φ2)−(q+δ)/2dθdφ ≤
∫ pi/4
1/n
∫ pi/4
1/n
θ2q−3(θ2 + φ2)−(q−1/2)dθdφ
≤
∫ pi/4
1/n
φ−1dφ
∫ pi/4
1/n
θ−1dθ
≤ C(logn)2.
For the last case, δ = q, we have∫ pi/4
1/n
∫ pi/4
1/n
θ2q−3(θ2 + φ2)−(q+δ)/2dθdφ ≤
∫ pi/4
1/n
∫ pi/4
1/n
θ2q−3(θ2 + φ2)−2qdθdφ
≤
∫ pi/4
1/n
φ−3/2dφ
∫ pi/4
1/n
θ−3/2dθ
≤ Cn.
Hence, substituting the above estimates into (14), we see that
I5 ≤ C


nq−1−δ, δ ≤ q − 2,
(logn)2, δ = q − 1,
1, δ = q.
(15)
A simple inspection of the bounds (10) to (15) tells us that the bound for (14) is
the largest, giving the required result. Estimates for I6 and I7 can be obtained
similarly. 
4. The Bernstein inequality
The Laplace Beltrami operator on the complex sphere has eigenspaces Hl,
with eigenvalue λl = l(l + 2q − 1), l = 0, 1, · · ·; see e.g. [7]. Thus the fractional
order differential operator Λ has multiplers λl = (l(l+ 2q − 1))γ/2.
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Performing Abel summation q + 1 times on (8) we get
Km =
m∑
l=1
∆q+1ρlC
q
l S
q
l +
q∑
l=0
∆lρm−lC
l
m−lS
l
m−l, (16)
where ∆0ρk = ρk, ∆ρk = ρk − ρk+1, and ∆jρk = ∆(∆j−1ρk), j = 2, 3, · · ·.
Now let us define
g(x) =


1, 0 ≤ x < n,
1− Cn,q
∫ x
n
|(y − n)(2n− y)|q+1 dy, n ≤ x ≤ 2n,
0, x > 2n,
where
Cn,q =
(∫ 2n
n
|(y − n)(2n− y)|q+1 dy
)−1
=
(2q + 3)!
n2q+3((q + 1)!)2
.
This last equations follows by making the change of variable ns = y − n in the
above integral, giving∫ 2n
n
|(y − n)(2n− y)|q+1 dy = n2q+3
∫ 1
0
sq+1(1− s)q+1ds
= n2q+3B(q + 2, q + 2),
where B is the Beta function. We now use B(u, v) = Γ(u)Γ(v)/Γ(u + v); (see
[1, Page 258]). We have g ∈ C(q+1)(R+), and a simple computation shows that,
for 1 ≤ j ≤ q + 1,
g(j)(x) = Cq,n
⌊(j+1)/2⌋∑
k=1
νk((x−n)(2n−x))q+1−j+k(3−2x)j+1−2k, n ≤ x ≤ 2n,
and is zero otherwise. Here, the νk depend on q, and ⌊·⌋ denotes the integer
part. Hence, for 1 ≤ j ≤ q + 1, we can bound
|g(j)(x)| ≤ Cn−j .
Let h(x) = (x(x + 2q − 1))γ/2, and f = gh, and ρk = f(k). We have then, for
0 ≤ k ≤ n, ρk = λk. We observe that ρ ∈ C(q+1)(R+), where R+ = {x : x ≥ 0}.
We can estimate the difference
|∆lρk| ≤ C max
x∈[k,k+l]
|f (l)(x)|, l = 0, 1, · · · , q + 1.
Using Leibnitz rule we have, for n ≤ x ≤ 2n+ l,
|f (l)(x)| =
∣∣∣∣∣∣
l∑
j=0
(
l
j
)
g(j)h(l−j)(x)
∣∣∣∣∣∣
12
≤ C
l∑
j=0
n−jnγ−l+j
≤ Cnγ−l.
Therefore, for 0 ≤ l ≤ q + 1,
|∆lρk| ≤ C


(k + l)γ−l, 0 ≤ k ≤ n− l,
nγ−l+j, n− l ≤ k ≤ n+ l,
0, otherwise.
If we substitute these estimates, with Theorem 3.4 into (16) we see that, if
m ≥ 2n+ q + 1 (and so |∆lρm−l| = 0, for l = 0, 1, · · · , q)
‖Km‖1 ≤
m∑
l=1
|∆q+1ρl|Cql ‖Sql ‖1
≤ C

n−q−1∑
l=1
lγ−q−1lq +
2n+q+1∑
l=n−q
nγ−q−1lq


≤ Cnγ .
Thus we have
Theorem 4.1. For λl = (l(l + 2d− 1))γ/2,
‖Λp‖r ≤ Cnγ‖p‖r, 1 ≤ r ≤ ∞,
for every p ∈ Pn.
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