Abstract. In this work, we propose to apply support vector regression (SVR) to build software reliability growth model (SRGM). SRGM is an important aspect in software reliability engineering. Software reliability is the probability that a given software will be functioning without failure during a specified period of time in a specified environment. In order to obtain the better performance of SRGM, practical selection of parameter C for SVR is discussed in the experiments. Experimental results with the classical Sys1 and Sys3 SRGM data set show that the performance of the proposed SVR-based SRGM is better than conventional SRGMs and relative good prediction and generalization ability are achieved.
Introduction
Software reliability is one of key factors in software qualities. It is one of the most important problem facing the software industry. There exists an increasing demand of delivering reliable software products. Developing reliable software is a difficult problem because there are many factors impacting development such as resource limitations, unrealistic requirements, etc. It is also a hard problem to know whether or not the software being delivered is reliable. To solve the problem, many software reliability models have been proposed over past 30 years, they can provide quantitative measures of the reliability of software systems during software development processes [1] [2] [3] .
Software reliability growth models (SRGMs) have been proven to be successful in estimating the software reliability and the number of errors remaining in the software [2] . Using SRGMs, people can assess the current reliability and predict the future reliability, and further more, conduct the software testing and debugging process. Now there have already existed many SRGMs such as Goel-Okumoto Model, Yamada Delayed S -Shaped Model, Yamada WeibullType Testing-Effort Function Model, etc. Most of SRGMs assume that the fault process follows the curve of specific type. Actually, this assumption may not be realistic in practice and these SRGMs are sometimes insufficient and inaccurate to analyze actual software failure data for reliability assessment.
In recent years, support vector machine (SVM) [4] is a new technique for solving pattern classification and universal approximation, it has been demonstrated to be very valuable for several real-world applications [5, 6] . SVM is known to generalize well in most cases and adapts at modeling nonlinear functional relationships which are difficult to model with other techniques. Consequently, we propose to apply support vector regression (SVR) to build SRGM and investigate the conditions which are typically encountered in software reliability engineering. We believe that all these characteristics are appropriate to SRGM.
Support Vector Regression
SVM was introduced by Vapnik in the late 1960s on the foundation of statistical learning theory [7] . It has originally been used for classification purposes but its principle can be extended easily to the task of regression by introducing an alternative loss function. The basic idea of SVR is to map the input data x into a higher dimensional feature space F via a nonlinear mapping φ and then a linear regression problem is obtained and solved in this feature space.
Given a training set of l examples {(
, where x i is the input vector of dimension n and y i is the associated target. We want to estimate the following linear regression:
Here we consider the special case of SVR problem with Vapnik's -insensitive loss function defined as:
The best line is defined to be that line which minimizes the following cost function:
where C is a constant determining the trade-off between the training errors and the model complexity. By introducing the slack variables ξ i , ξ * i , we can get the equivalent problem of Eq. 3. If the observed point is "above" the tube, ξ i is the positive difference between the observed value and . Similar, if the observed point is "below" the tube, ξ * i is the negative difference between the observed value and − . Written as a constrained optimization problem, it amounts to minimizing:
subject to:
To generalize to non-linear regression, we replace the dot product with a kernel function K(·) which is defined as K(x i , x j ) = φ(x i )·φ(x j ). By introducing Lagrange multipliers α i , α * i which are associated with each training vector to cope with both upper and lower accuracy constraints, respectively, we can obtain the dual problem which maximizes the following function:
Finally, the estimate of the regression function at a given point x is then:
Modeling the Software Reliability Growth
In this section, we present real projects to which we apply SVR for software reliability growth generalization and prediction. The data sets are Sys1 and Sys3 software failure data applied for software reliability growth modeling in [2] . Sys1 data set contains 54 data pairs and Sys3 data set contains 278 data pairs. The data set are normalized to the range of [0,1] first. The normalized successive failure occurrence times is the input of SVR function and the normalized accumulated failure number is the output of SVR function. We denote the SVR-based software reliability growth model as SVRSRG.
Here we list the math expression of three conventional SRGMs refered in the experiments.
-Goel-Okumoto Model:
-Yamada Delayed S-Shaped Model:
-Yamada Weibull-Type Testing-Effort Function Model:
The approach taken to perform the modeling and prediction includes following steps:
1. Modeling the reliability growth based on the raw failure data 2. Estimating the model parameters 3. Reliability prediction based on the established model Three groups of experiments have been performed. Training error and testing error have been used as evaluation criteria. In the tables presented in this paper, the training error and the testing error are measured by sum-of-square
, where x i ,x i are, respectively, the data set measurements and their prediction. In default case, SVR used in the experiment is ν-SVR and the parameters ν and C are optimized by cross-validation method.
In the experiment of generalization, we partition the data into two parts: training set and test set. Two thirds of the samples are randomly drawn from the original data set as training set and remaining one third of the samples as the testing set. This kind of training is called generalization training [8] . Fig. 1. (a) and (b) show the experimental result for software reliability growth modeling trained by using data set Sys1 and Sys3, respectively. It is obvious that SVRSRG gives a better performance of fitting the original data than the other models. From Table 1 we can find both the training error and the testing error of SVRSRG are smaller than the other classical SRGMs.
In the experiment of prediction, we will simulate the practical process of software reliability growth prediction. It is based on predicting future values by the way of time series prediction methods. Assuming software have been Table 2 , we can find that in practical process SVRSRG can achieve more remarkable performance than other four SRGMs. Parameter C in SVR is a regularized constant determining the tradeoff between the training error and the model flatness. The following experiment demonstrates the influence of parameter C on model generalization ability. It is conducted as experiment of prediction to simulate the practical process of software reliability growth prediction. The results are shown in Fig. 2. (a) and (b) . We can see that with the increase of parameter C, the training error declines gradually, that is to say, the model fits the training data set better and better. However, as for testing, first the testing error declines gradually because the complexity of model is suitable for the need of testing data set more and more. And then the testing error raises because of overfitting problem. The problem of tradeoff between the training error and the model flatness can be solved by cross-validation technique which divides the training samples into two parts: one for training and another for validation to obtain satisfied generalization ability.
Conclusions
A new technique for software reliability growth modeling and prediction is proposed in this paper. SVR is adopted to build SRGM. From the experiments we can see that the proposed SVR-based SRGM has a good performance, no matter generalization ability or predictive ability, the SVRSRG is better than conventional SRGMs. Experimental results show that our approach offers a very promising technique in software reliability growth modeling and prediction.
