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Chapter 1
Introduction and main
result
In this paper we prove the existence of non trivial, small amplitude, quasi-
periodic in time, linearly stable gravity-capillary standing water waves of a 2-d
perfect, incompressible, irrotational fluid with infinite depth, under periodic
boundary conditions, and which occupies the free boundary region
Dη :=
{
(x, y) ∈ T× R : y < η(t, x) , T := R/(2πZ)} .
More precisely we find quasi-periodic in time solutions of the system
∂tΦ+
1
2 |∇Φ|2 + gη = κ ηxx(1+η2x)3/2 at y = η(x)
∆Φ = 0 in Dη
∇Φ→ 0 as y → −∞
∂tη = ∂yΦ− ∂xη · ∂xΦ at y = η(x)
(1.1)
where g is the acceleration of gravity, κ ∈ [κ1, κ2], κ1 > 0, is the surface tension
coefficient and
ηxx
(1 + η2x)
3/2
= ∂x
(
ηx√
1 + η2x
)
is the mean curvature of the free surface. The unknowns of the problem are the
free surface y = η(x) and the velocity potential Φ : Dη → R, i.e. the irrotational
velocity field v = ∇x,yΦ of the fluid. The first equation in (1.1) is the Bernoulli
condition according to which the jump of pressure across the free surface is
proportional to the mean curvature. The last equation in (1.1) expresses that
the velocity of the free surface coincides with the one of the fluid particles.
In the sequel we shall assume (with no loss of generality) that the gravity
constant g = 1.
Following Zakharov [51] and Craig-Sulem [23], the evolution problem (1.1)
may be written as an infinite dimensional Hamiltonian system. At each time
t ∈ R the profile η(t, x) of the fluid and the value
ψ(t, x) = Φ(t, x, η(t, x))
5
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of the velocity potential Φ restricted to the free boundary uniquely determine
the velocity potential Φ in the whole Dη, solving (at each t) the elliptic problem
(see e.g. [2], [36])
∆Φ = 0 in Dη, Φ(x+ 2π, y) = Φ(x, y) ,
Φ|y=η = ψ, ∇Φ(x, y)→ 0 as y → −∞ .
(1.2)
As proved in [51], [23], system (1.1) is then equivalent to the system
∂tη = G(η)ψ,
∂tψ + η +
1
2
ψ2x −
1
2
(
G(η)ψ + ηxψx
)2
1 + η2x
= κ
ηxx
(1 + η2x)
3/2
(1.3)
where G(η) is the so-called Dirichlet–Neumann operator defined by
G(η)ψ(x) :=
√
1 + η2x ∂nΦ|y=η(x) = (∂yΦ)(x, η(x))−ηx(x) (∂xΦ)(x, η(x)) (1.4)
(we denote by ηx the space derivative ∂xη.) The operator G(η) is linear in ψ,
self-adjoint with respect to the L2 scalar product and semi positive definite,
actually its Kernel are only the constants. It is well known since Calderon that
the Dirichlet-Neumann operator is a pseudo-differential operator with principal
symbol |D|, actually G(η)− |D| ∈ OPS−∞, see section 2.4.
Furthermore the equations (1.3) are the Hamiltonian system (see [51], [23])
∂tη = ∇ψH(η, ψ) , ∂tψ = −∇ηH(η, ψ)
∂tu = J∇uH(u) , u :=
(
η
ψ
)
, J :=
(
0 Id
−Id 0
)
, (1.5)
where ∇ denotes the L2-gradient, and the Hamiltonian
H(η, ψ) :=
1
2
(ψ,G(η)ψ)L2(Tx) +
∫
T
η2
2
dx+ κ
∫
T
√
1 + η2x dx (1.6)
is the sum of the kinetic energy
K :=
1
2
(ψ,G(η)ψ)L2(Tx) =
1
2
∫
Dη
|∇Φ|2(x, y)dxdy ,
the potential energy and the energy of the capillary forces (area surface integral)
expressed in terms of the variables (η, ψ).
The symplectic structure induced by (1.5) is the standard Darboux 2-form
W(u1, u2) := (u1, Ju2)L2(Tx) = (η1, ψ2)L2(Tx) − (ψ1, η2)L2(Tx) (1.7)
for all u1 = (η1, ψ1), u2 = (η2, ψ2).
The water-waves system (1.3)-(1.5) exhibits several symmetries. First of all,
the mass
∫
T
η dx is a prime integral of (1.3). Moreover
∂t
∫
T
ψ dx = −
∫
T
η dx−
∫
T
∇ηK dx = −
∫
T
η dx
7because
∫
T
∇ηK dx = 0. This follows because R ∋ c 7→ K(c+ η, ψ) is constant
(the bottom of the ocean is at −∞) and so 0 = dηK(η, ψ)[1] = (∇ηK, 1)L2(T).
As a consequence the subspace∫
T
η dx =
∫
T
ψ dx = 0 (1.8)
is invariant under the evolution of (1.3) and we shall restrict to solutions satis-
fying (1.8).
In addition, the subspace of functions which are even in x,
η(x) = η(−x) , ψ(x) = ψ(−x) , (1.9)
is invariant under (1.3). Thanks to this property and (1.8), we shall restrict
(η, ψ) to the phase space of 2π-periodic functions which admit the Fourier ex-
pansion
η(x) =
∑
j≥1ηj cos(jx) , ψ(x) =
∑
j≥1ψj cos(jx) . (1.10)
In this case also the velocity potential Φ(x, y) is even and 2π-periodic in x and so
the x-component of the velocity field v = (Φx,Φy) vanishes at x = kπ, ∀k ∈ Z.
Hence there is no flux of fluid through the lines x = kπ, k ∈ Z, and a solution
of (1.3) satisfying (1.10) describes the motion of a liquid confined between two
walls.
Another important symmetry of the capillary water waves system is re-
versibility, namely the equations (1.3)-(1.5) are reversible with respect to the
involution ρ : (η, ψ) 7→ (η,−ψ), or, equivalently, the Hamiltonian is even in ψ:
H ◦ ρ = H , H(η, ψ) = H(η,−ψ) , ρ : (η, ψ) 7→ (η,−ψ) . (1.11)
As a consequence it is natural to look for solutions of (1.3) satisfying
u(−t) = ρu(t) , i.e. η(−t, x) = η(t, x) , ψ(−t, x) = −ψ(t, x) , ∀t, x ∈ R ,
(1.12)
namely η is even in time and ψ is odd in time. Solutions of the water waves
equations (1.3) satisfying (1.10) and (1.12) are called gravity-capillary standing
water waves.
This is a small divisors problem. Existence of small amplitude time peri-
odic pure gravity (without surface tension) standing wave solutions has been
proved by Iooss, Plotnikov, Toland in [35], see also [31], [32], and in [44] in fi-
nite depth. Existence of time periodic gravity-capillary standing wave solutions
has been recently proved by Alazard-Baldi [1]. The above results are proved
via a Lyapunov Schmidt decomposition combined with a Nash-Moser iterative
scheme.
In this paper we extend the latter result proving the existence of time quasi-
periodic gravity-capillary standing wave solutions of (1.3), see Theorem 1.1, as
well as their linear stability. The reducibility of the linearized equations at the
quasi-periodic solutions is not only an interesting dynamical information but it
is also the key for the existence proof in Theorem 1.1.
We also mention that existence of small amplitude 2-d traveling gravity water
wave solutions dates back to Levi-Civita [37] (standing waves are not traveling
because they are even in space, see (1.9)). Existence of small amplitude 3-d
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traveling gravity-capillary water wave solutions with space periodic boundary
conditions has been proved by Craig-Nicholls [22] (it is not a small divisor
problem) and by Iooss-Plotinikov [33]-[34] in the case of zero surface tension (in
such a case it is a small divisor problem).
Existence of quasi-periodic solutions of PDEs (that we shall call in a broad
sense KAM theory) with unbounded perturbations (i.e. the nonlinearity con-
tains derivatives) has been developed by Kuksin [41] for KdV, see also Kappeler-
Po¨schel [39], by Liu-Yuan [38], Zhang-Gao-Yuan [53] for derivative NLS, by
Berti-Biasco-Procesi [14]-[15] for derivative NLW. All these previous results still
refer to semilinear perturbations, i.e. the order of the derivatives in the non-
linearity is strictly lower than the order of the constant coefficient (integrable)
linear differential operator.
For quasi-linear (either fully nonlinear) nonlinearities the first KAM results
have been recently proved by Baldi-Berti-Montalto in [8], [10], [11] (see also [7],
[9]) for perturbations of Airy, KdV and mKdV equations. These techniques have
been extended by Feola-Procesi [29] for quasi-linear perturbations of Schro¨dinger
equations and by Montalto [43] for the Kirchhoff equation.
The gravity-capillary water waves system (1.3) is indeed a quasi-linear PDE.
In suitable complex coordinates it can be written in the symmetric form ut =
iT (D)u+N(u, u¯), u ∈ C, where T (D) := |D|1/2(1−κ∂xx)1/2 is the Fourier multi-
plier which describes the linear dispersion relation of the water waves equations
linearized at (η, ψ) = 0 (see (1.13)-(1.17)), and the nonlinearity N(u, u¯) depends
on the highest order term |D|3/2u as well, see sections (6.1)-(6.2) for the complex
form of the linearized system.
We have not the space to report the huge literature concerning KAM theory
for semilinear PDEs in one and also higher space dimension, for which we refer
to [41], [21], [27], [18], [19].
Let us present rigorously our main result. As already said we look for small
amplitude quasi-periodic solutions of (1.3). It is therefore of main importance
the dynamics of the system obtained linearizing (1.3) at the equilibrium (η, ψ) =
(0, 0) (flat ocean and fluid at rest), namely{
∂tη = G(0)ψ,
∂tψ + η = κηxx
(1.13)
where G(0) = |Dx| is the Dirichlet-Neumann operator for the flat surface η = 0,
namely
|Dx| cos(jx) = |j| cos(jx), |Dx| sin(jx) = |j| sin(jx) , ∀j ∈ Z .
In compact Hamiltonian form, the system (1.13) reads
∂tu = JΩu , Ω :=
(
1− κ∂xx 0
0 G(0)
)
, (1.14)
which is the Hamiltonian system generated by the quadratic Hamiltonian (see
(1.6))
HL :=
1
2
(u,Ωu)L2(Tx) =
1
2
(ψ,G(0)ψ)L2(Tx) +
1
2
∫
T
(
η2 + κη2x
)
dx . (1.15)
9The standing wave solutions of the linear system (1.13), i.e. (1.14), are
η(t, x) =
∑
j≥1aj cos(ωjt) cos(jx),
ψ(t, x) = −
∑
j≥1ajj
−1ωj sin(ωjt) cos(jx) ,
(1.16)
aj ∈ R, with linear frequencies of oscillations
ωj := ωj(κ) :=
√
j(1 + κj2) , j ≥ 1 . (1.17)
The main result of the paper proves that most of the standing wave solutions
(1.16) of the linear system (1.13) can be continued to standing wave solutions
of the nonlinear water-waves Hamiltonian system (1.3) for most values of the
surface tension parameter κ ∈ [κ1, κ2]. More precisely, fix an arbitrary finite
subset S+ ⊂ N+ := {1, 2, . . .} (called “tangential sites”) and consider the linear
standing wave solutions (of (1.13))
η(t, x) =
∑
j∈S+
√
ξj cos(ωjt) cos(jx),
ψ(t, x) = −
∑
j∈S+
√
ξjj
−1ωj sin(ωjt) cos(jx) , ξj > 0 ,
(1.18)
which are Fourier supported in S+. In Theorem 1.1 below we prove the existence
of quasi-periodic solutions u(ω˜t, x) = (η, ψ)(ω˜t, x) of (1.3), with frequency ω˜ :=
(ω˜j)j∈S+ (to be determined), close to the solutions (1.18) of (1.13), for most
values of the surface tension parameter κ ∈ [κ1, κ2].
Let ν := |S+| denote the cardinality of S+. The function u(ϕ, x) = (η, ψ)(ϕ, x),
ϕ ∈ Tν , belongs to the Sobolev spaces of (2π)ν+1-periodic real functions
Hs(Tν+1,R2) :=
{
u = (η, ψ) : η, ψ ∈ Hs}
Hs := Hs(Tν+1,R) =
{
f =
∑
(ℓ,j)∈Zν+1
f̂ℓ,j e
i(ℓ·ϕ+jx) :
‖f‖2s :=
∑
(ℓ,j)∈Zν+1
|f̂ℓ,j|2〈ℓ, j〉2s < +∞
} (1.19)
where 〈ℓ, j〉 := max{1, |ℓ|, |j|} with |ℓ| := maxi=1,...,ν |ℓi|. For
s ≥ s0 :=
[ν + 1
2
]
+ 1 ∈ N (1.20)
the Sobolev spaces Hs ⊂ L∞(Tν+1) are an algebra with respect to the product
of functions.
Theorem 1.1. (KAM for capillary-gravity water waves) For every choice
of finitely many tangential sites S+ ⊂ N+, there exists s¯ > s0, ε0 ∈ (0, 1) such
that for every |ξ| ≤ ε20, ξ := (ξj)j∈S+ , ξj > 0 for any j ∈ S+, there exists a Borel
set G ⊂ [κ1, κ2] with asymptotically full measure as ξ → 0, i.e.
lim
ξ→0
|G| = κ2 − κ1 ,
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such that, for any surface tension coefficient κ ∈ G, the capillary-gravity system
(1.3) has a time quasi-periodic standing wave solution
u(ω˜t, x) = (η(ω˜t, x), ψ(ω˜t, x)) ,
with Sobolev regularity (η, ψ) ∈ H s¯(Tν × T,R2), of the form
η(ω˜t, x) =
∑
j∈S+
√
ξj cos(ω˜jt) cos(jx) + r1(ω˜t, x),
ψ(ω˜t, x) = −
∑
j∈S+
√
ξjj
−1ωj sin(ω˜jt) cos(jx) + r2(ω˜t, x)
(1.21)
with a diophantine frequency vector ω˜ := ω˜(κ, ξ) ∈ Rν satisfying ω˜j−ωj(κ)→ 0,
j ∈ S+, as ξ → 0, and the functions r1(ϕ, x), r2(ϕ, x) are o(
√|ξ|)-small in
H s¯(Tν×T,R), that is ‖rj‖s¯/
√|ξ| tends to 0 as |ξ| → 0 for j = 1, 2. In addition
these quasi-periodic solutions are linearly stable.
Theorem 1.1 follows by Theorems 4.1 and 4.2. This result has been an-
nounced in [20]. Let us make some comments.
1. No global in time existence results concerning the initial value problem
of the water waves equations (1.3) under periodic boundary conditions
are known so far. The present Nash-Moser-KAM iterative procedure se-
lects many values of the surface tension parameter κ ∈ [κ1, κ2] which give
rise to the quasi-periodic solutions (1.21), which are defined for all times.
Clearly, by a Fubini-type argument it also results that, for most values of
κ ∈ [κ1, κ2], there exist quasi-periodic solutions of (1.3) for most values
of the amplitudes |ξ| ≤ ε20. The fact that we find quasi-periodic solu-
tions restricting to a proper subset of parameters is not a technical issue.
The gravity-capillary water-waves equations (1.3) are not expected to be
integrable (albeit a rigorous proof is still lacking): yet the third order
Birkhoff normal form possesses multiple resonant triads (Wilton ripples),
see Craig-Sulem [24].
2. In the proof of Theorem 1.1 all the estimates depend on the surface tension
coefficient κ > 0 and the result does not hold at the limit of zero surface
tension κ → 0. Because of capillarity the linear frequencies (1.17) grow
asymptotically ∼ √κj3/2 as j → +∞. Without surface tension the linear
frequencies grow asymptotically as ∼ j1/2 and a different proof is required.
3. The quasi-periodic solutions (1.21) are mainly supported in Fourier space
on the tangential sites S+. The dynamics of the water waves equations
(1.3) restricted to the symplectic subspaces
HS+ :=
{
v =
∑
j∈S+
(
ηj
ψj
)
cos(jx)
}
,
H⊥S+ :=
{
z =
∑
j∈N\S+
(
ηj
ψj
)
cos(jx) ∈ H10 (Tx)
}
,
(1.22)
is quite different. We call v ∈ HS+ the tangential variable and z ∈ H⊥S+
the normal one. On the finite dimensional subspace HS+ we describe the
11
dynamics by introducing the action-angle variables (θ, I) ∈ Tν × Rν , see
(4.7).
This is a difference with respect to the previous papers [44], [31], [32],
[33], [34], [35], [1], that follow the Lyapunov-Schmidt decomposition. The
present formulation enables, among other advantages, to prove the linear
stability of the quasi-periodic solutions.
4. Linear stability. The quasi-periodic solutions u(ω˜t) = (η(ω˜t), ψ(ω˜t))
found in Theorem 1.1 are linearly stable. This is not only a dynamically
relevant information but also an essential ingredient of the existence proof
(it is not necessary for time periodic solutions as in [1], [31], [32], [35]).
Let us state precisely the result. Around each invariant torus there exist
symplectic coordinates
(φ, y, w) = (φ, y, η, ψ) ∈ Tν × Rν ×H⊥S+
(see (5.27) and [17]) in which the water waves Hamiltonian reads
ω · y + 1
2
K20(φ)y · y +
(
K11(φ)y, w
)
L2(Tx)
+
1
2
(
K02(φ)w,w
)
L2(Tx)
+K≥3(φ, y, w)
(1.23)
where K≥3 collects the terms at least cubic in the variables (y, w) (see
(5.29) and note that at a solution ∂φK00 = 0,K10 = ω,K01 = 0 by Lemma
5.6). In these coordinates the quasi-periodic solution reads t 7→ (ωt, 0, 0)
(for simplicity we denote the frequency ω˜ of the quasi-periodic solution by
ω) and the corresponding linearized water waves equations are
φ˙ = K20(ωt)[y] +K
T
11(ωt)[w]
y˙ = 0
w˙ = JK02(ωt)[w] + JK11(ωt)[y] .
(1.24)
Thus the actions y(t) = y(0) do not evolve in time and the third equation
reduces to the PDE
w˙ = JK02(ωt)[w] + JK11(ωt)[y(0)] . (1.25)
The self-adjoint operator K02(ωt) (defined in (5.29)) turns out to be the
restriction to H⊥
S+
of the linearized water-waves operator ∂u∇H(u(ωt)),
explicitly computed in (6.8), up to a finite dimensional remainder, see
Lemma 6.1.
In sections 6 and 7 we prove the existence of bounded and invertible
“symmetrizer” maps, see (7.97), such that ∀ϕ ∈ Tν , m = 1, 2
Wm,∞(ϕ) :Hs(Tx,C2) ∩H⊥S+→
(
Hs(Tx,R)×Hs− 12 (Tx,R)
)
∩H⊥S+ ,
(1.26)
W−1m,∞(ϕ) :
(
Hs(Tx,R)×Hs− 12 (Tx,R)
)
∩H⊥
S+
→Hs(Tx,C2) ∩H⊥S+ ,
(1.27)
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and, under the change of variables
w = (η, ψ) =W1,∞(ωt)w∞ , w∞ = (w∞, w∞) ,
the equation (1.25) transforms into the diagonal system
∂tw∞ = −iD∞w∞ + f∞(ωt) ,
f∞(ωt) :=W2,∞(ϕ)(ωt)−1JK11(ωt)[y(0)] =
(
f∞(ωt)
f∞(ωt)
)
(1.28)
where, denoting S0 := S
+ ∪ (−S+) ∪ {0} ⊆ Z,
D∞ :=
(
D∞ 0
0 −D∞
)
, D∞ := diagj∈Sc0{µ
∞
j } , µ∞j ∈ R , (1.29)
is a Fourier multiplier operator of the form (see (8.40))
µ∞j := m
∞
3
√
|j|(1 + κj2) + m∞1 |j|
1
2 + r∞j , j ∈ Sc0 , r∞j = r∞−j , (1.30)
where, for some a > 0,
m
∞
3 = 1 +O(ε
a) , m∞1 = O(ε
a) , sup
j∈Sc0
|r∞j | = O(εa) .
Actually by (4.24)-(4.25) and (4.28) we also have a control of the deriva-
tives of m∞3 , m
∞
1 and r
∞
j with respect to (ω, κ). The iµ
∞
j are the Floquet
exponents of the quasi-periodic solution. The second equation of system
(1.28) is actually the complex conjugated of the first one, and (1.28) re-
duces to the infinitely many decoupled scalar equations
∂tw∞,j = −iµ∞j w∞,j + f∞,j(ωt) , ∀j ∈ Sc0 .
By variation of constants the solutions are
w∞,j(t) = cje−iµ
∞
j t + v∞,j(t) where
v∞,j(t) :=
∑
ℓ∈Zν
f∞,j,ℓ eiω·ℓt
i(ω · ℓ+ µ∞j )
, ∀j ∈ Sc0 .
(1.31)
Note that the first Melnikov conditions (4.26) hold at a solution so that
v∞,j(t) in (1.31) is well defined. Moreover (1.26) implies
‖f∞(ωt)‖Hsx×Hsx ≤ C|y(0)| .
As a consequence the Sobolev norm of the solution of (1.28) with initial
condition w∞(0) ∈ Hs0(Tx), for some s0 < s0 < s (in a suitable range of
values), satisfies
‖w∞(t)‖Hs0x ×Hs0x ≤ C(s)(|y(0)|+ ‖w∞(0)‖Hs0x ×Hs0x ) ,
and, for all t ∈ R, using (1.26), (1.27), we get
‖(η, ψ)(t)‖
H
s0
x ×H
s0−
1
2
x
≤ C‖(η(0), ψ(0))‖
H
s0
x ×H
s0−
1
2
x
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which proves the linear stability of the torus. Note that the profile η ∈
Hs0(Tx) is more regular than the velocity potential ψ ∈ Hs0− 12 (Tx), as it
is expected in presence of surface tension, see [2].
Clearly a crucial point is the diagonalization of (1.25) into (1.29). With
respect to [1] this requires to analyze more in detail the pseudo-differential
nature of the operators obtained after each conjugation and to implement
a KAM scheme with second order Melnikov non-resonance conditions, as
we shall explain in detail below.
5. Hamiltonian and reversible structure. It is well known that the existence
of quasi-periodic motions is possible just for systems with some algebraic
structure which excludes “secular motions” and friction phenomena. The
most common ones are the Hamiltonian and the reversible structure. The
water-waves system (1.3) exhibits both of them and we shall use both. The
Hamiltonian structure is used in particular in section 5 to introduce the
symplectic coordinates (φ, y, w) in (5.27) adapted to an approximately-
invariant torus. On the other hand, for solving the second equation of
the linear system (5.50) we use reversibility (we could exploit just the
Hamiltonian structure as done in [10]-[11], [17]-[18]). Moreover the trans-
formationsW1,∞,W2,∞ which reduce the linearized operator to constant
coefficients preserve the reversible structure (it is slightly simpler than to
preserve the Hamiltonian one). Reversibility implies that several averaged
vector fields are zero, for example a constant coefficient operator of the
form h 7→ a∂xh, a ∈ R, is not compatible with the reversible structure
of the water waves, and therefore it is zero. This leads to the asymptotic
expansion of the Floquet exponents iµ∞j with µ
∞
j as in (1.30), in particu-
lar to the fact that they are purely imaginary. The linear stability of the
quasi-periodic standing wave solutions of Theorem 1.1 is a consequence of
the reversible structure of the water waves equations.
We prove the existence of quasi-periodic solutions by a Nash-Moser itera-
tive scheme in Sobolev spaces formulated as a ‘The´ore´me de conjugaison hy-
pothe´tique” a´ la Herman (section 4.1). In order to perform effective measure
estimates in the surface tension parameter κ ∈ [κ1, κ2] (section 4.2) we use
degenerate KAM theory for PDEs (section 3). For the convergence of the Nash-
Moser scheme (section 8) it is sufficient to have an “almost approximate” inverse
of the linearized operators at each step of the iteration. We use the adjectives
“almost” and “approximate” in the following sense. An “approximate” inverse
is an operator that is an exact inverse at an exact invariant torus, following the
terminology of Zehnder [52]. The adjective “almost” refers to the fact that at
the n-th step of the Nash-Moser iteration we shall require only finitely many
non-resonance conditions of diophantine type (ultraviolet cut-off) and therefore
remain terms which are Fourier supported on high frequencies of magnitude
larger than cNn and thus can be estimated as O(N
−a
n ) for some a > 0 (in
suitable norms). We follow (section 5) the scheme proposed in [17]-[18], and
implemented in [10]-[11], which reduces the problem to “almost approximately”
invert the linearized operator restricted to the normal directions. The crucial
PDE analysis is the reduction in sections 6-7 of the linearized operator to con-
stant coefficients.
14 CHAPTER 1. INTRODUCTION AND MAIN RESULT
1.1 Ideas of proof
Let us present more in details some key ideas of the paper.
1. Bifurcation analysis and Degenerate KAM theory. A first key observation
is that, for most values of the surface tension parameter κ ∈ [κ1, κ2], the
unperturbed linear frequencies (1.17) are diophantine and satisfy also first
and second order Melnikov non-resonance conditions. More precisely the
unperturbed tangential frequency vector ~ω(κ) := (ωj(κ))j∈S+ satisfies
|~ω(κ) · ℓ| ≥ γ〈ℓ〉−τ , ∀ℓ ∈ Zν \ {0}, 〈ℓ〉 := max{1, |ℓ|} ,
and it is non-resonant with the normal frequencies
~Ω(κ) := (Ωj(κ))j∈N+\S+ = (ωj(κ))j∈N+\S+ ,
i.e.
|~ω(κ) · ℓ+Ωj(κ)| ≥ γj 32 〈ℓ〉−τ , ∀ℓ ∈ Zν , j ∈ N+ \ S+ ,
|~ω(κ) · ℓ+Ωj(κ)± Ωj′ (κ)| ≥ γ|j 32 ± j′ 32 |〈ℓ〉−τ , ∀ℓ ∈ Zν , j, j′ ∈ N+ \ S+ .
This is a problem of diophantine approximation on submanifolds as in
[47]. It can be solved by degenerate KAM theory (explained below) ex-
ploiting that the linear frequencies κ 7→ ωj(κ) are analytic, simple, grow
asymptotically as j3/2 and are non-degenerate in the sense of Bambusi-
Berti-Magistrelli [12] (another proof can be given by the tools of suban-
alytic geometry in Delort-Szeftel [26]). For such values of κ ∈ [κ1, κ2],
the solutions (1.18) of the linear equation (1.13) are already sufficiently
good approximate quasi-periodic solutions of the nonlinear water waves
system (1.3). Since the parameter space [κ1, κ2] is fixed, the small divisor
constant γ can be taken γ = o(εa) with a > 0 small as needed, see (4.28).
As a consequence for proving the continuation of (1.18) to solutions of
the nonlinear water waves system (1.3), all the terms which are at least
quadratic in (1.3) are yet perturbative (in (4.1) it is sufficient to regard
the vector field εXPε as a perturbation of the linear vector field JΩ).
Actually along the Nash-Moser-KAM iteration we need to verify that the
perturbed frequencies are diophantine and satisfy first and second order
Melnikov non-resonance conditions. It is actually for that we find conve-
nient to develop degenerate KAM theory as in [12] and we formulate the
problem as a The´ore´me de conjugaison hypothe´tique a` la Nash-Moser as
we explain below.
2. A Nash-Moser The´ore´me de conjugaison hypothe´tique. The expected quasi-
periodic solutions of the autonomous Hamiltonian system (1.3) will have
shifted frequencies ω˜j -to be found- close to the linear frequencies ωj(κ) in
(1.17), which depend on the nonlinearity and the amplitudes ξj . Since the
Melnikov non-resonance conditions are naturally imposed on ω, it is con-
venient to use the functional setting formulation of Theorem 4.1 where the
parameters are the frequencies ω ∈ Rν and the surface tension κ ∈ [κ1, κ2]
and we introduce a counter term α ∈ Rν in the family of Hamiltonians
Hα defined in (4.16).
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Then the goal is to prove that, for ε small enough, for “most” parameters
(ω, κ) ∈ Cγ∞, there exists a value of the constants α := α∞(ω, κ, ε) =
ω+O(εγ−k) and a ν-dimensional embedded torus T = i(Tν) close to Tν×
{0} × {0}, invariant for the Hamiltonian vector field XH(α∞(ω,κ,ε),·) and
supporting quasi-periodic solutions with frequency ω. This is equivalent
to look for a zero of the nonlinear operator F(i, α, ω, κ, ε) = 0 defined in
(4.17). This equation is solved in Theorem 4.1 by a Nash-Moser iterative
scheme. The value of α := α∞(ω, κ, ε) is adjusted along the iteration
in order to control the average of the first component of the Hamilton
equation (4.17), in particular for solving the linearized equation (5.44),
(5.54).
The set of parameters (ω, κ) ∈ Cγ∞ for which the invariant torus exists is
the explicit set (4.26). We require that ω satisfies the diophantine property
|ω · ℓ| ≥ γ〈ℓ〉−τ , ∀ℓ ∈ Zν \ {0} , (1.32)
and, in addition, the first and second Melnikov non-resonance conditions.
Note that the set Cγ∞ is defined in terms of the “final torus” i∞ (see (4.23))
and the “final eigenvalues” in (4.24) which are defined for all the values
of the frequency ω ∈ Rν and κ ∈ [κ1, κ2] by a Whitney-type extension
argument, see the sentences after (1.40). This formulation completely
decouples the Nash-Moser iteration (which provides the torus i∞(ω, κ, ε)
and the constant α∞(ω, κ, ε) ∈ Rν) from the discussion about the mea-
sure of the set of parameters where all the non-resonance conditions are
indeed verified. This simplifies the measure estimates which are no longer
imposed at each step but only once, see section 4.2. This formulation
follows that of [16] (in a Lyapunov-Schmidt context) and [13] (in a KAM
theorem) and [19] (in a Nash-Moser context). The measure estimates are
done in section 4.2.
In order to prove the existence of quasi-periodic solutions of the water
waves equations (1.3), and not only of the system with modified Hamil-
tonian Hα with α := α∞(ω, κ, ε), we have then to prove that the curve of
the unperturbed linear frequencies
[κ1, κ2] ∋ κ 7→ ~ω(κ) := (
√
j(1 + κj2))j∈S+ ∈ Rν
intersects the image α∞(Cγ∞), under the map α∞ of the set Cγ∞, for “most”
values of κ ∈ [κ1, κ2]. This is proved in Theorem 4.2 by degenerate KAM
theory. For such values of κ we have found a quasi-periodic solution of
(1.3) with diophantine frequency ωε(κ) := α
−1
∞ (~ω(κ), κ), where α
−1
∞ (·, κ)
is the inverse of the function α∞(·, κ) at a fixed κ ∈ [κ1, κ2].
The above functional setting perspective is in the spirit of the so called
“The´ore´me de conjugaison hypothe´tique” of Herman proved by Fejoz [28]
for finite dimensional Hamiltonian systems, see also the discussion in [17].
A relevant difference is that in [28], in addition to α, also the normal
frequencies are introduced as independent parameters, unlike in Theorem
4.1. Actually for PDEs it seems more convenient the present formulation:
it is a major point of the work to know the asymptotic expansion (1.30)
of the Floquet exponents.
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3. Degenerate KAM theory and measure estimates. In Theorem 4.2 we prove
that for all the values of κ ∈ [κ1, κ2] except a set of small measure
O(γ1/k0 ) (the value of k0 ∈ N is fixed once for all in section 3) the vec-
tor (α−1∞ (~ω(κ), κ), κ) belongs to the set Cγ∞, see the set Gε in (4.29). As
already said, we use in an essential way that the unperturbed frequencies
κ 7→ ωj(κ) are analytic, are simple (on the subspace of the even functions),
grow asymptotically as j3/2 and are non-degenerate in the sense of [12].
This is verified in Lemma 3.2 as in [12] by a Van der Monde determinant.
Then we develop degenerate KAM theory which reduces this qualitative
non-degeneracy condition into a quantitative one, which is sufficient to
estimate effectively the measure of the set Gε by the classical Ru¨ssmann
lemma. We deduce in Proposition 3.3 that ∃k0 > 0, ρ0 > 0 such that, for
all κ ∈ [κ1, κ2],
max
0≤k≤k0
∣∣∂kκ(~ω(κ) · ℓ+Ωj(κ)− Ωj′(κ))∣∣ ≥ ρ0〈ℓ〉 ,
∀(ℓ, j, j′) 6= (0, j, j), j, j′ ∈ N+ \ S+ ,
(1.33)
and similarly for the 0-th, 1-th and the 2-th order Melnikov non-resonance
condition with the sign +. Note that the restriction to the subspace (1.8),
see also (1.10), of functions with zero average in x eliminates the zero
frequency ω0 = 0, which is trivially resonant (this is used also in [25]).
Property (1.33) implies that for “most” parameters κ ∈ [κ1, κ2] the un-
perturbed linear frequencies (~ω(κ), ~Ω(κ)) satisfy the Melnikov conditions
of 0, 1, 2 order (but we do not use it explicitly). Actually, the condi-
tion (1.33) is stable under perturbations which are small in Ck0-norm, see
Lemma 4.4. Since the perturbed Floquet exponents in (4.32) are small
perturbations of the unperturbed linear frequencies
√
j(1 + κj2) in Ck0-
norm (see (4.31) and (4.34)) the ‘transversality” property (1.33) still holds
for the perturbed frequencies ωε(κ) defined in (4.30). As a consequence,
by applying the classical Ru¨ssmann lemma (Theorem 17.1 in [48]) we
prove that the set of non-resonant parameters Gε has a large measure, see
Lemma 4.5 and the end of the proof of Theorem 4.2.
Analysis of the linearized operators. The other crucial analysis for the Nash-
Moser iterative scheme is to prove that the linearized operator obtained at any
approximate solution is, for most values of the parameters, invertible, and that
its inverse satisfies tame estimates in Sobolev spaces. We implement in section 5
the procedure developed in Berti-Bolle [17] and [10]-[11] for autonomous PDEs.
It consists in introducing a convenient set of symplectic variables (see (5.27))
near the approximate torus such that the linearized equations become (approx-
imately) decoupled in the action-angle components and the normal ones, see
(5.44). As a consequence, the problem is reduced to “almost-approximately” in-
vert the linearized operator Lω defined in (5.40). Actually, since the symplectic
change of variables (5.27) modifies, up to a translation, only the finite dimen-
sional action component, the linear operator Lω is nothing but the linearized
water-waves operator L computed in (6.8) -in the original coordinates- up to a
finite dimensional remainder and restricted to the normal directions. Thus the
key part of the analysis consists in (almost) reducing the quasi-periodic linear
operator L to constant coefficients, via linear changes of variables close to the
identity, which map Sobolev spaces into itself and satisfy tame estimates, see
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Theorem 7.12. We refer to this result as “almost invertibility” of Lω , because
we get an inverse of this operator up to the small remainders Rω (which is of
order O(εγ−1N−an−1), a > 0) and R
⊥
ω (which is of order O(K
−b
n ), b > 0), see
(7.92)-(7.95).
This is achieved in sections 6 and 7 by making full use of pseudo-differential
operator theory that we present in section 2.1 in a formulation convenient to
our purposes.
Pseudo-differential operators. We underline that all the coefficients of the
linearized operator L in (6.8) are C∞ in (ϕ, x) because each approximate solu-
tion (η(ϕ, x), ψ(ϕ, x)) at which we linearize along the Nash-Moser iteration is
a trigonometric polynomial in (ϕ, x) (at each step we apply the projector Πn
defined in (8.1)) and the water waves vector field is analytic. This allows to
work in the usual framework of C∞ pseudo-differential symbols.
In this paper we only use the class Sm of (classical) symbols introduced
in Definition 2.9. We do not explicitly make use of pseudo-differential oper-
ators in the class OPSm1
2 ,
1
2
used by Alazard-Baldi in [1] (called semi-Fourier
integral operators). Actually we shall produce similar transformations as flows
of pseudo-PDEs (see (6.130)). The advantage is that the invertibility of such
transformations, as well as the fact that they satisfy tame estimates in Sobolev
spaces together with its inverses, follows easily by proving energy estimates for
the flow, see Appendix A.
For the Nash-Moser convergence we clearly need to perform quantitative
estimates in Sobolev spaces. Then, given a pseudo-differential operator
A = Op(a(ϕ, x, ξ)) ∈ OPSm ,
we introduce the norm |A|m,s,α defined in (2.36) (more generally |A|k0,γm,s,α in
Definition 2.11), which is inspired to the para-differential norm in Metivier [42],
chapter 5. Note that |A|m,s,α controls the regularity in (ϕ, x) of the symbol
a(ϕ, x, ξ) ∈ Sm only up to a limited smoothness.
We now explain the main steps for the reduction of the quasi-periodic linear
operator L in (6.8).
1. Reduction of L to constant coefficients in decreasing symbols. The goal
of section 6 (Proposition 6.31) is to reduce L to a quasi-periodic linear
operator of the form
(h, h¯) 7→ (ω ·∂ϕ + im3T (D) + im1|D| 12 )h+Rh+Qh¯ , h ∈ C , (1.34)
where m3, m1 ∈ R are constants satisfying m3 ≈ 1, m1 ≈ 0, the principal
symbol operator is
T (D) := |D|1/2(1− κ∂xx)1/2 ,
and the remainders R := R(ϕ), Q := Q(ϕ) are small bounded operators
acting in the Sobolev spaces Hs, which satisfy tame estimates. More pre-
cisely, in view of the KAM reducibility scheme of section 7, we need that
all the operators in (1.38), together with its derivatives ∂kω,κR, ∂kω,κQ,
|k| ≤ k0, satisfy tame estimates, see (6.249). We neglect in (1.34) smooth-
ing operators which are supported on high Fourier frequencies (ultra-violet
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cut-off) and therefore satisfy (6.245)-(6.246). Note that (1.34) is an op-
erator which acts on (h, h¯). We shall deal in a quite different way the
operators
h 7→ (ω ·∂ϕ + im3T (D) + im1|D| 12 )h+Rh and h¯ 7→ Qh¯ .
We shall call the first operator “diagonal”, and the latter “off-diagonal”,
with respect to the variables (h, h¯).
2. Symmetrization and space-time reduction of L at the highest order. The
first part of the analysis (sections 6.1-6.2) is similar to Alazard-Baldi [1].
A difference is that we reduce the linear operator L in (6.8) to constant
coefficients up to OPS0 remainders (Lemma 6.7), while in [1] the remain-
ders are O(∂
−3/2
x ). The reason of this difference is that we will not invert
the linearized operator in (1.34) simply by a Neumann-argument, as done
for the periodic solutions in [1], [35], [31], [32], [44]. This approach does
not work in the quasi-periodic case. The key difference is that, in the
periodic problem, a sufficiently regularizing operator in the space variable
is also regularizing in the time variable, on the characteristic Fourier in-
dices which correspond to the small divisors. This is clearly not true for
quasi-periodic solutions.
Our strategy will be to diagonalize, actually it is sufficient to “almost
diagonalize”, the linearized operator in (1.34) by the KAM scheme of
section 7. The expression “almost diagonalize” refers to the fact that in
Theorem 7.5 the remainders Rn and Qn that are left in (7.35) are not
zero, but small as O(εγ−1N−an−1) (and this is because we require just the
finitely many diophantine conditions (7.34)). This requires to analyze
more in detail the pseudo-differential nature of the remainders after all
the conjugation steps -a key difference concerns the nature of the block-
off diagonal operators in (h, h¯) with respect to the diagonal ones- and to
be able to impose the second Melnikov non-resonance conditions.
In section 6.3 we introduce complex coordinates (h, h¯), which are conve-
nient to reduce the off-diagonal blocks of the linear system to a very neg-
ative order (section 6.5). We could have introduced the complex variables
(h, h¯) right after section 6.1 performing the symmetrization procedure and
the space reduction of the highest order (section 6.2) in the variables (h, h¯).
This way, however, would require to use an Egorov type argument to esti-
mate the remainders unlike in section 6.2 we use (as in [1]) only the simple
change of variables (6.22).
Then in section 6.4, using a time-reparametrization as in [1], we obtain a
quasi-periodic linear operator of the form (see (6.74))
(h, h¯) 7→ (ω ·∂ϕ + im3T (D) + a11(ϕ, x)∂x + ia12(ϕ, x)H|D| 12 )h
+ ib(ϕ, x)H|D| 12 h¯+ . . . .
(1.35)
From this point we have to proceed quite differently with respect to [1].
3. Block-decoupling. In view of the transformations used in the next Egorov-
step and the KAM reducibility scheme of section 7, we first reduce the
order of the off-diagonal term ib(ϕ, x)H|D| 12 h¯ to a very negative order
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OPS−M . In section 6.5 we conjugate (1.35) to a quasi-periodic linear
operator of the form (Proposition 6.11)
(h, h¯) 7→ ω ·∂ϕh+ im3T (D)h+ a11(ϕ, x)∂xh+ ia12(ϕ, x)H|D| 12 h
+RMh+QM h¯
where RM ∈ OPS0 and QM ∈ OPS−M , for some M large enough which
is fixed by the KAM reducibility scheme, see (7.9).
4. Egorov analysis. Space reduction of the order ∂x. The goal of section 6.6 is
to eliminate the first order vector field a11(ϕ, x)∂x. For that Alazard-Baldi
[1] used a semi-Fourier integral operator like Op(eia(ϕ,x)
√
|ξ|) ∈ OPS01
2 ,
1
2
.
We shall use instead the flow Φ(ϕ) := Φ(ϕ, ω, κ) of the pseudo-PDE
ut = ia(ϕ, x, ω, κ)|D|1/2u . (1.36)
The proof that Φ, as well as its inverse Φ−1, is well posed in Sobolev
spaces Hs and satisfies tame estimates, follow by the energy estimates
of Appendix A (the vector field ia(ϕ, x, ω, κ)|D|1/2 is skew-adjoint at the
highest order). We think that this is conceptually simpler than proving
directly the invertibility and the tame estimates of Op(eia(ϕ,x)
√
|ξ|) as in
[1].
However the main advantage in order to use the present flow approach
consists in the Egorov analysis of the pseudo-differential nature of the
conjugated operator. The flow has a very different effect on the opera-
tor h 7→ (ia12(ϕ, x)H|D| 12 + RM )h and the off-diagonal one h¯ 7→ QM h¯:
the first remains a classical pseudo-differential operator in OPS0 (Egorov
analysis), but the off-diagonal one becomes a pseudo-differential operator
in the class OPS−M1
2 ,
1
2
.
Let us roughly explain why this is a relevant information. The flow Φ(ϕ) ∼
Op(eia(ϕ,x)
√
|ξ|) maps Sobolev spaces in itself. However each derivative
∂ϕΦ(ϕ) ∼ Op
(
eia(ϕ,x)
√
|ξ| i∂ϕa(ϕ, x)
√
|ξ|)
is an unbounded operator which loses |D|1/2 derivatives. In the Appendix
we actually prove that ∂kω,κ∂
β
ϕΦ(ϕ) satisfies tame estimates with a loss of
|D| |β|+|k|2 derivatives.
The main idea of the Egorov analysis in section 6.6 is that, given a scalar
classical pseudo-differential operator P0 ∈ OPSm, the conjugated opera-
tor
P+(ϕ) := Φ(ϕ)P0Φ(ϕ)
−1 = Op(c(ϕ, x, ξ)) , c(ϕ, x, ξ) ∈ Sm , (1.37)
remains as well a classical pseudo-differential operator. Therefore, the
differentiated operator ∂ϕP+(ϕ) = Op(∂ϕc(ϕ, x, ξ)) ∈ OPSm is a pseudo-
differential operator of the same order of P0 with a symbol ∂ϕc which is
just less regular in ϕ. Then the loss of regularity for ∂ϕc is compensated by
the usual Nash-Moser smoothing procedure in ϕ. The property (1.37) is
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due to the fact that P+ is “transported” under the flow of (1.36) according
to the Heisenberg equation (6.135).
This is the reason why we require that the diagonal remainder R ∈ OPS0
is just of order zero.
On the other hand, the off-diagonal term QM ∈ OPS−M evolves, un-
der the flow of (1.36), according to the “skew-Heisenberg” equation ob-
tained replacing in (6.135) the commutator with the skew-commutator. As
a consequence the symbol of Q+M := Φ(ϕ)QMΦ(ϕ)−1 assumes the form
eia(ϕ,x)
√
|ξ|q(ϕ, x, ξ) where q(ϕ, x, ξ) ∈ S−M is a classical symbol (actually
we do not prove it explicitly because it is not needed). Thus the action of
each ∂ϕ on Q+M produces an operator which loses |D|
1
2 derivatives in space
more than QM . This is why we perform in section 6.5 a large number M
of regularizing steps for the off-diagonal components Q. The constant M
is fixed later in (7.9). The precise tame estimates of ∂βϕQ+M are given in
Proposition 6.26 for M ≥ β+k0+4. In section 7 we take β ∼ b, see (7.9).
5. Space reduction of the order |D|1/2. In section 6.7 we reduce to constant
coefficients also the diagonal operator term of order |D|1/2. This concludes
(section 6.8) the conjugation of Lω to a quasi-periodic linear operator like
(1.34).
6. KAM-reducibility scheme. We apply the KAM diagonalization scheme of
section 7 to a linear operator as in (1.34) where
R , [R, ∂x] , ∂s0ϕmR , ∂s0ϕm [R, ∂x] ,
∂s0+bϕm R , ∂s0+bϕm [R, ∂x] , m = 1, . . . , ν ,
(1.38)
and similarly Q, satisfy tame estimates for some b := b(τ, k0) ∈ N large
enough, fixed in (7.6), see (7.4), (7.5), (7.7). Such condition is proved in
Lemma 7.2, having assumed that M (= number of regularizing steps for
the off-diagonal operators performed in section 6.5) is taken large as in
(7.9) (essentiallyM = O(b)). It is the property which compensates, along
the KAM iteration, the loss of derivatives in ϕ produced by the small
divisors (this condition is strictly weaker than assuming a polynomial off-
diagonal decay of R, Q, as in [8]-[10]).
The core of the KAM reducibility scheme of section 7 is to prove that the
class of operators which are Dk0 -modulo-tame (Definition 2.23) is closed
under the operations involved by a KAM iteration, namely
(a) composition (Lemma 2.25),
(b) solution of the homological equation (Lemma 7.7),
(c) projections (Lemma 2.27).
We recall that we have to control that the KAM transformations (and
all the operators) are k0-times differentiable with respect to the parame-
ters (ω, κ) ∈ Rν × [κ1, κ2] to prove that the Floquet exponents (ω, κ) 7→
µ∞j (ω, κ) in (4.24) are small perturbations of the linear frequencies√
j(1 + κj2) in Ck0-norm.
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The reason why we implement the KAM reducibility scheme for Dk0 -
modulo-tame operators and not only for Dk0 -tame operators is that for a
Dk0 -tame operator the second estimate in Lemma 2.27 for the projector
Π⊥N does not hold (majorant like norms have been used also in [14]-[15]).
The fact that the initial majorant operators |R|, |Q| (see Definition 2.3)
fulfill tame estimates (which is stronger that requiring tame estimates
just for R and Q) is verified in Lemma 7.6 thanks to the assumption
that [∂x,R] and ∂s0ϕmR, as well as all the operators in (1.38), satisfy tame
estimates, see Lemma 7.2. Note that the commutator [∂x, r(x,D)] =
rx(x,D) is a pseudo-differential operator with the same order of r(x,D)
(this is used in particular in Proposition 6.26). This is another reason for
which it is sufficient that the pseudo-differential remainder which acts on
the diagonal (i.e. on h) is just in OPS0.
The key (quadratic + super-exponentially small) inductive estimates re-
quired for the convergence of the iteration are provided by Lemma 7.9.
More precisely (7.75) and (7.76) allow to prove the convergence of the
scheme up to the Sobolev index s, by choosing b := b(τ) large enough as
fixed in (7.6). The inductive relation (7.76) provides an a priori bound for
the divergence of the modulo-tame constants M♯ν(s, b) of the operators
〈∂ϕ〉bRν+1 and 〈∂ϕ〉bQν+1 along the iteration. Then (7.75) shows that
M♯ν(s) converges very rapidly to 0 as ν → +∞, see (7.22).
Note that the iterative KAM Theorem 7.3 requires only the smallness
condition (7.14) which involves just the low norm ‖ ‖s0+b but implies
also tame estimates up to the Sobolev scale s, see (7.22). The important
consequence is that, in Theorem 7.5, only the condition (7.33) in low
norm, implies the tame estimates (7.37) for the transformations up to any
s ∈ [s0, S]. The smallness condition (7.33) will be verified inductively
along the nonlinear Nash-Moser scheme of section 8. The tame property
(7.37) (at any scale) is used in the convergence of the Nash-Moser iteration
of section 8.
After the above analysis of the linearized operator, in section 8, we imple-
ment a differentiable Nash-Moser iterative scheme to find better and better
approximate quasi-periodic solutions up to the scales
Kn := K
χn
0 , χ := 3/2 , (1.39)
which lead, at the limit, to an embedded torus invariant under the flow of the
Hamiltonian PDE, see Theorem 8.2 and section 8.1.
We conclude the introduction with some other comment.
1. Whitney extension. At each iterative step of the Nash-Moser iteration -
and correspondingly for the reduction of the linearized operator in sections
5, 6, 7- we only require that the frequency vector ω ∈ Rν satisfies finitely
many non-resonance diophantine conditions. More precisely we assume at
the n-th step that ω belongs to
DC
γ
Kn
:=
{
ω ∈ Ω ⊂ Rν : |ω · ℓ| ≥ γ〈ℓ〉−τ , ∀|ℓ| ≤ Kn
}
(1.40)
and similarly we require finitely many first and second order Melnikov
non-resonance conditions, see (7.88) and (7.19) (the set Ω is the neighbor-
hood (4.21) of the curve ~ω([κ1, κ2]) described by the unperturbed linear
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frequencies ~ω). This allows to perform a constructive Whitney extension
of the solution, with respect to the parameters (ω, κ) in a way similar
to [16]. We find this construction convenient in order to estimate the
k-derivatives ∂kω,κ of the approximate solutions (and of the eigenvalues)
which, on a subset with a not empty interior (like DCγKn) are well defined in
the usual sense (instead of introducing the notion of Whitney derivatives
on closed subsets, possibly with an empty interior). The quantitative esti-
mates that we shall obtain (see for example (4.23) and (4.34)) are similar
to those which are satisfied by the solution
h := (ω · ∂ϕ)−1g =
∑
ℓ∈Zν\{0}
gℓ
iω · ℓ e
iℓ·ϕ , g :=
∑
ℓ∈Zν\{0}
gℓe
iℓ·ϕ , (1.41)
of the basic linear equation of KAM theory ω · ∂ϕh = g, namely
‖∂kωh‖s ≤ Cγ−|k|‖g‖s+τ+|k|τ . (1.42)
We note that each derivative ∂ω produces a factor γ
−1 and a loss of τ -
derivatives in the Sobolev index. This is the phenomenon described by
Po¨schel in [45] as “anisotropic differentiability” of the families of KAM
tori with respect to ω. Actually when solving the homological equations,
see (7.59)-(7.60), we also have denominators which depend on both (ω, κ)
and we have to estimate the regularity of the solution also with respect to
κ, see Lemma 7.7.
2. Dirichlet-Neumann operator. In section 2.4 we use a self-contained proof
of the representation of the Dirichlet-Neumann operator G(η) as a pseudo-
differential operator, due to Baldi [5]. The conformal change of variables
(2.121)-(2.122) transforms the elliptic problem (1.2), which is defined in
the variable fluid domain {y ≤ η(x)}, into the elliptic problem (2.128)
which is defined on the straight strip {Y ≤ 0} and can be solved by
an explicit integration. By conjugating back such solution, it turns out
that (Lemma 2.40) the principal symbol of G(η) is just |D| (see (2.118))
up to a small remainder RG(η) ∈ OPS−∞ (recall that the profile η ∈
C∞). Actually ψ 7→ RG(η)[ψ] is a regularizing linear operator which
satisfies tame estimates (with loss of derivatives) in η, see e.g. (2.132).
For obtaining such quantitative estimates it is convenient to represent RG
as an integral operator (see (2.129) and Lemma 2.36) and to use the fact an
integral operator transforms into another integral operator under changes
of variable, see Lemma 2.34.
Acknowledgements. We thank P. Baldi, L. Biasco, W. Craig and J. M. Delort,
for many useful discussions.
1.2 Notation
We organize in this subsection the most important notation used in the paper.
We denote by N := {0, 1, 2, . . .} the natural numbers including {0} and
N+ := {1, 2, . . .}. We denote the “tangential” sites by
S+ ⊂ N+ and we set S := S+∪(−S+) , S0 := S+∪(−S+)∪{0} ⊆ Z . (1.43)
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The cardinality of S+ is |S+| = ν, and we look for quasi-periodic solutions with
frequency ω ∈ Rν . The surface tension parameter κ is in the interval [κ1, κ2]
with κ1 > 0. In the paper all the functions, operators, transformations, etc . . . ,
depend on the parameter
λ = (ω, κ) ∈ Λ0 ⊂ Rν × [κ1, κ2] ,
in a k0-differentiable way. We will often not specify the domain Λ0 which is un-
derstood from the context. We use the multi-index notation k = (k1, . . . , kν+1) ∈
Nν+1 with |k| := k1+. . .+kν+1 and we denote the derivative ∂kλ := ∂k1λ1 . . . ∂
kν+1
λν+1
.
For a scalar valued function µ : Λ0 ⊂ Rν+1 → R (for example the Floquet
exponents), or valued in Rd, d ∈ N, which is k0-times differentiable with respect
to λ, we define
|µ|k0,γ := |µ|k0,γ
Λ0
:=
∑
|k|≤k0
γ|k| sup
λ∈Λ0
|∂kλµ(λ)| .
This norm extends the Lipschitz-weighted norm introduced in [40], [46] and used
in [13], [8], [10].
Given a set B we denote by N (B, η) the open neighborhood of B of width
η (which is empty if B is empty) in Rν × [κ1, κ2], namely
N (B, η) := {λ ∈ Rν × [κ1, κ2] : dist(B, λ) ≤ η} . (1.44)
Given j ∈ Z, we set 〈j〉 := max{1, |j|} and for any vector ℓ = (ℓ1, . . . , ℓν) ∈ Zν ,
〈ℓ〉 := max{1, |ℓ|} , |ℓ| = maxi=1,...,ν |ℓi| .
With a slight abuse of notation, given ℓ ∈ Zν , j ∈ Z, we write 〈ℓ, j〉 :=max{1, |ℓ|, |j|}.
Sobolev spaces. We denote by Hs(Tν+1) the Sobolev space of both real and
complex valued functions defined by
Hs := Hs(Tν+1) :=
{
u(ϕ, x) =
∑
ℓ∈Zν ,j∈Z
uℓ,je
i(ℓ·ϕ+jx) :
‖u‖2s :=
∑
ℓ∈Zν ,j∈Z
〈ℓ, j〉2s|uℓ,j|2 < +∞
}
,
see (1.19). In the paper we shall use Hs Sobolev spaces with index s in a finite
range of values
s ∈ [s0, S] , where s0 :=
[ν + 1
2
]
+ 1 ∈ N ,
see (1.20), and the largest possible value of S is fixed in the Nash-Moser iteration
in section 8, see (8.12).
In section 2.2 we state some abstract lemmata (for instance Lemmata 2.30,
2.31) for a Sobolev space Hs(Td) of generic dimension d ∈ N, that we define as
Hs(Td) :=
{
u(y) =
∑
k∈Zd
uke
ik·y : ‖u‖2s :=
∑
k∈Zd
〈k〉2s|uk|2 < +∞
}
where k = (k1, . . . , kd) ∈ Zd, 〈k〉 := max{1, |k|}, |k| := maxi=1,...,d|ki|. We
shall also use the notation Hsx := H
s(Tx) for Sobolev spaces of functions of
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the space-variable x ∈ T, and Hsϕ = Hs(Tνϕ) for Sobolev spaces of the periodic
variable ϕ ∈ Tν . Moreover we also define the subspace H10 (Tx) of H1(Tx) of
functions depending only on the space variable x with zero average, i.e.
H10 (Tx) :=
{
u ∈ H1(T) :
∫
T
u(x) dx = 0
}
. (1.45)
Along the paper we consider families of functions u(λ) in Hs that are k0-times
differentiable with respect to the parameter λ = (ω, κ) ∈ Λ0 ⊂ Rν+1, and
for which we introduce the following weighted Sobolev norm (see (2.5)): for
γ ∈ (0, 1),
‖u‖k0,γs :=
∑
|k|≤k0
γ|k|supλ∈Λ0‖∂kλu(λ)‖s . (1.46)
The meaning of the indices k0, γ, s is the following:
1. The index k0 ∈ N denotes that u(λ) is k0-times differentiable with respect
to the parameter λ. The index k0 is fixed in section 3. It depends only on
properties of the linear frequencies ωj(κ) in (1.17), and the choice of the
tangential sites S+, and it does not vary along the whole paper. When
used in other contexts the index k0 always indicates that the operators,
functions, frequencies, eigenvalues, etc., are k0-times differentiable with
respect to the parameter λ.
2. The parameter γ ∈ (0, 1) is the diophantine constant of the frequencies
|ω · ℓ| ≥ γ〈ℓ〉−τ , ∀ℓ ∈ Zν \ {0}, and similarly for the first and second order
Melnikov non-resonance conditions. Such quantities enter at the denomi-
nators in the solutions of homological equations like (1.41), and therefore
any derivative ∂ω produces the appearance of a factor γ
−1, as explained
for (1.42). This motivates the use of the weights γ|k| in (1.46), and sim-
ilarly, in other contexts, before a ∂kλ derivative of operators, functions,
frequencies, eigenvalues, etc.... Along the paper γ = O(εa) with a > 0 as
small as wanted (actually we could take just γ = o(1) as ε→ 0).
3. The index s denotes the Sobolev index of the norm ‖ ‖s.
Pseudo-differential operators and norms. A pseudo-differential operator
with symbol a(x, ξ) is denoted by Op(a) or a(x,D), see Definitions 2.8, 2.9.
The set of symbols a(x, ξ) of order m is denoted by Sm and the class of the
corresponding pseudo differential operators by OPSm. We also set
OPS−∞ = ∩m∈ROPSm .
Along the paper we have to consider symbols a(λ, ϕ, x, ξ) that depend on ϕ ∈ Tν
and on a parameter λ ∈ Λ0 ⊂ Rν+1. The symbol a is k0-times differentiable
with respect to λ and C∞ with respect to (ϕ, x, ξ). For the corresponding family
of pseudo differential operators A(λ) = a(λ, ϕ, x,D) we introduce in Definition
2.11 the norms
|A|k0,γm,s,α :=
∑
|k|≤k0
γ|k|supλ∈Λ0 |∂kλA(λ)|m,s,α (1.47)
indexed by k0 ∈ N, γ ∈ (0, 1), m ∈ R, s ≥ s0, α ∈ N, where
|A(λ)|m,s,α := max0≤β≤α sup
ξ∈R
‖∂βξ a(λ, ·, ·, ξ)‖s〈ξ〉−m+β .
The meaning of the indices k0, γ, m, s, α is the following:
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1. The index k0 ∈ N denotes that the operatorsA(λ) (i.e. the symbols a(λ, ·))
are k0-times differentiable with respect to the parameters λ = (ω, κ).
2. The parameter γ ∈ (0, 1) is the diophantine constant of the frequencies
|ω · ℓ| ≥ γ〈ℓ〉−τ , ∀ℓ ∈ Zν \ {0}, and similarly for the first and second order
Melnikov non-resonance conditions.
3. The parameterm ∈ R denotes the order of the pseudo-differential operator
A ∈ OPSm.
4. The constant s denotes the Sobolev index of the norm ‖∂βξ a(λ, ·, ·, ξ)‖s
which measures the regularity of the function (ϕ, x) 7→ ∂βξ a(λ, ϕ, x, ξ). It
varies in a finite range s ∈ [s0, S] where s0 is fixed in (1.20) and the largest
S is fixed in section 8, see (8.12).
5. The constant α ∈ N is the number of ∂ξ derivatives that we estimate of
a symbol a(x, ξ). In section 6 we take α ≈ M where M is the number
of decoupling steps performed in section 6.5. The constant M is fixed in
(7.9). The important point is that the largest values of α,M used along
the paper do not depend on the Sobolev index s.
Dk0 -tame and Dk0-modulo-tame operators. In Definition 2.18 we introduce
the class of linear operators A = A(λ) satisfying tame estimates of the form
sup
|k|≤k0
sup
λ∈Λ0
γ|k|‖(∂kλA(λ))u‖s ≤MA(s0)‖u‖s+σ +MA(s)‖u‖s0+σ ,
that we call Dk0 -σ-tame operators. The constant MA(s) is called the tame
constant of the operator A. When the “loss of derivatives” σ = 0 we simply call
a Dk0 -0-tame operator to be Dk0 -tame.
In Definition 2.23 we introduce the subclass of Dk0 -modulo tame operators
A = A(λ) such that for any k ∈ Nν+1, |k| ≤ k0, the majorant operator |∂kλA|
satisfies the tame estimates
sup
|k|≤k0
sup
λ∈Λ0
γ|k|‖|∂kλA|u‖s ≤M♯A(s0)‖u‖s +M♯A(s)‖u‖s0 .
The majorant operator |A| is introduced in Definition 2.3-1, by taking the mod-
ulus of the matrix entries of the matrix which represents the operator A with
respect to the exponential basis. We refer to M♯A(s) as the modulo tame con-
stant of the operator A.
Finally we use the following notation:
1. a ≤s,α,M b means that a ≤ C(s, α,M)b for some constant C(s, α,M) > 0
depending on the Sobolev index s, and the constants α,M . Sometimes,
along the paper, we omit to write the dependence ≤s0,k0 with respect to
s0, k0, because s0 (defined in (1.20)) and k0 (determined in section 3) are
considered as fixed constants.
2. a⋖ b means that a ≤ Cb for some absolute constant which depends only
on the data of the problem.
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Chapter 2
Functional setting
We regard a function u(ϕ, x) ∈ L2(Tν×T,C) of space-time also as a ϕ-dependent
family of functions u(ϕ, ·) ∈ L2(Tx,C) that we expand in Fourier series as
u(ϕ, x) =
∑
j′∈Z
uj′(ϕ)e
ij′x =
∑
ℓ′∈Zν ,j′∈Z
uℓ′,j′e
i(ℓ′·ϕ+j′x) . (2.1)
Along the paper we denote the Fourier coefficients uℓ,j, uj(ϕ) of the function
u(ϕ, x) (with respect to the space variables (ϕ, x) or x, respectively) also as ûℓ,j,
ûj(ϕ). We also consider real valued functions u(ϕ, x) ∈ R. When no confusion
appears we will denote simply by L2, L2(Tν×T), L2x := L2(Tx) either the spaces
of real or complex valued L2-functions.
The Sobolev norm ‖ ‖s defined in (1.19) is equivalent to
‖u‖s ≃ ‖u‖HsϕL2x + ‖u‖L2ϕHsx . (2.2)
Definition 2.1. Given a function u ∈ L2(Tν × T) as in (2.1), we define the
majorant function
|u|(ϕ, x) :=
∑
ℓ∈Zν ,j∈Z
|uℓ,j|ei(ℓ·ϕ+jx) . (2.3)
Note that the Sobolev norms of u and |u| are the same, i.e.
‖u‖s = ‖|u|‖s . (2.4)
We consider also family of Sobolev functions λ 7→ u(λ) ∈ Hs which are k0-times
differentiable with respect to a parameter
λ := (ω, κ) ∈ Λ0 ⊂ Rν+1 .
For γ ∈ (0, 1) we define the weighted Sobolev norm
‖u‖k0,γs :=
∑
|k|≤k0
γ|k|supλ∈Λ0‖∂kλu(λ)‖s (2.5)
and we use the same notation ‖u‖k0,γs for a Sobolev function u ∈ Hsϕ of the ϕ
variable only.
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For a family of functions u(λ, ·) : Td → C, which is k0-times differentiable
with respect to λ, we define the Cs-weighted norm
‖u‖k0,γCs :=
∑
|k|≤k0
γ|k|supλ∈Λ0‖∂kλu(λ)‖Cs (2.6)
(we use it in section 2.3 to functions K(λ, ·) with d = ν + 1).
We have the following interpolation lemma.
Lemma 2.2. Let a0, b0 ≥ 0 and p, q > 0. For all ǫ > 0 there exists a constant
C(ǫ) := C(ǫ, p, q) > 0, which satisfies C(1) < 1, such that
‖u‖a0+p‖v‖b0+q ≤ ǫ‖u‖a0+p+q‖v‖b0 + C(ǫ)‖u‖a0‖v‖b0+p+q (2.7)
‖u‖k0,γa0+p‖v‖b0+q ≤ ǫ‖u‖k0,γa0+p+q‖v‖b0 + C(ǫ)‖u‖k0,γa0 ‖v‖b0+p+q . (2.8)
Proof. By interpolation
‖u‖a0+p ≤ ‖u‖µa0‖u‖1−µa0+p+q , µ :=
q
p+ q
, ‖v‖b0+q ≤ ‖v‖ηb0‖v‖
1−η
b0+p+q
, η :=
p
p+ q
.
Hence, noting that η + µ = 1, we have
‖u‖a0+p‖v‖b0+q ≤ (‖u‖a0+p+q‖v‖b0)η(‖u‖a0‖v‖b0+p+q)µ .
By the asymmetric Young inequality we get, for any ǫ > 0,
‖u‖a0+p‖v‖b0+q ≤ ǫ‖u‖a0+p+q‖v‖b0 + C(ǫ, p, q)‖u‖a0‖v‖b0+p+q
where C(ǫ, p, q) := µ(η/ǫ)
η
µ = qp+q
(
p
ǫ(p+q)
)p/q
. Note that for ǫ = 1 the constant
C(1, p, q) < 1.
The estimate (2.8) follows by (2.7) recalling (2.5).
For any K ∈ N+, we introduce the smoothing operators,
(ΠKu)(ϕ, x) :=
∑
|(ℓ,j)|≤K
uℓje
i(ℓ·ϕ+jx) , Π⊥K := Id−ΠK , (2.9)
which satisfy the usual smoothing properties
‖ΠKu‖k0,γs+b ≤ Kb‖u‖k0,γs , ‖Π⊥Ku‖k0,γs ≤ K−b‖u‖k0,γs+b , ∀s, b ≥ 0 .
(2.10)
Linear operators. Let A : Tν 7→ L(L2(Tx)), ϕ 7→ A(ϕ), be a ϕ-dependent
family of linear operators acting on L2(Tx). We regard A also as an operator
(that for simplicity we denote by A as well) which acts on functions u(ϕ, x) of
space-time, i.e. we consider the operator A ∈ L(L2(Tν × T)) defined by
(Au)(ϕ, x) := (A(ϕ)u(ϕ, ·))(x) .
We say that an operator A is real if it maps real valued functions into real valued
functions.
We represent a real operator acting on (η, ψ) ∈ L2(Tν+1,R2) by a matrix
R
(
η
ψ
)
=
(
A B
C D
)(
η
ψ
)
(2.11)
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where A,B,C,D are real operators acting on the scalar valued components
η, ψ ∈ L2(Tν+1,R).
The action of an operator A ∈ L(L2(Tν × T)) on a function u as in (2.1) is
Au(ϕ, x) =
∑
j,j′∈ZA
j′
j (ϕ)uj′(ϕ)e
ijx
=
∑
ℓ∈Zν ,j∈Z
∑
ℓ′∈Zν ,j′∈Z
Aj
′
j (ℓ − ℓ′)uℓ′,j′ei(ℓ·ϕ+jx) .
(2.12)
We shall identify an operator A with the matrix
(
Aj
′
j (ℓ− ℓ′)
)
j,j′∈Z,ℓ,ℓ′∈Zν .
Note that the differentiated operator ∂ϕmA(ϕ), m = 1, . . . , ν, is represented
by the matrix elements i(ℓm − ℓ′m)Aj
′
j (ℓ − ℓ′), and the commutator [∂x, A] :=
∂x ◦A−A ◦ ∂x is represented by the matrix with entries i(j − j′)Aj
′
j (ℓ− ℓ′).
Definition 2.3. Given a linear operator A as in (2.12) we define the operator
1. |A| (majorant operator) whose matrix elements are |Aj′j (ℓ − ℓ′)|,
2. ΠNA, N ∈ N (smoothed operator) whose matrix elements are
(ΠNA)
j′
j (ℓ− ℓ′) :=
{
Aj
′
j (ℓ− ℓ′) if |ℓ − ℓ′| ≤ N
0 otherwise .
(2.13)
We also denote Π⊥N := Id−ΠN ,
3. 〈∂ϕ〉bA, b ∈ R, whose matrix elements are 〈ℓ− ℓ′〉bAj
′
j (ℓ − ℓ′).
Lemma 2.4. Given linear operators A, B we have
‖|A+B|u‖s ≤ ‖|A| |u|‖s + ‖|B| |u|‖s , ‖|AB|u‖s ≤ ‖|A||B| |u|‖s . (2.14)
Proof. The first inequality in (2.14) follows by
‖|A+B|u‖2s ≤
∑
ℓ,j
〈ℓ, j〉2s
(∑
ℓ′,j′
|Aj′j (ℓ− ℓ′)||uℓ′,j′ |+ |Bj
′
j (ℓ− ℓ′)||uℓ′,j′ |
)2
=
∥∥|A|[|u|] + |B|[|u|]∥∥2
s
.
The second inequality in (2.14) follows by
‖|AB|u‖2s ≤
∑
ℓ,j
〈ℓ, j〉2s
(∑
ℓ′,j′
|(AB)j′j (ℓ− ℓ′)||uℓ′,j′ |
)2
=
∑
ℓ,j
〈ℓ, j〉2s
(∑
ℓ′,j′
∣∣∣ ∑
ℓ1,j1
Aj1j (ℓ− ℓ1)Bj
′
j1
(ℓ1 − ℓ′)
∣∣∣|uℓ′,j′ |)2
≤
∑
ℓ,j
〈ℓ, j〉2s
(∑
ℓ1,j1
|Aj1j (ℓ − ℓ1)|
∑
ℓ′,j′
|Bj′j1(ℓ1 − ℓ′)||uℓ′,j′ |
)2
=
∑
ℓ,j
〈ℓ, j〉2s
(∑
ℓ1,j1
|Aj1j (ℓ − ℓ1)| ̂
(|B|[|u|])
ℓ1,j1
)2
= ‖|A|(|B|[|u|])‖2s .
The lemma is proved.
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Definition 2.5. (Even operator) A linear operator A as in (2.12) is even if
each A(ϕ), ϕ ∈ Tν , leaves invariant the space of functions even in x.
Since the Fourier coefficients of an even function satisfy u−j = uj, ∀j ∈ Z,
we have that
A is even ⇐⇒ ∀ϕ ∈ Tν , Aj′j (ϕ)+A−j
′
j (ϕ) = A
j′
−j(ϕ)+A
−j′
−j (ϕ), ∀j, j′ ∈ Z .
(2.15)
Definition 2.6. (Reversibility) An operator R as in (2.11) is
1. reversible if R(−ϕ) ◦ ρ = −ρ ◦ R(ϕ), ∀ϕ ∈ Tν , where the involution ρ
is defined in (1.11),
2. reversibility preserving if R(−ϕ) ◦ ρ = ρ ◦ R(ϕ), ∀ϕ ∈ Tν .
Conjugating the linear operator L := ω · ∂ϕ +A(ϕ) by a family of invertible
linear maps Φ(ϕ) we get the transformed operator
L+ := Φ−1(ϕ)LΦ(ϕ) = ω · ∂ϕ +A+(ϕ) ,
A+(ϕ) := Φ
−1(ϕ)(ω · ∂ϕΦ(ϕ)) + Φ−1(ϕ)A(ϕ)Φ(ϕ) .
It results that the conjugation of an even and reversible operator with an oper-
ator Φ(ϕ) which is even and reversibility preserving is even and reversible. An
operator R as in (2.11) is
1. reversible if and only if ϕ 7→ A(ϕ), D(ϕ) are odd and ϕ 7→ B(ϕ), C(ϕ) are
even.
2. reversibility preserving if and only if ϕ 7→ A(ϕ), D(ϕ) are even and ϕ 7→
B(ϕ), C(ϕ) are odd.
From section 6.3 on, it is convenient to consider a real operator R as in (2.11),
which acts on the real variables (η, ψ) ∈ R2, as a linear operator which acts on
the complex variables
u := η+ iψ , u¯ := η− iψ , i.e. η = (u+ u¯)/2 , ψ = (u− u¯)/(2i) . (2.16)
We get that a real operator acting in the complex coordinates (u, u¯) has the
form
R :=
(R1 R2
R2 R1
)
,
R1 := 1
2
{
(A+D)− i(B − C)} , R2 := 1
2
{
(A−D) + i(B + C)} (2.17)
where the operator A is defined by
A(u) := A(u¯) . (2.18)
It holds AB = A B.
The composition of real operators is another real operator.
A real operator R as in (2.17) is even if the operators R1, R2 are even.
In the complex coordinates (2.16) the involution ρ defined in (1.11) is the
map u 7→ u¯. Thus
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Lemma 2.7. The real operator R in (2.17) is
1. reversible if and only if R1(−ϕ) = −R1(ϕ), R2(−ϕ) = −R2(ϕ), ∀ϕ ∈ Tν ,
2. reversibility preserving if and only if R1(−ϕ) = R1(ϕ), R2(−ϕ) = R2(ϕ),
∀ϕ ∈ Tν .
2.1 Pseudo-differential operators and norms
Pseudo-differential operators on the torus may be seen as a particular case (see
Definition 2.9) of pseudo-differential operators on Rn, as developed for example
in [30]. It is also convenient to define them also through Fourier series, see
Definition 2.8, for which we refer to [49].
Given a function a : Z→ C we denote the discrete derivative by (∆ja)(j) :=
a(j +1)− a(j). For β ∈ N we denote by ∆βj := ∆j ◦ . . . ◦∆j the composition of
β-discrete derivatives.
Definition 2.8. (ΨDO1) Let u =
∑
j∈Z uje
ijx. A linear operator A defined by
(Au)(x) :=
∑
j∈Za(x, j)uje
ijx (2.19)
is called pseudo-differential of order ≤ m if its symbol a(x, j) is 2π-periodic and
C∞-smooth in x, and satisfies the inequalities∣∣∂αx∆βj a(x, j)∣∣ ≤ Cα,β〈j〉m−β , ∀α, β ∈ N . (2.20)
We also remark that, given an operator A, we recover its symbol by
a(x, j) = e−ijx(A[eijx]). (2.21)
When the symbol a(x) is independent of j, the operator A = Op(a) is the
multiplication operator for the function a(x), i.e A : u(x) 7→ a(x)u(x). In such
a case we shall also denote A = Op(a) = a(x).
Definition 2.9. (ΨDO2) A linear operator A is called pseudo-differential of
order ≤ m if its symbol a(x, j) is the restriction to R× Z of a function a(x, ξ)
which is C∞-smooth on R× R, 2π-periodic in x, and satisfies the inequalities∣∣∂αx ∂βξ a(x, ξ)∣∣ ≤ Cα,β〈ξ〉m−β , ∀α, β ∈ N . (2.22)
We call a(x, ξ) the symbol of the operator A, that we denote
A = Op(a) = a(x,D) , D := Dx :=
1
i
∂x .
We denote by Sm the class of all the symbols a(x, ξ) satisfying (2.22), and by
OPSm the set of pseudo-differential operators of order m. We set OPS−∞ :=
∩m∈ROPSm.
Definitions 2.8 and 2.9 are equivalent because any discrete symbol a : R ×
Z → C satisfying (2.20) can be extended to a C∞-symbol a˜ : R × R →
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satisfying (2.22), see section 7.2 in [49]. It is sufficient to proceed as follows.
Given a function σ : Z→ C we define the C∞-extension
σ˜ : R→ C , σ˜(ξ) :=
∑
j∈Zσ(j)ζ(ξ − j) , ∀ξ ∈ R , (2.23)
where ζ := θ̂ ∈ S(R) (Schwartz class) is the Fourier transform of a function
θ ∈ D(R) (test functions) such that supp(θ) ⊂ [−2/3, 2/3], θ(x) + θ(x− 1) = 1,
∀x ∈ [0, 1], and ∑j∈Z θ(x + j) = 1. It results that ζ(k) = δ0k, ∀k ∈ Z, namely
ζ(0) = 1 and ζ(k) = 0, ∀k 6= 0, so that σ˜(k) = σ(k), ∀k ∈ Z. Moreover there
are positive constants c′β > 0, independent of σ, such that (see Lemma 7.1.1 in
[49])
|∆βj σ(j)| ≤ cβ〈j〉m−β ⇐⇒ |∂βξ σ˜(ξ)| ≤ c′βcβ〈ξ〉m−β . (2.24)
Definition 2.9 is more convenient to get basic results concerning composition,
asymptotic expansions, . . . of pseudo-differential operators, that we recall below.
We underline that, in the sequel, also when we use of the continuous symbol
a(x, ξ), we think Op(a) to act only on 2π-periodic functions u(x) as in (2.19).
We shall use the following notation, used also in [1]. For any m ∈ R \ {0},
we set
|D|m := Op(χ(ξ)|ξ|m) , (2.25)
where χ ∈ C∞(R,R) is an even and positive cut-off function such that
χ(ξ) =
{
0 if |ξ| ≤ 13
1 if |ξ| ≥ 23 ,
∂ξχ(ξ) > 0 ∀ξ ∈
(1
3
,
2
3
)
. (2.26)
Lemma 2.10. Let A := Op(a) be a pseudo-differential operator. Then the
following holds:
1. If the symbol a satisfies a(−x,−ξ) = a(x, ξ), then A is even.
2. Let g(ξ) be a Fourier multiplier satisfying g(ξ) = g(−ξ). Then if A =
Op(a) is even, the operator Op(a(x, ξ)g(ξ)) = Op(a) ◦ Op(g) is an even
operator.
3. A is real if and only if the symbol a(x,−ξ) = a(x, ξ).
4. The operator A defined in (2.18) is pseudo-differential and its symbol is
a(x,−ξ).
We first recall some fundamental properties of pseudo-differential operators.
Composition of pseudo-differential operators. If A = a(x,D) ∈ OPSm,
B = b(x,D) ∈ OPSm′ , m,m′ ∈ R, are pseudo-differential operators with sym-
bols a ∈ Sm, b ∈ Sm′ then the composition operator AB := A ◦B = σAB(x,D)
is a pseudo-differential operator with symbol
σAB(x, ξ) =
∑
j∈Z
a(x, ξ + j )̂b(j, ξ)eijx =
∑
j,j′∈Z
â(j′ − j, ξ + j )̂b(j, ξ)eij′x (2.27)
where ·̂ denotes the Fourier coefficients of the symbols a(x, ξ) and b(x, ξ) with
respect to x. The symbol σAB has the following asymptotic expansion
σAB(x, ξ) ∼
∑
β≥0
1
iββ!
∂βξ a(x, ξ)∂
β
x b(x, ξ) , (2.28)
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that is, ∀N ≥ 1,
σAB(x, ξ) =
N−1∑
β=0
1
β!iβ
∂βξ a(x, ξ) ∂
β
x b(x, ξ) + rN (x, ξ) where
rN := rN,AB ∈ Sm+m′−N .
(2.29)
The remainder rN has the explicit formula
rN (x, ξ) :=
1
(N − 1)! iN
∫ 1
0
(1− τ)N−1
∑
j∈Z
(∂Nξ a)(x, ξ + τj)∂̂
N
x b(j, ξ)e
ijx dτ .
(2.30)
Adjoint of a pseudo-differential operator. If A = a(x,D) ∈ OPSm is
a pseudo-differential operator with symbol a ∈ Sm, then its L2-adjoint is the
pseudo-differential operator
A∗ = Op(a∗) with symbol a∗(x, ξ) :=
∑
j∈Zâ(j, ξ − j)e
ijx . (2.31)
Families of pseudo-differential operators. We consider ϕ-dependent fam-
ilies of pseudo-differential operators
(Au)(ϕ, x) =
∑
j∈Za(ϕ, x, j)uj(ϕ)e
ijx (2.32)
where the symbol a(ϕ, x, ξ) is C∞-smooth also in ϕ. We still denote A := A(ϕ) =
Op(a(ϕ, ·)) = Op(a).
By (2.27) and a Fourier expansion also in ϕ ∈ Tν , the symbol of the compo-
sition operator AB is
σAB(ϕ, x, ξ) =
∑
j∈Z
a(ϕ, x, ξ + j )̂b(ϕ, j, ξ)eijx
=
∑
j′,j∈Z
ℓ,ℓ1∈Zν
â(ℓ− ℓ1, j′ − j, ξ + j )̂b(ℓ1, j, ξ)ei(ℓ·ϕ+j′x) . (2.33)
By (2.31) the symbol of the adjoint operator A(ϕ)∗ = Op(a∗(ϕ, ·)) is
a∗(ϕ, x, ξ) =
∑
j∈Z
â(ϕ, j, ξ − j)eijx =
∑
ℓ∈Zν ,j∈Z
â(ℓ, j, ξ − j)ei(ℓ·ϕ+jx) . (2.34)
Along the paper we also consider families of pseudo-differential operators
A(λ) := Op(a(λ, ϕ, x, ξ))
which are k0-times differentiable with respect to a parameter
λ := (ω, κ) ∈ Λ0 = Ω0 × [κ1, κ2] ⊂ Rν × [κ1, κ2] ,
where the regularity constant k0 ∈ N is fixed once for all in section 3. Note that
∂kλA = Op(∂
k
λa) , ∀k ∈ Nν+1 , |k| ≤ k0 .
We now introduce a norm (inspired to Metivier [42], chapter 5) which controls
the regularity in (ϕ, x), and the decay in ξ, of the symbol a(ϕ, x, ξ) ∈ Sm,
together with its derivatives ∂βξ a ∈ Sm−β, 0 ≤ β ≤ α, in the Sobolev norm ‖ ‖s.
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Definition 2.11. (Weighted ΨDO norm) Let A(λ) := a(λ, ϕ, x,D) ∈ OPSm
be a family of pseudo-differential operators with symbol a(λ, ϕ, x, ξ) ∈ Sm,
m ∈ R, which are k0-times differentiable with respect to λ ∈ Λ0 ⊂ Rν+1. For
γ ∈ (0, 1), α ∈ N, s ≥ 0, we define the weighted norm
|A|k0,γm,s,α :=
∑
|k|≤k0
γ|k|supλ∈Λ0 |∂kλA(λ)|m,s,α (2.35)
where we use the multi-index notation k = (k1, . . . , kν+1) ∈ Nν+1 with |k| :=
|k1|+ . . .+ |kν+1|, and
|A(λ)|m,s,α := max0≤β≤α sup
ξ∈R
‖∂βξ a(λ, ·, ·, ξ)‖s〈ξ〉−m+β . (2.36)
For each k0, γ,m fixed, the norm (2.35) is non-decreasing both in s and α,
namely
∀s ≤ s′, α ≤ α′ , | |k0,γm,s,α ≤ | |k0,γm,s′,α , | |k0,γm,s,α ≤ | |k0,γm,s,α′ . (2.37)
Note also that the norm (2.35) is non-increasing in m, i.e.
m ≤ m′ =⇒ | |k0,γm′,s,α ≤ | |k0,γm,s,α . (2.38)
Given a function a(λ, ϕ, x) ∈ C∞ which is k0-times differentiable with respect
to λ, the weighted norm of the corresponding multiplication operator is
|Op(a)|k0,γ0,s,α = ‖a‖k0,γs , ∀α ∈ N , (2.39)
where the weighted Sobolev norm ‖a‖k0,γs is defined in (2.5).
For a Fourier multiplier g(D) with symbol g ∈ Sm, we simply have
|g(D)|m,s,α ≤ C(m,α, g) , ∀s ≥ 0 . (2.40)
The norm | |0,s,0 controls the action of a pseudo-differential operator on the
Sobolev spaces Hs as we shall prove in Lemma 2.21.
Remark 2.12. The norm of Definition 2.11 is introduced in view of section 6.6
where we have to estimate the norm |RM |k0,γ1−M2 ,s,0 in (6.192). The remainder RM
depends on |Op(qM )|k0,γ1−M2 ,s,0. The terms q1, . . . , qM are obtained iteratively, and
each qk+1 depends on ∂ξqk. Thus we need to control the Sobolev norm in (ϕ, x)
of ∂Mξ q0. This is made precise by estimating the norm |Op(q0)|k0,γ− 32 ,s,M .
The norm | |k0,γm,s,α is closed under composition and satisfies tame estimates.
Lemma 2.13. (Composition) Let A = a(λ, ϕ, x,D), B = b(λ, ϕ, x,D) be
pseudo-differential operators with symbols a(λ, ϕ, x, ξ) ∈ Sm, b(λ, ϕ, x, ξ) ∈ Sm′ ,
m,m′ ∈ R. Then A(λ) ◦B(λ) ∈ OPSm+m′ satisfies, for all α ∈ N, s ≥ s0,
|AB|k0,γm+m′,s,α ≤m,α,k0 C(s)|A|k0 ,γm,s,α|B|k0,γm′,s0+α+|m|,α
+ C(s0)|A|k0,γm,s0,α|B|k0,γm′,s+α+|m|,α .
(2.41)
2.1. PSEUDO-DIFFERENTIAL OPERATORS AND NORMS 35
Moreover, for any integer N ≥ 1, the remainder RN := Op(rN ) in (2.29)
satisfies
|RN |k0,γm+m′−N,s,α ≤m,N,α,k0
1
N !
(
C(s)|A|k0,γm,s,N+α|B|k0,γm′,s0+2N+|m|+α,α
+ C(s0)|A|k0 ,γm,s0,N+α|B|k0,γm′,s+2N+|m|+α,α
)
. (2.42)
Both (2.41)-(2.42) hold with the constant C(s0) interchanged with C(s).
Proof. As a first step we prove the estimates with no dependence on λ:
|AB|m+m′,s,α ≤m,α C(s)|A|m,s,α|B|m′,s0+α+|m|,α
+ C(s0)|A|m,s0,α|B|m′,s+α+|m|,α , (2.43)
|RN |m+m′−N,s,α ≤m,N,s,α 1
N !
(|A|m,s,N+α |B|m′,s0+2N+|m|+α,α
+ |A|m,s0,N+α|B|m′,s+2N+|m|+α,α
)
. (2.44)
We first prove (2.43) for α = 0. Denote by σ := σAB the symbol in (2.33). For
all ξ ∈ R we have
‖σ(·, ξ)‖2s〈ξ〉−2(m+m
′)
=
∑
j′,ℓ
〈ℓ, j′〉2s
∣∣∣∑
j,ℓ1
â(ℓ − ℓ1, j′ − j, ξ + j )̂b(ℓ1, j, ξ)
∣∣∣2〈ξ〉−2(m+m′)
≤ S1 + S2
(2.45)
where
S1 :=∑
j′,ℓ
( ∑
〈ℓ,j′〉≤21/s〈ℓ1,j〉
〈ℓ1, j〉s〈ℓ, j′〉s|â(ℓ− ℓ1, j′ − j, ξ + j)|〈ℓ− ℓ1, j′ − j〉s0 |̂b(ℓ1, j, ξ)|
〈ℓ1, j〉s〈ℓ− ℓ1, j′ − j〉s0 〈ξ〉m+m′
)2
S2 :=∑
j′,ℓ
( ∑
〈ℓ,j′〉>21/s〈ℓ1,j〉
〈ℓ1, j〉s0〈ℓ, j′〉s|â(ℓ − ℓ1, j′ − j, ξ + j)|〈ℓ − ℓ1, j′ − j〉s |̂b(ℓ1, j, ξ)|
〈ℓ1, j〉s0〈ℓ− ℓ1, j′ − j〉s〈ξ〉m+m′
)2
.
Now, by Cauchy-Schwartz inequality and denoting ζ(s0) :=
∑
ℓ∈Zν ,j∈Z
1
〈ℓ,j〉2s0 ,
we get
S1 ≤
∑
j′,ℓ
( ∑
〈ℓ,j′〉≤21/s〈ℓ1,j〉
2〈ℓ1, j〉s|â(ℓ − ℓ1, j′ − j, ξ + j)|〈ℓ− ℓ1, j′ − j〉s0 |̂b(ℓ1, j, ξ)|
〈ℓ − ℓ1, j′ − j〉s0〈ξ〉m+m′
)2
≤ 4ζ(s0)
∑
j′,ℓ
∑
ℓ1,j
|â(ℓ − ℓ1, j′ − j, ξ + j)|2〈ℓ − ℓ1, j′ − j〉2s0 |̂b(ℓ1, j, ξ)|2〈ℓ1, j〉2s
〈ξ〉2(m+m′)
≤ 4ζ(s0)
∑
ℓ1,j
|̂b(ℓ1, j, ξ)|2〈ℓ1, j〉2s
〈ξ〉2m′
∑
j′,ℓ
|â(ℓ− ℓ1, j′ − j, ξ + j)|2〈ℓ− ℓ1, j′ − j〉2s0
〈ξ〉2m .
(2.46)
For each j, ℓ1 fixed, we apply Peetre’s inequality
〈ξ + η〉m ≤ Cm〈ξ〉m〈η〉|m|, ∀m ∈ R, η ∈ R , ξ ∈ R (2.47)
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(where Cm = 4
|m|) with η = j, and we estimate, for any s ≥ s0,
sup
ξ
∑
j′,ℓ
|â(ℓ − ℓ1, j′ − j, ξ + j)|2〈ℓ− ℓ1, j′ − j〉2s
〈ξ〉2m = supξ
‖a(·, ξ + j)‖2s
〈ξ〉2m
=
(
sup
ξ
‖a(·, ξ + j)‖2s
〈ξ + j〉2m
) 〈ξ + j〉2m
〈ξ〉2m ≤ C
2
m|A|2m,s,0〈j〉2|m| (2.48)
and therefore we get, by (2.46) and (2.48) for s = s0,
S1 ≤ 4ζ(s0)C2m|A|2m,s0,0
∑
ℓ1,j
|̂b(ℓ1, j, ξ)|2〈ℓ1, j〉2s〈j〉2|m| 〈ξ〉−2m′
≤ 4ζ(s0)C2m|A|2m,s0,0|B|2m′,s+|m|,0 .
(2.49)
For the estimate of S2 note that, since the indices satisfy 〈ℓ, j′〉 > 21/s〈ℓ1, j〉 we
have 〈ℓ, j′〉 ≤ 〈ℓ1, j〉+ 〈ℓ− ℓ1, j′− j〉 ≤ 2−1/s〈ℓ, j′〉+ 〈ℓ− ℓ1, j′− j〉 and therefore
〈ℓ, j′〉 ≤ (1− 2−1/s)−1〈ℓ− ℓ1, j′ − j〉 .
As a consequence, arguing as above, we deduce that, for some constant C(s) > 0,
we have
S2 ≤m C(s)|A|2m,s,0|B|2m′,s0+|m|,0 . (2.50)
By (2.45) and (2.49), (2.50) we deduce the estimate (2.43) for α = 0, i.e.
|AB|m+m′,s,0 ≤m C(s)|A|m,s,0|B|m′,s0+|m|,0 + C(s0)|A|m,s0,0|B|m′,s+|m|,0 .
(2.51)
Now we prove (2.43) for α ≥ 1. By differentiating (2.33) we get, for all 1 ≤ β ≤
α,
∂βξ σAB(ϕ, x, ξ) =
∑
β1+β2=β
C(β1, β2)
∑
j∈Z
∂β1ξ a(ϕ, x, ξ + j)∂
β2
ξ b̂(ϕ, j, ξ)e
ijx .
Therefore, since ∂β2ξ b̂(ϕ, j, ξ) = ∂̂
β2
ξ b(ϕ, j, ξ) and, again by (2.33), we get
Op(∂βξ σAB) =
∑
β1+β2=β
C(β1, β2)Op(∂
β1
ξ a) ◦Op(∂β2ξ b) . (2.52)
Since ∂β1ξ a ∈ Sm−β1 , ∂β2ξ b ∈ Sm
′−β2 , β1 + β2 = β, the estimate (2.51) implies
|Op(∂β1ξ a)Op(∂β2ξ b)|m+m′−β,s,0
≤m,β C(s)|Op(∂β1ξ a)|m−β1,s,0|Op(∂β2ξ b)|m′−β2,s0+β1+|m|,0
+ C(s0)|Op(∂β1ξ a)|m−β1,s0,0|Op(∂β2ξ b)|m′−β2,s+β1+|m|,0 .
(2.53)
Therefore, for all 1 ≤ β ≤ α, by (2.52), (2.53) and the definition (2.36) we get
|Op(∂βξ σAB)|m+m′−β,s,0 ≤m,β C(s)|A|m,s,α|B|m′,s0+α+|m|,α
+ C(s0)|A|m,s0,α|B|m′,s+α+|m|,α
which proves (2.43).
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Now we prove (2.44). Recalling (2.30) it is sufficient to estimate each
rN,τ(ϕ, x, ξ) :=
∑
j∈Z(∂
N
ξ a)(ϕ, x, ξ + τj)∂̂
N
x b(ϕ, j, ξ)e
ijx , τ ∈ [0, 1] . (2.54)
Arguing as above (to prove (2.51)) we get
‖rN,τ(·, ξ)‖s〈ξ〉N−(m+m′)
≤m,N C(s)|Op(∂Nξ a)|m−N,s,0|Op(∂Nx b)|m′,s0+N+|m|,0
+ C(s0)|Op(∂Nξ a)|m−N,s0,0|Op(∂Nx b)|m′,s+N+|m|,0
≤m,N C(s)|Op(∂Nξ a)|m−N,s,0|Op(b)|m′,s0+2N+|m|,0
+ C(s0)|Op(∂Nξ a)|m−N,s0,0|Op(b)|m′,s+2N+|m|,0
which gives (recall (2.30) and (2.36))
|RN |m+m′−N,s,0 ≤m,N 1
N !
(
C(s)|A|m,s,N |B|m′,s0+2N+|m|,0
+ C(s0)|A|m,s0,N |B|m′,s+2N+|m|,0
) (2.55)
namely (2.44) for α = 0. We now prove (2.44) for α ≥ 1. By differentiating
(2.54) we get, ∀1 ≤ β ≤ α,
∂βξ rN,τ (ϕ, x, ξ) =
∑
β1+β2=β
C(β1, β2)
∑
j∈Z
(∂N+β1ξ a)(ϕ, x, ξ + τj)
̂
∂Nx ∂
β2
ξ b(ϕ, j, ξ)e
ijx
and so, arguing as for (2.53),
‖∂βξ rN,τ (·, ξ)‖s〈ξ〉N+β−(m+m
′)
≤m,N,α
∑
β1+β2=β
(
C(s)|Op(∂N+β1ξ a)|m−N−β1,s,0|Op(∂β2ξ ∂Nx b)|m′−β2,s0+N+|m|+β1,0
+ C(s0)|Op(∂N+β1ξ a)|m−N−β1,s0,0|Op(∂β2ξ ∂Nx b)|m′−β2,s+N+|m|+β1,0
)
(2.36)
≤m,N,α C(s)|A|m,s,N+α|B|m′,s0+2N+|m|+α,α
+ C(s0)|A|m,s0,N+α|B|m′,s+2N+|m|+α,α
and (2.44) is proved.
Finally we prove (2.41), (2.42) including the dependence on λ. For all k ∈
Nν+1, |k| ≤ k0, the derivative
∂kλ{A(λ) ◦B(λ)} =
∑
k1,k2∈Nν+1,k1+k2=k
C(k1, k2)∂
k1
λ A(λ) ◦ ∂k2λ B(λ) .
Then (we have |k| = |k1|+ |k2|)
γ|k||∂kλ{A(λ) ◦B(λ)}|m+m′,s,α ≤k0
∑
k1+k2=k
γ|k1|γ|k2||∂k1λ A(λ) ◦ ∂k2λ B(λ)|m+m′,s,α
(2.43)
≤k0,m,α
∑
k1+k2=k
(
C(s)γ|k1||∂k1λ A|m,s,αγ|k2||∂k2λ B|m′,s0+α+|m|,α
+ C(s0)γ
|k1||∂k1λ A|m,s0,αγ|k2||∂k2λ B|m′,s+α+|m|,α
)
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and (2.41) follows by the definition (2.35). The estimate (2.42) follows since for
all |k| ≤ k0
γ|k||∂kλOp(rN,τ )|m+m′−N,s,α
≤k0,m,N,α
∑
k1+k2=k
(
C(s)γ|k1||∂k1λ A|m,s,N+αγ|k2||∂k2λ B|m′,s0+2N+|m|+α,α
+ C(s0)γ
|k1||∂k1λ A|m,s0,N+αγ|k2||∂k2λ B|m′,s+2N+|m|+α,α
)
.
The proof is complete.
When B = g(D) is a Fourier multiplier, then Op(a)◦g(D) = Op(a(x, ξ)g(ξ))
and we have a simpler estimate.
Lemma 2.14. Let A = a(λ, ϕ, x,D) ∈ OPSm, m ∈ R, and let g(D) ∈ OPSm′
be a Fourier multiplier (independent of λ). Then |A ◦ g(D)|k0,γm+m′,s,α ≤m,α
|A|k0,γm,s,α.
By (2.29) the commutator between two pseudo-differential operators
A = a(x,D) ∈ OPSm and B = b(x,D) ∈ OPSm′
is a pseudo-differential operator [A,B] ∈ OPSm+m′−1 with symbol a ⋆ b (some-
times called the Moyal parenthesis of a and b), namely
[A,B] = Op(a ⋆ b) . (2.56)
By (2.29) the symbol a ⋆ b ∈ Sm+m′−1 admits the expansion
a ⋆ b = −i{a, b}+ r2(a, b) where {a, b} := ∂ξa ∂xb− ∂xa ∂ξb (2.57)
is the Poisson bracket between a(x, ξ) and b(x, ξ), and
r2(a, b) := r2,AB − r2,BA ∈ Sm+m′−2 .
Lemma 2.15. (Commutators) Let A = a(λ, ϕ, x,D), B = b(λ, ϕ, x,D) be
pseudo-differential operators with symbols a(λ, ϕ, x, ξ) ∈ Sm, b(λ, ϕ, x, ξ) ∈ Sm′ ,
m,m′ ∈ R. Then the commutator [A,B] := AB −BA ∈ OPSm+m′−1 satisfies
|[A,B]|k0 ,γm+m′−1,s,α ≤m,m′,α,k0
(
C(s)|A|k0 ,γm,s+2+|m′|+α,α+1|B|k0,γm′,s0+2+|m|+α,α+1
+ C(s0)|A|k0,γm,s0+2+|m′|+α,α+1|B|
k0,γ
m′,s+2+|m|+α,α+1
)
.
(2.58)
Moreover the Poisson bracket {a, b} ∈ Sm+m′−1 satisfies
|Op({a, b})|k0,γm+m′−1,s,α ≤α,k0 C(s)|A|k0,γm,s+1,α+1|B|k0,γm′,s0+1,α+1
+ C(s0)|A|k0,γm,s0+1,α+1|B|k0,γm′,s+1,α+1 .
(2.59)
Proof. The estimate (2.58) follows by (2.29), (2.42) for N = 1, and (2.37). The
estimate (2.59) follows by (2.57), Definition 2.11, the tame estimates for the
product of two functions (2.72) and (2.37).
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Note that in (2.59) the loss of regularity in s is smaller than in (2.58).
The adjoint A∗ of a pseudo-differential operator A = Op(a) ∈ OPSm is a
pseudo-differential operator of the same order A∗ = Op(a∗) ∈ OPSm and the
symbol a∗ is defined in (2.31).
Lemma 2.16. (Adjoint) Let A = a(λ, ϕ, x,D) be a pseudo-differential op-
erator with symbol a(λ, ϕ, x, ξ) ∈ Sm,m ∈ R. Then the adjoint A∗ ∈ OPSm
satisfies
|A∗|k0,γm,s,0 ≤m |A|k0,γm,s+s0+|m|,0 .
Proof. Recalling Definition 2.11 and (2.34) we have to estimate
|A∗|2m,s,0 = sup
ξ∈R
‖a∗(·, ·, ξ)‖2s〈ξ〉−2m =
∑
ℓ,j
〈ℓ, j〉2s|â(ℓ, j, ξ − j)|2〈ξ〉−2m . (2.60)
Since
|A|2m,s+s0+|m|,0 := sup
ξ∈R
‖a(·, ·, ξ)‖2s+s0+|m|〈ξ〉−2m
= sup
ξ∈R
∑
ℓ,j
|â(ℓ, j, ξ)|2〈ℓ, j〉2(s+s0+|m|)〈ξ〉−2m
we derive the bound, for all ξ ∈ R, ℓ ∈ Zν , j ∈ Z,
|â(ℓ, j, ξ − j)| ≤ |A|m,s+s0+|m|,0〈ℓ, j〉s+s0+|m| 〈ξ − j〉
m . (2.61)
Then by (2.60), (2.61) and Peetre’s inequality (2.47) we get
|A∗|2m,s,0 ≤
∑
ℓ,j
1
〈ℓ, j〉2(s0+|m|)
〈ξ − j〉2m
〈ξ〉2m |A|
2
m,s+s0+|m|,0
≤m
∑
ℓ,j
〈j〉2|m|
〈ℓ, j〉2(s0+|m|) |A|
2
m,s+s0+|m|,0 ≤m |A|2m,s+s0+|m|,0 . (2.62)
The estimate for the derivatives with respect to λ follows analogously, since
∂kλA
∗ = Op(∂kλa
∗).
Lemma 2.17. (Invertibility) Let Φ := Id+A where A := Op(a(λ, ϕ, x, j)) ∈
OPS0. There exist constants C(s0, α, k0), C(s, α, k0) ≥ 1, s ≥ s0, such that, if
C(s0, α, k0)|A|k0,γ0,s0+α,α ≤ 1/2 , (2.63)
then, for all λ, the operator Φ is invertible, Φ−1 ∈ OPS0 and, for all s ≥ s0,
|Φ−1 − Id|k0,γ0,s,α ≤ C(s, α, k0)|A|k0,γ0,s+α,α .
Proof. Iterating (2.41) (form = 0) we deduce that there exist constantsC(s0, α, k0), C(s, α, k0) ≥
1 such that, ∀n ∈ N+,
|An|k0,γ0,s0,α ≤ (C(s0, α, k0))n−1
(|A|k0,γ0,s0+α,α)n ,
|An|k0,γ0,s,α ≤ nC(s, α, k0)
(
C(s0, α, k0)|A|k0,γ0,s0+α,α
)n−1|A|k0,γ0,s+α,α . (2.64)
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By (2.63) the operator Φ is invertible and the inverse Φ−1 may be expressed by
the Neumann series Φ−1 = Id +B with B :=
∑
n≥1(−1)nAn. Moreover, since
‖a(·, j)‖L∞ ≤ C(s0)‖a(·, j)‖s0 ≤ C(s0)|A|0,s0,0 , ∀j ∈ Z ,
the symbol of Φ satisfies 1 + a(λ, ϕ, x, j) ≥ 1/2, ∀j ∈ Z, ∀λ, i.e it is elliptic.
Hence the inverse operator B is pseudo-differential by the parametrix theorem
(see [30]-Theorem 18.1.9). Moreover by (2.64)
|B|k0,γ0,s,α ≤
∑
n≥1|A
n|k0,γ0,s,α
≤
(∑
n≥1n(C(s0, α, k0)|A|
k0 ,γ
0,s0+α,α
)n−1
)
C(s, α, k0)|A|k0,γ0,s+α,α
≤ C′(s, α, k0)|A|k0,γ0,s+α,α
by the smallness condition (2.63).
2.2 Dk0-tame and Dk0-modulo-tame operators
Let A := A(λ) be a linear operator k0-times differentiable with respect to the
parameter λ ∈ Λ0 ⊂ Rν+1.
Definition 2.18. (Dk0 -σ-tame) A linear operator A := A(λ) is Dk0 -σ-tame if
the following weighted tame estimates hold: there exists σ ≥ 0 such that, for
all s0 ≤ s ≤ S, with possibly S = +∞, ∀u ∈ Hs+σ,
sup
|k|≤k0
sup
λ∈Λ0
γ|k|‖(∂kλA(λ))u‖s ≤MA(s0)‖u‖s+σ +MA(s)‖u‖s0+σ (2.65)
where the functions s 7→ MA(s) ≥ 0 are non-decreasing in s. We call MA(s)
the tame constant of the operator A. The constant MA(s) := MA(k0, σ, s)
depends also on k0, σ but, since k0, σ are considered in this paper absolute
constants, we shall often omit to write them.
When the “loss of derivatives” σ = 0 we simply call a Dk0 -0-tame operator
to be Dk0 -tame.
Remark 2.19. In sections 6, 7 we work with Dk0 -σ-tame operators with a finite
S < +∞, whose tame constants MA(s) may depend also on C(S), for instance
MA(s) ≤ C(S)(1 + ‖I0‖k0,γs+µ), ∀s0 ≤ s ≤ S.
An immediate consequence of (2.65) (with k = 0, s = s0) is that
‖A‖L(Hs0+σ,Hs0 ) ≤ 2MA(s0) . (2.66)
Note also that representing the operator A by its matrix elements(
Aj
′
j (ℓ− ℓ′)
)
ℓ,ℓ′∈Zν ,j,j′∈Z
as in (2.12) we have, for all |k| ≤ k0, j′ ∈ Z, ℓ′ ∈ Zν ,
γ2|k|
∑
ℓ,j
〈ℓ, j〉2s|∂kλAj
′
j (ℓ− ℓ′)|2
≤ 2(MA(s0))2〈ℓ′, j′〉2(s+σ) + 2(MA(s))2〈ℓ′, j′〉2(s0+σ) . (2.67)
The class of Dk0 -σ-tame operators is closed under composition.
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Lemma 2.20. (Composition) Let A,B be respectively Dk0-σA-tame and Dk0-
σB-tame operators with tame constants respectively MA(s) and MB(s). Then
the composed operator A ◦B is Dk0-(σA + σB)-tame with tame constant
MAB(s) ≤ C(k0)
(
MA(s)MB(s0 + σA) +MA(s0)MB(s+ σA)
)
.
Proof. As for the analogous inequality (2.75) below.
Pseudo-differential operators are tame operators. We shall use in particular
the following lemma.
Lemma 2.21. Let A = a(λ, ϕ, x,D) ∈ OPS0 be a family of pseudo-differential
operators which are k0-times differentiable with respect to λ. If |A|k0,γ0,s,0 < +∞,
s ≥ s0, then A is Dk0-tame with tame constant
MA(s) ≤ C(s)|A|k0 ,γ0,s,0 . (2.68)
Proof. By expanding (2.32) in Fourier, we have
Au(ϕ, x) =
∑
ℓ∈Zν ,j∈Z
(∑
ℓ′,j′
â(ℓ − ℓ′, j − j′, j′)uℓ′,j′
)
ei(ℓ·ϕ+jx) .
Hence
‖Au‖2s =
∑
ℓ∈Zν ,j∈Z
( ∑
ℓ′∈Zν ,j′∈Z
â(ℓ− ℓ′, j − j′, j′)uℓ′,j′
)2
〈ℓ, j〉2s
≤
∑
ℓ∈Zν ,j∈Z
( ∑
ℓ′∈Zν ,j′∈Z
|â(ℓ− ℓ′, j − j′, j′)||uℓ′,j′ |〈ℓ, j〉s
)2
= S1 + S2
where
S1 :=∑
ℓ∈Zν ,j∈Z
( ∑
〈ℓ,j〉〈ℓ′,j′〉−1≤21/s
〈ℓ, j〉s〈ℓ − ℓ′, j − j′〉s0 |â(ℓ − ℓ′, j − j′, j′)|〈ℓ′, j′〉s|uℓ′,j′ |
〈ℓ − ℓ′, j − j′〉s0〈ℓ′, j′〉s
)2
S2 :=∑
ℓ∈Zν ,j∈Z
( ∑
〈ℓ,j〉〈ℓ′,j′〉−1>21/s
〈ℓ, j〉s〈ℓ − ℓ′, j − j′〉s|â(ℓ− ℓ′, j − j′, j′)|〈ℓ′, j′〉s0 |uℓ′,j′ |
〈ℓ − ℓ′, j − j′〉s〈ℓ′, j′〉s0
)2
.
By Cauchy Schwartz inequality, and denoting ζ(s0) :=
∑
ℓ∈Zν ,j∈Z
1
〈ℓ,j〉2s0 (which
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is < +∞), we have
S1 ≤
∑
ℓ∈Zν ,j∈Z
( ∑
〈ℓ,j〉〈ℓ′,j′〉−1≤21/s
2〈ℓ− ℓ′, j − j′〉s0 |â(ℓ− ℓ′, j − j′, j′)|〈ℓ′, j′〉s|uℓ′,j′ |
〈ℓ− ℓ′, j − j′〉s0
)2
≤ 4ζ(s0)
∑
ℓ∈Zν ,j∈Z
∑
ℓ′∈Zν ,j′∈Z
|â(ℓ− ℓ′, j − j′, j′)|2〈ℓ− ℓ′, j − j′〉2s0 |uℓ′,j′ |2〈ℓ′, j′〉2s
≤ 4ζ(s0)
∑
ℓ′∈Zν ,j′∈Z
|uℓ′,j′ |2〈ℓ′, j′〉2s
∑
ℓ∈Zν ,j∈Z
|â(ℓ− ℓ′, j − j′, j′)|2〈ℓ− ℓ′, j − j′〉2s0
= 4ζ(s0)
∑
ℓ′∈Zν ,j′∈Z
|uℓ′,j′ |2〈ℓ′, j′〉2s
∑
ℓ∈Zν ,j∈Z
|â(ℓ, j, j′)|2〈ℓ, j〉2s0
= 4ζ(s0)
∑
ℓ′∈Zν ,j′∈Z
|uℓ′,j′ |2〈ℓ′, j′〉2s
∑
ℓ∈Zν ,j∈Z
‖a(·, ·, j′)‖22s0
≤ 4ζ(s0)‖u‖2s|A|20,s0,0 .
(2.69)
For the estimate of S2 note that, since the indices satisfy 〈ℓ, j〉 > 21/s〈ℓ′, j′〉 we
have 〈ℓ, j〉 ≤ 〈ℓ′, j′〉+ 〈ℓ′ − ℓ, j′ − j〉 ≤ 2−1/s〈ℓ, j〉+ 〈ℓ− ℓ′, j − j′〉 and therefore
〈ℓ, j〉 ≤ (1− 2−1/s)−1〈ℓ − ℓ′, j − j′〉 .
As a consequence, repeating the same argument used for estimating S1, we get
S2 ≤ C(s)|A|20,s,0‖u‖2s0 . (2.70)
By (2.69), (2.70), we deduce that
‖Au‖s ≤ 2(ζ(s0))1/2|A|0,s0,0 ‖u‖s + (C(s))1/2|A|0,s,0‖u‖s0
and therefore A is a tame operator with tame constant MA(s) ≤ C(s)|A|0,s,0
(for a different C(s)).
Since ∂kλA = Op(∂
k
λa) for any k ∈ Nν+1, |k| ≤ k0, the general case of (2.68)
follows. .
We now discuss the action of a Dk0 -σ-tame operator A(ω) on Sobolev func-
tions u(λ) ∈ Hs which are k0-times differentiable with respect to λ ∈ Λ0 ⊂
Rν+1. Recall the weighted norm ‖ ‖k0,γs in (2.5).
Lemma 2.22. Let A := A(λ) be a Dk0-σ-tame operator. Then, ∀s ≥ s0, for any
family of Sobolev functions u := u(λ) ∈ Hs+σ which is k0-times differentiable
with respect to λ, the following tame estimate holds
‖Au‖k0,γs ≤k0 MA(s0)‖u‖k0,γs+σ +MA(s)‖u‖k0,γs0+σ .
Proof. For all |k| ≤ k0, λ ∈ Λ0, we have, by (2.65), (2.5)
‖∂kλ
(
A(λ)u(λ)
)‖s ≤k0 ∑
k1+k2=k
‖(∂k1λ A(λ))[∂k2λ u(λ)]‖s
≤k0
∑
k1+k2=k
γ−|k1|
(
MA(s0)‖∂k2λ u‖s+σ +MA(s)‖∂k2λ u‖s0+σ
)
≤k0 γ−|k|
(
MA(s0)‖u‖k0,γs+σ +MA(s)‖u‖k0,γs0+σ
)
and the lemma follows by the definition of the norm ‖ ‖k0,γs in (2.5).
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Lemma 2.22, (2.39) and (2.68) imply tame estimates for the product of two
functions in weighted Sobolev norm: for all s ≥ s0,
‖uv‖s ≤ C(s)‖u‖s‖v‖s0 + C(s0)‖u‖s0‖v‖s (2.71)
‖uv‖k0,γs ≤k0 C(s)‖u‖k0,γs ‖v‖k0,γs0 + C(s0)‖u‖k0,γs0 ‖v‖k0,γs , (2.72)
as well as the algebra estimate ‖uv‖k0,γs ≤k0 C(s)‖u‖k0,γs ‖v‖k0,γs . In view of
the KAM reducibility scheme of section 7 we also consider the stronger notion
of Dk0 -modulo-tame operator, that we need only for operators with loss of
derivatives σ = 0.
Definition 2.23. (Dk0-modulo-tame) A linear operator A := A(λ), λ ∈ Λ0
is Dk0 -modulo-tame if, for all k ∈ Nν+1, |k| ≤ k0, the majorant operators |∂kλA|
(Definition 2.3) satisfy the following weighted tame estimates: for all s ≥ s0,
u ∈ Hs,
sup
|k|≤k0
sup
λ∈Λ0
γ|k|‖|∂kλA|u‖s ≤M♯A(s0)‖u‖s +M♯A(s)‖u‖s0 (2.73)
where the functions s 7→ M♯A(s) ≥ 0 are non-decreasing in s. The constant
M
♯
A(s) is called the modulo-tame constant of the operator A.
Lemma 2.24. An operator A which is Dk0-modulo-tame is also Dk0-tame and
MA(s) ≤M♯A(s).
Proof. For all |k| ≤ k0 one has
‖(∂kλA)u‖2s =
∑
ℓ,j
〈ℓ, j〉2s∣∣∑
ℓ′,j′
∂kλA
j′
j (ℓ− ℓ′)uℓ′,j′
∣∣2
≤
∑
ℓ,j
〈ℓ, j〉2s(∑
ℓ′,j′
|∂kλAj
′
j (ℓ − ℓ′)||uℓ′,j′ |
)2
= ‖|∂kλA|[|u|]‖2s
where |u| is the function defined in (2.3). Then the lemma follows by (2.73),
(2.4) and Definition 2.18.
The class of operators which are Dk0 -modulo-tame is closed under sum and
composition.
Lemma 2.25. (Sum and composition) Let A,B be Dk0-modulo-tame oper-
ators with modulo-tame constants respectively M♯A(s) and M
♯
B(s). Then A+B
is Dk0-modulo-tame with modulo-tame constant
M
♯
A+B(s) ≤M♯A(s) +M♯B(s) . (2.74)
The composed operator A ◦B is Dk0 -modulo-tame with modulo-tame constant
M
♯
AB(s) ≤ C(k0)
(
M
♯
A(s)M
♯
B(s0) +M
♯
A(s0)M
♯
B(s)
)
. (2.75)
Assume in addition that 〈∂ϕ〉bA, 〈∂ϕ〉bB are Dk0-modulo-tame with modulo-
tame constant respectively M♯〈∂ϕ〉bA(s) and M
♯
〈∂ϕ〉bB(s), then 〈∂ϕ〉b(AB) is Dk0-
modulo-tame with modulo-tame constant satisfsying
M
♯
〈∂ϕ〉b(AB)(s) ≤ C(b)C(k0)
(
M
♯
〈∂ϕ〉bA(s)M
♯
B(s0) +M
♯
〈∂ϕ〉bA(s0)M
♯
B(s)
+M♯A(s)M
♯
〈∂ϕ〉bB(s0) +M
♯
A(s0)M
♯
〈∂ϕ〉bB(s)
)
.
(2.76)
The constants C(k0), C(b) ≥ 1.
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Proof. The bound (2.74) follows by (2.14) and (2.4).
Proof of (2.75). For all |k| ≤ k0 we have
γ|k|‖|∂kλ(AB)|u‖s ≤ C(k0)γ|k|
∑
k1+k2=k
‖|(∂k1λ A)(∂k2λ B)|u‖s
(2.14)
≤ C(k0)
∑
k1+k2=k
γ|k1|γ|k2|‖|∂k1λ A||∂k2λ B|[|u|]‖s
(2.73)
≤ C(k0)
∑
|k2|≤|k|
M
♯
A(s0)γ
|k2|‖|∂k2λ B|[|u|]‖s
+ C(k0)
∑
|k2|≤|k|
M
♯
A(s)γ
|k2|‖|∂k2λ B|[|u|]‖s0
(2.73),(2.4)
≤ C(k0)M♯A(s0)M♯B(s0)‖u‖s
+ C(k0)
(
M
♯
A(s)M
♯
B(s0) +M
♯
A(s0)M
♯
B(s)
)‖u‖s0
and (2.75) follows by recalling Definition 2.23.
Proof of (2.76). For all |k| ≤ k0 we have (use the first inequality in (2.14))
∥∥∣∣〈∂ϕ〉b[∂kλ(AB)]∣∣u∥∥s ≤ C(k0) ∑
k1+k2=k
∥∥∣∣〈∂ϕ〉b[(∂k1λ A)(∂k2λ B)]∣∣|u|∥∥s . (2.77)
Next, recalling the Definition 2.3 of the operator 〈∂ϕ〉b and (2.3), we have
∥∥∥∣∣〈∂ϕ〉b[(∂k1λ A)(∂k2λ B)]∣∣|u|∥∥∥2
s
=
(2.78)∑
ℓ,j
〈ℓ, j〉2s
(∑
ℓ′,j′
|〈ℓ− ℓ′〉b[(∂k1λ A)(∂k2λ B)]j
′
j (ℓ − ℓ′)||uℓ′,j′ |
)2
≤
∑
ℓ,j
〈ℓ, j〉2s
( ∑
ℓ′,j′,ℓ1,j1
〈ℓ − ℓ′〉b|(∂k1λ A)j1j (ℓ − ℓ1)||(∂k2λ B)j
′
j1
(ℓ1 − ℓ′)||uℓ′,j′ |
)2
.
Since 〈ℓ− ℓ′〉b ≤ C(b)(〈ℓ − ℓ1〉b + 〈ℓ1 − ℓ′〉b), we deduce that
(2.78) ≤ C(b)2
∑
ℓ,j
〈ℓ, j〉2s
( ∑
ℓ′,j′,ℓ1,j1
|〈ℓ− ℓ1〉b(∂k1λ A)j1j (ℓ− ℓ1)|×
× |(∂k2λ B)j
′
j1
(ℓ1 − ℓ′)||uℓ′,j′ |
)2
+ C(b)2
∑
ℓ,j
〈ℓ, j〉2s
( ∑
ℓ′,j′,ℓ1,j1
|(∂k1λ A)j1j (ℓ − ℓ1)|×
× |〈ℓ1 − ℓ′〉b(∂k2λ B)j
′
j1
(ℓ1 − ℓ′)||uℓ′,j′ |
)2
≤ C(b)2
(∥∥∥∣∣〈∂ϕ〉b(∂k1λ A)∣∣[|∂k2λ B||u|]∥∥∥2
s
+
∥∥∥∣∣∂k1λ A∣∣[|〈∂ϕ〉b(∂k2λ B)∣∣|u|]∥∥∥2
s
)
.
(2.79)
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Hence (2.77)-(2.79), (2.73) and (2.4) imply∥∥∣∣〈∂ϕ〉b[∂kλ(AB)]∣∣u∥∥s
≤ C(b)C(k0)γ−|k|
(
M
♯
〈∂ϕ〉bA(s0)M
♯
B(s0) +M
♯
A(s0)M
♯
〈∂ϕ〉bB(s0)
)‖u‖s
+ C(b)C(k0)γ
−|k|
(
M
♯
〈∂ϕ〉bA(s)M
♯
B(s0) +M
♯
〈∂ϕ〉bA(s0)M
♯
B(s)
+M♯A(s)M
♯
〈∂ϕ〉bB(s0) +M
♯
A(s0)M
♯
〈∂ϕ〉bB(s)
)
‖u‖s0
which proves (2.76).
As a consequence of (2.75), if A is Dk0 -modulo-tame, then, for all n ≥ 1,
each An is Dk0 -modulo-tame and
M
♯
An(s) ≤
(
2C(k0)M
♯
A(s0)
)n−1
M
♯
A(s) . (2.80)
Moreover, by (2.76), if 〈∂ϕ〉bA is Dk0 -modulo-tame, then, for all n ≥ 2, each
〈∂ϕ〉bAn is Dk0 -modulo-tame with
M
♯
〈∂ϕ〉bAn(s) ≤ (4C(b)C(k0))n−1
(
M
♯
〈∂ϕ〉bA(s)
[
M
♯
A(s0)
]n−1
+M♯〈∂ϕ〉bA(s0)M
♯
A(s)
[
M
♯
A(s0)
]n−2)
.
(2.81)
Lemma 2.26 (Invertibility). Let Φ := Id+A where A := A(λ) is Dk0 -modulo-
tame with modulo-tame constant M♯A(s). Assume the smallness condition
4C(b)C(k0)M
♯
A(s0) ≤ 1/2 . (2.82)
Then the operator Φ is invertible, Aˇ := Φ−1 − Id is Dk0-modulo-tame with
modulo-tame constant
M
♯
Aˇ
(s) ≤ 2M♯A(s) . (2.83)
Moreover 〈∂ϕ〉bAˇ is Dk0-modulo-tame with tame-constant
M
♯
〈∂ϕ〉bAˇ(s) ≤ 2M
♯
〈∂ϕ〉bA(s) + 8C(b)C(k0)M
♯
〈∂ϕ〉bA(s0)M
♯
A(s) . (2.84)
Proof. By (2.66) and (2.82) the operatorial norm ‖A‖L(Hs0 ) ≤ 2M♯A(s0) ≤
1/2. Then Φ is invertible and the inverse operator Φ−1 = Id + Aˇ with Aˇ :=∑
n≥1(−1)nAn satisfy the estimate (2.83) by (2.74), (2.80), (2.82). Similarly
(2.84) follows by (2.74), (2.81) and (2.82).
Lemma 2.27. (Smoothing) Suppose that 〈∂ϕ〉bA, b ≥ 0, is Dk0-modulo-tame.
Then the operator Π⊥NA is Dk0-modulo-tame with tame constant
M
♯
Π⊥NA
(s) ≤ N−bM♯〈∂ϕ〉bA(s) , M
♯
Π⊥NA
(s) ≤M♯A(s) . (2.85)
Proof. For all |k| ≤ k0 one has, recalling (2.13),
‖|Π⊥N∂kλA|u‖2s =
∑
ℓ,j
〈ℓ, j〉2s
( ∑
j′,|ℓ−ℓ′|>N
|∂kλAj
′
j (ℓ− ℓ′)||uℓ′j′ |
)2
≤ N−2b
∑
ℓ,j
〈ℓ, j〉2s(∑
j′,ℓ′
|〈ℓ− ℓ′〉b∂kλAj
′
j (ℓ− ℓ′)||uℓ′j′ |
)2
= N−2b‖|〈∂ϕ〉b(∂kλA)| [|u|]‖2s
and, using (2.73), (2.4), we deduce the first inequality in (2.85). Similarly we get
‖|Π⊥N∂kλA|u‖2s ≤ ‖|∂kλA| |u|‖2s which implies the second inequality in (2.85).
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The next two lemmata will be used in the proof of Theorem 7.3-(S3)ν .
Lemma 2.28. Let A and B be linear operators such that |A|, |〈∂ϕ〉bA|, |B|,
|〈∂ϕ〉bB| ∈ L(Hs0). Then
1.
‖|A+B|‖L(Hs0 ) ≤ ‖|A|‖L(Hs0 ) + ‖|B|‖L(Hs0) ,
‖|AB|‖L(Hs0) ≤ ‖|A|‖L(Hs0 )‖|B|‖L(Hs0) ,
2.
‖|〈∂ϕ〉b(AB)|‖L(Hs0 ) ≤b ‖|〈∂ϕ〉bA|‖L(Hs0 )‖|B|‖L(Hs0)
+ ‖|A|‖L(Hs0 )‖|〈∂ϕ〉bB|‖L(Hs0 ),
3.
‖|Π⊥NA|‖L(Hs0 ) ≤ N−b‖|〈∂ϕ〉bA|‖L(Hs0 ) ,
‖|Π⊥NA|‖L(Hs0 ) ≤ ‖|A|‖L(Hs0).
Proof. Item 1 is a direct consequence of (2.14) and (2.4). Items 2-3 are proved
arguing as in Lemmata 2.25 and 2.27.
Lemma 2.29. Let Φi := Id + Ψi, i = 1, 2, satisfy,
‖|Ψi|‖L(Hs0 ) ≤ 1/2 , i = 1, 2 . (2.86)
Then Φ−1i = Id + Ψˇi, i = 1, 2, satisfy ‖|Ψˇ1 − Ψˇ2|‖L(Hs0 ) ≤ 4‖|Ψ1 − Ψ2|‖L(Hs0 )
and
‖〈∂ϕ〉b|Ψˇ1 − Ψˇ2|‖L(Hs0 ) ≤b ‖〈∂ϕ〉b|Ψ1 −Ψ2|‖L(Hs0)
+
(
1 + ‖|〈∂ϕ〉bΨˇ1|‖L(Hs0 ) + ‖|〈∂ϕ〉bΨˇ2|‖L(Hs0 )
)‖|Ψ1 −Ψ2|‖L(Hs0) .
Proof. Use Ψˇ1 − Ψˇ2 = Φ−11 − Φ−22 = Φ−11 (Ψ2 − Ψ1)Φ−12 and apply Lemma
2.28-1-2, using (2.86).
The composition operator u(y) 7→ u(y + p(y)) induced by a diffeomorphism
of the torus Td is tame.
Lemma 2.30. (Change of variable) Let p := p(λ, ·) : Rd → Rd be a family
of 2π-periodic functions which is k0-times differentiable with respect to λ ∈ Λ0 ⊂
Rν+1, satisfying
‖p‖Cs0+1 ≤ 1/2 , ‖p‖k0,γs0 ≤ 1 . (2.87)
Let g(y) := y + p(y), y ∈ Td. Then the composition operator
A : u(y) 7→ (u ◦ g)(y) = u(y + p(y))
satisfies the tame estimates
‖Au‖s0 ≤s0 ‖u‖s0 , ‖Au‖s ≤ C(s)‖u‖s + C(s0)‖p‖s‖u‖s0+1 , ∀s ≥ s0 + 1 ,
(2.88)
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and for any |k| ≤ k0,
‖(∂kλA)u‖s0 ≤s0,k γ−|k|‖u‖s0+|k| , (2.89)
‖(∂kλA)u‖s ≤s,k γ−|k|
(‖u‖s+|k| + ‖p‖|k|,γs ‖u‖s0+|k|+1) , ∀s ≥ s0 + 1 . (2.90)
The map g is invertible with inverse g−1(z) = z + q(z). Suppose ∂kλp(λ, ·) ∈
C∞(Td) for all |k| ≤ k0. There exists a constant δ := δ(s0, k0) ∈ (0, 1) such
that, if ‖p‖k0,γ2s0+k0+1 ≤ δ, then
‖q‖k0,γs ≤s,k0 ‖p‖k0,γs+k0 , ∀s ≥ s0 . (2.91)
The composition operators A and A−1 are Dk0-(k0+1)-tame with tame constants
satisfying for any S > s0,
MA(s) ≤S,k0 1+‖p‖k0,γs , MA−1(s) ≤S,k0 1+‖p‖k0,γs+k0 , ∀s0 ≤ s ≤ S . (2.92)
Proof. Proof of (2.88). By Lemma B.4-(ii) in [6] and (2.87), we have
‖Au‖s0 ≤s0 ‖u‖s0 + ‖p‖Cs0‖u‖1 ≤s0 ‖u‖s0 and ‖Au‖s0+1 ≤s0 ‖u‖s0+1 .
(2.93)
Thus the the first inequality in (2.88), and the second one for s = s0 + 1, are
proved. Now we prove the second inequality in (2.88), arguing by induction on
s. We assume that it holds for s ≥ s0 + 1 and we prove it for s + 1. As a
notation we denote by ∇u := (ux1 , . . . , uxd) the gradient of the function u and
A(∇u) := (Aux1 , . . . , Auxd). By the definition of the ‖ ‖s+1 norm and (2.71)
we have
‖Au‖s+1 ≤ ‖Au‖L2 + max|α|=1 ‖∂
α
x (Au)‖s
≤ ‖Au‖L2 + C(s)‖A(∇u)‖s + C(s)‖A(∇u)‖s‖p‖s0+1
+ C(s0)‖A(∇u)‖s0‖p‖s+1 .
Hence, by the inductive hyphothesis and using (2.87), (2.93), we get
‖Au‖s+1 ≤ C1(s)‖u‖s+1 + C1(s)‖p‖s‖u‖s0+2 + C0(s0)‖p‖s+1‖u‖s0+1 (2.94)
for some constants C1(s), C0(s0) > 0. Applying (2.7) with a0 = b0 = s0 + 1,
q = 1, p = s− s0 − 1, ǫ = 1/C1(s), we estimate
C1(s)‖p‖s‖u‖s0+2 ≤ ‖p‖s+1‖u‖s0+1 + C2(s)‖p‖s0+1‖u‖s+1 ,
and, by (2.94), using again that ‖p‖s0+1 ≤ 1, we get
‖Au‖s+1 ≤ C(s+ 1)‖u‖s+1 + C(s0)‖p‖s+1‖u‖s0+1 ,
with C(s + 1) = C1(s) + C2(s) and C(s0) = 1 + C0(s0). This is (2.88) for the
Sobolev index s+ 1.
Proof of (2.89)-(2.90). We prove the estimate (2.90). We argue by induction
on |k| ≤ k0. For k = 0, the estimate (2.90) follows by (2.88). Now we assume
that (2.90) holds for any |k| ≤ n < k0 and we prove it for n+ 1. Let α ∈ Nν+1
such that |α| = 1. One has
(∂k+αλ A)u = ∂
k
λ(A(∇u) · ∂αλ p) =
∑
k1+k2=k
C(k1, k2)(∂
k1
λ A)(∇u) · ∂k2+αλ p .
(2.95)
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For any k1, k2 ∈ Nν+1, with k1 + k2 = k, we have, using (2.71),
‖(∂k1λ A)(∇u) · ∂k2+αλ p‖s
≤s ‖(∂k1λ A)(∇u)‖s‖∂k2+αλ p‖s0 + ‖(∂k1λ A)(∇u)‖s0‖∂k2+αλ p‖s
(2.89),(2.90)
≤s,k1 γ−|k1|
(‖u‖s+|k1|+1 + ‖p‖|k1|,γs ‖u‖s0+|k1|+2)γ−(|k2|+1)‖p‖|k2|+1,γs0
+ γ−|k1|‖u‖s0+|k1|+2γ−(|k2+1)‖p‖|k2|+1,γs
(2.87)
≤s,k1 γ−(|k|+1)
(‖u‖s+|k|+1 + ‖p‖|k|+1,γs ‖u‖s0+|k|+2)
and recalling (2.95) we get the estimate (2.90) for |k|+ 1.
Proof of (2.91). Since y + p(λ, y) = z ⇐⇒ z + q(λ, z) = y the function
q(λ, z) satisfies
q(λ, z) + p(λ, z + q(λ, z)) = 0. (2.96)
If p ∈ C1 with respect to (λ, y), then, by the standard implicit function theorem,
q is C1 with respect to (λ, z) and by differentiating the identity (2.96) one gets,
denoting by Dλ, Dy, Dz the Fre´chet derivatives with respect to the variables λ,
y, z,
Dλq(λ, z) = −
(
Id +Dyp(λ, z + q(λ, z))
)−1
Dλp(λ, z + q(λ, z)) ,
Dzq(λ, z) = −
(
Id +Dyp(λ, z + q(λ, z))
)−1
Dxp(λ, z + q(λ, z)) .
It then follows by usual bootstrap arguments that if p is k0-times differentiable
with respect to λ and ∂kλp(λ, ·) ∈ C∞ for any |k| ≤ k0, then q is k0-times
differentiable with respect to λ and ∂kλq(λ, ·) ∈ C∞ for any |k| ≤ k0. We now
prove
‖∂kλq‖s ≤s γ−|k|‖p‖|k|,γs+|k| , ∀k ∈ Nν+1 , |k| ≤ k0 , (2.97)
which, recalling (2.5), implies (2.91). Denote by Aq the composition operator
Aq : h(x) 7→ h(x+ q(x))
so that q = −Aq[p]. By differentiating the equation q(λ, z)+p(λ, z+q(λ, z)) = 0,
(s0+1)-times, one gets that ‖q‖Cs0+1 ≤ C(s0)‖p‖Cs0+1 ≤ 1/2, provided ‖p‖Cs0+1
is small enough and ‖q‖k0,γs0 ≤ C(s0)‖p‖k0,γs0+k0 ≤ 1/2, provided ‖p‖
k0,γ
s0+k0
small
enough. Therefore, we can apply the estimates (2.88)-(2.90) to the operator Aq.
By (2.88), one has
‖q‖s = ‖Aq(p)‖s ≤ C(s)‖p‖s + C(s0)‖q‖s‖p‖s0+1 ,
which, for C(s0)‖p‖s0+1 ≤ 1/2, implies (2.97) for k = 0. Now we assume that
(2.97) holds up to |k| = n and we prove it for n + 1. Let α ∈ Nν+1 such that
|α| = 1. We have
∂k+αλ q = −∂k+αλ (Aq(p)) = −∂kλ
(
Aq(∇p) · ∂αλ q +Aq(∂αλ p)
)
= −Aq(∇p) · ∂k+αλ q
−
∑
k1+k2=k,|k2|<|k|
Ck1,k2∂
k1
λ
(
Aq(∇p)
) · ∂k2+αλ q − ∂kλ(Aq(∂αλ p)) .
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Using (2.71) we get
‖∂k+αλ q‖s ≤ C(s0)‖Aq(∇p)‖s0‖∂k+αλ q‖s + C(s)‖Aq(∇p)‖s‖∂k+αλ q‖s0
+ ‖∂kλ(Aq(∂αλ p))‖s + C(k, s)
∑
k1+k2=k,|k2|<|k|
‖∂k1λ (Aq(∇p))‖s‖∂k2+αλ q‖s0
+ C(k, s)
∑
k1+k2=k,|k2|<|k|
‖∂k1λ (Aq(∇p))‖s0‖∂k2+αλ q‖s
(2.88),(2.97),‖p‖s0+2≤1≤ C1(s0)‖p‖s0+1‖∂k+αλ q‖s + C1(s)‖p‖s+1‖∂k+αλ q‖s0
+ γ−|k|‖Aq(∂αλ p)‖|k|,γs
+ γ−(|k|+1)C1(k, s)
∑
k1+k2=k
|k2|<|k|
‖Aq(∇p)‖|k1|,γs ‖p‖|k2|+1,γs0+|k2|+1
+ ‖Aq(∇p)‖|k1|,γs0 ‖p‖|k2|+1,γs+|k2|+1
≤ C1(s0)‖p‖s0+1‖∂k+αλ q‖s + C1(s)‖p‖s+1‖∂k+αλ q‖s0
+ C2(s, k)γ
−(|k|+1)‖p‖|k|+1,γs+|k|+1 (2.98)
using (2.89), (2.90), (2.97), Lemma (2.22) and ‖p‖k0,γs0+k0+1 ≤ 1. Then, for s = s0,
one has
‖∂k+αλ q‖s0 ≤ 2C1(s0)‖p‖s0+1‖∂k+αλ q‖s0+C2(s0, k)γ−(|k|+1)‖p‖|k|+1,γs0+|k|+1 , (2.99)
implying (2.97) for k + α and s = s0, by taking 2C1(s0)‖p‖s0+1 ≤ 1/2. Then
the estimate for s > s0, follows by (2.98), (2.99), (2.87). Finally (2.92) follows
by (2.88)-(2.90), (2.91).
We finally state the following generalized Moser tame estimates for the com-
position operator
u(ϕ, x) 7→ f(u)(ϕ, x) := f(ϕ, x, u(ϕ, x))
which can be proved arguing as in the previous lemma. Since the variables
(ϕ, x) := y have the same role, we present it for a generic Sobolev space Hs(Td).
Lemma 2.31. (Composition operator) Let f ∈ C∞(Td × R,R). If u(λ) ∈
Hs(Td) is a family of Sobolev functions satisfying ‖u‖k0,γs0 ≤ 1, then, ∀s > s0 :=
(d+ 1)/2,
‖f(u)‖s ≤ C(s, f)(1 + ‖u‖s) , ‖f(u)‖k0,γs ≤ C(s, k0, f)(1 + ‖u‖k0,γs ) .
2.3 Integral operators and Hilbert transform
We now consider integral operators with a C∞ Kernel.
Lemma 2.32. (Integral operators) Let K := K(λ, ·) ∈ C∞(Tν × T × T).
Then the integral operator
(Ru)(ϕ, x) :=
∫
T
K(λ, ϕ, x, y)u(ϕ, y) dy (2.100)
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is in OPS−∞ and, for all m, s, α ∈ N,
|R|k0,γ−m,s,α ≤ C(m, s, α, k0)‖K‖k0,γCs+m+α . (2.101)
Proof. By (2.21) the symbol associated to the integral operator R is
a(λ, ϕ, x, j) =
∫
T
K(λ, ϕ, x, y)ei(y−x)j dy , ∀j ∈ Z . (2.102)
The function a is C∞ in (ϕ, x) and k0-times differentiable with respect to λ. For
all m,β, p ∈ N, n ∈ Nν , k ∈ Nν+1, one has
∂kλ∂
n
ϕ∂
p
x∆
β
j a(λ, ϕ, x, ξ)(ij)
m+β
=
∑
p1+p2=p
Cp1,p2∆
β
j
∫
T
(∂kλ∂
n
ϕ∂
s1
x K)(λ, ϕ, x, y)∂
p2+m+β
y (e
i(y−x)j) dy
=
∑
p1+p2=p
Cp1,p2,m,β
∫
T
(∂kλ∂
n
ϕ∂
p1
x ∂
p2+m+β
y K)(λ, ϕ, x, y)∆
β
j (e
i(y−x)j) dy
integrating by parts. Using that |∆βj (eixj)| = |eixβ(eix − 1)β)| ≤ 2β, ∀β ∈ N,
x ∈ R, and recalling (2.6), we deduce that, for all |k| ≤ k0,
|∂kλ∂nϕ∂px∆βj a(λ, ϕ, x, j)| ≤ C(p,m, β)γ−|k|‖K‖k0,γCp+m+β+|n|〈j〉−m−β . (2.103)
Now we construct an extension a˜(λ, ϕ, x, ξ) of the symbol a(λ, ϕ, x, j) as in
(2.23), namely we define
a˜(λ, ϕ, x, ξ) :=
∑
j∈Za(λ, ϕ, x, j)ζ(ξ − j) , ∀ξ ∈ R . (2.104)
Since a˜(·, j) = a(·, j) for all j ∈ Z one has that Op(a˜) = Op(a) = R. By (2.24)
and (2.103) it results that for all m,β, p ∈ N, n ∈ Nν , k ∈ Nν+1 with |k| ≤ k0,
there exist constants C′(p,m, β) > 0 such that
|∂kλ∂nϕ∂px∂βξ a˜(λ, ϕ, x, ξ)| ≤ C′(p,m, β)γ−|k|‖K‖k0,γCp+m+β+|n|〈ξ〉−m−β . (2.105)
By (2.2) and (2.105) we get: for all m, s, β ∈ N, |k| ≤ k0,
‖∂βξ ∂kλ a˜(λ, ·, ξ)‖s〈ξ〉m+β ≃
(
‖∂βξ ∂kλ a˜(λ, ·, ξ)‖L2ϕL2x + ‖∂sx∂βξ ∂kλ a˜(λ, ·, ξ)‖L2ϕL2x
+ sup
n∈Zν ,|n|=s
‖∂nϕ∂βξ ∂kλ a˜(λ, ·, ξ)‖L2ϕL2x
)
〈ξ〉m+β
≤m,s,β γ−|k|‖K‖k0,γCs+m+β
that, recalling (2.36) and (2.35), proves (2.101).
Remark 2.33. The extended symbol a˜ in (2.104) can be explicitly written, using
(2.102) and the Poisson summation formula, as
a˜(λ, ϕ, x, ξ) =
∫
R
K(λ, ϕ, x, y)θ(y)eiξydy
where the test function θ ∈ D(R) is defined after (2.23). This expression can be
used as well to prove the estimate (2.101).
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An integral operator transforms into another integral operator under a changes
of variables
Pu(ϕ, x) := u(ϕ, x+ p(ϕ, x)) . (2.106)
Lemma 2.34. Let K(λ, ·) ∈ C∞(Tν × T × T) and p(λ, ·) ∈ C∞(Tν × T,R).
There exists δ := δ(s0, k0) > 0 such that if ‖p‖k0,γ2s0+k0+1 ≤ δ, then the integral
operator R as in (2.100) transforms into the integral operator
(
P−1RP )u(ϕ, x) = ∫
T
K˜(λ, ϕ, x, y)u(ϕ, y) dy (2.107)
with a C∞ Kernel K˜(λ, ·, ·, ·) which satisfies
‖K˜‖k0,γs ≤ C(s, k0)
(‖K‖k0,γs+k0 + ‖p‖k0,γs+k0+1‖K‖k0,γs0+k0+1) ∀s ≥ s0 . (2.108)
Proof. We denote by z 7→ z + q(λ, ϕ, z) the inverse diffeomorphism of x 7→ x+
p(λ, ϕ, x), for all ϕ ∈ Tν , λ ∈ Λ0. We have (RP )u(ϕ, x) =
∫
T
K(λ, ϕ, x, y)u(ϕ, y+
p(λ, ϕ, y)) dy and making the change of variable z = y+p(λ, ϕ, y) we get (2.107)
with Kernel
K˜(λ, ϕ, x, z) :=
(
1 + ∂zq(λ, ϕ, z)
)
K(λ, ϕ, x+ q(λ, ϕ, x), z + q(λ, ϕ, z)) .
Since p ∈ C∞, by Lemma 2.30 also q ∈ C∞, therefore K˜ is C∞. The estimate
(2.108) for K˜ then follows by (2.72), (2.89), (2.90), (2.91) and by Lemma 2.22.
We now study the properties of the Hilbert transform H. It can be defined
through Fourier series by
H cos(jx) := sign(j) sin(jx), ∀j ∈ Z \ {0} ,
H sin(jx) := − sign(j) cos(jx) , ∀j ∈ Z \ {0},
H(1) := 0 ,
(2.109)
or in exponential basis
Heijx := −i sign(j)eijx , ∀j 6= 0 , H(1) := 0 . (2.110)
The Hilbert transform admits also an integral representation. Given a 2π-
periodic function u its Hilbert transform is
Hu(x) := 1
2π
p.v.
∫
u(y)
tan(12 (x − y))
dy
:= lim
ε→0
1
2π
{∫ x−ε
x−π
+
∫ x+π
x+ε
} u(y)
tan(12 (x − y))
dy.
(2.111)
The commutator between the Hilbert transform H and the multiplication oper-
ator for a smooth function a is a regularizing operator in OPS−∞.
Lemma 2.35. Let a(λ, ·, ·) ∈ C∞(Tν × T,R). Then the commutator [a,H] ∈
OPS−∞ and, for all m, s, α ∈ N,
|[a,H]|k0,γ−m,s,α ≤ C(m, s, α, k0)‖a‖k0,γs+s0+1+m+α . (2.112)
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Proof. By (2.111) the commutator
(Ha− aH)u = 1
2π
p.v.
∫
(a(y)− a(x))u(y)
tan(12 (x− y))
dy =
1
2π
∫
T
K(x, y)u(y) dy
is an integral operator with C∞ Kernel (note that the integral is no longer a
principal value)
K(λ, ϕ, x, y) :=
a(λ, ϕ, y)− a(λ, ϕ, x)
tan((x− y)/2)
=
(∫ 1
0
ax(λ, ϕ, x + t(y − x))dt
) y − x
tan((x− y)/2) .
Then (2.112) follows by Lemma 2.32 and the bound ‖K‖k0,γCs ≤s ‖K‖k0,γs+s0 ≤s
‖a‖k0,γs+s0+1 for all s ≥ 0.
We now conjugate the Hilbert transform by a family of changes of variables
as in (2.106), see also the Appendices H and I in [35] and [6]-Lemma B.5.
Lemma 2.36. Let p = p(λ, ·) ∈ C∞(Tν+1). There exists δ(s0, k0) > 0 such
that, if ‖p‖k0,γ2s0+k0+1 ≤ δ(s0, k0), then the operator P−1HP − H is an integral
operator of the form
(P−1HP −H)u(ϕ, x) =
∫
T
K(λ, ϕ, x, z)u(ϕ, z) dz (2.113)
where K = K(λ, ·) ∈ C∞(Tν × T× T) satisfies
‖K‖k0,γs ≤ C(s, k0)‖p‖k0,γs+k0+2 , ∀s ≥ s0 . (2.114)
Proof. The inverse diffeomorphism of x 7→ x + p(ϕ, x) has the form z 7→ z +
q(ϕ, z). Changing the variable z = y + p(ϕ, y) in the integral (2.111) gives
P−1HPu(ϕ, x) = 1
2π
p.v.
∫
u(ϕ, z)(1 + ∂zq(λ, ϕ, z))
tan(12 [x− z + q(λ, ϕ, x) − q(λ, ϕ, z)])
dz .
As a consequence we get (2.113) (which is no longer a principal value) with
Kernel
K(λ, ϕ, x, z) :=
1
2π
( 1 + ∂zq(λ, ϕ, z)
tan(12 [x− z + q(λ, ϕ, x) − q(λ, ϕ, z)])
− 1
tan(12 [x− z])
)
= − 1
π
∂z log
( sin(12 [x− z + q(λ, ϕ, x) − q(λ, ϕ, z)])
sin(12 [x− z])
)
= − 1
π
∂z log
(
1 + g(λ, ϕ, x, z)
)
(2.115)
(note that q is small) where the family of C∞ functions
g(λ, ϕ, x, z) := cos
(q(λ, ϕ, x) − q(λ, ϕ, z)
2
)
− 1
+ cos
(x− z
2
) sin(12 [q(λ, ϕ, x) − q(λ, ϕ, z)])
sin(12 [x− z])
satisfies the estimate ‖g‖k0,γs ≤s,k0 ‖q‖k0,γs+1 ≤s,k0 ‖p‖k0,γs+k0+1 using (2.91). Lemma
2.31 implies (2.114).
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2.4 Dirichlet-Neumann operator
We now present some fundamental properties of the Dirichlet-Neumann operator
G defined in (1.4) that are used in the paper. There is a huge literature about
it for which we refer to the recent work of Alazard-Delort [3]-[4] and the book
of Lannes [36], and references therein. We remark that for our purposes it is
sufficient to work in the class of smooth C∞ profiles η(x) because at each step
of the Nash-Moser iteration we perform a C∞-regularization.
The mapping (η, ψ)→ G(η)ψ is linear with respect to ψ and nonlinear with
respect to η. The derivative with respect to η (“shape derivative”) is given by
(see e.g. [36])
G′(η)[ηˆ]ψ = lim
ε→0
1
ε
{G(η + εηˆ)ψ −G(η)ψ} = −G(η)(Bηˆ)− ∂x(V ηˆ) (2.116)
where
B := B(η, ψ) :=
ηxψx +G(η)ψ
1 + η2x
, V := V (η, ψ) := ψx −Bηx. (2.117)
The vector (V,B) = ∇x,yΦ is the velocity field evaluated at the free surface
(x, η(x)).
Note also that G(η) is an even operator according to Definition 2.5.
The Dirichlet-Neumann operator is a pseudo-differential operator of the form
G(η) = |D|+RG(η) (2.118)
where G(0) = |D| and the remainder RG(η) ∈ OPS−∞. The explicit represen-
tation of the integral Kernel of RG(η) given by (2.129), (2.113), (2.115), has
been taught to us by Baldi [5]. We use it to estimate the pseudo-differential
norm |RG(η)|k0,γ−m,s,α. Note that the free profile η(x) := η(ω, κ, ϕ, x) as well as
the potential ψ(ω, κ, ϕ, x) may depend also on the angles ϕ ∈ Tν and the pa-
rameters λ := (ω, κ) ∈ Rν × [κ1, κ2]. For simplicity of notation we sometimes
omit to write the dependence on ϕ, ω, κ.
Proposition 2.37. Assume that ∂kλη(λ, ·, ·) is C∞ for all |k| ≤ k0. There exists
δ := δ(s0, k0) > 0 such that, if
‖η‖k0,γ2s0+2k0+1 ≤ δ , (2.119)
then the Dirichlet-Neumann operator G(η) may be written as in (2.118) where
RG(η) is an integral operator with C∞ Kernel KG (see (2.100)) which satisfies,
for all m, s, α ∈ N, the estimate
|RG(η)|k0,γ−m,s,α ≤ C(s,m, α, k0)‖KG‖k0,γCs+m+α
≤ C(s,m, α, k0)‖η‖k0,γs+s0+2k0+m+α+3 .
(2.120)
Let s1 ≥ 2s0 + 1. There exists δ(s1) > 0 such that, the map {‖η‖s1+6 <
δ(s1)} → Hs1(Tν × T× T), η 7→ KG(η), is C1.
Remark 2.38. Note that the assumption (2.119) in low norm ‖ ‖k0,γ2s0+2k0+1 implies
the estimate (2.120) for any s ∈ N. The estimate ‖∂ηKG[η̂]‖s1 ≤s1 ‖η̂‖s1+6 is
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used in section 6 (in particular in section 6.2) with a Sobolev index s1 which
has to be considered fixed, see (6.11). A sharper tame version of this estimate
could be proved, but it is not needed. Note also that it does not involve the
‖ ‖k0,γs1 norm.
The rest of this section is devoted to the proof of Proposition 2.37.
In order to analyze the Dirichlet-Neumann operator it is convenient to transform
the boundary value problem (1.2) defined in the free domain {(x, y) : y < η(x)}
into an elliptic problem in the lower half-plane Σ0 := {(X,Y ) : Y < 0} via a
conformal diffeomorphism
x = U(X,Y ), y = V (X,Y ) . (2.121)
The following conformal transformation (2.122), the formulation of the problem
as the fixed point equation (2.125), Lemma 2.40 and (2.129) is due to Baldi [5].
The conformal transformation. Let p : R → R be a smooth 2π-periodic
function with zero average and ‖∂2Xp‖L2(T) ≤ c0 := 1/(2
√
2π). We define the
functions
U(X,Y ) := X +
∑
k 6=0
pk e
|k|Y eikX ,
V (X,Y ) := Y +
∑
k 6=0
i sign(k) pk e
|k|Y eikX + c
(2.122)
with c ∈ R. The functions U and V are both harmonic on Σ0 and satisfy the
Cauchy-Riemann equations UX = VY , UY = −VX so that U+iV is holomorphic
on Σ0. The gradient (UX , UY )→ (1, 0) as Y → −∞.
Since, ∀Y ≤ 0, ‖UXX(X,Y )‖L2(T) ≤ ‖pXX‖L2(T) ≤ c0, it results UX ≥ 1/2
on Σ0, and, by VY = UX ≥ 1/2, we also get V (X,Y ) < V (X, 0) for Y < 0. The
Jacobian
det
(
UX UY
VX VY
)
= det
(
UX UY
−UY UX
)
= U2X + U
2
Y ≥
1
4
, ∀(X,Y ) ∈ Σ0 ,
so that U + iV is a global diffeomorphism from Σ0 onto its image. Since
U(X,Y ) −X is 2π-periodic in X (see (2.122)) the map U + iV is the lift of a
diffeomorphism from T× (−∞, 0] onto its image. The image of the map U + iV
is the subset of C ≃ R2 that is below the profile described parametrically by
(U(X, 0), V (X, 0)) = (X + p(X),−Hp(X) + c) (2.123)
where H is the Hilbert transform in (2.110). The profile (2.123) coincides with
the graph Y = η(X) if
−Hp(X) + c = η(X + p(X)) , ∀X ∈ R . (2.124)
Since, by (2.110), the range of the Hilbert transform H is the space of functions
with zero average and H2 = −Π where Π[f ] := f − f0, the equation (2.124) is
equivalent to
c =
1
2π
∫ 2π
0
η(X + p(X)) dX
and
p(X) = H[η(X + p(X))] . (2.125)
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Lemma 2.39. Let η satisfy ∂kλη(λ, ·) ∈ C∞(Tν+1), for all |k| ≤ k0. There
exists δ := δ(s0, k0) > 0, such that, if ‖η‖k0,γ2s0+k0+1 ≤ δ, then there exists a
unique solution p = p(λ, ·) of (2.125) satisfying the estimates
‖p‖s ≤s ‖η‖s , ‖p‖k0,γs ≤s ‖η‖k0,γs+k0 , ∀s ≥ s0 . (2.126)
Let s1 ≥ 2s0+1. There exists δ(s1) > 0 such that the map {‖η‖s1+2 < δ(s1)} →
Hs1 , η 7→ p(η), is C1.
Proof. We find a solution of (2.125) as a fixed point of the map
p(ϕ,X) 7→ Φ(p)(ϕ,X) := H[η(ϕ,X + p(ϕ,X))] .
For any n ∈ N, we consider the finite dimensional subspaceEn := span{ei(ℓ·ϕ+jx) :
|(ℓ, j)| ≤ n} and the regularized map Φn := ΠnΦ : En → En where Πn denotes
the L2-orthogonal projector on En. We show that there is r > 0 small, such
that, for any n ∈ N, the map
Φn : B2s0+1(r)∩En → B2s0+1(r)∩En , B2s0+1(r) :=
{
p ∈ H2s0+1 : ‖p‖2s0+1 ≤ r
}
,
is a contraction. We fix r > 0 such that ‖p‖Cs0+1 ≤ C(s0)‖p‖2s0+1 ≤ 1/2, for
all p ∈ B2s0+1(r), i.e r := 1/(2C(s0)), so that the hyphothesis (2.87) of Lemma
2.30 is fulfilled. Then, using that H is an isometry on the Sobolev spaces Hs
(see (2.110)), that ‖Πnh‖s ≤ ‖h‖s, and applying (2.88), we get
‖Φn(p)‖2s0+1 ≤ ‖η(·+ p(·))‖2s0+1 ≤ C1(s0)‖η‖2s0+1 ≤ r
taking ‖η‖2s0+1 ≤ r/C1(s0). Moreover for any p1 , p2 ∈ B2s0+1(r)∩En , we have
‖Φn(p1)− Φn(p2)‖2s0+1 ≤ C(s0)‖η‖2s0+2‖p1 − p2‖2s0+1 ≤ ‖p1 − p2‖2s0+1/2 ,
by taking C(s0)‖η‖2s0+2 ≤ 1/2. Then, by the contraction mapping theorem
there exists a unique fixed point solution pn ∈ B2s0+1(r)∩En solving Φn(pn) =
pn. Note that pn ∈ En ⊂ C∞(Tν+1). Using again that the Hilbert transform is
a unitary operator, and the estimate (2.88), we get, for all s ≥ s0
‖pn‖s = ‖Φn(pn)‖s
= ‖ΠnHη(·+ pn(·))‖ ≤ C(s)‖η‖s + C(s0)‖pn‖s‖η‖s0+1
(2.127)
which implies ‖pn‖s ≤ 2C(s)‖η‖s taking C(s0)‖η‖s0+1 ≤ 1/2. Since Hs →֒
Hs−1 compactly, for any s ≥ s0, the sequence pn converges strongly in Hs (up
to subsequence) to a function p ∈ C∞(Tν+1) which satisfies ‖p‖s ≤ 2C(s)‖η‖s
for any s ≥ s0. The function p solves the equation (2.125) because
‖Φ(p)− Φn(pn)‖s0 ≤ ‖ΠnHη(·+ p(·))−ΠnHη(·+ pn(·))‖s0
+ ‖(Id−Πn)Hη(· + p(·))‖s0
≤s0 ‖η‖s0+1‖p− pn‖s0 +
1
n
‖η‖s0+1(1 + ‖p‖s0+1)
≤s0 ‖p− pn‖s0 +
1
n
→ 0
as n → +∞. This implies that Φ(p) = p. Arguing as in Lemma 2.30 one can
prove that if ∂kλη(λ, ·) ∈ C∞ for all |k| ≤ k0, then also ∂kλp(λ, ·) ∈ C∞(Tν+1), for
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all |k| ≤ k0. The second estimate in (2.126) can be proved as the estimate (2.91)
in Lemma 2.30, using the condition ‖η‖k0,γs0+k0+1 ≤ δ(s0, k0) for some δ(s0, k0) > 0
small enough.
The differentiability of η 7→ p(η) follows by the implicit function theorem
using the C1 map
F : Hs1+2 ×Hs1 → Hs1 , F (η, p)(ϕ,X) := p(ϕ,X)−H[η(ϕ,X + p(ϕ,X))] .
Since F (0, 0) = 0 and ∂pF (0, 0) = Id, by the implicit function theorem there
exists δ(s1) > 0 and a C1 map {‖η‖s1+2 ≤ δ(s1)} ∋ η 7→ p(η) ∈ Hs1 , such that
F (η, p(η)) = 0.
We transform (1.2) via the conformal diffeomorphism (2.122). Denote
Pu(X) := u(X + p(X)) .
The potential φ(X,Y ) := Φ(U(X,Y ), V (X,Y )) satisfies, using also (2.123)-
(2.124),
∆φ = 0 in {Y < 0} , φ(X, 0) = (Pψ)(X) , ∇φ→ (0, 0) as Y → −∞ .
(2.128)
Recall that the Dirichlet-Neumann operator at the flat surface Y = 0 is ∂XH.
Lemma 2.40. G(η) = ∂xP
−1HP .
Proof. Since η(U(X, 0)) = V (X, 0) (see (2.124)) we derive −UY = VX = ηxUX
on Y = 0. Moreover, by
Φx =
φXUX + φY UY
U2X + U
2
X
, Φy =
φY UX − φXUY
U2X + U
2
X
,
and the definition (1.4) of the Dirichlet-Neumann operator we get
G(η)ψ(x) =
1
U2X + U
2
Y
(
φX(−UY − ηxUX) + φY (UX − ηxUY )
)
=
1
UX(X, 0)
φY (X, 0)
(2.122),(2.128)
=
1
1 + pX(X)
∂XH(Pψ)(X) =
{ 1
1 + pX
∂XHPψ
}
(x+ p˜(x))
whereX = x+p˜(x) is the inverse diffeomorphism of x = X+p(X). In operatorial
notation we have
G(η) = P−1
1
1 + pX
∂XHP = 1
1 + P−1pX
P−1∂XP P−1HP
=
1
1 + P−1pX
(1 + P−1pX) ∂xP−1HP = ∂xP−1HP
by the rule P−1∂XP = (1 + P−1pX) ∂x for the changes of coordinates.
Lemma 2.40 provides the representation (2.118) of the Dirichlet-Neumann
operator with
RG(η) := ∂x
(
P−1HP −H) . (2.129)
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By Lemma 2.36, in particular by formula (2.115), the operator RG(η) is an
integral operator with kernel
KG := KG(η) := − 1
π
∂xz log
(
1 + g(ϕ, x, z)
)
(2.130)
where
g(ϕ, x, z) := cos
(q(λ, ϕ, x) − q(λ, ϕ, z)
2
)
− 1
+ cos
(x− z
2
) sin(12 [q(λ, ϕ, x) − q(λ, ϕ, z)])
sin(12 [x− z])
(2.131)
and x 7→ x + q(ϕ, x) is the inverse diffeomorphism of X 7→ X + p(ϕ,X) (the
functions p, q depend on η).
Proof of Proposition 2.37 concluded. By (2.119) we apply Lemma 2.39
and then (2.126) implies ‖p‖k0,γ2s0+k0+1 ≤s0 ‖η‖
k0,γ
2s0+2k0+1
. Hence, by (2.119), the
smallness assumption of Lemma 2.36 is verified. Hence the estimate (2.120)
follows by (2.101), (2.114), (2.126).
We now prove that the function {‖η‖s1+6 ≤ δ(s1)} 7→ Hs1(Tν × T × T),
η 7→ KG(η) is C1. Indeed, by applying Lemma 2.39 (with s1 + 4 instead of s1),
the map {‖η‖s1+6 < δ(s1)} 7→ Hs1+4, η 7→ p(η) is C1. Then, since q(ϕ, x) =
−p(ϕ, x+q(ϕ, x)), by the implicit function theorem, for p small in ‖·‖s1+4-norm,
also the map p 7→ q(p) ∈ Hs1+2 is C1. By composition, the claim follows by
recalling (2.130), (2.131). 
To conclude we provide the following tame estimates for the Dirichlet Neu-
mann operator:
Lemma 2.41. There is δ(s0, k0) > 0 such that, if ‖η‖k0,γ2s0+2k0+5 ≤ δ(s0, k0),
then, for all s ≥ s0
‖(G(η)− |D|)ψ‖k0,γs ≤s,k0 ‖η‖k0,γs+s0+2k0+3‖ψ‖k0,γs0
+ ‖η‖k0,γ2s0+2k0+3‖ψ‖k0,γs ,
(2.132)
‖G′(η)[η̂]ψ‖k0,γs ≤s,k0 ‖ψ‖k0,γs+2 ‖η̂‖k0,γs0+1 + ‖ψ‖k0,γs0+2‖η̂‖k0,γs+1
+ ‖η‖k0,γs+s0+2k0+4‖η̂‖
k0,γ
s0+1
‖ψ‖k0,γs0+2 ,
(2.133)
‖G′′(η)[η̂, η̂]ψ‖k0,γs ≤s,k0 ‖ψ‖k0,γs+3
(‖η̂‖k0,γs0+2)2
+ ‖ψ‖k0,γs0+3‖η̂‖k0,γs+2 ‖η̂‖k0,γs0+2
+ ‖η‖k0,γs+s0+2k0+5‖ψ‖
k0,γ
s0+3
(‖η̂‖k0,γs0+2)2 .
(2.134)
Proof. The estimate (2.132) follows by the formula (2.118), the bound (2.120)
(for m = α = 0) and Lemmata 2.21, 2.22. The estimate (2.133) follows by the
shape derivative formula (2.116), applying (2.132), (2.72) and the fact that the
functions B, V defined in (2.117) satisfy
‖B‖k0,γs , ‖V ‖k0,γs ≤s ‖ψ‖k0,γs+1 + ‖η‖k0,γs+s0+2k0+3‖ψ‖
k0,γ
s0+1
.
The estimate (2.134) follows by differentiating the shape derivative formula
(2.116) and by applying the same kind of arguments.
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Chapter 3
Transversality properties of
degenerate KAM theory
In this section we verify the weak transversality properties required by degen-
erate KAM theory that we shall use for proving the measure estimates. To this
aim we follow the approach developed in [12]. The main result of this section is
Proposition 3.3, which is derived by the non-degeneracy Lemma 3.2.
Definition 3.1. A function f := (f1, . . . , fN ) : [κ1, κ2] → RN is called non-
degenerate if, for any vector c := (c1, . . . , cN ) ∈ RN \ {0} the function f · c =
f1c1 + . . .+ fNcN is not identically zero on the whole interval [κ1, κ2].
From a geometric point of view, f non-degenerate means that the image of
the curve f([κ1, κ2]) ⊂ RN is not contained in any hyperplane of RN . For such
reason a curve f which satisfies the non-degeneracy property of Definition 3.1
is also referred as an essentially non-planar curve, or a curve with full torsion.
For a smooth degenerate function f , differentiating (N − 1) times the identity
f(κ) · c = 0, we see that
f(κ) degenerate =⇒
f(κ), (∂κf)(κ), . . . , (∂
N−1
κ f)(κ) are linearly dependent ∀κ ∈ [κ1, κ2] .
(3.1)
Given S+ ⊂ N+ we denote the unperturbed tangential and normal frequency
vectors by
~ω(κ) := (ωj(κ))j∈S+ , ~Ω(κ) := (Ωj(κ))j∈N+\S+ := (ωj(κ))j∈N+\S+ . (3.2)
Lemma 3.2. The frequency vectors ~ω(κ) ∈ Rν , (√κ, ~ω(κ)) ∈ Rν+1 and
(~ω(κ),Ωj(κ)) ∈ Rν+1, j ∈ N+ \ S+,
(~ω(κ),Ωj(κ),Ωj′ (κ)) ∈ Rν+2 , ∀j, j′ ∈ N+ \ S+ , j 6= j′ ,
are non-degenerate.
Proof. Set λ0(κ) :=
√
κ and λj(κ) :=
√
j(1 + κj2), j ≥ 1. The lemma follows
by proving that, for any N , for any λj1 (κ), . . . , λjN (κ), with j1, . . . , jN ≥ 1,
ji 6= jk for all i 6= k, the function [κ1, κ2] ∋ κ 7→ (λj1 (κ), . . . , λjN (κ)) ∈ RN
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is non-degenerate according to Definition 3.1. By (3.1) it is sufficient to prove
that the N ×N -matrix
A(κ) :=

λj1(κ) λj2 (κ) . . . λjN (κ)
∂κλj1 (κ) ∂κλj2(κ) . . . ∂κλjN (κ)
...
...
. . .
...
∂N−1κ λj1 (κ) ∂
N−1
κ λj2(κ) . . . ∂
N−1
κ λjN (κ)

is non-singular at some value of κ ∈ [κ1, κ2]. Actually, it turns out to be non-
singular for all κ ∈ [κ1, κ2].
Arguing by induction we get the following formula for the derivatives of
λj(κ): for all r ≥ 1
∂rκλ0(κ) =
(−1)r+1
2r
(2r − 3)!!κ− 2r−12 = (−1)r+1(2r − 3)!!λ0(κ)xr0 , x0 :=
1
2κ
,
(3.3)
where (−1)!! := 1, 1!! := 1 and if n > 1 is odd n!! := ∏n−12k=0 (n − 2k). For all
j, r ≥ 1
∂rκλj(κ) =
√
jj2r
2r
(−1)r+1(2r − 3)!!(1 + κj2)− 2r−12
= (−1)r+1(2r − 3)!!λj(κ)xrj , xj :=
j2
2(1 + κj2)
.
(3.4)
Using the previous formulas (3.3)-(3.4) and the multi-linearity of the determi-
nant we get
det(A(κ)) =
N∏
k=1
λjk(κ)
N−1∏
r=1
(−1)r+1(2r − 3)!! det(B(κ))
where the N ×N matrix
B(κ) :=

1 1 . . . 1
xj1 xj2 . . . xjN
...
...
. . .
...
xN−1j1 x
N−1
j2
. . . xN−1jN

is the Vandermonde matrix. Its determinant is
det(B(κ)) =
∏
1≤i<k≤N
(xji − xjk ) . (3.5)
By the definition of xj in (3.3)-(3.4), we have that, for all κ ∈ [κ1, κ2],
xj − xj′ = 1
2
j2 − j′2
(1 + κj2)(1 + κj′2)
6= 0 , ∀j 6= j′, j, j′ ≥ 1 ,
xj − x0 = − 1
2κ(1 + κj2)
6= 0 , ∀j ≥ 1 .
Thus, by (3.5) the determinant det(B(κ)) 6= 0 and so det(A(κ)) 6= 0, ∀κ ∈
[κ1, κ2], proving the lemma.
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In the next Proposition 3.3 we deduce, by the qualitative non-degeneracy
condition proved in Lemma 3.2, the analyticity and the asymptotics of the linear
frequencies κ 7→ ωj(κ) =
√
j(1 + κj2), the quantitative bounds (3.6)-(3.9). The
proof is similar to [12]. It does not follow immediately by [12] because the
linear frequencies ωj(κ) depend on the parameter κ also at the highest order
O(
√
κj3/2).
Proposition 3.3. (Transversality) There exist k0 ∈ N, ρ0 > 0 such that, for
any κ ∈ [κ1, κ2],
maxk≤k0 |∂kκ{~ω(κ) · ℓ}| ≥ ρ0〈ℓ〉 , ∀ℓ ∈ Zν \ {0}, (3.6)
maxk≤k0 |∂kκ{~ω(κ) · ℓ+Ωj(κ)}| ≥ ρ0〈ℓ〉 , ∀ℓ ∈ Zν , j ∈ N+ \ S+, (3.7)
maxk≤k0 |∂kκ{~ω(κ) · ℓ+Ωj(κ)− Ωj′(κ)}| ≥ ρ0〈ℓ〉 ,
∀(ℓ, j, j′) 6= (0, j, j), ℓ ∈ Zν , j, j′ ∈ N+ \ S+, (3.8)
maxk≤k0 |∂kκ{~ω(κ) · ℓ+ Ωj(κ) + Ωj′ (κ)}| ≥ ρ0〈ℓ〉 ,
∀ℓ ∈ Zν , j, j′ ∈ N+ \ S+ . (3.9)
We call (following [48]) ρ0 the “amount of non-degeneracy” and k0 the “index
of nondegeneracy”.
Proof. All the inequalities (3.6)-(3.9) are proved by contradiction.
Proof of (3.6). Suppose that ∀k0 ∈ N, ∀ρ0 > 0 there exist ℓ ∈ Zν \ {0},
κ ∈ [κ1, κ2] such that maxk≤k0 |∂kκ{~ω(κ) · ℓ}| < ρ0〈ℓ〉. This implies that for all
m ∈ N, taking ρ0 = 11+m , there exist ℓm ∈ Zν \ {0}, κ(m) ∈ [κ1, κ2] such that
maxk≤m|∂kκ{~ω(κ(m)) · ℓm}| <
1
1 +m
〈ℓm〉
and therefore
∀k ∈ N, m ≥ k ,
∣∣∣∂kκ~ω(κ(m)) · ℓm〈ℓm〉
∣∣∣ < 1
1 +m
. (3.10)
The sequences (κ(m))m∈N ⊂ [κ1, κ2] and (ℓm/〈ℓm〉)m∈N ⊂ Rν \{0} are bounded.
By compactness there exists a sequence mh → +∞ such that κ(mh) → κ¯ ∈
[κ1, κ2], ℓmh/〈ℓmh〉 → c¯ 6= 0. Passing to the limit in (3.10) for mh → +∞ we
deduce that ∂kκ~ω(κ¯) · c¯ = 0, ∀k ∈ N. We conclude that the analytic function
κ 7→ ~ω(κ) · c¯ is identically zero. Since c¯ 6= 0, this is in contradiction with Lemma
3.2.
Proof of (3.7). Recalling that Ωj(κ) =
√
j(1 + κj2), we have the expansion
Ωj(κ) =
√
κj
3
2 +
cj(κ)√
κj
, cj(κ) :=
1
2
∫ 1
0
(
1 +
t
κj2
)−1/2
dt (3.11)
where
∀k ∈ N , ∣∣∂kκ cj(κ)√κ ∣∣ ≤ C(k) (3.12)
uniformly in j ∈ Sc, κ ∈ [κ1, κ2].
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First of all note that ∀κ ∈ [κ1, κ2], we have |~ω(κ) · ℓ + Ωj(κ)| ≥ Ωj(κ) −
|~ω(κ) · ℓ| ≥ √κ1j3/2 − C|ℓ| ≥ |ℓ| if j3/2 ≥ C0|ℓ| for some C0 > 0. Therefore in
(3.7) we can restrict to the indices (ℓ, j) ∈ Zν × (N+ \ S+) satisfying
j
3
2 < C0|ℓ| . (3.13)
Arguing by contradiction (as for proving (3.6)), we suppose that for all m ∈ N
there exist ℓm ∈ Zν , jm ∈ N+ \ S+ and κ(m) ∈ [κ1, κ2], such that
max
k≤m
∣∣∣∂kκ{~ω(κ(m)) · ℓm〈ℓm〉 + Ωjm(κ
(m))
〈ℓm〉
}∣∣∣ < 1
1 +m
and therefore
∀k ∈ N, m ≥ k ,
∣∣∣∂kκ{~ω(κ(m)) · ℓm〈ℓm〉 + Ωjm(κ
(m))
〈ℓm〉
}∣∣∣ < 1
1 +m
. (3.14)
Since the sequences (κ(m))m∈N ⊂ [κ1, κ2] and (ℓm/〈ℓm〉)m∈N ∈ Rν are bounded,
there exist mh → +∞ such that
κ(mh) → κ¯ ∈ [κ1, κ2] , ℓmh〈ℓmh〉
→ c¯ ∈ Rν . (3.15)
We now distinguish two cases:
Case 1: (ℓmh) ⊂ Zν is bounded. In this case, up to subsequence, ℓmh → ℓ¯ ∈
Zν , and since |jm| ≤ C|ℓm| 23 for all m (see (3.13)), we have jmh → ¯. Passing
to the limit for mh → +∞ in (3.14) we deduce, by (3.15), that
∂kκ
{
~ω(κ¯) · c¯+Ω¯(κ¯)〈ℓ¯〉−1
}
= 0 , ∀k ∈ N .
Therefore the analytic function κ 7→ ~ω(κ) · c¯ + 〈ℓ¯〉−1Ω¯(κ) is identically zero.
Since (c¯, 〈ℓ〉−1) 6= 0 this is in contradiction with Lemma 3.2.
Case 2: (ℓmh) is unbounded. Up to subsequence |ℓmh | → +∞. In this case
the constant c¯ 6= 0 in (3.15). Moreover, by (3.13), we also have that, up to
subsequences,
j
3
2
mh〈ℓmh〉−1 → d¯ ∈ R . (3.16)
By (3.11), (3.12), (3.15), (3.16), we get
Ωjmh (κ
(mh))
〈ℓmh〉
=
√
κ(mh)
j
3
2
mh
〈ℓmh〉
+
cjmh (κ
(mh))√
κ(mh)jmh〈ℓmh〉
→ d¯√κ¯ ,
∂kκ
Ωjmh (κ
(mh))
〈ℓmh〉
→ d¯ ∂kκ
√
κ¯
(3.17)
as mh → +∞. Passing to the limit in (3.14), by (3.17), (3.15) we deduce
that ∂kκ
{
~ω(κ¯) · c¯ + d¯√κ¯} = 0, ∀k ∈ N. Therefore the analytic function κ 7→
~ω(κ) · c¯ + d¯√κ = 0 is identically zero. Since (c¯, d¯) 6= 0 this is in contradiction
with Lemma 3.2.
Proof of (3.8). Notice that, for all κ ∈ [κ1, κ2],
|~ω(κ) · ℓ +Ωj(κ)− Ωj′ (κ)| ≥ |Ωj(κ)− Ωj′(κ)| − |~ω(κ)||ℓ|
(3.11),(3.12)
≥ √κ1|j 32 − j′ 32 | − C − C|ℓ| ≥ 〈ℓ〉
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provided |j 32 − j′ 32 | ≥ C1〈ℓ〉, for some C1 > 0. Therefore in (3.8) we can restrict
to the indices such that
|j 32 − j′ 32 | < C1〈ℓ〉 . (3.18)
Moreover in (3.8) we can also assume that j 6= j′ otherwise (3.8) reduces to
(3.6), which is already proved.
Now if, by contradiction, (3.8) is false, we deduce, arguing as in the previous
cases, that for all m ∈ N, there exist ℓm ∈ Zν , jm, j′m ∈ N+ \ S+, jm 6= j′m,
κ(m) ∈ [κ1, κ2], such that for all
k ∈ N , ∀m ≥ k ,
∣∣∣∂kκ{~ω(κ(m)) · ℓm〈ℓm〉 + Ωjm(κ
(m))
〈ℓm〉 −
Ωj′m(κ
(m))
〈ℓm〉
}∣∣∣ < 1
1 +m
.
(3.19)
As in the previous cases, since the sequences (κ(m))m∈N, (ℓm/〈ℓm〉)m∈N are
bounded, there exists mh → +∞ such that
κ(mh) → κ¯ ∈ [κ1, κ2] , ℓmh/〈ℓmh〉 → c¯ ∈ Rν . (3.20)
We distinguish again two cases:
Case 1 : (ℓmh) is bounded. In this case, up to subsequence, ℓmh → ℓ¯ ∈ Zν .
Using that
|j 32 − j′ 32 | ≥ |j − j′|(
√
j +
√
j′) ≥
√
j +
√
j′ , ∀j 6= j′ ,
by (3.18) we deduce that also jmh , j
′
mh are bounded sequences and therefore,
up to subsequence,
jmh → ¯ , j′mh → ¯′ , ¯ 6= ¯′ . (3.21)
Hence passing to the limit in (3.19) for mh → +∞, we deduce by (3.20), (3.21)
that
∂kκ
{
~ω(κ¯) · c¯+Ω¯(κ¯)〈ℓ¯〉−1 − Ω¯′(κ¯)〈ℓ¯〉−1
}
= 0 , ∀k ∈ N .
Therefore the analytic function κ 7→ ~ω(κ) · c¯+Ω¯(κ)〈ℓ¯〉−1−Ω¯′(κ)〈ℓ¯〉−1 is iden-
tically zero. This in contradiction with Lemma 3.2.
Case 2 : (ℓmh) is unbounded. Up to subsequence |ℓmh | → +∞. In this case
the constant c¯ 6= 0 in (3.20). Using (3.11)-(3.12), for all k ∈ N,
∂kκ
Ωjmh (κ
(mh))− Ωj′mh (κ
(mh))
〈ℓmh〉
= ∂kκ
√
κmh
j
3
2 − j′ 32
〈ℓmh〉
+
1√
jmh〈ℓmh〉
∂kκ
cjmh (κ
(mh))√
κ(mh)
− 1√
j′mh〈ℓmh〉
∂kκ
cj′mh
(κ(mh))
√
κ(mh)
and ∣∣∣ 1√
jmh〈ℓmh〉
∂kκ
cjmh (κ
(mh))√
κ(mh)
− 1√
j′mh〈ℓmh〉
∂kκ
cj′mh
(κ(mh))
√
κ(mh)
∣∣∣
≤ C〈ℓmh〉
supj∈N+\S+,κ∈[κ1,κ2]
∣∣∣∂kκ cj(κ)√κ ∣∣∣ ≤ C′(k)〈ℓmh〉 → 0
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as mh → +∞. Moreover, by (3.18), up to subsequences, |j
3
2
mh− j′
3
2
mh
|〈ℓmh〉−1 →
d¯ ∈ R. Therefore, for all k ∈ N,
∂kκ
Ωjmh (κ
(mh))− Ωj′mh (κ
(mh))
〈ℓmh〉
→ d¯ ∂kκ
√
κ¯ .
Passing to the limit in (3.19) formh → +∞ we deduce that ∂kκ
{
~ω(κ¯)·c¯+d¯√κ¯} =
0, ∀k ∈ N. In conclusion the analytic function κ 7→ ~ω(κ) · c¯+ d¯√κ is identically
zero. Since (c¯, d) 6= 0, this is a contradiction with Lemma 3.2.
Proof of (3.9). The proof is similar to the previous ones and we omit it.
Chapter 4
Nash-Moser theorem and
measure estimates
Instead of working in a shrinking neighborhood of the origin, it is a convenient
devise to rescale the variable u 7→ εu with u = O(1), writing (1.3)-(1.5) as
∂tu = JΩu+ εXPε(u) (4.1)
where JΩ is the linearized Hamiltonian vector field in (1.14) and
XPε(u) := XPε(κ, u)
:=
 ε−1(G(εη) −G(0))ψ
− 12ψ2x + 12
(
G(εη)ψ+εηxψx
)2
1+(εηx)2
+ ε−1κ ηxx
((
1 + (εηx)
2
)−3/2 − 1)
 . (4.2)
Note that the dependence of the vector field XPε with respect to κ is linear.
System (4.1) is the Hamiltonian system generated by the Hamiltonian
Hε(u) := ε−2H(εu) = HL(u) + εPε(u) (4.3)
where H is the water-waves Hamiltonian (1.6), HL is defined in (1.15) and
Pε(u) := Pε(κ, u)
:=
ε−1
2
(ψ,
(
G(εη) −G(0))ψ)L2(Tx)
+ ε−3κ
∫
T
(√
1 + (εηx)2 − 1− (εηx)
2
2
)
dx .
(4.4)
We decompose the phase space
H10,even :=
{
u := (η, ψ) ∈ H10 (Tx)×H10 (Tx) , u(x) = u(−x)
}
(4.5)
as the direct sum of the symplectic subspaces
H10,even = HS+ ⊕H⊥S+ where HS+ :=
{
v :=
∑
j∈S+
(
ηj
ψj
)
cos(jx)
}
(4.6)
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and H⊥
S+
denotes the L2-orthogonal.
We now introduce action-angle variables on the tangential sites by setting
ηj :=
√
2
π
Λ
1/2
j
√
ξj + Ij cos(θj),
ψj := −
√
2
π
Λ
−1/2
j
√
ξj + Ij sin(θj) , Λj :=
√
j(1 + κj2)−1 , j ∈ S+ ,
(4.7)
where ξj > 0, j = 1, . . . , ν, are positive constants, the variables |Ij | ≤ ξj , and
we leave unchanged the normal component z. The symplectic 2-form in (1.7)
then reads (for simplicity of notation we denote it in the same way)
W :=
(∑
j∈S+dθj ∧ dIj
)
⊕W|H⊥
S+
= dΛ (4.8)
where Λ is the Liouville 1-form
Λ(θ,I,z)[θ̂, Î , ẑ] := −
∑
j∈S+
Ij θ̂j − 1
2
(
Jz , ẑ
)
L2x
. (4.9)
Hence the Hamiltonian system (4.1) transforms into the new Hamiltonian sys-
tem
θ˙ = ∂IHε(θ, I, z) , I˙ = −∂θHε(θ, I, z) , zt = J∇zHε(θ, I, z) (4.10)
generated by the Hamiltonian
Hε := Hε ◦A = ε−2H ◦ εA (4.11)
where
A(θ, I, z) := v(θ, I) + z :=
∑
j∈S+
√
2
π
(
Λ
1/2
j
√
ξj + Ij cos(θj)
−Λ−1/2j
√
ξj + Ij sin(θj)
)
cos(jx) + z .
(4.12)
We denote by
XHε := (∂IHε,−∂θHε, J∇zHε)
the Hamiltonian vector field in the variables (θ, I, z) ∈ Tν × Rν × H⊥
S+
. The
involution ρ in (1.11) becomes
ρ˜ : (θ, I, z) 7→ (−θ, I, ρz) . (4.13)
By (1.6) and (4.11) the Hamiltonian Hε reads (up to a constant)
Hε = N + εP , N := HL ◦A = ~ω(κ) · I + 1
2
(z,Ωz)L2x , P := Pε ◦A , (4.14)
where ~ω(κ) is defined in (3.2) and Ω in (1.14). We look for an embedded
invariant torus
i : Tν → Tν × Rν ×H⊥S+ , ϕ 7→ i(ϕ) := (θ(ϕ), I(ϕ), z(ϕ)) (4.15)
of the Hamiltonian vector field XHε filled by quasi-periodic solutions with dio-
phantine frequency ω ∈ Rν (and which satisfies also first and second order
Melnikov-non-resonance conditions as in (4.26)).
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4.1 Nash-Moser The´ore´me de conjugaison hy-
pothe´tique
The Hamiltonian Hε in (4.14) is a perturbation of the isochronous Hamiltonian
N . The expected quasi-periodic solutions of the Hamiltonian system (4.10) will
have a shifted frequency which depends on the nonlinear term P . In view of
that we introduce the family of Hamiltonians
Hα := Nα + εP , Nα := α · I + 1
2
(z,Ωz)L2x , α ∈ Rν , (4.16)
which depend on the constant vector α ∈ Rν . For the value α = ~ω(κ) we have
Hα = Hε. Then we look for a zero (i, α) of the nonlinear operator
F(i, α) := F(i, α, ω, κ, ε) := ω ·∂ϕi(ϕ)−XHα(i(ϕ))
= ω ·∂ϕi(ϕ)− (XNα + εXP )(i(ϕ))
:=
 ω ·∂ϕθ(ϕ) − α− ε∂IP (i(ϕ))ω ·∂ϕI(ϕ) + ε∂θP (i(ϕ))
ω ·∂ϕz(ϕ)− J(Ωz(ϕ) + ε∇zP (i(ϕ)))
 (4.17)
for some diophantine vector ω ∈ Rν . Thus ϕ 7→ i(ϕ) is an embedded torus,
invariant for the Hamiltonian vector field XHα , filled by quasi-periodic solutions
with frequency ω.
Each Hamiltonian Hα in (4.16) is reversible, i.e. Hα ◦ ρ˜ = Hα where the
involution ρ˜ is defined in (4.13). We look for reversible solutions of F(i, α) = 0,
namely satisfying ρ˜i(ϕ) = i(−ϕ) (see (4.13)), i.e.
θ(−ϕ) = −θ(ϕ) , I(−ϕ) = I(ϕ) , z(−ϕ) = (ρz)(ϕ) . (4.18)
The weighted Sobolev norm of the periodic component of the embedded torus
I(ϕ) := i(ϕ)− (ϕ, 0, 0) := (Θ(ϕ), I(ϕ), z(ϕ)) , Θ(ϕ) := θ(ϕ)− ϕ , (4.19)
is
‖I‖k0,γs := ‖Θ‖k0,γHsϕ + ‖I‖
k0,γ
Hsϕ
+ ‖z‖k0,γs (4.20)
where ‖z‖k0,γs := ‖η‖k0,γs + ‖ψ‖k0,γs and ‖ ‖k0,γs is the weghted Sobolev norm
defined in (2.5).
For the next theorem, we recall that k0 is the index of non-degeneracy pro-
vided by Proposition 3.3 and it depends only on the linear unperturbed frequen-
cies. Therefore it is considered as an absolute constant and we will often omit
to write explicitly the dependence of the constants with respect to k0. We look
for quasi periodic solutions with frequency ω belonging to a δ-neighborhood
(independent of ε)
Ω :=
{
ω ∈ Rν : dist(ω, ~ω[κ1, κ2]) < δ , δ > 0} (4.21)
of the unperturbed linear frequencies ~ω[κ1, κ2] defined in (3.2).
Theorem 4.1. (Nash-Moser) Fix finitely many tangential sites S+ ⊂ N+ and
let ν := |S+|. Let τ ≥ 1. There exist constants ε0 > 0, a0 := a0(ν, τ, k0) > 0
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and k1 := k1(ν, k0, τ) > 0 such that, for all γ = ε
a, 0 < a < a0, ε ∈ (0, ε0),
there exist a k0-times differentiable function
α∞ : Ω× [κ1, κ2] 7→ Rν ,
α∞(ω, κ) = ω + rε(ω, κ) , with |rε|k0,γ ≤ Cεγ−(1+k1) ,
(4.22)
a family of embedded tori i∞ defined for all ω ∈ Ω and κ ∈ [κ1, κ2] satisfying the
reversibility property (4.18) and
‖i∞(ϕ)− (ϕ, 0, 0)‖k0,γs0 ≤ Cεγ−(1+k1) , (4.23)
a sequence of k0-times differentiable functions µ
∞
j : Ω×[κ1, κ2]→ R, j ∈ N+\S+,
of the form
µ∞j (ω, κ) = m
∞
3 (ω, κ)j
1
2 (1 + κj2)
1
2 + m∞1 (ω, κ)j
1
2 + r∞j (ω, κ) (4.24)
(defined in (8.40)) satisfying
|m∞3 − 1|k0,γ + |m∞1 |k0,γ ≤ Cε , sup
j∈Sc
|r∞j |k0,γ ≤ Cεγ−k1 , (4.25)
such that for all (ω, κ) in the Borel set
Cγ∞ :=
{
(ω, κ) ∈ Ω× [κ1, κ2] : |ω · ℓ| ≥ γ〈ℓ〉−τ , ∀ℓ ∈ Zν \ {0},
|ω · ℓ+ µ∞j (ω, κ)| ≥ 4γj
3
2 〈ℓ〉−τ , ∀ℓ ∈ Zν , j ∈ N+ \ S+
(1-Melnikov conditions),
|ω · ℓ+ µ∞j (ω, κ)− ςµ∞j′ (ω, κ)| ≥
4γ|j 32 − ςj′ 32 |
〈ℓ〉τ ,
∀ℓ ∈ Zν , j, j′ ∈ N+ \ S+, ς = ±1 (2-Melnikov conditions)
}
(4.26)
the function i∞(ϕ) := i∞(ω, κ, ε)(ϕ) is a solution of F(i∞, α∞(ω, κ), ω, κ, ε) =
0. As a consequence the embedded torus ϕ 7→ i∞(ϕ) is invariant for the Hamil-
tonian vector field XHα∞(ω,κ) and it is filled by quasi-periodic solutions with
frequency ω.
Note that the Borel set Cγ∞ in (4.26) for which a solution exists is defined only
in terms of the “final” solution i∞ and the “final” normal perturbed frequencies
µ∞j , j ∈ N+ \ S+. In Theorem 4.1 we are not concerned about the measure of
Cγ∞, in particular in investigating if it is not empty (note that α∞, i∞ and each
µ∞j are anyway defined for all (ω, κ) ∈ Ω× [κ1, κ2]).
4.2 Measure estimates
By (4.22), for any κ ∈ [κ1, κ2], the function α∞(·, κ) from Ω into the image
α∞(Ω × {κ}) is invertible:
β = α∞(ω, κ) = ω + rε(ω, κ) ⇐⇒
ω = α−1∞ (β, κ) = β + r˜ε(β, κ) with |r˜ε|k0,γ ≤ Cεγ−(1+k1) .
(4.27)
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We underline that the function α−1∞ (·, κ) is the inverse of α∞(·, κ), at any fixed
value of κ in [κ1, κ2]. Proof of (4.27).The inverse map β 7→ α−1∞ (β, κ) =
β + r˜ε(β, κ) satisfies the identities r˜ε(β, κ) + rε(β + r˜ε(β, κ), κ) = 0. By the
implicit function theorem r˜ε is C1 with respect to (β, κ) and it satisfies the
identities
Dβ r˜ε(β, κ) = −
(
Id +Dωrε(β + r˜ε(β, κ), κ)
)−1
Dωrε(β + r˜ε(β, κ), κ) ,
∂κr˜ε(β, κ) = −
(
Id +Dωrε(β + r˜ε(β, κ), κ)
)−1
∂κrε(β + r˜ε(β, κ), κ)
where Dω, Dβ denote the Fre´chet derivatives with respect to the variables ω
and β. Arguing by induction on |k| ≤ k0, r˜ε is k0-times differentiable and the
estimate (4.27) follows as the estimate (2.97).
Then, for any β ∈ α∞(Cγ∞), Theorem 4.1 proves the existence of an embedded
invariant torus filled by quasi-periodic solutions with diophantine frequency ω =
α−1∞ (β, κ) for the Hamiltonian
Hβ = β · I + 1
2
(z,Ωz)L2x + εP .
Consider the curve of the unperturbed linear frequencies
[κ1, κ2] ∋ κ 7→ ~ω(κ) := (
√
j(1 + κj2))j∈S+ ∈ Rν .
In Theorem 4.2 below, we prove that for “most” values of κ ∈ [κ1, κ2] the
vector (α−1∞ (~ω(κ), κ), κ) is in Cγ∞. Hence, for such values of κ we have found
an embedded invariant torus for the Hamiltonian Hε in (4.14), filled by quasi-
periodic solutions with diophantine frequency ω = α−1∞ (~ω(κ), κ). This implies
Theorem 1.1.
Theorem 4.2. (Measure estimates) Let
γ = εa , 0 < a < min{a0, 1/(1 + k0 + k1)} , τ > k0(ν + 4) . (4.28)
Then the measure of the set
Gε :=
{
κ ∈ [κ1, κ2] :
(
α−1∞ (~ω(κ), κ), κ
) ∈ Cγ∞} (4.29)
satisfies |Gε| ≥ (κ2 − κ1)− Cεa/k0 as ε→ 0.
Theorems 4.1-4.2 prove Theorem 1.1 with the Borel set G := Gε defined in
(4.29) and frequency vector ω˜ = ωε(κ) defined in (4.30) below.
The rest of this section is devoted to the proof of Theorem 4.2. By (4.27)
the vector
ωε(κ) := α
−1
∞ (~ω(κ), κ) = ~ω(κ) + rε(κ) , rε(κ) := r˜ε(~ω(κ), κ) , (4.30)
satisfies
|∂kκrε(κ)| ≤ Cεγ−(1+k1+k) , ∀0 ≤ k ≤ k0 . (4.31)
We also denote, with a small abuse of notation,
µ∞j (κ) := µ
∞
j (ωε(κ), κ) := m
∞
3 (κ)j
1
2 (1 + κj2)
1
2 + m∞1 (κ)j
1
2 + r∞j (κ) ,
∀j ∈ N+ \ S+ ,
(4.32)
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where
m
∞
3 (κ) := m
∞
3 (ωε(κ), κ) , m
∞
1 (κ) := m
∞
1 (ωε(κ), κ) , r
∞
j (κ) := r
∞
j (ωε(κ), κ) .
(4.33)
By (4.25), (4.33) and (4.30), using that εγ−(1+k1+k0) ≤ 1 (that by (4.28) is
satisfied for ε small), we get
|∂kκ [m∞3 (κ)− 1]| , |∂kκm∞1 (κ)| ≤ Cεγ−k , supj∈Sc |∂kκr∞j (κ)| ≤ Cεγ−(k+k1) ,
∀0 ≤ k ≤ k0 .
(4.34)
By (4.26), (4.30), (4.32) the set Gε in (4.29) writes
Gε =
{
κ ∈ [κ1, κ2] : |ωε(κ) · ℓ| ≥ γ〈ℓ〉−τ , ∀ℓ ∈ Zν \ {0},
|ωε(κ) · ℓ+ µ∞j (κ)| ≥ 4γj
3
2 〈ℓ〉−τ, ∀ℓ ∈ Zν, j ∈ N+\S+,
|ωε(κ) · ℓ+ µ∞j (κ)− ςµ∞j′ (κ)| ≥ 4γ|j
3
2 − ςj′ 32 |〈ℓ〉−τ ,
∀ℓ ∈ Zν , j, j′ ∈ N+ \ S+, ς ∈ {+,−}
}
.
We estimate the measure of the complementary set
Gcε := [κ1, κ2] \ Gε
:=
(⋃
ℓ
R
(0)
ℓ
)⋃(⋃
ℓ,j
R
(I)
ℓ,j
)⋃( ⋃
ℓ,j,j′
R
(II)
ℓjj′
)⋃( ⋃
ℓ,j,j′
Q
(II)
ℓjj′
)
(4.35)
where the “resonant sets” are
R
(0)
ℓ :=
{
κ ∈ [κ1, κ2] : |ωε(κ) · ℓ| < 4γ〈ℓ〉−τ
}
(4.36)
R
(I)
ℓj :=
{
κ ∈ [κ1, κ2] : |ωε(κ) · ℓ+ µ∞j (κ)| < 4γj
3
2 〈ℓ〉−τ} (4.37)
R
(II)
ℓjj′ :=
{
κ ∈ [κ1, κ2] : |ωε(κ) · ℓ+ µ∞j (κ)− µ∞j′ (κ)| < 4γ|j
3
2 − j′ 32 |〈ℓ〉−τ}
(4.38)
Q
(II)
ℓjj′ :=
{
κ ∈ [κ1, κ2] : |ωε(κ) · ℓ + µ∞j (κ) + µ∞j′ (κ)| < 4γ|j
3
2 + j′
3
2 |〈ℓ〉−τ} .
(4.39)
Lemma 4.3. If R
(I)
ℓj 6= ∅ then j
3
2 ≤ C〈ℓ〉. If R(II)ℓjj′ 6= ∅ then |j
3
2 − j′ 32 | ≤ C〈ℓ〉.
If Q
(II)
ℓjj′ 6= ∅ then j
3
2 + j′
3
2 ≤ C〈ℓ〉.
Proof. We prove the lemma for R
(II)
ℓjj′ . The other cases follow similarly. If
κ ∈ R(II)ℓjj′ then
|µ∞j (κ)−µ∞j′ (κ)| < 4γ|j
3
2 − j′ 32 |〈ℓ〉−τ + |ωε(κ)||ℓ| ≤ 4γ|j 32 − j′ 32 |+C|ℓ| . (4.40)
Moreover (4.32) and (4.34) imply
|µ∞j − µ∞j′ | ≥ |m∞3 (κ)||j
1
2 (1 + κj2)
1
2 − j′ 12 (1 + κj′2) 12 |
− |m∞1 (κ)||j
1
2 − j′ 12 | − 2supj∈Sc |r∞j (κ)|
≥ C1|j 32 − j′ 32 | − Cε|j 12 − j′ 12 | − Cεγ−k1 ≥ C1|j 32 − j′ 32 |/2 (4.41)
for 2Cεγ−k1 ≤ C1/2, which is fulfilled taking ε small enough by (4.28). The
lemma follows by (4.40), (4.41), for C1/4 ≥ 4γ.
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The perturbed frequencies satisfy estimates similar to (3.6)-(3.9) in Propo-
sition 3.3.
Lemma 4.4. For ε small enough, for all κ ∈ [κ1, κ2],
maxk≤k0 |∂kκ{ωε(κ) · ℓ}| ≥ ρ0〈ℓ〉/2 , ∀ℓ ∈ Zν \ {0}, (4.42)
maxk≤k0 |∂kκ{ωε(κ) · ℓ+ µ∞j (κ)}| ≥ ρ0〈ℓ〉/2 , ∀ℓ ∈ Zν , j ∈ N+ \ S+, (4.43)
maxk≤k0 |∂kκ{ωε(κ) · ℓ+ µ∞j (κ)− µ∞j′ (κ)}| ≥ ρ0〈ℓ〉/2 ,
∀(ℓ, j, j′) 6= (0, j, j), ℓ ∈ Zν , j, j′ ∈ N+ \ S+, (4.44)
maxk≤k0 |∂kκ{ωε(κ) · ℓ+ µ∞j (κ) + µ∞j′ (κ)}| ≥ ρ0〈ℓ〉/2 ,
∀ℓ ∈ Zν , j, j′ ∈ N+ \ S+ . (4.45)
Proof. We prove (4.44). The other estimates follow analogously. First of all, by
Lemma 4.3 we may restrict to the set of indices satisfying
|j 32 − j′ 32 | ≤ C〈ℓ〉 . (4.46)
Split µ∞j (κ) = Ωj(κ) + (µ
∞
j − Ωj)(κ) where Ωj(κ) := j
1
2 (1 + κj2)
1
2 . A direct
calculation shows that
|∂kκ{Ωj(κ)− Ωj′ (κ)}| ≤ Ck|j
3
2 − j′ 32 | , ∀ k ≥ 0 . (4.47)
Then, for all 0 ≤ k ≤ k0, one has
|∂kκ
{
(µ∞j − µ∞j′ )(κ)− (Ωj − Ωj′ )(κ)
}| ≤ |∂kκ{(m∞3 (κ)− 1)(Ωj(κ)− Ωj′(κ))|
+ |∂kκm∞1 (κ)||j
1
2 − j′ 12 |
+ 2supj∈N+\S+ |∂kκr∞j (κ)|
(4.47),(4.34)
≤ Cεγ−(k+k1)|j 32 − j′ 32 | . (4.48)
By (4.30), (4.31) and (4.48) we get
maxk≤k0 |∂kκ{ωε(κ) · ℓ + µ∞j (κ)− µ∞j′ (κ)}|
≥ maxk≤k0 |∂kκ{~ω(κ) · ℓ+Ωj(κ)− Ωj′(κ)}|
− Cεγ−(1+k0+k1)|ℓ| − Cεγ−(k0+k1)|j 32 − j′ 32 |
(4.46)
≥ maxk≤k0 |∂kκ{~ω(κ) · ℓ+Ωj(κ)− Ωj′(κ)}|
− Cεγ−(1+k0+k1)〈ℓ〉
(3.8)
≥ ρ0〈ℓ〉 − Cεγ−(1+k0+k1)〈ℓ〉 ≥ ρ0〈ℓ〉/2
provided εγ−(1+k0+k1) ≤ ρ0/(2C), that, by (4.28), is satisfied for ε small.
Lemma 4.5 (Estimates of the resonant sets). The measures of the sets in
(4.36)-(4.39) satisfy
|R(0)ℓ |⋖
(
γ〈ℓ〉−(τ+1)) 1k0 , |R(I)ℓj |⋖ (γj 32 〈ℓ〉−(τ+1)) 1k0 ,
|R(II)ℓjj′ |⋖
(
γ|j 32 − j′ 32 |〈ℓ〉−(τ+1)) 1k0 , |Q(II)ℓjj′ |⋖ (γ|j 32 + j′ 32 |〈ℓ〉−(τ+1)) 1k0 .
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Proof. We prove the estimate of R
(II)
ℓjj′ . The other cases are simpler. We write
R
(II)
ℓjj′ =
{
κ ∈ [κ1, κ2] : |gℓjj′ (κ)| < 4γ|j 32 − j′ 32 |〈ℓ〉−(τ+1)
}
where gℓjj′(κ) := (ωε(κ) · ℓ+ µ∞j (κ)− µ∞j′ (κ))〈ℓ〉−1. We apply Theorem 17.1 in
[48]. We estimate the measure of R
(II)
ℓjj′ only if 4γ|j
3
2 − j′ 32 |〈ℓ〉−(τ+1) ≤ ρ04(1+k0) .
Otherwise, for γ small enough, the set R
(II)
ℓjj′ = ∅ is empty. By (4.44) we derive
that
maxk≤k0 |∂kκgℓjj′(κ)| ≥ ρ0/2 , ∀κ ∈ [κ1, κ2] .
In addition, (4.30)-(4.33) and Lemma 4.3 imply that maxk≤k0 |∂kκgℓjj′(κ)| ≤ C1,
∀κ ∈ [κ1, κ2], provided εγ−(1+k0+k1) is small enough. By Theorem 17.1 in [48]
the Lemma follows.
Proof of Theorem 4.2 completed. The measure of the set Gcε in (4.35) is
estimated by
|Gcε | ≤
∑
ℓ
|R(0)ℓ |+
∑
ℓ,j
|R(I)ℓj |+
∑
ℓ,j,j′
|R(II)ℓjj′ |+
∑
ℓ,j,j′
|Q(II)ℓjj′ |
Lemma4.3≤
∑
ℓ
|R(0)ℓ |+
∑
j≤C〈ℓ〉2/3 |R
(I)
ℓj |
+
∑
j,j′≤C〈ℓ〉2 |R
(II)
ℓjj′ |+
∑
j,j′≤C〈ℓ〉2/3 |Q
(II)
ℓjj′ |
Lemma4.5
⋖
∑
ℓ
(
γ〈ℓ〉−(τ+1)) 1k0 + ∑
j≤C〈ℓ〉2/3
(
γj
3
2 〈ℓ〉−(τ+1)) 1k0
+
∑
j,j′≤C〈ℓ〉2
(
γ|j 32 − j′ 32 |〈ℓ〉−(τ+1)) 1k0 + ∑
j,j′≤C〈ℓ〉2/3
(
γ|j 32 + j′ 32 |〈ℓ〉−(τ+1)) 1k0
Lemma4.3≤ Cγ 1k0
∑
ℓ
〈ℓ〉4− τk0
(4.28)
≤ C′ε ak0 .
Hence |Gε| ≥ κ2 − κ1 − C′εa/k0 and the proof of Theorem 4.2 is concluded.
Chapter 5
Approximate inverse
5.1 Estimates on the perturbation P
We prove tame estimates for the composition operator induced by the Hamil-
tonian vector field XP = (∂IP,−∂θP, J∇zP ) in (4.17).
We first estimate the composition operator induced by v(θ, y) defined in
(4.12). Since the functions Ij 7→
√
ξj + Ij , θ 7→ cos(θ), θ 7→ sin(θ) are analytic
for |I| ≤ r small, the composition Lemma 2.31 implies that, for all Θ, y ∈
Hs(Tν ,Rν), ‖Θ‖s0, ‖y‖s0 ≤ r, setting θ(ϕ) := ϕ+Θ(ϕ),
‖∂αθ ∂βI v(θ(·), I(·))‖k0,γs ≤s 1 + ‖I‖k0,γs , ∀α, β ∈ Nν , |α|+ |β| ≤ 3 . (5.1)
Lemma 5.1. Let I(ϕ) in (4.19) satisfy ‖I‖k0,γ2s0+2k0+5 ≤ 1. Then the following
estimates hold:
‖XP (i)‖k0,γs ≤s 1 + ‖I‖k0,γs+s0+2k0+3 , (5.2)
and for all ı̂ := (θ̂, Î , ẑ)
‖diXP (i)[̂ı]‖k0,γs ≤s ‖̂ı‖k0,γs+2 + ‖I‖k0,γs+s0+2k0+4‖̂ı‖
k0,γ
s0+2
, (5.3)
‖d2iXP (i)[̂ı, ı̂]‖k0,γs ≤s ‖̂ı‖k0,γs+2 ‖̂ı‖k0,γs0+2 + ‖I‖k0,γs+s0+2k0+5(‖̂ı‖
k0,γ
s0+2
)2 . (5.4)
Proof. By the definition (4.14), P = Pε ◦A, where A is defined in (4.12) and Pε
is defined in (4.4). Hence
XP =
 [∂Iv(θ, I)]T∇Pε(A(θ, I, z))−[∂θv(θ, I)]T∇Pε(A(θ, I, z))
Π⊥
S+
J∇Pε(A(θ, I, z))
 (5.5)
where ΠS⊥+ is the L
2-projector on the space H⊥
S+
defined in (4.6). Now ∇Pε =
−JXPε (see (4.1)) where XPε is the explicit Hamiltonian vector field in (4.2).
The smallness condition of Lemma 2.41 is fulfilled because
‖η‖k0,γ2s0+2k0+5 ≤ ε‖A(θ(·), I(·), z(·, ·))‖
k0,γ
2s0+2k0+5
≤ C(s0)ε(1 + ‖I‖k0,γ2s0+2k0+5)
≤ C1(s0)ε ≤ δ(s0, k0)
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for ε small. Thus by the tame estimate (2.132) for the Dirichlet Neumann
operator, the interpolation inequality (2.72), and (5.1), we get
‖∇Pε(A(θ(·), I(·), z(·, ·)))‖k0 ,γs ≤s ‖A(θ(·), I(·), z(·, ·))‖k0,γs+s0+2k0+3
≤s 1 + ‖I‖k0,γs+s0+2k0+3 .
Hence (5.2) follows by (5.5), interpolation and (5.1).
The estimates (5.3), (5.4) for diXP and d
2
iXP follow by differentiating the
expression of XP in (5.5) and applying the estimates (2.133), (2.134) on the
Dirichlet Neumann operator, the estimate (5.1) on v(θ, y) and using the inter-
polation inequality (2.72).
5.2 Almost approximate inverse
In order to implement a convergent Nash-Moser scheme that leads to a solu-
tion of F(i, α) = 0 (the operator F(i, α) is defined in (4.17)) we linearize the
nonlinear operator F(i, α) at an arbitrary torus
i0(ϕ) = (θ0(ϕ), I0(ϕ), z0(ϕ)) ,
at a given value of α0, obtaining
di,αF(i0, α0)[̂ı , α̂] = ω ·∂ϕı̂− diXHα(i0(ϕ))[̂ı]− (α̂, 0, 0) .
Note that di,αF(i0, α0) = di,αF(i0) is independent of α0, see (4.17) and recall
that the perturbation P in (4.14) does not depend on α (it depends on κ). In
accordance with the notation introduced in (4.19) we denote by
I0(ϕ) := i0(ϕ)− (ϕ, 0, 0) := (Θ0(ϕ), I0(ϕ), z0(ϕ)) , Θ0(ϕ) := θ0(ϕ) − ϕ ,
the periodic component of the torus ϕ 7→ i0(ϕ). In sections 5-7 the torus i0 and
I0 are fixed, satisfying the properties (5.9) of the ansatz below. The main result
of these sections is Theorem 5.10 where we construct an almost-approximate
right inverse of di,αF(i0, α0).
In section 8 we shall apply Theorem 5.10 for obtaining the invertibility of
the linearized operators when i0 is replaced by an arbitrary approximate torus
obtained by the Nash-Moser iteration scheme. In section 8 we shall also verify
inductively that the property (5.9) is satisfied by the approximate solutions
defined by the Nash-Moser iteration.
Let us make some comments about Theorem 5.10. The main inversion as-
sumption (5.41)-(5.42) required for the applicability of such a theorem (which
concerns the linearized operator in the normal directions) is proved in sections
6 and 7, see in particular Theorem 7.12. The reason why we call T0 an “almost-
approximate” inverse of Lω is the following: the adjective “approximate” refers
to the presence of a remainder which is zero at an exact solution, i.e. when
F(i0, α0) = 0, like for example for the term (5.63). This terminology is inspired
by the notion of approximate inverse introduced by Zehnder [52]. The adjective
“almost” refers to the presence of terms which are small as O(N−an ) or O(K
−a
n )
for some a > 0, like (5.64) and which arise by requiring only finitely many non-
resonance conditions (of diophantine type) at each step. We find these words
helpful to distinguish the different origin of the remainders.
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We implement the general strategy proposed in [17] and [10]. An invariant
torus i0 for the Hamiltonian vector field XHα with diophantine flow (i.e. ω
satisfies (1.32)) is isotropic (see e.g. Lemma 1 in [17]), namely the pull-back
1-form i∗0Λ is closed, where Λ is the Liouville 1-form defined in (4.9). This is
tantamount to say that the 2-form
i∗0W = i∗0dΛ = di∗0Λ = 0
where W = dΛ is defined in (4.8). For an “approximately invariant” torus
i0, which supports a linear flow which is only approximately diophantine, i.e.
ω ∈ DCγKn defined in (1.40), the 1-form i∗0Λ is only “approximately closed”. In
order to make this statement quantitative we consider
i∗0Λ =
∑ν
k=1
ak(ϕ)dϕk ,
ak(ϕ) := −
(
[∂ϕθ0(ϕ)]
T I0(ϕ)
)
k
− 1
2
(∂ϕkz0(ϕ), Jz0(ϕ))L2(Tx)
(5.6)
and we quantify how small is
i∗0W = d i∗0Λ =
∑
1≤k<j≤νAkj(ϕ)dϕk ∧ dϕj ,
Akj(ϕ) := ∂ϕkaj(ϕ)− ∂ϕjak(ϕ) ,
(5.7)
in terms of the “error function”
Z(ϕ) := (Z1, Z2, Z3)(ϕ) := F(i0, α0)(ϕ) = ω · ∂ϕi0(ϕ)−XHα(i0(ϕ), α0) , (5.8)
and the “ultra-violet” cut-off Kn = K
χn
0 , χ = 3/2, in (1.39), used in the defi-
nition (1.40) of DCγKn . The main difference with respect to [17] and [10] is that
we do not assume ω to be diophantine (i.e. (1.32)) but only ω ∈ DCγKn .
Along this section we will always assume the following hypothesis, which
will be verified at each step of the Nash-Moser iteration of section 8:
• Ansatz. The map (ω, κ) 7→ I0(ω, κ) := i0(ϕ;ω, κ) − (ϕ, 0, 0) is k0-times
differentiable with respect to the parameters (ω, κ) ∈ Rν × [κ1, κ2], and
for some µ := µ(τ, ν) > 0, γ ∈ (0, 1),
‖I0‖k0,γs0+µ + |α0 − ω|k0,γ ≤ Cεγ−(1+k1) , (5.9)
where the constant k1 = k1(ν, k0) > 0 is given in Theorem 4.1. We
shall always assume εγ−(1+k1) small enough (in section 4.2 we have even
required the stronger condition εγ−(1+k0+k1) ≪ 1).
We suppose that the torus i0(ω, κ) is defined for all the values of (ω, κ) ∈
Rν × [κ1, κ2] because, in the Nash-Moser iteration of section 8, we construct
a k0-times differentiable extension of each approximate solution on the whole
Rν × [κ1, κ2], see Lemma 8.5.
Lemma 5.2. ‖Z‖k0,γs ≤s εγ−(1+k1) + ‖I0‖k0,γs+2 .
Proof. By (4.17), (5.2), (5.9).
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In the following, we will assume that ω ∈ DCγKn (defined in (1.40)) and we
split the coefficients Akj = Akj(ϕ) in (5.7) as
Akj = A
(n)
kj +A
(n),⊥
kj , Akj := ΠKnAkj , A
(n),⊥
kj := Π
⊥
KnAkj (5.10)
where Kn := K
χn
0 , χ := 3/2, is defined in (1.39), the operator ΠKn is the
orthogonal projection on the Fourier modes |(ℓ, j)| ≤ Kn and Π⊥Kn := Id−ΠKn ,
see (2.9). The “ultra-violet” cut-off functions Kn are introduced in view of the
nonlinear Nash-Moser iteration of section 8.
Lemma 5.3. Assume that ω ∈ DCγKn defined in (1.40). Then the coefficients
A
(n)
kj and A
(n),⊥
kj in (5.10) satisfy the following tame estimates
‖A(n)kj ‖k0,γs ≤s γ−1
(‖Z‖k0,γs+τ(k0+1)+k0+1 + ‖Z‖k0,γs0+1‖I0‖k0,γs+τ(k0+1)+k0+1) ,
(5.11)
‖A(n),⊥kj ‖k0,γs ≤s ‖I0‖k0,γs+2 , ‖A(n),⊥kj ‖k0,γs0+c ≤s0,b K−bn ‖I0‖k0,γs0+b+c , ∀b > 0 ,
(5.12)
and for any c > 0 such that (5.9) holds with µ ≥ τ(k0 + 1) + k0 + 1 + c.
Proof. Proof of (5.11). The coefficients Akj satisfy the identity (see [17],
Lemma 5)
ω · ∂ϕAkj =W
(
∂ϕZ(ϕ)ek, ∂ϕi0(ϕ)ej
)
+W(∂ϕi0(ϕ)ek, ∂ϕZ(ϕ)ej)
where ek denote the k-th versor of R
ν . Therefore applying the projector ΠKn
we have
ω · ∂ϕA(n)kj = ΠKn
[W(∂ϕZ(ϕ)ek, ∂ϕi0(ϕ)ej)+W(∂ϕi0(ϕ)ek, ∂ϕZ(ϕ)ej)] .
Then by (2.72) and (5.9) we get
‖ω · ∂ϕA(n)kj ‖k0,γs ≤s ‖Z‖k0,γs+1 + ‖Z‖k0,γs0+1‖I0‖k0,γs+1 (5.13)
and (5.11) follows applying (ω · ∂ϕ)−1, and using that, for all ω ∈ DCγKn defined
in (1.40), it results ‖(ω · ∂ϕ)−1ΠKng‖k0,γs ≤s γ−1‖g‖k0,γs+τ(k0+1)+k0 .
Proof of (5.12). Recalling (5.7) and (5.10), the function
A
(n),⊥
kj (ϕ) = Π
⊥
Kn
(
∂ϕkaj(ϕ)− ∂ϕjak(ϕ)
)
where ak(ϕ), k = 1, . . . , ν, are defined in (5.6). Then (5.12) follows by the
smoothing properties (2.10) and by (2.72), (5.9).
Remark 5.4. If the frequency ω is diophantine, i.e. ω satisfies (1.32), then (5.11)
holds with Akj instead of A
(n)
kj (i.e. A
(n),⊥
kj = 0). Furthermore if Z = F(i0, α0) =
0, then Akj = 0.
As in [17], [10] we first modify the approximate torus i0 to obtain an isotropic
torus iδ which is still approximately invariant. We denote the Laplacian ∆ϕ :=∑ν
k=1 ∂
2
ϕk
.
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Lemma 5.5. (Isotropic torus) The torus iδ(ϕ) := (θ0(ϕ), Iδ(ϕ), z0(ϕ)) de-
fined by
Iδ := I0 + [∂ϕθ0(ϕ)]
−T ρ(ϕ) ,
ρj(ϕ) := ∆
−1
ϕ
∑ν
k=1
∂ϕjAkj(ϕ) , j = 1, . . . , ν ,
(5.14)
is isotropic. Moreover Iδ admits the splitting Iδ = I
(n)
δ + I
(n),⊥
δ where
I
(n)
δ := I0 + [∂ϕθ0(ϕ)]
−T ρ(n)(ϕ) , ρ(n)j (ϕ) := ∆
−1
ϕ
∑ν
k=1
∂ϕjA
(n)
kj (ϕ) ,
(5.15)
I
(n),⊥
δ := [∂ϕθ0(ϕ)]
−T ρ(n),⊥(ϕ) , ρ(n),⊥j (ϕ) := ∆
−1
ϕ
∑ν
k=1
∂ϕjA
(n),⊥
kj (ϕ) .
(5.16)
There is σ := σ(ν, τ, k0) and c > 0 such that if (5.9) holds with σ+ c ≤ µ, then
‖Iδ − I0‖k0,γs ≤ ‖I(n)δ − I0‖k0,γs + ‖I(n),⊥δ ‖k0,γs ≤s ‖I0‖k0,γs+1 (5.17)
‖I(n)δ − I0‖k0,γs ≤s γ−1
(‖Z‖k0,γs+σ + ‖Z‖k0,γs0+σ‖I0‖k0,γs+σ) , (5.18)
‖I(n),⊥δ ‖k0,γs0+c ≤s0,b K−bn ‖I0‖k0,γs0+c+b , ∀b > 0 , (5.19)
‖∂i[iδ][̂ı]‖k0,γs ≤s ‖̂ı‖k0,γs + ‖I0‖k0,γs+σ ‖̂ı‖k0,γs0 . (5.20)
Moreover the “error” function Zδ := F(iδ, α0) of the isotropic torus iδ (defined
analogously to (5.8)) may be splitted as Zδ = Z
(n)
δ + Z
(n),⊥
δ with
‖Z(n)δ ‖k0,γs ≤s ‖Z‖k0,γs+σ + ‖Z‖k0,γs0+σ‖I0‖k0,γs+σ (5.21)
‖Z(n),⊥δ ‖k0,γs ≤s ‖I0‖k0,γs+σ , ‖Z(n),⊥δ ‖k0,γs0+c ≤s0,b K−bn ‖I0‖k0,γs0+σ+c+b , ∀b > 0 .
(5.22)
In the paper we denote equivalently the differential by ∂i or di. Moreover
we denote by σ := σ(ν, τ, k0) possibly different (larger) “loss of derivatives”
constants.
Proof. The isotropy of the torus iδ, defined by (5.14), is proved in Lemma 6 of
[17]. The estimate (5.17) follows by (5.14), (5.6), (5.7), (2.72) and (5.9). The
estimate (5.18) follows by (5.15) and (5.11). The estimate (5.19) follows by
(5.16) and (5.12). The bound (5.20) follows by (5.14), (5.7), (5.6), (5.9). We
now prove (5.21), (5.22). One has
F(iδ, α0) = F(i0, α0) +
 0ω ·∂ϕ(Iδ − I0)
0
+ε(XP (iδ)−XP (i0))
= F(i0, α0)+
 0ω ·∂ϕ(Iδ − I0)
0
+ε∫ 1
0
∂IXP (t iδ + (1− t)i0) · (Iδ − I0) dt
= Z
(n)
δ + Z
(n),⊥
δ
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where
Z
(n)
δ := F(i0, α0) +
 0ω ·∂ϕ(I(n)δ − I0)
0

+ ε
∫ 1
0
∂IXP (t iδ + (1− t)i0) · (I(n)δ − I0) dt ,
(5.23)
Z
(n),⊥
δ :=
 0ω ·∂ϕI(n),⊥δ
0
 + ε ∫ 1
0
∂IXP (t iδ + (1− t)i0) · I(n),⊥δ dt . (5.24)
By differentiating (5.15) and, arguing as in [17], [10], we get
ω ·∂ϕ(I(n)δ − I0) = [∂ϕθ0(ϕ)]−Tω ·∂ϕρ(n)(ϕ)
− ([∂ϕθ0(ϕ)]−T (ω ·∂ϕ[∂ϕθ0(ϕ)]T )[∂ϕθ0(ϕ)]−T )ρ(n)(ϕ)
(5.25)
ω ·∂ϕ[∂ϕθ0(ϕ)] = ε∂ϕ(∂IP )(i0(ϕ)) + ∂ϕZ1(ϕ) . (5.26)
Then (5.21) follows by (5.23), (5.25)-(5.26), (5.3), (2.72), (5.18), (5.9), Lemma
5.2, (5.15), (5.13), (5.11). The estimates (5.22) follow by (5.24), (5.16), (2.72),
(5.12), (5.3), (5.17), (5.9) and (5.19).
In order to find an approximate inverse of the linearized operator di,αF(iδ)
we introduce the symplectic diffeomorpshim Gδ : (φ, y, w) → (θ, I, z) of the
phase space Tν × Rν ×H⊥
S+
defined byθI
z
 := Gδ
φy
w
 :=
 θ0(φ)Iδ(φ) + [∂φθ0(φ)]−T y − [(∂θ z˜0)(θ0(φ))]TJw
z0(φ) + w
 (5.27)
where z˜0(θ) := z0(θ
−1
0 (θ)). It is proved in [17] that Gδ is symplectic, because
the torus iδ is isotropic (Lemma 5.5). In the new coordinates, iδ is the trivial
embedded torus (φ, y, w) = (φ, 0, 0). Under the symplectic change of variables
Gδ the Hamiltonian vector field XHα (the Hamiltonian Hα is defined in (4.16))
changes into
XKα = (DGδ)
−1XHα ◦Gδ where Kα := Hα ◦Gδ . (5.28)
By (4.18) the transformation Gδ is also reversibility preserving and so Kα is
reversible, Kα ◦ ρ˜ = Kα.
The Taylor expansion of Kα at the trivial torus (φ, 0, 0) is
Kα(φ, y, w) = K00(φ, α) +K10(φ, α) · y + (K01(φ, α), w)L2(Tx) +
1
2
K20(φ)y · y
+
(
K11(φ)y, w
)
L2(Tx)
+
1
2
(
K02(φ)w,w
)
L2(Tx)
+K≥3(φ, y, w)
(5.29)
where K≥3 collects the terms at least cubic in the variables (y, w). The Taylor
coefficient K00(φ, α) ∈ R, K10(φ, α) ∈ Rν , K01(φ, α) ∈ H⊥S+ , K20(φ) is a ν ×
ν real matrix, K02(φ) is a linear self-adjoint operator of H
⊥
S+
and K11(φ) ∈
L(Rν , H⊥
S+
).
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Note that, by (4.16) and (5.27), the only Taylor coefficients which depend
on α are K00, K10, K01.
The Hamilton equations associated to (5.29) are
φ˙ = K10(φ, α) +K20(φ)y +K
T
11(φ)w + ∂yK≥3(φ, y, w)
y˙ = ∂φK00(φ, α)− [∂φK10(φ, α)]T y − [∂φK01(φ, α)]Tw − ∂φ
(
1
2K20(φ)y · y
)
−∂φ
(
(K11(φ)y, w)L2(Tx) +
1
2 (K02(φ)w,w)L2(Tx) +K≥3(φ, y, w)
)
w˙ = J
(
K01(φ, α) +K11(φ)y +K02(φ)w +∇wK≥3(φ, y, w)
)
(5.30)
where ∂φK
T
10 is the ν × ν transposed matrix and ∂φKT01, KT11 : H⊥S+ → Rν are
defined by the duality relation (∂φK01[φˆ], w)L2x = φˆ · [∂φK01]Tw, ∀φˆ ∈ Rν , w ∈
H⊥
S+
, and similarly for K11. Explicitly, for all w ∈ H⊥S+ , and denoting ek the
k-th versor of Rν ,
KT11(φ)w =
∑ν
k=1
(
KT11(φ)w · ek
)
ek =
∑ν
k=1
(
w,K11(φ)ek
)
L2(Tx)
ek ∈ Rν .
(5.31)
In the next lemma we provide estimates of the coefficients K00, K10, K01 in the
Taylor expansion (5.29).
Lemma 5.6. There is σ := σ(τ, ν, k0) > 0 and a decomposition
∂φK00 = ∂φK
(n)
00 + ∂φK
(n),⊥
00 , K10 = K
(n)
10 +K
(n),⊥
10 , K01 = K
(n)
01 +K
(n),⊥
01 ,
(5.32)
such that, if (5.9) holds with µ ≥ σ + c, c > 0, then
‖∂φK(n)00 (·, α0)‖k0,γs + ‖K(n)10 (·, α0)− ω‖k0,γs + ‖K(n)01 (·, α0)‖k0,γs
≤s ‖Z‖k0,γs+σ + ‖Z‖k0,γs0+σ‖I0‖k0,γs+σ ,
(5.33)
‖∂φK(n),⊥00 (·, α0)‖k0,γs + ‖K(n),⊥10 (·, α0)‖k0,γs + ‖K(n),⊥01 (·, α0)‖k0,γs
≤s ‖I0‖k0,γs+σ ,
(5.34)
‖∂φK(n),⊥00 (·, α0)‖k0,γs0+c + ‖K(n),⊥10 (·, α0)‖k0,γs0+c + ‖K(n),⊥01 (·, α0)‖k0,γs0+c
≤s0,b K−bn ‖I0‖k0,γs0+σ+c+b
(5.35)
for all b > 0.
Proof. In Lemma 8 of [17] or Lemma 6.4 of [10] the following identities are
proved
∂φK00(φ, α0) = −[∂φθ0(φ)]T
(− Z2,δ − [∂φIδ][∂φθ0]−1Z1,δ − [(∂θ z˜0)(θ0(φ))]T JZ3,δ
− [(∂θ z˜0)(θ0(φ))]T J∂φz0(φ)[∂φθ0(φ)]−1Z1,δ
)
,
K10(φ, α0) = ω − [∂φθ0(φ)]−1Z1,δ(φ) ,
K01(φ, α0) = JZ3,δ − J∂φz0(φ)[∂φθ0(φ)]−1Z1,δ(φ)
where Zδ = (Z1,δ, Z2,δ, Z3,δ) := F(iδ, α0). According to the splitting Zδ =
Z
(n)
δ + Z
(n),⊥
δ given in Lemma 5.5, setting
Z
(n)
δ = (Z
(n)
1,δ , Z
(n)
2,δ , Z
(n)
3,δ ), Z
(n),⊥
δ = (Z
(n),⊥
1,δ , Z
(n),⊥
2,δ , Z
(n),⊥
3,δ ) ,
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we get the decomposition (5.32) with
∂φK
(n)
00 (φ, α0) = −[∂φθ0(φ)]T
(− Z(n)2,δ − [∂φIδ][∂φθ0]−1Z(n)1,δ
− [(∂θ z˜0)(θ0(φ))]T JZ(n)3,δ
− [(∂θ z˜0)(θ0(φ))]T J∂φz0(φ)[∂φθ0(φ)]−1Z(n)1,δ
)
,
∂φK
(n),⊥
00 (φ, α0) = −[∂φθ0(φ)]T
(− Z(n),⊥2,δ − [∂φIδ][∂φθ0]−1Z(n),⊥1,δ
− [(∂θ z˜0)(θ0(φ))]T JZ(n),⊥3,δ
− [(∂θ z˜0)(θ0(φ))]T J∂φz0(φ)[∂φθ0(φ)]−1Z(n),⊥1,δ
)
,
K
(n)
10 (φ, α0) = ω − [∂φθ0(φ)]−1Z(n)1,δ (φ) ,
K
(n),⊥
10 (φ, α0) = −[∂φθ0(φ)]−1Z(n),⊥1,δ (φ) ,
K
(n)
01 (φ, α0) = JZ
(n)
3,δ − J∂φz0(φ)[∂φθ0(φ)]−1Z(n)1,δ (φ)
K
(n),⊥
01 (φ, α0) = JZ
(n),⊥
3,δ − J∂φz0(φ)[∂φθ0(φ)]−1Z(n),⊥1,δ (φ) .
Then the estimates (5.33) -(5.35) follow by (5.17), (5.21), (5.22), using (2.72)
and (5.9).
We now estimate the variation of the coefficients K00, K10, K01 with respect
to α. Note, in particular, that ∂αK10 ≈ Id says that the tangential frequencies
vary with α ∈ Rν . We also estimate K20 and K11.
Lemma 5.7. We have
‖∂αK00‖k0,γs + ‖∂αK10 − Id‖k0,γs + ‖∂αK01‖k0,γs ≤s ‖I0‖k0,γs+σ ,
‖K20‖s ≤s ε
(
1 + ‖I0‖k0,γs+σ
)
,
‖K11y‖k0,γs ≤s ε
(‖y‖k0,γs+2 + ‖I0‖k0,γs+σ‖y‖k0,γs0+2) ,
‖KT11w‖k0,γs ≤s ε
(‖w‖k0,γs+2 + ‖I0‖k0,γs+σ‖w‖k0,γs0+2) .
Proof. By [17], [10] we have
∂αK00(φ) = Iδ(φ) , ∂αK10(φ) = [∂φθ0(φ)]
−1 , ∂αK01(φ) = J∂θ z˜0(θ0(φ)) ,
K20(ϕ) = ε[∂ϕθ0(ϕ)]
−1∂IIP (iδ(ϕ))[∂ϕθ0(ϕ)]−T ,
K11(ϕ) = ε
(
∂I∇zP (iδ(ϕ))[∂ϕθ0(ϕ)]−T
+ J(∂θ z˜0)(θ0(ϕ))(∂IIP )(iδ(ϕ))[∂ϕθ0(ϕ)]
−T ) .
Then (5.2), (5.9), (5.17) imply the lemma (the bound for KT11 follows by (5.31)).
Under the linear change of variables
DGδ(ϕ, 0, 0)
φ̂ŷ
ŵ
 :=
∂φθ0(ϕ) 0 0∂φIδ(ϕ) [∂φθ0(ϕ)]−T −[(∂θ z˜0)(θ0(ϕ))]T J
∂φz0(ϕ) 0 I
φ̂ŷ
ŵ

(5.36)
the linearized operator di,αF(iδ) is transformed (approximately, see (5.71) for
the precise expression of the error) into the one obtained when we linearize the
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Hamiltonian system (5.30) at (φ, y, w) = (ϕ, 0, 0), differentiating also in α at
α0, and changing ∂t  ω ·∂ϕ, namely
(φ̂, ŷ, ŵ, α̂) 7→ ω ·∂ϕφ̂− ∂φK10(ϕ)[φ̂ ]− ∂αK10(ϕ)[α̂]−K20(ϕ)ŷ −KT11(ϕ)ŵω ·∂ϕŷ + ∂φφK00(ϕ)[φ̂] + ∂φ∂αK00(ϕ)[α̂] + [∂φK10(ϕ)]T ŷ + [∂φK01(ϕ)]T ŵ
ω ·∂ϕŵ − J{∂φK01(ϕ)[φ̂] + ∂αK01(ϕ)[α̂] +K11(ϕ)ŷ +K02(ϕ)ŵ}
.
(5.37)
As in [10], by (5.36), (5.9), (5.17), the induced composition operator satisfies:
for all ı̂ := (φ̂, ŷ, ŵ)
‖DGδ(ϕ, 0, 0)[̂ı]‖k0,γs + ‖DGδ(ϕ, 0, 0)−1 [̂ı]‖k0,γs ≤s ‖̂ı‖k0,γs
+ ‖I0‖k0,γs+σ ‖̂ı‖k0,γs0 ,
(5.38)
‖D2Gδ(ϕ, 0, 0)[̂ı1, ı̂2]‖k0,γs ≤s ‖̂ı1‖k0,γs ‖̂ı2‖k0,γs0 + ‖̂ı1‖k0,γs0 ‖̂ı2‖k0,γs
+ ‖I0‖k0,γs+σ ‖̂ı1‖k0,γs0 ‖̂ı2‖k0,γs0 .
(5.39)
In order to construct an “almost-approximate” inverse of (5.37) we need that
Lω := Π⊥S+
(
ω ·∂ϕ − JK02(ϕ)
)
|H⊥
S+
(5.40)
is “almost invertible” up to the scales Kn := K
χn
0 , χ := 3/2, defined in (1.39),
and used for the nonlinear Nash-Moser iteration of section 8. Let Hs⊥(T
ν+1) :=
Hs(Tν+1) ∩H⊥
S+
.
• Almost-invertibility assumption. There exists a subset Λo ⊂ Ω ×
[κ1, κ2] such that, for all (ω, κ) ∈ Λo the operator Lω in (5.40) may be
decomposed as
Lω = Lω +Rω +R⊥ω (5.41)
where Lω is invertible and Rω, R
⊥
ω satisfy the estimates (7.94)-(7.96).
More precisely for every function g ∈ Hs+σ⊥ (Tν+1) and such that g(−ϕ) =
−ρg(ϕ), there is a solution h := L−1ω g ∈ Hs⊥(Tν+1) such that h(−ϕ) =
ρh(ϕ), of the linear equation Lωh = g which satisfies for all s0 ≤ s ≤ S
the tame estimate
‖L−1ω g‖k0,γs ≤S γ−1
(‖g‖k0,γs+σ + ‖I0‖k0,γs+µ(b)+σ‖g‖k0,γs0+σ) (5.42)
for some σ := σ(τ, ν, k0) > 0, and the constant µ(b) > 0 is defined in
(7.10).
This assumption shall be verified by Theorem 7.12 at each n-th step of
the Nash-Moser nonlinear iteration. It is obtained, in sections 6 and 7, by
the process of almost-diagonalization of Lω up to remainders of size O(εN a−1n−1)
where the larger scales Nn are
Nn := K
p
n , i.e. N0 = K
p
0 , (5.43)
and the constant p > 1 is large enough, i.e. it satisfies (8.5). The set of “good”
parameters Λo is contained in particular in the set DC
γ
Kn
× [κ1, κ2] defined in
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(1.40). Actually the parameters in (ω, κ) ∈ Λo have to satisfy also first and
second order Melnikov non-resonance conditions, see (7.91).
In order to find an almost-approximate inverse of the linear operator in (5.37)
(and so of di,αF(iδ)) it is sufficient to almost invert the operator
D[φ̂, ŷ, ŵ, α̂] :=
ω ·∂ϕφ̂− ∂αK10(ϕ)[α̂]−K20(ϕ)ŷ −KT11(ϕ)ŵω ·∂ϕŷ + ∂φ∂αK00(ϕ)[α̂]
Lωŵ − J∂αK01(ϕ)[α̂]− JK11(ϕ)ŷ
 (5.44)
which is obtained by neglecting in (5.37) the terms ∂φK10, ∂φφK00, ∂φK00,
∂φK01 (which vanish at an exact solution by Lemma 5.6), and the small re-
mainders Rω, R
⊥
ω which appear in (5.41). In addition, since we require only
the finitely many non-resonance conditions (1.40), we also decompose ω ·∂ϕ as
ω ·∂ϕ = D(n)ω +D(n),⊥ω ,
D(n)ω := ΠKnω ·∂ϕΠKn +Π⊥Kn , D(n),⊥ω := Π⊥Knω ·∂ϕΠ⊥Kn −Π⊥Kn
(5.45)
and we further split the operator D in (5.44) as
D = Dn + D
⊥
n where D
⊥
n [φ̂, ŷ, ŵ, α̂] :=
D(n),⊥ω φ̂D(n),⊥ω ŷ
0
 (5.46)
and
Dn[φ̂, ŷ, ŵ, α̂] :=
D(n)ω φ̂− ∂αK10(ϕ)[α̂]−K20(ϕ)ŷ −KT11(ϕ)ŵD(n)ω ŷ + ∂α∂φK00(ϕ)[α̂]
Lωŵ − J∂αK01(ϕ)[α̂]− JK11(ϕ)ŷ
 . (5.47)
By the smoothing properties (2.10), the operator D(n),⊥ω satisfies
‖D(n),⊥ω h‖k0,γs0 ≤ K−bn ‖h‖k0,γs0+b+1 , ∀b > 0 , ‖D(n),⊥ω h‖k0,γs ≤ ‖h‖
k0,γ
s+1 .
(5.48)
Lemma 5.8. Assume that ω ∈ DCγKn, see (1.40). Then, for all g ∈ Hs with
zero average, the linear equation D(n)ω h = g has a unique solution h := [D(n)ω ]−1g
with zero average, which satisfies
‖[D(n)ω ]−1g‖k0,γs ≤ γ−1‖g‖k0,γs+τ1 , τ1 := τ + k0(τ + 1) . (5.49)
We look for an exact inverse of Dn defined in (5.47) by solving the system
Dn[φ̂, ŷ, ŵ, α̂] :=
D(n)ω φ̂− ∂αK10(ϕ)[α̂]−K20(ϕ)ŷ −KT11(ϕ)ŵD(n)ω ŷ + ∂α∂φK00(ϕ)[α̂]
Lωŵ − J∂αK01(ϕ)[α̂]− JK11(ϕ)ŷ
 =
g1g2
g3

(5.50)
where (g1, g2, g3) satisfy the reversibility property
g1(ϕ) = g1(−ϕ) , g2(ϕ) = −g2(−ϕ) , g3(ϕ) = −(ρg3)(−ϕ) . (5.51)
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We first consider the second equation in (5.50), namelyD(n)ω ŷ = g2−∂α∂φK00(ϕ)[α̂].
By reversibility, the ϕ-average of the right hand side of this equation is zero,
and so, by Lemma 5.8, its solution is
ŷ := [D(n)ω ]−1
(
g2 − ∂α∂φK00(ϕ)[α̂]
)
. (5.52)
Then we consider the third equation Lωŵ = g3 + JK11(ϕ)ŷ + J∂αK01(ϕ)[α̂]
that, by the inversion assumption (5.42), has a solution
ŵ := L−1ω
(
g3 + JK11(ϕ)ŷ + J∂αK01(ϕ)[α̂]
)
. (5.53)
Finally, we solve the first equation in (5.50), which, substituting (5.52), (5.53),
becomes
D(n)ω φ̂ = g1 +M1(ϕ)[α̂] +M2(ϕ)g2 +M3(ϕ)g3 , (5.54)
where
M1(ϕ) := ∂αK10(ϕ)−M2(ϕ)∂α∂φK00(ϕ) +M3(ϕ)J∂αK01(ϕ) , (5.55)
M2(ϕ) := K20(ϕ)[D(n)ω ]−1 +KT11(ϕ)L−1ω JK11(ϕ)[D(n)ω ]−1 ,
M3(ϕ) := K
T
11(ϕ)L
−1
ω .
(5.56)
In order to solve the equation (5.54) we have to choose α̂ such that the right
hand side has zero average. By Lemma 5.7, (5.9), (5.49) the ϕ-averaged matrix
〈M1〉 = Id + O(εγ−(1+k1)). Therefore, for εγ−(1+k1) small enough, 〈M1〉 is
invertible and 〈M1〉−1 = Id +O(εγ−(1+k1)). Thus we define
α̂ := −〈M1〉−1(〈g1〉+ 〈M2g2〉+ 〈M3g3〉) . (5.57)
With this choice of α̂, by Lemma 5.8, the equation (5.54) has the solution
φ̂ := [D(n)ω ]−1
(
g1 +M1(ϕ)[α̂] +M2(ϕ)g2 +M3(ϕ)g3
)
. (5.58)
In conclusion, we have obtained a solution (φ̂, ŷ, ŵ, α̂) of the linear system (5.50).
Proposition 5.9. Assume (5.9) (with µ = µ(b)+σ) and (5.42). Then, ∀(ω, κ) ∈
Λo, ∀g := (g1, g2, g3) satisfying (5.51), the system (5.50) has a solution D−1n g :=
(φ̂, ŷ, ŵ, α̂) where (φ̂, ŷ, ŵ, α̂) are defined in (5.58), (5.52), (5.53), (5.57), which
satisfies (4.18) and for any s0 ≤ s ≤ S
‖D−1n g‖k0,γs ≤S γ−1
(‖g‖k0,γs+σ + ‖I0‖k0,γs+µ(b)+σ‖g‖k0,γs0+σ). (5.59)
Proof. To shorten notation we write ‖ ‖s instead of ‖ ‖k0,γs . Recalling (5.56), by
Lemma 5.7, (5.42), (5.9), (5.49), we get ‖M2g‖s0+‖M3g‖s0 ≤ C‖g‖s0+σ. Then,
by (5.57) and 〈M1〉−1 = 1 + O(εγ−(1+k1)) = O(1), we deduce |α̂| ≤ C‖g‖s0+σ
and (5.52), (5.49) imply ‖ŷ‖s ≤s γ−1
(‖g‖s+σ+ ‖I0‖s+µ(b)+σ‖g‖s0). The bound
(5.59) is sharp for ŵ because L−1ω g3 in (5.53) is estimated using (5.42). Finally
also φ̂ satisfies (5.59) using (5.58), (5.56), (5.42), (5.49) and Lemma 5.7.
Finally we prove that the operator
T0 := T0(i0) := (DG˜δ)(ϕ, 0, 0) ◦ D−1n ◦ (DGδ)(ϕ, 0, 0)−1 (5.60)
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is an almost-approximate right inverse for di,αF(i0) where
G˜δ(φ, y, w, α) :=
(
Gδ(φ, y, w), α
)
is the identity on the α-component. We denote the norm
‖(φ, y, w, α)‖k0,γs := max{‖(φ, y, w)‖k0,γs , |α|k0,γ} .
Theorem 5.10. (Almost-approximate inverse) Assume the inversion as-
sumption (5.41)-(5.42). Then, there exists σ¯ := σ¯(τ, ν, k0) > 0 such that, if
(5.9) holds with µ = µ(b) + σ¯, then for all (ω, κ) ∈ Λo, for all g := (g1, g2, g3)
satisfying (5.51), the operator T0 defined in (5.60) satisfies, for all s0 ≤ s ≤ S,
‖T0g‖k0,γs ≤S γ−1
(‖g‖k0,γs+σ¯ + ‖I0‖k0,γs+µ(b)+σ¯‖g‖k0,γs0+σ¯) . (5.61)
Moreover T0 is an almost-approximate inverse of di,αF(i0), namely
di,αF(i0) ◦T0 − Id = P(i0) + Pω(i0) + P⊥ω (i0) (5.62)
where, for all s0 ≤ s ≤ S,
‖Pg‖k0,γs ≤S γ−1
(
‖F(i0, α0)‖k0,γs0+σ¯‖g‖k0,γs+σ¯
+
{‖F(i0, α0)‖k0,γs+σ¯ + ‖F(i0, α0)‖k0,γs0+σ¯‖I0‖k0,γs+µ(b)+σ¯}‖g‖k0,γs0+σ¯),
(5.63)
‖Pωg‖k0,γs ≤S εγ−2N−an−1
(‖g‖k0,γs+σ¯ + ‖I0‖k0,γs+µ(b)+σ¯‖g‖k0,γs0+σ¯) , (5.64)
‖P⊥ω g‖k0,γs0 ≤S,b γ−1K−bn
(‖g‖k0,γs0+σ¯+b + ‖I0‖k0,γs0+µ(b)+b+σ¯∥∥g‖k0,γs0+σ¯) , ∀b > 0 ,
(5.65)
‖P⊥ω g‖k0,γs ≤S γ−1
(‖g‖k0,γs+σ¯ + ‖I0‖k0,γs+µ(b)+σ¯‖g‖k0,γs0+σ¯) . (5.66)
Proof. The bound (5.61) follows from (5.60), (5.59), (5.38). By (4.17), since
XN does not depend on I, and iδ differs by i0 only in the I component (see
(5.14)), we have
di,αF(i0)− di,αF(iδ)
= ε
∫ 1
0
∂IdiXP (θ0, Iδ + s(I0 − Iδ), z0)[I0 − Iδ,Π[ · ] ]ds
=: E0 = E(n)0 + E(n),⊥0
(5.67)
where Π is the projection (̂ı, α̂) 7→ ı̂ and, recalling (5.15), (5.16),
E(n)0 := ε
∫ 1
0
∂IdiXP (θ0, Iδ + s(I0 − Iδ), z0)[I0 − I(n)δ ,Π[ · ] ]ds , (5.68)
E(n),⊥0 := −ε
∫ 1
0
∂IdiXP (θ0, Iδ + s(I0 − Iδ), z0)[I(n),⊥δ ,Π[ · ] ]ds . (5.69)
Denote by u := (φ, y, w) the symplectic coordinates induced by Gδ in (5.27).
Under the symplectic map Gδ, the nonlinear operator F in (4.17) is transformed
into
F(Gδ(u(ϕ)), α) = DGδ(u(ϕ))
(Dωu(ϕ)−XKα(u(ϕ), α)) (5.70)
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where Kα = Hα ◦Gδ, see (5.28) and (5.30). Differentiating (5.70) at the trivial
torus uδ(ϕ) = G
−1
δ (iδ)(ϕ) = (ϕ, 0, 0), at α = α0, we get
di,αF(iδ) = DGδ(uδ)
(
ω ·∂ϕ − du,αXKα(uδ, α0)
)
DG˜δ(uδ)
−1 + E1 , (5.71)
E1 := D2Gδ(uδ)
[
DGδ(uδ)
−1F(iδ, α0), DGδ(uδ)−1Π[ · ]
]
= E(n)1 + E(n),⊥1
(5.72)
where, recalling the splitting F(iδ, α0) = Zδ = Z(n)δ + Z(n),⊥δ in Lemma 5.5, we
have
E(n)1 := D2Gδ(uδ)
[
DGδ(uδ)
−1Z(n)δ , DGδ(uδ)
−1Π[ · ] ] (5.73)
E(n),⊥1 := D2Gδ(uδ)
[
DGδ(uδ)
−1Z(n),⊥δ , DGδ(uδ)
−1Π[ · ] ] . (5.74)
In expanded form ω ·∂ϕ − du,αXKα(uδ, α0) is provided in (5.37). By (5.44),
(5.46), (5.47), (5.40), (5.41) and Lemma 5.6 we split
ω ·∂ϕ − du,αXK(uδ, α0) = Dn + D⊥n +R(n)Z +R(n),⊥Z + Rω + R⊥ω (5.75)
where
R
(n)
Z [φ̂, ŷ, ŵ, α̂] := −∂φK
(n)
10 (ϕ, α0)[φ̂]
∂φφK
(n)
00 (ϕ, α0)[φ̂] + [∂φK
(n)
10 (ϕ, α0)]
T ŷ + [∂φK
(n)
01 (ϕ, α0)]
T ŵ
−J{∂φK(n)01 (ϕ, α0)[φ̂]}
 ,
R
(n),⊥
Z [φ̂, ŷ, ŵ, α̂] := −∂φK
(n),⊥
10 (ϕ, α0)[φ̂]
∂φφK
(n),⊥
00 (ϕ, α0)[φ̂] + [∂φK
(n),⊥
10 (ϕ, α0)]
T ŷ + [∂φK
(n),⊥
01 (ϕ, α0)]
T ŵ
−J{∂φK(n),⊥01 (ϕ, α0)[φ̂]}

and
Rω[φ̂, ŷ, ŵ, α̂] :=
 00
Rω[ŵ]
 , R⊥ω [φ̂, ŷ, ŵ, α̂] :=
 00
R⊥ω [ŵ]
 .
By (5.67), (5.71), (5.72), (5.75) we get the decomposition
di,αF(i0) = DGδ(uδ) ◦ Dn ◦DG˜δ(uδ)−1 + E(n) + Eω + E⊥ω (5.76)
where
E(n) := E(n)0 + E(n)1 +DGδ(uδ)R(n)Z DG˜δ(uδ)−1 ,
Eω := DGδ(uδ)RωDG˜δ(uδ)−1 ,
(5.77)
E⊥ω := E(n),⊥0 + E(n),⊥1 +DGδ(uδ)[R⊥ω + D⊥n +R(n),⊥Z ]DG˜δ(uδ)−1 . (5.78)
Applying T0 defined in (5.60) to the right in (5.76) (recall that uδ(ϕ) :=
(ϕ, 0, 0)), since Dn ◦ D−1n = Id (Proposition 5.9), we get
di,αF(i0) ◦T0 − Id = P + Pω + P⊥ω ,
P := E(n) ◦T0, Pω := Eω ◦T0 , P⊥ω := E⊥ω ◦T0 .
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Lemma 5.1 and (5.9), (5.33), (5.17), (5.18), (5.21), (5.38)-(5.39), imply the
estimate
‖E(n)[ ı̂, α̂ ]‖k0,γs ≤s ‖Z‖k0,γs0+σ ‖̂ı‖k0,γs+σ + ‖Z‖k0,γs+σ ‖̂ı‖k0,γs0+σ
+ ‖Z‖k0,γs0+σ‖̂ı‖k0,γs0+σ‖I0‖k0,γs+σ
(5.79)
where Z := F(i0, α0), recall (5.8). Then (5.63) follows from (5.61), (5.79), (5.9).
The estimates (5.64), (5.65), (5.66) follow by (7.94)-(7.96), (5.61), (5.38), (5.17),
(5.19), (5.22), (5.34), (5.35), (5.9), (5.48).
Chapter 6
The linearized operator in
the normal directions
In order to write an explicit expression of the linear operator Lω defined in (5.40)
we compute the quadratic term 12 (K02(φ)w,w)L2(Tx) in the Taylor expansion of
the Hamiltonian Kα(φ, 0, w) in (5.29).
Lemma 6.1. The operator K02(φ) reads
K02(φ) = Π
⊥
S+∂u∇uH(Tδ(φ)) + εR(φ) (6.1)
where H is the water-waves Hamiltonian defined in (1.6), evaluated at the torus
Tδ(φ) := εA(iδ(φ)) = εA(θ0(φ), Iδ(φ), z0(φ)) = εv(θ0(φ), Iδ(φ)) + εz0(φ) (6.2)
with A(θ, I, z), v(θ, I) defined in (4.12). The operator K02(φ) is even and re-
versible. The remainder R(φ) has the “finite dimensional” form
R(φ)[h] =
∑ν
j=1
(
h , gj
)
L2x
χj , ∀h ∈ H⊥S+ , (6.3)
for functions gj, χj ∈ H⊥S+ which satisfy the tame estimates: for some σ :=
σ(τ, ν) > 0, ∀s ≥ s0,
‖gj‖k0,γs + ‖χj‖k0,γs ≤s 1 + ‖Iδ‖k0,γs+σ ,
‖∂igj [̂ı]‖s + ‖∂iχj [̂ı]‖s ≤s ‖̂ı‖s+σ + ‖Iδ‖s+σ ‖̂ı‖s0+σ .
(6.4)
Proof. The operator K02(φ) is
K02(φ) = ∂w∇wKα(φ, 0, 0) = ∂w∇w(Hα ◦Gδ)(φ, 0, 0)
= Ω|H⊥
S+
+ ε∂w∇w(P ◦Gδ)(φ, 0, 0) (6.5)
where Hα = Nα + εP is defined in (4.16) and Ω in (1.14). Differentiating with
respect to w the Hamiltonian
(P ◦Gδ)(φ, y, w) = P (θ0(φ), Iδ(φ) + L1(φ)y + L2(φ)w, z0(φ) + w)
where (see (5.27)) L1(φ) := [∂φθ0(φ)]
−T , L2(φ) := −[∂θz˜0(θ0(φ))]T J , we get
∇w(P ◦Gδ)(φ, y, w) = L2(φ)T ∂IP (Gδ(φ, y, w)) +∇zP (Gδ(φ, y, w)) ,
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and therefore
∂w∇w(P ◦Gδ)(φ, 0, 0) = ∂z∇zP (iδ(φ)) +R(φ) with
R(φ) := R1(φ) +R2(φ) +R3(φ) ,
R1(φ) := L2(φ)
T ∂IIP (iδ(φ))L2(φ) , R2(φ) := L2(φ)
T ∂z∂IP (iδ(φ)) ,
R3(φ) := ∂I∇zP (iδ(φ))L2(φ) .
(6.6)
Each operator R1, R2, R3 has the finite dimensional form (6.3) because it is the
composition of at least one operator with finite rank Rν . For example, writing
the operator L2(φ) : H
⊥
S+
→ Rν as L2(φ)[h] =
∑ν
j=1
(
h , L2(φ)
T [ej ]
)
L2x
ej , ∀h ∈
H⊥
S+
, we get
R1(φ)[h] =
∑ν
j=1
(
h , L2(φ)
T [ej ]
)
L2x
A1[ej ] , A1 := L2(φ)
T ∂IIP (iδ(φ)) .
Similarly R3(φ)[h] =
∑ν
j=1
(
h, L2(φ)
T [ej ]
)
L2x
A3[ej ] with A3 := ∂y∇zP (iδ(φ)),
and since A2 := ∂z∂IP (iδ(φ)) : H
⊥
S+
→ Rν , we get
R2(φ)[h] =
∑ν
j=1
(
h,AT2 [ej ]
)
L2x
L2(φ)
T [ej ] .
The estimate (6.4) follows by Lemma 5.1.
By (6.5), (6.6), and (4.14), (4.12), (4.3), (1.15), we get
K02(φ) = Ω|H⊥
S+
+ ε∂z∇zP (iδ(φ)) + εR(φ)
= Ω|H⊥
S+
+ εΠ⊥S+∂u∇uPε(A(iδ(φ))) + εR(φ)
= Π⊥S+∂u∇uHε(A(iδ(φ))) + εR(φ)
which proves (6.1) because A(iδ(φ)) = Tδ(φ), see (6.2).
By Lemma 6.1 the linear operator Lω defined in (5.40) has the form
Lω = Π⊥S+(L+ εR)|H⊥
S+
where L := ω ·∂ϕI2 − J∂u∇uH(Tδ(ϕ)) (6.7)
is obtained linearizing the original water waves system (1.3), (1.5) at the torus
u = (η, ψ) = Tδ(ϕ) defined in (6.2), changing ∂t  ω ·∂ϕ, and denoting the
2× 2-identity matrix by
I2 :=
(
Id 0
0 Id
)
.
Using formula (2.116) the linearized operator L is
L = ω ·∂ϕI2 +
(
∂xV +G(η)B −G(η)
(1 +BVx) +BG(η)B − κ∂xc∂x V ∂x −BG(η)
)
(6.8)
where the functions B := B(ϕ, x), V := V (ϕ, x) are defined by (2.117) with
(η, ψ) = (η(ϕ, x), ψ(ϕ, x)) = Tδ(ϕ) defined in (6.2), and
c := c(ϕ, x) := (1 + η2x)
−3/2. (6.9)
By (6.2), (4.12), (4.18) the function u = (η, ψ) = Tδ(ϕ) satisfies the pari-
ties (even(ϕ)-even(x), odd(ϕ)-even(x)), and c is even(ϕ)-even(x), B ∈ odd(ϕ)-
even(x), V = odd(ϕ), odd(x). The operators Lω and L are real, even and
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reversible.
Notation. In (6.8) and hereafter any function a is identified with the cor-
responding multiplication operators h 7→ ah, and, where there is no paren-
thesis, composition of operators is understood. For example, ∂xc∂x means:
h 7→ ∂x(c∂xh).
In the next sections we focus on reducing the linear operator L in (6.8) to
constant coefficients up to a pseudo-differential operator of order 0 (and up
to a small remainder supported on the high modes). The finite dimensional
remainder εR transforms under conjugation into an operator of the same form
(Lemma 6.30) and therefore it will be dealt only once at the end of the section.
For the sequel we will always assume the following ansatz in “low norm” (that
will be satisfied by the approximate solutions along the Nash-Moser iteration):
for some µ := µ(τ, ν) > 0, γ ∈ (0, 1),
‖I0‖k0,γs0+µ ≤ 1 , and so, by (5.17), ‖Iδ‖k0,γs0+µ ≤ 2 . (6.10)
Actually µ := µ(b) + σ1, where µ(b) is defined in (7.10) and σ1 in (8.4), is fixed
in the Nash Moser iteration of section 8 (see also (8.8)). In order to estimate the
variation of the eigenvalues with respect to the approximate invariant torus, we
need also to estimate the derivatives with respect to the torus i(ϕ) in another
low norm ‖ ‖s1 , for all the Sobolev indices s1 such that
s1 + σ ≤ s0 + µ , for some σ := σ(τ, ν) > 0 . (6.11)
Thus by (6.10) we have
‖I0‖k0,γs1+σ ≤ 1 and so, by (5.17), ‖Iδ‖k0,γs1+σ ≤ 2 . (6.12)
The constants µ and σ represent the loss of derivatives at any step of the
reduction procedure of this section and it possibly increases along the (finitely
many) steps of this reduction procedure. In Lemma 7.2 we fix the largest loss
of derivatives σ := σ(b).
Remark 6.2. Let us shortly motivate the role of the intermediate Sobolev index
s1. In the reducibility scheme in section 7 we require that the remainders R0,
Q0 satisfy the estimates (7.8). In Lemma 7.2 we take R0 := R
(3)
M , Q0 := Q
(3)
M
defined in Proposition 6.31 and so we want that (6.251) holds with s1 = s0.
For that we need to estimate, along section 6, the derivatives ∂i of functions,
operators, etc, in intermediate ‖ ‖s1 norms, i.e. for s1 which satisfies (6.11).
As a consequence of Moser composition Lemma 2.31, the Sobolev norm of
u = Tδ (see (6.2)) satisfies
‖u‖k0,γs = ‖η‖k0,γs + ‖ψ‖k0,γs ≤ εC(s)
(
1 + ‖I0‖k0,γs ) , ∀s ≥ s0 (6.13)
(the funtion A defined in (4.12) is smooth). Similarly
‖∂iu[ˆı]‖s1 ≤s1 ε‖ıˆ‖s1 . (6.14)
We remark that it would be sufficient to give Lipschitz estimates of u (and of
operators, transformations, eigenvalues) with respect to the variable i, namely
to estimate the finite difference ∆12u := u(i1)− u(i2) in terms of the difference
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‖i1− i2‖s1+σ, but for convenience we compute the derivative ∂i. We repeat that
it is sufficient to estimate the derivatives (or the finite difference) with respect
to i only in low norm s1 is because this information is only needed to control
the variation of the eigenvalues with respect to i, see remark 7.4.
Finally we recall that I0 := I0(ω, κ) is defined for all ω ∈ Rν and κ ∈ [κ1, κ2]
by the extension procedure of section 8. Moreover all the functions appearing
in L in (6.8) are C∞ in (ϕ, x) as the approximate torus u = (η, ψ) = Tδ(ϕ).
This enables to use directly pseudo-differential operator theory as reminded in
section 2.
6.1 Linearized good unknown of Alinhac
We first conjugate the linearized operator L in (6.8) by the change of variable
Z :=
(
1 0
B 1
)
, Z−1 =
(
1 0
−B 1
)
obtaining
L0 := Z−1LZ = ω ·∂ϕI2 +
(
∂xV −G(η)
a− κ∂xc∂x V ∂x
)
(6.15)
where a is the function
a := a(ϕ, x) = 1 + ω ·∂ϕB + V Bx . (6.16)
The matrix Z amounts to introduce (a linearized version of) the “good unknown
of Alinhac”.
Lemma 6.3. The maps Z±1 − Id are even, reversibility preserving and Dk0-
tame with tame constant satisfying, for all s0 ≤ s ≤ S,
MZ±1−Id(s) , M(Z±1−Id)∗(s) ≤s ε
(
1 + ‖I0‖k0,γs+σ
)
. (6.17)
The operator L0 is even and reversible. There is σ := σ(τ, ν) > 0 such that the
functions
‖a− 1‖k0,γs + ‖V ‖k0,γs + ‖B‖k0,γs ≤s ε
(
1 + ‖I0‖k0,γs+σ
)
,
‖c− 1‖k0,γs ≤s ε2
(
1 + ‖I0‖k0,γs+σ
)
.
(6.18)
Moreover
‖∂ia[ˆı]‖s1 + ‖∂iV [ˆı]‖s1 + ‖∂iB [ˆı]‖s1 ≤s1 ε‖ıˆ‖s1+σ , ‖∂ic[ˆı]‖s1 ≤s1 ε2‖ıˆ‖s1+σ
(6.19)
‖∂i(Z±1 [ˆı])h‖s1 , ‖∂i((Z±1)∗ [ˆı])h‖s1 ≤s1 ε‖ıˆ‖s1+σ‖h‖s1 . (6.20)
Proof. The estimate (6.18), follows by the explicit expressions of a, V,B, c in
(6.16), (2.117), (6.9), by applying Lemma 2.31 and the estimates (2.72), (2.120),
(2.68) and Lemma 2.22. The operators Z±1 are reversibility preserving because
B is oddϕ. The estimate (6.17) holds by (2.39), (2.68), (6.18) and since the
adjoint Z∗ =
(
1 B
0 1
)
. The estimates involving Z−1 follow similarly. The
estimate (6.19) follows by differentiating the explicit expressions of a, B, V ,
c in (6.16), (2.117), (6.9), by applying Lemma 2.31, (2.116), (2.120), (2.72)
and (6.14). The estimates (6.20) follow by the estimate of ∂iB in (6.19) and
(2.72).
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6.2 Symmetrization and space reduction of the
highest order
The aim of this section is to conjugate the linear operator L0 in (6.15) to the
operator L3 in (6.58) whose coefficientm3(ϕ) of the highest order is independent
of the space variable. By (2.118) we first rewrite
L0 = ω ·∂ϕI2 +
(
V ∂x + Vx −|Dx| − RG
a− κc∂xx − κcx∂x V ∂x
)
. (6.21)
Step 1. We first conjugate L0 with a change of variable
(Bh)(ϕ, x) := h(ϕ, x+ β(ϕ, x)) (6.22)
induced by a ϕ-dependent family of diffeomorphisms of the torus
y = x+ β(ϕ, x) ⇔ x = y + β˜(ϕ, y) (6.23)
where β(ϕ, x) is a small periodic function to be determined. Under the change
of variable (6.22) the differential operators ∂x, ∂xx, ω·∂ϕ, and the multiplication
operator by a, transform into
B−1∂xB = {B−1(1 + βx)}∂y,
B−1∂xxB = {B−1(1 + βx)}2∂yy + (B−1βxx)∂y,
(6.24)
B−1ω ·∂ϕB = ω ·∂ϕ + (B−1ω ·∂ϕβ)∂y , B−1aB = (B−1a) (6.25)
Moreover, using (6.24),
B−1|Dx|B = B−1∂xHB = (B−1∂xB)(B−1HB)
= {B−1(1 + βx)}∂y[H+ (B−1HB −H)]
= {B−1(1 + βx)}|Dy|+RB (6.26)
where, by Lemma 2.36,
RB := {B−1(1 + βx)}∂y(B−1HB −H) ∈ OPS−∞ . (6.27)
Thus, by (6.24)-(6.26), the operator L0 in (6.21) transforms into
L1 := B−1L0B = ω ·∂ϕI2 +
(
a1∂y + a2 −a3|Dy|+R1
−κa4∂yy − κa5∂y + a6 a1∂y
)
(6.28)
where ai = ai(ϕ, y) are
a1 := B−1[ω ·∂ϕβ + V (1 + βx)], a2 := B−1(Vx),
a3 := B−1(1 + βx),
(6.29)
a4 := B−1[c(1 + βx)2], a5 := B−1[cβxx + cx(1 + βx)],
a6 := B−1a,
(6.30)
and
R1 := −RB − B−1RGB ∈ OPS−∞ . (6.31)
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We look for β(ϕ, x) such that
(a3a4)(ϕ, y) = m(ϕ) (6.32)
for some function m(ϕ), independent of the space variable y. By (6.29)-(6.30),
the equation (6.32) is
c(ϕ, x)(1 + βx(ϕ, x))
3 = m(ϕ)
which is solved by
m(ϕ) :=
( 1
2π
∫
T
c(ϕ, x)−
1
3 dx
)−3
, β(ϕ, x) := ∂−1x
(
m(ϕ)
1
3 c(ϕ, x)−
1
3 − 1) ,
(6.33)
where ∂−1x is the Fourier multiplier
∂−1x e
ijx :=
eijx
ij
, ∀j 6= 0 , ∂−1x 1 := 0 .
Remark 6.4. Since c is even(ϕ)-even(x), it follows that β = even(ϕ), odd(x). As
a consequence, B,B−1 are even and reversibility preserving. Therefore
a1 = odd(ϕ), odd(x) , a2 = odd(ϕ), even(x) , a3, a4, a6 = even(ϕ), even(x),
and a5 = even(ϕ), odd(x).
Step 2. We conjugate L1 in (6.28) by the linear map
Q :=
(
1 0
0 q
)
, Q−1 =
(
1 0
0 q−1
)
,
where q(ϕ, x) is a real valued function close to 1 to be determined. We compute
L2 := Q−1L1Q = ω ·∂ϕI2+(
a1∂y + a2 −a3q|Dy| − a3qyH+R2
−κq−1a4∂yy − κq−1a5∂y + q−1a6 a1∂y + q−1(ω ·∂ϕq) + q−1a1qy
)
(6.34)
where, by Lemma 2.35 and (6.31), the remainder
R2 := R1q − a3[H, q]∂y − a3[H, qy] ∈ OPS−∞ . (6.35)
We choose the function q so that the coefficients of the off diagonal highest order
terms satisfy
a3q = q
−1a4 , i.e. q :=
√
a4/a3 (6.36)
(note that a3, a4 are close to 1). Thus by (6.36), (6.32), (6.33), (6.9) we get
a3q = q
−1a4 = m3(ϕ) , m3(ϕ) :=
√
m(ϕ) =
( 1
2π
∫
T
√
1 + η2x dx
)−3/2
,
(6.37)
and, by (6.34),
L2 = ω ·∂ϕI2 +
(
a1∂y + a2 −m3(ϕ)|Dy|+ a7H+R2
m3(ϕ)(1 − κ∂yy) + a8∂y + b9 a1∂y + b10
)
(6.38)
where
a7 := −a3qy , a8 := −κq−1a5 ,
b9 := q
−1a6 −m3(ϕ) , b10 := q−1
(
ω ·∂ϕq + a1qy
)
.
(6.39)
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Remark 6.5. Since a4, a3 is even(ϕ), even(x), the function q is even(ϕ), even(x),
hence the operator Q is even and reversibility preserving. Moreover a7, a8 =
even(ϕ)odd(x), b9 ∈ even(ϕ), even(x), b10 = odd(ϕ)even(x).
Lemma 6.6. The operators B±1 are Dk0 -(k0+1)-tame, Q±1 are Dk0-tame with
tame constants satisfying
MB(s) , MQ(s) ≤S 1 + ‖I0‖k0,γs+σ , ∀s0 ≤ s ≤ S . (6.40)
The operators B±1− Id, (B±1− Id)∗ is Dk0-(k0+2)-tame and Q±1− Id, (Q±1−
Id)∗ are Dk0-tame and, for all s0 ≤ s ≤ S,
MB±1−Id(s) , M(B±1−Id)∗(s) , MQ±1−Id(s) , M(Q±1−Id)∗(s)
≤S ε(1 + ‖I0‖k0,γs+σ) .
(6.41)
The functions m3 satisfies
‖m3 − 1‖k0,γs ≤s ε
(
1 + ‖I0‖k0,γs+σ
)
, ‖∂im3 [̂ı]‖s1 ≤s1 ε‖̂ı‖s1+σ (6.42)
and the functions ai satisfy
max{‖a1‖k0,γs , ‖a2‖k0,γs , ‖a7‖k0,γs , ‖a8‖k0,γs , ‖b9‖k0,γs , ‖b10‖k0,γs }
≤S ε
(
1 + ‖I0‖k0,γs+σ
)
.
(6.43)
The remainder R2 in (6.35) is in OPS−∞ and, for some σ := σ(τ, ν) > 0, for
all m ≥ 0, s ≥ 0, α ∈ N,
|R2|k0,γ−m,s,α ≤m,S,α ε(1 + ‖I0‖k0,γs+σ+m+α) . (6.44)
Moreover
‖(∂iA[ˆı])h‖s1 ≤S ε‖ıˆ‖s1+σ‖h‖s1+σ , A ∈ {B±1,Q±1, (B±1)∗, (Q±1)∗} , (6.45)
‖∂ia1 [ˆı]‖s1 , ‖∂ia2 [ˆı]‖s1 , ‖∂ia7 [ˆı]‖s1 , ‖∂ia8 [ˆı]‖s1 , ‖∂ib9 [ˆı]‖s1 , ‖∂ib10 [ˆı]‖s1
≤S ε‖ıˆ‖s1+σ
(6.46)
and for all m ≥ 0, α ∈ N
|∂iR2 [ˆı]|−m,s1,α ≤m,S,α ε‖ıˆ‖s1+σ+m+α . (6.47)
Proof. The estimates (6.40), (6.43) follows by (6.37), (6.29), (6.30), (6.39), using
(2.72) and Lemmata 6.3, 2.31, 2.30, 2.21. The estimate (6.44) follows by Lem-
mas 2.30, 2.34, 2.35, 2.36, Proposition 2.37, (6.13), and (2.72). The estimate
(6.41) for Q = Q∗ follows since the function q(ϕ, x) is close to 1, and it satisfies
‖q − 1‖k0,γs ≤s ε(1 + ‖I0‖k0,γs+σ) , for some σ := σ(k0, τ, ν) > 0. The estimate for
B − Id follows by
(B − Id)h = β Bτ [hx] , Bτ [h](ϕ, x) :=
∫ 1
0
hx(ϕ, x+ τβ(ϕ, x)) dτ
and the estimate for the adjoint (B − Id)∗ follows by the representation
B∗h(ϕ, y) = (1 + β˜(ϕ, y))h(ϕ, y + β˜(ϕ, y)) (6.48)
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where y 7→ y + β˜(ϕ, y) is the inverse diffeomorphism of x 7→ x + β(ϕ, x). The
expressions of B−1 − Id and (B−1)∗ are similar.
Let us prove the estimate (6.45) for B and B−1. The other estimates follow
analogously. By (6.33) and using the estimates (6.18), (6.19) on c we get
‖∂iβ [ˆı]‖s1 ≤s1 ε‖ıˆ‖s1+σ (6.49)
then the estimate (6.45) for B follows since (∂iB [ˆı])h = ∂iβ [ˆı]B[hx]. Since y =
x + β(x) if and only if x = y + β˜(y), differentiating with respect to i we get
∂iβ˜ [ˆı] = (1 + βx)
−1B−1[∂iβ [ˆı]], hence ∂iβ˜ satisfies (6.49) (for a possibly larger
σ := σ(τ, ν) > 0), and hence B−1 satisfies (6.45). The estimates (6.46) follows by
differentiating the explicit expressions of the coefficients and applying (2.72), the
estimates of Lemma 6.3, (6.45) for B±1 and Lemma 2.31. By (6.36), ∂iq satisfies
(6.46), therefore Q and Q−1 satisfy (6.45). For proving (6.47) for ∂iR2 [ˆı] we
show that the derivative ∂i of each term in (6.35) satisfies the estimate (6.47).
For instance the term ∂i[H, q][̂ı] = [H, ∂iq[̂ı]] can be estimated by applying
Lemma 2.35 and using that ∂iq[̂ı] (the function q is defined in (6.36)) satisfies the
same bound (6.46). For estimating ∂iR1 [̂ı] we estimate separately the derivatives
of the two terms B−1RGB and RB in (6.31). The operator ∂i(B−1RGB)[̂ı]
satisfies the estimate (6.47) by (2.129)-(2.130) by Lemmata 2.32, 2.34, 2.36,
Proposition 2.37 and (6.40), (6.41), (6.45), (6.14). The estimate of the operator
∂iRB [̂ı] in (6.27), follows similarly.
Step 3. We “symmetrize” the order of derivatives in the off-diagonal terms
of the operator L2 in (6.38). We conjugate L2 by the vector valued Fourier
multiplier
S =
(
1 0
0 G
)
, S−1 =
(
1 0
0 G−1
)
, G := Op(g(ξ)) ∈ OPS1/2 (6.50)
where g is a C∞ even function satisfying
g(0) = 1 , g > 0 , g(ξ) = |ξ|− 12 (1 + κξ2) 12 , ∀|ξ| ≥ 1/3 . (6.51)
Note that S is a real and even operator, see Lemma 2.10. Recalling the definition
of the cut off function χ in (2.26), the symbols g ∈ S 12 and 1/g ∈ S− 12 admit
the expansions
g(ξ) = χ(ξ)g(ξ) + (1 − χ(ξ))g(ξ)
= χ(ξ)
(1 + κξ2)
1
2
|ξ|1/2 + (1− χ(ξ))g(ξ) =
√
κχ(ξ)|ξ| 12 + g− 32 (ξ)
(6.52)
where g− 32 ∈ S−
3
2 and
1
g(ξ)
=
χ(ξ)
g(ξ)
+
1− χ(ξ)
g(ξ)
= χ(ξ)
|ξ| 12
(1 + κξ2)
1
2
+
1− χ(ξ)
g(ξ)
=
χ(ξ)√
κ|ξ| 12 + g− 52 (ξ) , g− 52 ∈ S
− 52 .
(6.53)
Since 1−χ(ξ)g(ξ) = 0, for |ξ| ≥ 1, and 1−χ(0)g(0) = 1, the operator Op
(
1−χ(ξ)
g(ξ)
)
= π0
on the periodic functions, where π0 is the projector
π0(f) :=
1
2π
∫
T
f(x) dx . (6.54)
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By (6.52)-(6.53) we get the expansions
G =
√
κ|D| 12 +G−3/2 , G−1 = |D| 12 (1− κ∂xx)− 12 + π0 = 1√
κ
|D|− 12 +G−5/2 ,
(6.55)
where G−3/2 = Op(g− 32 ) ∈ OPS−3/2 and G−5/2 = Op(g− 52 ) ∈ OPS−5/2. Using
(6.50), (6.51), (2.25), (6.55) we get
|D|G = Op(χ(ξ)|ξ|g(ξ)) = T (D) , G−1(1 − κ∂xx) = T (D) + π0 (6.56)
where T (D) is the Fourier multiplier
T := T (D) := |D|1/2(1−κ∂xx)1/2 = Op
(
χ(ξ)|ξ| 12 (1+κξ2) 12 ) ∈ OPS3/2 . (6.57)
Hence using (6.55)-(6.56) (and renaming ∂y as ∂x) we get
L3 (6.38):= S−1L2S (6.34),(6.28)= S−1Q−1B−1L0BQS = ω ·∂ϕI2+ (6.58)
+
(
a1∂x + a2 −m3T (D) +√κ a7H|D| 12 +R3,B
m3T (D)− a8√κ |D|
1
2H+m3π0 +R3,C a1∂x +R3,D
)
where the remainders are the pseudo-differential operators in OPS0
R3,B := a7HG−3/2 +R2Λ , R3,D := [G−1, a1]∂xG+G−1b10G , (6.59)
R3,C := a8G−5/2∂x + [G−1, a8]∂x +G−1b9 . (6.60)
Lemma 6.7. Each R = R3,B,R3,C ,R3,D is in OPS0 and satisfy, for all s0 ≤
s ≤ S,
|R|k0,γ0,s,α ≤S,α ε(1 + ‖I0‖k0,γs+σ+α) , |∂iR[ˆı]|0,s1,α ≤S,α ε‖ıˆ‖s1+σ+α (6.61)
for some σ := σ(τ, ν) > 0. The real operator L3 is even and reversible.
Proof. Use Lemma 2.15 to estimate the commutators in (6.59)-(6.60).
6.3 Complex variables
We now write the real operator L3 in (6.58), which acts on the real variables
(η, ψ) ∈ R2, as an operator acting on the complex variables (see (2.16))
h := η + iψ , h¯ := η − iψ , i.e. η = (h+ h¯)/2 , ψ = (h− h¯)/(2i) .
By (2.17) we get the real, even and reversible operator (for simplicity of notation
we still denote it by L3)
L3 = ω ·∂ϕI2 + im3(ϕ)T(D) +A1(ϕ, x)∂x + i(A(I)0 (ϕ, x)
+A
(II)
0 (ϕ, x))H|D|
1
2 + im3(ϕ)Π0 +R
(I)
3 +R
(II)
3
(6.62)
where
T := T(D) :=
(
T (D) 0
0 −T (D)
)
, A1(ϕ, x) :=
(
a1(ϕ, x) 0
0 a1(ϕ, x)
)
,
(6.63)
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A
(I)
0 (ϕ, x) :=
(
a9 0
0 −a9
)
, a9 := −1
2
(√
κa7 +
a8√
κ
)
, (6.64)
A
(II)
0 (ϕ, x) :=
(
0 a10
−a10 0
)
, a10 :=
1
2
(√
κa7 − a8√
κ
)
, (6.65)
Π0 :=
1
2
(
1 1
−1 −1
)
π0 , (6.66)
R
(I)
3 :=
(
r
(I)
3 (x,D) 0
0 r
(I)
3 (x,D)
)
∈ OPS0 ,
r
(I)
3 (x,D) :=
1
2
(
a2 +R3,D − iR3,B + iR3,C
)
,
R
(II)
3 :=
(
0 r
(II)
3 (x,D)
r
(II)
3 (x,D) 0
)
∈ OPS0 ,
r
(II)
3 (x,D) :=
1
2
(
a2 −R3,D + iR3,B + iR3,C
)
.
Lemma 6.6 and (6.61) imply for all s0 ≤ s ≤ S, the estimates
|r(I)3 (x,D)|k0,γ0,s,α, |r(II)3 (x,D)|k0,γ0,s,α ≤S,α ε
(
1 + ‖I0‖k0,γs+α+σ
)
, (6.67)
|∂ir(I)3 (x,D)[ˆı]|0,s1,α, |∂ir(II)3 (x,D)[ˆı]|0,s1,α ≤S,α ε‖ıˆ‖s1+α+σ . (6.68)
Note that L3 in (6.62) is block-diagonal (in (u, u¯)) up to order |D|1/2. The
introduction of the complex formulation is convenient in section 6.5 where we
eliminate iteratively the off-diagonal terms of L3 up to very smoothing remain-
ders, see Proposition 6.11.
In the next sections we reduce the real, even and reversible operator L3
neglecting the term im3(ϕ)Π0 in (6.66). For simplicity of notation we denote
it as L3 as well. The projector m3(ϕ)iΠ0 transforms under conjugation into a
finite dimensional operator and we will conjugate it only once in section 6.8.
6.4 Time-reduction of the highest order
The purpose of this section is to remove the dependence on ϕ from the highest
order term im3(ϕ)T(D) in the operator L3 defined in (6.62) (without Π0).
Actually, since we only assume that the frequency ω belongs to DCγKn defined in
(1.40), we shall only transform iΠKnm3(ϕ)T(D) (where Kn is defined in (1.39))
into a constant coefficient operator, and we keep the term (6.80) which is Fourier
supported on the high harmonics, and thus contributes to (7.95)-(7.96).
To this aim we perform a quasi periodic reparametrization of time
ϑ := ϕ+ ωp(ϕ) ⇔ ϕ = ϑ+ ωp˜(ϑ) (6.69)
where p(ϕ) is a small periodic function to be determined. We conjugate L3 by
the real operator
P I2 =
(P 0
0 P
)
where
(Ph)(ϕ, x) := h(ϕ+ ωp(ϕ), x) , (P−1h)(ϑ, x) := h(ϑ+ ωp˜(ϑ), x) .
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The differential operator ω ·∂ϕ and the multiplication operator by a transform
into
P−1ω ·∂ϕP = ρ(ϑ)ω ·∂ϕ , ρ(ϑ) :=
(P−1[1 + ω · ∂ϕp]) ,
P−1aP = (P−1a) , (6.70)
while a space Fourier multiplier φ(D) remains clearly unchanged P−1φ(D)P =
φ(D). Thus
(P−1 I2)L3 (P I2) = (P−1[1 + ω · ∂ϕp])ω ·∂ϕI2 + (P−1m3)iT(D) + (P−1I2A1)∂x
+ i(P−1I2)(A(I)0 +A(II)0 )H|D|
1
2 + (P−1I2)
(
R
(I)
3 +R
(II)
3
)
(PI2) .
Splitting m3(ϕ) = ΠKnm3(ϕ) + Π
⊥
Kn
m3(ϕ) we solve, for all ω ∈ DCγKn (see
(1.40)), the equation
1 + ω · ∂ϕp = m−13 ΠKnm3(ϕ) , (6.71)
by defining (the function m3(ϕ) is even)
m3 := (2π)
−ν
∫
Tν
ΠKnm3(ϕ) dϕ
(6.37)
= (2π)−ν
∫
Tν
( 1
2π
∫
T
√
1 + η2x dx
)−3/2
dϕ,
(6.72)
and
p := (ω · ∂ϕ)−1
(
m
−1
3 ΠKnm3(ϕ) − 1
)
which is odd in ϕ . (6.73)
Dividing (P−1 I2)L3 (P I2) by the even function ρ := P−1[1 + ω · ∂ϕp] we get
the real, even and reversible operator
L4 := ρ−1(P−1 I2)L3 (P I2)
= ω ·∂ϕI2 + im3T(D) +B1(ϕ, x)∂x + i
(
B
(I)
0 (ϕ, x) +B
(II)
0 (ϕ, x)
)H|D| 12
+R
(I)
4 +R
(II)
4 +R
⊥
4
(6.74)
where
B1 := ρ
−1P−1I2A1 =
(
a11 0
0 a11
)
, a11 := ρ
−1P−1(a1) (6.75)
B
(I)
0 := ρ
−1P−1I2A(I)0 =
(
a12 0
0 −a12
)
, a12 := ρ
−1P−1(a9) (6.76)
B
(II)
0 := ρ
−1P−1I2A(II)0 =
(
0 ρ−1P−1(a10)
−ρ−1P−1(a10) 0
)
(6.77)
R
(I)
4 :=
(
r
(I)
4 (x,D) 0
0 r
(I)
4 (x,D)
)
, r
(I)
4 (x,D) := ρ
−1P−1r(I)3 (x,D)P ,
(6.78)
R
(II)
4 :=
(
0 r
(II)
4 (x,D)
r
(II)
4 (x,D) 0
)
,
r
(II)
4 (x,D) := ρ
−1P−1r(II)3 (x,D)P
(6.79)
and
R⊥4 := iρ
−1Π⊥Knm3(ϕ)T(D) . (6.80)
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Lemma 6.8. The maps P, P−1 are Dk0-(k0 + 1)-tame with tame constants
satisfying the estimates
MP±1(s) ≤S (1 + ‖I0‖k0,γs+σ) , ∀s0 ≤ s ≤ S . (6.81)
The maps P − Id, P−1 − Id are Dk0 -(k0 + 2)-tame and
MP±1−Id(s) ≤S εγ−1(1 + ‖I0‖k0,γs+σ) , ∀s0 ≤ s ≤ S . (6.82)
The coefficient m3 defined in (6.72) and the functions a11, a12, ρ
−1P−1(a10) in
(6.75)-(6.77) satisfy
|m3 − 1|k0,γ ≤ Cε , |∂im3 [ˆı]| ≤ Cε‖ıˆ‖σ , (6.83)
‖a11‖k0,γs , ‖a12‖k0,γs , ‖ρ−1P−1(a10)‖k0,γs ≤S ε
(
1 + ‖I0‖k0,γs+σ
)
, ∀s0 ≤ s ≤ S ,
(6.84)
and
|r(I)4 (x,D)|k0,γ0,s,α, |r(II)4 (x,D)|k0,γ0,s,α ≤S,α ε(1 + ‖I0‖k0,γs+α+σ) (6.85)
‖(∂iP±1[ˆı])h‖s1 ≤S εγ−1‖ıˆ‖s1+σ‖h‖s1+σ (6.86)
‖∂ia11 [ˆı]‖s1 , ‖∂ia12 [ˆı]‖s1‖∂i
{
ρ−1P−1(a10)
}
[ˆı]‖s1 ≤S ε‖ıˆ‖s1+σ (6.87)
|∂ir(I)4 (x,D)[ˆı]|0,s1,α, |∂ir(II)4 (x,D)[ˆı]|0,s1,α ≤S,α ε‖ıˆ‖s1+α+σ . (6.88)
Proof. The estimates (6.81), (6.84) follow by Lemmata 2.30, 2.22 and 6.6. The
bound (6.82) follows since
(P − Id)h = p
∫ 1
0
Pτ [ω · ∂ϕh] dτ , Pτ [h](ϕ, x) := h(ϕ+ τωp(ϕ), x) ,
and since by Lemma 6.6, using (6.73) and (6.43), (6.84), we have
‖p‖k0,γs ≤s εγ−1(1 + ‖I0‖k0,γs+σ) . (6.89)
The estimate for P−1−Id follows similarly. Let us prove (6.85). The conjugated
operator
P−1r(I)3 (x,D)P = Op(r˜3) where r˜3(ϑ, x, ξ) := r(I)3 (ϑ+ ωp˜(ϑ), x, ξ) . (6.90)
Hence for all α ≥ 0, for all |k| ≤ k0, for all ξ ∈ R and for all ω we have by
Lemma 2.30
‖∂αξ r˜(ω, ·, ξ)‖k0,γs ≤S ‖∂αξ r(I)3 (·, ξ)‖k0,γs+k0 + ‖p‖
k0,γ
s+σ‖∂αξ r(I)3 (·, ξ)‖k0,γs0+k0 ,
thus using the estimate (6.89) we get
|P−1r(I)3 (x,D)P|k0,γ0,s,α ≤S |r(I)3 (x,D)|k0,γ0,s,α + ‖I‖k0,γs+σ |r(I)3 (x,D)|k0,γ0,s0,α
(6.67)
≤S,α ε
(
1 + ‖I0‖k0,γs+α+σ
)
,
and the estimate (6.85) for r
(I)
4 follows. The estimate for r
(II)
4 is analogous.
The proof of (6.86) is similar to the proof of the estimate for ∂iB±1 in Lemma
6.6. The estimate (6.87) follows by differentiating the explicit expressions in
(6.72), (6.75)-(6.77), using (6.81), (6.86), the estimates of Lemma 6.6 and (2.72).
The estimate (6.88) follows since by (6.90) ∂iOp(r˜3)[ˆı] = ∂ip˜[ˆı]Op
(
∂ϕr
(I)
3 (ϑ +
ωp˜(ϑ), x, ξ)
)
.
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In the next sections we reduce the real, even and reversible operator L4
neglecting the term R⊥4 (for simplicity of notation we denote it in the same
way). Note that the term R⊥4 is in OPS3/2. However it is supported on the
high Fourier frequencies and it will contribute to remainders in (7.95)-(7.96).
In other words, these terms do not need to be treated in the KAM reducibility
scheme of section 7 and the estimates (7.95)-(7.96) are yet sufficient for the
convergence of Nash-Moser scheme of section 8.
6.5 Block-decoupling up to smoothing remain-
ders
The goal of this section is to conjugate the operator L4 in (6.74) (without R⊥4 )
to the operator LM in (6.120) which is block-diagonal up to the smoothing
remainder R
(II)
M ∈ OPS
1
2−M . This is achieved by applying iteratively M -times
a conjugation map which transforms the off-diagonal block operators into 1-
smoother ones.
We describe the generic inductive step. We have a real, even and reversible
operator
Ln := ω ·∂ϕI2 + im3T(D) +B1∂x + iB(I)0 H|D|
1
2 +R(I)n +R
(II)
n (6.91)
with block-diagonal terms
R(I)n :=
(
r
(I)
n (x,D) 0
0 r
(I)
n (x,D)
)
, r(I)n (x,D) ∈ OPS0 , (6.92)
and smoothing off-diagonal remainders
R(II)n :=
(
0 r
(II)
n (x,D)
r
(II)
n (x,D) 0
)
, r(II)n (x,D) ∈ OPS
1
2−n , (6.93)
which satisfy
|R(I)n |k0,γ0,s,α + |R(II)n |k0,γ−n+ 12 ,s,α ≤n,S,α ε(1 + ‖I0‖
k0,γ
s+σ+ℵn(α)) , ∀s0 ≤ s ≤ S ,
(6.94)
|∂iR(I)n [ˆı]|0,s1,α + |∂iR(II)n [ˆı]|−n+ 12 ,s1,α ≤n,S,α ε‖ıˆ‖s1+σ+ℵn(α) , (6.95)
where the increasing constants ℵn(α) are defined inductively by
ℵ0(α) := α , ℵn+1(α) := ℵn(α+ 1) + n+ 2α+ 4 . (6.96)
Initialization. The real, even and reversible operator L4 in (6.74) satisfies the
assumptions (6.91)-(6.95) where the off diagonal remainder is iB
(II)
0 (ϕ, x)H|D|
1
2+
R
(II)
4 ∈ OPS1/2 (recall that we have neglected R⊥4 ).
Inductive step. We conjugate Ln in (6.91) by a real operator of the form
Φn := I2 +Ψn , Ψn :=
(
0 ψn(x,D)
ψn(x,D) 0
)
,
ψn(x,D) ∈ OPS−n−1 .
(6.97)
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We compute
LnΦn = Φn
(
ω ·∂ϕI2 + im3T(D) +B1∂x + iB(I)0 H|D|
1
2 +R(I)n
)
+ [im3T(D) +B1∂x + iB
(I)
0 H|D|
1
2 +R(I)n ,Ψn]
+ ω ·∂ϕΨn +R(II)n +R(II)n Ψn .
(6.98)
By (6.63) and (6.97) the vector valued commutator
i[m3T(D),Ψn] =
im3
(
0 T (D)ψn(x,D) + ψn(x,D)T (D)
−(T (D)ψn(x,D) + ψn(x,D)T (D)) 0
)
(6.99)
is block off-diagonal.
We define a cut off function χ0 ∈ C∞(R,R), even, 0 ≤ χ0 ≤ 1, such that
χ0(ξ) =
{
0 if |ξ| ≤ 12
1 if |ξ| ≥ 34 .
(6.100)
Lemma 6.9. Let
ψn(x, ξ) :=
−
χ0(ξ)r
(II)
n (x, ξ)
2im3T (ξ)
if |ξ| > 13 ,
0 if |ξ| ≤ 13 ,
ψn ∈ S−n−1 . (6.101)
Then the operator Ψn in (6.97) solves
i[m3T(D),Ψn] +R
(II)
n = RT,ψn (6.102)
where
RT,ψn := i
(
0 rT,ψn(x,D)
−rT,ψn(x,D)
)
, rT,ψn ∈ S−n−
1
2 , (6.103)
satisfies for all s0 ≤ s ≤ S
|rT,ψn(x,D)|k0,γ−n− 12 ,s,α ≤S,α ε
(
1 + ‖I0‖k0,γs+σ+ℵn(α)+α+4
)
. (6.104)
The map Ψn is real, even, reversibility preserving and
|ψn(x,D)|k0,γ−n−1,s,α ≤n,S,α ε(1 + ‖I0‖k0,γs+σ+ℵn(α)) , ∀s0 ≤ s ≤ S , (6.105)
|∂iψn(x,D)[ˆı]|−n−1,s1,α ≤n,S,α ε‖ıˆ‖s1+σ+ℵn(α) , (6.106)
|∂irT,ψn(x,D)[ˆı]|−n− 12 ,s1,α ≤n,S,α ε‖ıˆ‖s1+σ+ℵn(α)+α+4 . (6.107)
Proof. By (6.99) and (6.93), in order to solve (6.102) with a remainder RT,ψn ∈
OPS−n−
1
2 as in (6.103), we have to solve the equation
im3
(
T (D)ψn(x,D) + ψn(x,D)T (D)
)
+ r(II)n (x,D) = rT,ψn(x,D) ∈ OPS−n−
1
2 .
(6.108)
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By (2.29), (2.30) (applied with N = 1), we have
T (D)ψn(x,D) + ψn(x,D)T (D) = Op(2T (ξ)ψn(x, ξ)) + Op(rT,ψn(x, ξ))
where rT,ψn ∈ S−n−
1
2
(6.109)
because T (ξ) ∈ S3/2 and ψn(x, ξ) ∈ S−n−1. The symbol ψn(x, ξ) in (6.101) is
the solution of
2im3T (ξ)ψn(x, ξ) + χ0(ξ)r
(II)
n (x, ξ) = 0 (6.110)
where the cut-off χ0 is defined in (6.100). Note that T (ξ) = 0 for all |ξ| ≤ 1/3
(see (6.57), (2.26)) and that is why we do not include in (6.110) the symbol
(1 − χ0(ξ))r(II)n (x, ξ) ∈ S−∞. Note also that |T (ξ)| ≥ c > 0 for all |ξ| ≥ 1/2.
By (6.101) and Lemma 2.14 and (6.94), we have, for all s0 ≤ s ≤ S,
|ψn(x,D)|k0 ,γ−n−1,s,α ≤n,α |R(II)n |k0,γ−n+ 12 ,s,α≤n,S,αε(1 + ‖I0‖s+σ+ℵn(α))
proving (6.105). By (6.109) and (6.110) the remainder rT,ψn(x, ξ) in (6.108) is
rT,ψn(x, ξ) = im3rT,ψn(x, ξ) + (1− χ0(ξ))r(II)n (x, ξ) ∈ S−n−
1
2 . (6.111)
By (2.42) (applied with A = T (D), B = ψn(x,D), N = 1, m = 3/2, m
′ =
−n− 1) we have
|rT,ψn(x,D)|k0,γ−n− 12 ,s,α ≤n,s,α |R
(II)
n |k0,γ−n+ 12 ,s+2+ 32+α,α
(6.94)
≤n,S,α ε
(
1 + ‖I0‖s+σ+ℵn(α)+α+4
) (6.112)
and the estimate (6.104) for rT,ψn(x,D) follows by (6.111) using also (6.83),
(6.94). The bound (6.106) is obtained differentiating the symbol (6.101) and
using (6.83), (6.94), (6.95). Let us prove the estimate (6.107). By differentiating
(6.111) with respect to i we get
∂irT,ψn(x, ξ)[ˆı] := i∂im3 [ˆı]rT,ψn(x, ξ) + im3∂irT,ψn(x, ξ)[ˆı]
+ (1− χ0(ξ))∂ir(II)n (x, ξ)[ˆı] .
(6.113)
Note that, since T (ξ) does not depend on i, by formulae (2.29), (2.30) (with
A = T (D), B = ψn(x,D), N = 1), we get ∂irT,ψn(x,D)[ˆı] = rT,∂iψn[ıˆ](x,D)
and hence by (2.42) (for A = T (D), B = ∂iψn(x,D)[ˆı], N = 1, m = 3/2,
m′ = −n− 1) we get
|∂irT,ψn(x,D)[ˆı]|−n− 12 ,s1,α ≤n,S,α |∂iψn(x,D)[ˆı]|−n−1,s1+2+ 32+α,α
(6.106)
≤n,S,α ε‖ıˆ‖s1+σ+ℵn(α)+α+4 .
The estimate (6.107) for ∂irT,ψn(x,D)[ˆı] then follows by recalling (6.113) and
(6.83), (6.95), (6.112).
Finally, using Lemma 2.7 and Lemma 2.10 we see that the map Ψn defined
by the symbol (6.101) is even and reversibility preserving because rn is even
and reversible.
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By (6.98) and (6.103) the conjugated operator is
Ln+1 := Φ−1n LnΦn
= ω ·∂ϕI2 + im3T(D) +B1∂x + iB(I)0 H|D|
1
2 +R(I)n +Rn+1
(6.114)
where Rn+1 := Φ
−1
n R
∗
n+1 and
R∗n+1 := RT,ψn + [B1∂x,Ψn] + i[B
(I)
0 H|D|
1
2 ,Ψn]
+ [R(I)n ,Ψn] + ω ·∂ϕΨn +R(II)n Ψn .
(6.115)
Note that Rn+1 is the only operator in (6.114) containing off-diagonal terms.
Lemma 6.10. The operator Rn+1 ∈ OPS−n− 12 satisfies
|Rn+1|k0,γ−n− 12 ,s,α ≤n,S,α ε(1 + ‖I0‖
k0,γ
s+σ+ℵn+1(α)) , ∀s0 ≤ s ≤ S , (6.116)
|∂iRn+1 [ˆı]|−n− 12 ,s1,α ≤n,S,α ε‖ıˆ‖s1+σ+ℵn+1(α) (6.117)
where the constant ℵn+1(α) is defined in (6.96).
Proof. Proof of (6.116). We first estimate separately all the terms of R∗n+1
in (6.115). The operator RT,ψn ∈ OPS−n− 12 in (6.103) satisfies (6.104). By
(6.75) and since ψn(x,D) ∈ OPS−n−1, see (6.101), we have
[B1∂x,Ψn] =
(
0 [a11∂x, ψn(x,D)]
[a11∂x, ψn(x,D)] 0
)
∈ OPS−n−1 ⊂ OPS−n− 12 .
Moreover Lemma 2.15 (with m = 1, m′ = −n− 1) implies
|[a11∂x, ψn(x,D)]|k0,γ−n− 12 ,s,α ≤ |[a11∂x, ψn(x,D)]|
k0,γ
−n−1,s,α
≤n,s,α ‖a11‖k0,γs+n+3+α|ψn(x,D)|k0,γ−n−1,s0+3+α,α+1
+ ‖a11‖k0,γs0+n+3+α|ψn(x,D)|k0,γ−n−1,s+3+α,α+1
(6.84),(6.105),(6.10)
≤n,S,α ε
(
1 + ‖I0‖k0,γs+σ+ℵn(α+1)+n+α+3
)
.
We also claim that [B
(I)
0 H|D|
1
2 ,Ψn] ∈ OPS−n− 12 . Indeed by (6.76) we have
[B
(I)
0 H|D|
1
2 ,Ψn] =(
0 a12H|D| 12ψn(x,D) + ψn(x,D)a12H|D| 12
−a12H|D| 12ψn(x,D) − ψn(x,D)a12H|D| 12 0
)
and (2.41), (6.84), (6.105) imply
|[B(I)0 H|D|
1
2 ,Ψn]|k0,γ−n− 12 ,s,α ≤n,S,α ε(1 + ‖I0‖
k0,γ
s+σ+ℵn(α)+n+α+1).
In addition the operator [R
(I)
n ,Ψn] ∈ OPS−n−1 ⊂ OPS−n− 12 because (see
(6.92), (6.97))
[R(I)n ,Ψn] =(
0 r
(I)
n (x,D)ψn(x,D)− ψn(x,D)r(I)n (x,D)
r
(I)
n (x,D)ψn(x,D) − ψn(x,D)r(I)n (x,D) 0
)
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and (2.41), (6.94), (6.105) imply
|[R(I)n ,Ψn]|k0,γ−n− 12 ,s,α ≤ |[R
(I)
n ,Ψn]|k0,γ−n−1,s,α ≤n,S,α ε
(
1 + ‖I0‖k0,γs+σ+ℵn(α)+n+α+1
)
.
Moreover ω ·∂ϕΨn ∈ OPS−n−1 ⊂ OPS−n− 12 satisfies
|ω ·∂ϕΨn|k0,γ−n− 12 ,s,α ≤ |ω ·∂ϕΨn|
k0,γ
−n−1,s,α ⋖ |Ψn|k0,γ−n−1,s+1,α
≤n,S,α ε(1 + ‖I0‖k0,γs+σ+ℵn(α)+1)
by (6.105). Finally R
(II)
n Ψn ∈ OPS−2n− 12 ⊂ OPS−n− 12 and by (2.41) (applied
with m = 12 − n, m′ = −n− 1), (6.94), (6.105) we have
|R(II)n Ψn|k0,γ−n− 12 ,s,α ≤ |R
(II)
n Ψn|k0,γ−2n− 12 ,s,α ≤n,S,α ε(1 + ‖I0‖
k0,γ
s+σ+ℵn(α)+n+α+ 12
) .
Collecting all the previous estimates we deduce that R∗n+1 defined in (6.115) is
in OPS−n−
1
2 and
|R∗n+1|k0,γ−n− 12 ,s,α ≤n,S,α ε(1 + ‖I0‖
k0,γ
s+σ+ℵn(α+1)+n+α+4) . (6.118)
Now (2.41) (applied with m = 0, m′ = −n− 12 ), Lemma 2.17, (6.105), (6.118)
imply
|Rn+1|k0,γ−n− 12 ,s,α = |Φ
−1
n R
∗
n+1|k0,γ−n− 12 ,s,α
≤n,s,α |Φ−1n |k0,γ0,s,α|R∗n+1|k0,γ−n− 12 ,s0+α,α + |Φ
−1
n |k0,γ0,s0,α|R∗n+1|k0,γ−n− 12 ,s+α,α
≤n,S,α ε
(
1 + ‖I0‖k0,γs+σ+ℵn(α+1)+n+2α+4
)
which is (6.116), recalling (6.96).
Proof of (6.117). First we estimate ∂iR
∗
n+1 in (6.115). The operator ∂iRT,ψn
satisfies (6.107). Then we have
∂i[B1∂x,Ψn][ˆı] = [∂iB1 [ˆı]∂x,Ψn] + [B1∂x, ∂iΨn [ˆı]] .
Hence Lemma 2.15 (with m = 1, m′ = −n− 1), the estimates of a11 in (6.84),
(6.87), (6.105), (6.106), imply
|∂i[B1∂x,Ψn][ˆı]|−n− 12 ,s1,α ≤ |∂i[B1∂x,Ψn][ˆı]|−n−1,s1,α
≤n,S,α ε‖ıˆ‖s1+σ+ℵn(α+1)+n+α+3 .
The terms ∂i[B
(I)
0 H|D|
1
2 ,Ψn], ∂i[R
(I)
n ,Ψn] may be estimated similarly. In ad-
dition
|∂i
(
ω ·∂ϕΨn
)
[ˆı]|−n− 12 ,s1,α ≤ |∂i
(
ω ·∂ϕΨn
)
[ˆı]|−n−1,s1,α ⋖ |∂iΨn [ˆı]|−n−1,s1+1,α
(6.106)
≤n,S,α ε‖ıˆ‖s1+σ+ℵn(α)+1 .
Finally |∂i(R(II)n Ψn)[ˆı] ∈ OPS−2n− 12 ⊂ OPS−n− 12 . Hence applying (2.41) with
m = −n+ 12 , m′ = −n− 1, and using (6.94), (6.95), (6.105),(6.106) we get
|∂i(R(II)n Ψn)[ˆı]|−n− 12 ,s1,α ≤ |∂i(R
(II)
n Ψn)[ˆı]|−2n− 12 ,s1,α
≤n,S,α ε‖ıˆ‖s1+σ+ℵn(α)+n+α+ 12 .
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Collecting the previous bounds we conclude that
|∂iR∗n+1 [ˆı]|−n− 12 ,s1,α ≤n,S,α ε‖ıˆ‖s1+σ+ℵn(α+1)+n+α+4
and the estimate (6.117) follows by
∂iRn+1 [ˆı] = ∂i
(
Φ−1n R
∗
n+1
)
[ˆı] = ∂iΦ
−1
n [ˆı]R
∗
n+1 +Φ
−1
n ∂iR
∗
n+1 [ˆı] and
∂iΦ
−1
n [ˆı] = −Φ−1n ∂iΦn [ˆı]Φn
applying (2.41) (with m = 0, m′ = −n − 12 ), Lemma 2.17 and the estimates
(6.105), (6.106).
By (6.114) and (6.116)-(6.117) the operator Ln+1 has the same form (6.91)-
(6.93) with R
(I)
n+1, R
(II)
n+1 that satisfy the estimates (6.94)-(6.95) at the step
n + 1. Hence we can repeat iteratively the procedure of Lemmata 6.9 and
6.10. Applying it M -times (M will be fixed in (7.9)) we derive the following
proposition.
Proposition 6.11. The real invertible map ΦM := Φ4 ◦ . . . ◦ ΦM+4 satisfies
the estimate
|Φ±1M − I2|k0,γ0,s,0 , |(Φ±1M − I2)∗|k0,γ0,s,0 ≤S,M ε(1 + ‖I0‖k0,γs+σ+ℵM (0)),
∀s0 ≤ s ≤ S
(6.119)
and conjugate L4 to the real, even and reversible operator
LM := Φ−1M L4ΦM = ω ·∂ϕI2 + im3T(D) +B1(ϕ, x)∂x
+ iB
(I)
0 (ϕ, x)H|D|
1
2 +R
(I)
M +R
(II)
M
(6.120)
where the remainders
R
(I)
M :=
(
r
(I)
M (ϕ, x,D) 0
0 r
(I)
M (ϕ, x,D)
)
∈ OPS0 ,
R
(II)
M :=
(
0 R(II)M
R(II)M 0
)
∈ OPS 12−M
(6.121)
satisfy the estimates
|R(I)M |k0,γ0,s,α + |R(II)M |k0,γ−M+ 12 ,s,α ≤S,α ε
(
1 + ‖I0‖k0,γs+σ+ℵM (α)
)
, ∀s0 ≤ s ≤ S ,
(6.122)
and the constant ℵM (α) is defined recursively by (6.96). Moreover
|∂iR(I)M [ˆı]|0,s1,α + |∂iR(II)M [ˆı]|−M+ 12 ,s1,α ≤M,S,α ε‖ıˆ‖s1+σ+ℵM (α) (6.123)
|∂iΦ±1M [ˆı]|0,s1,0 , |∂i(Φ±1M )∗ [ˆı]|0,s1,0 ≤M,S ε‖ıˆ‖s1+σ+ℵM (0) . (6.124)
Proof. Let us prove (6.119). For all 4 ≤ n ≤M + 4, s0 ≤ s ≤ S, we have
|Φn − I2|k0,γ0,s,0
(6.97)
= |Ψn|k0,γ0,s,0
(6.105)
≤S ε
(
1 + ‖I0‖k0,γs+σ+ℵn(0)
)
≤S ε
(
1 + ‖I0‖k0,γs+σ+ℵM (0)
)
and (6.119) follows as in the proof of Corollary 4.1 in [8]. The estimate on the
adjoint operator (Φ±1M − I2)∗ follows as well since Lemma 2.16 implies |(Φ±1n −
I2)
∗|k0,γ0,s,0 ≤M |Φ±1n − I2|k0,γ0,s+s0,0. Also (6.124) is proved analogously.
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The operator LM in (6.120) is block-diagonal up to the smoothing remain-
der R
(II)
M ∈ OPS
1
2−M . The prize which has been paid is that R(II)M depends
on ℵM (α)-derivatives of the approximate solution I, i.e. on ‖I‖k0,γs+σ+ℵM (α) in
(6.122). In any case, the number of regularizing stepsM is fixed (independently
on s, see (7.9), (7.6)), determined by the KAM reducibility scheme in section 7.
6.6 Elimination of order ∂x: Egorov method
The goal of this section is to remove B1(ϕ, x)∂x from the operator LM defined
in (6.120). We rewrite
LM = ω ·∂ϕI2 +P0(ϕ, x,D) +R(II)M (6.125)
where we denote the whole block-diagonal part by
P0(ϕ, x,D) := im3T(D) +B1(ϕ, x)∂x + iB
(I)
0 (ϕ, x)H|D|
1
2 +R
(I)
M
=
(
Op(p0) 0
0 Op(p0)
)
(6.126)
and, by (6.63), (6.57), (6.75), (6.76), (6.121), the associated symbol is
p0(ϕ, x, ξ) := i
(
m3T (ξ) + a11(ϕ, x)ξ
)
+ a12(ϕ, x)χ(ξ)sign(ξ)|ξ| 12 + r(I)M (ϕ, x, ξ) ∈ S3/2
(6.127)
where T (ξ) = χ(ξ)|ξ|1/2(1 + κξ2)1/2.
Egorov approach. We transform LM in (6.125) by the flow of the system of
pseudo-PDEs
∂t
(
u
u
)
= ia(ϕ, x)|D| 12
(
u
u
)
where
a(ϕ, x) :=
(
a(ϕ, x) 0
0 −a(ϕ, x)
) (6.128)
and a(ϕ, x) is a real valued function to be determined, see (6.153). The flow
Φ(ϕ, t) of (6.128) has the block-diagonal form
Φ(ϕ, t) :=
(
Φ(ϕ, t) 0
0 Φ(ϕ, t)
)
(6.129)
where Φ(ϕ, t) is the flow of the scalar linear pseudo-PDE
∂tu = ia(ϕ, x)|D| 12u . (6.130)
In the Appendix we prove that its flow Φ(ϕ, t) : Hs 7→ Hs is well defined in the
Sobolev spaces Hs, see Propositions A.2, A.5. The flow Φ(ϕ, t) solves{
∂tΦ(ϕ, t) = iA(ϕ)Φ(ϕ, t)
Φ(ϕ, 0) = Id ,
A(ϕ) := a(ϕ, x,D) , a(ϕ, x, ξ) := a(ϕ, x)χ(ξ)|ξ| 12 ,
(6.131)
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and, since (6.130) is autonomous, it satisfies the group property
Φ(ϕ, t1 + t2) = Φ(ϕ, t1) ◦ Φ(ϕ, t2) , Φ(ϕ, t)−1 = Φ(ϕ,−t) . (6.132)
Moreover, assuming that a(ω, κ, ·) is k0-times differentiable smooth with respect
to the parameters ω and κ, the flow Φ(ϕ, t, ω, κ) is also k0-times differentiable
with respect to ω and κ see Proposition A.10. If a(ϕ, x) is odd(ϕ)-even(x) then
the flow Φ(ϕ, t) is even and reversibility preserving.
We denote for simplicity Φ := Φ(ϕ) := Φ(ϕ, 1) the time-1 flow map of
(6.130) and Φ := Φ(ϕ) := Φ(ϕ, 1) the time-1 flow map of the system (6.128).
The transformed operator is
L(1)M := ΦLMΦ−1 = ω ·∂ϕI2 +Φ(ϕ)P0(ϕ, x,D)Φ(ϕ)−1
+Φ(ϕ)ω ·∂ϕ{Φ(ϕ)−1}+ΦR(II)M Φ−1 .
(6.133)
The terms Φ(ϕ)P0(ϕ, x,D)Φ(ϕ)
−1 and Φ(ϕ)ω·∂ϕ{Φ(ϕ)−1} are block-diagonal.
They are classical pseudo-differential operators and shall be analyzed by an
Egorov type argument. On the other hand the off-diagonal term ΦR
(II)
M Φ
−1 is
very regularizing and satisfy tame estimates. The contents of this section are
summarized in Proposition 6.26.
Analysis of Φ(ϕ)P0(ϕ, x,D)Φ(ϕ)
−1 in (6.133).
We first consider P(ϕ, t) := Φ(ϕ, t)P0Φ(ϕ, t)
−1. By (6.126) and (6.129) it reads
P(ϕ, t) :=
(
P (ϕ, t) 0
0 P (ϕ, t)
)
,
P (ϕ, t) := Φ(ϕ, t)p0(ϕ, x,D)Φ
−1(ϕ, t) .
(6.134)
The operator P(ϕ, t) solves the vector valued Heisenberg equation{
∂tP(ϕ, t) = i[a(ϕ, x)|D| 12 ,P(ϕ, t)]
P(ϕ, 0) = P0(ϕ) ,
namely the operator P (ϕ, t) solves the usual Heisenberg equation{
∂tP (ϕ, t) = i[A(ϕ), P (ϕ, t)]
P (ϕ, 0) = P0 := p0(ϕ, x,D)
where A(ϕ) := a(ϕ, x,D) = a(ϕ, x)|D| 12 .
(6.135)
We use the notation |D| 12 := Op(χ(ξ)|ξ| 12 ) as in (2.25).
We look for an approximate solution Q(ϕ, t) := q(t, ϕ, x,D) of (6.135) with
a symbol of the form (expanded in decreasing symbols)
q(t, ϕ, x, ξ) =
M∑
n=0
qn(t, ϕ, x, ξ) ,
qn(t, ϕ, x, ξ) ∈ S 12 (3−n) , ∀n = 0, . . . ,M .
(6.136)
The order of the commutator [A(ϕ), Q(ϕ)] is strictly less than the order of Q(ϕ).
Let a ⋆ q denote the symbol of the commutator, i.e. [A(ϕ), Q(ϕ)] := Op(a ⋆ q),
see (2.56).
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Lemma 6.12. (Commutator symbol) If q ∈ Sm, m ∈ R, then a ⋆ q ∈ Sm− 12
and
|[A,Q]|k0,γ
m− 12 ,s,α
= |Op(a ⋆ q)|k0,γ
m− 12 ,s,α
≤m,s,α |Op(q)|k0,γm,s+α+3,α+1‖a‖k0,γs0+|m|+α+2
+ |Op(q)|k0,γm,s0+α+3,α+1‖a‖k0,γs+|m|+α+2 .
Proof. By Lemma 2.15 with m′ = 1/2.
We solve approximately the equation (6.135) in decreasing orders. We define
q0 as the solution of {
∂tq0(t, ϕ, x, ξ) = 0
q0(0, ϕ, x, ξ) = p0(ϕ, x, ξ) ,
(6.137)
namely
q0(t, ϕ, x, ξ) = p0(ϕ, x, ξ) ∈ S 32 , ∀t ∈ [0, 1] . (6.138)
Then we define inductively the symbols qn(t, ϕ, x, ξ), n ≥ 1, as the solutions of{
∂tqn = ia ⋆ qn−1
qn(0, ϕ, x, ξ) = 0 ,
(6.139)
namely
qn(t, ϕ, x, ξ) = i
∫ t
0
(a ⋆ qn−1)(τ, ϕ, x, ξ) dτ . (6.140)
Each symbol qn ∈ S 12 (3−n), ∀n = 0, . . . ,M . Actually q0 ∈ S3/2 by (6.138).
Then, by induction, if qn−1 ∈ S 12 (3−(n−1)) we deduce that a ⋆ qn−1 ∈ S 12 (3−n)
by Lemma 6.12. The quantitative estimate is given in (6.190).
We now expand the symbol q in (6.136) writing explicitly the terms of order
greater than 0. They come from q0 ∈ S 32 , q1 ∈ S1 and q2 ∈ S 12 (all the symbols
qn, n ≥ 2, are yet in S0). For that we further expand as in (2.57) the symbol of
the commutator as
(a ⋆ q)(t, ϕ, x, ξ) = −i{a, q}(t, ϕ, x, ξ) + r2(a, q)(t, ϕ, x, ξ) (6.141)
where {a, q} = (∂xq)(∂ξa) − (∂ξq)(∂xa) is the Poisson bracket and r2(a, q) is a
lower order symbol.
Lemma 6.13. (Lower order commutator symbol) If q ∈ Sm, m ∈ R, then
r2(a, q) ∈ Sm− 32 and
|Op(r2(a, q))|k0,γm− 32 ,s,α ≤m,s,α |Op(q)|k0,γm,s+α+5,α+2‖a‖k0,γs0+|m|+α+4
+ |Op(q)|k0,γm,s0+α+5,α+2‖a‖k0,γs+|m|+α+4 .
Proof. Apply (2.42) to Op(q) ◦ Op(a) and to Op(a) ◦ Op(q) with N = 2 and
m′ = 1/2 (and use (2.37)).
We now get the expansion of the symbol q≤2(ϕ, x, ξ) := q≤2(1, ϕ, x, ξ) =
(q0 + q1 + q2)(1, ϕ, x, ξ).
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Lemma 6.14. (Expansion of approximate solution) The symbol q≤2 =
q0 + q1 + q2 has the expansion
q≤2 = im3T (ξ)+i
(
a11− 3
2
m3
√
κ ax
)
ξ+
(
ia13+a12 sign(ξ)
)
χ(ξ)|ξ| 12 +rq≤2 (6.142)
where the symbol
rq≤2 := rq≤2(ϕ, x, ξ) = r
(I)
M + r
(0)
ap0 + r
(1)
ap0 + r
(2)
ap0 ∈ S0 (6.143)
is defined in (6.148), (6.150), (6.152), and r
(I)
M in Proposition 6.11, and the
function
a13 := a13(ϕ, x) :=
1
2
(a11)xa− a11ax − 3
8
m3
√
κaxxa+
3
4
m3
√
κa2x . (6.144)
Proof. By (6.140), (6.138), (6.141) we have
q1(t, ϕ, x, ξ) = i
∫ t
0
(a ⋆ q0)(τ, ϕ, x, ξ) dτ = i t (a ⋆ p0)(ϕ, x, ξ)
= t {a, p0}(ϕ, x, ξ) + i t r2(a, p0)(ϕ, x, ξ) ∈ S1 (6.145)
and note that r2(a, p0) ∈ S0. Similarly, using also (6.145), the symbol
q2(1, ϕ, x, ξ) = i
∫ 1
0
(a ⋆ q1)(τ, ϕ, x, ξ)dτ
=
∫ 1
0
{a, q1}(τ, ϕ, x, ξ)dτ + i
∫ 1
0
r2(a, q1)(τ, ϕ, x, ξ)dτ
=
1
2
({a, {a, p0}}+ i{a, r2(a, p0)})
+ i
∫ 1
0
r2(a, q1)(τ, ϕ, x, ξ)dτ ∈ S1/2
(6.146)
where {a, r2(a, p0)} and r2(a, q1) ∈ S−1/2. By (6.138), (6.145) at t = 1, and
(6.146) we get
q≤2 = q0 + q1 + q2 = p0 + {a, p0}+ 1
2
{a, {a, p0}}+ r(0)ap0 (6.147)
where
r
(0)
ap0 := ir2(a, p0) +
i
2
{a, r2(a, p0)}+ i
∫ 1
0
r2(a, q1)(τ, ϕ, x, ξ) dτ ∈ S0 . (6.148)
By (6.127) and ∂ξT (ξ) =
3
2
√
κ sign(ξ)χ(ξ)|ξ| 12 +O(|ξ|− 32 ), we get
{a, p0} = i{aχ(ξ)|ξ| 12 , m3T (ξ) + a11ξ}+ r˜ap0
= −im3∂ξT (ξ)axχ(ξ)|ξ| 12 + i
(1
2
(a11)xa− a11ax
)
χ(ξ)|ξ| 12
+ i(a11)xa(∂ξχ(ξ))|ξ| 12 ξ + r˜ap0
= −i 3
2
m3
√
κ axξ + i
(1
2
(a11)xa− a11ax
)
χ(ξ)|ξ| 12 + r(1)ap0
(6.149)
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where r˜ap0 := {aχ(ξ)|ξ| 12 , a12sign(ξ)χ(ξ)|ξ| 12 + r(I)M } ∈ S0 and
r
(1)
ap0 := r˜ap0 − im3
(
∂ξT (ξ)− 3
2
√
κ sign(ξ)χ(ξ)|ξ| 12
)
axχ|ξ|1/2 (6.150)
+ i
3
2
m3
√
κax(1− χ2(ξ))ξ + i(a11)x a (∂ξχ(ξ))|ξ| 12 ξ ∈ S0 .
Furthermore, using (6.149), we compute
1
2
{a, {a, p0}} = −i 3
4
m3
√
κ
(1
2
axxa− a2x
)
χ(ξ)|ξ| 12 + r(2)ap0 (6.151)
where
r
(2)
ap0 :=
{
aχ(ξ)|ξ|1/2, i
(1
2
(a11)xa− a11ax
)
χ(ξ)|ξ|1/2 + r(1)ap0
}
− i 3
4
√
κm3axxa(∂ξχ(ξ))|ξ| 12 ξ ∈ S0 .
(6.152)
Finally (6.147), (6.127), (6.149), (6.151) imply (6.142)-(6.143).
Choice of the function a(ϕ, x). We now choose the function a(ϕ, x) so
that the first order term in (6.142) vanishes, namely such that a11(ϕ, x) −
3
2m3
√
κax(ϕ, x) = 0. Since the function a11(ϕ, x) is odd in x (see (6.75) and
remark 6.4) such equation may be solved. Its solution is
a(ϕ, x) := a˜(ϕ, x) + a0(ϕ) where a˜(ϕ, x) :=
2
3m3
√
κ
∂−1x a11(ϕ, x) (6.153)
and the function a0(ϕ) will be determined later, see (6.169). In this way (by
(6.142))
q≤2 = im3T (ξ) +
(
ia13 + a12 sign(ξ)
)
χ(ξ)|ξ| 12 + rq≤2 (6.154)
where rq≤2 ∈ S0. The next lemma proves that we have found an approximate
solution of (6.135).
Lemma 6.15. (Approximate solution of (6.135)) The operator Q(ϕ, t) =
q(t, ϕ, x,D) where q =
∑M
n=0 qn with q0 defined in (6.138) and qn, n = 1, . . . ,M
in (6.140), solves the approximate Heisenberg equation{
∂tQ(ϕ, t) = i[A(ϕ), Q(ϕ, t)] +RM (ϕ, t)
Q(0) = P0
(6.155)
where RM (ϕ, t) := −iOp(a ⋆ qM ) ∈ OPS1−M2 . The quantitative estimate is
given in (6.192).
Proof. By (6.137) and (6.139) the initial symbol q(0, ϕ, x, ξ) = q0(0, ϕ, x, ξ) +∑M
n=1 qn(0, ϕ, x, ξ) = p0(ϕ, x, ξ). Hence Q(0) = P0. Moreover (6.137) and
(6.139) imply
∂tq =
M∑
n=0
∂tqn = i
M∑
n=1
a ⋆ qn−1 = i
M−1∑
n=0
a ⋆ qn
= i
M∑
n=0
a ⋆ qn − ia ⋆ qM = ia ⋆ q − ia ⋆ qM
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because a ⋆ q is linear in q. Since [A(ϕ), Q] = Op(a ⋆ q) we get (6.155) with
RM (ϕ, t) := −iOp(a ⋆ qM ). The operator RM ∈ OPS1−M2 since qM ∈ S 12 (3−M),
see after (6.139)-(6.140).
The next lemma expresses the difference between P (ϕ, t) and the approxi-
mate solution Q(ϕ, t) of (6.135) in terms of the remainder RM in (6.155) and
the flow Φ(ϕ, t) of (6.130).
Lemma 6.16. We have
W (ϕ, t) := Q(ϕ, t)− P (ϕ, t) =
∫ t
0
Φ(ϕ, t− τ)RM (ϕ, τ)Φ(ϕ, τ − t) dτ . (6.156)
Proof. Recalling (6.134) we write
W (ϕ, t) =
(
Q(ϕ, t)Φ(ϕ, t)− Φ(ϕ, t)P0
)
Φ(ϕ, t)−1 .
By (6.131) and (6.155) we deduce that V (ϕ, t) := Q(ϕ, t)Φ(ϕ, t) − Φ(ϕ, t)P0
solves the non-homogeneous equation
∂tV (ϕ, t) = iA(ϕ)V (ϕ, t) +RM (ϕ, t)Φ(ϕ, t) , V (ϕ, t)(ϕ, 0) = 0 .
By Duhamel principle (variation of constants method) and (6.132) we get
V (ϕ, t) :=
∫ t
0
Φ(ϕ, t− τ)RM (ϕ, τ)Φ(ϕ, τ) dτ
and thus (6.156) using again (6.132).
Analysis of Φ(ϕ)ω ·∂ϕ{Φ(ϕ)−1} in (6.133).
Set for brevity (recall (6.129))
Ψ(ϕ, t) := Φ(ϕ, t)ω ·∂ϕ{Φ(ϕ, t)−1} =
(
Ψ(ϕ, t) 0
0 Ψ(ϕ, t)
)
where
Ψ(ϕ, t) := Φ(ϕ, t)ω ·∂ϕ{Φ(ϕ, t)−1} .
The term Ψ(ϕ, t) can be computed in terms of the flow Φ of (6.130) and A(ϕ) =
a(ϕ, x)|D| 12 .
Lemma 6.17. The operator
Ψ(ϕ, t) = −i
∫ t
0
Sω(ϕ, τ) dτ where Sω(ϕ, t) := Φ(ϕ, t)(ω ·∂ϕA(ϕ))Φ(ϕ, t)−1 .
Proof. By (6.132) the flow Φ−1(t) = Φ(−t) and ∂tΦ(t)−1 = −iAΦ(t)−1. Thus
Ψ(ϕ, t) solves
∂tΨ(ϕ, t) = (∂tΦ)ω ·∂ϕΦ−1 +Φω ·∂ϕ(∂tΦ−1)
= −Φ(∂tΦ−1)Φω ·∂ϕΦ−1 − iΦω ·∂ϕ(AΦ−1)
= iΦAω ·∂ϕΦ−1 − iΦAω ·∂ϕΦ−1 − iΦ(ω ·∂ϕA)Φ−1 = −iΦ(ω ·∂ϕA)Φ−1 .
Moreover Ψ(ϕ, 0) = 0 (as Φ(ϕ, 0) = Id, ∀ϕ ∈ Tν , see (6.131)). The lemma
follows by integration.
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The operator Sω(ϕ, t) has the same conjugation structure of P (ϕ, t) in (6.134)
and therefore it solves the Heisenberg equation{
∂tSω(ϕ, t) = i[A(ϕ), Sω(ϕ, t)]
Sω(ϕ, 0) = (ω · ∂ϕa)|D| 12 .
(6.157)
Following the same procedure used for P (ϕ, t), we look for an approximate
solution of (6.157) of the form (expansion in decreasing symbols)
Sω,M (ϕ, t) := s(t, ϕ, x,D) , s =
∑M
n=0
sn , sn ∈ S 12 (1−n) . (6.158)
We define the principal symbol s0 to be the solution of{
∂ts0(t, ϕ, x, ξ) = 0
s0(0, ϕ, x, ξ) = (ω · ∂ϕa)χ(ξ)|ξ| 12 ,
i.e. s0(t, ϕ, x, ξ) = (ω · ∂ϕa)χ(ξ)|ξ| 12 ∈ S1/2 .
(6.159)
Then we define inductively the symbols sn, n ≥ 1, as the solutions of{
∂tsn = ia ⋆ sn−1
sn(0, ϕ, x, ξ) = 0 ,
i.e. sn(t, ϕ, x, ξ) = i
∫ t
0
(a ⋆ sn−1)(τ, ϕ, x, ξ) dτ .
(6.160)
It turns out that sn ∈ S 12 (1−n), in particular each sn ∈ S0, ∀n ≥ 1.
Lemma 6.18. (Approximate solution of (6.157)) The pseudo-differential
operator Sω,M (ϕ, t) = s(ϕ, t, x,D) in (6.158) with s0 ∈ S 12 defined in (6.159)
and sn ∈ S 12 (1−n), n = 1, . . . ,M in (6.160), solves the approximate Heisenberg
equation {
∂tSω,M (ϕ, t) = i[A(ϕ), Sω,M (ϕ, t)] +Rω,M (ϕ, t)
Sω,M (ϕ, 0) = (ω · ∂ϕa)|D| 12
(6.161)
where Rω,M (ϕ, t) := −iOp(a ⋆ sM ) ∈ OPS−M2 . Moreover
Wω(ϕ, t) := Sω,M (ϕ, t)− Sω(ϕ, t) =
∫ t
0
Φ(ϕ, t− τ)Rω,M (ϕ, τ)Φ(ϕ, τ − t) dτ
(6.162)
where Φ(ϕ, t) denotes the flow of (6.130).
Proof. The equation (6.161) follows as in Lemma 6.15. Then (6.162) follows as
in Lemma 6.16.
Sub-principal symbol of L(1)M . By Lemma 6.14 and the choice of a(ϕ, x)
in (6.153), the principal and subprincipal symbols of Φ(ϕ)P0(ϕ, x,D)Φ(ϕ)
−1
are given by (6.154). Also Φ(ϕ)ω ·∂ϕ{Φ(ϕ)−1} contributes to the subprincipal
symbol of L(1)M , i.e to OPS1/2. By Lemmata 6.17, 6.18 and the expression of
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s0 = (ω · ∂ϕa)χ(ξ)|ξ| 12 in (6.159) we find that the conjugated operator L(1)M in
(6.133) has the expansion
L(1)M = ω ·∂ϕI2 + im3T(D) + i
(
C1(ϕ, x) +C0(ϕ, x)H
)|D| 12 + . . . (6.163)
where
C1(ϕ, x) :=
(
a14 0
0 −a14
)
, a14 := a13 − ω · ∂ϕa ,
C0(ϕ, x) :=
(
a12 0
0 −a12
)
,
(6.164)
and the functions a13, a12 are defined respectively in (6.144), (6.76).
In the next sections we reduce the operator L(1)M neglecting the term
R
(1),⊥
M := iΠ
⊥
KnC1|D|
1
2 := i
(
Π⊥Kna14(ϕ, x) 0
0 −Π⊥Kna14(ϕ, x)
)
|D| 12 (6.165)
which is supported on the high Fourier frequencies and which will contribute to
the remainders in (7.95)-(7.96) (as we did with the similar terms at the end of
section 6.4). For simplicity of notation we still denote it by L(1)M .
Choice of the function a0(ϕ). In view of the reduction of iΠKnC1|D|
1
2 in
section 6.7, we choose the function a0(ϕ) in (6.153) in such a way that, for all
ϕ ∈ Tν , the integral
1
2π
∫
T
ΠKna14(ϕ, x) dx = m1,Kn , ∀ϕ ∈ Tν , (6.166)
is a constant. Since a = a˜+a0 (see (6.153)) we write the function a14 in (6.164)
as
a14(ϕ, x) = a˜14(ϕ, x)− ω · ∂ϕa0(ϕ) where a˜14 = a13 − ω · ∂ϕa˜ . (6.167)
The function a13(ϕ, x) in (6.144) depends on a, and thus also on a0(ϕ), but the
integral
∫
T
a13(ϕ, x)dx, and thus
∫
T
a˜14(ϕ, x)dx, does not depend on a0(ϕ). For
solving (6.166) we look for a0(ϕ) = ΠKna0(ϕ) such that
1
2π
∫
T
ΠKn a˜14(ϕ, x) dx−
(ω · ∂ϕa0)(ϕ) = m1,Kn . For all ω ∈ DCγKn (see (1.40)) such equation is solved by
m1,Kn := (2π)
−(ν+1)
∫
Tν+1
ΠKn a˜14(ϕ, x) dϕdx
= (2π)−(ν+1)
∫
Tν+1
a˜14(ϕ, x) dϕdx ,
(6.168)
a0(ϕ) := −(ω · ∂ϕ)−1
(
m1,Kn −
1
2π
∫
T
ΠKn a˜14(ϕ, x) dx
)
. (6.169)
Note that a0(ϕ) is odd in ϕ. Since also a˜(ϕ, x) defined in (6.153) is odd in ϕ,
and even in x, the flow Φ(ϕ, t) of (6.128) is even and reversibility preserving.
Lemma 6.19. (Coefficient m1,Kn) The coefficient
m1,Kn=−
(2π)−ν−
5
2
2
√
κ
∫
Tν+1
(1+βx)[ω·∂ϕβ+V (1+βx)]2ΠKn
( ∫
T
√
1 + η2y dy
)3/2
dϕdx
(6.170)
where the function V is defined in (2.117) and β in (6.33). The coefficient m1,Kn
satisfies
|m1,Kn |k0,γ ≤ Cε , |∂im1,Kn [ˆı]| ≤ Cε‖ıˆ‖σ . (6.171)
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Proof. By (6.168), (6.167), (6.144), (6.153) the coefficient
m1,Kn =
1
(2π)ν+1
∫
Tν+1
a˜14(ϕ, x) dϕdx =
1
(2π)ν+1
∫
Tν+1
a13(ϕ, x) dϕdx
=
1
(2π)ν+1
∫
Tν+1
1
2
(a11)xa˜− a11a˜x − 3
8
m3
√
κa˜xxa˜+
3
4
m3
√
κa˜2x dϕdx
= − (2π)
−ν−1
2m3
√
κ
∫
Tν+1
a211(ϕ, x) dϕdx . (6.172)
By (6.75), (6.70), dϑ = (1+ω ·∂ϕp)dϕ (by (6.69)), (6.71), (6.29), (6.23) we have∫
Tν+1
a211(ϕ, x) dϕdx =
∫
Tν+1
a21(ϕ, x)
1 + ω · ∂ϕp dϕdx
= m3
∫
Tν+1
(ω ·∂ϕβ + V (1 + βx))2
ΠKnm3(ϕ)
(1 + βx) dϕdx .
(6.173)
By (6.172), (6.173), (6.37) we deduce (6.170).
Lemmata 6.14, 6.16, 6.17, 6.18, imply that
L(1)M = ω ·∂ϕI2 + im3T(D) + i
(
C1(ϕ, x) +C0(ϕ, x)H
)|D| 12 +R(1)M +Q(1)M
with remainders
R
(1)
M :=
(
R(1)M 0
0 R(1)M
)
, Q
(1)
M :=
(
0 Q(1)M
Q(1)M 0
)
R(1)M := Op(r(1)M )−W (ϕ, 1) +
∫ 1
0
Wω(ϕ, τ)dτ , Q(1)M := ΦR(II)M Φ
−1
,
(6.174)
r
(1)
M (ϕ, x, ξ) := rq≤2 (ϕ, x, ξ) +
∑M
n=3
qn(1, ϕ, x, ξ)
+ i
∑M
n=1
∫ 1
0
sn(τ, ϕ, x, ξ)dτ ∈ S0
where rq≤2 is defined in (6.143), qn in (6.140), sn in (6.160), the operator W is
defined in (6.156), Wω in (6.162) and R(II)M in Proposition 6.11.
In the final part of this section we prove that R
(1)
M and Q
(1)
M are tame oper-
ators and (6.212) holds.
Lemma 6.20. For all s0 ≤ s ≤ S, we have
‖a12‖k0,γs , ‖a13‖k0,γs , ‖a14‖k0,γs , ‖a˜‖k0,γs ≤S ε(1 + ‖I0‖k0,γs+σ) ,
‖a0‖k0,γs ≤S εγ−1(1 + ‖I0‖k0,γs+σ) ,
(6.175)
‖∂ia12 [ˆı]‖s1 , ‖∂ia13 [ˆı]‖s1 , ‖∂ia14 [ˆı]‖s1 , ‖∂ia˜[ˆı]‖s1 ≤S ε‖ıˆ‖s1+σ,
‖∂ia0 [ˆı]‖s1 ≤S εγ−1‖ıˆ‖s1+σ .
(6.176)
Lemma 6.21. The remainder rq≤2 ∈ S0 in (6.154) (see (6.143)) satisfies, for
some σ := σ(τ, ν) > 0,
|rq≤2 (x,D)|k0,γ0,s,α ≤S,α ε
(
1 + ‖I0‖k0,γs+σ+ℵM (α+4)+2α
)
, ∀s0 ≤ s ≤ S . (6.177)
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Moreover, if the constant µ in (6.10) satisfies
s1 + σ + ℵM (α+ 4) + 2α ≤ s0 + µ , (6.178)
then
|∂irq≤2 (x,D)[ˆı]|0,s1,α ≤S,α ε‖ıˆ‖s1+σ+ℵM (α+4)+2α . (6.179)
Proof. We rely on the Lemmata 6.12 and 6.13. We prove that each term of
rq≤2 = r
(I)
M + r
(0)
ap0 + r
(1)
ap0 + r
(2)
ap0 defined in (6.148), (6.150), (6.152) satisfies
(6.177). The term Op(r
(I)
M ) satisfies (6.177), (6.179) by Proposition 6.11. Then
we consider r
(0)
ap0 in (6.148). Lemma 6.13 (with m = 3/2), the definition of p0 in
(6.127), the estimates of Proposition 6.11, and (6.175), imply
|r2(a, p0)(x,D)|k0,γ0,s,α ≤S,α ε
(
1 + ‖I0‖k0,γs+σ+ℵM (α+2)+α
)
. (6.180)
In the same way, using ∂ir2(a, p0)[ˆı] = r2(∂ia[ˆı], p0) + r2(a, ∂ip0 [ˆı]) and (6.10),
(6.178), we deduce that
|∂ir2(a, p0)(x,D)[ˆı]|0,s1,α ≤S,α ε‖ıˆ‖s1+σ+ℵM (α+2)+α . (6.181)
Lemma 2.59, (6.180) and (6.175) imply
|{a, r2(a, p0)}(x,D)|k0,γ0,s,α ≤s,α |r2(a, p0)(x,D)|k0 ,γ0,s+1,α+1‖a‖k0,γs0+1
+ |r2(a, p0)(x,D)|k0,γ0,s0+1,α+1‖a‖k0,γs+1
≤S,α ε
(
1 + ‖I0‖k0,γs+σ+ℵM (α+2)+α
)
(6.182)
for some σ := σ(τ, ν) > 0. Moreover ∂i{a, r2(a, p0)}[ˆı] = {∂ia[ˆı], r2(a, p0)}+
{a, ∂ir2(a, p0)[ˆı]}. Hence (2.59), (6.175), (6.176), (6.180), (6.181), (6.10), (6.178)
imply that
|∂i{a, r2(a, p0)}(x,D)[ˆı]|0,s1,α ≤S,α ε‖ıˆ‖s1+σ+ℵM (α+2)+α . (6.183)
Moreover by (6.145), (6.180), (6.181), (2.59) and Proposition 6.11 (and (6.10),
(6.178)) we get
|q1(x,D)|k0,γ1,s,α ≤S,α ε
(
1 + ‖I0‖k0,γs+σ+ℵM (α+2)+α
)
, (6.184)
|∂iq1(x,D)[ˆı]|1,s1,α ≤S,α ε‖ıˆ‖s1+σ+ℵM (α+2)+α , (6.185)
and using Lemma 6.13 (with m = 1), by the same arguments used to deduce
(6.180), (6.181), we get
|r2(a, q1)(x,D)|k0,γ0,s,α ≤S,α ε
(
1 + ‖I0‖k0,γs+σ+ℵM (α+4)+2α
)
, (6.186)
|∂ir2(a, q1)(x,D)[ˆı]|0,s1,α ≤S,α ε‖ıˆ‖s+σ+ℵM (α+4)+2α (6.187)
for some σ := σ(τ, ν) > 0. The estimates (6.180), (6.181), (6.182), (6.183),
(6.186), (6.187) imply
|r(0)ap0(x,D)|k0,γ0,s,α ≤S,α ε
(
1 + ‖I0‖k0,γs+σ+ℵM (α+4)+2α
)
|∂ir(0)ap0(x,D)[ˆı]|0,s1,α ≤S,α ε‖ıˆ‖s1+σ+ℵM (α+4)+2α
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for some σ := σ(τ, ν) > 0. The symbol r˜ap0 defined in (6.150) satisfies
|r˜ap0 (x,D)|k0,γ0,s,α ≤S,α ε
(
1 + ‖I0‖k0,γs+σ+ℵM (α+1)
)
, (6.188)
|∂ir˜ap0(x,D)[ˆı]|0,s1,α ≤S,α ε‖ıˆ‖s1+σ+ℵM (α+1) , (6.189)
by (6.122), (6.123), Lemma 6.6 and (6.64). Also the symbols r
(1)
ap0 in (6.150) and
r
(2)
ap0 in (6.152) satisfy (6.188), (6.189).
Lemma 6.22. For all n ∈ {1, . . . ,M} the symbols qn ∈ S 12 (3−n) defined in
(6.140) satisfy
|Op(qn)|k0,γ1
2 (3−n),s,α
≤n,S,α ε
(
1 + ‖I0‖k0,γs+σ+in(M,α)
)
, ∀s0 ≤ s ≤ S , (6.190)
where the constants in(M,α), n ∈ {3, . . . ,M} are defined inductively by
i1(M,α) := ℵM (α+2)+α , in+1(M,α) := α+n
2
+
3
2
+in(M,α+1) . (6.191)
The operator RM (ϕ, t) := −iOp(a ⋆ qM ) ∈ OPS1−M2 satisfies
|RM (ϕ, t)|k0,γ1−M2 ,s,α ≤M,S,α ε
(
1 + ‖I0‖k0,γs+σ+iM+1(M,α)
)
, ∀s0 ≤ s ≤ S . (6.192)
Moreover if the constant µ in (6.10) satisfies
s1 + σ + iM+1(M,α) ≤ s0 + µ , (6.193)
then for all n ∈ {3, . . . ,M}
|∂iOp(qn)[ˆı]|1
2 (3−n),s1,α ≤n,S,α ε‖ıˆ‖s1+σ+in(M,α) , (6.194)
|∂iRM (ϕ, t)[ˆı]|1−M2 ,s1,α ≤M,S,α ε‖ıˆ‖s1+σ+iM+1(M,α) . (6.195)
Proof. For n = 1 the estimates (6.190), (6.194) for Op(q1) have been proved in
(6.184), (6.185) in Lemma 6.21. Then we argue by induction supposing that
qn ∈ S 12 (3−n) satisfies (6.190), (6.194). Then, recalling (6.140), Lemma 6.12 and
(6.175) imply
|Op(qn+1)|k0,γ1
2 (3−(n+1)),s,α
≤n,S,α ε
(
1 + ‖I0‖k0,γs+σ+in+1(M,α)
)
where in+1(M,α) is defined in (6.191). By (6.140)
∂iOp(qn+1)[ˆı] = iOp
( ∫ t
0
(∂ia[ˆı] ⋆ qn−1)(τ, ϕ, x, ξ) dτ
)
+ iOp
(∫ t
0
(a ⋆ ∂iqn−1)(τ, ϕ, x, ξ)[ˆı] dτ
)
.
Then (6.175), (6.176), (6.190), (6.194), (6.10), (6.193) imply
|∂iOp(qn+1)[ˆı]|1
2 (3−(n+1)),s1,α ≤n,S,α ε‖ıˆ‖s1+σ+in+1(M,α) .
In the same way (6.192), (6.195) follow.
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Remark 6.23. We need (6.192) only for α = 0.
We now estimate the difference W (ϕ, t) in (6.156) between the approximate
solution Q(ϕ, t) and the exact solution P (ϕ, t) of the equation (6.135).
Lemma 6.24. For all β ∈ N with β + k0 + 4 ≤ M , the operators ∂βϕjW (ϕ, t),
∂βϕj [W (ϕ, t), ∂x], j = 1, . . . , ν, are Dk0-tame with tame constants
M∂βϕjW (ϕ,t)
(s),M∂βϕj [W (ϕ,t),∂x]
(s) ≤S,M ε(1 + ‖I0‖k0,γs+σ+ 32M+k(M)+β) ,
∀s0 ≤ s ≤ S ,
(6.196)
for some σ := σ(τ, ν, k0) > 0 and (the constants in(M,α) are defined in Lemma
6.22)
k(M) := iM+1(M, 0) . (6.197)
Moreover if the constant µ in (6.10) satisfies
s1 + σ +
3
2
M + k(M) + β ≤ s0 + µ , (6.198)
then
‖∂βϕj [∂iW (ϕ, t)[ˆı], ∂x]‖L(Hs1 ), ‖∂βϕj∂iW (ϕ, t)[ˆı]‖L(Hs1)
≤M,S ε‖ıˆ‖s1+σ+ 32M+k(M)+β .
(6.199)
Proof. To simplify ∂ϕ := ∂ϕj , j = 1, . . . , ν. We prove that ∂
β
ϕ[W (ϕ, t), ∂x] =
∂βϕW (ϕ, t)∂x − ∂x∂βϕW (ϕ, t) is Dk0 -tame. We first consider ∂βϕW (ϕ, t)∂x. Re-
calling (6.156) it is sufficient to estimate ∀t, τ ∈ [0, 1]
∂βϕ∂
k
λ
(
Φ(t− τ)RM (τ)Φ(τ − t)
)
=
∑
β1+β2+β3=β
k1+k2+k3=k
C(β1, . . . , k3)∂
β1
ϕ ∂
k1
λ Φ(t− τ)∂β2ϕ ∂k2λ RM (τ)∂β3ϕ ∂k3λ Φ(τ − t)
where β1, β2, β3 ∈ N and k1, k2, k3 ∈ Nν+1. We write each term as
∂β1ϕ ∂
k1
λ Φ(t− τ)∂β2ϕ ∂k2λ RM (τ)∂β3ϕ ∂k3λ Φ(τ − t)∂x =
∂β1ϕ ∂
k1
λ Φ(t− τ)〈D〉−
β1+|k1|
2 (6.200)
〈D〉β1+|k1|2 ∂β2ϕ ∂k2λ RM (τ)〈D〉
β3+|k3|
2 +1 (6.201)
〈D〉− β3+|k3|2 −1∂β3ϕ ∂k3λ Φ(τ − t)∂x . (6.202)
Propositions A.7 and A.10 and (6.175) provide the estimates for (6.200) and
(6.202): for some σ := σ(τ, ν, k0) > 0,
‖∂β1ϕ ∂k1λ Φ(t− τ)〈D〉−
β1+|k1|
2 h‖s ≤s γ−|k1|
(‖h‖s + ‖I0‖k0,γs+β1+σ‖h‖s0) , (6.203)
‖〈D〉− β3+|k3|2 −1∂β3ϕ ∂k3λ Φ(τ − t)∂xh‖s ≤s γ−|k3|
(‖h‖s + ‖I0‖k0,γs+ 32β3+σ‖h‖s0) .
(6.204)
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We now estimate the norm of the pseudo-differential operator in (6.201) where
RM ∈ OPS1−M2 , see (6.192). By (2.37), β0 + k0 + 4 ≤ M , Lemmata 2.14 and
2.13, (2.40), we get
|〈D〉β1+|k1|2 ∂β2ϕ ∂k2λ RM (τ)〈D〉
β3+|k3|
2 +1|0,s,0
≤s |〈D〉
β1+|k1|
2 ∂β2ϕ ∂
k2
λ RM (τ)〈D〉
β3+|k3|
2 +1|β1+|k1|
2 +1−M2 +
β3+|k3|
2 +1,s,0
≤s |〈D〉
β1+|k1|
2 ∂β2ϕ ∂
k2
λ RM (τ)|β1+|k1|
2 +1−M2 ,s,0
≤s |∂β2ϕ ∂k2λ RM (τ)|1−M2 ,s+ β1+|k1|2 ,0
≤s,M γ−|k2||RM (τ)|k0,γ
1−M2 ,s+ 32β+
k0
2 ,0
(6.192)
≤S,M εγ−|k2|
(
1 + ‖I0‖k0,γ
s+σ+k(M)+ 32β+
k0
2
)
(6.205)
where k(M) := iM+1(M, 0), see (6.197). Then (6.203), (6.204), (6.205)
and Lemma 2.21 imply that ∂βϕW (ϕ, t)∂x is Dk0 -tame with tame constant ≤
C(S)ε(1 + ‖I0‖k0,γs+σ+ 32M+k(M)+β). The operator ∂x∂
β
ϕW (ϕ, t) satisfies a similar
estimate and so (6.196) is proved.
The estimate (6.199) follows by differentiating the operator W (ϕ, t) with
respect to the torus i, using the same strategy as above, applying (6.10), (6.198),
the estimate (6.195) for ∂iRM (τ)[ˆı], Proposition A.10 and the estimates for ∂iΦ
in Propositions A.13-A.14.
The following lemma can be proved as Lemmata 6.22 and 6.24.
Lemma 6.25. For all n ∈ {1, . . . ,M} the symbols sn ∈ S 12 (1−n) defined in
(6.160) satisfy
|Op(sn)|k0,γ1
2 (1−n),s,α
≤n,S,α ε
(
1 + ‖I0‖k0,γs+σ+in+2(M,α)
)
, ∀s0 ≤ s ≤ S (6.206)
where the constants in(M,α) are defined in (6.191). The operator
Rω,M (ϕ, t) := −iOp(a ⋆ sM ) ∈ OPS−M2
satisfies
|Rω,M (ϕ, t)|k0,γ−M2 ,s,α ≤M,S,α ε
(
1 + ‖I0‖k0,γs+σ+iM+3(M,α)
)
, ∀s0 ≤ s ≤ S .
For all β ∈ N, β + k0 + 4 ≤ M , the operators ∂βϕjWω(ϕ, t), ∂βϕj [Wω(ϕ, t), ∂x],
j = 1, . . . , ν (recall (6.162)) are Dk0-tame where the tame constant satisfies
M∂βϕj [Wω(ϕ,t),∂x]
(s) ,M∂βϕjWω(ϕ,t)
(s)
≤M,S ε(1 + ‖I0‖k0,γs+σ+ 32M+k(M+2)+β) , ∀s0 ≤ s ≤ S .
(6.207)
Moreover if the constant µ in (6.10) satisfies s1+σ+
3
2M+k(M+2)+β ≤ s0+µ
then
|∂iOp(sn)[ˆı]|1
2 (1−n),s1,α ≤n,S,α ε‖ıˆ‖s1+σ+in+2(M,α) , (6.208)
|∂iRω,M (ϕ, t)[ˆı]|−M2 ,s1,α ≤M,S,α ε‖ıˆ‖s1+σ+iM+3(M,α) , (6.209)
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and
‖∂βϕj [∂iWω(ϕ, t)[ˆı], ∂x]‖L(Hs1 ) , ‖∂βϕj∂iWω(ϕ, t)[ˆı]‖L(Hs1 )
≤M,S ε‖ıˆ‖s1+σ+ 32M+k(M+2)+β .
(6.210)
We summarize the whole section in the next proposition:
Proposition 6.26. Let a(ϕ, x) be as in (6.153) and a0(ϕ) in (6.169). Then the
conjugated operator L(1)M in (6.133) is real, even, reversible and has the form
L(1)M = ω·∂ϕI2+ im3T(D)+ i
(
C1(ϕ, x)+C0(ϕ, x)H
)|D| 12 +R(1)M +Q(1)M (6.211)
whereC1(ϕ, x), C0(ϕ, x) are defined in (6.164), the function a14 satisfies (6.166),
and
R
(1)
M :=
(
R(1)M 0
0 R(1)M
)
, Q
(1)
M :=
(
0 Q(1)M
Q(1)M 0
)
.
For all β ∈ N, β + k0 + 4 ≤ M , the operators ∂βϕjR(1)M , ∂βϕj [R(1)M , ∂x], ∂βϕjQ(1)M ,
∂βϕj [Q(1)M , ∂x], j = 1, . . . , ν are Dk0 -tame with tame constants satisfying for all
s0 ≤ s ≤ S
M∂βϕj [R,∂x](s) , M∂βϕjR(s)
≤M,S ε(1 + ‖I0‖k0,γs+σ+ 32M+k(M+2)+β) , R ∈ {R
(1)
M ,Q(1)M }
(6.212)
where the constant k(M + 2) is defined by (6.197). Moreover if the constant µ
in (6.10) satisfies
s1 + σ + χM + k(M + 2) + β ≤ s0 + µ , (6.213)
then each R ∈ {R(1)M ,Q(1)M } satisfies
‖∂βϕj [∂iR[ˆı], ∂x]‖L(Hs1 ) , ‖∂βϕj∂iR[ˆı]‖L(Hs1 )
≤M,S ε‖ıˆ‖s1+σ+ 32M+k(M+2)+β .
(6.214)
Proof. It remains only to prove (6.212) and (6.214).
Proof of (6.212). We estimate each term in (6.174). Let ∂ϕ := ∂ϕj , j =
1, . . . , ν. The estimates (6.177), (6.190), (6.206) imply
|r(1)M (x,D)|k0,γ0,s,α ≤S,α ε(1 + ‖I0‖k0,γs+σ+iM+2(M,α)) .
Now since ∂βϕ[∂
k
λOp(r
(1)
M ), ∂x] = ∂
k
λOp(∂
β
ϕ∂xr
(1)
M ), we get
|∂βϕ[∂kλOp(r(1)M ), ∂x]|0,s,0 ⋖ γ−|k||Op(∂βϕ(∂xr(1)M ))|k0,γ0,s,0 ⋖ γ−|k||Op(r(1)M )|k0,γ0,s+β+1,0
≤S ε(1 + ‖I0‖k0,γs+σ+k(M+2)+β) .
Hence the operator r
(1)
M (ϕ, x,D) satisfies the estimate (6.212).
The lemma follows by the estimates (6.196), (6.207). The proof of (6.212)
for Q(1)M is similar. It follows by (6.122) (for α = 0) and Lemma A.10 using the
same strategy for proving (6.196) in Lemma 6.24.
Proof of (6.214). It follows by differentiating with respect to i the expres-
sion of R(1)M in (6.174) and by applying the estimates (6.179), (6.194), (6.199),
(6.208), (6.210).
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6.7 Space reduction of the order |D|12
The aim of this section is to eliminate the x-dependence of the coefficient in
front of |D| 12 in the operator L(1)M in (6.211) (where we have neglected the term
(6.165)) and ΠKnC1 :=
(
ΠKna14 0
0 −ΠKna14
)
.
We conjugate L(1)M by means of a real operator of the form
V :=
(V 0
0 V
)
, V := Op(v) , v := v(ϕ, x, ξ) ∈ S0 . (6.215)
Setting Σ :=
(
1 0
0 −1
)
and recalling that m1,Kn is defined by (6.166), we com-
pute
L(1)M V −V
(
ω ·∂ϕI2 + im3T(D) + im1,KnΣ|D|
1
2
)
= im3[T(D),V] + i(ΠKnC1 +C0H)|D|
1
2V
− im1,KnVΣ|D|
1
2 + (ω ·∂ϕV) +
(
R
(1)
M +Q
(1)
M
)
V .
(6.216)
By (6.63), (6.57) and (2.28), the commutator has the expansion
im3[T(D),V] =
(
im3[T (D),V ] 0
0 −im3[T (D),V ]
)
,
im3[T (D),V ] = m3Op
(
∂ξT (ξ)vx
)
+ rT,V (x,D)
with rT,V(x,D) ∈ OPS− 12 . Similarly (recall (6.164)) the operator
i
(
ΠKnC1 +C0H
)|D| 12V
=
(
i(ΠKna14 + a12H)|D| 12V 0
0 −i(ΠKna14 + a12H)|D| 12V
)
has the expansion
i(ΠKna14 + a12H)|D|
1
2V
= Op
((
iΠKna14 + a12sign(ξ)
)|ξ| 12χ(ξ)v)+ rV(x,D) (6.217)
with rV(x,D) ∈ OPS− 12 . In addition
im1,KnVΣ|D|
1
2 =
(
Op
(
im1,Knv χ(ξ)|ξ|
1
2
)
0
0 Op
(
im1,Knv χ(ξ)|ξ| 12
)) . (6.218)
By (6.217), (6.218) and decomposing the cut-off function χ(ξ) = χ0(ξ)+ (χ(ξ)−
χ0(ξ)) where χ0 is the cut-off function defined in (6.100), we get
i
(
(ΠKna14 + a12H)|D|
1
2V − m1,KnV|D|
1
2
)
=
Op
((
i(ΠKna14 − m1,Kn) + a12sign(ξ)
)|ξ| 12χ0(ξ)v)+ rV(x,D)
where
rV(x,D) :=
rV(x,D) + Op
((
iΠKna14 + a12sign(ξ)− im1,Kn
)|ξ| 12 (χ(ξ) − χ0(ξ))v) ∈ OPS− 12
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noting that
(
iΠKna14 + a12sign(ξ)− im1,Kn
)|ξ| 12 (χ(ξ)− χ0(ξ))v ∈ S−∞ because
χ(ξ)− χ0(ξ) = 0 for |ξ| ≥ 3/4. Therefore we have to solve the equation
m3∂ξT (ξ)vx +
(
i(ΠKna14 − m1,Kn) + a12sign(ξ)
)
χ0(ξ)|ξ| 12 v = 0 . (6.219)
We look for a solution of (6.219) of the form
v := v(ϕ, x, ξ) := exp(p(ϕ, x, ξ)) , p := p(ϕ, x, ξ) ∈ S0 . (6.220)
Thus, from (6.219), the symbol p has to solve
m3∂ξT (ξ)px(ϕ, x, ξ) = −
(
i(ΠKna14(ϕ, x)− m1,Kn) + a12(ϕ, x)sign(ξ)
)
χ0(ξ)|ξ| 12 .
(6.221)
The right hand side in (6.221) has zero average in x by (6.166) and because a12
is odd in x, by (6.76), (6.64) and remark 6.5. By (6.57) the derivative
∂ξT (ξ) =

χ(ξ) sign(ξ)(1 + 3κξ2)
2|ξ|1/2(1 + κξ2)1/2 + ∂ξχ(ξ)|ξ|
1
2 (1 + κ|ξ|2) 12 ∈ S1/2 if |ξ| > 13
0 if |ξ| ≤ 13 .
Since the symbol T (ξ) is even in ξ, the derivative ∂ξT (ξ) is odd. Moreover, by
(2.26), ∂ξχ(ξ) > 0 for all 1/3 < ξ < 2/3, and so |∂ξT (ξ)| > 0 for all |ξ| > 1/3
and |∂ξT (ξ)| > c > 0 for all |ξ| ≥ 1/2. Therefore (6.221) admits the solution
p(ϕ, x, ξ)
:=
− |ξ|
1
2 χ0(ξ)∂
−1
x
(
i(ΠKna14(ϕ,x)−m1,Kn )+a12(ϕ,x)sign(ξ)
)
m3∂ξT (ξ)
if |ξ| > 12
0 if |ξ| ≤ 12 .
(6.222)
Since p(−ϕ, x,−ξ) = p(ϕ, x, ξ) and p(ϕ,−x,−ξ) = p(ϕ, x, ξ), then V is re-
versibility preserving and V is even, by Lemma 2.10. As a consequence (6.216)-
(6.219) imply that
V−1L(1)M V = ω ·∂ϕI2 + im3T(D) + im1,KnΣ|D|
1
2 +R
(2)
M +Q
(2)
M (6.223)
with block-diagonal terms
R
(2)
M :=
(
R(2)M 0
0 R(2)M
)
, Q
(2)
M :=
(
0 Q(2)M
Q(2)M 0
)
R(2)M := V−1
(
rT,V (x,D) + rV (x,D) + ω ·∂ϕV +R(1)M V
)
,
Q(2)M := V−1Q(1)M V .
(6.224)
Finally we define the real, even and reversible operator
L(2)M := ω ·∂ϕI2 + im3T(D) + im1Σ|D|
1
2 +R
(2)
M +Q
(2)
M (6.225)
where the coefficient
m1 := − (2π)
−ν− 52
2
√
κ
∫
Tν+1
(1 + βx)[ω · ∂ϕβ +V (1 + βx)]2
(∫
T
√
1 + η2y dy
)3/2
dϕdx
(6.226)
substitutes m1,Kn in (6.223), i.e.
V−1L(1)M V = L(2)M +R⊥m1 , R⊥m1 := i(m1,Kn − m1)Σ|D|
1
2 . (6.227)
The termR⊥
m1
will contribute to the remainderR⊥ω in the estimates (7.95)-(7.96).
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Lemma 6.27. |m1 − m1,Kn |k0,γ ≤ CεK−bn , ∀b > 0.
Proof. By (6.170), (6.226) one has
m1 − m1,Kn =
(2π)−ν−
5
2
2
√
κ
∫
Tν
(1 + βx)[ω · ∂ϕβ + V (1 + βx)]2Π⊥Kn
(∫
T
√
1 + η2y dy
)3/2
dϕdx .
Then the lemma follows by (6.18), (6.33), (6.43), (6.13), (6.10), using the
smoothing property (2.10).
Lemma 6.28. The coefficient m1 defined in (6.226) satisfies, for some σ :=
σ(τ, ν, k0) > 0, the estimates
|m1|k0,γ ≤ Cε , |∂im1 [ˆı]| ≤ Cε‖ıˆ‖σ . (6.228)
The operator V defined in (6.215) is real, even, reversibility preserving and
V = Op(v(ϕ, x, ξ)) ∈ OPS0 with symbol v(ϕ, x, ξ) ∈ S0 defined in (6.220) and
(6.222), satisfies, for all s0 ≤ s ≤ S,
|V±1 − Id|k0,γ0,s,0 , |(V±1 − Id)∗|k0,γ0,s,0 ≤S ε(1 + ‖I0‖k0,γs+σ) . (6.229)
For all β ∈ N, β + k0 + 4 ≤ M , the operators ∂βϕjR(2)M , ∂βϕj [R(2)M , ∂x], ∂βϕjQ(2)M ,
∂βϕj [Q(2)M , ∂x] are Dk0-tame and the tame constants M∂βϕj [R,∂x](s) , M∂βϕjR(s),
R ∈ {R(2)M ,Q(2)M } satisfy (6.212) (with a possibly larger σ := σ(τ, ν, k0) > 0).
Moreover if the constant µ in (6.10) satisfies (6.213) (with a possibly larger
σ := σ(τ, ν, k0) > 0) then
|∂iV±1 [ˆı]|0,s1,0 , |∂i(V±1)∗ [ˆı]|0,s1,0 ≤S ε‖ıˆ‖s1+σ , (6.230)
and the remainders R(2)M , Q(2)M satisfy the estimates (6.214). The operators R(2)M ,
Q(2)M are reversible.
Proof. The estimate (6.228) follows by (6.226), (6.18), (6.19), (6.33), (6.43),
(6.46), (6.13), (6.10). The estimates (6.229), (6.230) for V±1 follows by (6.215),
(6.220), (6.222) and Lemma 2.17. The estimates for (V±1 − Id)∗ and ∂i(V±1)∗
follow by Lemma 2.16. Using Lemma 2.13 we get
|rT,V (x,D)|k0,γ0,s,0, |rV (x,D)|k0,γ0,s,0 ≤S ε(1 + ‖I0‖k0,γs+σ),
and
|∂irT,V(x,D)[ˆı]|0,s1,0, |∂irV(x,D)[ˆı]|0,s1,0 ≤S ε‖ıˆ‖s1+σ
for some σ := σ(τ, ν, k0) > 0. The term V−1R(1)M V in (6.224) is estimated
following the same strategy of Lemma 6.24.
6.8 Conclusion: partial reduction of Lω
By sections 6.1-6.7 the linear operator L in (6.8) is semi conjugated to the real,
even and reversible operator L(2)M defined in (6.225), up to operators which are
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supported on high Fourier frequencies, namely
L(2)M =W−12 LW1 +R(2),⊥M +Rπ0 (6.231)
R
(2),⊥
M := −V−1ΦΦ−1M R⊥4 ΦMΦ−1V −V−1R(1),⊥M V −R⊥m1 , (6.232)
Rπ0 := −V−1ΦΦ−1M ρ−1(P−1I2)(im3(ϕ)Π0)(PI2)ΦMΦ−1V (6.233)
where
W1 := ZBQS(PI2)ΦMΦ−1V , W2 := ZBQS(PI2)ρΦMΦ−1V , (6.234)
andR⊥4 ,R
(1),⊥
M ,R
⊥
m1
are defined respectively in (6.80), (6.165), (6.227) (they will
contribute to the remainders in (7.95)-(7.96)) and the operator Π0 is defined in
(6.66). The maps W1, W2 are real, even and reversibility preserving.
Let S = S+ ∪ (−S+) and S0 := S ∪ {0}. We denote by ΠS0 the corresponding
L2-orthogonal projection and Π⊥S0 := Id − ΠS0 . We also denote by H⊥S0 , the
subspace of the even functions supported on the set Sc0 := Z \ S0, i.e.
H⊥S0 :=
{
u(x) =
∑
j∈Sc0
uje
ijx : uj = u−j
}
. (6.235)
Lemma 6.29. Assume (6.10). For εγ−1 small enough, the operators
W⊥1 := Π⊥S0W1Π⊥S0 , W⊥2 := Π⊥S0W2Π⊥S0 , (6.236)
are invertible and for all s0 ≤ s ≤ S they satisfy the tame estimates
‖W⊥n h‖k0,γs + ‖(W⊥n )−1h‖k0,γs ≤M,S ‖h‖k0,γs+σ + ‖I0‖k0,γs+σ+ℵM (0)‖h‖
k0,γ
s0+σ , n = 1, 2 ,
(6.237)
for some σ := σ(τ, ν) > 0.
Moreover if the constant µ in (6.10) satisfies s1+ σ+ ℵM (0) ≤ s0 +µ for some
σ := σ(τ, ν, k0) > 0, then
‖∂iW±1n [ˆı]h‖s1 , ‖∂i(W⊥n )±1 [ˆı]h‖s1 ≤M,S ‖ıˆ‖s1+σ+ℵM (0)‖h‖s1+σ . (6.238)
Proof. By Lemmata 2.20, 2.22 and by the estimates of sections 6.1-6.7, the
operators W1,W2 are invertible and satisfy tame estimates ‖W±11 h‖k0,γs ≤S
‖h‖k0,γs+σ + ‖I0‖k0,γs+σ+ℵM (0)‖h‖
k0,γ
s0+σ where ℵM (0) is given in Proposition 6.11. In
order to prove that W⊥1 is invertible, it is sufficient to prove that ΠS0W1ΠS0 is
invertible. This follows by a perturbative argument, for εγ−1 small, as in [10]
using that ΠS0 is a finite dimensional projector.
Finally, the operator Lω defined in (5.40) (i.e. (6.7)) is semi-conjugated to
(W⊥2 )−1LωW⊥1 = Π⊥S0L(2)M Π⊥S0 −Π⊥S0R(2),⊥M Π⊥S0 +RM
where Π⊥S0R
(2),⊥
M Π
⊥
S0
is supported on the high Fourier modes and
RM := (W⊥2 )−1Π⊥S0
(W2ΠS0L(2)M Π⊥S0 −W2ΠS0R(2),⊥M Π⊥S0
− LΠS0W1Π⊥S0 −W2Rπ0Π⊥S0 + εRW⊥1
) (6.239)
is a finite dimensional operator.
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Lemma 6.30. The operator RM has the finite dimensional form (6.3)-(6.4).
Proof. We analyze the term (W⊥2 )−1RW⊥1 in (6.239). The others are similar.
Since R has the form (6.3), it is sufficient to prove that, givenR : h→ (h, g)L2xχ,
the operator (W⊥2 )−1RW⊥1 has the form (6.3) as well. We use the following
property: given a scalar function a : Tν → C and χ := χ(ϕ, ·) ∈ H⊥S0 , we have
(W⊥i )±1[a(ϕ)χ] = (P±1a)(ϕ)(W⊥i )±1[χ] . (6.240)
Let us prove (6.240) for W⊥2 . We write (recall (6.236) and (6.234))
W⊥2 = Π⊥S0
(
Γ1PI2ρΓ2
)
Π⊥S0 where Γ1 := ZBQS , Γ2 := ΦMΦ−1V ,
are, for any ϕ ∈ Tν , linear operators Γi(ϕ) : H⊥S0 → H⊥S0 of the phase space.
Then
W⊥2 [a(ϕ)χ] = Π⊥S0
(
Γ1PI2ρΓ2
)
Π⊥S0 [a(ϕ)χ]
= Π⊥S0Γ1PI2[a(ϕ)ρΓ2Π⊥S0 [χ]]
= Π⊥S0Γ1[(Pa)(ϕ)(PI2ρΓ2Π⊥S0 [χ])]
= (Pa)(ϕ)Π⊥S0Γ1PI2ρΓ2Π⊥S0 [χ] = (Pa)(ϕ)W⊥2 [χ] .
(6.241)
Then (6.240) follows also for (W⊥2 )−1. Denoting a˜ := P−1a and χ˜ := (W⊥2 )−1[χ],
we have
(W⊥2 )−1[a(ϕ)χ] = (W⊥2 )−1[(P a˜)(ϕ)(W⊥2 χ˜)]
(6.241)
= (W⊥2 )−1W⊥2 [a˜(ϕ)χ˜] = (P−1a)(ϕ)(W⊥2 )−1[χ] .
Now for any h(ϕ, ·) ∈ H⊥S0 one has
(W⊥2 )−1RW⊥1 [h] = (W⊥2 )−1
[
(W⊥1 [h], g)L2xχ
] (6.240)
=
(P−1(W⊥1 [h], g)L2x)χ∗
(6.242)
with χ∗ := (W⊥2 )−1[χ] and
P−1(W⊥1 [h], g)L2x = P−1(Π⊥S0Γ1PI2Γ2Π⊥S0 [h], g)L2x
= P−1(PI2Γ2Π⊥S0 [h],Γ∗1Π⊥S0g)L2x
= (Γ2Π
⊥
S0
[h],P−1Γ∗1Π⊥S0g)L2x
= (h,Π⊥S0Γ
∗
2P−1Γ∗1Π⊥S0g)L2x = (h, g∗)L2x (6.243)
with g∗ := Π⊥S0Γ
∗
2P−1Γ∗1Π⊥S0g. By (6.242) and (6.243) the lemma follows.
In conclusion we write
Lω =W⊥2 L(3)M (W⊥1 )−1 +R(3),⊥M ,
L(3)M := L(2)M +RM , R(3),⊥M := −W⊥2 R(2),⊥M (W⊥1 )−1
(6.244)
where L(2)M is defined in (6.225), R(2),⊥M is defined in (6.232) and RM in (6.239).
The remainder R
(3),⊥
M satisfies tame estimates: there is σ := σ(τ, ν, k0) > 0 such
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that
‖R(3),⊥M h‖k0,γs0 ≤S εK−bn
(‖h‖k0,γs0+σ+b + ‖I0‖k0,γs0+σ+ℵM (0)+b‖h‖k0,γs0+σ) , ∀b > 0 ,
(6.245)
‖R(3),⊥M h‖k0,γs ≤S ε
(‖h‖k0,γs+σ + ‖I0‖k0,γs+σ+ℵM (0)‖h‖k0,γs0+σ) , ∀s0 ≤ s ≤ S .
(6.246)
The estimates (6.245), (6.246) follow by (6.244), (6.231), (6.80), (6.165), (6.227),
using the estimates (6.43), (6.175), (6.237), (6.229), (6.119), (2.10), Lemma 6.27
and Proposition A.11.
Proposition 6.31. Assume (6.10). For all (ω, κ) ∈ DCγKn × [κ1, κ2] (see (1.40))
the operator Lω defined in (5.40) (i.e. (6.7)) is semiconjugated to the real, even
and reversible operator L(3)M in (6.244) up to the remainderR(3),⊥M which satisfies
(6.245)-(6.246). The operator
L(3)M = Π⊥S0
(
ω ·∂ϕI2 + im3T(D) + im1Σ|D| 12 +R(3)M +Q(3)M
)
Π⊥S0 (6.247)
where the constant coefficients m3 := m3(ω, κ) ∈ R, m1 := m1(ω, κ) ∈ R, are
defined in (6.72), (6.226) for all (ω, κ) ∈ Rν× [κ1, κ2], and satisfy (6.83), (6.228).
The operator T(D) is defined in (6.63), (6.57) and the matrix Σ :=
(
1 0
0 −1
)
.
The remainders
R
(3)
M :=
(
R(3)M 0
0 R(3)M
)
, Q
(3)
M :=
(
0 Q(3)M
Q(3)M 0
)
(6.248)
satisfy the following tame properties: for all β ∈ N, β + k0 + 4 ≤ M , the
operators ∂βϕjR(3)M , ∂βϕj [R(3)M , ∂x], ∂βϕjQ(3)M , ∂βϕj [Q(3)M , ∂x], j = 1, . . . , ν, are Dk0 -
tame and their tame constants satisfy, for all s0 ≤ s ≤ S,
max
R∈{R(3)M ,Q(3)M }
{
M∂βϕjR(s) ,M∂βϕj [R,∂x](s)
}
≤M,S εγ−1
(
1 + ‖I0‖k0,γs+σ+ 32M+k(M+2)+ℵM (0)+β
) (6.249)
for some σ := σ(τ, ν, k0) > 0 where the constant ℵM (0), k(M) are defined in
(6.96), (6.197).
Moreover if the constant µ in (6.10) satisfies
s1 + σ + χM + k(M + 2) + ℵM (0) +M − k0 − 4 ≤ s0 + µ , (6.250)
then each R ∈ {R(3)M ,Q(3)M } satisfies, for all β ∈ N, β + k0 + 4 ≤M ,
‖∂βϕj [∂iR[ˆı], ∂x]‖L(Hs1 ), ‖∂βϕj∂iR[ˆı]‖L(Hs1 )
≤M,S εγ−1‖ıˆ‖s1+σ+ 32M+k(M+2)+ℵM (0)+β .
(6.251)
Proof. Note that the coefficients m3, m1 in (6.72), (6.226) are actually defined for
all the parameters (ω, κ) ∈ Rν × [κ1, κ2] since the approximate solution (η, ψ)
is defined for all (ω, κ) ∈ Rν × [κ1, κ2] at each step of the Nash-Moser iteration
in section 8, see the extension Lemma 8.5.
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By (6.244), (6.225) and Lemma 6.28, it is enough to prove the estimates
(6.249), (6.251) for the operator RM defined in (6.239). We estimate the term
(W⊥2 )−1Π⊥S0W2Rπ0Π⊥S0 , the others are analogous. By (6.233), setting
Γ2 := ΦMΦ
−1V , Γ3 := (W⊥2 )−1Π⊥S0W2V−1ΦΦ−1M ρ−1 ,
and recalling (6.69) we write
(W⊥2 )−1Π⊥S0W2Rπ0Π⊥S0 = Γ3(im3Π0)Γ2Π⊥S0 where
m3(ϑ) := P−1m3(ϑ) = m3(ϑ+ ωp˜(ϑ)) .
Writing Γm =
(
Γ
(1)
m Γ
(2)
m
Γ
(2)
m Γ
(1)
m
)
,m = 2, 3, and recalling the definition (6.66) of Π0
and using that Π0Π
⊥
S0
= 0, we get
R :=Γ3(im3Π0)Γ2Π
⊥
S0
= Γ3(im3Π0)
(
Γ2 − Id
)
Π⊥S0
and then for all h ∈ H⊥S0 we get
Rh = χ(ϕ, x)
(
h(ϕ, ·) , g(ϕ, ·))
L2x
,
χ := iΓ3[m3] ∈ H⊥S0 , g := Π⊥S0 (Γ2 − Id)∗[1] ∈ H⊥S0 .
Lemma 6.29, the estimates of sections 6.1-6.7 and of Propositions A.17, A.18
imply that for some σ := σ(k0, τ, ν) > 0, for all s ∈ [s0, S],
‖g‖k0,γs ≤S,M εγ−1(1 + ‖I0‖k0,γs+ℵM (0)+σ) , ‖χ‖k0,γs ≤S,M 1 + ‖I0‖
k0,γ
s+ℵM (0)+σ ,
‖∂ig [̂ı]‖s1 ≤S,M εγ−1‖̂ı‖s1+ℵM (0)+σ , ‖∂iχ[̂ı]‖s1 ≤S,M ‖̂ı‖s1+ℵM (0)+σ,
provided (6.250) is satisfied. Then the estimates (6.249), (6.251) for the operator
R follow since for all j = 1, . . . , ν, β ∈ N, k ∈ Nν+1,
∂βϕj∂
k
λ[R, ∂x]h = −
∑
β1+β2=β,k1+k2=k
(∂k1λ ∂
β1
ϕjχ
(
h, ∂k2λ ∂
β2
ϕjgx)L2x+∂
k1
λ ∂
β1
ϕjχx(h, ∂
k2
λ ∂
β2
ϕjg)L2x
)
and the operators ∂βϕj∂
k
λR, ∂
β
ϕj [∂iR[̂ı], ∂x], ∂
β
ϕj∂iR[̂ı] have similar expressions.
In the next section we diagonalize the operator L(3)M . We neglect the term
R
(3),⊥
M in (6.244), which will contribute to the remainders in (7.95)-(7.96).
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Chapter 7
Almost diagonalization and
invertibility of Lω
We have a linear real operator acting on H⊥
S0
,
L0 := L0(i) := ω ·∂ϕI⊥2 + iD0 +R0 +Q0 , I⊥2 := I2Π⊥S0 , (7.1)
defined for all (ω, κ) ∈ DCγKn × [κ1, κ2](see (1.40)), with diagonal part (with
respect to the exponential basis)
D0 :=
(D0 0
0 −D0
)
,
D0 := diagj∈Sc0µ
(0)
j , µ
(0)
j := m3|j|
1
2 (1 + κ|j|2) 12 + m1|j| 12 ,
(7.2)
where Sc0 := Z \ S0 (see (1.43)), m3 := m3(ω, κ) ∈ R, m1 := m1(ω, κ) ∈ R are
defined for all (ω, κ) ∈ Rν × [κ1, κ2], and
R0,Q0 : H
⊥
S0
→ H⊥S0 , R0 :=
(R0 0
0 R0
)
, Q0 :=
(
0 Q0
Q0 0
)
(7.3)
are real, even and reversible. The operators R0, Q0 satisfy also the following
tame estimates:
• (Smallness assumption on R0 and Q0). The operators
R0 , [R0, ∂x] , ∂s0ϕmR0 , ∂s0ϕm [R0, ∂x] ,
Q0, [Q0, ∂x] , ∂s0ϕmQ0 , ∂s0ϕm [Q0, ∂x] , ∀m = 1, . . . , |S+| ,
are Dk0-tame with tame constants, defined for all s0 ≤ s ≤ S,
M0(s) := max
{
MR(s),M[R,∂x](s),M∂s0ϕmR(s),M∂s0ϕm [R,∂x](s)
m = 1, . . . , |S+|,R ∈ {R0,Q0}
}
.
(7.4)
In addition the operators
∂s0+bϕm R0, ∂s0+bϕm [R0, ∂x], ∂s0+bϕm Q0, ∂s0+bϕm [Q0, ∂x],m = 1, . . . , |S+| ,
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are Dk0-tame with tame constants, defined for all s0 ≤ s ≤ S,
M0(s, b) := max
m=1,...,|S+|,R∈{R0,Q0}
{
M
∂
s0+b
ϕm R(s),M∂s0+bϕm [R,∂x](s)
}
(7.5)
where b ∈ N satisfies
b := [a] + 2 ∈ N , a := 3τ1 , χ = 3/2 , τ1 := τ + (τ + 1)k0 . (7.6)
We assume that the tame constants satisfy
M0(s0, b) := max{M0(s0),M0(s0, b)} ≤ C(S)εγ−1 (7.7)
and moreover, there is σ(b) > 0 (we take σ(b) = µ(b)+σ in Lemma 7.2),
such that, for all m = 1, . . . , |S+|, β ∈ N, β ≤ b+ s0,
max
R∈{R0,Q0}
{‖∂βϕm∂iR[ˆı]‖L(Hs0 ), ‖∂βϕm [∂iR[ˆı], ∂x]‖L(Hs0 )}
≤ C(S)εγ−1‖ıˆ‖s0+σ(b) .
(7.8)
In this section we use |S+| to denote the cardinality of the set of tangential
sites S+ (and thus the number of components of the frequency vector ω) that
elsewhere is denoted simply by ν = |S+|.
Remark 7.1. The conditions b > a+χ−1 and a > 3τ1 = τ1χ/(2−χ) arise for the
convergence of the iterative scheme (7.75)-(7.76), see Lemma 7.10. We take an
integer b := [a] + 2 ∈ N so that ∂s0+bϕm are differential operators (recall also that
s0 ∈ N by (1.20)). Note also that a > χk0(τ +2)+1 (as τ ≥ 1) which is used in
the extension procedure in (S2)ν , see e.g. (7.27). Moreover a > χ(τ+k0(τ+2))
which is used in Lemma 8.7.
Proposition 6.31 implies that the operators R
(3)
M , Q
(3)
M in (6.248) satisfy
the above tame estimates by fixing the constant M in section 6.5 large enough
(this means to perform sufficiently many regularizing steps in Proposition 6.11),
namely
M := b+ s0 + k0 + 4 . (7.9)
Set (recall (6.197), (6.96))
c(b) := χ(b+ s0 + k0 + 4) + k(b + s0 + k0 + 6) + ℵb+s0+k0+4(0) ,
µ(b) := s0 + c(b) + b .
(7.10)
Lemma 7.2. (Tame estimates of R
(3)
M , Q
(3)
M ) Assume (6.10) with µ ≥ µ(b)+
σ. Then the operators R0 := R
(3)
M , Q0 := Q
(3)
M in (6.248) satisfy, for all
s0 ≤ s ≤ S, the tame estimates (7.4)-(7.5) with
M0(s) ≤S εγ−1
(
1 + ‖I0‖k0,γs+s0+σ+c(b)
)
,
M0(s, b) ≤S εγ−1
(
1 + ‖I0‖k0,γs+µ(b)+σ
) (7.11)
and (7.7) holds. Moreover, for all m = 1, . . . , |S+|, β ∈ N, β ≤ b + s0, the
operators ∂βϕm∂iR[ˆı], ∂βϕm [∂iR[ˆı], ∂x], R ∈ {R0,Q0} satisfy the bounds (7.8)
with σ(b) = µ(b) + σ.
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Proof. The estimates (7.11) follow by (6.249) and by the definitions (7.9), (7.10).
Moreover with the choice of µ := µ(b)+σ in (7.10) (see also (7.9)) the condition
(6.250) holds with s1 = s0 and so (7.8) holds by (6.251), with σ(b) = µ(b) +
σ.
By (7.11), (7.10), we have verified that, for all s0 ≤ s ≤ S,
M0(s, b) := max{M0(s),M0(s, b)} ≤S εγ−1(1 + ‖I0‖k0,γs+µ(b)+σ) . (7.12)
We perform the almost reducibility of L0 along the scale
N−1 := 1 , Nν := N
χν
0 , ∀ν ≥ 0 , χ := 3/2 , (7.13)
requiring inductively at each step the second order Melnikov non-resonance
conditions in (7.19).
Theorem 7.3. (Almost reducibility) There exists τ0 := τ0(τ, |S+|) > 0 such
that, for all S > s0, there is N0 := N0(S, b) ∈ N such that, if
N τ00 M0(s0, b)γ
−1 ≤ 1 , (7.14)
(see (7.7)), then, for all n ∈ N, ν = 0, 1, . . . , n:
(S1)ν There exists a real, even and reversible operator
Lν := ω ·∂ϕI⊥2 + iDν +Rν +Qν ,
Dν :=
(Dν 0
0 −Dν
)
, Dν := diagj∈Sc0µνj ,
(7.15)
-which acts on the space of functions even in x- defined for (ω, κ) ∈ DCγKn×
[κ1, κ2] for ν = 0, and for all (ω, κ) in
N (Λγν , γN−τ−2ν−1 ) ⊂ Λγ/2ν , for ν ≥ 1 , (7.16)
(recall the definition (1.44)) where µνj are k0-times differentiable functions
of the form
µνj (ω, κ) := µ
0
j(ω, κ)+ r
ν
j (ω, κ) , µ
0
j := m3|j|
1
2 (1+κj2)
1
2 +m1|j| 12 , (7.17)
satisfying
µνj = µ
ν
−j , i.e. r
ν
j = r
ν
−j , |rνj |k0,γ ≤ C(S)εγ−1 , ∀j ∈ Sc0 . (7.18)
The sets Λγν are defined by Λ
γ
0 := Ω× [κ1, κ2], and, for all ν ≥ 1,
Λ
γ
ν := Λ
γ
ν (i) :=
{
λ = (ω, κ) ∈ Λγν−1 ∩
(
[DCγKn ∩ DCγNν−1]× [κ1, κ2]
)
:
|ω · ℓ+ µν−1j − ςµν−1j′ | ≥ γ|j
3
2 − ςj′ 32 |〈ℓ〉−τ ,
∀|ℓ| ≤ Nν−1, j, j′ ∈ N \ S+, ς ∈ {+,−}
}
(7.19)
(recall (1.40) and that the tangential sites S = S+ ∪ (−S+) ⊂ Z with
S+ ⊂ N). The remainders
Rν :=
(Rν 0
0 Rν
)
, Qν :=
(
0 Qν
Qν 0
)
(7.20)
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are Dk0-modulo-tame: more precisely the operators Rν ,Qν , respectively
〈∂ϕ〉bRν , 〈∂ϕ〉bQν , are Dk0-modulo-tame with modulo-tame constants re-
spectively
M
♯
ν(s) := max{M♯Rν (s),M♯Qν (s)} ,
M
♯
ν(s, b) := max{M♯〈∂ϕ〉bRν (s),M
♯
〈∂ϕ〉bQν (s)}.
(7.21)
There exists a contant C∗(s0, b) such that for all s ∈ [s0, S],
M
♯
ν(s) ≤ C∗(s0, b)M0(s, b)N−aν−1, M♯ν(s, b) ≤ C∗(s0, b)M0(s, b)Nν−1 .
(7.22)
Moreover, for ν ≥ 1, there exists a real, even and reversibility preserving
map
Φν−1 := I⊥2 +Ψν−1 , Ψν−1 :=
(
Ψν−1,1 Ψν−1,2
Ψν−1,2 Ψν−1,1
)
, (7.23)
such that
Lν := Φ
−1
ν−1Lν−1Φν−1 . (7.24)
The operators Ψν−1,m and 〈∂ϕ〉bΨν−1,m, m = 1, 2, are Dk0-modulo-tame
with modulo-tame constants satisfying, for all s ∈ [s0, S], (τ1, a are defined
in (7.6))
M
♯
Ψν−1,m
(s) ≤ C(k0, s0, b)
γ
N τ1ν−1N
−a
ν−2M0(s, b) ,
M
♯
〈∂ϕ〉bΨν−1,m(s) ≤
C(k0, s0, b)
γ
N τ1ν−1Nν−2M0(s, b) .
(7.25)
(S2)ν For all j ∈ Sc0 there exists a k0-times differentiable extension µ˜νj : Ω ×
[κ1, κ2] 7→ R such that µ˜νj = µνj on Λγν , and
µ˜νj (ω, κ) := µ
0
j(ω, κ) + r˜
ν
j (ω, κ) ∈ R ,
r˜νj = r˜
ν
−j , |r˜νj |k0,γ ≤ C(S)εγ−1Nk0(τ+2)0 , ∀j ∈ Sc0 ,
(7.26)
and for all ν ≥ 1
|µ˜νj − µ˜ν−1j |k0,γ ≤ C(k0)Nk0(τ+2)ν−1 M♯ν−1(s0)
≤ C(k0, S)εγ−1Nk0(τ+2)ν−1 N−aν−2 .
(7.27)
(S3)ν Let i1(ω, κ), i2(ω, κ) such that R0(i1), Q0(i1), R0(i2), Q0(i2) satisfy
(7.7). Assume also (7.8). Then for all ν = 0, . . . n, for all (ω, κ) ∈
Λ
γ1
ν (i1)∩Λγ2ν (i2) with γ1, γ2 ∈ [γ/2, 2γ], there exists σ := σ(τ, |S+|, k0) > 0
such that
‖|Rν(i1)−Rν(i2)|‖L(Hs0 ),‖|Qν(i1)−Qν(i2)|‖L(Hs0 )
≤S,b εγ−1N−aν−1‖i1 − i2‖s0+µ(b)+σ,
(7.28)
‖|〈∂ϕ〉b(Rν(i1)−Rν(i2))|‖L(Hs0 ),‖|〈∂ϕ〉b(Qν(i1)−Qν(i2))|‖L(Hs0 )
≤S,b ε
γ
Nν−1‖i1 − i2‖s0+µ(b)+σ .
(7.29)
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Moreover for all ν = 1, . . . , n, for all j ∈ Sc0,∣∣(rνj (i1)− rνj (i2))− (rν−1j (i1)− rν−1j (i2))∣∣ ≤ C‖|Rν(i1)−Rν(i2)|‖L(Hs0 ) ,
(7.30)
|rνj (i1)− rνj (i2)| ≤ C(S)εγ−1‖i1 − i2‖s0+µ(b)+σ . (7.31)
(S4)ν Let i1, i2 be like in (S3)ν and 0 < ρ < γ/2. Then
εγ−1C(S)N τν−1‖i1 − i2‖s0+µ(b)+σ ≤ ρ =⇒ Λγν(i1) ⊆ Λγ−ρν (i2) .
Remark 7.4. Note that (7.30)-(7.31) are sufficient to prove (S4)ν about the
inclusion of the sets Λγν(i1), Λ
γ−ρ
ν (i2) corresponding to two nearby approximate
solutions: a smallness condition in | |k0,γ is not required. This is sufficient to
prove Lemma 8.6, and thus Lemma 8.7. The bounds (7.30)-(7.31) are implied
just by the estimate (7.28), which is in s0 norm and there is no control of the
derivatives with respect to (ω, κ). This is why we do not need to estimate the
derivatives with respect to (ω, κ) of the operators ∂iR in (7.8).
An important point of Theorem 7.3 is to require only the bound (7.14) for
M0(s0, b) in low norm, which is verified in Lemma 7.2, as well as the estimate
(7.8) (which is still in low norm). On the other hand Theorem 7.3 provides the
smallness (7.22) of the tame constants M♯ν(s) and proves that M
♯
ν(s, b), ν ≥ 0,
do not diverge too much. Theorem 7.3 implies that the invertible operator
Un := Φ0 ◦ . . . ◦Φn (7.32)
has almost diagonalized L0, i.e. (7.35) below holds. We have the following
corollary:
Theorem 7.5. (KAM almost-reducibility) Assume (6.10) with µ ≥ µ(b)+
σ. For all S > s0 there exists N0 := N0(S, b) > 0, δ0 := δ0(S) > 0 such that, if
the smallness condition
N τ00 εγ
−2 ≤ δ0 (7.33)
holds, where the constant τ0 := τ0(τ, |S+|) is defined in Theorem 7.3, then, for
all n ∈ N, for all λ = (ω, κ) in
Λ
γ
n+1 := Λ
γ
n+1(i) =
n+1⋂
ν=0
Λ
γ
ν (7.34)
where the sets Λγν are defined in (7.19), the operator Un in (7.32) is well defined
and
Ln := U
−1
n L0Un = ω ·∂ϕI⊥2 + iDn +Rn +Qn (7.35)
where Dn is defined in (7.15) and Rn, Qn in (7.20) (with ν = n). The operators
Rn, Qn are Dk0-modulo-tame with modulo-tame constants
M
♯
Rn(s),M
♯
Qn(s) ≤S εγ−1N−an−1(1 + ‖I0‖k0,γs+µ(b)+σ) , ∀s0 ≤ s ≤ S . (7.36)
Moreover the operators U±1n − I⊥2 are Dk0-modulo-tame with modulo-tame con-
stants
M
♯
U
±1
n −I⊥2
(s) ≤S εγ−2N τ10 (1 + ‖I0‖k0,γs+µ(b)+σ) , ∀s0 ≤ s ≤ S , (7.37)
where τ1 is defined in (7.6). The operators Un, U
−1
n are real, even and re-
versibility preserving. Ln is real, even and reversible.
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Proof. The assumption (7.14) of Theorem 7.3 holds by (7.12), (6.10) with µ ≥
µ(b)+σ, and (7.33). The estimate (7.36) follows by (7.22) (for ν = n) and (7.12).
It remains to prove (7.37). By Lemma 2.25 the composition of Dk0 -modulo-
tame operators is Dk0 -modulo-tame. To estimate the modulo-tame constant
M
♯
Uν+1
(s) of Uν+1 = Uν ◦ Φν+1 = Uν ◦ (I⊥2 + Ψν+1), we use the following
inductive inequalities, which are deduced by Lemma 2.25 and (7.25),
M
♯
Uν+1
(s0) ≤M♯Uν (s0)
(
1 + C(k0)εν(s0)
)
, (7.38)
M
♯
Uν+1
(s) ≤M♯
Uν
(s)(1 + C(k0)εν(s0)) + C(k0)M
♯
Uν
(s0)εν(s) (7.39)
where εν(s) := M0(s, b)γ
−1N τ1ν+1N
−a
ν .
Iterating (7.38), setting εν := C(k0)εν(s0), and using (7.7), (7.25), (7.33) we
get
M
♯
Uν+1
(s0) ≤M♯U0(s0)
∏
ν≥0
(1 + εν)
≤M♯
U0
(s0)exp(C(S)εγ
−2) ≤ 2 , ∀ν ≥ 0 .
(7.40)
Iterating (7.39), using (7.40) and
∏
ν≥0(1 + εν) ≤ 2, we get
M
♯
Uν+1
(s) ≤k0
∑
ν≥0εν(s) +M
♯
U0
(s)
≤ C(k0)
(
1 +N τ10 M0(s, b)γ
−1) , ∀ν ≥ 0 , (7.41)
since U0 = Φ0 = I
⊥
2 +Ψ0 and M
♯
U0
(s) ≤ 1 + C(k0)N τ10 M0(s, b)γ−1 by (7.25).
Finally
Un − I⊥2 = (Un −Φ0) + (Φ0 − I⊥2 )
=
n−1∑
ν=0
(Uν+1 −Uν) +Ψ0 =
n−1∑
ν=0
UνΨν+1 +Ψ0 .
Hence Lemma 2.25, (7.40), (7.41), (7.12), (6.10), (7.25), (7.33), imply (7.37) for
Un − I⊥2 . The estimate for U−1n − I⊥2 follows by Lemma 2.26.
7.1 Proof of Theorem 7.3
Proof of (S1)0. Properties (7.15)-(7.20) for ν = 0 follow by the assumptions
(7.1)-(7.3) with r0j (ω, κ) = 0. We now prove that also (7.22) for ν = 0 holds:
Lemma 7.6. M♯0(s), M
♯
0(s, b) ≤s0,b M0(s, b).
Proof. Let R ∈ {R0,Q0} and set λ := (ω, κ). The matrix elements of the
commutator [R, ∂x] are i(j′ − j)(R)j
′
j (ℓ − ℓ′), of ∂bϕmR, m = 1, . . . , |S+|, are
ib(ℓm−ℓ′m)bRj
′
j (ℓ−ℓ′), and of ∂bϕm [R, ∂x] are ib+1(ℓm−ℓ′m)b(j′−j)(R0)j
′
j (ℓ−ℓ′).
Then, recalling (2.67) with σ = 0, the assumptions (7.4)-(7.5) imply that ∀|k| ≤
k0, s0 ≤ s ≤ S, ℓ′ ∈ Z|S+|, j′ ∈ Sc0,
γ2|k|
∑
ℓ,j
〈ℓ, j〉2s|∂kλRj
′
j (ℓ − ℓ′)|2 ≤ 2M20(s0)〈ℓ′, j′〉2s + 2M20(s)〈ℓ′, j′〉2s0 (7.42)
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γ2|k|
∑
ℓ,j
〈ℓ, j〉2s|j − j′|2|∂kλRj
′
j (ℓ − ℓ′)|2 ≤
2M20(s0)〈ℓ′, j′〉2s + 2M20(s)〈ℓ′, j′〉2s0
(7.43)
γ2|k|
∑
ℓ,j
〈ℓ, j〉2s|ℓm − ℓ′m|2s0 |∂kλRj
′
j (ℓ− ℓ′)|2 ≤
2M20(s0)〈ℓ′, j′〉2s + 2M20(s)〈ℓ′, j′〉2s0
(7.44)
γ2|k|
∑
ℓ,j
〈ℓ, j〉2s|ℓm − ℓ′m|2s0 |j − j′|2|∂kλRj
′
j (ℓ− ℓ′)|2 ≤
2M20(s0)〈ℓ′, j′〉2s + 2M20(s)〈ℓ′, j′〉2s0
(7.45)
γ2|k|
∑
ℓ,j
〈ℓ, j〉2s|ℓm − ℓ′m|2(s0+b)|∂kλRj
′
j (ℓ− ℓ′)|2 ≤
2M20(s0, b)〈ℓ′, j′〉2s + 2M20(s, b)〈ℓ′, j′〉2s0
(7.46)
γ2|k|
∑
ℓ,j
〈ℓ, j〉2s|ℓm − ℓ′m|2(s0+b)|j − j′|2|∂kλRj
′
j (ℓ− ℓ′)|2 ≤
2M20(s0, b)〈ℓ′, j′〉2s + 2M20(s, b)〈ℓ′, j′〉2s0 .
(7.47)
Using the inequality
〈ℓ− ℓ′〉2s1 〈j − j′〉2 ≤s1 1 + |j − j′|2 + max
m=1,...,|S+|
|ℓm − ℓ′m|2s1
+ |j − j′|2 max
m=1,...,|S+|
|ℓm − ℓ′m|2s1
(7.48)
for s1 = s0, s = s0 + b, the estimates (7.42)-(7.47) imply, recalling also (7.7),
γ2|k|
∑
ℓ,j
〈ℓ, j〉2s〈ℓ− ℓ′〉2s0 〈j − j′〉2|∂kλRj
′
j (ℓ − ℓ′)|2 ≤b
M
2
0(s0, b)〈ℓ′, j′〉2s +M20(s, b)〈ℓ′, j′〉2s0
(7.49)
γ2|k|
∑
ℓ,j
〈ℓ, j〉2s〈ℓ− ℓ′〉2(s0+b)〈j − j′〉2|∂kλRj
′
j (ℓ − ℓ′)|2 ≤b
M
2
0(s0, b)〈ℓ′, j′〉2s +M20(s, b)〈ℓ′, j′〉2s0 .
(7.50)
We can now prove that 〈∂ϕ〉bR is Dk0 -modulo-tame. ∀|k| ≤ k0, by Cauchy-
Schwartz inequality, we get
‖|〈∂ϕ〉b∂kλR|h‖2s ≤
∑
ℓ,j
〈ℓ, j〉2s
(∑
ℓ′,j′
|〈ℓ− ℓ′〉b∂kλRj
′
j (ℓ− ℓ′)||hℓ′,j′ |
)2
=
∑
ℓ,j
〈ℓ, j〉2s
(∑
ℓ′,j′
〈ℓ− ℓ′〉s0+b〈j′ − j〉|∂kλRj
′
j (ℓ− ℓ′)|×
× |hℓ′,j′ | 1〈ℓ− ℓ′〉s0 〈j′ − j〉
)2
≤s0
∑
ℓ,j
〈ℓ, j〉2s
∑
ℓ′,j′
〈ℓ− ℓ′〉2(s0+b)〈j′ − j〉2|∂kλRj
′
j (ℓ− ℓ′)|2|hℓ′,j′ |2
=
∑
ℓ′,j′
|hℓ′,j′ |2
∑
ℓ,j
〈ℓ, j〉2s〈ℓ− ℓ′〉2(s0+b)〈j′ − j〉2|∂kλRj
′
j (ℓ− ℓ′)|2
(7.50)
≤s0,b γ−2|k|
∑
ℓ′,j′
|hℓ′,j′ |2
(
M
2
0(s0, b)〈ℓ′, j′〉2s +M20(s, b)〈ℓ′, j′〉2s0
)
≤s0,b γ−2|k|
(
M
2
0(s0, b)‖h‖2s +M20(s, b)‖h‖2s0
)
. (7.51)
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Therefore (recall (2.73)) the modulo-tame constant M♯〈∂ϕ〉bR(s) ≤s0,b M0(s, b).
Since R is both {R0,Q0} we have proved that (see (7.21))
M
♯
0(s, b) := max{M♯〈∂ϕ〉bR0(s),M
♯
〈∂ϕ〉bQ0(s)} ≤s0,b M0(s, b) .
The inequality M♯0(s) ≤s0 M0(s, b) follows similarly by (7.49).
Proof of (S2)0. It follows since the functions m3(ω, κ) and m1(ω, κ) are k0-
times differentiable on all Ω× [κ1, κ2] (they depend on the torus iδ(ω, κ) which
is k0-times differentiable with respect to (ω, κ) on all Ω× [κ1, κ2]).
Proof of (S3)0. We prove (7.29) at ν = 0, namely that, for R ∈ {R0,Q0},
‖|〈∂ϕ〉b∆12R|h‖2s0 ≤ C(S, b)ε2γ−2‖i1−i2‖2s0+µ(b)+σ‖h‖2s0 , ∀h ∈ Hs0 , (7.52)
where we denote ∆12R := R(i1)−R(i2). By (7.8) and the mean value theorem
we get
‖∆12R‖L(Hs0 ), ‖[∆12R, ∂x]‖L(Hs0 ), ‖∂s0+bϕm ∆12R‖L(Hs0 ), ‖∂s0+bϕm [∆12R, ∂x]‖L(Hs0 )
≤S,b εγ−1‖i1 − i2‖s0+µ(b)+σ
for all m = 1, . . . , |S+|. We deduce as in (7.42)-(7.47) (with k = 0) and (7.48)
that, for all ℓ′ ∈ Z|S+|, j′ ∈ Sc0,∑
ℓ,j
〈ℓ, j〉2s0〈j − j′〉2〈ℓ − ℓ′〉2(s0+b)|(∆12R)j
′
j (ℓ− ℓ′)|2 ≤
C(S, b)ε2γ−2‖i1 − i2‖2s0+µ(b)+σ〈ℓ′, j′〉2s0
which, arguing as in (7.51), proves (7.52). The proof of (7.28) at ν = 0 is
analogous.
Proof of (S4)0. It is trivial because by definition Ω
γ
0(i1) = Ω = Ω
γ−ρ
0 (i2).
7.1.1 The reducibility step
In this section we describe the generic inductive step, showing how to define
Lν+1 (and Φν , Ψν etc). To simplify notation we drop the index ν and we write
+ instead of ν + 1, so that we write L := Lν , D := Dν , R := Rν , R := Rν ,
Q := Qν , Q := Qν , D := Dν , µj = µνj , etc . . .
We conjugate L by a transformation of the form (see (7.23))
Φ := I⊥2 +Ψ , Ψ :=
(
Ψ1 Ψ2
Ψ2 Ψ1
)
. (7.53)
We have
LΦ = Φ
(
ω ·∂ϕI⊥2 + iD
)
+
(
ω ·∂ϕΨ+ i[D,Ψ] + ΠNR +ΠNQ
)
+Π⊥NR+Π
⊥
NQ+RΨ+QΨ
(7.54)
where the projector ΠN is defined in (2.13) and Π
⊥
N := I2 − ΠN . We want to
solve the homological equation
ω ·∂ϕΨ+ i[D,Ψ] + ΠNR+ΠNQ = [R] (7.55)
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where
[R] :=
(
[R] 0
0 [R]
)
(7.56)
and the operator [R] is defined by
[R]u(x) =
∑
j∈Sc0
(R−jj (0)u−j +Rjj(0)uj)eijx ,
for any function u(x) =
∑
j∈Sc0
uje
ijx .
(7.57)
By (7.15), (7.20), (7.53) the equation (7.55) is equivalent to the two scalar
homological equations
ω ·∂ϕΨ1 + i[D,Ψ1] + ΠNR = [R] ,
ω ·∂ϕΨ2 + i
(DΨ2 +Ψ2D)+ΠNQ = 0 . (7.58)
The solutions of (7.58) are
(Ψ1)
j′
j (ℓ) :=
−
(R)j′j (ℓ)
i(ω · ℓ+ µj − µj′) ∀(ℓ, j, j
′) 6= (0,±j,±j) , |ℓ| ≤ N ,
0 otherwise
(7.59)
(Ψ2)
j′
j (ℓ) := −
(Q)j′j (ℓ)
i(ω · ℓ + µj + µj′) , ∀(ℓ, j, j
′) ∈ Z|S+| × Sc0 × Sc0 , |ℓ| ≤ N .
(7.60)
Note that, since µj = µ−j , ∀j ∈ Sc0 (see (7.18)) the denominators in (7.59),
(7.60) are different from zero for (ω, κ) ∈ Λγν+1 (see (7.19) with ν  ν + 1) and
the maps Ψ1, Ψ2 are well defined.
Lemma 7.7. (Homological equations) For all (ω, κ) ∈ Λγ/2ν+1 the solutions
Ψ1, Ψ2 in (7.59), (7.60) of the homological equations (7.58) are Dk0 -modulo-
tame operators with modulo-tame constants satisfying
M
♯
Ψ1
(s),M♯Ψ2(s) ≤k0 N τ1γ−1M♯(s),
M
♯
〈∂ϕ〉bΨ1(s),M
♯
〈∂ϕ〉bΨ2(s) ≤k0 N τ1γ−1M♯(s, b)
(7.61)
where τ1 := τ(k0 + 1) + k0.
Given i1, i2 denote ∆12Ψ1 := Ψ1(i2) − Ψ1(i1). If γ/2 ≤ γ1, γ2 ≤ 2γ then,
for all (ω, κ) ∈ Λγ1ν+1(i1) ∩ Λγ2ν+1(i2),
‖|∆12Ψ1|‖L(Hs0 ) ≤
CN2τγ−1
(‖|R(i2)|‖L(Hs0 )‖i1 − i2‖2s0+σ+µ(b) + ‖|∆12R|‖L(Hs0 )) , (7.62)
‖|〈∂ϕ〉b∆12Ψ1|‖L(Hs0 ) ≤b
N2τγ−1
(‖|〈∂ϕ〉bR(i2)|‖L(Hs0 )‖i1 − i2‖2s0+σ+µ(b) + ‖|〈∂ϕ〉b∆12R|‖L(Hs0 ))
(7.63)
and a similar estimate holds for Ψ2, replacing R by Q. Moreover Ψ is real,
even and reversibility preserving.
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In the sequel, for a quantity g(i) (an operator, a map, a scalar function)
depending on the torus i, given i1, i2 we denote the difference
∆12g := g(i2)− g(i1) .
Proof. We make the proof for Ψ := Ψ1, for Ψ2 is analogous.
Proof of (7.61). Let (ω, κ) ∈ Λγ/2ν+1. By (7.19) with ν  ν + 1, and the
definition of Ψ1 in (7.59), we have, for all (ℓ, j, j
′) ∈ Z|S+|×Sc0×Sc0, with |ℓ| ≤ N ,
(ℓ, j, j′) 6= (0,±j,±j), |Ψj′j (ℓ)| ≤ CN τγ−1|Rj
′
j (ℓ)|. Moreover, differentiating
(7.59) with respect to λ = (ω, κ), we get
∂kλΨ
j′
j (ℓ) =
∑
k1+k2=k
C(k1, k2)
[
∂k1λ (ω · ℓ+ µj − µj′)−1
]
∂k2λ Rj
′
j (ℓ) ,
and since, by (7.17), (7.18), (7.19), (6.83), (6.228),
sup
|k1|≤k0
|∂k1λ (ω · ℓ+ µj − µj′)−1| ≤ C(k0)〈ℓ〉τ(k0+1)+k0γ−1−|k1| ,
we deduce that, for all 0 < |k| ≤ k0,
|∂kλΨj
′
j (ℓ)| ≤ C(k0)〈ℓ〉τ(k0+1)+k0γ−1−|k|
∑
|k2|≤|k|
γ|k2||∂k2λ Rj
′
j (ℓ)| . (7.64)
Therefore for all 0 ≤ |k| ≤ k0 we get
‖|〈∂ϕ〉b∂kλΨ|h‖2s ≤
∑
ℓ,j
〈ℓ, j〉2s
( ∑
|ℓ′−ℓ|≤N,j′
|〈ℓ − ℓ′〉b∂kλΨj
′
j (ℓ− ℓ′)||hℓ′,j′ |
)2
(7.64)
≤k0 N2τ1γ−2(1+|k|)
∑
|k2|≤|k|
γ2|k2|
∑
ℓ,j
〈ℓ, j〉2s×
×
(∑
ℓ′,j′
|〈ℓ− ℓ′〉b∂k2λ Rj
′
j (ℓ− ℓ′)||hℓ′,j′ |
)2
= N2τ1γ−2(1+|k|)
∑
|k2|≤|k|
γ2|k2|‖|〈∂ϕ〉b∂k2λ R|[|h|]‖2s
(7.21),(2.73)
≤k0 N2τ1γ−2(1+|k|)
(
M
♯(s, b)2‖|h|‖2s0 +M♯(s0, b)2‖|h|‖2s
)
(2.4)
= C(k0)N
2τ1γ−2(1+|k|)
(
M
♯(s, b)2‖h‖2s0 +M♯(s0, b)2‖h‖2s
)
(7.65)
and, recalling Definition 2.23, the second inequality in (7.61) follows. The proof
of the first inequality is analogous.
Proof of (7.62)-(7.63). By (7.59), for all (ω, κ) ∈ Λγ1ν+1(i1)∩ Λγ2ν+1(i2), one has
∆12Ψ
j′
j (ℓ) =
∆12Rj
′
j (ℓ)
δℓjj′ (i1)
−Rj′j (ℓ)(i2)
∆12δℓjj′
δℓjj′ (i1)δℓjj′ (i2)
, δℓjj′ := i(ω ·ℓ+µj−µj′) .
By (7.17), (6.83), (6.228), (7.31) we get
|∆12δℓjj′ | = |∆12(µj − µj′)| ≤ Cεγ−1||j| 32 − |j′| 32 |‖i1 − i2‖2s0+σ+µ(b) ,
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whence γ−11 , γ
−1
2 ≤ γ−1, εγ−2 small enough, imply
|∆12Ψj
′
j (ℓ)| ≤ CN2τγ−1
(|Rj′j (ℓ)(i2)|‖i1 − i2‖2s0+σ+µ(b) + |∆12Rj′j (ℓ)|)
and (7.62), (7.63) follow arguing as in (7.65).
Finally, since R,Q are even and reversible, (7.59), (7.60) imply that Ψ is
even and reversibility preserving.
By (7.54), (7.55) we have
L+ = Φ
−1LΦ = ω ·∂ϕI⊥2 + iD+ +R+ +Q+
which proves (7.24) and (7.15) at the step ν + 1, with
iD+ := iD+[R] , R++Q+ = Φ
−1(Π⊥NR+Π⊥NQ+RΨ−Ψ[R]+QΨ) . (7.66)
The new operator L+ has the same form of L with R+ +Q+ which is the sum
of a quadratic function of Ψ and (R,Q) and a remainder supported on high
frequencies. The new normal form D+ is diagonal:
Lemma 7.8. (New diagonal part). The new normal form is
iD+ = iD+ [R] = i
(D+ 0
0 −D+
)
,
D+ := diagj∈Sc0µ
+
j , µ
+
j := µj + rj ∈ R ,
(7.67)
with rj = r−j, µ+j = µ
+
−j, ∀j ∈ Sc0, and |µ+j − µj |k0,γ ⋖M♯(s0).
Moreover, given tori i1(ω, κ), i2(ω, κ) then, for all (ω, κ) ∈ Λγ1ν (i1)∩Λγ2ν (i2),
the difference
|rj(i1)− rj(i2)| ≤ C‖|∆12R|‖L(Hs0 ) . (7.68)
Proof. The operator [R] in (7.57) satisfies
[R]u =
∑
j∈Sc0
(R−jj (0)u−j +Rjj(0)uj)eijx =∑j∈Sc0(R−jj (0) +Rjj(0))ujeijx
since [R] acts on the space H⊥
S0
of functions even in x, i.e. uj = u−j (see
(6.235)). Thus (7.67) holds with R−jj (0) + Rjj(0) =: irj. Since R is even, by
(2.15) we deduce r−j = rj . In addition, since R = A+ iB is reversible we have
R(−ϕ) = −R(ϕ), and so the maps ϕ 7→ Aj′j (ϕ) are odd and so the average
Ajj(0) :=
∫
T|S
+| A
j
j(ϕ) dϕ = 0 as well as A
−j
j (0) = 0. Hence Rjj(0) +R−jj (0) =
i(Bjj (0) +B
−j
j (0)) ∈ iR and each rj ∈ R.
Recalling the definition of M♯(s0) in (7.21) (with s = s0) and Defintion 2.23,
we have, for λ = (ω, κ), for all 0 ≤ |k| ≤ k0, ‖|∂kλR|h‖s0 ≤ 2γ−|k|M♯(s0)‖h‖s0 ,
which implies that (see (2.67))
|∂kλRjj(0)|+ |∂kλR−jj (0)| ≤ Cγ−|k|M♯(s0) .
Hence
|µ+j − µj |k0,γ ≤ |Rjj(0)|k0,γ + |R−jj (0)|k0,γ ≤ CM♯(s0) .
The estimate (7.68) follows analogously by
|∆12(Rjj(0) +R−jj (0))| ≤ C‖|∆12R|‖L(Hs0 ) .
This completes the proof of the lemma.
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7.1.2 The iteration
Let ν ≥ 0 and suppose that the statements (S1)ν-(S4)ν are true. We prove
(S1)ν+1-(S4)ν+1.
Proof of (S1)ν+1. Since the eigenvalues µ
ν
j are defined on N (Λγν , γN−τ−2ν−1 ),
the set Λγν+1 is well-defined. Moreover µ
ν
j are well defined also on the set
N (Λγν+1, γN−τ−2ν ) ⊆ N (Λγν , γN−τ−2ν−1 )
because Λγν+1 ⊆ Λγν . Let us prove (7.16) at the step ν + 1, namely that
N (Λγν+1, γN−τ−2ν ) ⊂ Λγ/2ν+1 .
Indeed, let λ0 = (ω0, κ0) ∈ Λγν+1 and λ = (ω, κ) with |λ−λ0| ≤ γN−τ−2ν . Then,
for all |ℓ| ≤ Nν , j 6= j′ (consider the case ς = 1),
|ω · ℓ+ µνj (λ)− µνj′ (λ)| ≥ |ω0 · ℓ+ µνj (λ0)− µνj′(λ0)|
− |ω − ω0||ℓ| − |(µνj − µνj′)(λ) − (µνj − µνj′ )(λ0)|
(6.84),(6.228),(7.18),εγ−2≤1
≥ |ω0 · ℓ+ µνj (ω0)− µνj′(ω0)|
− (|ℓ|+ C(S)|j 32 − j′ 32 |)|λ− λ0|
≥ γ|j 32 − j′ 32 |〈ℓ〉−τ − γN−τ−1ν − C(S)γ|j
3
2 − j′ 32 |N−τ−2ν
≥ γ
2
|j 32 − j′ 32 |〈ℓ〉−τ
for N0 > 4C(S) large enough. Thus λ = (ω, κ) ∈ Λγ/2ν+1 (defined in (7.19) with
ν  ν + 1 and γ  γ/2).
By (7.16) at the step ν+1 and Lemma 7.7, for all (ω, κ) ∈ N (Λγν+1, γN−τ−2ν )
the solutions Ψν,m, m = 1, 2, of the homological equations (7.58), defined in
(7.59), (7.60), are well defined and, by (7.61), (7.22), satisfy for all 0 ≤ |k| ≤ k0,
the estimates (7.25) at ν + 1. In particular (7.25) at ν + 1 with k = 0, s = s0
imply
M
♯
Ψν,m
(s0) ≤k0,b N τ1ν N−aν−1γ−1M0(s0, b) , m = 1, 2 . (7.69)
Therefore, by (7.6), (7.14), the smallness condition (2.82) of Lemma 2.26 is
verified for N0 := N0(S, b) large enough and the map Φν = I
⊥
2 +Ψν is invertible.
Its inverse has the form
Φ−1ν = I
⊥
2 + Ψˇν , Ψˇν :=
(
Ψˇν,1 Ψˇν,2
Ψˇν,2 Ψˇν,1
)
(7.70)
and, by Lemma 2.26, the Ψˇν,m m = 1, 2, are Dk0 -modulo-tame with the same
modulo-tame constants of Ψν,m (see (7.25) for ν + 1), i.e.
M
♯
Ψˇν,m
(s) ≤k0,b γ−1N τ1ν N−aν−1M0(s, b) ,
M
♯
〈∂ϕ〉bΨˇν,m(s) ≤k0,b γ
−1N τ1ν Nν−1M0(s, b) .
(7.71)
Since Ψν is even and reversibility preserving, also Ψˇν is even and reversibility
preserving.
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By Lemma 7.8 the operator Dν+1 is diagonal and its eigenvalues
µν+1j : N (Λγν+1, γN−τ−2ν )→ R
satisfy (7.18) at ν + 1.
Now we estimate the remainder (see (7.66))
Rν+1 +Qν+1 := Φ
−1
ν Hν ,
Hν := Π
⊥
NνRν +Π
⊥
NνQν +RνΨν −Ψν [Rν ] +QνΨν .
By (7.70), (7.20), (7.53) we get
Rν+1 =
(Rν+1 0
0 Rν+1
)
, Qν+1 :=
(
0 Qν+1
Qν+1 0
)
(7.72)
where
Rν+1 := (Id + Ψˇν,1)(Π⊥NνRν +RνΨν,1 −Ψν,1[Rν ] +QνΨν,2)
+ Ψˇν,2(Π
⊥
NνQν +RνΨν,2 −Ψν,2[Rν ] +QνΨν,1) , (7.73)
Qν+1 := (Id + Ψˇν,1)(Π⊥NQν +RνΨν,2 −Ψν,2[Rν ] +QνΨν,1)
+ Π⊥NRν +RνΨν,1 −Ψν,1[Rν ] +QνΨν,2 . (7.74)
Lemma 7.9. (Nash-Moser iterative scheme) The operators Rν+1, Qν+1
are Dk0-modulo-tame with modulo-tame constants satisfying
M
♯
ν+1(s) ≤k0 N−bν M♯ν(s, b) +N τ1ν γ−1M♯ν(s)M♯ν(s0) . (7.75)
The operators 〈∂ϕ〉bRν+1, 〈∂ϕ〉bQν+1 are Dk0-modulo-tame with modulo-tame
constants satisfying
M
♯
ν+1(s, b) ≤k0,b M♯ν(s, b) +N τ1ν γ−1M♯ν(s, b)Mν(s0)
+N τ1ν γ
−1
M
♯
ν(s0, b)M
♯
ν(s) .
(7.76)
Proof. We estimate each term in (7.73)-(7.74). The proof of (7.75) follows by
Lemmata 2.27, 2.25, (7.61), (7.71). The proof of (7.76) follows by Lemma 2.25
(7.61), (7.71), (7.22) and Lemma 2.27.
The estimates (7.75), (7.76), and (7.6), allow to prove that also (7.22) holds
at the step ν + 1.
Lemma 7.10.
M
♯
ν+1(s) ≤ C∗(s0, b)N−aν M0(s, b) ,
M
♯
ν+1(s, b) ≤ C∗(s0, b)NνM0(s, b) .
Proof. By (7.75) and (7.22) we get
M
♯
ν+1(s) ≤k0 C∗(s0, b)N−bν Nν−1M0(s, b)
+ C∗(s0, b)2N τ1ν γ
−1
M0(s, b)M0(s0, b)N
−2a
ν−1
≤ C∗(s0, b)N−aν M0(s, b)
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by (7.6), (7.14) and taking N0 := N0(S, b) > 0 large enough. Then by (7.76),
(7.22) we get that
M
♯
ν+1(s, b) ≤k0,b Nν−1M0(s, b) +N τ1ν N1−aν−1γ−1M0(s, b)M0(s0, b)
≤ C∗(s0, b)NνM0(s, b)
by (7.6), (7.14) and taking N0 := N0(S, b) > 0 large enough.
The proof of (S1)ν+1 is concluded by noting that the operators Rν+1, Qν+1
are even and reversible because Φν is even and reversibility preserving (Lemma
7.7).
Proof of (S2)ν+1. We now construct the smooth extension µ˜
ν+1
j on all the
parameter space Ω × [κ1, κ2]. By the inductive hyphothesis there exists a k0-
times differentiable function µ˜νj : Ω× [κ1, κ2] 7→ R such that µνj = µ˜νj on Λγν and
µ˜νj = 0 outside N (Λγν , γN−τ−2ν−1 ). Note that all the sets Λγν in (7.19) are defined
by only finitely many non-resonance conditions, namely (for brevity we omit to
write the sets DCγKn ∩ DC
γ
Nν−1
)
Λ
γ
ν =
⋂
|ℓ|≤Nν−1,|j|,|j′|≤CN2ν−1
{
(ω, κ) ∈ Λγν−1 : |ω · ℓ+ µν−1j − ςµν−1j′ | ≥
γ|j 32 − ςj′ 32 |
〈ℓ〉τ ,
j, j′ ∈ Sc0 , ς ∈ {+,−}
}
.
Actually, provided j
1
2 + j′
1
2 ≥ CNν−1, j 6= j′, for all (ω, κ) ∈ Λγν−1 the functions
|ω · ℓ + µν−1j − µν−1j′ | ≥ |µν−1j − µν−1j′ | − |ω||ℓ|
≥ 1
2
|j 32 − j′ 32 | − C|ℓ| ≥ C(j 12 + j′ 12 )− CNν−1 ≥ 1
2
.
Since µν+1j = µ
ν
j + r
ν
j (defined on N (Λγν+1, γN−τ−2ν )) we need only to extend
the function rνj .
Let ψν ∈ C∞ : R|S+|+1 → R be a cut-off function satisfying: 0 ≤ ψν ≤ 1,
ψν(λ) = 1 , ∀λ ∈ Λγν+1 , supp(ψν) ⊆ N (Λγν+1, γN−τ−2ν ),
|∂kλψν(λ)| ≤ C(k)
(
N τ+2ν γ
−1)|k|, ∀k ∈ Nν ,
and thus |ψν |k0,γ ≤ C(k0)N (τ+2)k0ν . Hence, defining r˜νj := ψνrνj and µ˜ν+1j :=
µ˜νj + r˜
ν
j , we get the estimate
|µ˜ν+1j − µ˜νj |k0,γ ≤ |ψν |k0,γ |rνj |k0,γ
≤ C(k0)N (τ+2)k0ν M♯ν(s0) ≤ εγ−1C(k0, S, b)N (τ+2)k0ν N−aν−1
by Lemma 7.8, (7.22) and (7.12). This is (7.27) at ν + 1. Summing we also get
(7.26) at the step ν + 1.
Proof of (S3)ν+1. At the ν-th step we have already constructed the operators
Rν(im) ,Qν(im) ,Ψν−1,1(im) ,Ψν−1,2(im) , m = 1, 2 ,
which are defined on Λγ1ν (i1) ∩ Λγ2ν (i2) and they satisfies (7.22), (7.25). We now
estimate the operator ∆12Rν+1. The estimate for ∆12Qν+1 is analogous. By
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Lemma 7.7 we may construct the operators Ψν,1(i1), Ψν,2(i1), Ψν,1(i2), Ψν,2(i2),
defined for all ω ∈ Λγ1ν+1(i1) ∩ Λγ2ν+1(i2) and
‖|〈∂ϕ〉b∆12Ψν,1|‖L(Hs0 )
(7.63)
≤b CN2τν γ−1
(‖|〈∂ϕ〉bRν(i2)|‖L(Hs0 )‖i1 − i2‖s0+µ(b)+σ
+ ‖|〈∂ϕ〉b∆12Rν |‖L(Hs0)
)
(2.66),(7.22),(7.12)
≤S,b N2τν Nν−1εγ−2‖i1 − i2‖s0+µ(b)+σ
+N2τν γ
−1‖|〈∂ϕ〉b∆12Rν |‖L(Hs0)
(7.29)
≤S,b N2τν Nν−1εγ−2‖i1 − i2‖s0+µ(b)+σ (7.77)
and by (7.62), (2.66), (7.22), (7.28) we get
‖|∆12Ψν,1|‖L(Hs0) ≤S,b N2τν N−aν−1εγ−2‖i1 − i2‖s0+µ(b)+σ . (7.78)
Similarly one can prove that ∆12Ψν,2 satisfies (7.77), (7.78). By (7.69), for
εγ−2 small enough, the smallness condition (2.86) is verified. Therefore by
(7.77), (7.78), Lemma 2.29 and (7.71), (2.66) we get
‖|∆12Ψˇν,1|‖L(Hs0 ), ‖|∆12Ψˇν,2|‖L(Hs0 )
≤S,b N2τν N−aν−1εγ−2‖i1 − i2‖s0+µ(b)+σ ,
(7.79)
‖|〈∂ϕ〉b∆12Ψˇν,1|‖L(Hs0 ), ‖|〈∂ϕ〉b∆12Ψˇν,2|‖L(Hs0)
≤S,b N2τν Nν−1εγ−2‖i1 − i2‖s0+µ(b)+σ .
(7.80)
We now estimate ∆12Rν+1 where Rν+1 is defined in (7.73). We consider the
term R⋆ν+1 := (Id + Ψˇν,1)(Π⊥NνRν +RνΨν,1). The other terms in (7.73) satisfy
the same estimate. One has
∆12R⋆ν+1 = ∆12Ψˇν,1
(
Π⊥NνRν(i1) +Rν(i1)Ψν,1(i1)
)
+ (Id + Ψˇν,1(i2))
(
Π⊥Nν∆12Rν +∆12RνΨν,1(i1) +Rν(i2)∆12Ψν,1
)
.
(7.81)
Hence by Lemma 2.28, (7.79), (7.71), (7.62), (2.66), (7.61), taking εγ−2 small
enough, we get
‖|∆12R⋆ν+1|‖L(Hs0 )≤b
(
N−bν M
♯
ν(s0, b) +N
τ1
ν γ
−1
M
♯
ν(s0)
2
)‖i1 − i2‖s0+µ(b)+σ+
+N−bν ‖|〈∂ϕ〉b∆12Rν |‖L(Hs0 ) +N τ1ν γ−1M♯ν(s0)‖|∆12Rν |‖L(Hs0 ) .
(7.82)
Moreover, using also (7.80), (7.63) and since (7.22), (7.14) implyN τ1ν γ
−1M♯ν(s0) ≤
1, we get
‖|〈∂ϕ〉b∆12R⋆ν+1|‖L(Hs0 ) ≤S,b
(
εγ−1Nν−1 +M♯ν(s0, b)
)‖i1 − i2‖s0+µ(b)+σ
+ ‖|〈∂ϕ〉b∆12Rν |‖L(Hs0) +N τ1ν γ−1‖|∆12Rν |‖L(Hs0 )M♯ν(s0, b) .
(7.83)
The other terms in (7.73) may be estimated in the same way, whence ∆12Rν+1
satisfies (7.82), (7.83).
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We now prove (7.28), (7.29) at the step ν+1. By (7.82), (7.22), (7.7), (7.28),
(7.29) we get
‖|∆12Rν+1|‖L(Hs0 )≤S,b
(
εγ−1Nν−1N−bν +N
τ1
ν ε
2γ−3N−2aν−1
)‖i1 − i2‖s0+µ(b)+σ
(7.6)
≤S,b εγ−1N−aν ‖i1 − i2‖s0+µ(b)+σ .
for εγ−2 ≤ 1 and N0(S, b) > 0 large. Hence (7.28) at the step ν + 1 is proved.
Similarly, by (7.83), (7.22), (7.7), (7.28), (7.29), we get
‖|〈∂ϕ〉b∆12Rν+1|‖L(Hs0 ) ≤S,b εγ−1Nν−1
(
1 + εγ−2N τ1ν N
−a
ν−1
)‖i1 − i2‖s0+µ(b)+σ
≤S,b εγ−1Nν‖i1 − i2‖s0+µ(b)+σ
by (7.6), εγ−2 ≤ 1 and taking N0 := N0(S, b) > 0 large. Thus (7.29) at the
step ν + 1 is proved.
The proof of (7.30) at the step ν + 1 follows by Lemma 7.8. The estimate
(7.31) follows by a telescopic argument using (7.30) and (7.28).
Proof of (S4)ν+1. The proof is the same as that of (S4)ν+1 of Theorem 4.2
in [8]. It uses (S3)ν .
7.2 Almost-invertibility of Lω
By (6.244) and Theorem 7.5 (applied to L0 = L(3)M ) we obtain
Lω =W2,nLnW−11,n +R(3),⊥M , W1,n :=W⊥1 Un , W2,n :=W⊥2 Un , (7.84)
where the operatorLn is defined in (7.35) andR
(3),⊥
M (defined in (6.244)) satisfies
the estimates (6.245), (6.246). Then (6.237), (7.37), (7.9), (7.10), imply that
for all s0 ≤ s ≤ S
‖W±11 h‖k0,γs , ‖W±12 h‖k0,γs ≤S ‖h‖k0,γs+σ + ‖I‖k0,γs+µ(b)+σ‖h‖k0,γs0+σ (7.85)
for some σ := σ(τ, ν, k0) > 0 where ν = |S+| as used in the whole paper.
In order to verify the inversion assumption (5.41)-(5.42) required to construct
an approximate inverse (and thus define the successive approximate solution of
the Nash-Moser non-linear iteration) we decompose the operator Ln in (7.35)
as
Ln = D
<
n +R
⊥
n +Rn +Qn (7.86)
where
D<n := ΠKn
(
ω ·∂ϕI⊥2 + iDn
)
ΠKn +Π
⊥
Kn ,
R⊥n := Π
⊥
Kn
(
ω ·∂ϕI⊥2 + iDn
)
Π⊥Kn −Π⊥Kn ,
(7.87)
the diagonal operator Dn are defined in (7.15) (with ν = n), and the constant
Kn in (1.39).
Lemma 7.11. (First order Melnikov non-resonance conditions) For all
λ = (ω, κ) in
Λ
γ,I
n+1 := Λ
γ,I
n+1(i) :={
λ ∈ Λγn+1 : |ω · ℓ+ µnj | ≥ 2γj
3
2 〈ℓ〉−τ , ∀|ℓ| ≤ Kn , j ∈ N \ S+
} (7.88)
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(recall (7.34)), the operator D<n in (7.87) is invertible and
‖(D<n )−1g‖k0,γs ≤k0 γ−1‖g‖k0,γs+τ1 , τ1 := τ + k0(τ + 1) . (7.89)
Proof. The estimate (7.89) follows by∣∣∂kλ(ω · ℓ + µnj (λ))−1∣∣ ≤ C(k)〈ℓ〉τ(|k|+1)+|k|γ−(|k|+1),
∀|k| ≤ k0.
Standard smoothing properties imply that the operatorR⊥n defined in (7.87)
satisfies, for all b > 0,
‖R⊥nh‖k0,γs0 ⋖K−bn ‖h‖k0,γs0+b+ 32 , ‖R
⊥
nh‖k0,γs ⋖ ‖h‖k0,γs+ 32 . (7.90)
By the decompositions (7.84), (7.86), Theorem 7.5, Proposition 6.31, the esti-
mates (7.89), (7.90), (7.85) we deduce the following theorem:
Theorem 7.12. (Almost invertibility of Lω) Assume (5.9) and that, for all
S > s0, the smallness condition (7.33) holds. Let a, b as in (7.6). Then for all
(ω, κ) ∈ Λγn+1 := Λγn+1(i) := Λγn+1 ∩ Λγ,In+1 (7.91)
(see (7.34), (7.88)) the operator Lω defined in (5.40) (see also (6.7)) can be
decomposed as
Lω = Lω +Rω +R⊥ω , Lω :=W2,nD<nW−11,n ,
Rω :=W2,n(Rn +Qn)W
−1
1,n , R
⊥
ω :=W2,nR
⊥
nW
−1
1,n +R
(3),⊥
M ,
(7.92)
where Lω is invertible and, for some σ := σ(ν, τ, k0) > 0, for all s0 ≤ s ≤ S,
g ∈ Hs+σ,
‖L−1ω g‖k0,γs ≤S γ−1
(‖g‖k0,γs+σ + ‖I0‖k0,γs+σ+µ(b)‖g‖k0,γs0+σ) (7.93)
(with µ(b) defined in (7.10)) and
‖Rωh‖k0,γs ≤S εγ−1N−an−1
(‖h‖k0,γs+σ + ‖I0‖k0,γs+σ+µ(b)‖h‖k0,γs0+σ) , (7.94)
‖R⊥ωh‖k0,γs0 ≤S K−bn
(‖h‖k0,γs0+b+σ + ‖I0‖k0,γs+σ+µ(b)+b‖h‖k0,γs0+σ) , ∀b > 0 ,
(7.95)
‖R⊥ωh‖k0,γs ≤S ‖h‖k0,γs+σ + ‖I0‖k0,γs+σ+µ(b)‖h‖k0,γs0+σ . (7.96)
We point out that the above Theorem proves the almost-invertibility as-
sumption (5.41)-(5.42) that we stated in section 5.2 and from which we deduce
in Theorem 5.10 the existence of an almost-approximate inverse of the linearized
operator di,αF(i0).
We finally remark that the operators
W1,∞ :=W⊥1 U∞ , W2,∞ :=W⊥2 U∞ where U∞ := limn→+∞Un (7.97)
see (7.32), and W⊥1 , W⊥2 are defined in (6.236), (6.234) completely diagonal-
ize the linearized operator Lω defined in (5.40). We deduce that W1,∞(ϕ),
W2,∞(ϕ) satisfy the tame estimates (1.26)-(1.27) by small modifications of the
arguments of sections 6-7.
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Chapter 8
The Nash-Moser iteration
In this section we prove Theorem 4.1. It will be a consequence of Theorem
8.2 below where we construct iteratively a sequence of better and better ap-
proximate solutions of the operator F(i, α) defined in (4.17). We consider the
finite-dimensional subspaces
En :=
{
I(ϕ) = (Θ, I, z)(ϕ), Θ = ΠnΘ, I = ΠnI, z = Πnz
}
where Πn is the projector
Πn := ΠKn :
z(ϕ, x) =
∑
ℓ∈Zν ,j∈Sc0
zℓ,je
i(ℓ·ϕ+jx) 7→ Πnz(ϕ, x) :=
∑
|(ℓ,j)|≤Kn
zℓ,je
i(ℓ·ϕ+jx) (8.1)
with Kn = K
χn
0 (see (1.39) and (5.43)) and we denote with the same symbol
also Πnp(ϕ) :=
∑
|ℓ|≤Kn pℓe
iℓ·ϕ.
We also define Π⊥n := Id−Πn. The projectors Πn, Π⊥n satisfy the smoothing
properties (2.10) for the weighted Sobolev norm defined in (2.5).
In view of the Nash-Moser Theorem 8.2 we introduce the constants
a1 := max{6σ1 + 13, χ(pk0(τ + 2) + pτ + µ(b) + 2σ1) + 1},
a2 := χ
−1
a1 − pk0(τ + 2)− µ(b)− 2σ1
(8.2)
and
b1 := a1 + µ(b) + 3σ1 + 3+ χ
−1µ1 , µ1 := 3(µ(b) + 2σ1) + 1 , χ = 3/2 ,
(8.3)
σ1 := max{σ¯ , σ , s0 + 2k0 + 5} , (8.4)
where σ¯ := σ¯(τ, ν, k0) > 0 is defined in Theorem 5.10, σ = σ(τ, ν, k0) > 0 is the
constant which appears in Theorem 7.3-(S3)ν -(S4)ν , s0 +2k0+5 is the largest
loss of regularity in the estimates of the Hamiltonian vector field XP in Lemma
5.1, µ(b) in (7.10), the constant b := [a]+ 2 ∈ N where a is defined in (7.6), and
the exponent p in (5.43) satisfies
pa > (χ− 1)a1 + χσ1 = 1
2
a1 +
3
2
σ1 . (8.5)
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By remark 7.1 the constant a ≥ χk0(τ + 2) + 1. Hence, by the definition of a1
in (8.2), there exists p := p(τ, ν, k0) such that (8.5) holds. For example we fix
p := max
{ 5σ1 + 7
χk0(τ + 2) + 1
,
χ(µ(b) + 2σ1) + 1
χk0 + 1
}
. (8.6)
Remark 8.1. The constant a1 is the exponent in (8.11). The constant a2 is the
exponent in (8.9). The constant µ1 is the exponent in (P3)n. The conditions
a1 > (2σ1+4)χ/(2−χ) = 6σ1+12, b1 > a1+µ(b)+3σ1+2+χ−1µ1, as well as
pa > (χ− 1)a1+ χσ1, µ1 > (µ(b) + 2σ1)χ/(χ− 1) = 3(µ(b) + 2σ1) arise for the
convergence of the iterative scheme (8.23)-(8.24), see Lemma 8.4. In addition
we require a1 ≥ χ(pk0(τ + 2) + µ(b) + 2σ1) + χpτ + 1 so that a2 > pτ , more
precisely a2 ≥ pτ + χ−1. This condition is used in the proof of Lemma 8.6.
In this section, given a function
W = (I, β) : Λ0 →
(
Hsϕ ×Hsϕ ×Hs
)× Rν , λ 7→ W (λ) = (I(λ), β(λ)),
where I(λ) ∈ Hsϕ ×Hsϕ ×Hs is defined as in (4.19), we denote
‖W‖k0,γs = ‖I‖k0,γs + |β|k0,γ .
Theorem 8.2. (Nash-Moser) There exist δ0, C∗ > 0, such that, if
Kτ20 εγ
−2 < δ0, τ2 := max{pτ0, 2σ1 + a1 + 4} ,
K0 := γ
−1, γ := εa , 0 < a <
1
2 + τ2
,
(8.7)
where τ0 := τ0(τ, ν) is defined in Theorem 7.3, then, for all n ≥ 0:
(P1)n there exists a k0-times differentiable function W˜n : Rν× [κ1, κ2]→ En−1×
Rν , λ = (ω, κ) 7→ W˜n(λ) := (I˜n, α˜n − ω), for n ≥ 1, and W˜0 := 0,
satisfying
‖W˜n‖k0,γs0+µ(b)+σ1 ≤ C∗K
pk0(τ+2)
0 εγ
−1 . (8.8)
Let U˜n := U0 + W˜n where U0 := (ϕ, 0, 0, ω). The difference H˜n := U˜n −
U˜n−1, n ≥ 1, satisfies
‖H˜1‖k0,γs0+µ(b)+σ1 ≤ C∗εγ−1K
pk0(τ+2)
0 ,
‖H˜n‖k0,γs0+µ(b)+σ1 ≤ C∗εγ−1K
−a2
n−1 , ∀n > 1 .
(8.9)
(P2)n Setting ı˜n := (ϕ, 0, 0) + I˜n we define
G0 := Ω× [κ1, κ2] , Gn+1 := Gn
⋂
Λγn+1(˜ın) , n ≥ 0 , (8.10)
where Λγn+1(˜ın) is defined in (7.91).
Then, for all λ = (ω, κ) in N (Gn, γK−p(τ+2)n−1 ), setting γ−1 = γ and K−1 :=
1, we have
‖F(U˜n)‖k0,γs0 ≤ C∗εK−a1n−1 . (8.11)
147
(P3)n (High norms).
‖W˜n‖k0,γs0+b1 ≤ C∗εγ−1Kµ1n−1
for all λ = (ω, κ) ∈ N (Gn, γK−p(τ+2)n−1 ).
Proof. To simplify notation, in this proof we denote ‖ ‖k0,γ by ‖ ‖.
Step 1: Proof of (P1, 2, 3)0. They follow by ‖F(U0)‖s = O(ε) and taking
C∗ large enough.
Step 2: Assume that (P1, 2, 3)n hold for some n ≥ 0, and prove (P1, 2, 3)n+1.
We are going to define the successive approximation U˜n+1 by a modified Nash-
Moser scheme. For that we prove the almost-approximate invertibility of the
linearized operator
Ln := Ln(λ) := di,αF (˜ın(λ))
applying Theorem 5.10 to Ln(λ). The verification of the inversion assumption
(5.41)-(5.42) is the purpose of Theorem 7.12 that we apply with i = ı˜n. By (8.7)
the smallness condition (7.33) holds for ε small enough. Therefore Theorem 7.12
applies, and we deduce that the inversion assumption (5.41)-(5.42) holds for all
λ ∈ Λγ/2n+1(˜ın), see (7.91). Actually the inversion assumption holds for all λ ∈
N (Λγn+1 (˜ın), 2γK−p(τ+2)n ) because
N (Λγn+1(˜ın), 2γK−p(τ+2)n ) ⊆ Λγ/2n+1(˜ın) , ∀n ≥ 0 ,
which is a consequence of (7.16) and the similar inclusion
N (Λγ,In+1(˜ın), 2γK−p(τ+2)n
) ⊆ Λγ/2,In+1 (˜ın) .
Now we apply Theorem 5.10 to the linearized operator Ln(λ) with
Λo = N (Λγn+1 (˜ın), 2γK−p(τ+2)n )
and
S := s0 + b1 where b1 is defined in (8.3) . (8.12)
It implies the existence of an almost-approximate inverse Tn := Tn(λ, ı˜n(λ))
which satisfies
‖Tng‖s ≤s0+b1 γ−1
(‖g‖s+σ1 + ‖I˜n‖s+σ1+µ(b)‖g‖s0+σ1) , ∀s0 < s ≤ s0 + b1
(8.13)
‖Tng‖s0 ≤s0+b1 γ−1‖g‖s0+σ1 . (8.14)
For all
λ ∈ N (Gn+1, 2γK−p(τ+2)n ) ⊂ N (Gn, γK−p(τ+2)n−1 ) , n ≥ 0 , (8.15)
we define the successive approximation
Un+1 := U˜n +Hn+1 ,
Hn+1 := (În+1, α̂n+1) := −ΠnTnΠnF(U˜n) ∈ En × Rν
(8.16)
where Πn is defined by (see (8.1))
Πn(I, α) := (ΠnI, α) , Π
⊥
n (I, α) := (Π
⊥
n I, 0) , ∀(I, α) . (8.17)
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We now show that the iterative scheme in (8.16) is rapidly converging. We write
F(Un+1) = F(U˜n) + LnHn+1 +Qn
where Ln := di,αF (˜ın) and
Qn := Q(U˜n, Hn+1) ,
Q(U˜n, H) := F(U˜n +H)−F(U˜n)− LnH , H ∈ En × Rν .
(8.18)
Then, by the definition of Hn+1 in (8.16), we have (recall also (8.17))
F(Un+1) = F(U˜n)− LnΠnTnΠnF(U˜n) +Qn
= F(U˜n)− LnTnΠnF(U˜n) + LnΠ⊥nTnΠnF(U˜n) +Qn
= F(U˜n)−ΠnLnTnΠnF(U˜n) + (LnΠ⊥n −Π⊥nLn)TnΠnF(U˜n) +Qn
= Π⊥nF(U˜n) +Rn +Qn + Pn (8.19)
where
Rn := (LnΠ
⊥
n −Π⊥nLn)TnΠnF(U˜n) ,
Pn := −Πn(LnTn − Id)ΠnF(U˜n) .
(8.20)
We first note that, for all λ ∈ Ω× [κ1, κ2], s ≥ s0,
‖F(U˜n)‖s ≤s ‖F(U0)‖s + ‖F(U˜n)−F(U0)‖s
(4.17),(5.3),(8.4),(8.8)
≤s ε+ ‖W˜n‖s+σ1
(8.21)
and, by (8.8), (8.7),
γ−1‖F(U˜n)‖s0 ≤ 1 . (8.22)
Lemma 8.3. For all λ ∈ N (Gn+1, 2γK−p(τ+2)n ) we have, setting µ2 := µ(b) +
3σ1 + 2,
‖F(Un+1)‖s0 ≤s0+b1
1
γ
Kµ2−b1n (ε+ ‖W˜n‖s0+b1) +
K2σ1+4n
γ
‖F(U˜n)‖2s0
+K−pan−1K
σ1
n
ε
γ2
‖F(U˜n)‖s0
(8.23)
‖W1‖s0+b1 ≤s0+b1 εγ−1 ,
‖Wn+1‖s0+b1 ≤s0+b1 Kµ(b)+2σ1n γ−1(ε+ ‖W˜n‖s0+b1) , n ≥ 1 .
(8.24)
Proof. We first estimate Hn+1 defined in (8.16).
Estimates of Hn+1. By (8.16) and (2.10), (8.13), (8.14), (8.8), we get
‖Hn+1‖s0+b1 ≤s0+b1 γ−1
(
Kσ1n ‖F(U˜n)‖s0+b1 +Kµ(b)+2σ1n ‖I˜n‖s0+b1‖F(U˜n)‖s0
)
(8.21),(8.22)
≤s0+b1 Kµ(b)+2σ1n γ−1
(
ε+ ‖W˜n‖s0+b1
)
, (8.25)
‖Hn+1‖s0 ≤s0+b1 γ−1Kσ1n ‖F(U˜n)‖s0 . (8.26)
Now we estimate the terms Qn in (8.18) and Pn, Rn in (8.20) in ‖ ‖s0 norm.
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Estimate of Qn. By (8.18), (4.17), (5.4) and (8.8), (2.10), we have the
quadratic estimate
‖Q(U˜n, H)‖s0 ≤s0 εK4n‖Î‖2s0 , ∀Î ∈ En . (8.27)
Then the term Qn in (8.18) satisfies, by (8.27), (8.26), εγ
−1 ≤ 1,
‖Qn‖s0 ≤s0+b1 K2σ1+4n γ−1‖F(U˜n)‖2s0 . (8.28)
Estimate of Pn. According to (5.62), we write the term Pn in (8.20) as
Pn = −Πn(LnTn − Id)ΠnF(U˜n) = −P (1)n − Pn,ω − P⊥n,ω
P (1)n := ΠnP (˜ın)ΠnF(U˜n) ,
Pn,ω := ΠnPω (˜ın)ΠnF(U˜n) ,
P⊥n,ω := ΠnP⊥ω (˜ın)ΠnF(U˜n) .
By (8.8), (8.7), (8.22), using that, by (2.10),
‖F(U˜n)‖s0+σ1 ≤ ‖ΠnF(U˜n)‖s0+σ1 + ‖Π⊥nF(U˜n)‖s0+σ1
≤ Kσ1n
(‖F(U˜n)‖s0 +K−b1n ‖F(U˜n)‖s0+b1)
the bounds (5.63)-(5.66) imply the following estimates:
‖P (1)n ‖s0 ≤s0+b1 γ−1K2σ1n ‖F(U˜n)‖2s0
+K2σ1−b1n ‖F(U˜n)‖s0+b1‖F(U˜n)‖s0 ,
(8.21),(2.10)
≤s0+b1 γ−1K2σ1n ‖F(U˜n)‖2s0
+ γ−1K3σ1−b1n (ε+ ‖W˜n‖s0+b1)
)‖F(U˜n)‖s0 , (8.29)
‖Pn,ω‖s0 ≤s0+b1 εγ−2N−an−1Kσ1n ‖F(U˜n)‖s0 , (8.30)
‖P⊥n,ω‖s0 ≤s0+b1 Kµ(b)+2σ1−b1n γ−1(‖F(U˜n)‖s0+b1 + ε‖I˜n‖s0+b1)
(8.21),(2.10)
≤s0+b1 Kµ(b)+3σ1−b1n γ−1(ε+ ‖W˜n‖s0+b1) . (8.31)
Estimate of Rn. ForH := (Î, α̂) we have (LnΠ
⊥
n−Π⊥nLn)H = ε[diXP (˜ın),Π⊥n ]Î =
[Πn, diXP (˜ın)]Î where XP is the Hamiltonian vector field of the perturbation
P in (4.14), see (4.17). Thus, applying the estimate (5.3), using (2.10) and
recalling (8.4), the following estimate holds:
‖(LnΠ⊥n − Π⊥nLn)H‖s0 ≤s0+b1 εK−b1+σ1+2n
(‖Î‖s0+b1
+ ‖I˜n‖s0+b1‖Î‖s0+2
)
. (8.32)
Hence, applying (8.13), (8.32), (8.7), (8.8), (2.10), (8.22) the term Rn defined
in (8.20) satisfies
‖Rn‖s0 ≤s0+b1 Kµ(b)+2σ1+2−b1n (εγ−1‖F(U˜n)‖s0+b1 + ε‖I˜n‖s0+b1)
(8.21)
≤s0+b1 Kµ(b)+3σ1+2−b1n (ε+ ‖W˜n‖s0+b1) . (8.33)
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We can finally estimate F(Un+1) in ‖ ‖s0 . By (8.19) and (8.28), (8.29)-(8.31),
(8.33), (8.7), (8.8), we get (8.23). Moreover by (8.16) and (8.13) we have the
bound (8.24) for
‖W1‖s0+b1 = ‖H1‖s0+b1 ≤s0+b1 γ−1‖F(U0)‖s0+b1+σ1 ≤s0+b1 εγ−1 .
The estimate (8.24) for Wn+1 := W˜n +Hn+1, n ≥ 1, follows by (8.25).
As a corollary we get
Lemma 8.4. For all λ ∈ N (Gn+1, 2γK−p(τ+2)n ) we have
‖F(Un+1)‖k0,γs0 ≤ C∗εK−a1n ,
‖Wn+1‖k0,γs0+b1 ≤ C∗εγ−1Kµ1n ,
(8.34)
‖H1‖k0,γs0+µ(b)+σ1 ≤ Cεγ−1 ,
‖Hn+1‖k0,γs0+µ(b)+σ1 ≤s0 εγ−1Kµ(b)+2σ1n K
−a1
n−1 , n ≥ 1 .
(8.35)
Proof. First note that, by (8.15), if λ ∈ N (Gn+1, 2γK−p(τ+2)n ) then λ ∈ N (Gn, γK−p(τ+2)n−1 )
and so (8.11) and (P3)n hold. Then the first inequality in (8.34) follows by
(8.23), (P2)n, (P3)n, γ−1 = K0 ≤ Kn, εγ−2 ≤ c small, and by (8.2), (8.3),
(8.5)-(8.6) (see also remark 8.1). For n = 0 we use also (8.7). The second
inequality in (8.34) follows similarly by (8.24), (P3)n, the choice of µ1 in (8.3)
and K0 large enough. Since H1 = W1 the first inequality in (8.35) follows by
the first inequality in (8.24). For n ≥ 1, the estimate (8.35) follows by (2.10),
(8.26) and (8.11).
We now define a k0-times differentiable extension of (Hn+1)|N (Gn+1,γK−p(τ+2)n )
to the whole Rν × [κ1, κ2].
Lemma 8.5. (Extension) There is a k0-times differentiable function H˜n+1
defined on the whole Rν × [κ1, κ2] such that
H˜n+1 = Hn+1 , ∀λ ∈ N (Gn+1, γK−p(τ+2)n ) , (8.36)
and (8.9) holds also at the step n+ 1.
Proof. The function Hn+1(λ) is defined for all λ ∈ N
(Gn+1, 2γK−p(τ+2)n ). Then
we define
H˜n+1(λ) :=
{
ψn+1(λ)Hn+1(λ) ∀λ ∈ N
(Gn+1, 2γK−p(τ+2)n )
0 ∀λ /∈ N (Gn+1, 2γK−p(τ+2)n )
where ψn+1 is a C∞ cut-off function satisfying 0 ≤ ψn+1 ≤ 1,
ψn+1(λ) = 1 , ∀λ ∈ N (Gn+1, γK−p(τ+2)n ), supp(ψn+1) ⊆ N
(Gn+1, 2γK−p(τ+2)n ) ,
|∂kλψn+1(λ)| ≤ C(k)
(
Kp(τ+2)n γ
−1)|k|, ∀k ∈ Nν+1 .
Then (8.36) holds and we have the estimate
‖H˜n+1‖k0,γs0+µ(b)+σ1 ≤ Kp(τ+2)k0n ‖Hn+1‖
k0,γ
s0+µ(b)+σ1
.
For n = 0 and (8.35) we get the first inequality in (8.9). For n ≥ 1 we deduce
using (8.35) and the definition of a2 in (8.2), the estimate (8.9) also at the step
n+ 1.
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We now define
W˜n+1 = W˜n + H˜n+1 , U˜n+1 := U˜n + H˜n+1 = U0 + W˜n + H˜n+1 = U0 + W˜n+1 ,
which are defined for all λ ∈ Rν × [κ1, κ2] and satisfy
W˜n+1 = Wn+1 , U˜n+1 = Un+1 , ∀λ ∈ N (Gn+1, γK−p(τ+2)n ) .
Therefore (P2)n+1, (P3)n+1 are proved by Lemma 8.4. Moreover by (8.9),
which has been proved up to the step n+ 1 in Lemma 8.5, we have
‖W˜n+1‖k0,γs0+µ(b)+σ1 ≤
∑n+1
k=1
‖H˜k‖k0,γs0+µ(b)+σ1 ≤ C∗K
pk0(τ+2)
0 εγ
−1
and thus (8.8) holds also at the step n+1. This completes the proof of Theorem
8.2.
8.1 Proof of Theorem 4.1
Let γ = εa with a ∈ (0, a0) and a0 := 1/(2 + τ2). Then the smallness condition
(8.7) holds for 0 < ε < ε0 small enough and Theorem 8.2 holds. By (8.9) the
sequence of functions
W˜n = U˜n − (ϕ, 0, 0, ω) =
(
I˜n, α˜n − ω
)
=
(
ı˜n − (ϕ, 0, 0), α˜n − ω
)
is a Cauchy sequence in ‖ ‖k0,γs0 and then it converges to a function
W∞ := lim
n→+∞ W˜n , with W∞ : Ω× [κ1, κ2]→ H
s0
ϕ ×Hs0ϕ ×Hs0 × Rν .
We define
U∞ := (i∞, α∞) = (ϕ, 0, 0, ω) +W∞ .
By (8.8) and (8.9) we also deduce
‖U∞ − U0‖k0,γs0+µ(b)+σ1 ≤ C∗εγ−1K
pk0(τ+2)
0 ,
‖U∞ − U˜n‖k0,γs0+µ(b)+σ1 ≤ Cεγ−1K−a2n , ∀n ≥ 1 .
(8.37)
Moreover by Theorem 8.2-(P2)n, we deduce that F(λ, U∞(λ)) = 0 for all λ
belonging to⋂
n≥0
Gn = Λ ∩
⋂
n≥1
Λγn(˜ın−1)
(7.91),(7.34),(7.88)
= Λ ∩
[ ⋂
n≥1
Λ
γ
n(˜ın−1)
]⋂[ ⋂
n≥1
Λ
γ,I
n (˜ın−1)
]
,
(8.38)
where Λ := Ω× [κ1, κ2]. By (8.37) for n = 0 and since K0 = γ−1 (see (8.7)) we
deduce the estimates (4.22) and (4.23) with k1 := pk0(τ + 2).
In order to conclude the proof of Theorem 4.1 we have to provide the char-
acterization of Cγ∞ in (4.26). We first consider the set
G∞ := Λ ∩
[ ⋂
n≥1
Λ
2γ
n (i∞)
]⋂[ ⋂
n≥1
Λ
2γ,I
n (i∞)
]
. (8.39)
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Lemma 8.6. G∞ ⊆
⋂
n≥0 Gn, where Gn are defined in (8.10).
Proof. By (8.37), (8.7), we have
εγ−1C(S)N τ0 ‖i∞ − i0‖s0+µ(b)+σ1≤εγ−1C(S)Kpτ0 C∗εγ−1Kpk0(τ+2)0 ≤ γ
εγ−1C(S)N τn−1‖i∞ − ı˜n−1‖s0+µ(b)+σ1≤εγ−1C(S)Kpτn−1Cεγ−1K−a2n ≤ γ, ∀n ≥ 2 ,
noting that the exponent τ2 in (8.7) satisfies τ2 > a1 > 3(pk0(τ + 2)+ pτ)/2 by
(8.2) and that a2 ≥ pτ +χ−1 (see (8.2) and remark 8.1). Recall also that S has
been fixed in (8.12) and that σ1 ≥ σ, see (8.4). Therefore Theorem 7.3-(S4)ν
implies
Λ
2γ
n (i∞) ⊂ Λγn(˜ın−1) , ∀n ≥ 1 .
By similar arguments we deduce that Λ2γ,In (i∞) ⊂ Λγ,In (˜ın−1) and the lemma is
proved.
Then we define the “final eigenvalues”
µ∞j := m
∞
3 j
1
2 (1 + κj2)
1
2 + m∞1 j
1
2 + r∞j , j ∈ N+ \ S+ , (8.40)
where
m
∞
3 := m3(i∞) , m
∞
1 := m1(i∞) , r
∞
j := limn→+∞ r˜
n
j (i∞) , j ∈ N+ \ S+ , (8.41)
where m3, m1 are defined in (6.72), (6.226) and r˜
n
j are given in Theorem 7.3-
(S2)ν . Note that the sequence (r˜
n
j (i∞))n∈N is a Cauchy sequence in | |k0,γ by
(7.27). As a consequence its limit function r∞j (ω, κ) is well defined, it is k0-times
differentiable and satisfies
|r∞j − r˜nj (i∞)|k0,γ ≤ Cεγ−1Nk0(τ+2)n N−an−1 , n ≥ 0 . (8.42)
In particular, since r˜0j (i∞) = 0 andK0 = γ
−1 we get |r∞j |k0,γ ≤ Cεγ−1Kpk0(τ+2)+10
and (4.25) holds with k1 = pk0(τ+2)+1 (recall that the constant C := C(S, k0)
with S fixed in (8.12)).
Finally, we consider the set Cγ∞ in (4.26).
Lemma 8.7. Cγ∞ ⊆ G∞ defined in (8.39).
Proof. By (8.39), we have to prove that Cγ∞ ⊆ Λ2γn (i∞), ∀n ∈ N. We argue by
induction. For n = 0 the inclusion is trivial, since Λ2γ0 (i∞) = Ω × [κ1, κ2] = Λ.
Now assume that Cγ∞ ⊆ Λ2γn (i∞). Theorem 7.3-(S2)ν implies µ˜nj (i∞)(λ) =
µnj (i∞)(λ), ∀λ ∈ Λ2γn (i∞). Hence ∀λ ∈ Cγ∞ ⊆ Λ2γn (i∞), by (7.17), (8.40), (8.42),
we get
|(µnj − µnj′)(i∞)− (µ∞j − µ∞j′ )| ≤ Cεγ−1Nk0(τ+2)n N−an−1 ,
and therefore (consider in (4.26) the case ς = 1 and j 6= j′)
|ω · ℓ+ µnj (i∞)− µnj′(i∞)| ≥ |ω · ℓ+ µ∞j − µ∞j′ | − Cεγ−1Nk0(τ+2)n N−an−1
≥ 4γ|j 32 − j′ 32 |〈ℓ〉−τ − Cεγ−1|j 32 − j′ 32 |Nk0(τ+2)n N−an−1
≥ 2γ|j 32 − j′ 32 |〈ℓ〉−τ , ∀|ℓ| ≤ Nn ,
provided εγ−2 ≤ CN an−1N−k0(τ+2)−τn , ∀n ≥ 0, which holds true by (7.6), (8.7),
see also remark 7.1. We have proved that Cγ∞ ⊆ Λ2γn+1(i∞). Similarly we prove
that Cγ∞ ⊆ Λ2γ,In (i∞), ∀n ∈ N.
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Lemmata 8.6, 8.7 imply that
Corollary 8.8. Cγ∞ ⊆
⋂
n≥0 Gn defined in (8.10).
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Appendix A
Tame estimates for the flow
of pseudo-PDEs
In this Appendix we prove tame estimates for the flow Φt of the pseudo-PDE{
∂tu = ia(ϕ, x)|D| 12 u
u(0, x) = u0(x) ,
ϕ ∈ Tν , x ∈ T , (A.1)
where a(ϕ, x) = a(λ, ϕ, x) is a real valued function which is C∞ with respect to
the variables (ϕ, x) and k0-times differentiable with respect to the parameters
λ = (ω, κ). The function a := a(i) may depend also on the “approximate” torus
i(ϕ). We look for the solution of (A.1) by a Galerkin approximation, as limit
of the solutions of the truncated equations{
∂tu = iΠN
(
a(ϕ, x)|D| 12ΠNu
)
u(0, x) = ΠNu0(x) ,
ϕ ∈ Tν , x ∈ T , (A.2)
where, for any N ∈ N, we denote by ΠN the L2-orthogonal projector on the
finite dimensional subspace
EN :=
{
u ∈ L2(T) : u(x) =
∑
|j|≤Nuje
ijx
}
.
We denote by ΦN (t) = ΦN (λ, t, ϕ) : EN → EN the flow of (A.2). It solves{
∂tΦN (t) = iΠNa(ϕ, x)|D| 12ΦN (t)
ΦN (0) = ΠN ,
ϕ ∈ Tν . (A.3)
We introduce the “paraproduct” decomposition for the product of two functions
a, u : T→ C,
au = Tau+Rua (A.4)
where
Tau :=
∑
k,ξ∈Z ,|k−ξ|≤|ξ|
â(k − ξ)û(ξ)eikx ,
Rua :=
∑
k,ξ∈Z ,|k−ξ|<|ξ|
û(k − ξ)â(ξ)eikx .
(A.5)
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Note that
Ta = Op(a0(x, ξ)) with a0(x, ξ) :=
∑
|k|≤|ξ|â(k)e
ikx . (A.6)
For all s ≥ 0, we have the following estimates
‖Tau‖Hsx ≤ C(s)‖a‖H1x‖u‖Hsx , ‖Ru(a)‖Hsx ≤ C(s)‖a‖Hs+(1/2)x ‖u‖H1/2x (A.7)
(the operator u 7→ Ru(a) is smoothing) which follow arguing as in Lemma 2.21.
Lemma A.1.
∥∥|D| 12 (Ta)∗ − Ta|D| 12 ∥∥L(L2x) ≤ C‖a‖H2x and∥∥[〈D〉s, Ta|D| 12 ]u∥∥L2x ≤s ‖a‖H2x‖u‖Hsx, ∀s ≥ 0.
Proof. By (2.31) the adjoint of Ta = Op(a0) is the pseudo-differential operator
(Ta)
∗ = Op(a∗0) with symbol
a∗0(x, ξ) =
∑
k∈Zâ0(k, ξ − k)e
ikx
(A.6)
=
∑
|k|≤|ξ−k|â(k)e
ikx
=
∑
|k|≤|ξ+k|â(k)e
ikx
since â(k) = â(−k) because a(x) is real valued. Thus
|D| 12 (Ta)∗u =
∑
ξ
∑
|k|≤|ξ+k||ξ + k|
1
2 â(k)û(ξ)ei(k+ξ)x = R1 +R2 (A.8)
where, writing
ϑ(ξ, k) := |ξ + k| 12 − |ξ| 12 = |ξ + k| − |ξ||ξ + k| 12 + |ξ| 12 , for (ξ, k) 6= (0, 0) , (A.9)
we split
R1 :=
∑
ξ
∑
|k|≤|ξ+k|
|ξ| 12 â(k)û(ξ)ei(k+ξ)x ,
R2 :=
∑
ξ
∑
|k|≤|ξ+k|
ϑ(ξ, k)â(k)û(ξ)ei(k+ξ)x .
(A.10)
In addition, by (A.5),
Ta|D| 12u(x) =
∑
ξ
∑
|k|≤|ξ||ξ|
1
2 â(k)û(ξ)ei(k+ξ)x . (A.11)
We estimate (|D| 12 (Ta)∗ − Ta|D| 12 )u = (R1 − Ta|D| 12u) +R2 . (A.12)
Estimate of R2. By (A.9) the triangular inequality implies |ϑ(ξ, k)| ≤ |k|, for
any k, ξ ∈ Z. Then by the Cauchy-Schwartz inequality we get
‖R2‖2L2x ≤
∑
j
( ∑
|j−ξ|≤|j|
|ϑ(ξ, j − ξ)||â(j − ξ)||û(ξ)|
)2
≤
∑
j
( ∑
|j−ξ|≤|j|
|j − ξ||â(j − ξ)||û(ξ)| 〈j − ξ〉〈j − ξ〉
)2
≤ C
∑
j
∑
|j−ξ|≤|j|
〈j − ξ〉4|â(j − ξ)|2|û(ξ)|2
≤ C
∑
ξ
|û(ξ)|2
∑
j
〈j − ξ〉4|â(j − ξ)|2 ≤ C‖a‖2H2x‖u‖
2
L2x
. (A.13)
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Estimate of R1 − Ta|D| 12 u. By (A.10) and (A.11) we write
R1 − Ta|D| 12u = T1 − T2
T1 :=
∑
ξ
∑
|ξ|<|k|≤|ξ+k|
|ξ| 12 â(k)û(ξ)ei(ξ+k)x,
T2 :=
∑
ξ
∑
|ξ+k|<|k|≤|ξ|
|ξ| 12 â(k)û(ξ)ei(ξ+k)x .
(A.14)
We estimate the L2x norm of T2. The estimate for T1 is analogous. We have
‖T2‖2L2x ≤
∑
j
( ∑
|j|≤|j−ξ|≤|ξ|
|ξ| 12 |â(j − ξ)||û(ξ)|
)2
and, since in the sum |ξ| ≤ |j|+|ξ−j| ≤ 2|j−ξ|, the Cauchy-Schwartz inequality
implies
‖T2‖2L2x ≤ 4
∑
j
( ∑
|j|≤|j−ξ|≤|ξ|
|j − ξ| 12 |â(j − ξ)||û(ξ)| 〈j − ξ〉〈j − ξ〉
)2
≤ C
∑
j
∑
|j|≤|j−ξ|≤|ξ|
〈j − ξ〉3|â(j − ξ)|2|û(ξ)|2
≤ C
∑
ξ
|û(ξ)|2
∑
j
〈j − ξ〉3|â(j − ξ)|2 ≤ C‖a‖2
H
3
2
x
‖u‖2L2x . (A.15)
The first estimate of Lemma A.1 follows by (A.12), (A.13), (A.14), (A.15) (and
the similar bound for T1).
Let us prove the second estimate of Lemma A.1. By (A.11) the commutator
[〈D〉s, Ta|D| 12 ]u =
∑
ξ
∑
|j−ξ|≤|ξ|ψ(ξ, j)â(j − ξ)û(ξ)e
ijx
where ψ(ξ, j) := (〈j〉s − 〈ξ〉s)|ξ| 12 . Since |j − ξ| ≤ |ξ| we have |ψ(ξ, j)| ≤s
〈ξ〉s|j − ξ|. Hence using as before the Cauchy-Schwartz inequality we get
‖[〈D〉s, Ta|D| 12 ]u‖2L2x ≤s
∑
j
( ∑
|j−ξ|≤|ξ|
|ψ(ξ, j)||â(j − ξ)||û(ξ)|
)2
≤s
( ∑
|j−ξ|≤|ξ|
〈ξ〉s|j − ξ||â(j − ξ)||û(ξ)| 〈j − ξ〉〈j − ξ〉
)2
≤s
∑
ξ
〈ξ〉2s|û(ξ)|2
∑
j
〈j − ξ〉4|â(j − ξ)|2 ≤s ‖a‖2H2x‖u‖
2
Hsx
.
The lemma is proved.
Proposition A.2. Assume ‖a‖s0+ 52 ≤ 1. Then, ∀ϕ ∈ Tν , for all s ≥ 0 the flow
ΦtN (ϕ) of (A.2) satisfies
supt∈[0,1]‖ΦtN(ϕ)(u0)‖Hsx ≤ C‖u0‖Hsx , ∀0 ≤ s ≤ 1 (A.16)
supt∈[0,1]‖ΦtN(ϕ)(u0)‖Hsx ≤ C(s)
(‖u0‖Hsx + ‖a‖Hs+12x ‖u0‖H1x) , ∀s ≥ 1 ,
(A.17)
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uniformly for all N ∈ N. The flow of (A.1) is a linear bounded operator Φt(ϕ) :
Hsx(T)→ Hsx(T) satisfying
supt∈[0,1]‖Φt(ϕ)(u0)‖Hsx ≤ C‖u0‖Hsx , ∀0 ≤ s ≤ 1 (A.18)
supt∈[0,1]‖Φt(ϕ)(u0)‖Hsx ≤ C(s)
(‖u0‖Hsx + ‖a‖Hs+12x ‖u0‖H1x) , ∀s ≥ 1 .
(A.19)
Proof. Proof of (A.16), (A.17).
Step 1. s = 0. For any N ∈ N, the equation (A.2) is an ODE on the finite
dimensional space EN which admits a unique solution uN (t) = uN (λ, t, ϕ, ·) =
ΦtN (u0) ∈ EN . The L2x-norm of the solution uN(t) satisfies (using that ΠN is
L2 self-adjoint)
∂t‖uN(t)‖2L2x = (iΠNa|D|
1
2uN , uN)L2x + (uN , iΠNa|D|
1
2uN )L2x
= (ia|D| 12uN , uN)L2x + (uN , ia|D|
1
2 uN)L2x = (i[a, |D|
1
2 ]uN , uN)L2x
(A.20)
because a is real. Lemma 2.15, (2.21), (2.39), (2.40), and ‖a‖s0+ 52 ≤ 1, imply the
commutator estimate ‖[a, |D| 12 ]‖L(L2x) ≤ C. Hence ∂t‖uN(t)‖2L2x ≤ C‖uN(t)‖
2
L2x
and Gronwall inequality implies (A.16) for s = 0.
Step 2. s ≥ 1. The Sobolev norm ‖uN‖2Hsx = ‖〈D〉suN‖2L2x satisfies
∂t‖〈D〉suN‖2L2x =
(〈D〉sΠN ia|D| 12uN , 〈D〉suN)L2x + (〈D〉suN , 〈D〉sΠN ia|D| 12 uN)L2x
=
(〈D〉sia|D| 12 uN , 〈D〉suN)L2x + (〈D〉suN , 〈D〉sia|D| 12uN)L2x
=
(〈D〉siTa(|D| 12uN), 〈D〉suN)L2x + (〈D〉suN , 〈D〉siTa(|D| 12 uN))L2x
(A.21)
+
(〈D〉siR|D| 12 uN a, 〈D〉suN)L2x + (〈D〉suN , 〈D〉siR|D| 12 uN a)L2x
(A.22)
by the paraproduct decomposition (A.4) of a|D| 12uN = Ta|D| 12uN +R|D| 12 uN a.
Estimate of (A.21). We write
(A.21) =
(
iTa|D| 12 〈D〉suN , 〈D〉suN
)
L2x
+
(
i[〈D〉s, Ta|D| 12 ]uN , 〈D〉suN
)
L2x
+
(〈D〉suN , iTa|D| 12 〈D〉suN)L2x + (〈D〉suN , i[〈D〉s, Ta|D| 12 ]uN)L2x
=
(
i[〈D〉s, Ta|D| 12 ]uN , 〈D〉suN
)
L2x
+
(〈D〉suN , i[〈D〉s, Ta|D| 12 ]uN)L2x
+
(
i(Ta|D| 12 − |D| 12 (Ta)∗)〈D〉suN , 〈D〉suN
)
L2x
. (A.23)
Thus (A.23) and Lemma A.1 imply that the term in (A.21) satisfies∣∣(〈D〉siTa|D| 12uN , 〈D〉suN)L2x+(〈D〉suN , 〈D〉siTa|D| 12uN)L2x∣∣ ≤s ‖a‖H2x‖uN‖2Hsx .
(A.24)
Estimate of (A.22). Cauchy-Schwartz inequality and (A.7) imply∣∣(〈D〉siR|D| 12 uN a, 〈D〉suN)L2x + (〈D〉suN , 〈D〉siR|D| 12 uN a)L2x∣∣
≤s ‖〈D〉suN‖L2x‖a‖Hs+12x ‖uN‖H1x .
(A.25)
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By (A.21)-(A.22), (A.24), (A.25), ‖a‖H2x ≤ 1, we deduce the differential inequal-
ity: ∀s ≥ 1
∂t‖uN‖2Hsx ≤s ‖a‖Hs+(1/2)x ‖uN‖Hsx‖uN‖H1x + ‖a‖H2x‖uN‖
2
Hsx
≤s ‖a‖2Hs+(1/2)x ‖uN‖
2
H1x
+ ‖uN‖2Hsx .
(A.26)
For s = 1 and since ‖a‖H2x ≤ 1, (A.26) reduces to ∂t‖uN‖2H1x ≤ C‖uN‖
2
H1x
,
which implies ‖ΦtN(u0)‖H1x ≤ C′‖u0‖H1x , ∀t ∈ [0, 1]. For s > 1, (A.26) reduces
to ∂t‖uN‖2Hsx ≤ C(s)
(‖a‖2
H
s+(1/2)
x
‖u0‖2H1x + ‖uN‖
2
Hsx
)
and the estimate (A.17)
follows by the Gronwall inequality in differential form.
Since ΦtN : H
0
x(T) → H0x(T) and ΦtN : H1x(T) → H1x(T) are linear bounded
operators, a classical interpolation result implies that ΦtN : H
s
x(T) → Hsx(T) is
also bounded ∀s ∈ [0, 1] and (A.16) holds.
Proof of (A.18), (A.19). Now we pass to the limit N → +∞. By (A.16) the
sequence of functions uN (t, ·) is bounded in L∞t Hsx and, up to subsequences,
uN
w∗
⇀ u in L∞t H
s
x , ‖u‖L∞t Hsx ≤ lim infN→+∞ ‖uN‖L∞t Hsx . (A.27)
Claim: the sequence uN → u in C0tHsx∩C1tHs−
1
2
x , and u(t, x) solves the equation
(A.1).
We first prove that uN is a Cauchy sequence in C0t L2x. Indeed, by (A.2), the
difference hN := uN+1 − uN solves
∂thN = iΠN+1(a|D| 12hN )+i(ΠN+1−ΠN )a|D| 12 uN , hN (0) = (ΠN+1−ΠN )u0 ,
and therefore
∂t‖hN(t)‖2L2x = (∂thN , hN )L2x + (hN , ∂thN)L2x
= (iΠN+1(a|D| 12 hN), hN )L2x + (hN , iΠN+1(a|D|
1
2hN ))L2x
+ (i(ΠN+1 − ΠN )a|D| 12uN , hN )L2x
+ (hN , i(ΠN+1 −ΠN )a|D| 12uN )L2x . (A.28)
Since ΠN+1 is self-adjoint with respect to the L
2 scalar product
(iΠN+1(a|D| 12 hN), hN )L2x + (hN , iΠN+1(a|D|
1
2hN ))L2x = (ia|D|
1
2hN ), hN )L2x
+ (hN , ia|D| 12hN )L2x
= (i[a, |D| 12 ]hN ) , hN )L2x
≤ C‖hN(t)‖2L2x . (A.29)
Moreover
(i(ΠN+1 −ΠN )a|D| 12 uN , hN )L2x + (hN , i(ΠN+1 −ΠN )a|D|
1
2uN )L2x
≤ 2‖(ΠN+1 −ΠN )a|D| 12uN‖L2x‖hN‖L2x
≤ ‖hN‖2L2x + ‖(ΠN+1 −ΠN )a|D|
1
2 uN‖2L2x
⋖ ‖hN‖2L2x +
(
N−2‖a|D| 12 uN‖H2x
)2
⋖ ‖hN‖2L2x +
(
N−2‖u0‖H5/2x
)2
(A.30)
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using that ‖a‖H2x ≤ 1. Hence (A.28)-(A.30) imply that
∂t‖hN(t)‖2L2x ⋖ ‖hN (t)‖
2
L2x
+N−4‖u0‖2H5/2x
and, since ‖hN(0)‖L2x ≤ N−2‖u0‖H2x , by Gronwall lemma we deduce that
‖uN+1 − uN‖C0tL2x = sup
t∈[0,1]
‖uN+1(t, ·)− uN(t, ·)‖L2x ⋖N−2‖u0‖H5/2x .
The above inequality implies that uN is a Cauchy sequence in C0t L2x. Hence
uN → u˜ ∈ C0tL2x. By (A.27) we have u = u˜ ∈ C0t L2x ∩ L∞t Hsx. Next, for any
s¯ ∈ [0, s) we use the interpolation inequality
‖uN − u‖L∞t Hs¯x ≤ ‖uN − u‖1−λL∞t L2x‖uN − u‖
λ
L∞t H
s¯
x
,
and, since uN is bounded in L
∞
t H
s
x (see (A.16), (A.17)), u ∈ L∞t Hsx, and uN →
u ∈ C0t L2x, we deduce that uN → u in each L∞t H s¯x. Since uN ∈ C0tH s¯x are
continuous in t, the limit function u ∈ C0tH s¯x is continuous as well. Moreover we
also deduce that
∂tuN = iΠN (a|D| 12uN )→ ia|D| 12u in C0tH s¯−1/2x , ∀s¯ ∈ [0, s) .
As a consequence u ∈ C1tH s¯−
1
2
x and ∂tu = ia|D| 12 u solves (A.1).
Finally, arguing as in [50], Proposition 5.1.D, it follows that the function
t → ‖u(t)‖2Hsx is Lipschitz. Furthermore, if tn → t then u(tn) ⇀ u(t) weakly
in Hsx, because u(tn) → u(t) in H s¯x for any s¯ ∈ [0, s). As a consequence the
sequence u(tn)→ u(t) strongly in Hsx. This proves that u ∈ C0tHsx and therefore
∂tu = ia|D| 12 u ∈ C0tHs−
1
2
x .
Uniqueness. If u1, u2 ∈ C0tHsx ∩ C1tHs−
1
2
x , s ≥ 1/2, are solutions of (A.1), then
h := u1 − u2 solves
∂th = ia|D| 12h , h(0) = 0 .
Arguing as in the proof of (A.26) we deduce the energy inequality ∂t‖h(t)‖2L2x ≤
C‖h(t)‖2L2x . Since h(0) = 0, Gronwall lemma implies that ‖h(t)‖
2
L2x
= 0, for any
t ∈ [0, 1], i.e. h(t) = 0. Therefore the problem (A.1) has a unique solution u(t)
that we denote by Φt(u0). The estimate (A.18), (A.19) then follows by (A.27),
(A.16), (A.17), since uN(t) = Φ
t
N (u0).
In the next lemma we prove the smooth dependence of the flow with respect
to parameters.
Lemma A.3. Let a(z, ·) ∈ C∞(T) and p0-times differentiable, resp. Cp0 , with
respect to z ∈ BX , where BX is an open subset of a Banach space X. Then, for
any p ≤ p0, the flow map Φ(z, t), t ∈ [0, 1], is smooth in z, more precisely, the
map
BX ∋ z 7→ Φ(z, t) ∈ L(Hsx, Hs−
p
2− 12
x ) , ∀s ≥ (p/2) + (1/2) ,
is p-times differentiable, resp. Cp. Moreover, for any z ∈ BX , the derivative
∂pzΦ(z, t) is a multilinear form from X
p in L(Hsx, Hs−
p
2
x ).
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Proof. We denote for simplicity ‖ ‖L(Hsx) := ‖ ‖L(Hsx,Hsx). We argue by induction
on p. We first prove the statement for p = 0. Let s ≥ 1/2. By (6.131), we have
that ∆zΦ(z, t) := Φ(z + z1, t)− Φ(z, t) solves
∂t∆zΦ(t) = ia(z + z1, x)|D| 12∆zΦ(t) + i∆za|D| 12Φ(z, t) , ∆zΦ(0) = 0 ,
where ∆za := a(z + z1, x)− a(z, x). By Duhamel principle
∆zΦ(z, t) =
∫ t
0
Φ(z + z1, t− τ)i∆za|D| 12Φ(z, τ)dτ .
Hence
sup
t∈[0,1]
‖∆zΦ(z, t)‖L(Hsx,Hs−
1
2
x )
≤ sup
t∈[0,1]
‖Φ(z + z1, t)‖L(Hs− 12x )‖∆za‖Cs− 12x supt∈[0,1]
‖Φ(z, t)‖L(Hsx) → 0
(A.31)
as z1 → 0, because ‖a(z + z1)− a(z)‖Cs− 12x → 0 by continuity.
Now we assume that for all 0 ≤ q ≤ p < p0, the flow
z 7→ Φ(z, t) ∈ L(Hsx, Hs−
q
2− 12
x ), s ≥ q/2 + 1/2,
is q-times differentiable, with ∂qzΦ : X
q → L(Hsx, Hs−
q
2
x ) and we prove that z 7→
Φ(z, t) ∈ L(Hsx, Hs−
p+1
2 − 12
x ), s ≥ (p+ 1)/2 + 1/2, is (p+ 1)-times differentiable
with ∂p+1z Φ(z, t) : X
p+1 → L(Hsx, Hs−
p+1
2
x ).
The derivate ∂pzΦ(z, t) solves the equation, for any z1, . . . , zp ∈ X ,
∂t
(
∂pzΦ(z, t)[z1, . . . , zp]
)
=
ia(z, x)|D| 12 ∂pλΦ(z, t)[z1, . . . , zp] + Fp(z, t)[z1, . . . , zp] , ∂pzΦ(z, 0) = 0
(A.32)
where F0 := 0 and, for any 1 ≤ q ≤ p+ 1,
Fq(z, t)[z1, . . . , zq] :=
(A.33)∑
0≤q1≤q−1,σ∈Pq
i∂q−q1z a(z)[zσ(1), . . . , zσ(q−q1)]|D|
1
2 ∂q1z Φ(z, t)[zσ(q−q1+1), . . . , zσ(q)]
denoting by Pq the set of permutations of the indices {1, . . . , q}. For 0 ≤ q ≤ p
we have
Fq+1(z, t) = ∂zFq(z, t) + i∂za(z, x)[·]|D| 12 ∂qzΦ(z, t) . (A.34)
The candidate (p+1)-derivative of the operator Φ(z, t) is the multilinear (p+1)-
form
Ap(z, t)[z1, . . . , zp+1] :=
∫ t
0
Φ(z, t− τ)Fp+1(z, τ)[z1, . . . , zp+1] dτ (A.35)
obtained by differentiating formally the equation (A.32) and using the Duhamel
principle. We now estimate ∂pzΦ(z + zp+1, t) − ∂pzΦ(z, t)−Ap(z, t)[zp+1]. Note
162APPENDIXA. TAME ESTIMATES FORTHE FLOWOF PSEUDO-PDES
that, since Ap(z, t) is a multilinear (p+ 1)-form, then Ap(z, t)[zp+1] is a multi-
linear p-form. Taking the difference of (A.32) evaluated at z + zp+1 and z, and
using the Duhamel principle we get that
∆z∂
p
zΦ(z, t) := ∂
p
zΦ(z + zp+1, t)− ∂pzΦ(z, t)
=
∫ t
0
Φ(z + zp+1, t− τ)
(
i∆za|D| 12 ∂pzΦ(z, t) + ∆zFp
)
dτ
where ∆za := a(z + zp+1, x) − a(z, x) and ∆zFp := Fp(z + zp+1, t) − Fp(z, t).
Hence, by (A.35) and (A.34) with q = p, we get
∆z∂
p
zΦ(z, t)−Ap(z, t)[zp+1] =
∫ t
0
(
R(1)Φ (t, τ, z) +R(2)Φ (t, τ, z)
)
dτ
R(1)Φ (t, τ, z) :=
∫ t
0
Φ(z + zp+1, t− τ)i∆za|D| 12 ∂pzΦ(z, τ)dτ
−
∫ t
0
Φ(z, t− τ)i∂za(z)[zp+1]|D| 12 ∂pzΦ(z, τ)dτ (A.36)
R(2)Φ (t, τ, z) :=
∫ t
0
Φ(z + zp+1, t− τ)∆zFpdτ
−
∫ t
0
Φ(z, t− τ)∂zFp(z, τ)[zp+1]dτ . (A.37)
Estimate of (A.36). Set ∆zΦ(t) := Φ(z + zp+1, t)−Φ(z, t). For all 0 ≤ τ ≤ t,
we have ∥∥R(1)Φ (t, τ, z)[z1, . . . , zp]∥∥∥L(Hsx,Hs− p+12 − 12x )
≤
∥∥∥Φ(z + zp+1, t− τ)i(∆za− ∂za[zp+1])|D| 12 ∂pzΦ(z, τ)[z1, . . . , zp]∥∥∥L(Hsx,Hs− p+12 − 12x )
+
∥∥∥∆zΦ(t− τ)i∂za(z)[zp+1]|D| 12 ∂pzΦ(z, τ)[z1, . . . , zp]∥∥∥L(Hsx,Hs− p+12 − 12x )
≤ sup
t∈[0,1]
‖Φ(z + zp+1, t)‖
L(Hs−
p+1
2
− 1
2
x )
‖∆za− ∂za[zp+1]‖
Cs−
p+1
2
− 1
2
x
×
× sup
t∈[0,1]
‖∂pzΦ(z, τ)[z1, . . . , zp]‖L(Hsx,Hs−
p
2
− 1
2
x )
+ sup
t∈[0,1]
‖∆zΦ(t)‖
L(Hs−
p+1
2
x ,H
s−
p+1
2
− 1
2
x )
‖∂za(z)[zp+1]‖
Cs−
p+1
2
x
×
× sup
t∈[0,1]
‖∂pzΦ(z, τ)[z1, . . . , zp]‖L(Hsx,Hs−
p
2
x )
≤s,p
(
‖∆za− ∂za[zp+1]‖Cs−p+12x
+ sup
t∈[0,1]
‖∆zΦ(t)‖
L(Hs−
p+1
2
x ,H
s−
p+1
2
− 1
2
x )
‖zp+1‖
)
‖z1‖ . . . ‖zp‖
(A.38)
using the inductive assumption on ∂pzΦ(z, τ).
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Estimate of (A.37). By the expression in (A.33) (with q = p), the fact that
z 7→ a(z) is (p+1)-times differentiable, the inductive differentiability properties
of the flow, the map z 7→ Fp(z, t)[z1, . . . , zp] ∈ L(Hsx, Hs−
p
2− 12
x ) is differentiable.
Arguing as above, we have, for all 0 ≤ τ ≤ t,∥∥∥R(2)Φ (t, τ, z)[z1, . . . , zp]∥∥∥L(Hsx,Hs− p+12 − 12x )
(A.39)
≤s,p sup
t∈[0,1]
‖(∆zFp(z, τ)− ∂zFp(z, τ)[zp+1])[z1, . . . , zp]‖
L(Hsx,H
s−
p+1
2
− 1
2
x )
+ sup
t∈[0,1]
‖∆zΦ(z, t)‖
L(Hs−
p+1
2
x ,H
s−
p+1
2
− 1
2
x )
‖∂zFp(z)[zp+1][z1, . . . , zp]‖
L(Hsx,H
s−
p+1
2
x )
.
In conclusion, by (A.36), (A.37), (A.38), (A.39), the differentiability of a(z) and
(A.31), we deduce that
sup
t∈[0,1]
sup
‖z1‖,...,‖zp‖≤1
‖(∆z∂pzΦ(z, t)−Ap(z, t)[zp+1])[z1, . . . , zp]‖L(Hsx,Hs− p+12 − 12x )
‖zp+1‖ → 0 ,
for zp+1 → 0, namely ∂pzΦ(z, t) is differentiable and ∂p+1z Φ(z, t) = Ap(z, t).
Moreover, by (A.35), (A.33) for q = p+1, the continuity of z 7→ ∂pza(z) and the
inductive differentiability properties of the flow, we have that z 7→ ∂p+1z Φ(z, t)
is continuous and ∂p+1z Φ(z, t)[z1, . . . , zp+1] ∈ L(Hsx, Hs−
p+1
2
x ).
We now want to prove tame estimates for the flow operator Φt := Φ(t) :=
Φ(λ, ϕ, t) acting in the Sobolev spaces Hs of functions u(ϕ, x). Recall that the
Sobolev norm ‖ ‖s in (1.19) is equivalent to ‖ ‖s ≃ ‖ ‖HsϕL2x+‖ ‖L2ϕHsx , see (2.2).
Note also the continuous embeddings
Hs+s0(Tν+1) →֒ Hs0(Tν , Hsx) →֒ L∞(Tν , Hsx) . (A.40)
Lemma A.4. For any |β| ≤ β0, |k| ≤ k0, t ∈ [0, 1], h ∈ C∞(Tν+1), the function
∂kλ∂
β
ϕΦ
t(ϕ)h is C∞(Tν+1).
Proof. Since h(ϕ, x) ∈ C∞(Tν × T) then Tν ∋ ϕ 7→ h(ϕ, ·) ∈ Hsx is a C∞ map
for any s > 0. By Lemma A.3, the map Tν ∋ ϕ 7→ ∂kλ∂βϕΦt(ϕ)[h(ϕ)] ∈ Hsx is C∞
and, for any α ∈ Nν , ∂αϕ
{
∂kλ∂
β
ϕΦ
t(ϕ)h
}
=
∑
α1+α2=α
Cα1,α2∂
k
λ∂
β+α1
ϕ Φ
t(ϕ)[∂α2ϕ h].
By Lemma A.3 each function ∂kλ∂
β+α1
ϕ Φ
t(ϕ)[∂α2ϕ h] ∈ C∞x .
Proposition A.5. Assume that
‖a‖2s0+ 32 ≤ 1 , ‖a‖2s0+1 ≤ δ(s) (A.41)
for some δ(s) > 0 small. Then the following tame estimates hold:
supt∈[0,1]‖Φ(t)u0‖s ≤ C(s)‖u0‖s , ∀s ∈ [0, s0 + 1] , (A.42)
supt∈[0,1]‖Φ(t)u0‖s ≤ C(s)
(‖u0‖s + ‖a‖s+s0+ 12 ‖u0‖s0) , ∀s ≥ s0 . (A.43)
Proof. We take u0 ∈ C∞(Tν+1), so that Φu0 is C∞(Tν+1).
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Proof of (A.42). For s = 0, integrating (A.18) in ϕ, we have
‖Φ(t)u0‖20 = ‖Φ(t)u0‖2L2ϕL2x
=
∫
Tν
‖Φ(ϕ, t)u0‖2L2x dϕ ≤ C
∫
Tν
‖u0‖2L2x dϕ = C‖u0‖
2
L2ϕL
2
x
.
(A.44)
Now we suppose that (A.42) holds for s ∈ N, s ≤ s0, and we prove it for s+ 1.
By (2.2)
‖Φ(t)u0‖s+1 ≃ ‖Φ(t)u0‖L2ϕHs+1x + ‖Φ(t)u0‖Hs+1ϕ L2x . (A.45)
The first term in (A.45) is estimated, using (A.19), (A.40), (A.41), by
‖Φ(t)u0‖L2ϕHs+1x ≤s ‖u0‖L2ϕHs+1x + ‖a‖L∞ϕ Hs+
3
2
x
‖u0‖L2ϕH1x
≤s ‖u0‖s+1 + ‖a‖s+s0+ 32 ‖u0‖1 ≤s ‖u0‖s+1 .
(A.46)
The second term in (A.45) is estimated, using (A.44) and (A.42), by
‖Φ(t)u0‖Hs+1ϕ L2x ≃ ‖Φ(t)u0‖L2ϕL2x + supm=1,...,ν ‖∂ϕm(Φ(t)u0)‖HsϕL2x
≤s ‖u0‖L2ϕL2x + sup
m=1,...,ν
(‖Φ(t)[∂ϕmu0]‖s + ‖∂ϕmΦ(t)u0‖s)
(A.47)
≤s ‖u0‖s+1 + ‖∂ϕmΦ(t)u0‖s . (A.48)
For estimating the last term in (A.48) note that, differentiating (6.131), the
operator ∂ϕmΦ(t) solves
∂t(∂ϕmΦ(t)) = ia|D|
1
2 (∂ϕmΦ(t)) + i(∂ϕma)|D|
1
2Φ(t) , ∂ϕmΦ(0) = 0 ,
and then, by Duhamel principle (variation of constants method), it has the
representation
∂ϕmΦ(t) = i
∫ t
0
Φ(t− τ)(∂ϕma)|D|
1
2Φ(τ) dτ . (A.49)
By the inductive assumption (A.42) up to s ≤ s0, and (A.40), we get
‖Φ(t− τ)(∂ϕma)|D|
1
2Φ(τ)[u0]‖s ≤s ‖(∂ϕma)|D|
1
2Φ(τ)[u0]‖s (A.50)
≤ ‖a‖Cs+1‖Φ(τ)u0‖s+ 12
≤s ‖a‖2s0+1supt∈[0,1]‖Φ(t)u0‖s+1 .
Therefore (A.45)-(A.50) imply
‖Φ(t)u0‖s+1 ≤ C(s)
(‖u0‖s+1 + ‖a‖2s0+1supt∈[0,1]‖Φ(t)u0‖s+1)
and, for C(s)‖a‖2s0+1 ≤ 1/2, we deduce (A.42) for s + 1. After s0-steps we
prove (A.42) at s0 + 1. Then a classical interpolation result implies that Φ(t)
satisfies the estimate (A.42) also for all s ∈ (0, s0 + 1).
Proof of (A.43). We argue again by induction on s. For s ∈ [s0, s0 + 1]
the tame estimate (A.43) is trivially implied by (A.42). Then we suppose that
(A.43) holds up to s ≥ s0 and we prove it at s+ 1.
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We estimate ‖Φ(t)u0‖s+1 as in (A.45)-(A.47). Then we estimate the last
terms in (A.47) in a tame way. The inductive hyphothesis (A.43) and Lemma
2.2 (with a0 = 2s0 +
1
2 , b0 = s0, p = s− s0, q = 1) imply
‖Φ(t)[∂ϕmu0]‖s ≤s ‖u0‖s+1 + ‖a‖s+s0+ 12 ‖u0‖s0+1
≤s ‖u0‖s+1 + ‖a‖s+s0+ 32 ‖u0‖s0 + ‖a‖2s0+ 12 ‖u0‖s+1
≤s ‖u0‖s+1 + ‖a‖s+s0+ 32 ‖u0‖s0 (A.51)
since ‖a‖2s0+ 12 ≤ 1. Then we estimate ‖∂ϕmΦ(t)u0‖s. By the inductive assump-
tion (A.43), the tame estimates for the product of functions, (A.41) and (A.42),
we get, for all t, τ ∈ [0, 1],
‖Φ(t− τ)(∂ϕma)|D|
1
2Φ(τ)[u0]‖s ≤s ‖(∂ϕma)|D|
1
2Φ(τ)[u0]‖s
+ ‖a‖s+s0+ 12 ‖(∂ϕma)|D|
1
2Φ(τ)[u0]‖s0
≤s ‖a‖s+s0+ 12 ‖u0‖s0+ 12 + ‖a‖s0+1‖Φ(τ)u0‖s+ 12 .
(A.52)
Then (A.45), (A.46), (A.47), (A.49), (A.51), (A.52) imply
supt∈[0,1]‖Φ(t)u0‖s+1 ≤s ‖u0‖s+1 + ‖a‖s+s0+ 32 ‖u0‖s0
+ ‖a‖s0+1supτ∈[0,1]‖Φ(τ)u0‖s+1 + ‖a‖s+s0+ 12 ‖u0‖s0+1 .
Then, using (A.41) and Lemma 2.2 (with a0 = 2s0 +
1
2 , b0 = s0, p = s − s0,
q = 1), we get
supt∈[0,1]‖Φ(t)u0‖s+1 ≤s ‖u0‖s+1 + ‖a‖s+s0+ 32 ‖u0‖s0 + ‖a‖s+s0+ 12 ‖u0‖s0+1
≤s ‖u0‖s+1 + ‖a‖s+s0+ 32 ‖u0‖s0
which is (A.43) for s+ 1.
We have proved (A.42), (A.43), for u0 ∈ C∞(Tν+1). The estimates for
u0 ∈ Hs follow by density.
We also prove the following tame estimates.
Lemma A.6. For all n ≥ 1, if ‖a‖s0+n2+2 ≤ δ(s) small, then the following
tame estimates hold: ∀s ≥ s0
‖〈D〉−n2 Φ(t)〈D〉n2 h‖s , ‖〈D〉n2 Φ(t)〈D〉− n2 h‖s
≤s ‖h‖s + ‖a‖s+s0+n2+2‖h‖s0 .
(A.53)
Proof. Let Φn(t) := 〈D〉−n2 Φ(t)〈D〉n2 . We consider h ∈ C∞ so that Φn(t)h ∈
C∞.
We have Φn(0) = Id and
∂tΦn(t) = 〈D〉− n2 ia|D| 12Φ(t)〈D〉n2 = ia|D| 12Φn(t) + i[〈D〉−n2 , a|D| 12 ]〈D〉n2 Φn(t) .
Therefore by Duhamel principle we get
Φn(t) = Φ(t) + Ψn(t) ,
Ψn(t) :=
∫ t
0
Φ(t− τ)AnΦn(τ) dτ where An := i[〈D〉− n2 , a|D| 12 ]〈D〉n2 .
(A.54)
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By Lemmata 2.14, 2.15, and (2.40), (2.39), we get the estimate
|An|0,s,0 ≤s ‖a‖s+n
2
+2 . (A.55)
Then by (A.54), using (A.42) (for s = s0) and Lemma 2.21, we get
supt∈[0,1]‖Φn(t)h‖s0 ≤ C‖h‖s0 + C‖a‖s0+n2+2 supt∈[0,1]‖Φn(t)h‖s0 .
For C‖a‖s0+n2+2 ≤ 1/2, we deduce supt∈[0,1]‖Φn(t)h‖s0 ≤ C‖h‖s0 . Then
(A.43), (A.55) and Lemma 2.21, imply, for all s > s0,
‖Ψn(t)h‖s ≤s supt∈[0,1]
(‖AnΦn(t)h‖s + ‖a‖s+s0+ 12 ‖h‖s0)
≤s ‖a‖s+s0+n2+2‖h‖s0 + ‖a‖s0+n2+2‖h‖s
+ ‖a‖s0+n2+2 supt∈[0,1]‖Ψn(t)h‖s . (A.56)
Hence, for ‖a‖s0+n2+2 ≤ δ(s) small, we deduce the estimate (A.53) by (A.54),
(A.43), (A.56).
If h ∈ Hs, the estimate (A.53) follows by density.
Now we prove similar tame estimates for the operator ∂kλ∂
β
ϕΦ when the vector
field ia(λ, ϕ, x)|D|1/2 depends also on λ. The operator ∂kλ∂βϕΦ loses |Dx|
|β|+|k|
2
derivatives which are compensated by applying 〈D〉− |β|+|k|2 .
Proposition A.7. Assume that
‖a‖2s0+β0+1 ≤ δ(s) , ‖a‖k0,γ2s0+ 52+β0+k0 ≤ 1 (A.57)
with δ(s) > 0 small enough. Then, for all |k| ≤ k0, |β| ≤ β0, the following tame
estimates hold:
‖∂kλ∂βϕΦ〈D〉−
|β|+|k|
2 h‖s ≤s γ−|k|‖h‖s , ∀s ∈ [0, s0 + 1] , (A.58)
‖∂kλ∂βϕΦ〈D〉−
|β|+|k|
2 h‖s ≤s γ−|k|
(‖h‖s + ‖a‖k0,γs+s0+|β|+|k|+1‖h‖s0) , ∀s ≥ s0 ,
(A.59)
and
‖〈D〉∂kλ∂βϕΦ〈D〉−
|β|+|k|
2 −1h‖s ≤s γ−|k|‖h‖s , ∀s ∈ [0, s0 + 1] , (A.60)
‖〈D〉∂kλ∂βϕΦ〈D〉−
|β|+|k|
2 −1h‖s
≤s γ−|k|
(‖h‖s + ‖a‖k0,γs+s0+|β|+|k|+2‖h‖s0) , ∀s ≥ s0 . (A.61)
We prove Proposition A.7 by induction. We introduce the following notation
• Notation : Given k1, k ∈ Nν+1, we say that k1 ≺ k if each component
k1,m ≤ km, ∀m = 1, . . . , ν+1, and there exists m¯ ∈ {1, . . . , ν+1} such that
k1,m¯ 6= km¯. Given (k1, β1), (k, β) ∈ Nν+1×Nν we say that (k1, β1) ≺ (k, β)
if each component k1,m ≤ km, β1,n ≤ βn, ∀m = 1, . . . , ν+1, ∀n = 1, . . . , ν
and (k1, β1) 6= (k, β).
We first estimate ‖∂kλ∂βϕΦ〈D〉−
|β|+|k|
2 h‖L2ϕHsx .
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Lemma A.8. Assume (A.57). Then, for all ϕ ∈ Tν , |k| ≤ k0, |β| ≤ β0,
‖∂kλ∂βϕΦ(ϕ)〈D〉−
|β|+|k|
2 h‖Hsx ≤s γ−|k|‖h‖Hsx , ∀s ∈ [0, 1] , (A.62)
‖∂kλ∂βϕΦ(ϕ)〈D〉−
|β|+|k|
2 h‖Hsx
≤s γ−|k|
(‖h‖Hsx + ‖a‖k0,γs+s0+|β|+ |k|2 + 12 ‖h‖H1x) , ∀s ≥ 1 . (A.63)
Proof. We take h ∈ C∞, so that ∂kλ∂βϕΦ(ϕ)〈D〉−
|β|+|k|
2 h is C∞.
We argue by induction on (k, β). For k = β = 0 the estimates (A.62)-(A.63)
are proved by (A.18)-(A.19). Then supposing that (A.62)-(A.63) hold for all
(k1, β1) ≺ (k, β), |k| ≤ k0, |β| ≤ β0, we prove them for ∂kλ∂βϕΦ〈D〉−
|β|+|k|
2 .
Differentiating (6.131) and using the Duhamel principle we get
∂kλ∂
β
ϕΦ(t) =
∫ t
0
Φ(t− τ)Fβ,k(τ) dτ (A.64)
where
Fβ,k(τ) :=
∑
k1+k2=k
β1+β2=β
(k1,β1)≺(k,β)
C(k1, k2, β1, β2)(∂
k2
λ ∂
β2
ϕ a)|D|
1
2 ∂k1λ ∂
β1
ϕ Φ(τ) . (A.65)
We now prove (A.63). For all (k1, β1) ≺ (k, β), k1 + k2 = k, β1 + β2 = β, for all
t, τ ∈ [0, 1], using (A.19), tame estimates for the product, (A.57), we deduce
‖Φ(t− τ)(∂k2λ ∂β2ϕ a)|D|
1
2 ∂k1λ ∂
β1
ϕ Φ(τ)〈D〉−
|β|+|k|
2 h‖Hsx
≤s ‖(∂k2λ ∂β2ϕ a)|D|
1
2 ∂k1λ ∂
β1
ϕ Φ(τ)〈D〉−
|β|+|k|
2 h‖Hsx
+‖a‖s+s0+ 12 ‖(∂
k2
λ ∂
β2
ϕ a)|D|
1
2 ∂k1λ ∂
β1
ϕ Φ(τ)〈D〉−
|β|+|k|
2 h‖H1x
≤s γ−|k2|‖a‖k0,γs+s0+|β|+1‖∂
k1
λ ∂
β1
ϕ Φ(τ)〈D〉−
|β|+|k|
2 h‖
H
3
2
x
+γ−|k2|‖∂k1λ ∂β1ϕ Φ(τ)〈D〉−
|β|+|k|
2 h‖
H
s+1
2
x
. (A.66)
Now, since (k1, β1) ≺ (k, β),
∂k1λ ∂
β1
ϕ Φ(τ)〈D〉−
|β|+|k|
2 = ∂k1λ ∂
β1
ϕ Φ(τ)〈D〉−
|β1|+|k1|
2 〈D〉−m2 ,
m := |β| − |β1|+ |k| − |k1| ≥ 1 ,
and, applying the inductive estimates (A.63) for ∂k1λ ∂
β1
ϕ Φ(τ)〈D〉−
|β1|+|k1|
2 , (A.57),
we get
(A.66) ≤s γ−|k|
(‖h‖Hsx + ‖a‖k0,γs+s0+ 12+|β|+ |k|2 ‖h‖H1x)
which, by (A.64), (A.65), proves (A.63) for h which is C∞. The estimate (A.63)
for h ∈ Hs follows by density. The estimates (A.62) follow in the same way
using (A.18).
Then, integrating in ϕ we get the following corollary
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Lemma A.9. Assume (A.57). Then, for all ϕ ∈ Tν , |k| ≤ k0, |β| ≤ β0, we
have
‖∂kλ∂βϕΦ(ϕ)〈D〉−
|β|+|k|
2 h‖L2ϕHsx ≤s γ−|k|‖h‖L2ϕHsx , ∀s ∈ [0, 1] , (A.67)
‖∂kλ∂βϕΦ(ϕ)〈D〉−
|β|+|k|
2 h‖L2ϕHsx
≤s γ−|k|
(‖h‖L2ϕHsx + ‖a‖k0,γs+s0+ 12+|β|+ |k|2 ‖h‖L2ϕH1x) , ∀s ≥ 1 , (A.68)
and
‖〈D〉∂kλ∂βϕΦ(ϕ)〈D〉−
|β|+|k|
2 −1h‖L2ϕHsx ≤s γ−|k|‖h‖L2ϕHsx , ∀s ∈ [0, 1] , (A.69)
‖〈D〉∂kλ∂βϕΦ(ϕ)〈D〉−
|β|+|k|
2 −1h‖L2ϕHsx
≤s γ−|k|
(‖h‖L2ϕHsx + ‖a‖k0,γs+s0+|β|+ |k|2 + 32 ‖h‖L2ϕH1x) , ∀s ≥ 1 . (A.70)
Proof of Proposition A.7. Let h ∈ C∞. We argue by induction. For k =
0, β = 0 the estimates (A.58)-(A.59) follow by (A.42)-(A.43). We first argue
by induction on k assuming that we have already proved (A.58)-(A.59) for all
k1 ≺ k, |β| ≤ β0. Then we prove the tame estimates (A.58)-(A.59) for the
operator ∂kλ∂
β
ϕΦ〈D〉−
|β|+|k|
2 , for all |β| ≤ β0. To do this we argue by induction
on |β|, assuming (A.58)-(A.59) for all |β| < n and we prove them for |β| = n
(also n = 0). To estimate ‖∂kλ∂βϕΦ〈D〉−
|β|+|k|
2 h‖s we argue by induction on s.
Proof of (A.58) for |β| = n. For s = 0, by (A.67), we have
‖∂kλ∂βϕΦ〈D〉−
|β|+|k|
2 h‖0 = ‖∂kλ∂βϕΦ〈D〉−
|β|+|k|
2 h‖L2ϕL2x
≤ Cγ−|k|‖h‖L2ϕL2x = Cγ−|k|‖h‖0 .
(A.71)
Now we suppose to have proved (A.58) with |β| = n, up to the Sobolev index
s < s0 + 1 and we prove it for s+ 1 ≤ s0 + 1. We have
‖∂kλ∂βϕΦ〈D〉−
|β|+|k|
2 h‖s+1 ≃ ‖∂kλ∂βϕΦ〈D〉−
|β|+|k|
2 h‖L2ϕHs+1x
+ ‖∂kλ∂βϕΦ〈D〉−
|β|+|k|
2 h‖Hs+1ϕ L2x .
(A.72)
The first term in (A.72) is estimated, using (A.68), s ≤ s0, (A.57), by
‖∂kλ∂βϕΦ〈D〉−
|β|+|k|
2 h‖L2ϕHs+1x ≤s γ
−|k|(‖h‖s+1 + ‖a‖k0,γ
s+1+s0+
1
2+|β|+ |k|2
‖h‖1
)
≤s γ−|k|‖h‖s+1 .
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Now we estimate the second term in (A.72). By the inductive hyphothesis
‖∂kλ∂βϕΦ〈D〉−
|β|+|k|
2 h‖Hs+1ϕ L2x ≃ ‖∂
k
λ∂
β
ϕΦ〈D〉−
|β|+|k|
2 h‖L2ϕL2x +
+ sup
α∈Nν ,|α|=1
‖∂kλ∂βϕΦ〈D〉−
|β|+|k|
2 [∂αϕh]‖HsϕL2x
+ sup
α∈Nν ,|α|=1
‖∂kλ∂β+αϕ Φ〈D〉−
|β|+|k|
2 h‖HsϕL2x
(A.71)
⋖ γ−|k|‖h‖0
+ sup
α∈Nν ,|α|=1
‖∂kλ∂βϕΦ〈D〉−
|β|+|k|
2 [∂αϕh]‖s
+ sup
α∈Nν ,|α|=1
‖∂kλ∂β+αϕ Φ〈D〉−
|β|+|k|
2 h‖s (A.73)
≤s γ−|k|‖h‖s+1
+ sup
α∈Nν ,|α|=1
‖∂kλ∂β+αϕ Φ〈D〉−
|β|+|k|
2 h‖s . (A.74)
Now, differentiating (6.131) and using Duhamel principle, we get
∂kλ∂
β+α
ϕ Φ(t) =
∫ t
0
Φ(t− τ)Fβ,k(τ) dτ ,
Fβ,k(τ) := F
(1)
β,k(τ) + F
(2)
β,k(τ) + F
(3)
β,k(τ) ,
(A.75)
where
F
(1)
β,k(τ) :=
∑
β1+β2=β+α
k1+k2=k
k1≺k
C(k1, k2, β1, β2)∂
k2
λ ∂
β2
ϕ a|D|1/2∂k1λ ∂β1ϕ Φ(τ)
F
(2)
β,k(τ) :=
∑
β1+β2=β+α
|β1|≤n−1
C(β1, β2)∂
β2
ϕ a|D|1/2∂kλ∂β1ϕ Φ(τ)
F
(3)
β,k(τ) :=
∑
β1+β2=β+α
|β1|=n
C(β1, β2)∂
β2
ϕ a|D|1/2∂kλ∂β1ϕ Φ(τ) . (A.76)
Note that if n = 0 the same formula applies, just without the second line.
Therefore
‖∂kλ∂β+αϕ Φ〈D〉−
|β|+|k|
2 h‖s
⋖ sup
k1≺k
k1+k2=k
β1+β2=β+α
sup
t,τ∈[0,1]
‖Φ(t− τ)(∂k2λ ∂β2ϕ a)|D|
1
2 ∂k1λ ∂
β1
ϕ Φ(τ)〈D〉−
|β|+|k|
2 h‖s
+ sup
β1+β2=β+α
|β1|≤n−1
sup
t,τ∈[0,1]
‖Φ(t− τ)(∂β2ϕ a)|D|
1
2 ∂kλ∂
β1
ϕ Φ(τ)〈D〉−
|β|+|k|
2 h‖s
+ sup
β1+β2=β+α
|β1|=n
sup
t,τ∈[0,1]
‖Φ(t− τ)(∂β2ϕ a)|D|
1
2 ∂kλ∂
β1
ϕ Φ(τ)〈D〉−
|β|+|k|
2 h‖s.
(A.77)
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We estimate separately the three terms in the above inequality. By the estimate
(A.42) for Φ, the inductive hyphothesis for k1+k2 = k, k1 ≺ k, β1+β2 = β+α,
t, τ ∈ [0, 1], and using (A.57), we get
‖Φ(t− τ)(∂k2λ ∂β2ϕ a)|D|
1
2 ∂k1λ ∂
β1
ϕ Φ(τ)〈D〉−
|β|+|k|
2 h‖s
≤s ‖(∂k2λ ∂β2ϕ a)|D|
1
2 ∂k1λ ∂
β1
ϕ Φ(τ)〈D〉−
|β|+|k|
2 h‖s
≤s γ−|k2|‖a‖k0,γ2s0+|β|+1‖∂
k1
λ ∂
β1
ϕ Φ(τ)〈D〉−
|β|+|k|
2 h‖s+1
≤s γ−|k|‖h‖s+1 . (A.78)
The second term in (A.77) is estimated as in (A.78). Then we consider the last
term in (A.77). For β1 + β2 = β + α, |β1| = n, s ≤ s0,
‖Φ(t− τ)(∂β2ϕ a)|D|
1
2 ∂kλ∂
β1
ϕ Φ(τ)〈D〉−
|β|+|k|
2 h‖s
≤s ‖a‖2s0+|β|+1‖∂kλ∂β1ϕ Φ(τ)〈D〉−
|β|+|k|
2 h‖s+1 . (A.79)
By (A.72)-(A.79) we get
sup
|β|=n
sup
t∈[0,1]
‖∂kλ∂βϕΦ(t)〈D〉−
|β|+|k|
2 h‖s+1
≤s γ−|k|‖h‖s+1
+ ‖a‖2s0+|β|+1 sup
|β|=n
sup
t∈[0,1]
‖∂kλ∂βϕΦ(t)〈D〉−
|β|+|k|
2 h‖s+1
which implies (A.58) for |β| = n at s+ 1, because ‖a‖2s0+|β|+1 ≤ δ(s) is small
enough (see (A.57)).
Proof of (A.59) for |β| = n. The estimate (A.59) for s = s0 follows by
(A.58). Then we assume to have proven (A.59) with |β| = n, up to the Sobolev
index s and we prove it ‖∂kλ∂βϕΦ〈D〉−
|β|+|k|
2 h‖s+1. The first term in (A.72) is
estimated, using (A.68), by
‖∂kλ∂βϕΦ〈D〉−
|β|+|k|
2 h‖L2ϕHs+1x ≤s γ
−|k|(‖h‖s+1 + ‖a‖k0,γs+s0+1+|β|+|k|+1‖h‖1) .
(A.80)
Now we estimate the second term in (A.72). We have as in (A.73) that
‖∂kλ∂βϕΦ〈D〉−
|β|+|k|
2 h‖Hs+1ϕ L2x ≃ γ
−|k|‖h‖0
+ sup
α∈Nν ,|α|=1
‖∂kλ∂βϕΦ〈D〉−
|β|+|k|
2 [∂αϕh]‖s
+ sup
α∈Nν ,|α|=1
‖∂kλ∂β+αϕ Φ〈D〉−
|β|+|k|
2 h‖s .
(A.81)
By the inductive hypothesis (on s), we estimate the term in (A.81)
‖∂kλ∂βϕΦ〈D〉−
|β|+|k|
2 [∂αϕh]‖s ≤s γ−|k|
(‖h‖s+1 + ‖a‖k0,γs+s0+1+|β|+|k|‖h‖s0+1)
≤s γ−|k|
(‖h‖s+1 + ‖a‖k0,γs+s0+1+|β|+|k|+1‖h‖s0)
(A.82)
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using (A.57) and the interpolation inequality (2.8) with a0 = 2s0+ |β|+ |k|+1,
b0 = s0, p = s− s0, q = 1, ǫ = 1.
Now we estimate the last term in (A.81). By (A.75)-(A.76) one has
‖∂kλ∂β+αϕ Φ〈D〉−
|β|+|k|
2 h‖s
⋖ sup
k1≺k,k1+k2=k,
β1+β2=β+α
sup
t,τ∈[0,1]
‖Φ(t− τ)(∂k2λ ∂β2ϕ a)|D|
1
2 ∂k1λ ∂
β1
ϕ Φ(τ)〈D〉−
|β|+|k|
2 h‖s
+ sup
β1+β2=β+α
|β1|≤n−1
sup
t,τ∈[0,1]
‖Φ(t− τ)(∂β2ϕ a)|D|
1
2 ∂kλ∂
β1
ϕ Φ(τ)〈D〉−
|β|+|k|
2 h‖s
+ sup
β1+β2=β+α
|β1|=n
sup
t,τ∈[0,1]
‖Φ(t− τ)(∂β2ϕ a)|D|
1
2 ∂kλ∂
β1
ϕ Φ(τ)〈D〉−
|β|+|k|
2 h‖s. (A.83)
Note that if n = 0 the same formula applies, just without the second line. We
estimate separately the terms in (A.83). By the estimate (A.43) on Φ, (A.58),
and the inductive hyphothesis for k1 + k2 = k, k1 ≺ k, β1 + β2 = β + α,
t, τ ∈ [0, 1], we get
‖Φ(t− τ)(∂k2λ ∂β2ϕ a)|D|
1
2 ∂k1λ ∂
β1
ϕ Φ(τ)〈D〉−
|β|+|k|
2 h‖s
≤s γ−|k2|‖∂k1λ ∂β1ϕ Φ(τ)〈D〉−
|β|+|k|
2 h‖s+ 12
+ γ−|k2|‖a‖k0,γs+s0+|β|+1‖∂
k1
λ ∂
β1
ϕ Φ(τ)〈D〉−
|β|+|k|
2 h‖s0+ 12
≤s γ−|k|
(‖h‖s+1 + ‖a‖k0,γs+s0+1+|β|+|k|+1‖h‖s0) (A.84)
using (A.57) and since (2.8) with a0 = 2s0 + |β|+ 1, b0 = s0, p = s− s0, q = 1,
ǫ = 1, implies
‖a‖k0,γs+s0+|β|+1‖h‖s0+1 ≤ ‖a‖
k0,γ
2s0+|β|+1‖h‖s+1 + ‖a‖
k0,γ
s+s0+|β|+2‖h‖s0 . (A.85)
The second term in (A.83) is estimated similarly by (A.84). Then we consider
the third term in (A.83). For β1 + β2 = β + α, |β1| = n, by (A.43), (A.58)
‖Φ(t− τ)(∂β2ϕ a)|D|
1
2 ∂kλ∂
β1
ϕ Φ(τ)〈D〉−
|β|+|k|
2 h‖s
≤s ‖a‖s+s0+|β|+1‖∂kλ∂β1ϕ Φ(τ)〈D〉−
|β|+|k|
2 h‖s0+1
+ ‖a‖2s0+|β|+1‖∂kλ∂β1ϕ Φ(τ)〈D〉−
|β|+|k|
2 h‖s+1
≤s γ−|k|‖a‖s+s0+|β|+1‖h‖s0+1
+ ‖a‖2s0+|β|+1‖∂kλ∂β1ϕ Φ(τ)〈D〉−
|β|+|k|
2 h‖s+1
(A.85)
≤s γ−|k|(‖h‖s+1 + ‖a‖k0,γs+s0+|β|+2‖h‖s0)
+ ‖a‖2s0+|β|+1‖∂kλ∂β1ϕ Φ(τ)〈D〉−
|β|+|k|
2 h‖s+1 . (A.86)
By (A.80), (A.81), (A.82), (A.83), (A.84), (A.86) we get
sup
|β|=n
sup
t∈[0,1]
‖∂kλ∂βϕΦ(t)〈D〉−
|β|+|k|
2 h‖s+1
≤s γ−|k|
(‖h‖s+1 + ‖a‖k0,γs+s0+|β|+|k|+2‖h‖s0)
+ ‖a‖2s0+|β|+1 sup|β|=n
sup
t∈[0,1]
‖∂kλ∂βϕΦ(t)〈D〉−
|β|+|k|
2 h‖s+1
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which implies (A.59) at s + 1 for |β| = n, because ‖a‖2s0+|β|+1 ≤ δ(s) is small
enough (see (A.57)).
Proof of (A.60)-(A.61). We argue by induction on s. The estimate (A.60) for
s = 0 is proved by (A.69) for s = 0. Now let us suppose to have estimated the
operator 〈D〉∂kλ∂βϕΦ〈D〉−
|β|+|k|
2 −1 up to the Sobolev index s and let us prove it
for s+ 1. We have to estimate
‖〈D〉∂kλ∂βϕΦ〈D〉−
|β|+|k|
2 −1h‖s+1 ≃ ‖〈D〉∂kλ∂βϕΦ〈D〉−
|β|+|k|
2 −1h‖L2ϕHs+1x
+ ‖〈D〉∂kλ∂βϕΦ〈D〉−
|β|+|k|
2 −1h‖Hs+1ϕ L2x .
The first term is estimated by (A.70) as
‖〈D〉∂kλ∂βϕΦ〈D〉−
|β|+|k|
2 −1h‖L2ϕHs+1x
≤s γ−|k|
(‖h‖s+1 + ‖a‖k0,γ
s+1+s0+|β|+ |k|2 + 32
‖h‖1
)
,
(A.87)
and the second term, using (A.69), as
‖〈D〉∂kλ∂βϕΦ〈D〉−
|β|+|k|
2 −1h‖Hs+1ϕ L2x
≃ ‖〈D〉∂kλ∂βϕΦ〈D〉−
|β|+|k|
2 −1h‖L2ϕL2x
+ sup
α∈Nν ,|α|=1
‖〈D〉∂kλ∂β+αϕ Φ〈D〉−
|β|+|k|
2 −1h‖HsϕL2x
+ sup
α∈Nν ,|α|=1
‖〈D〉∂kλ∂βϕΦ〈D〉−
|β|+|k|
2 −1∂αϕh‖s
⋖ γ−|k|‖h‖0 + sup
α∈Nν ,|α|=1
‖〈D〉∂kλ∂β+αϕ Φ〈D〉−
|β|+|k|
2 −1h‖s
+ sup
α∈Nν ,|α|=1
‖〈D〉∂kλ∂βϕΦ〈D〉−
|β|+|k|
2 −1∂αϕh‖s . (A.88)
By the inductive hyphothesis, for all α ∈ Nν , |α| = 1,
‖〈D〉∂kλ∂βϕΦ〈D〉−
|β|+|k|
2 −1∂αϕh‖s ≤s γ−|k|‖h‖s+1 , ∀s ≤ s0 (A.89)
and
‖〈D〉∂kλ∂βϕΦ〈D〉−
|β|+|k|
2 −1∂αϕh‖s
≤s γ−|k|
(‖h‖s+1 + ‖a‖k0,γs+s0+|β|+|k|+2‖h‖s0+1), ∀s > s0
≤s γ−|k|
(‖h‖s+1 + ‖a‖k0,γs+1+s0+|β|+1+|k|+1‖h‖s0) ,
(A.90)
since (2.8) with a0 = 2s0 + |β| + |k| + 2, b0 = s0, p = s− s0, q = 1, ǫ = 1, and
(A.57) imply
‖a‖k0,γs+s0+|β|+|k|+2‖h‖s0+1 ≤ ‖h‖s+1 + ‖a‖
k0,γ
s+1+s0+|β|+|k|+2‖h‖s0 .
Finally
‖〈D〉∂kλ∂β+αϕ Φ〈D〉−
|β|+|k|
2 −1h‖s ≤ ‖∂kλ∂β+αϕ Φ〈D〉−
|β|+|k|
2 −1h‖s+1
= ‖∂kλ∂β+αϕ Φ〈D〉−
|β|+|k|+1
2 [〈D〉− 12h]‖s+1
173
and (A.58)-(A.59) imply
‖∂kλ∂β+αϕ Φ〈D〉−
|β|+|k|+1
2 [〈D〉− 12h]‖s+1 ≤s γ−|k|‖h‖s+1 , ∀s ≤ s0 ,
‖∂kλ∂β+αϕ Φ〈D〉−
|β|+|k|+1
2 [〈D〉− 12h]‖s+1 ≤s γ−|k|
(‖h‖s+1
+ ‖a‖k0,γs+1+s0+|β|+1+|k|+1‖h‖s0
)
, ∀s ≥ s0 .
Collecting all the above estimates we have proved (A.60)-(A.61) with Sobolev
index s+ 1.
We have then proved the estimates (A.58)-(A.61) for h ∈ C∞. If h ∈ Hs
they follow by density. The proof of Proposition A.7 is completed. 
Proposition A.10. For β0 ∈ N assume that
‖a‖
2s0+
β0+k0
2 +3
≤ δ(s) , ‖a‖k0,γ
2s0+3+
3
2β0+
k0
2
≤ 1 , (A.91)
for δ(s) > 0 small. Then, for all β ∈ Nν , k ∈ Nν+1 with |β| ≤ β0, |k| ≤ k0,
s ≥ s0, we have
supt∈[0,1]‖〈D〉−
|β|+|k|
2 ∂kλ∂
β
ϕΦ(ϕ, t)h‖s
≤s γ−|k|
(‖h‖s + ‖a‖k0,γs+s0+2+ 32 |β|+ 12 |k|‖h‖s0) , (A.92)
supt∈[0,1]‖〈D〉−
|β|+|k|
2 −1∂kλ∂
β
ϕΦ(ϕ, t)〈D〉h‖s
≤s γ−|k|
(‖h‖s + ‖a‖k0,γs+s0+3+ 32 |β|+ 12 |k|‖h‖s0) . (A.93)
Proof. We prove only (A.93). The proof of (A.92) is the same (easier). We take
h ∈ C∞ and we argue by induction on (k, β). For k = 0 , β = 0 the estimate
(A.93) is proved by (A.53) with n = 2. Then supposing that (A.93) holds for
all (k1, β1) ≺ (k, β), |k| ≤ k0, |β| ≤ β0, we prove it for 〈D〉− |β|+|k|2 −1∂kλ∂βϕΦ〈D〉
for which we use the integral representation (A.64)-(A.65). For all β1+ β2 = β,
k1 + k2 = k, (k1, β1) ≺ (k, β), t, τ ∈ [0, 1], one has
〈D〉− |β|+|k|2 −1Φ(t− τ)(∂k2λ ∂β2ϕ a)|D|
1
2 ∂k1λ ∂
β1
ϕ Φ(τ)〈D〉 (A.94)
= 〈D〉− |β|+|k|2 −1Φ(t− τ)〈D〉 |β|+|k|2 +1
〈D〉− |β|+|k|2 −1(∂k2λ ∂β2ϕ a)〈D〉
|β|+|k|
2 +1
|D| 12 〈D〉−m2 〈D〉− |β1|+|k1|2 −1∂k1λ ∂β1ϕ Φ(τ)〈D〉
where m := |β|− |β1|+ |k|− |k1| ≥ 1. These three terms satisfy tame estimates.
By (A.53) (which can be applied because of (A.91)) we have
‖〈D〉− |β|+|k|2 −1Φ(t− τ)〈D〉 |β|+|k|2 +1h‖s ≤s ‖h‖s + ‖a‖s+s0+2+ |β|+|k|2 ‖h‖s0 .
(A.95)
Lemma 2.13, 2.14, and (2.39), (2.40), imply
|〈D〉− |β|+|k|2 −1∂k2λ ∂β2ϕ a〈D〉
|β|+|k|
2 +1|0,s,0 ≤s ‖∂k2λ ∂β2ϕ a‖s+ |β|+|k|2
≤s γ−|k2|‖a‖k0,γ
s+ 32 |β|+ |k|2
. (A.96)
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Since (k1, β1) ≺ (k, β), using the inductive estimates (A.92) for
〈D〉− |β1|+|k1|2 −1∂k1λ ∂β1ϕ Φ(τ)〈D〉 ,
we get
‖|D| 12 〈D〉−m2 〈D〉− |β1|+|k1|2 −1∂k1λ ∂β1ϕ Φ(τ)〈D〉h‖s
≤s ‖〈D〉−
|β1|+|k1|
2 −1∂k1λ ∂
β1
ϕ Φ(τ)〈D〉h‖s
≤s γ−|k1|
(‖h‖s
+ ‖a‖k0,γ
s+s0+2+
3
2 |β|+ |k|2
‖h‖s0
)
. (A.97)
In conclusion, (A.94)-(A.97) imply (A.93). If h ∈ Hs the estimate (A.93) follows
by density.
As a corollary we get
Proposition A.11. Assume (A.57). Then the flow Φ(t, λ) of (A.1) is Dk0 -k02 -
tame (Definition 2.18), more precisely, for all k ∈ Nν+1, |k| ≤ k0, s ≥ s0,
sup
t∈[0,1]
‖∂kλΦ(ϕ, t)h‖s
≤s γ−|k|
(‖h‖
s+ |k|2
+ ‖a‖k0,γs+s0+|k|+1‖h‖s0+ |k|2
)
,
(A.98)
sup
t∈[0,1]
‖∂kλ(Φ(t)− Id)h‖s
≤s γ−|k|
(‖a‖k0,γs0 ‖h‖s+ |k|+12 + ‖a‖k0,γs+s0+k0+ 32 ‖h‖s0+ |k|+12 ) . (A.99)
Proof. By (A.59) (with β = 0) we have
‖∂kλΦ(ϕ, t)h‖s = ‖∂kλΦ(ϕ, t)〈D〉−
|k|
2 〈D〉 |k|2 h‖s
≤s γ−|k|
(‖〈D〉 |k|2 h‖s + ‖a‖k0,γs+s0+|k|+1‖〈D〉 |k|2 h‖s0)
≤s γ−|k|
(‖h‖
s+ |k|2
+ ‖a‖k0,γs+s0+|k|+1‖h‖s0+ |k|2
)
which proves (A.98).
Proof of (A.99). By (A.1), i.e. (6.131), we write Φ(t)−Id = ∫ t0 ia|D| 12Φ(τ) dτ .
Then (A.99) for k = 0 follows by (2.72) and (A.43). For |k| > 0, (A.99) follows
by interpolation and using (A.98).
Finally we consider also the dependence of the flow Φ with respect to the
torus i := i(ϕ) := (ϕ, 0, 0) + I(ϕ) (recall the notation (4.19)). Assuming that
there exists σ > 0 such that for any s ≥ 0, the map
I(λ) ∈ Ys+σ 7→ a(λ, i(λ)) ∈ Hs ,
Ys := Hs(Tν ,Rν)×Hs(Tν ,Rν)× (Hs(Tν+1,R2) ∩H⊥S+)
is differentiable, then, by Lemma A.3, the flow Φ(t) is differentiable with respect
to i. Note that in the lemma below we do not estimate the derivatives of
∂iΦ(t) with respect to λ since it is not required, see remark 7.4. We state an
analogous version of Lemma A.4 (the proof is similar) which takes into account
the dependence with respect to the torus i.
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Lemma A.12. For any |β| ≤ β0, h, i, ı̂ which are C∞(Tν+1), the function
∂βϕ∂iΦ
t(i)[̂ı]h ∈ C∞(Tν+1).
Proposition A.13. Let s1 > s0 and assume the condition
‖a‖
2s0+
β0+1
2 +3
≤ δ(s1) , ‖a‖s1+s0+3+ 32β0 ≤ 1 (A.100)
for δ(s1) > 0 small enough. Then, for all β ∈ Nν with |β| ≤ β0, for all s ∈ [s0, s1]
‖〈D〉− |β|+12 ∂βϕ
(
∂iΦ(t)[ˆı]
)
h‖s ≤s ‖∂ia[ˆı]‖s+ 32 |β|+ 12 ‖h‖s (A.101)
‖〈D〉− |β|+12 −1∂βϕ
(
∂iΦ(t)[ˆı]
)〈D〉h‖s ≤s ‖∂ia[ˆı]‖s+ 32 |β|+ 32 ‖h‖s . (A.102)
Proof. We prove (A.102). The proof of (A.101) is similar. We take h, ı̂ in C∞
with respect to ϕ and x, so that 〈D〉− |β|+12 −1∂βϕ
(
∂iΦ(t)[ˆı]
)〈D〉h is C∞. Differ-
entiating (6.131) and using Duhamel principle we get
∂βϕ∂iΦ[̂ı] =
∫ t
0
Φ(t− τ)Fβ(τ) dτ , Fβ := F (1)β + F (2)β (A.103)
where
F
(1)
β (τ) :=
∑
β1+β2=β,|β1|<|β|
C(β1, β2)(∂
β2
ϕ a)|D|
1
2 ∂β1ϕ ∂iΦ[̂ı](τ) (A.104)
F
(2)
β (τ) :=
∑
β1+β2=β
C(β1, β2)(∂
β2
ϕ ∂ia[̂ı])|D|
1
2 ∂β1ϕ Φ(τ) . (A.105)
We argue by induction on β. The proof of (A.102) for β = 0 follows as a
particular case of the estimate below for the term in (A.105).
Estimate of (A.104). For any β1 + β2 = β, |β1| < |β| we have
〈D〉− |β|+12 −1Φ(t− τ)(∂β2ϕ a)|D|
1
2 ∂β1ϕ ∂iΦ[̂ı](τ)〈D〉
=
(〈D〉− |β|+12 −1Φ(t− τ)〈D〉 |β|+12 +1)(〈D〉− |β|+12 −1(∂β2ϕ a)〈D〉 |β|+12 +1)
|D| 12 〈D〉− 12 〈D〉− |β|2 −1∂β1ϕ ∂iΦ[̂ı](τ)〈D〉 . (A.106)
By (A.53), s0 ≤ s ≤ s1, (A.100) one has
‖〈D〉− |β|+12 −1Φ(t− τ)〈D〉 |β|+12 +1h‖s ≤s ‖h‖s + ‖a‖s+s0+2+ |β|+12 +1‖h‖s0
≤s ‖h‖s .
(A.107)
Lemma 2.13, 2.14, and (2.39), (2.40), imply
|〈D〉− |β|+12 −1(∂β2ϕ a)〈D〉
|β|+1
2 +1|0,s,0 ≤s ‖∂β2ϕ a‖s+ |β|+12 +1
≤s ‖a‖s+ 32 |β|+ 32
s≤s1 , (A.100)≤s 1 .
(A.108)
Since |β1| < |β| the inductive hyphothesis implies
‖|D| 12 〈D〉− 12 〈D〉− |β|2 −1∂β1ϕ ∂iΦ[̂ı](τ)〈D〉h‖s ≤s ‖〈D〉−
|β1|+1
2 −1∂β1ϕ ∂iΦ[̂ı](τ)〈D〉h‖s
≤s ‖∂ia[̂ı]‖s+ 32 |β|+ 32 ‖h‖s . (A.109)
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Then (A.104), (A.106), (A.107), (A.108), (A.109) imply
‖〈D〉− |β|+12 −1Φ(t− τ)F (1)β (τ)〈D〉h‖s ≤s ‖∂ia[̂ı]‖s+ 32 |β|+ 32 ‖h‖s . (A.110)
Estimate of (A.105). For any β1 + β2 = β, t, τ ∈ [0, 1], we have
〈D〉− |β|+12 −1Φ(t− τ)(∂β2ϕ ∂ia[̂ı])|D|
1
2 ∂β1ϕ Φ(τ)〈D〉 =(〈D〉− |β|+12 −1Φ(t− τ)〈D〉 |β|+12 +1)(〈D〉− |β|+12 −1(∂β2ϕ ∂ia[̂ı])〈D〉 |β|+12 +1)
|D| 12 〈D〉− 12 〈D〉− |β|2 −1∂β1ϕ Φ(τ)〈D〉 . (A.111)
Lemma 2.13, 2.14, and (2.39), (2.40), imply (as for (A.108))
|〈D〉− |β|+12 −1(∂β2ϕ ∂ia[̂ı])〈D〉
|β|+1
2 +1|0,s,0 ≤s ‖∂ia[̂ı]‖s+ 32 |β|+ 32 . (A.112)
By (A.93), s0 ≤ s ≤ s1, and (A.100) we get
‖|D| 12 〈D〉− 12 〈D〉− |β|2 −1∂β1ϕ Φ(τ)〈D〉h‖s ≤s ‖h‖s . (A.113)
Finally (A.105), (A.111), (A.107), (A.112), (A.113) imply
‖〈D〉− |β|+12 −1Φ(t− τ)F (2)β (τ)〈D〉h‖s ≤s ‖∂ia[̂ı]‖s+ 32 |β|+ 32 ‖h‖s . (A.114)
In conclusion the estimate (A.102) follows by (A.110), (A.114). If h ∈ Hs,
ı̂ ∈ Ys+ 32 |β|+ 32+σ, then (A.102) follows by density.
Proposition A.14. Let s1 > s0 and assume
‖a‖s1+s0+ 52+β0 ≤ 1 , ‖a‖s1+s0+β0+1 ≤ δ(s1) , (A.115)
for some δ(s1) > 0 small. Then for all |β| ≤ β0,
‖∂βϕ∂iΦ[̂ı]〈D〉−
|β|+1
2 h‖s ≤s ‖∂ia[̂ı]‖s+s0+ 12+|β|‖h‖s , ∀s ∈ [0, s1] ,
(A.116)
‖〈D〉∂βϕ∂iΦ[̂ı]〈D〉−
|β|+1
2 −1h‖s ≤s ‖∂ia[̂ı]‖s+s0+ 32+|β|‖h‖s , ∀s ∈ [0, s1 − 1] .
(A.117)
We first provide the estimate in ‖ · ‖L2ϕHsx for all s ∈ [0, s1].
Lemma A.15. Assume (A.115). Then for all ϕ ∈ Tν , the following estimate
holds
‖∂βϕ∂iΦ[̂ı]〈D〉−
|β|+1
2 h‖Hsx ≤s ‖∂ia[̂ı]‖s+s0+ 12+|β|‖h‖Hsx , ∀s ∈ [0, s1] . (A.118)
Proof. Let us suppose that ı̂ and h are C∞. We argue by induction on β,
supposing that we have already proved (A.118) for |β1| < |β|. We use the
integral representation of ∂βϕ∂iΦ[̂ı] in (A.103). For all β1 + β2 = β, |β1| < |β|,
t, τ ∈ [0, 1], by (A.18), (A.19), (A.115), and the inductive hyphothesis,
‖Φ(t− τ)(∂β2ϕ a)|D|
1
2 ∂β1ϕ ∂iΦ[̂ı]〈D〉−
|β|+1
2 h‖Hsx (A.119)
≤s ‖a‖Cs+|β|‖∂β1ϕ ∂iΦ[̂ı]〈D〉−
|β|+1
2 h‖
H
s+1
2
x
≤s ‖∂ia[̂ı]‖s+s0+ 12+|β|+1‖h‖Hsx .
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Similarly, for all β1 + β2 = β, by (A.18), (A.19), (A.115)
‖Φ(t− τ)(∂β2ϕ ∂ia[̂ı])|D|
1
2 ∂β1ϕ Φ(τ)〈D〉−
|β|+1
2 h‖Hsx (A.120)
≤s ‖∂ia[̂ı]‖Cs+|β|‖∂β1ϕ Φ(τ)〈D〉−
|β|+1
2 h‖
H
s+1
2
x
(A.62),(A.63),(A.115)
≤s ‖∂ia[̂ı]‖s+s0+|β|‖h‖Hsx .
By (A.103), (A.119), (A.120) we deduce (A.118). If h ∈ Hsx and
ı̂ ∈ Ys+s0+ 12+|β|+σ it follows by density.
Then, integrating in ϕ, we get the following corollary
Lemma A.16. Let s1 > s0 and assume (A.115). Then for all |β| ≤ β0
‖∂βϕ∂iΦ[̂ı]〈D〉−
|β|+1
2 h‖L2ϕHsx
≤s ‖∂ia[̂ı]‖k0,γs+s0+ 12+|β|‖h‖L2ϕHsx , ∀s ∈ [0, s1] ,
(A.121)
‖〈D〉∂βϕ∂iΦ[̂ı]〈D〉−
|β|+1
2 −1h‖L2ϕHsx
≤s ‖∂ia[̂ı]‖s+s0+ 32+|β|‖h‖L2ϕHsx , ∀s ∈ [0, s1 − 1] .
(A.122)
Proof of Proposition A.14. Let h and ı̂ be C∞ with respect to the variables
ϕ and x.
Proof of (A.116). We argue by induction |β|. For β = 0 the proof of (A.116)
is a particular case of the estimate of (A.126), (A.129) (with k = 0, β + α = 0)
in (A.133). Assume that we have proved (A.116) for ∂βϕ∂iΦ[̂ı]〈D〉−
|β|+1
2 for all
|β| < n, and let us prove it for |β| = n. Then we estimate ‖∂βϕ∂iΦ[̂ı]〈D〉−
|β|+1
2 h‖s
for all |β| = n, for all s ∈ [0, s1]. For s = 0 one has
‖∂βϕ∂iΦ[̂ı]〈D〉−
|β|+1
2 h‖0 = ‖∂βϕ∂iΦ[̂ı]〈D〉−
|β|+1
2 h‖L2ϕL2x
(A.121)
⋖ ‖∂ia[̂ı]‖s0+ 12+|β|‖h‖0 .
Then, assume that (A.116) holds up to the Sobolev index s < s1 and we prove
it for s+ 1 ≤ s1. We have
‖∂βϕ∂iΦ[̂ı]〈D〉−
|β|+1
2 h‖s+1 ≃ ‖∂βϕ∂iΦ[̂ı]〈D〉−
|β|+1
2 h‖L2ϕHs+1x
+ ‖∂βϕ∂iΦ[̂ı]〈D〉−
|β|+1
2 h‖Hs+1ϕ L2x .
By (A.121) we have
‖∂βϕ∂iΦ[̂ı]〈D〉−
|β|+1
2 h‖L2ϕHs+1x ≤s ‖∂ia[̂ı]‖s+1+s0+ 12+|β|‖h‖s+1 . (A.123)
Then
‖∂βϕ∂iΦ[̂ı]〈D〉−
|β|+1
2 h‖Hs+1ϕ L2x ≃ ‖∂
β
ϕ∂iΦ[̂ı]〈D〉−
|β|+1
2 h‖0
+ sup
α∈Nν ,|α|=1
‖∂βϕ∂iΦ[̂ı]〈D〉−
|β|+1
2 ∂αϕh‖HsϕL2x
+ sup
α∈Nν ,|α|=1
‖∂β+αϕ ∂iΦ[̂ı]〈D〉−
|β|+1
2 h‖HsϕL2x . (A.124)
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The inductive hyphothesis implies
‖∂βϕ∂iΦ[̂ı]〈D〉−
|β|+1
2 ∂αϕh‖s ≤s ‖∂ia[̂ı]‖k0,γs+s0+ 12+|β|‖h‖s+1 . (A.125)
We estimate the last term in (A.124). Differentiating (6.131) and using the
Duhamel principle we get
∂β+αϕ ∂iΦ[̂ı] =
∫ t
0
Φ(t− τ)Fβ(τ) dτ , Fβ := F (1)β +F (2)β +F (3)β +F (4)β , (A.126)
with
F
(1)
β (τ) :=
∑
β1+β2=β+α,|β1|=|β|
C(β1, β2)∂
β2
ϕ a|D|
1
2 ∂β1ϕ ∂iΦ[̂ı](τ) (A.127)
F
(2)
β (τ) :=
∑
β1+β2=β+α,|β1|<|β|
C(β1, β2)∂
β2
ϕ a|D|
1
2 ∂β1ϕ ∂iΦ[̂ı](τ) (A.128)
F
(3)
β (τ) :=
∑
β1+β2=β+α
C(β1, β2)(∂
β2
ϕ ∂ia[̂ı])|D|
1
2 ∂β1ϕ Φ(τ) . (A.129)
We estimate separately the terms Φ(t− τ)F (m)β (τ), m = 1, 2, 3. We use that by
(A.42), (A.43), (A.115)
sup
t∈[0,1]
‖Φ(t)h‖s ≤s ‖h‖s ∀s ∈ [0, s1] . (A.130)
For all t, τ ∈ [0, 1], β1 + β2 = β + α, |β1| = |β|, one has by (A.130)
‖Φ(t− τ)∂β2ϕ a|D|
1
2 ∂β1ϕ ∂iΦ[̂ı](τ)〈D〉−
|β|+1
2 h‖s
≤s ‖a‖s+s0+|β|+1‖∂β1ϕ ∂iΦ[̂ı](τ)〈D〉−
|β|+1
2 h‖s+1 . (A.131)
For all t, τ ∈ [0, 1], β1 + β2 = β + α, |β1| < |β|, by (A.130), the inductive
hyphothesis, and (A.115) we get
‖Φ(t− τ)∂β2ϕ a|D|
1
2 ∂β1ϕ ∂iΦ[̂ı](τ)〈D〉−
|β|+1
2 h‖s
≤s ‖a‖s+s0+|β|+1‖∂β1ϕ ∂iΦ[̂ı](τ)〈D〉−
|β|+1
2 h‖s+1
≤s ‖∂ia[̂ı]‖s+1+s0+ 12+|β|−1‖h‖s+1 . (A.132)
For all t, τ ∈ [0, 1], β1 + β2 = β + α, we have, by (A.130),
‖Φ(t− τ)(∂β2ϕ ∂ia[̂ı])|D|
1
2 ∂β1ϕ Φ(τ)〈D〉−
|β|+1
2 h‖s
≤s ‖∂ia[̂ı]‖Cs+|β|+1‖∂β1ϕ Φ(τ)〈D〉−
|β|+1
2 h‖s+1
≤s ‖∂ia[̂ı]‖s+s0+|β|+1‖h‖s+1. (A.133)
using (A.58), (A.59), (A.115). Collecting (A.123)-(A.133) we get
sup
|β|=n
sup
t∈[0,1]
‖∂βϕ∂iΦ[̂ı]〈D〉−
|β|+1
2 h‖s+1 ≤s ‖∂ia[̂ı]‖s+1+s0+ 12+|β|‖h‖s+1
+ ‖a‖s+1+s0+|β| sup|β|=n
sup
t∈[0,1]
‖∂βϕ∂iΦ[̂ı]〈D〉−
|β|+1
2 h‖s+1
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which, by (A.115), implies (A.116) with Sobolev index s+ 1. 
Proof of (A.117). We argue by induction on s. For s = 0 it follows by
(A.122). Then assuming that (A.117) holds up to the Sobolev index s < s1 − 1
and we prove it for s+ 1. We have
‖〈D〉∂βϕ(∂iΦ[̂ı])〈D〉−
|β|+1
2 −1h‖s+1 ≃ ‖〈D〉∂βϕ(∂iΦ[̂ı])〈D〉−
|β|+1
2 −1h‖L2ϕHs+1x
+ ‖〈D〉∂βϕ(∂iΦ[̂ı])〈D〉−
|β|+1
2 −1h‖Hs+1ϕ L2x .
(A.134)
By (A.122) we have
‖〈D〉∂βϕ(∂iΦ[̂ı])〈D〉−
|β|+1
2 −1h‖L2ϕHs+1x ≤s ‖∂ia[̂ı]‖s+1+s0+ 32+|β|‖h‖s+1 . (A.135)
We estimate the second term in (A.134). By the inductive hyphothesis and
(A.122) one has
‖〈D〉∂βϕ(∂iΦ[̂ı])〈D〉−
|β|+1
2 −1h‖Hs+1ϕ L2x
≃ ‖〈D〉∂βϕ(∂iΦ[̂ı])〈D〉−
|β|+1
2 −1h‖L2ϕL2x
+ sup
α∈Nν ,|α|=1
‖〈D〉∂βϕ(∂iΦ[̂ı])〈D〉−
|β|+1
2 −1∂αϕh‖HsϕL2x
+ sup
α∈Nν ,|α|=1
‖〈D〉∂β+αϕ (∂iΦ[̂ı])〈D〉−
|β|+1
2 −1h‖HsϕL2x
≤s ‖h‖s+1 + sup
α∈Nν ,|α|=1
‖〈D〉∂β+αϕ (∂iΦ[̂ı])〈D〉−
|β|+1
2 −1h‖s . (A.136)
Finally, for all α ∈ Nν , |α| = 1, we have, by (A.116),
‖〈D〉∂β+αϕ (∂iΦ[̂ı])〈D〉−
|β|+1
2 −1h‖s ≤s ‖∂β+αϕ (∂iΦ[̂ı])〈D〉−
|β|+2
2 [〈D〉− 12 h]‖s+1
≤s ‖∂ia[̂ı]‖s+1+s0+ 32+|β|‖h‖s+1 . (A.137)
Hence (A.134)-(A.137) imply the estimate (A.117) with Sobolev index s+1. If
h ∈ Hs and ı̂ ∈ Ys+s0+|β|+ 12+σ (resp. ı̂ ∈ Ys+s0+|β|+ 32+σ ), the estimate (A.116)
(resp. (A.117)) follows by density. 
We now estimate the adjoint Φ∗ of the time-1 flow Φ = Φ(ϕ, 1). As in [10]
(Lemma 8.2) we represent the adjoint Φ∗ = Ψ = Ψ(ϕ, 0) with the backward
flow Ψ(ϕ, t) of
∂tΨ(ϕ, t) = i|D| 12 aΨ(ϕ, t) , Ψ(ϕ, 1) = Id . (A.138)
Indeed, since Φ(ϕ, t) solves (6.131) and Ψ(ϕ, t) solves (A.138), we have, for all
u0, v0 ∈ L2x(T), that
∂t
(
Φ(ϕ, t)[u0] , Ψ(ϕ, t)[v0]
)
L2x
= 0 , ∀t ∈ [0, 1] .
Therefore (Φ(ϕ, 1)[u0] , v0)L2x = (u0 , Ψ(ϕ, 0)[v0])L2x , namely
Ψ(ϕ, 0) = Φ(ϕ, 1)∗ = Φ(ϕ)∗ . (A.139)
The adjoint operator, since it is the flow of (A.138), satisfies properties like
those stated in Lemma A.3.
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Proposition A.17. (Adjoint) Assume that
‖a‖k0,γ
2s0+
5
2+k0
≤ 1 , ‖a‖2s0+1 ≤ δ(s) (A.140)
for some δ(s) > 0 small enough. Then for any k ∈ Nν+1, |k| ≤ k0, for all s ≥ s0,
‖(∂kλΦ∗)h‖s ≤s γ−|k|
(‖h‖
s+ |k|2
+ ‖a‖k0,γ
s+s0+|k|+ 32
‖h‖
s0+
|k|
2
)
(A.141)
‖∂kλ(Φ∗ − Id)h‖s
≤s γ−|k|
(‖a‖k0,γs0 ‖h‖s+ |k|+12 + ‖a‖k0,γs+s0+|k|+2‖h‖s0+ |k|+12 ) . (A.142)
Proof. First we take h ∈ C∞.
Proof of (A.141). The equation (A.138) can be written as
∂tΨ(ϕ, t) = ia|D| 12Ψ(ϕ, t) + i[|D| 12 , a]Ψ(ϕ, t) , Ψ(ϕ, 1) = Id ,
and, by Duhamel principle, one gets
Ψ(t) = Φ(t)Φ(1)−1 − i
∫ 1
t
Φ(t− τ)[|D| 12 , a]Ψ(τ) dτ . (A.143)
By (A.139) the estimate (A.141) follows by proving that, for all |k| ≤ k0, s ≥ s0,
sup
t∈[0,1]
‖∂kλΨ(t)h‖s ≤s γ−|k|
(‖h‖
s+ |k|2
+ ‖a‖k0,γ
s+s0+|k|+ 32
‖h‖
s0+
|k|
2
)
. (A.144)
For k = 0, the estimate (A.144) follows by the same proof below (using only
(A.143), (A.43), and (A.150) with k1 = k2 = 0). Then we argue by induction.
We assume that (A.144) holds for k1 ≺ k with |k| ≤ k0 and we prove it for k.
Differentiating (A.143) we get
∂kλΨ(t) = F
(k)
1 (t) + F
(k)
2 (t) (A.145)
where
F
(k)
1 (t) := ∂
k
λ(Φ(t)Φ(1)
−1)
− i
∑
k1+k2+k3=k,k3≺k
∫ 1
t
∂k1λ Φ(t− τ)[|D|
1
2 , ∂k2λ a]∂
k3
λ Ψ(τ) dτ , (A.146)
F
(k)
2 (t) := −i
∫ 1
t
Φ(t− τ)[|D| 12 , a]∂kλΨ(τ) dτ . (A.147)
Estimate of F
(k)
1 (t). By (A.98), (A.43) (for Φ(1)
−1), and (A.140), we get
‖∂kλ(Φ(t)Φ(1)−1)h‖s ≤s γ−|k|
(‖h‖
s+ |k|2
+ ‖a‖k0,γs+s0+|k|+1‖h‖s0+ |k|2
)
(A.148)
and, for all k1 + k2 + k3 = k, k3 ≺ k,
‖∂k1λ Φ(t− τ)[|D|
1
2 , ∂k2λ a]∂
k3
λ Ψ(τ)h‖s
≤sγ−|k1|‖[|D| 12 , ∂k2λ a]∂k3λ Ψ(τ)h‖s+ |k1|2
+ γ−|k1|‖a‖k0,γs+s0+|k1|+1‖[|D|
1
2 , ∂k2λ a]∂
k3
λ Ψ(τ)h‖s0+ |k1|2 . (A.149)
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By (2.58) we have
|[|D| 12 , ∂k2λ a]|− 12 ,s+ |k1|2 ,0 ≤s ‖∂
k2
λ a‖s+ |k1|2 + 52 ≤s γ
−|k2|‖a‖k0,γ
s+
|k1|
2 +
5
2
(A.150)
and, by (A.140), and the inductive hypothesis for k3 ≺ k, we get
‖[|D| 12 , ∂k2λ a]∂k3λ Ψ(τ)h‖s+ |k1|2 ≤s γ
−(|k2|+|k3|)(‖h‖
s+
|k1|+|k3|
2
+ ‖a‖k0,γ
s+s0+|k|+ 32
‖h‖
s0+
|k1|+|k3|
2
)
. (A.151)
Hence (A.146), (A.148), (A.149), (A.151) imply
‖F (k)1 (t)h‖s ≤s γ−|k|
(‖h‖
s+ |k|2
+ ‖a‖s+s0+|k|+ 32 ‖h‖s0+ |k|2
)
. (A.152)
Estimate of F
(k)
2 (t). For all t, τ ∈ [0, 1], using (A.43), the bound
|[|D| 12 , a]|− 12 ,s,0 ≤s ‖a‖s+ 52
(see (A.150) with k1 = k2 = 0), and (A.140) we get
‖F (k)2 (t)h‖s ≤s ‖a‖s0+ 52 sup
τ∈[0,1]
‖∂kλΨ(τ)h‖s + ‖a‖s+s0+1 sup
τ∈[0,1]
‖∂kλΨ(τ)h‖s0 .
(A.153)
Estimate of ∂kλΨ(t). By (A.145), (A.152), (A.153) we get
‖∂kλΨ(t)h‖s ≤s γ−|k|
(‖h‖
s+ |k|2
+ ‖a‖s+s0+|k|+ 32 ‖h‖s0+ |k|2
)
+ ‖a‖s0+ 52 sup
τ∈[0,1]
‖∂kλΨ(τ)h‖s + ‖a‖s+s0+1 sup
τ∈[0,1]
‖∂kλΨ(τ)h‖s0 .
(A.154)
Then, for s = s0, using that, by (A.140), ‖a‖2s0+1 ≤ δ(s) is small enough, we
get
sup
t∈[0,1]
‖∂kλΨ(t)h‖s0 ⋖ γ−|k|
(‖h‖
s0+
|k|
2
+ ‖a‖2s0+|k|+ 32 ‖h‖s0+ |k|2
)
(A.140)
⋖ γ−|k|‖h‖
s0+
|k|
2
,
and therefore, by (A.154), for all s ≥ s0,
sup
t∈[0,1]
‖∂kλΨ(t)h‖s ≤s γ−|k|
(‖h‖
s+ |k|2
+ ‖a‖s+s0+|k|+ 32 ‖h‖s0+ |k|2
)
+ ‖a‖s0+ 52 sup
t∈[0,1]
‖∂kλΨ(t)h‖s
which yields the estimate (A.144) for ∂kλΨ(t) (using again (A.140) and δ(s) small
enough).
Proof of (A.142). By (A.138) we have Ψ(ϕ, t) − Id = −i ∫ 1
t
|D| 12 aΨ(ϕ, τ) dτ ,
then it is enough to apply (A.144). If h ∈ Hs+ |k|2 (resp. h ∈ Hs+ |k|+12 ), the
estimate (A.141) (resp. (A.142)) follows by density.
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Finally we estimate the variation of the adjoint operator Φ∗ with respect to
the torus i(ϕ).
Proposition A.18. Let s1 > s0 and assume the condition
‖a‖s1+s0+3 ≤ 1 , ‖a‖s1+s0+1 ≤ δ(s1) , (A.155)
for some δ(s1) > 0 small. Then, for all s ∈ [s0, s1],
‖∂iΦ∗ [̂ı]h‖s ≤s ‖∂ia[̂ı]‖s+s0+ 12 ‖h‖s+ 12 . (A.156)
Proof. First, we prove that the map Ψ(t) defined in (A.143) satisfies (A.156)
for h and ı̂ which are C∞ with respect to ϕ and x. By differentiating (A.143)
we get
∂iΨ(t)[̂ı] = ∂i(Φ(t)Φ(1)
−1)[̂ı]
− i
∫ 1
t
∂iΦ(t− τ)[̂ı][|D| 12 , a]Ψ(τ) dτ
− i
∫ 1
t
Φ(t− τ)[|D| 12 , ∂ia[̂ı]]Ψ(τ) dτ
− i
∫ 1
t
Φ(t− τ)[|D| 12 , a]∂iΨ(τ)[̂ı] dτ . (A.157)
By (A.116) applied with β = 0 we get
‖∂iΦ(t)[̂ı]h‖s ≤s ‖∂ia[̂ı]‖s+s0+ 12 ‖h‖s+ 12 . (A.158)
Moreover by (2.58)
|[|D| 12 , a]|− 12 ,s,0 ≤s ‖a‖s+ 52 , |[|D|
1
2 , ∂ia[̂ı]]|− 12 ,s,0 ≤s ‖∂ia[̂ı]‖s+ 52 . (A.159)
Then for all t ∈ [0, 1], by (A.158), (A.43), (A.155),
‖∂i(Φ(t)Φ(1)−1)[̂ı]h‖s ≤s ‖∂ia[̂ı]‖s+s0+ 12 ‖h‖s+ 12 (A.160)
and for all t, τ ∈ [0, 1], by (A.144) (applied for k = 0), (A.158), (A.116), (A.159),
(A.43) and (A.155) we get, for any s ∈ [s0, s1],
‖∂iΦ(t− τ)[̂ı][|D| 12 , a]Ψ(τ)h‖s , ‖Φ(t− τ)[|D| 12 , ∂ia[̂ı]]Ψ(τ)h‖s
≤s ‖∂ia[̂ı]‖s+s0+ 12 ‖h‖s+ 12 , (A.161)
‖Φ(t− τ)[|D| 12 , a]∂iΨ(τ)[̂ı]h‖s
≤s ‖a‖s+ 52 ‖∂iΨ(τ)[̂ı]h‖s ≤s δ(s1)‖∂iΨ(τ)[̂ı]h‖s . (A.162)
Therefore (A.157), (A.160), (A.161), (A.162) imply, for all s ∈ [s0, s1],
sup
t∈[0,1]
‖∂iΨ(t)[̂ı]h‖s ≤s ‖∂ia[̂ı]‖s+s0+ 12 ‖h‖s+ 12 + δ(s1) sup
t∈[0,1]
‖∂iΨ(t)[̂ı]h‖s
and therefore, taking δ(s1) small, supt∈[0,1] ‖∂iΨ(t)[̂ı]h‖s ≤s ‖∂ia[̂ı]‖s+s0+ 12 ‖h‖s+ 12 ,
proving (A.156). If h ∈ Hs+ 12 and ı̂ ∈ Ys+s0+ 12+σ, then the estimate follows by
density.
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