A Mindlin-Timoshenko plate system with memory dissipation on the boundary is considered and the asymptotic behavior of the energy when the time goes to infinity is showed, more precisely, we prove that the energy decays with the same rate as the relaxation function, that is, if the relaxation function decay exponentially (respectively polynomially) then the energy decay exponentially (respectively polynomially).
Introduction
In this paper we deal with the Mindlin-Timoshenko plate system. We consider a plate of small thickness h occupying a region Ω ⊂ R 2 . Denoting by ψ(x, y, t) and ϕ(x, y, t) the angles of rotation of a filament and by ω(x, y, t) the vertical displacement of the middle surface, the equations (see [3] ) that model this system are given by where the boundary operators B 1 , B 2 and B 3 are given by 
and g i , i = 1, 2, 3 are non negative decreasing functions. The initial position for ψ, ϕ and ω are prescribed by (1.6) ψ(x, 0) = ψ 0 (x), ϕ(x, 0) = ϕ 0 (x), ω(x, 0) = ω 0 (x) ψ t (x, 0) = ψ 1 (x), ϕ t (x, 0) = ϕ 1 (x), ω t (x, 0) = ω 1 (x) in Ω.
where ψ 0 , ψ 1 , ϕ 0 , ϕ 1 , ω 0 and ω 1 are known functions. A typical example of Ω is given in the next figure
Concerning memory condition on the boundary we can cite only a few works. In [ The nonlinear one-dimensional wave equation with memory condition on the boundary was studied by Qin [7] , he showed existence, uniqueness and stability of global solutions provided the initial data is small in H 3 × H 2 , this result was improved by Muñoz Rivera and Andrade [5] , by taking small initial data in
The uniform stabilization of system (1.1)-(1.4) for frictional boundary conditions instead of condition (1.5) was studied by Lagnese [3] , who proved, under some geometrical conditions that the energy associated to the Mindlin-Timoshenko's plate decays exponentially as time goes to infinity.
The aim of this paper is to study the asymptotic behavior of solutions of system (1.1)-(1.6). We show that the solution decays exponentially to zero provided the relaxation functions g i decays exponentially to zero. Moreover, if g i decays polynomially, then we show that the corresponding solution also decays polynomially to zero with the same rate of decay.
The remainder part of this paper is organized as follows. In the next section we establish the existence, uniqueness and regularity of solutions. In section 3 we show the exponential decay of the first order energy and finally, in section 4 we prove the polynomial decay.
Existence of solutions
In this section the existence and uniqueness of strong solutions will be established. From (1.5) the following boundary conditions is obtained (2.1)
where * is the convolution product given by (g * h)(t) := 
Indeed, if we differentiate condition (1.5) 1 for example, we arrive at the following Volterra equation
Now, we Apply the Volterra inverse operator to get
The other terms are similar. Note that we can retrieve condition (1.5) 1 when the initial data ψ 0 vanishes on Γ 1 , to see this, we integrate (2.2) to obtain
Therefore, we can work with the condition (2.1) instead of (1.5). In the next Lemma we establish some asymptotic properties of the solution of the Volterra's equation 
then, the function k satisfies 
Given
which implies our first assertion. To show the second part let us consider the following notations
which proves our second assertion. 2
The existence of solutions to the system (1.1)-(1.6) can be established by using the standard Galerkin method. This result is given by the following theorem:
Then there exists only one weak solution of (
and satisfy (2.5)
and
the solution has the following regularity property
which is called strong solution.
Finally, let us denote by Λ 1 , Λ 2 and Λ 3 the differential operators
and by a 0 and a 1 the following linear forms 
. This result can be found in [3] .
The above formula will be used frequently in that follows.
Exponential decay
In this section we shall prove that the solutions of system (1.1)-(1.6) decay exponentially to zero provided the resolvent kernel also decay exponentially to zero. We shall assume that there exists
where r(x) := x − x 0 , that is to say, Ω is star-shaped respect to x 0 . The first order energy associated to the system (1.1)-(1.5) is given by
Here we are denoting by a(ψ, ϕ, ω) = a(ψ, ϕ, ω; ψ, ϕ, ω) and the operator 2 is given by (k2h)(t) :
The exponential decay of the energy is given by the following theorem
satisfying the compatibility conditions (2.4) and
Let us assume that the resolvent kernel k is a non-negative function
such that
where c 1 , c 2 are positive constants. Then there exist positive constants C and γ such that
We prove this theorem for initial data
satisfying the compatibility condition (2.4)-(2.5), hence, our conclusion follows by density argument. Before to prove the above theorem, let us establish the following Lemmas. and c 0 such that
then there exist positive constants γ and c such that
Proof: First, let us suppose that γ 0 < γ 1 . Define I(t) by
Integrating from 0 to t we arrive at
Now, we shall assume that γ 0 ≥ γ 1 . In this conditions we get
Integrating from 0 to t we get
Since t ≤ (γ 1 − )e (γ 1 − )t for any 0 < < γ 1 we conclude that
This completes the proof. Let us denote by the operator given by (g h)(t) :
Some relations between the operators * , 2 and are given by the following lemma. 
Proof: Differentiating the expression
with respect to the time, the first part of our conclusion follows. The second part is a consequence of Hölder's inequality. 2 
Lemma 3.4 The energy of the Mindlin-Timoshenko plate system satisfies
Applying Young's inequality our Lemma follows. 2
Let us introduce the following functionals
where 0 is a small positive constant to be fixed later and r = x − x 0 .
Lemma 3.5 There exists a positive constant
Proof: Let us denote by J the following functional
Multiplying equation ( performing an integration by parts we obtain the following identity
where the operator D is given by
On the other hand, multiplying equation (1.1) by ψ, equation (1.2) by ϕ and integrating by parts, we arrive at
Finally, multiplying equation (1.3) by ω and integrating by parts we get
Now, for > 0 let us define the functional R given by
From the identities (3.3), (3.4) and (3.5) we conclude that R satisfies
Taking into account the inequalities in (3.1) we get
From Korn's inequality and Trace Theorem there exist positive constants C 1 , C 2 > 1 such that
hence it follows that
From Young's inequality and the above estimate we conclude that for > 0 there exists C such that
The Trace's theorem implies that
for some C 3 > 0. Using the above inequality we conclude that (3.8)
Substitution of (3.7)-(3.8) into (3.6) yields
Let us take > 0 small enough such that
then we can rewrite the inequality (3.9) as
Since B 1 , B 2 and B 3 can be written as
Our conclusion follows. 2
Proof of Theorem 3.1: From Lemma 3.4 and hypothesis (3.2) we get
Let us denote by for (φ 1 , φ 2 , φ 3 ) = (ψ, ϕ, ω). Since k i is bounded the second inequality of
Let us denote by F the following functional
F(t) := E(t) + δR(t).
Taking δ small enough the above inequalities imply that
where M 0 := 1/ min{g i (0) : i = 1, 2, 3}. It is easy to verify that for δ small enough we also have
Combining inequalities (3.10) and (3.11) we arrive at
Since k i (t) ≤ k i (0)e −c 1 t , Lemma 3.2 implies that F decays exponentially. In view of (3.11) we conclude that the energy also decays exponentially. 2
Polynomial decay
Here our attention will be focused on the uniform rate of decay when the resolvent kernel k decays polynomially like (1 + t) −p . In this case we will show that the solution also decay polynomially with the same rate.
Theorem 4.1 Let us take
Let us assume that the resolvent kernel k is a non-negative function
such that such that
To show this theorem we shall use the same ideas of the previous section, that is, we will construct a Lyapunov functional satisfying the nonlinear differential inequality of the following Lemma Lemma 4.2 Let us suppose that E is a nonnegative C 1 function satisfying 
Proof: Let us denote by I(t) the function defined by
Differentiating the above identity we have
. From where it follows that
I(t) ≤ I(0)
which gives the required inequality. 2
. Proof: For any fixed t we have:
, where p = q + 1 and p = q+1 q . Using Hölder's inequality, we get
This completes the proof.
2
) and g is a continuous function. Then
Moreover, If there exists
, Proof: From Lemma 4.3 we get:
. Now, for 0 < θ < 1 we have
From where the second inequality of Lemma 4.4 follows. When θ = 1 we get
Substitution of the above inequality into (4.2) yields the first inequality. The proof is now com-
plete. 2
Proof of Theorem 4.1: We use some estimates of the previous section which are independent of the behavior of the resolvent kernel k. Using hypothesis (4.1) in Lemma 3.4 yields 
Substituting these inequalities in Lemma 3.5 we get
Let us denote by F the Lyapunov functional
F(t) := E(t) + δR(t).
From inequalities (4.3)-(4.4) we get 
Since k i is bounded, there exists a positive constant C > 0 such that (4.7)
The energy E is also bounded therefore there exists a positive constant C > 0 such that Since p > 2 and θ = 1/2, this last inequality implies that
E(τ ) dτ + tE(t) < ∞
for v = ψ, ϕ, ω. Repeating the same reasoning as above and using the first part of Lemma 4.4 we arrive at
