Perturbation theory is developed for interaction of strongly nonlinear solitary waves close to the limiting, tabletop solitons ( -solitons). The method is based on representing each soliton as a compound of two kinks so that the interaction of N solitons is treated as the interaction of 2N kinks. As an example the Miyata-Choi-Camassa equations for a two-layer fluid is considered. Equations for kink coordinates are obtained and analyzed. Some nontrivial features of two-soliton interaction characteristic of the strongly nonlinear case are established.
Introduction
Since 1960s an important, if not a central, role in the nonlinear wave theory was played by weakly nonlinear processes described by the model equations, such as Boussinesq, Korteweg-de Vries, Gardner, and Benjamin-Ono equations. However, in an increasing number of practical cases, the waves are strongly nonlinear so that the above equations are inapplicable. A typical example is that of internal waves in the ocean. It is a common knowledge now that in many cases the coastal internal waves are strongly nonlinear, i.e., characteristic amplitudes of vertical displacement are comparable with and even exceed the background values of vertical wave scale (e.g., the pycnocline depth). The relevant observational data are outlined in, e.g. [1] [2] [3] [4] [5] [6] and in the review paper [7] . Earlier models of such processes have used the Korteweg-de Vries (KdV) equation modified by a cubic nonlinear term (the Gardner equation), which is still essentially weakly nonlinear, although it can work better than the "pure" KdV [2, 5, 8, 9] . For strongly nonlinear waves, besides the direct numerical simulation of the hydrodynamic equations, some attempts to construct strongly nonlinear, long-wave equations similar to the known weakly nonlinear models mentioned above, have been undertaken, mostly for the two-layer model of stratification [10] [11] [12] . In spite of more strong restrictions of applicability than that for weak nonlinearity, in many cases the long-wave, weakly dispersive models still provide a reasonably good approximation for strong waves, including solitons. A specifics of many such models is that with the increase of soliton amplitude, its profile, after narrowing at small amplitudes, then broadens up to a limiting tabletop shape corresponding to a pair of fronts (kinks) tending to indefinitely separate from each other when approaching the maximal (limiting) amplitude [10] [11] [12] [13] [14] . Numerical simulation of such processes as, e.g., interactions of two or more near-limiting solitons, even in the framework of simplified models, needs a high preciseness and thus can be time-consuming and even unstable. It is also important that numerical approach may not be able to provide a qualitative understanding of the general character of the process for different medium parameters and initial conditions.
Thus, it would be helpful to apply, when possible, an approximate approach that allows to further simplify the problem and even obtain analytical expressions for soliton parameters. Such an approach has been developed in 1980s for solitons in Ref. [15] and subsequent papers (see the review in [16] ). It was shown that well separated solitons interact as classical particles with potentials corresponding to their asymptotics far from their centers. However, for near-limiting solitons this approach becomes, in general, ineffective because of their length so that their frontal and rear areas interact separately. In [17, 18] the perturbation theory was modified in such a way that a soliton is considered as a compound of two kinks interacting separately with another kinks. This approach was applied to an integrable Gardner equation that is applicable to weakly nonlinear waves but has a limiting soliton as a solution.
However, an advantage of such "direct" perturbation methods is that they are not limited by the integrability of an equation and thus can be applied to strongly nonlinear systems. Moreover, as only the wave asymptotics ("tails") are involved in the approximate equations, knowing an analytical expression for a soliton may not be necessary. In this paper the perturbation theory for kinks is applied to a system suggested by Miyata [10] and derived by Choi and Camassa [11] for strongly nonlinear, weakly dispersive waves in a two-layer fluid (in what follows we refer to it as the MCC equations). This system is a rather typical example of strongly nonlinear equations used for description of the oceanic internal waves. 
Strongly nonlinear solitons and kinks
We consider the MCC system for strongly nonlinear waves in a two-layer fluid in the form obtained in ref. [11] :
where η 1,2 = h 1,2 ∓ ξ , h 1,2 are undisturbed thicknesses of the upper and lower layers, respectively, ξ (x, t) is vertical displacement of the interface between the layers; u 1,2 are horizontal fluid velocities (averaged over the vertical coordinate), ρ 1,2 are fluid densities, p is pressure at the interface, and g is gravity acceleration. The geometry of the problem is shown in Figure 1 . In the system (1) the first pair of equations exactly follows from the continuity equations integrated over the vertical coordinate in each layer. The second pair describes variation of horizontal momentum in the long-wave approximation (the layers are thin as compared to the characteristic wavelength). Note that this system can also be derived from the Lagrangian approach [12] . Consider first stationary solutions of (1) which depend on a single variable X = x − ct, where c = const. Then, after elementary transformations, the system (1) is reduced to a second-order ordinary differential equation (ODE) for the displacement ξ :
where m(ξ ) =
gξ 2 + B 3 ξ , and B 1,2,3 are integration constants.
We are interested in the family of solitary solutions of Equation (2) with the asymptotics u(x → ±∞) = 0, ξ(x → ±∞) = 0; this choice corresponds to the solitons discussed in, e.g., Ref. [13] . In this case B 1,2 = −ch 1, 2 and
The polarity of a soliton depends on the layer thickness, namely,
As already mentioned, there exists a limiting configuration; namely, at c → c m the soliton length infinitely increases; at velocities close to c m it has a tabletop shape with an amplitude close to ξ m and relatively sharp edges-kinks. In what follows, we will sometimes refer to such configurations as -solitons. A single kink is a transition between two constant states. It has a unique velocity, ξ = c m , and is characterized by a single parameter, S, which is the coordinate of its center. The corresponding solutions of (2) can be represented as
Here X = x − c m t, S is the coordinate of the kink, which is defined by the relation ξ (X = S) = ξ m 2 . Other variables and parameters in (6) are
The signs + and − in (6) refer to the kinks of different polarities corresponding to transitions from ξ = 0, Figure 2 . Stationary -solitons in Equation (2) containing kinks.
and back from ξ = ξ m , u 1,2 = U 1,2 at (X − S) → +∞ to ξ = 0, u 1,2 = 0 (rear kink, ξ r ). Note that 1 + ξ/a * > 0 at all admissible values of ξ , within the limits −h 2 < ξ < h 1 .
According to (6) , the behavior of kinks near their asymptotics ξ = 0 and ξ = ξ m is exponential:
Here the upper and lower signs correspond to the kinks ξ f and ξ r , respectively, and
In these expressions the upper and lower signs correspond to ξ m < 0 and ξ m > 0, respectively. Qualitatively, the above solutions are analogous to those of the Gardner equation, the interaction of which is considered in [18] . In particular, a -soliton can be represented as a compound of two kinks of opposite polarities ( Figure 2 
This solution will be used as a basic one to be perturbed to find the coordinates of kinks and perturbation of their velocities. Note that transposing these kinks so that (11) we obtain a solution of opposite polarity but with nonzero asymptotics
An important difference between the kinks considered here and those in the Gardner model is that the latter have the same exponential asymptotics at both ends, whereas in the former these asymptotics have different exponents at X − S → ±∞, i.e., 0 = m . As will be shown below, this circumstance results in a specific behavior of phase shifts upon interaction.
Interaction of solitons close to limiting
As previously mentioned, adequate description of solitons close to limiting can be achieved by treating soliton interaction as the interaction of kinks of alternate polarities. For definiteness, it is assumed that solitons (and kinks) propagate along x in positive direction (c m > 0), so that soliton fronts are formed by the kinks with even numbers, and their trailing edges by the odd-numbered kinks.
To apply the perturbation theory, we suppose that the ensemble of kinks is "rarefied" so that the distances between the centers of kinks, S i − S i−1 , are large in comparison with the characteristic width of the kinks, which is of the order of 
followed by matching these solutions in areas between the kinks. In these expansions, X = x-c m t; ξ (0) i and u 0 i (1, 2) are stationary (with respect to X ) solutions of (2) corresponding to the kinks with the unknown, slowly varying coordinates S i (ρ, τ ), where ρ = εx, τ = εt are "slow" variables. The variables u (n) i (1, 2) and ξ (n) i are the nth order perturbations. Substitution of (12) into the basic system (1) and using expansion in powers of ε, result in the standard perturbation scheme. In each order, the perturbations u (n) i (1, 2) and ξ (n) i at n ≥ 1 can be found as functions of X − S i from the ODE linearized with respect to an ith kink, whereas matching of these solutions provides equations for the coordinates S i and, in general, for integration constants.
This problem can be solved in quadratures:
Here U
are integration constants in a nth approximation, whereas the functions H
and on integration constants found in previous approximations;
. This is a linearized Equation (2) withW (ξ
The partial solutions f i1 are localized functions of X − S i with exponentially decaying asymptotics (see (7)), whereas the functions f i2 (X − s i ) have the asymptotics exponentially increasing in both directions
Here the upper and lower signs ± refer to the even and odd numbers i, respectively.
The main-order approximation
We begin with matching the kinks in the zero approximation. Their unperturbed asymptotics ξ m are matched automatically between the kinks of alternating polarities. Thus, the lower-order global solution ξ N (x, t) has the form of a superposition
Note that the exponential asymptotics (7) are of the order of exp(− 0,m |S i±1 − S i |) near the neighboring kink centers, and they should be matched only in the next approximation. It should be stressed that asymptotics of neighboring kinks exponentially increase with the distance from the center of the given ith kink. There are no such terms in (7) but they appear in the first approximation. Indeed, in the first order the right-hand parts of Equation (13) are
Here
is bounded, and at X − S i → ±∞ it tends to nonzero constants (which may depend on "slow" variables). This function causes the asymptotics of the perturbation ξ
which, in general, contain both exponentially increasing and decreasing terms, as well as terms ξ (1) i tending to constants. Both the terms ξ (1) i andξ (1) i must be matched, whereas exponentially decreasing terms are small values of a higher order and should be matched in the next approximation. Note that the part of the solution ξ exist due to the terms factored by f i2 in (13) . Indeed, according to the asymptotics (16) and (17), exponential growth of the integral f i2 H (1) i I d X is neutralized by the decrease of the corresponding functions f i1 , so that the first term in (15) remains limited: at X − S i → ±∞ it tends to constants. However, as f i2 increases and the integral f i1 H (1) i I d X tends to nonzero constants at X − S i → ±∞, it results in exponential divergence of both the free (∼ D (1) i ) and the forced part of the solution related to the right-hand side of (14) . This diverging part of ξ i+1 and f i2 coincide in the corresponding areas, a matching can be made by direct equalizing of the asymptotic values:
where subscript «exp» denotes the main exponential term in the asymptotic series. The part of perturbation ξ (1) i which at X − S i → ±∞ tends to some constants ξ (1) i (±∞), is matched with similar asymptotics of perturbations ξ (1) i±1 in the neighboring kinks. The simplest way to find limitsξ (1) 
i , which has the solution (13) . It is easy to conclude thatξ
SinceW (ξ (0)
i+1 is achieved simply by equating the right-hand parts of (16) with each other:
In addition to the functions ξ (1) i , matching must be made for the perturbations of velocities u and u (1) i±1 (1, 2) with ξ
(a) If the conditions (17) are met, increasing asymptotics of u (1) i (1, 2) at X − S i → ±∞ are identically matched with the main asymptotics of kink solutions for velocities u (0) i±1 (1, 2) . (b) The constant asymptotic limits of perturbations u (1) i (1, 2) are matched with the corresponding asymptotics of perturbations u (1) i±1 (1, 2) if the following conditions are met:
After substituting Equation (16) for H (1) i (1, 2) and H (1) i I into the matching Equations (17), (19) , and (20), and performing elementary integration, we obtain equations for the functions S i , U (1) i (1, 2) , and G (1) i , which are of the main physical interest here:
i (2) .
Here and below we use the same notations, t and x, for the dimensionless time and coordinate:
This set of equations can be simplified in the following way. Substituting the last expression for I i , into the first Equation (21), we then express the functions G (1) i and U (1) i (1, 2) via the same functions of the previous number i − 1. Repeating this procedure inductively, we finally obtain
The general solution and its features
Equations (21) and (22) allow several important conclusions. First, using (22) to write the differences S 2 p − S 2 p−1 which are the distances between kinks forming the same soliton, and summing, we obtain
i.e., the sum of lengths of all solitons is an integral of motion. Then, summation in the expressions (21) for G and U yields
1 (1, 2) .
Using the latter relations in the expressions (18) for the asymptotics ξ (1) i (±∞), we obtain ξ
1 , U
Similar relations can be established forū (1) 1,(1,2) (−∞) andū (1) 2N , (1, 2) (+∞). The fieldsξ (1) 2N (+∞) andū (1) 2N , (1, 2) (+∞) defined in the region in front of the soliton ensemble (X > S 2N ), are prescribed in this problem (in particular, they may be zeros). Equation (24) means that no additional perturbations of the given fieldsξ It is worth noting that the transformation
reduces the system (22) to the known integrable equations of the "Langmuir chain" [19] :
These equations have a universal form, independent of specific values of the parameters M 0,m and 0,m . As shown in the Appendix, this can be used to find the general solution of (22) by interpolation of the solution obtained before for kink interaction in the Gardner equation [18] . Correspondingly, the only nontrivial result of interaction in this approximation is a phase shift acquired by each soliton upon collision. The total phase shift S p for a given pth soliton interacting with all other solitons can be represented by the sum of partial phase shifts S pq which are due to the collisions of this soliton separately with each of the others. The latter are (see A6):
where the signs ± correspond to the cases of p < q and p > q, respectively. Thus, an arbitrary N-soliton collision can be broken down into pair interactions, so that the effect of multiple collision effects is nonexistent in this approximation. At the same time, even in the first approximation the nonintegrable case has an interesting specifics. For example, for the solitons in the Gardner equation (Equation (27) at 0 = m = M 0 = M m = 1) we have
For the MCC solitons considered here, this dependence is supplemented with two additional terms in (27), which can result in a much stronger difference between phase shifts of the solitons at pair interactions. The nature of such a difference is discussed below.
Finally, it should again be underscored that the above results concerning integrability refer only to the first approximation. In general, the MCC Equation (1) are apparently nonintegrable (at least there is no proof of otherwise), which suggests that in the higher approximations, a radiation from the interaction region can be expected.
Compound solitons and their interactions

A single soliton
A general approach is illustrated below with two relatively simple examples. We begin from a two-kink solution corresponding to a stationary soliton:
In this case coordinates of kinks, S 1,2 (t), as follows from (A.1) and (A.2), are:
Taking into account that 2δ = ln(2/ε) (see Equation (A.5) in the Appendix) and returning to the dimensional time, one can readily obtain the dependence between the soliton velocity c and the distance between its edge kinks
Note that this relation can also be obtained from the equations for kink coordinates: S 2 ) ). However, more practical is to use the relation between the soliton velocity c and its amplitude a. It follows from the dependence of the distance S 2 − S 1 between the kinks on the soliton amplitude. Taking into account that S 2 − S 1 m and using the asymptotic limits (7) for the kinks, we have
Now, eliminating (S 2 − S 1 ) from (31) and (32), we obtain Figure 3 shows this approximate dependence (33) for c(a) together with the exact one, Equation (4) . Figure 4 shows soliton profiles according to the approximate (32) and exact (2) solutions. It is seen from these figures that the approximate description agrees very well (with less than a few percent difference) with the exact one in a rather wide range of amplitudes, roughly at ξ m /2 < a < ξ m . 
Two-soliton interaction
Consider now the interaction of four kinks corresponding to two interacting solitons:
Here, the expressions for kink coordinates follow from (A.1) and (A.2) at N = 2: where
,
Soliton collision described by Equation (35) can be considered as a repelling interaction of particles. For example, the expressions for the distance between solitons:
describe the solitons approaching each other from the infinity up to the minimum distance (S 3 − S 2 ) min =
, which occurs at t = T 0 , after which they diverge. The lengths of solitons vary monotonously at the entire time interval, −∞ < t < +∞: the length (S 2 − S 1 ) of the rear, faster soliton decreases, whereas the length (S 4 − S 3 ) of the leading, slower soliton is increasing, namely:
At t = T 0 , the lengths of these solitons become equal, so that the total field is symmetric in space. Subsequently the solitons diverge and eventually exchange their parameters.
Unlike the differences S 2 − S 1 , S 3 − S 2 , and S 4 − S 3 , trajectories of individual kinks, S 1−4 , depend significantly on the parameters of solitons, ε 1,2 . Here two limiting cases with a qualitatively different behavior of kink trajectories can be distinguished.
1. Interaction of solitons with close parameters, ε 2 − ε 1 ε 1,2 , for which, as mentioned, the approach developed above results in a dynamic similar to a collision of classical (point) particles. During the entire interaction process, soliton lengths remain close to each other and vary only slightly. The pairs of kinks forming each soliton move almost synchronously ( Figure 5 ), and the resulting phase shift (28) of the solitons is the same as that for point particles with exponential potentials. 2. Interaction of solitons with strongly differing parameters, ε 1 ε 2 . In this case the lengths of the solitons may differ significantly. Moreover, as shown above, the approximate expression (29) for a soliton is valid even for solitons relatively far from limiting, at ξ m /2 < a < ξ m . Thus, here one soliton is considered close to the limiting one, whereas the second can be significantly smaller and shorter. For brevity, we call the former a wide (or fast) soliton and the latter, a narrow (or slow) soliton. A typical interaction pattern and trajectories of solitons in this case are shown in Figure 6 .
The collision process can be divided into three stages. The first stage begins when the solitons approach each other up to a distance of the order of the length of the narrow, slow soliton. At this stage, the trailing kink of the longer soliton remains far from the other three kinks forming the solitons and is not involved in the interaction. The corresponding solution can be obtained as a degenerated case of (35). Letting ε 1 → 0 in such a way that ε 1 T 1 = −δ 1 , we obtain
At t → −∞, (38) represents the initial disposition of kinks: S 2 = 0 is chosen for the front of the faster soliton which is at rest in the reference frame moving with a limiting velocity; for the other kinks at t → −∞ we have moving with the velocity c m , it stops at the point with the coordinate
Other kinks are slowed down and eventually move synchronously; for them
These kinks form a soliton of the positive polarity opposite to that of the initial solitons; they propagate at a speed of − −1 m ε 2 and have a length
At the second stage of interaction, when the positive soliton moves far away from the kinks 1 and 4 (S 3 − S 2 S 4 − S 3 , S 2 − S 1 ), all kinks move uniformly, and the general pattern can be interpreted as the motion of a narrower positive soliton on the top of the initially wide soliton. The duration of this stage is the longest, so that the duration of the entire interaction process can be estimated as the time of motion of the positive soliton through the initially longer soliton:
Finally, at the third stage the positive soliton reaches the trailing edge of the initially long negative soliton 1, and the interaction of kinks 1-3 completes the process of forming the solitons emerging after the collision. The solution describing interaction of these kinks is symmetric with respect to (38) and can be obtained from the latter by changing t → t, S 4 → −S 1 , S 3 → S 2 , S 2 → −S 3 . From this solution, it follows that the kinks with coordinates S 2 and S 3 forming a positive soliton become the front of the newly emerging narrow (slow) soliton and the trailing edge of the long and fast soliton, respectively, whereas the kink at S 1 is slowing down to become the trailing edge of the slow soliton.
The above description allows one to understand the peculiarities in the dependence of phase shifts of solitons ( S) 1,2 on the parameters ε 1,2 in the case when the lengths of interacting solitons are strongly different. For example, the phase shift ( S) 1 of the long and fast soliton can already be determined from the first stage of interaction when the final motion of its front is established. As long as only the front of the fast soliton is involved in interaction, it is clear that the result does not depend on its length and, hence, on the parameter ε 1 but is determined completely by the parameters of the slower soliton:
It is interesting that the shift S 1 is simply the sum of the lengths of the initial slow soliton and the positive soliton emerging in the process of interaction.
The phase shift of the slow and narrow soliton cumulates at all three stages of the process. 
. It is evident that in the considered range of the parameters ε 1,2 , the value S 2 which is proportional to the length of the fast soliton, makes a determinative contribution to the phase shift S 2 of the slow soliton.
The approximate expressions for S 1 and S 2 are in agreement with the exact expressions for these variables following from (A.6) at ε 1 ε 2 . Divergence of ( S) 2 at ε 1 → 0 is due to the delay of the positive soliton emerging from the slow soliton at a stage when the distance between the solitons is minimal. It is clear that there is no such singularity if the velocities of these two solitons are the same. This latter case occurs for the solitons in the Gardner equation for which m = 0 = M m = M 0 = 1. To illustrate this, Figure 7 shows the dependencies of phase shifts S 2 for both models, MCC and Gardner, qualitatively differing in their behavior near ε 1 → 0: due to the long travel on the flat part of the increasingly long large soliton, the phase shift of the smaller one diverges. This effect is absent in the Gardner equation. Figure 7 . Phase shifts for the fast ( S 1 ) and slow ( S 2 ) solitons as functions of ε 1 for two interacting solitons with the parameters specified in Figure 6 . S Gr -phase shift for the same solitons following from the Gardner equation.
S Gr
Concluding remarks
We believe that the theory developed here illustrates the efficiency of the perturbation approach for strongly nonlinear equations such as the MCC system; indeed, the integrable dynamical equations obtained in the first approximation do not depend on the exact integrability of the basic equation. Whereas some general features of the soliton interaction described above are similar to those known for integrable models such as the Gardner equation, some interesting specifics are observed even in the main approximation, such as the three-stage process, including the stage when the shorter soliton propagates on the longer, tabletop soliton as on a pedestal; the latter results in an anomalously large phase shift of the smaller soliton.
The description of solitons as compounds of kinks seems to be most adequate for strongly nonlinear waves having the characteristic of approaching a limiting, tabletop stage. To illustrate, let us briefly outline the result of application of the earlier theory describing interaction of solitons as whole entities. As follows from the perturbation theory developed in Ref. [16] (which is again independent of the feature of integrability and describes the radiation from the interaction area in the second approximation), in the first approximation the N-soliton interaction is described by a system equivalent to the known Toda lattice:
Here S i is the coordinate of a soliton center, m is the equivalent soliton mass that is related to the full momentum P of the soliton as m = ∂ P/∂c, and the interaction coefficient α is proportional to the product of exponential asymptotics of neighboring solitons. The integrability of (39) implies that in this approximation the parameters of solitons remain unchanged after the interaction (again, this result is exact only for integrable systems). The only nontrivial results of the interaction are the phase shifts that for each soliton are equal to the sum of the shifts occurring at pair collisions:
(As above, there are no multiple collisions here). The corresponding field structure at each moment is close to the superposition of solitons plus small perturbations:
Here, the terms in brackets represent an expansion of the function
Si ) describing the stationary soliton. Note that the term ξ (2) (X ,τ ) contains both localized and nonlocalized perturbations, i.e., the radiation.
This representation works well for relatively weak solitons such as those in the KdV equation to which the MCC system is reduced at small amplitudes. However, for solitons close to limiting it becomes inadequate. Indeed, in such waves very small variations of amplitude and velocity c lead to dramatic variations of their length and, consequently, of the momentum. The derivatives ∂ /∂c and ∂ p/∂c increase even faster. Thus, the expansions leading to (40) and (41) become ineffective. At the same time, representation of a soliton as a compound of kinks suggested above allows one to extend the perturbation theory to the near-limiting -solitons.
Note finally, that broadening of a soliton with the growth of its amplitude is a realistic occurrence in oceanography: it is typical of internal waves in a stratified water layer with a sharp pycnocline, for which the MCC and other equations have been formulated. Indeed, the solitary-type waves that are much wider than those predicted by weakly nonlinear equations such as the KdV, have been observed more than once in field experiments (see [7] and references therein).
Appendix
From (26) it follows that the solution of (22) expressed in terms of R i (t), has the same form at any values of the parameters M 0,m and 0,m . This can be used to find the general solution of (22), explicitly depending on the parameters M 0,m and 0,m by using their solutions known for the particular case M m = M 0 = 1, m = 0 = 1 which corresponds to kink interaction in the Gardner equation [18, 19] : Note first that the sum of exponents in the expressions for a (±) N − p (t) at large times can be significantly simplified, because at t → −∞ the exponent of a minimal power becomes dominant in the sum, whereas at t → +∞ another exponent, having a maximal power, would dominate. These exponents depend on a different set of p parameters ε j . Without lack of generality one can range the parameters ε j such as ε 1 < ε 2 < · · · < ε N −1 < ε N , so that the minimum and maximum of the exponent powers for each p are, respectively, m (2δ N − p+1 + ln( 0 M m )) at t → +∞, but with the inverse order of solitary waves. The only nontrivial factor is phase shifts acquired by solitons upon collision. To find these phase shifts, it is sufficient to consider the asymptotics of coordinates of kinks of the same polarity which, in the limits of t → ±∞, belong to the solitons with the same velocities (the same parameter ε p ). By comparing these asymptotics, we obtain an expression for the shifts of the kink centers (i. e., phase shifts): As follows from (A.5), the total phase shift S p for a given pth soliton is equal to the sum of partial phase shifts S pq which are due to the collisions of this soliton separately with each of the others, namely, where + and − correspond to the cases of p < q and p > q, respectively.
