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ABSTRACT 
One of the d~Cficuities ncountered in the development of an expert system is 
the fact that the available information or evidences are not known with certainty 
and very often they are inconsistent and conflict with one another to some extent. 
Judgment ratios are information of this type; they are seldom completely consis- 
tent. A statistical representation is presented in this paper that attempts to quantify 
this imprecision in the available information. The imprecision is modeled using log- 
normal, Weibuii, beta, and gamma distributions of error factors. The parameters 
of the corresponding error distributions are specified to maintain the same central 
value and spread represented by the median and the variance, respectively. 
The inconsistency in expert judgments i represented by the random behavior of 
these error factors. The deviations of the priorities computed from these expert 
judgments are calculated for each error model. The appropriateness of each dis- 
tribution is tested by comparing its performance with performances xhibited by 
other probable distributions. Numerical simulation is carried out by constructing 
a large number of matrices of judgment ratios conforming to the chosen error 
distribution. The resulting priorities are compared with the actual values. A com- 
parative analysis of the four distributions hows that the log-normal distribution 
best represents the error factors. 
KEYWORDS:  judgment ratio, inconsistency in judgments, statistical dis- 
tribution, expert systems, uncertainty evaluation 
INTRODUCTION 
Real-world problems seldom conform to simple precise models. Expert 
knowledge or information (data) available to handle these complex problems 
may often be imprecise and inconsistent, and conflict with each other to some 
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extent. A proper method to quantify these imprecisions will be very helpful in 
establishing the reliability of the knowledge or the data, as the case may be, 
which in turn will help to estimate the reliability of the conclusions drawn on 
the basis of this knowledge. 
One common form of information/knowledge us d in many problem situ- 
ations is the comparative strength (ratio) of different factors involved in the 
problem. These ratio judgments may be actual judgments from human experts 
or they may be derived from data that cannot be established with complete 
certainty. Therefore, these ratios are rarely completely consistent, which makes 
it difficult to use this available information. However, several ratio techniques 
can be used to process such inconsistent ratio judgments to derive reasonable 
solutions and some measure of goodness of these solutions. One such technique, 
the eigenvector method, is outlined here and will be used in our analysis. The 
purpose of this paper, however, is limited to the investigation of likely models 
and the development of a model that would represent the inconsistency in the 
ratio judgments. The methodology of the technique will be evident from the 
numerical example given later. 
E igenvector  Method 
The eigenvector method (EVM) is a technique developed by Saaty [1] to 
compute the priority vector, ranking the relative importance of factors being 
compared. The only inputs to be furnished by the expert in these procedures 
are the pairwise comparisons of relative importance of the factors, taken two at 
a time. If we denote the expert input comparing the/th factor with respect o 
the jth factor by aij, then the relative importance of the jth factor with respect 
to the/th factor is represented as  1]aij. The n × n matrix obtained by arranging 
these pairwise comparison ratios is termed the reciprocal judgment matrix. 
1 a12 • • • ain 
[.4]= 
1/a12 1 ... a2n 
I / a l#  . . . . . .  I 
The reciprocal matrix is said to be consistent i f a i ja jk  ---- aik for all i, j ,  k, = 
1 . . . . .  n, when the priority vector is simply any normalized column or row of 
the judgment matrix. The attractive f ature of this method is that it is capable of 
handling inconsistent judgments and still provide a reasonable set of priorities. 
The details of this technique are given by Saaty [1], and a comparison with 
other techniques highlighting its strengths can be found in Saaty and Vargas 
[2]. The principal eigenvector W of [.4] is computed by solving the eigenvalue 
problem, 
[A ]W = )~maxW 
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where Xmax is the principal or largest real eigenvalue of [,4]. Xmax is computed 
by solving the characteristic equation det(A - h/n) = 0, where In is the n x n 
identity matrix. The vector obtained by normalizing the elements of Wi by 
imposing the constraint ~-~wi = 1 is the priority vector, which gives the relative 
importance of the n factors. 
Though there is no obvious rigorous mathematical basis, the beauty of the 
operation of this method can be appreciated by considering how neatly it works 
in a situation where all the judgments are consistent. The generalization of the 
procedure to interpret the normalized eigenvector as the priority vector even in 
the presence of inconsistency in the judgment ratios is based on the contention 
that for small perturbations of the pairwise comparison judgment ratios, the 
change in the eigenvector remains mall. 
Imprecision in Judgment Ratios 
The objective of this paper is to model the imprecision of each judgment ratio 
itself, which can then be used to evaluate the results from those judgments. To 
account for the inconsistency among different pairwise comparison ratios, we 
propose to treat the judgments as imprecise stimates of the actual ratios. The 
imprecision can be represented by using error factors. The expert's judgment 
ratio aij 'S cannot be expected to be exactly Pi j 's  (ratios of correct priorities 
Pi/Pj) in actual situations, but they must be indicative of the "general" loca- 
tion of each Pi j .  The expert can be fuzzy about the judgments around the true 
value, the size of the fuzzy region being inversely related to the level of his/her 
expertise or the reliability of the sensor. Thus, the responses are "approxi- 
mately" correct, though not precise. This imprecision or uncertainty inherent 
in the judgment ratios is incorporated by introducing error factors ~ij with each 
inconsistent judgment ratio aij such that aij : Pi j  x eij. The error factor will 
be exactly unity for a perfectly consistent judgment matrix. For any inconsistent 
case the error factors will be such that 0 < Eij ( OC. The range of these error 
factors can be visualized to increase in more inconsistent judgment ratios repre- 
senting lesser degrees of expertise. These desirable characteristics are satisfied 
by many nonnegative distributions, uch as the log-normal, Weibull, beta, and 
gamma distributions. A comparative analysis of how well these distributions 
represent the error factors is the topic of this paper. 
SELECTION OF LOG-NORMAL ERROR MODEL 
The usual method of ascertaining an appropriate distribution of a random 
phenomenon is to collect a reasonable sample of the random variable and carry 
out suitable statistical tests. Sometimes the acquisition of adequate data becomes 
infeasible or even physically impossible. Under such situations, the selection of 
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distribution may be based on 
• A reasonable theoretical justification. For example, for a random variable 
that can be conceived as a sum of a large number of independent random 
variables, the central imit theorem would suggest a normal distribution. 
• The need for some mathematical properties to meet he demand of the pro- 
cess concerned. For example, the beta distribution for project completion 
times in CPM (Critical Path Method) or PERT (Project Evaluation and 
Review Technique) are based on the perceived constraints for the variable. 
The negative xponential distribution for the transition rates in Markov 
chain stems from the specific requirements o satisfy the essential assump- 
tions regarding the process. 
As in the situations cited above, it is clearly impossible to obtain large inde- 
pendent samples for the same judgment factor from a single expert. Therefore, 
to model the judgment factors as a random variable with a suitable distribution, 
we try to use the above techniques to determine an appropriate distribution and 
then compare its performance to that of other likely distributions. 
Let us consider a log-normal error factor ~ij corresponding to a judgment 
ratio aij and denote its distribution by 
This is equivalent to 
~ A(O, o j) 
In ~.ij "-' Normal(0, o2) 
It is clear from the above representation that the median value of the error 
factor eij is 1 and its range can be varied by proper choice of o2j to represent 
varying degrees of expertise. With the log-normal representation f the error 
factors, we find that 
aij = Pij × eij ,~ A(lnpi j ,  azj) 
Therefore, the distribution of judgment ratios satisfies all of the following 
basic desirable characteristics: 
O <_ a~j <_ oo 
Pr(aij <_ Ply) -- 0.5 = Pr(aij >_ Pij) 
Pr(pi j /k <_ aij <_ Ply) = Pr(pij < aij <_ kpij)  fo rk  >0 
With these considerations, the log-normal distribution seems to satisfy many 
of the characteristics that can be expected to associate with the judgment ra- 
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tios. The suitability of log-normal characteristics to represent the error factor 
behavior can further be justified by the following argument. 
Corresponding to a correct judgment ratio, Pij  : P i /P j ,  the judgment ratio 
provided by an expert can be modeled as 
ai j  : P i j  × ei j  
Ideally, the error factor ~ij should be unity, but it will lie in the interval 
[0, c~], the actual magnitude depending upon the inaccuracy of the expert's 
perception. Therefore, 6ij can be treated as a random variable with the central 
value of 1, so that In ¢:ij is another andom variable with the central value of 0. 
If it were possible to generate n estimates of aij,  then 
so that 
(aij) n = (Pi j)  n f i  (~iJ) k 
k=l 
1 n 
ln(aij) ---- ln(Pij) + n Z [ln(eij)k] 
k=l 
Invoking the central imit theorem (as n can be made arbitrarily large), the 
summation of the log errors can be approximated by a normal random variable 
with zero mean and certain variance. Therefore, 
ln(aij) = ln(pi j )  + e where, e ,-~ N(0, 0 "2) 
ln(aij) ,'- N[ ln(P i j ) ,  0 "2] 
And, 
aij "~ A[pi j ,  0 "2] 
This provides a reasonable basis for the expectation that aij behaves like a 
log-normally distributed random variable with a median value Pi j  and a variance 
depending on the spread of the error term or the level of expertise. 
S IMULATION 
In the following we compare the attributes and performance of a log-normal 
distribution against hose of other likely distributions as the candidate for the er- 
ror factor. Understandably, the possible distributions are limited to nonnegative 
range. The comparative study will require us to generate random error factors 
conforming to these distributions. A brief background on these likely distribu- 
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tions and the techniques used to generate the random deviates conforming to 
them are presented in the Appendix. 
Selection of Parameters 
For meaningful comparison, the attributes of interest of the distributions being 
compared should have identical values. Two attributes chosen for the purpose 
of this study are the median value of 1 and same level of variance. The selected 
values of the parameter t 2 and the corresponding values of variances for log- 
normal error are shown in Table 1. These variances will be referred to later as 
variance levels L I -L5 as indicated in this table. 
For comparison purposes, Weibull-distributed random errors are generated 
for five levels of variance corresponding tothe five levels of variance of the log- 
normal error. The parameters of these distributions chosen to keep the median 
at unity and to achieve the variance corresponding to the levels of variance are 
listed in Table 2. 
The parameters of beta errors are again chosen to obtain the matching vari- 
ances and to maintain unit median. Since this distribution is bounded on both 
ends, the lower bound is taken as the inverse of the upper bound to preserve 
the reciprocal nature. The upper boundary is chosen to make the range nearly 
10 times the standard eviation to be achieved. The parameters thus fixed for 
the beta distribution are tabulated in Table 3. 
The parameters of gamma distributions are similarly chosen to keep the me- 
dian at unity and to obtain the variances being considered. The parameters thus 
calculated are tabulated in Table 4. 
The various error distributions for variances L2 and L4 are pictorially com- 
pared in Figures 1--4. 
Simulation Procedure 
The priorities computed as the normalized eigenvector f the judgment matrix 
remain close to the actual priorities for small deviation of the judgment ratios. 
Table 1. The Selected Parameter o 2 and the Corresponding Error Variance 
Parameter a 2 Error Variance Variance Level 
0.10 0.1162 L1 
0.20 0.2704 L2 
0.30 0.4723 L3 
0.40 0.7337 L4 
0.50 1.0696 L5 
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Table 2. The Parameters of Weibull Errors with Unit Median and Different 
Variance Levels 
Weibull Parameters 
Variance Level Error Variance c~ ~5 
L1 0.1162 1.12 3.25 
L2 0.2704 1.19 2.15 
L3 0.4723 1.25 1.67 
L4 0.7337 1.30 1.40 
L5 1.0696 1.35 1.23 
Table 3. The Parameters of Beta Errors with Unit Median and Different 
Levels of Variance 
Wiebull Parameters 
Variance Error Lower Upper 
Level Variance Bound Bound ct /~ 
L1 0.1162 1/3.7 3.7 3.50 12.50 
L2 0.2704 1/5.4 5.4 2.20 10.80 
L3 0.4723 1/7.0 7.0 1.50 9.30 
L4 0.7337 1/8.7 8.7 1.20 8.60 
L5 1.0696 1/10.5 10.5 1.10 8.40 
Table 4. The Parameters of Gamma Errors with Unit Median and Different 
Variance Levels 
Gamma parameters 
Variance Level Error Variance r 0 
L1 0.1162 9.20 8.90 
L2 0.2704 4.30 4.00 
L3 0.4723 2.70 2.40 
L4 0.7337 2.00 1.65 
L5 1.0696 1.50 1.20 
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Figure 1. Log-normal error distributions for variances L2 and L4. 
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Figure 2. Weibull error distributions for variances L2 and L4. 
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Figure 3. Beta error distributions for variances L2 and L4. 
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Figure 4. Gamma error distributions for variances L2 and IA. 
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Therefore, given a proper model for the error factor, with a central value 
of 1 and a certain level of spread controlled by the assigned variance, we 
can expect he priorities to cling close to the correct priorities in the mean. 
Therefore, we simulate the process by forming random judgment ratios by 
combining the consistent judgment ratios and the randomly generated error 
factors. The judgment matrix formed by these random judgment ratios will be 
analyzed to obtain the priority vector. Then the various error distributions will 
be evaluated on the basis of their ability to reproduce the correct priority in the 
mean. 
The simulation consists of the following steps: 
1. Select the matrix size n (numbers of factors to be compared). 
2. Select n random uniform numbers, ui, i -- 1 . . . . .  n, and normalize them 
by dividing by ~-~ui to obtain a priority vector. 
3. Form the consistent judgment matrix by taking the ratios of these priorities 
taken two at a time. 
4. Specify the error model (log-normal, Weibull, beta, or gamma). 
5. Form and analyze the corresponding random judgment matrix, which con- 
sists of the following steps. 
(a) Select the appropriate parameters for the model (Tables 1--4). The 
median is set at 1, and the five levels of variances are considered. 
(b) Generate rn = n(n - 1)/2 random error factors with the selected 
parameters. The algorithms are summarized in the Appendix. 
(c) Form an n x n reciprocal error matrix with the m error factors in the 
upper half triangle and l 's  along the diagonal. 
(d) Form the random judgment matrix by elementwise multiplication of 
the consistent judgment matrix and the error matrix. 
(e) Compute the priority vector from the randomly perturbed judgment 
matrix, and store the necessary statistics. 
6. Repeat step 5 to obtain a reasonable sample size. In this analysis the 
sample size was set at 400. 
7. Go to step 4, until the simulation is done for all models. 
The analysis was carried out for n = 3 . . . . .  6, and the mean priorities of 400 
cases were computed for all variance levels. The results for variances L2 and 
L4 for n = 4 for all the error models are discussed later. The steps involved 
in the simulation process will become evident from the following numerical 
example. 
NUMERICAL EXAMPLE Let us consider n = 4. The priority vector formed 
randomly is 
pr  =[0.1019 0.5347 0.2204 0.1430] 
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Then the corresponding consistent judgment matrix is 
[c ] ]  = 
1 0.1906 0A623 0.7126 
5.2473 1 2A260 3.7392 
2.1629 0.4122 1 1.5413 
1.4033 0.2674 0.6488 1 
Let us choose a distribution, say log-normal, and specify the parameters and 
generate 4 x(4-1) /2=6 random numbers conforming to this distribution. Let 
e=[1 .22  1.13 0.92 0.83 1.05 1.08] 
be error factors. Then the matrix of error factors will be 
[EMI = 
1 1.22 1.13 0.92] 
/ 
0.82 1 0.83 1.05 |
/ 
L1.09 0.95 0.93 
The random judgment matrix formed by elementwise multiplication of these two 
matrices will be 
[ JM I= 
1 0.2325 0.5224 0.6556- 
4.3011 1 2.0136 3.9261 
1.9141 0.4966 1 1.6646 
1.5254 0.2547 0.6008 1 
The largest real eigenvalue of this matrix is calculated to be Xmax = 4.0142, 
and the corresponding normalized eigenvector is the priority vector, which is 
found to be 
Wr=[0 .1117 0.5069 0.2352 0.1462] 
Comparing W r with pr, it can be clearly seen that the error in reproducing 
the original priority vector is quite small. When this process is repeated a large 
number of times, the mean of the priorities will be even closer. This ability to 
reproduce the original priority vector in the mean will be taken as the measure 
of the appropriateness of the error model that determines the characteristics of 
the deviation of the computed priority from the original priority. 
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PERFORMANCE OF LOG-NORMAL ERROR MODEL 
The result of the simulation done by using the log-normal error model is 
given in Table 5. The deviations of the computed priorities are found to be 
quite small. Thus the selected log-normal error distribution emulates a random 
behavior in the judgment ratios yet maintains the correct priority vector in the 
mean. This certainly exhibits an expected quality of an expert. Therefore, these 
results strengthen the contention that the error factors behave in a log-normal 
fashion. 
COMPARISON WITH OTHER ERROR MODELS 
For comparing the behavior of different models of error representation, we 
repeated the above simulation by replacing the error factors with new ones 
generated according to the desired models. The specific distributions considered 
were the well-known onnegative distributions, the Weibull, gamma, and beta 
distributions. The results were then compared with those obtained for the log- 
normal distribution. To make the comparison meaningful, the parameters of the 
distributions were selected to maintain the median of the distribution at unity 
and the variance the same as that of the log-normal distribution being compared 
with. 
Weibull Error Distribution 
The parameters selected for the error distributions with varying levels of 
variance are listed in Table 2. The results obtained for variances L2 and IA for 
n -- 4 are summarized in Table 6. 
Table 5. Actual and Mean Computed Priorities with Log-Normal Error 
Distribution (n = 4, Variances L2 and IA) 
Variance L2 Variance L4 
Correct Mean Comp. Dev Mean Comp. Dev 
Priority Priority (%) Priority (%) 
0.1019 0.1037 - 1.77 0.1064 -4.42 
0.5347 0.5283 + 1.22 0.5263 + 1.57 
0.2204 0.2236 - 1.45 0.2214 - 0.45 
0.1430 0.1444 - 0.98 0.1459 - 2.03 
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Table 6. Actual and Mean Computed Priorities with Weibull Error 
Distribution (n = 4, Variances L2 and L4) 
13 
Variance L2 Variance L4 
Correct Mean Comp. Dev Mean Comp. Dev 
Priority Priority (%) Priority (%) 
0.1019 0.0928 4- 8.93 0.0899 - 11.78 
0.5347 0.5004 + 6.41 0.4829 + 9.69 
0.2204 0.2357 - 6.94 0.2406 - 9.17 
0.1430 0.1711 - 19.65 0.1866 - 30.49 
The performance of the Weibull model to yield the mean priorities is very 
poor compared to that of the log-normal model. Some insight into this phe- 
nomenon can be achieved if we compare the distributions of the two error 
models. Figure 5 is a comparison of  these two error distributions for variances 
L2 and L4. It is clearly seen that for a given variance, the Weibull error is more 
prone to deviate from the central value than the log-normal error. 
Beta Error Distribution 
The results obtained from simulation with beta error factors with variances 
L2 and L4 for n = 4 are tabulated in Table 7. 
The percent deviation of the mean priorities obtained with beta error factors 
are better than those obtained with Weibull error factors. The average deviation 
of 3.03% for the beta error distribution is still much higher than 1.36% for 
the log-normal distribution. The improvement with the beta distribution can be 
Table 7. Actual and Mean Computed Priorities with Beta Error Distribution 
(n = 4, Variances L2 and L4) 
Variance L2 Variance L4 
Correct Mean Comp. Dev Mean Comp. Dev 
Priority Priority (%) Priority (%) 
o. 1019 0.1021 - 0.20 0.0920 4- 9.72 
0.5347 0.5192 + 2.90 0.5145 + 3.78 
0.2204 0.2272 - 3.09 0.2319 - 5.22 
0.1430 0.1515 - 5.94 o. 1617 - 13.08 
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partly attributed to the fact that there are fixed boundaries with this distribution 
compared to an unbounded range for the other distributions. Figure 6 is a 
comparison of log-normal and beta error distributions for variance levels L2 
and L4. Even with the bounded range for beta, this error seems to have a 
tendency to spread away from the central value compared to the log-normal 
error. 
Gamma Error Distribution 
The results obtained from simulation with gamma error factors with variances 
L2 and L4 for n = 4 are shown in Table 8. 
The percent deviation of the mean priorities obtained with gamma error fac- 
tors ranged from -6.22% to +2.65% for variance L2 and from -17.96% to 
+10.91% for variance L4. A comparison of these with the corresponding val- 
ues for log-normal errors of -1.77% to +1.22% for variance L2 and -4.42% 
to +1.57% for variance L4 clearly indicate that gamma errors also result in 
significantly higher deviations than those obtained with the log-normal distri- 
bution. Figure 7 is a comparison of log-normal and gamma error distributions 
for variance levels L2 and L4. 
CONCLUSION 
In this study, the abilities of expert judgments, contaminated with random 
errors with various characteristics, were compared. A proper model for error 
factors will be such that even though individual judgments deviate significantly 
from the correct ones, the priorities computed from a set of such judgments 
should remain close to the correct priorities. Results of this study have shown 
that for errors of identical magnitudes (i.e., equal variance and unity median), 
the log-normal error model produced lowest deviation between the mean com- 
puted priorities and the correct priorities. Thus, log-normal model for error 
Table 8. Actual and Mean Computed Priorities with Gamma Error 
Distribution (n = 4, Variances L2 and L4) 
Variance L2 Variance L4 
Correct Mean Comp. Dev Mean Comp. Dev 
Priority Priority (%) Priority (%) 
0.1019 0.0992 + 2.65 0.1202 - 17.96 
0.5347 0.5221 + 2.36 0.5383 - 0.67 
0.2204 0.2268 - 2.91 0.2141 + 2.86 
0.1430 0.1519 -6.22 0.1274 + 10.91 
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factors is found to be the best in emulating the perceived phenomenon that 
expert judgments, though prone to be imprecise, should be able to predict he 
correct priorities in the mean. 
APPENDIX. RELEVANT PROBABILITY DISTRIBUTIONS AND 
RANDOM DEVIATE GENERATION TECHNIQUES 
Brief outlines of the probability distributions involved in the simulation pro- 
cess pertaining to the error factors are given below. They are followed by a short 
discussion on the techniques used to generate the random deviates conforming 
to the particular distributions. 
Generation of Pseudorandom Numbers 
The uniform distribution over the interval [0, 1] is of paramount importance 
in random number generation. This stems from its use as the foundation in 
generating random variates from the more complicated distributions required in 
most simulation experiments. 
A uniform continuous distribution over the interval a < x < b (denoted as 
[a, b]) is defined by the density function 
f (x )= l / (b -a ) ,  a <x  <b 
The density function has a mean/Xx = (a +b) /2  and variance a2 = (b -a)2/12. 
The cumulative distribution function is given by 
F(x )  -- (x  - a ) / (b  - a),  a < x < b 
which becomes F(x )  = x for the interval [0, 1]. This makes it very convenient 
in simulation applications. 
Random normal numbers are the next most widely needed random numbers. 
Instead of going into the details of generating these basic random numbers, 
the procedures used in the Gauss package are used to obtain these random 
numbers whenever needed. This package uses the multiplicative-congruencial 
method (Kennedy and Gentle [3]) for the generation of uniform numbers and 
the fast acceptance-rejection algorithm (Kinderman and Ramage [4]) for the 
generation of standard normal numbers. These random numbers are then used 
to generate other random numbers conforming to the desired distribution. The 
various methods used for each application are briefly explained at the appropri- 
ate places. 
Log-Normal Error Simulation 
LOG-NORMAL DISTRIBUTION This distribution is found to be very useful in 
modeling the error factors in expert judgments. A nonnegative random variable 
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X is said to have a log-normal distribution whenever Y = In(X) has a normal 
distribution (Aitchison and Brown [5], Olkin et al. [6]). 
The normal distribution is the most widely used distribution and is defined 
by the density function 
1 { 
f (Y ) - -  ox/-~exp - L  20"2 j , -oo<y <oo 
The two parameters/x and o 2 happen to correspond to the mean and variance, 
respectively, of the distribution. Unfortunately, an easy closed-form solution is 
not possible for the cumulative distribution function F(y). However, extensive 
tabulation of F(y) is available for the standard normal distribution with # = 0 
and 0.2 __ 1. This can be extended with little difficulty to evaluate F(y) of any 
other normal distribution. 
A two-parameter log-normal distribution can be adequately described by the 
expected value # and variance 0.2 of the normal variable Y. If # and 0.2 are 
the expected value and variance of Y, then the log-normal distribution of X is 
represented by the notation X ~-, A(/~, 0"2). 
The probability density function of X is given by 
f (x )= ~ ~exp[ -~( lnx -#)2]  , i f x_>0 
1,0, i fx  <0 
The expected value and the variance of X can be shown to be 
E(X) = ~z = exp[# + ½ 0"2] 
and 
Var(X) = 62 = exp[2# + 0"2] (exp[0 .2 ]  - 1) 
Relevant theorems regarding some important characteristics of the log- 
normal distribution are given below. Let Xi, i = 1 . . . . .  n, be mutually inde- 
pendent random variables having log-normal distribution X i ~ A(#i, o2), and 
let txi, i = 1 . . . . .  n, be constants. Then 
1. [X i ]  cti ,~ A(o~i/zi, ot2a 2) 
2. 1-[Xi ,~ A(E#i  , E0. 2) 
3o o l iX  i "~ A(#i-kin Oli, 0"/2) for o/i > 0 
4. I-[otiXi ,,, A[ ~-~ (#i+lnoti), ~0"~] for ot i> 0 
Another important characteristic used in the analysis is the fact that a log- 
normal distribution can give a good representation f a normal distribution 
that has a small absolute (less than 0.25) of the coefficient of variation. If a 
random variable has a low variance such that its distribution can be equivalently 
20 Govinda Shrestha nd Saifur Rahman 
approximated by 
A(~, 62) ~ N(/~, 0-2) 
then 
# = exp[~ + 1 62] 
/x 2 
~ = ln [ (p2 + 0-2)l/2 ] 
0 -2 = exp[2~ + t52](e ~2 - 1) 
f1+0-21 
-- In I - - -U -  j . 
LOG-NORMAL RANDOM NUMBERS Since a log-normal variable x is related 
to a normal variable y by the relation y = ln x, the log-normal variates can 
be indirectly generated from the normal random numbers. Specifically, if y 
is a normal random number from a distribution with parameters ~ and 02, 
then e y is a log-normal random variable with a mean ~ -- exp[t~ + 1 0.2] and 
variance 62 = exp[2# + o2](e ~2 - 1). This transformation is employed on 
normal random numbers to generate the log-normal random numbers with the 
desired parameters. 
Weibull Error Simulation 
THE WE[BULL DISTRIBUTION The Weibull distribution (Olkin et al. [6], 
Ravindran et al. [7]) for a nonnegative random variable is defined by 
= - exp - , x _> 0 
c~ 
where ot and/3 are the parameters of the distribution. The mean and variance 
of this distribution are given by 
/~x : o~F(1 + 1//3) 
2 .2{r(1 + 2//3) - [r(1 + 1//3)] 2} 0-X = 
The cumulative distribution function is given by 
F(x) = 1 - exp[-(x/ot)  t~] 
The gamma functions F(.) involved in the computations of this distribution 
are tabulated in many statistics texts. 
WE[BULL RANDOM NUMBERS The inverse transformation technique of gener- 
ating random numbers is very suitable for generating Weibull random numbers 
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(Ravindran et al. [7], Fishman [8]). This method uses the cumulative distribu- 
tion function F(x )  of the distribution to be simulated. Since F(x )  is defined 
over the interval [0, 1], we can generate a uniform random variate R that is also 
defined over the interval [0, 1], and set F(x )  = R .  Then x is uniquely deter- 
mined by this relation. That is, x = F - l (R )  is the variate desired from the given 
distribution, whenever it is feasible to carry out the inverse transformation. 
For the Weibull distribution, we have 
F(x )  = 1 - e -~xa 
Therefore, setting 
R 1 = 1 - e -'~x~ , 
where  R 1 is from the uniform distribution, we get 
e-~X~ = R, 
where R -- 1 - R 1 is also from the uniform distribution. Hence, 
x = [ - (1 /oO lnR]  U~ 
This provides a simple method to generate Weibull numbers. We only need 
to generate random deviates from the uniform distribution and then apply the 
inverse transform indicated above. 
Beta Error Simulat ion 
THE BETA DISTRIBUTION The beta distribution has a bounded range and is 
defined in the interval [0, 1] by the density function (Olkin et al. [6], Ravindran 
et al. [7]), 
1 
f (x )  --  - -x ( '~- l ) (1  - -X )  (/~-1), 0 < X < 1 O(a,/~) 
Here, tx and/3 are positive numbers that are the parameters of the distribution. 
(or,/3) is the beta function defined in terms of gamma functions as (a,/3) = 
F(tx)F(/3)/F(a+/3). The distribution for any other range [a, b] can be obtained 
by the transformation Y = (X  - a ) / (b  - a) .  
The mean and the variance of this distribution are 
__ Ot 2 = Ot~ 
/Zx tx +/3 and °x (ix -'[-~)2(tX "b ~ "b 1) 
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The cumulative distribution function, 
fo x - = Ix(a,  8) 
1L_ 
t(,~-l)(1 t)(~-l) dt ~(a, [3) 
is known as the incomplete beta function and is not easy to compute in general 
but can be found tabulated in Pearson [9]. 
BETA RANDOM NUMBERS Since a simple functional cumulative distribution 
function is not available for the beta distribution, the inverse transformation 
procedure is not feasible for generating beta random numbers. For a bounded 
distribution like this with nonfunctional distribution function but whose den- 
sity functions can be computed with relative ease, the procedure known as the 
rejection technique is very convenient for generating the variates. This tech- 
nique consists of drawing a random value from an appropriate distribution and 
subjecting it to a test to determine whether it will be accepted for use. The 
algorithm of the rejection technique for generating beta variates from a distri- 
bution with parameters (a, B) is given below (Ravindran et al. [7], Fishman 
[8], Tocher [10]). 
Let the density function be f (x )  such that 
O<f(x )<M fora<x<b 
where M is the maximum value of the density function at the mode point, which 
can be shown to be 
Xm = (a  - -  1)/(a +/3 - 2) 
Then the algorithm consists of the following steps. 
1. Set a and B. 
2. Calculate the mode Xm = (a - 1)/(a + 13 - 2). 
3. Generate two uniform random numbers ul and u2. 
4. I f  u2 < f (u l ) / f (Xm) ,  that is, if 
I't2 X x~n-l(1 -Xm)  a-I < u~-l(1 - Ul )  B - I ,  
the desired deviate is u2. 
5. Otherwise go to step 3. 
Gamma Error Simulation 
THE GAMMA DISTRIBUTION The F distribution for a nonnegative variable is 
defined by the density function 
1 orxr_ le_OX 'f (x )  = x>_O 
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The mean and variance of this distribution are given by #x = r/O and ~2 x = 
rio 2. The cumulative distribution function for a F distribution is not available in 
general in a functional form and must be tabulated. To simplify the tabulation, 
the distribution is standardized by the transformation v = Ox, and the density 
function becomes 
1 r - - I  - -v  f (v )  = ~ v e , v>O 
The cumulative distribution function for this standard gamma density function 
is given by 
fOt 1 vr- le -°do F(t)  ---- ~-~ Ir(t), t>_O 
An elaborate tabulation of this incomplete F function can be found in Pearson 
[11]. This provides an easy means of evaluating the probabilities associated 
with this distribution. 
GAMMA RANDOM NUMBERS Since a simple functional cumulative distribu- 
tion function is not available for the gamma distribution, the inverse transfor- 
mation procedure is not feasible for generating amma random numbers. A 
sampling rejection technique (Johnk's method) is used to generate gamma vari- 
ates. This procedure uses the rejection technique, which consists of drawing 
a random value from an appropriate distribution and subjecting it to a test to 
determine whether or not it will be accepted for use. The algorithm to generate 
gamma numbers is given below after the statements of relevant facts pertaining 
to the procedure (Ravindran et al. [7], Yakowitz [12]). 
THEOREM 1 The sum of  two gamma random variables with parameters 
Fl(oq, 3) and F2(Ot2, 3) is also gamma with parameters F(oq + or2, 3). 
TriEOREM 2 I f  Ul and U2 are continuous uniform random variables 
described by 
and 
f (U~)=l ,  i=1 ,2 ;  O_<Ui<_l  
rr l/A x = "~1 y = U/s  
and it is true that x + y <_ 1, then 
z = x / (x  + y)  
is beta distributed with parameters A and B. 
THEOREM 3 I f  X is a random variable gamma-distributed with param- 
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eters F(1, 1) (that is, X is exponential with parameter 1), and Y is beta- 
distributed with parameters (p, 1 -p ) ,  then Z = XY  is gamma-distributed 
with parameters F(p, 1). 
Another important fact very helpful in the generation of gamma deviates is 
that if X is gamma-distributed with parameters F(a, 1), then 3 -1X is gamma- 
distributed with parameters F(c~, 3). 
Having listed the relevant facts, the following is the algorithm to generate a 
gamma variate G with parameters F(ot, 3). 
Let ot be a noninteger shape parameter, otl the truncated integer oot of t~, 
and ui the ith uniform random number, 0 _< ui <_ 1. 
Then 
1. Let 
ct I 
x = - In H ui 
i=1  
so that x is gamma-distributed with parameters F(1, a l). 
2. SetA- -o t -oq  andB=l -A .  
(a) Set j--1. 
(b) Generate a random number uj, and set Yl = (u j) 1/A • 
(c) Generate a random number u j+l, and set Y2 = (uj+l) 1/B. 
(d) I fy l+yz  > l ,  se t j= j+2andgoto(b) .  
(e) Let z = Y l / (Y l  +Y2), SO that Z is a beta variable with parameters 
(A, B). 
3. Generate a uniform random number un, and let Q = -ln(un), so that Q 
is a gamma variable with parameters F(1, 1). 
4. G = (x + zQ) /3  is the desired eviate with parameters 1-'(or, 3), because 
x is F(~I, 1) and zQ is F(t~ -ct l ,  1) so that (x+zQ)  is gamma-distributed 
with parameters 1"(or, 1). 
References 
1. Saaty, T. L., The Analytic Hierarchy Process, McGraw-Hill, New York, 1980. 
2. Saaty, T. L., and Vargas, L. G., Comparisons of eigenvalue, logarithmic least 
squares and least squares methods in estimating ratios, Math. Modelling 5, 
309-324, 1984. 
3. Kennedy, W. J., Jr., and Gentle, J. E., Statistical Computing, Marcel Dekker, 
New York, 1980, pp. 136-147. 
4. Kinderman, A. J., and Ramage, J. G., Computer generation of normal random 
numbers, J. Am. Stat. Assoc. 71(356), 893-896, 1976. 
5. Aitchison, J., and Brown, J. A. C., The Log-Normal Distribution, The Syndics 
of the Cambridge University Press, New York, 1969. 
Imprecision i  Expert Judgments 25 
6. Olkin, I., Gleser, L. J., and Derman, C., Probability Models and Applications, 
Macmillan, New York, 1980. 
7. Ravindran, A., Phillips, D. T. and Solberg, J. J., Operations Research--Principles 
and Practice, Wiley, New York, 1987. 
8. Fishman, G., Concepts and Methods in Discrete Event Digital Simulation, Wi- 
ley, New York, 1973. 
9. Pearson, K. (Ed.), Tables of the Incomplete Beta-Function, Cambridge Univ. 
Press, New York, 1934. 
10. Tocher, K. D., The Art of Simulation, Van Nostrand, Princeton, N.J., 1963. 
11. Pearson, K., F. R. S. (Ed.), Tables of the Incomplete F-Functions, The Office 
of Biometrika, Cambridge Univ. Press, New York, 1934. 
12. Yakowitz, S. J., Computational Probability and Simulation, Addison-Wesley, 
Reading, Mass., 1977. 
