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CHAPTER 1
Introduction
When learning a new skill, you take advantage of your preexisting
skills and knowledge. For instance, if you are a skilled violinist, you
will likely have an easier time learning to play cello. Similarly, when
learning a new language you take advantage of the languages you
already speak. For instance, if your native language is Norwegian
and you decide to learn Dutch, the lexical overlap between these two
languages will likely benefit your rate of language acquisition. This
thesis deals with the intersection of learningmultiple tasks and learn-
ingmultiple languages in the context of Natural Language Processing
(NLP), which can be defined as the study of computational processing
of human language. Although these two types of learning may seem
different on the surface, we will see that they share many similari-
ties.
Traditionally, NLP practitioners have looked at solving a single
problem for a single task at a time. For instance, considerable time
and effort might be put into engineering a system for part-of-speech
(PoS) tagging for English. However, although the focus has been on
considering a single task at a time, fact is that many NLP tasks are
highly related. For instance, different lexical tag sets will likely ex-
hibit high correlations with each other. As an example, consider the
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following sentence annotated with Universal Dependencies (UD) PoS
tags (Nivre et al., 2016a), and semantic tags (Bjerva et al., 2016b).1,2
(1.1) We
PRON
must
AUX
draw
VERB
attention
NOUN
to
ADP
the
DET
distribution
NOUN
of
ADPthis
DET
form
NOUN
in
ADP
those
DET
dialects
NOUN
.
PUNCT
(1.2) We
PRO
must
NEC
draw
EXS
attention
CON
to
REL
the
DEF
distribution
CON
of
ANDthis
PRX
form
CON
in
REL
those
DST
dialects
CON
.
NIL
While these tag sets are certainly different, the distinctions theymake
compared to one another in this example are few, as there are only
two apparent systematic differences. Firstly, the semantic tags offer
a difference between definite (DEF), proximal (PRX), and distal deter-
miners (DST), whereas UD lumps these together as DET (highlighted
in green). Secondly, the semantic tags also differentiate between re-
lations (REL) and conjunctions (AND), which are both represented by
the ADP PoS tag, highlighted in blue. Hence, although these tasks are
undoubtedly different, there are considerable correlations between
the two, as the rest of the tags exhibit a one-to-onemapping in this ex-
ample. This raises the question of how this fact can be exploited, as
it seems like a colossal waste to not take advantage of such inter-task
correlations. In this thesis I approach this by exploring multitask
learning (MTL, Caruana, 1993; 1997), which has been beneficial for
many NLP tasks. In spite of such successes, however, it is not clear
when or whyMTL is beneficial.
1PMB 01/3421. Original source: Tatoeba. UD tags obtained using UD-Pipe(Straka et al., 2016)2The semantic tag set consists of 72 tags, and is developed for multilingualsemantic parsing. The tag set is described further in Chapter 4.
3Similarly to how different tag sets correlate with each other, lan-
guages also share many commonalities with one another. These re-
semblances can occur on various levels, with languages sharing, for
instance, syntactic, morphological, or lexical features. Such similar-
ities can have many different causes, such as common language an-
cestry, loan words, or being a result of universals and constraints in
the properties of natural language itself (see, e.g., Chomsky,2005, and
Hauser et al., 2002). Consider, for instance, the following German
translation of the previous English example, annotated with seman-
tic tags.3
(1.3) Wir
PRO
müssen
NEC
die
DEF
Verbreitung
CON
dieser
PRX
Form
CON
in
REL
diesen
PRXDialekten
CON
beachten
EXS
.
NIL
Comparing the English and German annotations, there is a high over-
lap between the semantic tags used, and a high lexical overlap. As in
the case of related NLP tasks, this begs the question of how multilin-
guality can be exploited, as it seems like an equally colossal waste to
not consider using, e.g., Norwegian PoS datawhen training a Swedish
PoS tagger. There are several approaches to exploiting multilingual
data, such as annotation projection and model transfer, as detailed
in Chapter 3. The approach in this thesis is a type of model trans-
fer, inwhich such inter-language relations are exploited by exploring
multilingual word representations, which have also been beneficial
for many NLP tasks. As with MTL, in spite of the fact that such ap-
proaches have been successful for many NLP tasks, it is not clear in
which cases it is an advantage to go multilingual.
Given the large amount of data available for many languages in
different annotations, it is tempting to investigate possibilities of com-
3PMB 01/3421. Original source: Tatoeba.
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bining the paradigms ofmultitask learning andmultilingual learning
in order to take full advantage of this data. Hence, as the title of the
thesis suggests, the final effort in this thesis is to arrive at One Model
to rule them all.
This thesis approaches these two related aspects of NLP by ex-
perimenting with deep neural networks, which represent a family
of learning architectures which are exceptionally well suited for the
aforementioned purposes (described in Chapter 2). For one, it is
fairly straightforward to implement the sharing of parameters be-
tween tasks, thus enabling multitask learning (discussed in Chap-
ter 3). Additionally, providing such an architecture with multilin-
gual input representations is also straightforward (discussed in Chap-
ter 3). Experiments in this thesis are run on a large collection of tasks,
both semantic and morphosyntactic in nature, and a total of 60 lan-
guages are considered, depending on the task at hand.
1.1 Chapter guide
The thesis is divided into five parts, totalling 9 chapters, aiming to
provide answers to the following general research questions (RQs):
RQ 1 To what extent can a semantic tagging task be informative for
other NLP tasks?
RQ 2 How can multitask learning effectivity in NLP be quantified?
RQ 3 To what extent can multilingual word representations be used
to enable zero-shot learning in semantic textual similarity?
RQ 4 In which way can language similarities be quantified, and what
correlations can we find between multilingual model perfor-
mance and language similarities?
RQ 5 Can a multitask andmultilingual approach be combined to gen-
eralise across languages and tasks simultaneously?
1.1. Chapter guide 5
Part I – Background
The goal of Part I is to provide the reader with sufficient background
knowledge to understand the material in this thesis. Chapter 2 con-
tains a crash-course in neural networks, introducing the main con-
cepts and architectures used in NLP. Chapter 3 provides an introduc-
tion to multitask learning and multilingual learning, which are the
two central topics of this work.
Part II –Multitask Learning
In Part II, the goal is to investigate multitask learning (MTL), in par-
ticular by looking at the effects of this paradigm in NLP sequence
prediction tasks. In Chapter 4 we present a semantic tag set tailored
for multilingual semantic parsing. We attempt to use this tag set as
an auxiliary task for PoS tagging, observing what effects this yields,
answering RQ 1. Chapter 5 then delves deeper into MTL, attempt-
ing to find when MTL is effective, and how this effectiveness can be
predicted by using information-theoretic measures (RQ 2).
Part III –Multilingual Learning
Having looked at similarities between tasks, we turn to similarities
between languages in Part III. In Chapter 6, we attempt to make a
language-agnostic solution for semantic textual similarity, by exploit-
ing multilingual word representations, thus answering RQ 3. Having
seen the results of combining related languages in this task, we try to
quantify these effects in Chapter 7, aiming to answer RQ 4.
Part IV – CombiningMultitask andMultilingual Learning
In Part IV we want to combine the paradigms of multitask learning
andmultilingual learning in order tomakeOneModel to rule them all.
Chapter 8 presents a pilot study taking a step in this direction, looking
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at predicting labels for an unseen task–language combination while
exploiting other task–language combinations.
Part V – Conclusions
Finally, Chapter 9 contains an overview of the conclusions from this
thesis. In addition to this, we provide an outlook for future work
in this direction, in particular focussing on the combined multitask–
multilingual paradigm.
1.2 Publications
This thesis is based on the following publications:
1. Bjerva, J., Plank, B., and Bos, J. (2016b). Semantic tagging with
deep residual networks. In Proceedings of COLING 2016, the
26th International Conference on Computational Linguistics: Tech-
nical Papers, pages 3531–3541
2. Bjerva, J. (2017b). Will my auxiliary tagging task help? Esti-
mating Auxiliary Tasks Effectivity in Multi-Task Learning. In
Proceedings of the 21st Nordic Conference on Computational Lin-
guistics, NoDaLiDa, 22-24 May 2017, Gothenburg, Sweden, num-
ber 131, pages 216–220. Linköping University Electronic Press,
Linköpings universitet. Best short paper.
3. Bjerva, J. and Östling, R. (2017a). Cross-lingual Learning of Se-
mantic Textual Similarity with Multilingual Word Representa-
tions. In Proceedings of the 21st Nordic Conference on Com-
putational Linguistics, NoDaLiDa, 22-24 May 2017, Gothenburg,
Sweden, number 131, pages 211–215. Linköping University Elec-
tronic Press, Linköpings universitet
1.2. Publications 7
4. Bjerva, J. and Östling, R. (2017b). Multilingual word representa-
tions for semantic textual similarity. In Proceedings of SemEval
2017: International Workshop on Semantic Evaluation
5. Bjerva, J. (2017a). Quantifying the Effects of Multilinguality in
NLP Sequence Prediction Tasks. Under review
Some parts of the thesismay also refer to the following peer-reviewed
publications completed in the course of the PhD:
6. Bjerva, J. (2014). Multi-class animacy classification with seman-
tic features. In Proceedings of the Student ResearchWorkshop at
the 14th Conference of the European Chapter of the Association
for Computational Linguistics, pages 65–75
7. Bjerva, J., Bos, J., Van der Goot, R., and Nissim, M. (2014). The
meaning factory: Formal semantics for recognizing textual en-
tailment and determining semantic similarity. In Proceedings
of the 8th International Workshop on Semantic Evaluation (Se-
mEval 2014), pages 642–646, Dublin, Ireland
8. Bjerva, J. and Praet, R. (2015). Word embeddings pointing the
way for late antiquity. In 9th SIGHUM Workshop on Language
Technology for Cultural Heritage, Social Sciences and Humani-
ties (LaTeCH 2015), pages 53–57
9. Bjerva, J. and Börstell, C. (2016). Morphological Complexity In-
fluences Verb-Object Order in Swedish Sign Language. In Pro-
ceedings of the Workshop on Computational Linguistics for Lin-
guistic Complexity (CL4LC), pages 137–141
10. Bjerva, J. (2016). Byte-based language identification with deep
convolutional networks. In Proceedings of the Third Workshop
on NLP for Similar Languages, Varieties and Dialects (VarDial3),
pages 119–125
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11. Busger op Vollenbroek, M., Carlotto, T., Kreutz, T., Medvedeva,
M., Pool, C., Bjerva, J., Haagsma, H., and Nissim, M. (2016). Gron-
UP: Groningen user profiling. In Proceedings of CLEF 2016
12. Haagsma, H. and Bjerva, J. (2016). Detecting novel metaphor
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PART I
Background

CHAPTER 2
An Introduction
to Neural Networks
Abstract|Deep Neural Networks are at the forefront of many state-of-the
art approaches to Natural Language Processing (NLP). The field of NLP
is currently awash with papers building on this method, to the extent
that it has quite aptly been described as a tsunami (Manning, 2015).
While a large part of the field is familiar with this family of learning
architectures, it is the intention of this thesis to be available for a larger
audience. Hence, although the rest of this thesis assumes familiarity with
neural networks, this chapter is meant to be a foundational introduction
for those with limited experience in this area. The reader is assumed
to have some familiarity with machine learning and NLP, but not much
beyond that.
We begin by exploring the basics of neural networks, and look at the
three most commonly used general architectures for neural networks in
NLP: Feed-forward Neural Networks, Recurrent Neural Networks, and
Convolutional Neural Networks. Some common NLP scenarios are then
outlined together with suggestions for suitable architectures.
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2.1 Introduction
The term deep learning is used to refer to a family of learning models,
which represent some of the most powerful learning models avail-
able today. The power of this type of model lies in part in its intrin-
sic hierarchical processing of input features, which allows for learn-
ing representations at multiple levels of abstraction (LeCun et al.,
2015). This type of model is commonly referred to by several um-
brella terms, such as deep learning, and (deep) neural networks.1 In
this chapter, I aim to introduce the basic concepts of NNs, at a level
sufficient to understand the work in this thesis. The following sec-
tions are meant to cover the most basic workings in an intuitive, and
theoretically supported, manner. In addition to this background, I
give an overview of the scenarios in which different recurrent NN
architectures might be suitable in NLP (Section 2.4.2).
History
Neural networks have a long history, and have been popular in three
main waves.2 In the first wave, roughly between the 40s − 60s, they
appeared under the moniker of cybernetics (e.g., Wiener, 1948), in-
spired by the Hebbian learning rule (Hebb, 1949). In this wave, the
perceptron was first outlined (Rosenblatt, 1957), which is still rela-
tively popular today (see Section 2.3). Next, in the 80s and 90s, con-
nectionismwas on the rise. In this wave, the algorithm for backwards
propagation of errors (Rumelhart et al., 1985) was described, which
is at the core of how neural networks are trained (see Section 2.3.3).
1While some make a distinction between deep and non-deep neural networks(NNs) depending on the amount of layers used, there is no real consensus onwhere the line between these models should be. For the sake of consistency, Iattempt to refer to this family of models as NNs, or some specification thereof, asconsistently as possible.2Only a very brief overview of the history is given here. For more details, thereader is referred to, e.g., Wang et al., 2017, or Goodfellow et al., 2016.
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After an AI winter lasting roughly from 97 to 06, we finally arrive
at the current wave (or tsunami), in which the term deep learning is
favoured. This wave was initiated by works on deep belief networks
(Hinton et al., 2006), and has been the subject of much attention after
successes in, e.g., reducing error rates in some tasks by more than
50% (LeCun et al., 2015). The recent advances made in the current
wave further include breakthroughs in both recognition (He et al.,
2016) and generation (Goodfellow et al., 2014) of images, in NLP tasks
such as machine translation (Bahdanau et al., 2015; Wu et al., 2016)
and parsing (Chen and Manning, 2014), as well as in the strategic
board gameGo (Silver et al., 2016), and the first-person shooter Doom
(Lample and Chaplot, 2017).
2.2 Representation of NNs, terminology, and notation
Before embarking upon this journey and exploring the wondrous
world of NNs, it is necessary to equip ourselves with some common
ground in terms of terminology, notation, and howNNs are generally
represented in this thesis. Figure 2.1 contains a NN, which we will go
through in detail.
Figure 2.1: A basic Neural Network.
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First, note that the network is divided into three vertical slices. Each
such slice represents a layer, marked by a light grey field. Each layer
contains one or more white circles, each representing a unit, or neu-
ron.3 In this network, each unit has a connection to every unit in the
following layer. These connections are represented by arrows, which
denote some weighting of the output of the unit at the start of the ar-
row, for the input of the unit at the end of the arrow. Each layer can
be described mathematically as a vector of activations. In the case
of the first layer (the input layer), these activations are equal to the
input (i.e. ~α0 = ~x). The final layer encodes the output of the network,which is denoted by yˆ. Each layer up until the final layer also con-
tains a special unit, marked by +1, which is called the bias unit.4 The
collection of all arrows between two layers, can be described math-
ematically as a matrix of weights (e.g., W0).5 The application of theweight matrix to the input of the network can be described in linear
algebraic notation as
~z1 = W0~x = W0~α0, (2.1)
where ~z1 is the vector (i.e. a series of numbers) resulting from this lin-ear transformation. The ~z-vectors can be referred to as pre-activation
vectors. Each hidden layer thus first encodes the sum of the multi-
plications of each of the activations in the previous layer by some
weight. For instance, if we setW0 to be matrix of ones, then the pre-activation value of the first unit in the first hidden layer z10 = Σ4i=0~xi.The final piece of the puzzle is to calculate the output of each unit
in the layer, by applying an activation function to the pre-activation
3In this thesis, the term unit is preferred. While this is conventional in muchof NLP, it is also debatable whether borrowing terminology for neural networksfrom neuroscience is motivated at all (this is discussed further in Section 2.7).4Although this can be discussed at length, suffice it to say that including biasunits facilitates learning.5We will cover ways in which to learn these weights later in this chapter(Section 2.3.3).
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vector,
~α1 = σ(~z1), (2.2)
where σ is some non-linear activation function.6 Essentially, this is
all that a basic FFNN is – a series of matrix-vector multiplications,
with non-linearities applied to it. Now, how can this be used to solve
problems, and how does the network learn to do this? The answers
to these questions will be made clear in the course of the following
few pages.
Notation
Before we continue, a brief note on the notation used in this thesis.
Scalars are represented with lower case letters (x, y), vectors are rep-
resented with lower case letters with arrows (~x, ~y), and matrices are
represented with blackboard upper case letters (X,Y). Subscripts are
used to denote the layer number, and where necessary, a superscript
is used to denote indexation, to indicate the unit number in the case
of deep networks. For instance, αji indicates the activation of unit jin layer i, andWi indicates the weight matrix for layer i. Activationfunctions (Section 2.3.2) are denotedwith σ, occasionally subscripted
with the actual function used (σReLU ).
2.3 Feed-forward Neural Networks
A Feed-forward Neural Network (FFNN), also known as a multilayer
perceptron, is perhaps the most basic variant of neural networks,
and is the kind depicted in the previous figure. As mentioned, a neu-
ral network can be seen as a collection of non-linear functions ap-
plied to a collection of matrices and vectors, thus mapping from one
6Traditionally the activation function (σ) used is some sigmoidal function,such as the logistic function. However, many functions are suitable, given thatthey satisfy certain properties (see Section 2.3.2).
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domain (e.g., words) to another (e.g., PoS tags). Let us consider a con-
crete example, in which X contains information about the current
weather, and Y = {0, 1} denotes human-annotated labels denoting
whether or not the weather is considered good. In this case, X con-
tains several variables, each representing a certain type of weather
(e.g. x1 = calm weather, and x2 = sunny weather).7 Table 2.1 repre-sents the weather judgements of this example, where y = 1 indicates
good weather, and y = 0 indicates not-so-good weather.
Table 2.1: Weather appraisal (mimicking the logical AND function).
Calm (x1) Sunny (x2) Label (y)
0 0 0
0 1 0
1 0 0
1 1 1
The table shows the judgements of someone who considers weather
to be good (i.e. y = 1) only when it is both calm and sunny (i.e. the log-
ical AND function). Let us now consider our second neural network,
which can solve the problem of determining whether the weather is
good, based on this person’s judgements, in Figure 2.2.
Table 2.2: Weather appraisal by the neural network in Figure 2.2.
Calm (x1) Sunny (x2) z1 σ(z1) = σ(α1) = yˆ Label (y)
0 0 −15 ≈ 0 0
0 1 −5 ≈ 0 0
1 0 −5 ≈ 0 0
1 1 5 ≈ 1 1
Applying the calculations detailed in the previous section to this net-
7Note that we begin numbering of features with 1, as the index 0 is reservedfor the bias terms.
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Input Layer 1 Output
10
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+1
-15
Figure 2.2: A Neural network coding the AND logical function.
work yields the results shown in Table 2.2. If only one of x1, x2 isactive, the activation α1 is approximately 0, while the activation is 1if both x1 and x2 are active. We get these values, by applying the per-hapsmost commonly used activation function to z. This is the logistic
function, defined as
f(z) =
1
1 + e−z
, (2.3)
where e is Euler’s number. Plotting this function, yields the graph in
Figure 2.3. Hence, the value of f(x) approaches 0 when x < 0, and
approaches 1 when x > 0.
The simple neural network considered here, is what is also referred
to as a perceptron, although, technically, a perceptron uses the step
function as its activation function – in other words, if x < λ where λ
is some threshold, then f(x) = 0, and if x > λ, then f(x) = 1 (Rosen-
blatt, 1957). This is a very simple and useful architecture, but there
are many problems which can not be easily solved by a perceptron,
such as those in which the decision boundary to be learned is non-
linear. Take, for instance, the problem given in Table 2.3.
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Figure 2.3: Plot of the logistic function.
Table 2.3: Weather appraisal (mimicking the logical XOR function).
Snowy (x1) Sunny (x2) Label (y)
0 0 0
1 0 1
0 1 1
1 1 0
This table shows the labels provided by some annotator who consid-
ers weather to be good (i.e. y = 1) if it is either snowy or sunny – but
not both (i.e. the logical XOR function). As mentioned, a single unit
(i.e. a perceptron) is not able to learn this decision boundary (Min-
sky and Papert, 1988).8 Let us now have a look at a neural network
which encodes this function. This is depicted in Figure 2.4. For the
sake of clarity, all weights between x1, x2 and a1, a2 are set to 5, butonly one of these weights is shown.
Applying the calculations detailed in the previous section to this
8This is frequently cited as a potential catalyst for the the AI winter, in whichfunding and interest in artificial intelligence was at a low. Nonetheless, it wasknown at the time that the XOR problem could be solved by a neural networkwith more hidden units (Rumelhart et al., 1985).
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Figure 2.4: A Neural network coding the XOR logical function.
network yields the results shown in Table 2.4. If both or none of
x1, x2 are active, then the network will output 0, whereas if one andonly one of x1, x2 are active, the network will output 1. Exactly whatwe want!
Table 2.4: Weather appraisal by the neural network in Figure 2.4.
Calm (x1) Sunny (x2) z11 z11 z12 σ(z12) = α21 = yˆ y
0 0 −8 −1 −6 ≈ 0 0
1 0 −3 4 4 ≈ 1 1
0 1 −3 4 4 ≈ 1 1
1 1 3 9 −2 ≈ 0 0
The last two examples have shown how neural networks can encode
certain simple functions. It turns out that neural networks can do
much more than this, and are in fact universal function approxima-
tors (Cybenko, 1989; Hornik et al., 1989). What this means, is that no
matter the function, there is guaranteed to be a neural network with
a single layer and a finite number of hidden units, such that for each
potential input x, (a close approximation of) the value f(x) is output
22 2. An Introduction to Neural Networks
from the network.
The class of networks discussed here is useful for many tasks in
NLP, and can be used as a simple replacement for other classifiers.
Furthermore, they can be expanded by adding more units to each
layer, or by adding more layers. This allows such networks to learn
to solve interesting NLP problems, like language modelling (Bengio
et al., 2003; Vaswani et al., 2013), and sentiment classification (Iyyer
et al., 2015).
Before going into other NN architectures, we will first consider
some of the inner workings of NNs. This includes how we represent
our input, how weights are obtained, and finally some limitations
which motivate the use of more complex architectures than FFNNs.
2.3.1 Feature representations
In many NLP problems, we are interested in mapping from some tex-
tual language representation (x) to some label (y). This textual rep-
resentation can take many forms, both depending on the problem at
hand, and on the choices made when approaching the problem. As
an example, say we are interested in doing sentiment analysis, i.e.,
given a text (x), predict whether the text is positive or negative in
sentiment (y). The perhaps simplest way of representing the text is
to count the occurrences of each word in the text. The intuition be-
hind this is that if a text contains many negative words (horrible, bad,
appalling), it is more likely to be negative in sentiment than if it con-
tains many positive words (wonderful, good, exquisite). Since these
features (i.e. counts of each word) need to be passed to an FFNN,
they need to be represented as a single fixed-length vector ~x. What
one might then do, is to assign an index to each unique word, and
assign the count of each word to that index in the vector. This can be
referred to as a bag-of-wordsmodel.
Although this type of feature representation is sufficient for some
problems, and is traditionally used extensively, more recent develop-
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ments include using other types of representations based on distribu-
tional semantics. This is covered in more detail in the next chapter,
in Section 3.2.5.
2.3.2 Activation Functions
As stated in Section 2.3, each hidden unit applies an activation func-
tion to the sum of its weighted inputs. While many functions might
be used, an activation function should have certain properties. One
such property is that the function needs to be non-linear. It is for
this kind of function that it has been proven that a two-layer neural
network is a universal function approximator (Cybenko, 1989). Ad-
ditionally, the function should be monotonic, as the error surface as-
sociated with a single-layer model will then be convex (Wu, 2009).9
There are several other important properties, which are not covered
here. Some of the more commonly used activation functions are
listed in Table 2.5.
Table 2.5: Commonly used activation functions in neural networks.
Name Function
Logistic (aka. sigmoid) f(x) = 1
1+e−x
Hyperbolic Tangent (tanh) f(x) = 2
1+e−2x − 1
Rectified Linear Unit (ReLU) f(x) =
{
0 for x < 0
x for x ≥ 0
Leaky ReLU f(x) =
{
0.01x for x < 0
x for x ≥ 0
Softmax f(~x)i = exi∑K
k=1 e
xk
for i = 1, . . . ,K
9A monotonic function is either non-increasing or non-decreasing in its en-tirety.
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The traditionally popular logistic function was already described
in Figure 2.3. We will now consider some other commonly used acti-
vation functions. Activation functions turn out to be one of the areas
in which biological inspiration has been directly applicable to the de-
velopment of neural networks. The Rectified Linear Unit (ReLU) is
in fact remarkably similar to what happens in a biological neuron
(Hahnloser et al., 2000; Hahnloser and Seung, 2001). That is to say,
when the input is below a certain threshold, the neuron does not fire,
and when the input is above this threshold, the neuron fires with a
current proportional to its input. ReLUs have been found to make it
substantially easier to train deep networks (Nair and Hinton, 2010),
and are currently very widely used. One disadvantage of ReLUs is
that they can wind up in a state in which they are inactive for al-
most all inputs, meaning that no gradients flow backward through
the unit. This, in turn, means that the unit is perpetually stuck in
an inactive state, which at a large scale can decrease the network’s
overall capacity. This is mitigated by using leaky ReLUs, for which
even input < 0 leads to some activity, allowing for error propagation
given any input value.
The softmax function is generally only used at the final layer in
classification problems, as it yields a probability distribution based
on its input.
2.3.3 Learning
Learning in an FFNN happens in two phases. First, in the forward
propagation pass, the network sends a given input through the net-
work, and produces some output. Then, the error of this output is
calculated, as compared to some target label, and this error is sent
back through the network, updating the weights of the network so
as to make a more accurate prediction given the input in the next
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forward pass.10
We have already seen the largest part of the forward pass, as in
the examples with the AND and XOR functions in Section 2.3. The only
remaining part of the forward pass, is how the error of the network
is calculated – for this, a loss function is necessary.
Loss functions
The loss functions used in NNs, generally fall into two classes – those
used for classification problems (i.e. when attempting to predict some
discrete class label, out of a finite set of labels), and those used for
regression problems (i.e. when attempting to predict some continu-
ous score). Classification is one of the most common cases in NLP
(e.g. in POS tagging, NER, language identification, and so on). In
such cases, the activation function of the final layer is the softmax
function, which allows for interpreting the layer’s activations as a
probability distribution over the labels under consideration. Most
often, the cross-entropy between this predicted probability distribu-
tion and the target probability distribution is used to calculate the
error, or loss L, such that
Lcross−entropy(~ˆy, ~y) = −
∑
i
~yi log ~ˆyi, (2.4)
where L denotes the loss function, ~y is the target probability distribu-
tion over labels, ~ˆy is the model’s predicted model distribution given
an input x. A high error thus indicates that the predicted probability
distribution is not consistent with the target probability distribution,
and therefore changes should be made accordingly in the backward
propagation pass.
10This is referred to as backward propagation of errors, and is covered later inthis section.
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Another loss function, common in regression, is the squared error
function, defined as
Lsquared = (yˆ − y)2, (2.5)
where yˆ is the predicted label, and y is the true label. This function is
commonly used in regression, and is especially handy for explaining
backpropagation, as in the next section.
Backpropagation
Backward propagation of errors, or backprop (Rumelhart et al., 1985;
LeCun et al., 1998b), is an algorithm for calculating the gradient of
the loss function, for each weight. The gradient can, in turn, be used
to update the weights by using an optimisation algorithm, such as
gradient descent (discussed further in Section 2.3.3). Intuitively seen,
gradient-based methods operate by viewing the errors as a geomet-
ric area, and use the slope of the area in which they are (i.e., the
gradient) in order to shift weights towards obtaining an error in a
minimum of this area, as in Figure 2.5.
Figure 2.5: Non-convex error surface.
Backprop relies on the fact that the partial derivative of the error
of a certain weight Wji , with respect to the loss function, can be eas-
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ily calculated if we know the partial derivative of the outputs in the
layer following that weight. It turns out that this is, indeed, the case,
as the derivative of the output layer is quite easily obtained. The out-
put error of a given unit, δi, is calculated as
δi =
αi(1− αi)(αi − yi) for output units i,αi(1− αi)(αi∑`∈L δ`Wi`) for other units i, (2.6)
where αi is the activation of the current unit, yi is the target output,
L is the collection of all units receiving input from the current unit,
andWi` is the weight from the current unit to unit `. Let us considera concrete example, and go through the forward pass, calculation of
the error, and the backward pass. The network in Figure 2.6 shows
a neural network with its weights.
Input Layer 1 Layer 2 Output
0.2
0.4
0.7
0.3
0.4
0.1
0.7
0.3
Figure 2.6: A neural network with weights for our backpropagationexample.
Assuming that the activation function used is the logistic function,
the following calculations hold:
α1 = σ(x1 × 0.3 + x2 × 0.1) = σ(0.4× 0.3 + 0.7× 0.1) = 0.547,
α2 = σ(x1 × 0.4 + x2 × 0.2) = σ(0.4× 0.4 + 0.7× 0.2) = 0.574,
α3 = σ(α1 × 0.7 + α2 × 0.3) = σ(0.19× 0.7 + 0.3× 0.3) = 0.635.(2.7)
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Assuming that the target output is y = 0.4, we can now calculate the
error. Applying equation 2.6, we can obtain the error of the output,
namely
δ3 = α3(1− α3)(α3 − y),
= 0.635(1− 0.635)(0.635− 0.4),
= 0.054.
(2.8)
The errors of the two hidden units can also be calculated, yielding
δ2 = α2(1− α2)(α2δ3W2`),
= 0.547(1− 0.547)(0.547× 0.027× 0.3),
= 0.001,
(2.9)
and
δ1 = α1(1− α1)(α1δ3W1`),
= 0.547(1− 0.547)(0.547 ∗ 0.027 ∗ 0.7),
= 0.002.
(2.10)
We now need to update the weights used, via gradient descent. This
can be done by shifting the weights with some constant with respect
to the error obtained,
∆Wij = −γαiδj, (2.11)
where∆Wij is the amount with which to changeWij (i.e., the weightbetween the firing and receiving unit), γ is some learning rate, αiis the activation of the firing unit, and and δj is the error of the re-ceiving unit. Hence, if we set γ = 1, the changes of the weights are
calculated as
∆Wx1,α1 = −γx1δ1 = −1× 0.4× 0.002 = −0.0008,
∆Wx1,α2 = −γx1δ2 = −1× 0.4× 0.001 = −0.0004,
∆Wx2,α1 = −γx2δ1 = −1× 0.7× 0.002 = −0.0014,
∆Wx2,α2 = −γx2δ2 = −1× 0.7× 0.001 = −0.0007,
∆Wα1,α3 = −γα1δ3 = −1× 0.547× 0.054 = −0.030,
∆Wα2,α3 = −γα2δ3 = −1× 0.574× 0.054 = −0.031.
(2.12)
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Using the new weights yields the following activations in the next
forward pass, given the same input:
α1 = σ(0.4× (0.3 + ∆Wx1,α1) + 0.7× (0.1 + ∆Wx2,α1) = 0.547,
α2 = σ(0.4× (0.4 + ∆Wx2,α1) + 0.7× (0.2 + ∆Wx2,α2) = 0.574,
α3 = σ(0.547× (0.7 + ∆Wα1,α3) + 0.574× (0.3 + ∆Wα2,α3) = 0.627,(2.13)
and the output error
δ3 = α3(1− α3)(α3 − y),
= 0.318(1− 0.318)(0.318− 0.4),
= 0.053,
(2.14)
which is smaller than the previous error where δ3 = 0.054. This pro-cess is repeated with other training examples, until some criterion is
reached, such as a sufficiently low average loss.
OptimisationMethods
Backpropagation, as described in the previous section, can provide
us with the derivatives of the error surface. This can be used in a
variety of ways to update the weights. What we just saw, in Equa-
tion 2.11, is known as gradient descent. One of the most commonly
used optimisation methods is Stochastic Gradient Descent (SGD). In
SGD, a minibatch of n samples is drawn from the training set, the gra-
dient is calculated based on this batch, and the weights are then up-
dated accordingly (Bottou, 1998). Other algorithms, such as AdaGrad
(Duchi et al., 2011) and RMSProp (Hinton, 2012), learn and adapt the
learning rate (γ) for each weight. Modifying the learning rate in this
manner can both increase the rate at which the error decreases, and
lead to lower overall errors. A recent and increasingly popular op-
timisation method is Adam, which is similar to RMSProp and yields
better results on amany problems (Kingma and Ba, 2014). The choice
30 2. An Introduction to Neural Networks
of optimisation method is not all that straightforward, and no real
consensus exists for how this should be done (Schaul et al., 2014).
Hence, commonly, trial-and-error is applied in order to make this
choice, by experimentally investigating performance on a develop-
ment set.
Finding the global minimum
The goal of an optimisation algorithm is to find the global minimum,
as shown in Figure 2.5. What so-called gradient-based optimisation
algorithms do, is to calculate the derivative with respect to this error
surface, and shift the weights so as to move towards the closest of all
local minima. Such local minima can, however, be the source of a
host of problems, if the loss is high compared to the global minimum.
This is a frequently occurring issue, and it is possible to construct
small neural networks in which this scenario appears (Sontag and
Sussmann, 1989; Brady et al., 1989; Gori and Tesi, 1992). It turns out,
however, that practically speaking, when considering larger neural
networks, it is not particularly important to find the global minimum.
This has to do with the fact that, in the case of supervised learning
with deep neural networks, most local minima appear to have a low
loss function value, roughly equivalent to that of the true global min-
imum (Saxe et al., 2013; Dauphin et al., 2014; Goodfellow et al., 2015;
Choromanska et al., 2015).
Parameter Initialisation
There are several methods for initialising the weights in a neural net-
work. Naively, one might think to set the all weight matricesW = 1,
however due to how backpropagation works, this will result in all
hidden units representing the same function, and receiving the ex-
act same weight updates. Therefore, some random process is re-
quired. Common methods include those introduced by Glorot and
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Bengio (2010), and Saxe et al. (2013). When employing the ReLU
activation function, He et al. (2015b) show that weights should be
initialised based on a Gaussian distribution with standard deviation√
2
din
, where din is the input dimensionality. In the case of recurrentneural networks, which are covered in Section 2.4, particular care
needs to be taken, and weight initialisation is often done using or-
thogonal matrices (cf. Goodfellow et al.[p.404], 2016).
Regularisation in Neural Networks
One of the most common problems when training an ML system in
general, is that of overfitting – and neural networks are no exception.
Overfitting occurs when the network does not generalise to data out-
side of the training set, while having a low loss on the training set
itself. Generalisation is one of the most important parts of learning,
as learning without generalisation is simply the memorisation of a
training set. A model which has only memorised the training set is
of little practical value, as it will most likely fail miserably on unseen
examples. In order to avoid overfitting, regularisation techniques
are typically employed. The probably most common regularisation
technique used today, is dropout (Srivastava et al., 2014). In dropout,
every activation has a probability p of not being included in the for-
ward and backward passes, during training. This procedure leads to
significantly lower generalisation error, as the network needs to be
more robust, and less reliant on specific units. In the case of recur-
rent neural networks, which are covered next, specific variants of
dropout exist. such as recurrent dropout (Semeniuta et al., 2016), or
variational dropout (Gal and Ghahramani, 2016) in which the same
dropout mask is used for each time step. Another commonly used
manner of regularisation isweight decay, in which themagnitudes of
weights are decreased according to some criterion (Krogh and Hertz,
1992).
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2.4 Recurrent Neural Networks
Although FFNNs are suitable for many problems, they do not take
the structure of the input into account. Although it is possible to at-
tempt to enforce this in such a network, this has several disadvan-
tages, such as the fact that the amount of parameters which need to
be tuned can become prohibitively large. Luckily, there are architec-
tures for dealing with structure, as this is not entirely unimportant
when considering natural language. Two such approaches are cov-
ered in the following sections.
Recurrent Neural Networks (RNNs) are an extension of feed-forward
neural networks, which are designed for sequential data (Elman, 1990).
They can be thought of as a sequence of copies of the same FFNN,
each with a connection to the following time step in the sequence,
sharing parameters between time steps. RNNs take a sequence of ar-
bitrary length as input (x1, x2, . . . , xt), and return another sequence(yˆ1, yˆ2, . . . , yˆt). Each xt in the input sequence is a vector representa-tion of element nt in the sequence. Each yˆt in the output sequencecan take advantage of information in the sequence up to step t in the
input sequence. This is illustrated in Figure 2.7. Each layer is shown
as containing only one unit, which is heremeant as an abstraction de-
picting the entire internal representation of the RNN. The left side of
the figure depicts an FFNN with a loop, whereas the right side shows
the unrolled version of the network. The output of the hidden layer
is passed as an input to the hidden layer in the next time step.
An RNN is essentially a group of FFNNs with connections to one
another. This connection is a sort of loop, going from the hidden
layer of the network at time xt to the hidden layer at xt+1. In otherwords, ~ˆyt is calculated as
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1 2 3 t
= s1 s2 s3
t
1 2 3 tt
1 2 3 tt
Figure 2.7: A simple RNN with a connection from the hidden stateof the previous time step to the current side step. Left side showsthe FFNN with the loop, whereas the right side shows the unrollednetwork.
~zt = Ws~xt + U~st−1,
~st = σs(~zt),
~ˆyt = σy(Wy~st),
(2.15)
where Ws is the matrix of weights for the current time step’s input(~xt), U is a weight matrix for the connections from the previous timestep, ~st is a state vector representing the history of the sequence, tis the index of the current time step,Wy is the matrix of weights forthe output, and the rest is defined as for FFNNs. This is what is also
referred to as an Elman net, or a Simple RNN (Elman, 1990). The ad-
vantage of having access to ~s, is that the network can take advantage
of preceding information when outputting ~ˆyt. For instance, in thecase of POS tagging, if the current input is fly, and the state vector
shows that the previous word was to, we most likely want to output
the tag verb. Hence, in this way, the prediction at each time step is
conditioned on the inputs in the entire preceding sequence. There
are also variants of this, in which the net’s outputs are used to cal-
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culate the state vector, as in the case of Jordan nets (Jordan, 1997),
which is defined such that
~zt = Ws~xt + U~ˆyt−1. (2.16)
Although RNNs, in theory, can learn long dependencies (i.e. that
an output at a certain time step is dependant on the state at a time
step far back in the history), and can handle input sequences of ar-
bitrary length, they are in practice heavily biased to the most recent
items in the given sequence, and thus difficult to train on long se-
quences with long dependencies (Bengio et al., 1994). For instance, in
the case of language modelling, given a sentence such as My mother
is from Finland, so I speak fluent . . ., it is quite likely that the omit-
ted word should be Finnish. However, as the distance between such
dependencies grows, it becomes increasingly difficult for an RNN to
make use of such contextual information. In general, this is because
deep neural networks suffer from having unstable gradients, as the
gradients calculated by backprop (Section 2.3.3) are dependant on
the output of the network, which can be quite far away from the first
layers in the network. One problem with this is that this can lead
to vanishing gradients (i.e. the gradient becomes very small). This
happens since the gradient in early layers of the network are the re-
sult of a large number of multiplication operators on numbers < 1.
One might consider the fact that, since these multiplications involve
the weights in the network, we might just set the weights to be re-
ally large. Although this might seem like a good idea, this will likely
lead to the converse of the issue one is trying to avoid, namely that of
exploding gradients. Since most common optimisation methods are
gradient-based, this is problematic (see Section 2.3.3 for optimisation
details).
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2.4.1 Long Short-TermMemory
Previous work has attempted to solve this problem by adapting the
optimisation method used (Bengio et al., 2013; Pascanu et al., 2013;
Sutskever et al., 2014), however the more successful approach has
been to modify the neural network architecture itself. Because of
such efforts, there are several types of RNNs specifically designed to
cope with this issue, essentially by enforcing a type of protection of
the memory of the history of the input sequence, storing and main-
taining important features, while neglecting and forgetting unimpor-
tant features. One such method, namely Long Short-Term Memory
(LSTM), was described in Hochreiter and Schmidhuber (1997), and
saw an explosion in popularity around 2014, following several influ-
ential papers (e.g. Sundermeyer et al. (2012); Sutskever et al. (2014);
Dyer et al. (2015)). An LSTM is an extension of RNNs, with mem-
ory cells, engineered to cope with the issue of unstable gradients,
and have been shown to be able to capture long-range dependencies
(Hochreiter and Schmidhuber, 1997; Cho, 2015). For an overview of
the many variations of LSTMs which appear in the literature, see Gr-
eff et al. (2016).
Whereas an RNN only has a single internal layer (Figure 2.8), typ-
ically with a tanh (hyperbolic tangent) activation, an LSTM is some-
what more complicated (Figure 2.9). An LSTM contains gates, de-
noted in the figure by the σ layers, which are used to modify the
extent to which old information is remembered or forgotten. Part
of the explanation for LSTMs involves the observation that they, on
the surface, can be seen as a combination of Elman nets and Jordan
nets, in that both the cell state and the hypothesis are passed between
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states. In detail, an LSTM is implemented as follows
ft = σ(Wfxt + Uf yˆt−1 + bf ),
it = σ(Wixt + Uiyˆt−1 + bi),
ot = σ(Woxt + Uoyˆt−1 + bo),
ct = ft ◦ ct−1 + it ◦ σc(Wcxt + Ucyˆt−1 + bc),
yˆt = ot ◦ σ(ct),
(2.17)
where ft represents the output of the forget gate, it represents theoutput of the input gate, ot represents the output of the output gate,
ct represents the cell state, yˆt represents the output vector, W and Urepresent the weight matrices, xt represents the current input, and brepresents bias units. Each of these parts are covered in detail in the
following sections.
Cell state
The cell state, ct, is the line coded in blue in Figure 2.9. It is similarto the state vector, ~s, in a simple RNN, but its content is maintained
and protected by three gates. The forget gate’s output ft determinesto which extent each feature in the cell state should be kept. This is
done by observing the current input xt, and the previous time step’soutput yˆt−1.For instance, say we have a POS tagger which at time t observes a
word which could be either a noun or a verb (e.g. fly). If the previous
word was to, this would be useful to keep in mind in order to better
predict the next tag. Following this time step, however, we might
want to forget about this word, when predicting the next tag.
Adding information to the cell state happens in two steps. We first
decide on which values in the cell state to update again observing xtand yˆt−1, again deciding for each dimension the extent to which wewill add information. This is denoted by the input gate it. The vectorwhich is added to the cell state, is calculated by passing xt and yˆt−1
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through a non-linearity, marked by tanh in the figure. In the POS
tagging example, we want to add the information regarding the pre-
ceding determiner. These two vectors are then summed, resulting in
our new cell state ct.
Output
Finally, we need to output a value from the current time step. This
output is based on the cell state, ct, which is first run through a non-linearity (usually tanh), and filtered again by ot, which also observes
xt and yˆt−1, when deciding on which dimensions to keep, and to whatextent.
Gated Recurrent Units
In addition to the many LSTM variants (Greff et al., 2016), Gated
Recurrent Units (GRUs) represent a different variant of gated RNNs
which was independently developed to LSTMs and similar in both
purpose and implementation (Cho et al., 2014). The main difference
between LSTMs and GRUs is the fact that GRUs do not have separate
memory cells, and only include two gates – an update gate, and a
reset gate (Chung et al., 2014). This in turn means that GRUs are
computationally somewhat more efficient than LSTMs. In practice,
both LSTMs and GRUs have been found to yield comparable results
(Chung et al., 2014; Jozefowicz et al., 2015). On a general level, the per-
formance of various gated RNN architectures is, at least in the case
of large amounts of data, closely tied to the number of parameters
(Collins et al., 2017; Melis et al., 2017).
Bi-directionality
Many properties of language depend on both preceding and proceed-
ing contexts, so it is useful to have knowledge of both of these con-
texts simultaneously. This can be done by using a bi-directional RNN
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variant, which makes both forward and backward passes over se-
quences, allowing it to use both contexts simultaneously for the task
at hand (Schuster and Paliwal, 1997; Graves and Schmidhuber, 2005;
Goldberg, 2015). Bi-directional GRUs and LSTMs have been shown
to yield high performance on several NLP tasks, such as POS tagging,
named entity tagging, and chunking (Wang et al., 2015; Yang et al.,
2016; Plank et al., 2016).
2.4.2 Common use-cases of RNNs in NLP
In NLP, there are four general scenarios for producing some sort of
analysis for a given text. Consider that we have the following sen-
tence as input:
(2.18) I’m not fussy.11
We might want to analyse this unit as a whole, for instance in order
to judge that the text is in English, and not in some other language, or
to determine the native language of the person writing it, or the sen-
timent of the text itself. This can be referred to as amany-to-one sce-
nario, since we have several smaller units (e.g. words or characters),
which we want to translate into a single score or class, depending on
the task at hand.
On the other hand, we might want to analyse the sentence word
by word, by assigning, e.g., a part-of-speech (POS) tag or a semantic
tag to each word in the sentence. This can be referred to as a one-
to-one scenario, since every single unit in the text (e.g. each word
token) has a direct correspondence to a single tag.12
11PMB 76/2032, Original source: Tatoeba12The term ’one-to-one’ is also used for simple classification cases where thereis no sentential context available. We see this as simply being a special case inwhich the sequence length = 1. This is equivalent to the relation between FFNNsand RNNs, in which an FFNN can be seen as a special case of RNNs (or vice versa).
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Wemight also want to carry out some task in which the sentence
should be translated to some other form, for instance translating the
sentence to German, or some other language. If the sentence was
written in some non-standard form of English, we might want to pro-
duce a normalised version of the sentence, or in a different setting
we might want to generate an inflected form of some word in the
same language. This can be referred to as amany-to-many scenario,
as there is no structural one-to-one correspondence between the in-
putX and the output Y .
A final logically possible case, is the one-to-many scenario. This
is a highly uncommon scenario, as it is not generally the case that
one tries to predict several things from an atomic unit. Although one
could argue that some tasks fit this scenario, such as caption genera-
tion, this is not really a one-to-many scenario, as the image is not an
atomic unit, but is read by the NN as a matrix of pixels.
A schematic overview of the three relevant scenarios is given in
Figure 2.10. The versatility of these three scenarios is evident when
observing the current NLP scene, in which common practise is to cast
a problem to fit one of these scenarios, and to then throw a Bi-LSTM
at the problem.
Many-to-one
Many NLP tasks deal with going from several smaller units to a single
prediction. This essentially means that these units need to be com-
pressed into a single vector, onto which a softmax layer can be ap-
plied in order to arrive at a probability distribution over the classes
at hand (e.g. a set of languages to identify). For this type of problem,
a number of possibilities exist, such as
1. Averaging the vectors representing each unit in the sentence
(i.e. average pooling);
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Figure 2.10: Common scenarios in which RNNs are applied in NLP.From top to bottom: many-to-one, one-to-one, and many-to-many.
42 2. An Introduction to Neural Networks
2. Applying an RNN and using the final state output vector as a
representation of the sentence (depicted in Figure 2.10);
3. Applying convolutions in order to arrive at a condensed repre-
sentation.13
Approach 1) is the most simplistic of these, and has been success-
fully applied in previous work (e.g. Socher et al. (2013a); Zhang et al.
(2015a)). Themain advantage of this approach is indeed its simplicity,
as calculating themean of the vectorial representations of a sentence
is both a very cheap operation, as well as an operation which allows
for the application of a simple FFNN on top of this vector. With this
approach, however, the structure inherent in the natural language
signal is left unexploited.
Approaches 2) and 3) both offer more expressive power as com-
pared to approach 1), as they both take advantage of the structure
inherent in the input signal. This is not the case when summing
the vectors, which is in a way analogous to a bag-of-words approach.
Structure is naturally of paramount importance in natural language,
so taking advantage of this is good. Although structure in natural lan-
guage is generally hierarchical, even using the sequential structure is
better than assuming no structure at all. There are, however, some
recent architectures which do encode the hierarchical structure of
language, such as tree LSTMs (Tai et al., 2015), and RNN-Grammars
(Dyer et al., 2016).
These three approaches are meant to give an overview of some
straight-forward manners of obtaining such representations. Other,
more sophisticated approaches, include skip-thought vectors, inwhich
sentence-level representations are learned with the objective of be-
ing able to predict surrounding sentences in a document (Kiros et al.,
2015). A systematic overview of such methods is given by Hill et al.
13Convolutional Neural Networks are described in Section 2.5.
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(2016), who conclude that the best suited approach depends on the
intended application of such representations.
Another use case for this approach is when building hierarchical
models, in the sense that one, e.g., may want to have word represen-
tations which are aware of what is going on on a sub-word level. For
this, one might apply a many-to-one RNN, and use the final state out-
put vector as a word vector (Ballesteros et al., 2015; Plank et al., 2016).
Alternatively, one can use convolutions to arrive at this type of word
vector, as in dos Santos and Zadrozny (2014).
One-to-one
The one-to-one case is perhaps one of the most common scenarios
in NLP. This covers tagging task scenarios, as well as simple classifi-
cation scenarios. Many NLP tagging tasks have seen relatively large
improvements when applying variants of RNNs similarly to what is
depicted in Figure 2.10. Recently, gated variants such as LSTMs and
GRUs, often in a bi-directional incarnation are applied (Wang et al.,
2015; Huang et al., 2015; Yang et al., 2016; Plank et al., 2016). Such
RNNs are highly suited for this type of task, as it is highly informative
for, e.g., POS tagging to know which words occur both before and af-
ter the word at hand. Such dependencies might also have quite large
spans, which both LSTMs and GRUs are able to capture well. To con-
trast with older feature-based models, it would require a fair bit of
feature engineering to decide on what types of spans to include in
feature representations, lest one wishes to suffer from the sparsity
of simply using n-gram features with large values of n.
Many-to-many
This paradigm is also what is frequently referred to as an encoder-
decoder architecture in the literature, or sequence-to-sequence learn-
ing problems (Bahdanau et al., 2015; Sutskever et al., 2014). A fre-
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quent approach here, for instance in machine translation, is to apply
an RNN from which one takes the final time step’s output to be a
representation of the entire sentence, as represented in Figure 2.10,
which may seem like a bold thing to do.14 It turns out that this is in
fact often not sufficient, although one can obtain surprisingly good
translations this way. However, results improve dramatically when
going a step further by incorporating an attentionalmechanisms. This
is not focussed upon in this thesis, and will not be explained in full
detail. Essentially, an attention mechanism can learn which parts of
the source sentence to attend to, when producing the target sentence
translation. For instance, such a mechanism might learn an implicit
weighted word-alignment between the source and target sentences,
thus facilitating translation.
Many NLP tasks can be solved with a many-to-many approach.
Machine translation has already beenmentioned, and has in no small
degree been the driving force behind research in this direction. Apart
from this, the approach has been applied to morphological inflection
(Kann and Schütze, 2016; Cotterell et al., 2016; Östling and Bjerva,
2017; Cotterell et al., 2017), AMR parsing (Barzdins and Gosko, 2016;
Konstas et al., 2017; van Noord and Bos, 2017b,a), languagemodelling
(e.g. Vinyals et al., 2015), generation of Chinese poetry (Yi et al., 2016),
historical text normalisation (Korchagina, 2017), and a whole host of
other tasks.
2.5 Convolutional Neural Networks
Certain machine learning problems, such as image recognition, deal
with input data in which spatial relationships are of utmost impor-
tance. While simpler image recognition problems, such as handwrit-
14You can’t cram the meaning of a whole sentence into a single vector!–Ray Mooney, as communicated by Kyunghyun Cho in his NoDaLiDa 2017 keynote(https://play.gu.se/media/1_xt08m5je)
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ten digit recognition, can be carried out relatively successfully with
simple FFNNs, this is often not sufficient. Recall that the input for an
FFNN is simply a single vector ~x, meaning that the network has no
notion of adjacency between, e.g., two pixels. A Convolutional Neu-
ral Network (CNN) is a type of network explicitly designed to take
advantage of the spatial structure of its input. The origins of CNNs
go back to the 1970s, but the seminal paper for modern CNNs is con-
sidered to be LeCun et al. (1998a), although other work exists in the
same direction (e.g., LeCun et al. (1989); Waibel et al. (1989)). CNNs
have been used extensively in NLP, and can in many cases be used in-
stead of an RNN (contrast, e.g., dos Santos and Zadrozny (2014) who
use CNNs for character-based word representations, and Plank et al.
(2016) who use RNNs for the same purpose).
Although NLP is the focus of this thesis, we will approach CNNs
from an image recognition perspective, as this is somewhat more in-
tuitive. This is in part due to the fact that image recognition was the
intended application of CNNs upon their conception. On a general
level, convolutions can be carried out on input of arbitrary dimen-
sionality. As mentioned, two-dimensional input (e.g. images) were
the original target for CNNs. More recent work has extended this to
three-dimensional input (e.g. videos). In the case of NLP, it is often
the case that one-dimensional input is used, for instance applying a
CNN to a text string. There are three basic notions which CNNs rely
upon: local receptive fields, weight sharing, and pooling.
2.5.1 Local receptive fields
In the case of image recognition, an image of n×n pixels can be coded
as an input layer of n × n units.15 In a CNN, this input is processed
by sliding a window of sizem×m across this image. This window, or
patch, is known as a local receptive field. After passing this window
15This is assuming greyscale, i.e., one value per pixel.
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over the input image, the following layer contains a representation
based on m ×m sized slices of the input image. Intuitively, this can
be seen as blurring the input image somewhat, as the spatial dimen-
sions of the image are generally reduced through this process.
The length with which this window moves is referred to as its
stride, and is most often set to 1, meaning that the window simply
shifts by one pixel at a time. Although stride lengths of 2 and 3 are en-
countered in the literature, it is fairly uncommon to see larger stride
lengths than this. Figure 2.11 shows a convolution, where n = 4,
m = 2, a stride of 2 is used, which yields a new layer with size 2× 2.
2.5.2 Weight sharing
A key notion of CNNs is the fact that weights are shared between
each such local receptive field, and the units to which they are at-
tached. Hence, in our example, rather than having to learn n× i = 64
weights (where i = n × n is the total number of units in the first
hidden layer), as in an FFNN, only m × m = 4 parameters need to
be learned. Therefore, all units in the first hidden layer capture the
same type of features from the input image in various locations. For
instance, imagine you want to identify whether a picture contains
cats (as in Figure 2.12). In this figure, units in the first hidden layer
might encode some sort of cat detector. The fact that weights are
shared in this manner, results in CNNs being robust to translation
invariance. This means that a feature is free to occur in different
regions in the input image. Intuitively, taking our cat detector as an
example, it is naturally the case that a cat is a cat, regardless of where
in the image it happens to hide.
Each such cat detector, is referred to as a feature map, or a chan-
nel.16 For a CNN to be useful, normally more than one feature map
16The channel terminology makes sense when considering an input image in,e.g., RGB formatting, in which the intensities of each colour is represented in aseparate colour channel.
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Figure 2.11: Illustration of a local receptive field of size 2x2, whichresults in a new image of size 2x2 due to the stride length being 2.
Figure 2.12: Weight sharing example with a cat. The dotted line rep-resents the local receptive field used, the first square represents theentire input domain, and the second square represents the followingconvolutional layer.
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is learnt. That is to say, while the figures shown so far only show a
single feature map, an input image is normally mapped to several
smaller images. As an example, another feature map in Figure 2.12
might learn a dog detector. A more realistic example can be found
in facial recognition, in which one feature map might learn to detect
eyes, while another learns to detect ears, and yet another learns to
detect mouths. Local receptive fields generally speaking look at all
feature maps of the previous layers, hence the combination of eyes,
ears, and mouths might be used to learn a feature map representing
an entire face.
The fact that we generally map to several feature maps means
that, at each layer, the spatial size of the image shrinks (i.e. m < n),
while the depth of the image increases, as shown in Figure 2.13. Fi-
nally, following a series of convolutional layers, it is common practise
to attach an FFNN prior to outputting predictions.
In NLP, the situation is somewhat different, as we normally do
not have an image as input, but rather some sort of textual represen-
tation. Commonly, this will either be a string of words, characters,
or bytes. An intuition for how this works, is that something resem-
bling an n-gram feature detector is learnt given a window. This type
of approach has been applied successfully in various tasks, for in-
stance to obtain word-level representations which take advantage of
sub-word information (dos Santos and Zadrozny, 2014; Bjerva et al.,
2016b), and for sentence classification (Kim, 2014).
2.5.3 Pooling
A pooling layer takes a feature map and condenses this into a smaller
feature map. Each unit in a pooling layer summarises a region in the
previous layer, generally using a simple arithmetic operation. Fre-
quently, operations like maximum pooling (max pooling) or average
pooling are used (Zhou and Chellappa, 1988). These operations take,
e.g., the maximum of some region to be a representation of that en-
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Figure 2.13: General CNN structure. Each layer shrinks the widthand height of the input image, and increases the number of featuremaps. The grey regions denote the sizes of the local receptive fields.
tire region, thus reducing dimensionality by essentially applying sim-
ple non-linear downsampling. Max pooling can thus be seen as a
way for each max pooling unit to encode whether or not a feature
from the previous layer was found anywhere in the region which
the unit covers. The intuition is that the downsampled version of the
feature map, which yields feature locations which are rough, rather
than precise, is sufficient in combination with the relative location
to other such downsampled features. Importantly, this operation re-
duces the dimensionality of feature maps, thus reducing the number
of parameters needed in later layers.
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+
Figure 2.14: Illustration of a residual network (right) as compared toa standard network without skip connections (left). The skip connec-tion here passes the input vector ~x and adds this to the activations ~α3,thus providing the network with a shortcut. The squares representan abstract block of weights, such as, e.g., a fully connected layer inan FFNN, a convolutional block in a CNN, or an LSTM cell.
2.6 Residual Networks
Residual Networks (ResNets) define a special class of networks with
skip connections between layers, as depicted in Figure 2.14. This fa-
cilitates the training of deeper networks, as these skip connections
ease the propagation of errors back to earlier layers in the network.
Such skip connections are referred to as residual connections,
and can be expressed as
yl = h(xl) + F(xl,Wl),
xl+1 = f(yl),
(2.19)
where xl and xl+1 are the input and output of the l-th layer,Wl is the
2.7. Neural Networks and the Human Brain 51
weights for the l-th layer, and F is a residual function (He et al., 2016)
such as the identity function (He et al., 2015a), which we also use in
our experiments. Although ResNets were developed for the use in
CNNs, the skip connections are currently being used, e.g., in LSTMs
(Wu et al., 2016). ResNets can be intuitively understood by thinking
of residual functions as paths through which information can prop-
agate easily. This means that, in every layer, a ResNet learns more
complex feature combinations, which it combines with the shallower
representation from the previous layer. This architecture allows for
the construction of much deeper networks. ResNets have recently
been found to yield impressive performance in image recognition
tasks, with networks as deep as 1001 layers (He et al., 2015a, 2016),
and are thus an interesting and effective alternative to simply stack-
ing layers. Another useful feature of ResNets is that they act as en-
sembles of relatively shallow networks, which may help to explain
why they are relatively robust to overfitting in spite of their large
number of parameters (Veit et al., 2016).
ResNets have recently been applied in NLP to morphological re-
inflection (Östling, 2016), language identification (Bjerva, 2016), sen-
timent analysis and text categorisation (Conneau et al., 2016), seman-
tic tagging (Bjerva et al., 2016b), as well as machine translation (Wu
et al., 2016). Recently proposed variants include wide residual net-
works, with relativelywide convolutional blocks, showing that resnets
do not necessarily need to be as deep as the 1001 layers used in pre-
vious work (Zagoruyko and Komodakis, 2016).
2.7 Neural Networks and the Human Brain
While there are numerous reasons to use neural networks, there are
camps which might argue for applying NNs because they are ’bio-
logically motivated’. While it can be tempting to use the conceptual
metaphor (Lakoff and Johnson, 1980) of NEURAL NETWORKS ARE THE
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BRAIN, this can be rather misleading. While usage of misleading
metaphors can seem innocent, it has been shown that they do affect
reasoning (Thibodeau and Boroditsky, 2013). Therefore, a mislead-
ing metaphor should certainly not be used as an argument for the
usage of neural networks – there are plenty of other reasons for that.
Now, you might ask, is this metaphor really as misleading as it
seems? At best, neural networks (as used in NLP) are a mere carica-
ture of the human brain. On a physiological level, there is evidence
that neurons do more than simply outputting some activation value
based on a weighting of its inputs. For instance, recent research has
shown that a single neuron can encode temporal response patterns,
without relying on temporal information in input signals. Hence, the
nature of how neurons work is quite different from what is encoded
in a neural network, for instance in terms of information storage ca-
pacity (Jirenhed et al., 2017). There is in fact compelling evidence
that memory is not coded in (sets of) synapses, but rather internally
in neurons (cf. Gallistel and King, 2011, and Gallistel, 2016 and ref-
erences therein, notably Johansson et al. (2014)). Additionally, back-
propagation is not biologically plausible, although there is work on
making biologically plausible neural networks (Bengio et al., 2015).
Convolutional Neural Networks and the Brain
Similarly to the ReLUs discussed in Section 2.3.2, CNNs are biologi-
cally inspired. When CNNs were invented (LeCun et al., 1998a), this
was inspired by work which proposed an explanation for how the
world is visually perceived by mammals (Hubel and Wiesel, 1959,
1962, 1968). The attempts to reverse-engineer a similar mechanism,
as in CNNs, have proven fruitful, as CNNs are indeed highly suitable
for image recognition. Furthermore, recent research has found some
correlations between the representations used by a CNN, and those
encoded in the brain in a study where the CNN could identify which
image a human participant was looking at roughly 20% of the time
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(Seeliger et al., 2017). However, it remains to be seen whether any-
thing similar to this is even plausible for natural language.
2.8 Summary
In this chapter, an intuitive and theoretically supported overview of
neural networks was given, including a practical overview NLP. We
have seen that many common NLP problems can be classified into
three categories: one-to-one, one-to-many, and many-to-many. Ap-
propriate deep learning architectures suitable for each of these cate-
gories were suggested.
While this chapter is meant to be a sufficient introduction to neu-
ral networks to understand this thesis, it is by no means a complete
account of the topic. For a more in-depth description of neural net-
works in general, I refer the readers to Goodfellow et al. (2016). For
a primer which is more geared towards NLP, see Goldberg (2015).

CHAPTER 3
Multitask Learning
andMultilingual Learning
Abstract|In this chapter, we build upon the background knowledge
of neural networks presented in the previous chapter. We will focus
on different, but highly related, paradigms – multitask learning, and
multilingual model transfer. Multitask learning is first presented in a
general context, and then in the context of neural networks, which is the
primary focus of this thesis. We will then look at multilingual approaches
in NLP, again first in a general context, and then in the context of model
transfer with multilingual word representations, which is the secondary
focus of this thesis. In this thesis, we consider the first setting in Part
II, the second setting in Part III, and include an outlook for a combined
multilingual/multitask paradigm in Part IV.
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3.1 Multitask Learning
In Natural Language Processing (NLP), andmachine learning (ML) in
general, the focus is generally on solving a single task at a time. For
instance, one might invest significant amounts of time in making a
Part-of-Speech tagger or a parser. However, fact is that many tasks
are related to one another. The aim of multitask learning (MTL) is to
take advantage of this fact, by attempting to solve several tasks simul-
taneously, while taking advantage of the overlapping information in
the training signals of related tasks (Caruana, 1993, 1997). When the
tasks are related to each other, this approach can improve generali-
sation, partially since it provides a source of inductive bias, and since
it allows for leveraging larger amounts of more diverse data.1 Addi-
tionally, since related tasks can often make use of similar represen-
tations, this can lead to the tasks being learnt even better than when
training on a single task in isolation.
The use of MTL is skyrocketing in NLP, and has been applied suc-
cessfully to a wide range of tasks, for instance sequence labelling
such as POS tagging (Collobert and Weston, 2008; Plank et al., 2016),
semantic tagging (Bjerva et al., 2016b), as well as chunking and su-
pertagging (Søgaard and Goldberg, 2016). In addition to this, it is
the primary focus of this thesis, and having some background knowl-
edge on this will be useful for the following chapters. The first part
of this chapter is an attempt at providing an understanding of what
MTL is and how it is applied. While some general MTL scenarios are
covered, the focus will be on MTL in the context of neural networks,
and in the context of NLP.
1Generally speaking, it is beneficial to have access to more data when trainingan ML model.
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3.1.1 Non-neuralMultitask Learning
Before going into MTL in neural networks (NNs), we first take a look
at the usage of this paradigm in other frameworks. Generally speak-
ing, we seek to exploit the fact that there are many tasks which are
somehow related to one another (Caruana, 1993, 1997; Thrun and
Pratt, 1998). For instance, MTL can have the role of being a distant
supervision signal, in the sense that the tasks used might be fairly
distantly related. Additionally, since MTL plays the role as a reg-
ulariser (see Chapter 2), and lowers the risk of overfitting (Baxter,
1997; Baxter et al., 2000), MTL often improves generalisation. This
is in part because MTL reduces Rademacher complexity (Baxter et al.,
2000; Maurer, 2006).2 Furthermore, MTL will push the weights of a
model towards representations which are useful for more than one
task. Finally, MTL can be seen as a method of dataset augmentation,
as it allows for using more data than when only considering a single
task at a time.
A commonlymade assumption inMTL is that only a handful of pa-
rameters orweights (see Chapter 2) ought to be shared between tasks,
and conversely that most parameters should not be shared (Argyriou
et al., 2007). This can intuitively be understood by considering that
only a few features useful for a task t1 might be useful for anothertask t2. For instance, imagine that we are building a joint POS taggerand language identification system. A feature capturing capitalised
words preceded by a determiner will both be a decent indicator of
the language being, e.g., German, as well as that the capitalised word
is a noun. Other features, on the other hand, such as one indicating
that the language is likely to be Norwegian or Danish if the letter ø
is encountered, is not likely to be beneficial for POS tagging at all. In
other words, this type of parameter sparsity can be phrased as that
2A lower Rademacher complexity essentially indicates that a class of functionsis easier to learn.
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most parameters should not be shared, as many parameters are task
specific. In this type of approach, all shared parameters are generally
considered by all tasks involved. This puts the system at a relatively
large risk of negative transfer, if one tries to combine this approach
with tasks which are only slightly related. In NLP we are often in-
terested in exploiting even relatively weak training signals, which
makes this particularly problematic.
Another approach is to learn clusters of tasks, which allows for
letting related tasks share certain parameters, and relatively unre-
lated tasks perhaps only a few. Such approaches have in common
that they assume that the parameters which are beneficial for each
other are geometrically close to one another in n-dimensional space
(Evgeniou and Pontil, 2004; Kang et al., 2011). Other work has come
up with other definitions of task similarities. For instance, Thrun
and O’Sullivan (1995) consider two tasks to be similar simply if one
improves performance on the other. While other approaches to MTL
have been used in the past, such as Daumé III (2009) who approach
MTL from a Bayesian perspective, and Toutanova et al. (2005) who
train a joint classifier for semantic role labelling with automatically
generated auxiliary tasks, the perhapsmost popular approach in NLP
is parameter sharing in NNs.
3.1.2 NeuralMultitask Learning
We now turn to the main method used in this thesis, namely neural
MTL. There are twomain approaches to this, differing in the manner
in which parameters are shared – hard and soft parameter sharing.
Currently, the less popular variant of the two in NLP is soft param-
eter sharing, and will not be covered in detail. Briefly put, in this
setting, parameters are constrained in a similar manner to the pa-
rameter sparsity approach. That is to say, the parameters between
tasks are encouraged to be similar to one another, which allows for
some transfer between tasks, or between languages (Duong et al.,
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2015). However, as parameters are not explicitly shared between
tasks, the risks of negative transfer are relatively low in this setting.
This approach is not explored in this thesis as hard parameter shar-
ing offers several advantages, including ease of implementation, and
computational effectivity, as the amount of parameters is kept almost
constant as compared to having a single task.
Hard parameter sharing is currentlymore common, perhapsmainly
due to the ease with which a neural MTL system with several tasks
can be created. This is the type of MTL discussed in the seminal
works by Caruana (1993, 1997). In this thesis we consider research
questions tied to this type of MTL in the context of NLP, partially due
to the versatility of the paradigm. Apart from allowing for consider-
ing data from several tasks simultaneously, even corpora in different
languages might be used in this approach, given some sort of unified
input representations.3 Then, if the output labels between tasks cor-
relate with one another to some extent, it seems quite intuitive that
this approach should be beneficial.
In NLP, MTL is generally approached from the perspective that
there is somemain task, i.e., the task in which we are interested, and
some auxiliary task, which should improve the main task. It is impor-
tant to note, however, that these labels are quite arbitrary.4 There is
not necessarily anything to distinguish a main task from an auxiliary
task in an NN. One might lower the weighting of the auxiliary task
(i.e. multiply the loss for each batch by some λ < 1), but this strategy
appears to be relatively rare in the literature.
A common way of implementing hard parameter sharing, is to
have a stack of layers for which weights are updated with respect
to all tasks, with at least two output layers, each with task-specific
weights (see Figure 3.1). Concretely, consider that we have t corpora
3This is covered further in the second half of this chapter.4The exception being cases in which the performance on the auxiliary task isdisregarded in favour of the main task performance.
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Input Layer 1 Layer 2 Output
Figure 3.1: CommonMTL architecture (bias units omitted for clarity).
with different annotations, each containing pairs of input and out-
put sequences (~x, ~yt) for a single task. While the inputs x will largely
be part of the same vocabulary, and can be shared across tasks, the
tag sets used, and therefore the labels (y0 . . . yt) differ. Note that the
vocabularies in the tasks at hand do not necessarily need to over-
lap, but when considering a single natural language, this tends to be
the case. A common approach when training is to randomly sam-
ple such sequence pairs, predict a label distribution ~ˆyt, and update
model parameters as calculated by the loss relative to the true label
distribution ~yt with backpropagation (see Chapter 2 for an overview
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of this). Each task t has a task-specific classifier (ft=main, ft=aux) withits own weight matrix (Wmain,Waux). The output of the task-specificlayer is then calculated using the softmax function (cf. Section 2.3.2),
such that
~ˆyt = softmax(Wt~αn + b), (3.1)
where ~αn denotes the activations of the layer before the output layer.This architecture is common inNLP, withweights typically shared
between the main and auxiliary task at all layers, up to the task-
specific classification layer (i.e. the output layer). A multitude of
other possibilities do exist, as the task-specific output layers can be
attached anywhere in the network. This can be advantageous, as
Søgaard and Goldberg (2016) found that including the lower-level
task supervision at lower levels in the network was useful, in the
case of using the low-level task of POS tagging in combination with
CCG supertagging (i.e. assigning CCG lexical categories). Most related
work, including the experiments in this thesis, apply multitask learn-
ing akin to what is shown in Figure 3.1.
NeuralMultitask Learning in Natural Language Processing
Hard parameter sharing in NNs is the target of considerable atten-
tion in the recent NLP literature. Practically speaking, there appear
to be two main approaches to MTL in the NLP literature. Some work,
such as Ando and Zhang (2005), Collobert and Weston (2008), Sø-
gaard and Goldberg (2016), Plank et al. (2016), Bjerva et al. (2016b),
and Augenstein and Søgaard (2017) take the approach of exploiting
seemingly related NLP tasks, based on some linguistic annotation.
Other work, e.g., Plank (2016), and Klerke et al. (2016), take the ap-
proach of exploiting data from non-linguistic sources (keystroke data
and eye gaze data, respectively). While these approaches are both
useful and interesting, the focus of this thesis is the first approach,
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specifically in which an NLP sequence prediction task is used as an
auxiliary task for some other NLP sequence prediction task. This is
partially motivated by the fact that using a word-level input for all
tasks, allows for a one-to-one mapping between labels in different
tag sets (given a specific token in context), which in turn opens up
for the information-theoretic approach considered in Chapter 5.
3.1.3 Effectivity ofMultitask Learning
Plenty of studies demonstrate the success of MTL, such as in com-
puter vision (Torralba et al., 2007; Loeff and Farhadi, 2008; Quattoni
et al., 2008), genomics (Obozinski et al., 2010), and the aforemen-
tioned NLP studies. Apart from relatively straight-forward results
showing that MTL is often beneficial, efforts have been put into ex-
perimentally investigating when and why MTL is advantageous in
NLP. Martínez Alonso and Plank (2017) look at a collection of seman-
ticmain taskswhile usingmorphosyntactic and frequency-based tasks
as auxiliary tasks. They find that the success of an auxiliary tasks de-
pends on the distribution of the auxiliary task labels, e.g., the distri-
bution’s entropy and kurtosis.5 Bingel and Søgaard (2017) present a
large systematic study of MTL in a collection of NLP tasks. They find
that certain dataset characteristics are predictors of auxiliary task
effectivity, corroborating the findings of Martínez Alonso and Plank
(2017), and also show that MTL can help target tasks out of local min-
ima in the optimisation process. In Bjerva (2017b), it is argued that
entropy is not sufficient for explaining auxiliary task effectivity, and
thatmeasures which take the joint distribution between tasks into ac-
count offer more explanatory value (this is elaborated in Chapter 5).
In terms of data sizes Benton et al. (2017) suggest that MTL is ef-
fective given limited training data for the main task. Luong et al.
(2015), however, highlight that the auxiliary task data should not out-
5The kurtosis of a distribution is essentially a measure of its tailedness.
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size the main task data – this is contradicted by Augenstein and Sø-
gaard (2017), who highlight the usefulness of an auxiliary task when
abundant data is available for such a task, and little for the main
task. Finally, Mou et al. (2016) investigate transferability of neural
network parameters, by attempting to initialise a network for a main
task with weights which are pre-trained on an auxiliary task, and
highlight the importance of similarities between tasks in such a set-
ting. Finally, a promising recent innovation is that of sluice networks,
in which a NN learns which parts of hidden layers to share between
tasks, and to what extent (Ruder et al., 2017).
3.1.4 WhenMTL fails
The cases inwhichMTL does not work are also deserving of attention.
While up until now we have assumed that applying MTL is a piece of
cake, there are times when one adds an auxiliary task, causing the
system to collapse like a house of cards. This type of performance
loss is referred to as negative transfer, and can occur when two un-
related tasks share parameters. This is generally something to avoid,
as there are few, if any, advantages to worsening the generalisation
ability of the network. However, such results are rarely shared in the
community, in part due to the file drawer problem (Rosenthal, 1979).
In short, the problem is that it is impossible to access, or even know
of, studies which have been conducted and not published. In the
case of MTL, this issue might be alleviated by publishing results on
all auxiliary tasks experimented with, even if only one or two such
tasks improved performance.
3.2 Multilingual Learning
In the second half of this chapter, we turn tomultilingual approaches.
Many languages are similar to each other in some respect, and sim-
ilarly to related tasks, this fact can also be exploited in order to im-
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provemodel performancewith respect to, e.g., a given language. While
there are many approaches to multilingual NLP, with various use
cases, the focus in this thesis is on model transfer, in which a sin-
gle model is shared between languages. We will nonetheless begin
with an overview of the most common approaches.
As an example, consider NLP tagging tasks, which can be summed
up as learning to assign a sequence of tags from a tag set t to a se-
quence of tokens in language l. In cross-lingual multitask NLP set-
tings, there are many l/t pairs which do not have any annotated data.
For instance, there is (at the time of writing) no annotated data for
Welsh in the Universal Dependencies (Nivre et al., 2017). However,
many NLP systems require input data from specific tag sets. For
instance, the Stanford Neural Network Dependency parser requires
POS tags in its input (Chen and Manning, 2014), whereas the seman-
tic parser Boxer requires semantic tags in its input (Bos, 2008; Abzian-
idze et al., 2017). Hence, for such tools to be applicable in multilin-
gual settings, the tags they rely on need to be available for other lan-
guages as well, which highlights the importance of approacheswhich
deal with this. There are three frequently used approaches to solving
this problem:
1. human annotation;2. annotation projection;3. model transfer.
Although serious efforts have gone into furthering these approaches,
they all have considerable drawbacks. In brief, human annotation
is time consuming and expensive, annotation projection is only ap-
plicable to texts which are both translated and aligned, and model
transfer is generally only used inmono-lingual or mono-task settings.
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3.2.1 HumanAnnotation
Generally speaking, annotating data manually is a very expensive
and time-consuming manner of, e.g., producing some sort of linguis-
tic labels for a sentence. Although the process can be alleviated with
gamification (Venhuizen et al., 2013; Chamberlain, 2014; Jurgens and
Navigli, 2014; Bos andNissim, 2015), considerable time and effort still
needs to be invested into creating such crowd-sourcing systems.
3.2.2 Annotation Projection
Given an annotated sentence in a source language and a translation
of that sentence in a target language, it is possible to transfer, or
project, the annotation from the source language to the target lan-
guage. This approach is known as annotation projection, and relies
on having access to parallel text for which at least one source lan-
guage is annotated (Yarowsky et al., 2001; Hwa et al., 2005). Usually,
word alignments are used in order to project linguistic labels from
source to target. The resulting annotations can then be used to train
a new monolingual system for the target language(s). This approach
has been applied successfully to various tasks, primarily syntactic
parsing (Hwa et al., 2005; Tiedemann, 2014; Rasooli and Collins, 2015;
Agić et al., 2016), POS tagging (Yarowsky et al., 2001), and recently
also semantic parsing (Evang and Bos, 2016; Evang, 2016).
Annotation projection has two main drawbacks. Primarily, it is
only applicable to texts which are both translated and aligned, whereas
the majority of available texts are monolingual. Furthermore, this
approach relies heavily on the quality of the automatic word align-
ments. Word-aligning parallel text is not always successful, for in-
stance with very dissimilar languages, insufficient statistics, or bad
translations (Östling, 2014, 2015). Another approach for annotation
projection relies on automatic translation. This works by applying a
machine translation (MT) system to generate a parallel text for which
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source language annotation exists (Tiedemann et al., 2014). In other
words, in addition to the difficulties of the annotation projection ap-
proach, this method places high requirements on availability of par-
allel texts for training an MT model. In addition to these prerequi-
sites, the involvement of a fully-fledged MT system in an annotation
pipeline, will in itself increase its complexity severely.
3.2.3 Model Transfer
Model transfer deals with learning a single model which is shared be-
tween several languages (Zeman and Resnik, 2008; McDonald et al.,
2011a).6 This type of approach has been explored extensively in pre-
vious work. Multilingual model transfer has been successfully ap-
plied to, e.g., POS tagging (Täckström et al., 2013), and syntactic pars-
ing (Täckström, 2013; Ammar et al., 2016). This is commonly done by
using delexicalised input representations, as in the case of parsing
(Zeman and Resnik, 2008; McDonald et al., 2011a; Täckström et al.,
2012, 2013). A related situation, is the case of exploiting language
similarities in order to train models for low-resource languages (see,
e.g., Georgi et al. (2010)).
In this thesis, model transfer is framed as a special case of MTL.
That is to say, each language in the model can be seen analogously to
a task. This means that we are also free to choose whether we want
to code tag predictions jointly as a single output layer, or have one
separate output layer per language. As with MTL with multiple tasks,
we consider the same specific type of MTL across languages, namely
hard parameter sharing in neural networks.
A common approach in parsing is to delexicalise the input repre-
sentations in order to enforce uniformity across languages, by train-
ing a parser on sequences of PoS tags rather than sequences of words
(Zeman and Resnik, 2008; McDonald et al., 2011a). However, as we
6Note the similarities to multitask learning with hard parameter sharing.
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are looking at predicting such tags, we approach this by using in-
put representations which are shared across languages. This allows
for training a neural network for several languages simultaneously
in a language-agnostic manner, while still taking lexical semantics
into account. Apart from this advantage, implementing a system in
this manner is straightforward. Additionally, this approach offers
the possibility of out-of-the-box zero-shot learning, as simply adding
input representations for a different language is sufficient to enable
this.
Zero-shot learning is the problem of learning to predict labels y
which have not been seen during training. This is especially rele-
vant in cases such as MT, in which, e.g., many of the target forms
which need to be produced for languages with rich morphology have
not been seen. In recent years, zero-shot learning has become in-
creasingly popular, for instance in image recognition (Palatucci et al.,
2009; Socher et al., 2013b). Recently, it has also been applied to MT,
resulting in a model which even allows for translation into unseen
languages (Johnson et al., 2016). Oneway of enabling zero-shot learn-
ing, is to use shared input representations. For instance, in the case
of character-based models, we can simply use the same alphabet in
the inputs and outputs of each system, as in Östling and Bjerva (2017)
and Bjerva (2017a). In the case of word level input representations,
one can employ word embeddings living in the same space, regard-
less of language.
3.2.4 Model Transfer withMultilingual Input Representations
Looking further at the problem of model transfer across languages,
consider the following example, of an English sentence and its trans-
lation, as two separate input sequences to a neural network, with
their corresponding annotated output sequences.7
7PMB 01/3421. Original source: Tatoeba.
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(3.2) We
PRON
must
VERB
draw
VERB
attention
NOUN
to
ADP
the
DET
distribution
NOUN
of
ADPthis
DET
form
NOUN
in
ADP
those
DET
dialects
NOUN
.
PUNCT
(3.3) Wir
PRON
müssen
VERB
die
DET
Verbreitung
NOUN
dieser
DET
Form
NOUN
in
ADP
diesen
DETDialekten
NOUN
beachten
VERB
.
PUNCT
Although the surface forms of these two sentences differ, as one is in
English and one in German, multilingual word representations for
the corresponding words in these two sentences ought to be close to
one another. Hence, if the NN only sees the English sentence in train-
ing, and the German sentence during test time, it ought to be fairly
successful in tagging this ’unseen’ sentence with suitable tags.8 How-
ever, one question is whether having access to the same sentence in
a typologically more distance language such as Japanese also would
be useful (this is approached in Chapter 5).
In order for such an approach to work, it is necessary that words
with similar meanings in different languages are represented in a
fairly similar way. How do we arrive at word representations with
such properties? In the next few sections we will look at this, begin-
ning at simple monolingual representations, and leading up to bilin-
gual and multilingual representations.
8Considering that the semantic content of the two sentences ought to behighly similar, one could regard the translated sentence to be ’seen’ if the originalsentence was in the training data. This has the further implication that one, inthis type of experiments, must take care not to allow corresponding sentences tooccur in both training and evaluation data.
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3.2.5 Continuous SpaceWord Representations
InmanyNLP problems, we are concernedwith processing someword-
like unit, in order to arrive at some linguistically motivated and ap-
propriate label. In Section 2.3.1, we considered bag-of-words models
for tasks such as this. To recap, in this type of model we assign an
index to each unique word. Each word is then represented by a vec-
tor ~x, with a dimensionality equal to the size of the vocabulary, since
each word requires its own index. As an example, consider a vocabu-
lary size of five words, with three of those words being cat, dog, and
coastal, with their corresponding vector representations, such that
~xcat = [0, 0, 1, 0, 0],
~xdog = [0, 0, 0, 0, 1],
~xcoastal = [0, 1, 0, 0, 0].
(3.4)
In NLP, we are often interested in comparingwordswith one another,
either simply in order to have somemeasure of their similarity, or be-
cause we are interested in the fact that similar words tend to have
similar properties in down-stream tasks. For instance, the words
cat and dog are likely to have the same or similar linguistic analy-
ses in many cases, such as both being tagged with the PoS tag NOUN.
A commonly used similarity measure between vectors is the cosine
distance. In this setting, a word representation as presented above is
somewhat problematic, as the distances between the three words are
equal, although we want a higher similarity between cat and dog.
The representation we have seen so far is known as a sparse fea-
ture representation, as each word is represented by a vector of ze-
roes with one element set to one, also known as a one-hot vector.
Apart from the drawback of similarity, this type of input represen-
tation can run into other problems, such as the dimensionality of
the representations becoming too large to handle as vocabulary size
grows. This can be remedied in many ways, for instance by applying
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dimensionality reduction algorithms. Commonly used algorithms
include singular value decomposition (SVD), and random indexing
(Kanerva et al., 2000; Sahlgren, 2005). This does not help with the
problem of similarities, however.
It turns out that one can arrive at word representations with nice
properties of similarity by taking advantage of the distributional hy-
pothesis:
’Semantics is partly a function of the statistical distribution
of words.’
–Harris (1954)
’You shall know a word by the company it keeps.’
–Firth (1957, p.11)
This means that the semantic content of a given word is related to
otherwords occurring in similar contexts. Furthermore, Harris (1954)
claims that the strength of this relation is proportional to the similar-
ity between two words, such that if two words w1 and w2 are moresimilar in meaning than w1 and w3, then the relative distribution ofthe first pair will be more similar than that of the second pair. One
way of implementing this type of distributional semantics is to count
word co-occurrences in a large corpus. Let us now assign the two re-
maining indices in the five-dimensional representation used above
to the words pet and water, such that
~xpet = [1, 0, 0, 0, 0],
~xwater = [0, 0, 0, 1, 0].
(3.5)
These five vectors can then be used to generate new distributional
vectors, ~y, by representing each word by the sum of the vectors ~x of
the words with which it co-occurs. If cat and dog frequently co-occur
with each other, and with pet, whereas coastalmainly co-occurs with
water, the resulting representations may be similar to
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~ycat = [25, 0, 20, 0, 10],
~ydog = [30, 0, 10, 0, 20],
~ycoastal = [0, 10, 0, 100, 0].
(3.6)
In this representation, cat and dog are more similar to one another
than they are to coastal, which is exactly what we want. A visualisa-
tion of such a word space is given in Figure 3.2.
cat
gato
kat
perro
hond
king
queen
man
woman
cat
dog
pet
coastal water
dog
Figure 3.2: An example of a word space.
The type of word representation discussed up until now is also
known as a count-based representation, as opposed to a prediction-
based representation (Baroni et al., 2014).9 Whereas a count-based
representation can be seen as counting the words in a given con-
text, a prediction-based representation can be made by attempting
to predict that context. Doing this with a neural network, the error
obtained when attempting to make such predictions is used to up-
date the representations, until a low error is obtained (see Chapter 2
for details on neural networks). With the entry of the deep learning
tsunami on the NLP scene (Manning, 2015), this type of dense word
representations has become increasingly popular. The availability
of tools implementing such algorithms, such as word2vec, undoubt-
edly helped push the popularity of this approach further. This trend
9Whereas Baroni et al. (2014) suggest that prediction-based methods outper-form count-based ones, Levy and Goldberg (2014b) show that the underlyingdifferences between the approaches are small.
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was introduced by Collobert and Weston (2008), Turian et al. (2010),
and Collobert et al. (2011), and was further spearheaded by papers
such as Mikolov et al. (2013c), which showed that a simple neural
model would encapsulate linguistic regularities in its embedded vec-
tor space. The now infamous example of this property is shown in
a figure in Mikolov et al. (2013c), replicated in Figure 3.3, where the
following relation holds
−−→
king +−−−−→woman −−−→man = −−−→queen. (3.7)
In other words, the distance between man and woman is similar to
that between king and queen, so adding this difference to the vector
of king results in a vector close to queen.
Figure 3.3: A word space in which adding the difference betweenwoman andman to king results in queen.
In a prediction-based approach, the terminology used is that a
word is embedded into n-dimensional space. Typically, this dimen-
sionality is much lower (e.g. around 100) than what is generally used
in count-based approaches (e.g. around 1000). In the case of neural
networks, these embeddings can be trained together with the rest of
the network. This results in a matrix of word vectors in which words
with similar properties (under the task at hand) are close to one an-
other.
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Distributional vs. Distributed representations
An useful distinction to make is that of distributed vs. distributional
representations. A distributional word representation is based on a
co-occurrence matrix, taking advantage of the distributional hypoth-
esis. Similarities between the resulting distributional word represen-
tations thus represent the extent to which they co-occur, and there-
fore also their semantic similarity. A distributed representation, on
the other hand, is simply one that is continuous. That is to say, a word
is represented by a dense, real-valued, and usually low-dimensional
vector. Such representations are generally known as word embed-
dings, with each dimension representing some latent feature of the
word at hand. Oneway to remember this is that such representations
are distributed across some n-dimensional space. The first repre-
sentations we saw were therefore distributional, but not distributed
(Turian et al., 2010). The word embeddings, on the other hand, can
be said to be both.
Bilingual andMultilingualWord Representations
Going from monolingual to bilingual word representations has been
the subject of much attention in recent years. One of the first ap-
proaches to bilingual word representations was shown by Klemen-
tiev et al. (2012), followed by work such as Wolf et al. (2014), and
Coulmance et al. (2015). Parallel to approaches which aim at mak-
ing good multilingual embeddings, are attempts at producing better
monolingual embeddings by exploiting bilingual contexts, as in Guo
et al. (2014), Šuster et al. (2016), and Šuster (2016).
In essence, the approaches to building such representations can
be divided up into several categories. Cross-lingual mapping can
be done by first learning monolingual embeddings for separate lan-
guages, and then using a bilingual lexicon to map representations
from one space to the other (Mikolov et al., 2013b). Another ap-
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proach is to mix contexts from different languages, and training pre-
existing systems, such as word2vec, on this mixed data (Gouws and
Søgaard, 2015). The approach under consideration in this thesis is
based on exploiting parallel texts, by jointly optimising a loss func-
tion when predicting multilingual contexts (Guo et al., 2016).
The true power of multilinguality is not unlocked until we can
consider an arbitrary number of languages at a time. Whereas bilin-
gual word representations only encode two languages, amultilingual
word space contains representations from several languages in the
same space. As before, we here also have the property that words
with similar meanings are close to one another irrespective of the
language (see Figure 3.4).
cat
gato
kat
perro
hond
king
queen
man
woman
cat
dog
pet
coastal water
dog
Figure 3.4: An example of a multilingual word space.
One such is the multilingual skip-grammodel, as outlined by Guo
et al. (2016).10 As a variant of this model is used in Part III and Part
IV, we will now cover this in more detail.
10The skip-gram method to create word embeddings, in which a neural net-work attempts to predict the context of a word, is not to be confused with skip-grams in the sense of n-grams which are not necessarily consecutive. In thesecond sense, we can define a k-skip-n-gram as a sequence of length n, in whichwords occur at distance k from each other. In this thesis, only the first sense is ofimportance.
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Multilingual Skip-gram
The skip-gram model has become one of the most popular manners
of learning word representations in NLP (Mikolov et al., 2013a). This
is in part owed to its speed and simplicity, as well as the performance
gains observed when incorporating the resulting word embeddings
into almost any NLP system. The model takes a word w as its input,
and predicts the surrounding context c. Formally, the probability dis-
tribution of c given w is defined as
p(c|w; θ) = exp(~c
T ~w)
Σc∈V exp(~cT ~w)
, (3.8)
where V is the vocabulary, and θ the parameters of word embeddings
(~w) and context embeddings (~c). The parameters of this model can
then be learned by maximising the log-likelihood over (w, c) pairs in
the corpus C,
J(θ) =
∑
(w,c)∈D
log p(c|w; θ). (3.9)
Guo et al. (2016) provide a multilingual extension for the skip-
gram model, by requiring the model to not only learn to predict En-
glish contexts, but also multilingual ones. This can be seen as a sim-
ple adaptation of Firth (1957, p.11), i.e., you shall know a word by the
multilingual company it keeps. Hence, the vectors for, e.g., dog and
perro ought to be close to each other in such a model. This assumes
access to multilingual parallel data, as word alignments are used in
order to determine which words comprise the multilingual context
of a word.
Formally, the learning objective in multilingual skip-gram is de-
76 3. Multitask Learning andMultilingual Learning
fined in Guo et al. (2016) as
J = α
∑
l∈L
Jmonol + β
∑
l∈L,{EN}
Jbil,EN
Jmonol =
∑
(w,c)∈Dl↔l
log p(c|w; θ)
Jbil,EN =
∑
(w,c)∈Dl↔EN
log p(c|w; θ),
(3.10)
where L denotes the set of all languages, and α and β are weight
parameters for the monolingual and bilingual contexts, respectively.
In our work, however, we do not rely on always using English as
a pivot, and rather use all bilingual pairings to generate contexts. In
other words, we also predict the French context based on the Spanish
word, and vice versa, rather than only predicting from or to English.
This is visualised in Figure 3.5, in which the dashed lines indicate the
additional predictions made using the loss described here, and used
in Bjerva and Östling (2017a).
Formally, the joint objective function used here is defined as
J = α
∑
l∈L
Jmonol + β
∑
l1∈L
∑
l2 6=l1∈L
Jbil1 ,bil2
Jmonol =
∑
(w,c)∈Dl↔l
log p(c|w; θ)
Jbil1 ,bil2 =
∑
(w,c)∈Dl1↔l2
log p(c|w; θ).
(3.11)
3.3 Outlook
In the first part of this chapter, we considered multitask learning,
which is the focus of Part II of this thesis. We will first see a case
study, in which a MTL paradigm is shown to improve performance
on two sequence labelling tasks. Then we turn to a more theoretical
investigation into why this is the case.
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Figure 3.5: Multilingual skip-gram utilising multilingual contexts.Dashed lines indicate the additions of our loss function, i.e., predic-tions between every language pair.
Following this, Part III also begins with a case study on multilin-
guality in a single NLP task. The subsequent chapter then includes
an empirical study of multilinguality in several tasks, and looks at
change in performance when multilinguality is employed.

PART II
Multitask Learning

CHAPTER 4
∗Multitask Semantic Tagging
with Residual Networks
Abstract|In this chapter, a semantic tag set is presented, which is tailored
for multilingual semantic parsing. As a first step towards exploring
multitask learning, we will look at the effects of jointly learning this task,
together with POS tagging, compared to learning the two tasks separately.
Furthermore, we will see a deep neural network tagger, which is the
first tagger to use deep residual networks (ResNets). The tagger uses
both word and character representations, and includes a novel residual
bypass architecture. We evaluate the tagger separately on the semantic
tagging task, on POS tagging, and in the multitask learning setting. In the
multitask setting, the tagger significantly outperforms prior results on
English Universal Dependencies POS tagging reaching 95.71% accuracy
on UD v1.2 and 95.67% accuracy on UD v1.3.
∗Chapter adapted from: Bjerva, J., Plank, B., and Bos, J. (2016). Semantictagging with deep residual networks. In Proceedings of COLING 2016, the 26thInternational Conference on Computational Linguistics: Technical Papers, pages3531–3541. The COLING 2016 Organizing Committee
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4.1 Introduction
A key issue in computational semantics is the transferability of se-
mantic information across languages. Many semantic parsing sys-
tems depend on sources of information such as POS tags (Pradhan
et al., 2004; Copestake et al., 2005; Bos, 2008; Butler, 2010; Berant and
Liang, 2014). However, these tags are often customised for the lan-
guage at hand (Marcus et al., 1993) or massively abstracted, such as
the Universal Dependencies tagset (Nivre et al., 2017, 2016a). Fur-
thermore, POS tags are syntactically oriented, and therefore often
contain both irrelevant and insufficient information for semantic anal-
ysis and deeper semantic processing. This means that, although POS
tags are highly useful for many downstream tasks, they are unsuit-
able both for semantic parsing in general, and for tasks such as recog-
nising textual entailment.
We present a novel set of semantic labels tailored for the pur-
pose of multilingual semantic parsing. This tagset (i) abstracts over
POS and named entity types; (ii) fills gaps in semantic modelling by
adding new categories (for instance for phenomena like negation,
modality, and quantification); and (iii) generalises over specific lan-
guages (see Section 4.2). We introduce and motivate this new task in
this chapter, and refer to it as semantic tagging. Our experiments aim
to answer the following two research questions, in order to answer
RQ 1:
RQ 1a Canwe use recent neural network architectures to implement
a state-of-the-art neural sequence tagger, which can easily be
expanded for multitask learning?
RQ 1b Semantic tagging is essential for deep semantic parsing, but
can we find evidence that semtags are effective also for other
NLP tasks, in a multitask learning setting?
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We will first look at the semantic tag set, before going into the de-
tails of the neural network architecture used, and exploring these
research questions.
4.2 Semantic Tagging
Semantic tagging, or semtagging, is the task of assigning semantic
class categories to the smallest meaningful units in a sentence. In the
context of this chapter these units can bemorphemes, words, punctu-
ation, or multi-word expressions. These tags are designed so as to fa-
cilitate semantic analysis and parsing in cross-linguistic settings, and
to be as language neutral as possible, so as to be applicable to several
languages (Abzianidze et al., 2017). The tag set is motivated by the ob-
servation that linguistic information traditionally obtained for deep
processing is insufficient for fine-grained lexical semantic analysis.
The widely used Penn Treebank (PTB) Part-of-Speech tagset (Marcus
et al., 1993) does not make the necessary semantic distinctions, in ad-
dition to containing redundant information for semantic processing.
In particular, there are significant differences inmeaning between
the determiners every (universal quantification), no (negation), and
some (existential quantification), but they all receive the DT (deter-
miner) POS label in PTB. Since determiners form a closed class, one
could enumerate all word forms for each class. Indeed some recent
implementations of semantic parsing follow this strategy (Bos, 2008;
Butler, 2010). This might work for a single language, but it falls
short when considering a multilingual setting. Furthermore, deter-
miners like any can have several interpretations and need to be dis-
ambiguated in context.
In addition to this, consider the following examples of redundant
information of some POS tagsets, when considering semantic anal-
ysis. For instance, the tagset used in the PTB includes a distinction
between VBP (present simple) and VBZ (present simple third person).
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In the context of semantic analysis, this type of distinction is not nec-
essary.
Semantic tagging does not only apply to determiners, but reaches
all parts of speech. Other examples where semantic classes disam-
biguate are reflexive versus emphasising pronouns (both POS-tagged
as PRP, personal pronoun); the comma, that could be a conjunction,
disjunction, or apposition; intersective vs. subsective and privative
adjectives (all POS-tagged as JJ, adjective); proximal vs. medial and
distal demonstratives (see Example 2.1); subordinate vs. coordinate
discourse relations; role nouns vs. entity nouns. ROL is used to sep-
arate roles from concepts, which is crucial in order to get accurate
semantic behaviour (Abzianidze et al., 2017).
The set of semantic tags that we use in this chapter is established
in a data-driven manner, considering four languages in a parallel
corpus (English, German, Dutch and Italian). This first inventory
of classes comprises 13 coarse-grained tags and 73 fine-grained tags
(see Table 4.1).2 As can be seen from this table and the examples
given below, the tagset also includes named entity classes.
(4.1) We
PRO
must
NEC
draw
EXS
attention
CON
to
REL
the
DEF
distribution
CON
of
AND
this
PRXform
CON
in
REL
those
DST
dialects
CON
.
NIL
(4.2) Ukraine
GPE
’s
HAS
glory
CON
has
ENT
not
NOT
yet
IST
perished
EXT
,
NIL
neither
NOTher
HAS
freedom
CON
.
NIL
In Example 2.1,3 both this and thosewould be tagged as DT. However,
2Experiments in this chapter are based on the tag inventory as detailed inthis chapter. This is based on version 0.3 of the semantic tags used in the PMB inJune 2016, and has since been revised.3PMB 01/3421, Original source: Tatoeba
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with our semantic tagset, they are disambiguated as PRX (proximal)
and DST (distal). In Example 2.2,4 Ukraine is tagged as GPE rather than
NNP.
Annotated data
We use two semtag datasets. The Groningen Meaning Bank (GMB)
corpus of English texts (1.4 million words) containing silver standard
semantic tags obtained by running a simple rule-based semantic tag-
ger (Bos et al., 2017). This tagger uses POS and named entity tags
available in the GMB (automatically obtainedwith the C&C tools (Cur-
ran et al., 2007) and then manually corrected), as well as a set of
manually crafted rules to output semantic tags. Some tags related to
specific phenomena were hand-corrected in a second stage.
Our second dataset, the PMB, is smaller but equipped with gold
standard semantic tags and used for testing (Abzianidze et al., 2017).
It comprises a selection of 400 sentences of the English part of a par-
allel corpus. It has no overlap with the GMB corpus. For this dataset,
we used the Elephant tokeniser, which performs word, multi-word
and sentence segmentation (Evang et al., 2013). We then used the
simple rule-based semantic tagger described above to get an initial
set of tags. These tags were then corrected by a human annotator.
In order to enable the multitask learning setting, we look at the
POS annotation in the English portion of the Universal Dependencies
dataset, version 1.2 and 1.3 (Nivre et al., 2016a). An overview of the
data used is shown in Table 4.2. We use the official training, develop-
ment, and test splits on the UD data. For the semantic silver standard
data set we split the data into 70% for training, 10% for development,
and 20% for testing. We do not use any gold semantic tagging data
for training or development, reserving the entire set for testing.
4PMB 05/0936, Original source: Tatoeba
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Table 4.1: Semantic tags used in this chapter.
ANA
PRO pronoun MOD NOT negationDEF definite NEC necessityHAS possessive POS possibilityREF reflexive ENT CON conceptEMP emphasizing ROL role
ACT
GRE greeting
NAM
GPE geo-political ent.ITJ interjection PER personHES hesitation LOC locationQUE interrogative ORG organisation
ATT
QUA quantity ART artifactUOM measurement NAT natural obj./phen.IST intersective HAP happeningREL relation URL urlRLI rel. inv. scope
EVE
EXS untensed simpleSST subsective ENS present simpleINT intensifier EPS past simpleSCO score EFS future simple
LOG
ALT alternative EXG untensed prog.EXC exclusive ENG present prog.NIL empty EPG past prog.DIS disjunct./exist. EFG future prog.IMP implication EXT untensed perfectAND conjunct./univ. ENT present perfectBUT contrast EPT past perfect
COM
EQA equative EFT future perfectMOR comparative pos. ETG perfect prog.LES comparative neg. ETV perfect passiveTOP pos. superlative EXV passiveBOT neg. superlative TNS NOW present tenseORD ordinal PST past tense
DEM PRX proximal FUT future tenseMED medial
TIM
DOM day of monthDST distal YOC year of century
DIS SUB subordinate DOW day of weekCOO coordinate MOY month of yearAPP appositional DEC decadeCLO clocktime
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Table 4.2: Overview of the semantic tagging data (ST Silver from theGMB, ST Gold from the PMB) and the Universal Dependencies data(UD), as of November 2016.
CORPUS TRAIN (SENTS/TOKS) DEV (SENTS/TOKS) TEST (SENTS/TOKS) TAGS
ST Silver 42,599 / 930,201 6,084 / 131,337 12,168 / 263,516 66ST Gold n/a n/a 356 / 1,718 66UD 12,543 / 204,586 2,002 / 25,148 2,077 / 25,096 17
4.3 Method
To address RQ 1a, we will look at convolutional neural networks
(CNNs) and recurrent neural networks (RNNs), which are both highly
prominent approaches in the recent natural language processing (NLP)
literature (see Chapter 2). A recent development is the emergence of
deep residual networks (ResNets), a building block for CNNs (see Sec-
tion 2.6). In short, ResNets consist of several stacked residual units,
which can be thought of as a collection of convolutional layers cou-
pled with a shortcut which aids the propagation of the signal in a
neural network. This allows for the construction of much deeper
networks, since keeping a relatively clean information path in the
network facilitates optimisation (He et al., 2016). ResNets have re-
cently shown state-of-the-art performance for image classification
tasks (He et al., 2015a, 2016), and have also seen some recent use
in NLP (Östling, 2016; Conneau et al., 2016; Bjerva, 2016; Wu et al.,
2016). However, no previous work has attempted to apply ResNets
to NLP tagging tasks.
Our tagger is a hierarchical deep neural network consisting of a
bidirectional Gated Recurrent Unit (GRU) network at the upper level,
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and a CNN or a ResNet at the lower level, including an optional novel
residual bypass function (cf. Figure 4.1). Bi-directional GRUs and
LSTMs have been shown to yield high performance on several NLP
tasks, such as POS tagging, named entity tagging, and chunking (Wang
et al., 2015; Yang et al., 2016; Plank et al., 2016). We build on pre-
vious approaches by combining bi-GRUs with character representa-
tions from a basic CNN and ResNets.
4.3.1 Inceptionmodel
Due to the success of GoogLeNet on the ImageNet 2014 challenge,
we experiment with a variant of their model codenamed Inception
(Szegedy et al., 2015). The Inception model applies convolutions of
different sizes (e.g. 1 × 1, 3 × 3, 5 × 5) in parallel to the output of the
previous layer. In the system used by Szegedy et al. (2015), several
such modules are stacked, forming a network of 22 layers. The in-
tuition behind building a deep network with modules using varying
convolutional patch sizes, is that the features learned by each layer
are expected to be bothmore abstract and less spatially concentrated.
Thus, in the lower layers of the model, the smaller patches are ex-
pected to capture most of the correlation statistics of the previous
layer, whereas in deeper layers the larger patches are expected to do
this (cf. Arora et al. (2014)). Adding a large amount of convolutions
naïvely would explode the amount of parameters to be optimised.
Hence, 1× 1 convolutions are added before the expensive larger con-
volutions. This addition can be thought of as a dimensionality reduc-
tion and information compression step, analogous to the success of
word embeddings (Szegedy et al., 2015).
We apply Inception modules directly following the layer contain-
ing embedded character representations, and pass this information
through to the bi-GRU. Our main modification on the original Incep-
tionmodule is that we apply it in a sequence-to-sequence prediction
task.
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4.3.2 Deep Residual Networks
Weuse Deep Residual Networks (ResNets), as introduced in Section 2.6.
ResNets have recently been found to yield impressive performance
in image recognition tasks, with networks as deep as 1001 layers (He
et al., 2015a, 2016), and are thus an interesting and effective alterna-
tive to simply stacking layers. In this chapter we use the assymetric
variant of ResNets similarly to what is described in Equation 9 in He
et al. (2016), namely
zl+1 = zl + F (σ(zl)), (4.3)
where zl is the pre-activation of the lth layer, σ(zl) = αl, F is a convo-lutional function. In other words, we add the pre-activation output
of layer l to the output of a convolutional block over the same out-
put, and set this to be the pre-activation of the following layer. This
effectively gives the network a shortcut to the previous layer, which
is useful when propagating errors backwards through the network.
In NLP, ResNets have been recently applied to morphological re-
inflection (Östling, 2016), native language identification (Bjerva et al.,
2017; Kulmizev et al., 2017), sentiment analysis and text categorisa-
tion (Conneau et al., 2016), as well as machine translation (Wu et al.,
2016). Our work is the first to apply ResNets to NLP sequence tagging
tasks. We further contribute to the literature on ResNets by introduc-
ing a residual bypass function. The intuition is to combine both deep
and shallow processing, which opens a path of easy signal propaga-
tion between lower and higher layers in the network.
4.3.3 Modelling character information and residual bypass
Using sub-token representations instead of, or in combination with,
word-level representations has recently obtained a lot of attention
due to their effectiveness (Sutskever et al., 2011; Chrupała, 2013; Zhang
et al., 2015b; Chung et al., 2016; Gillick et al., 2015). There is much to
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be said for approaching NLP using sub-token information. Doing so
allows for much more compact models, since it is no longer neces-
sary to learn weights associated with a large vocabulary, as when
using word embeddings. Additionally, not relying on the linguistic
artefact of white-space delimited text, opens up for learning what-
ever internal structure is the most appropriate for the task at hand
(Gillick et al., 2015). Sub-token information can be seen as both a
potential replacement for token information, or simply as a supple-
ment, which is the approach we take in this chapter.
The use of sub-token representations can be approached in sev-
eral ways. Plank et al. (2016) and Yang et al. (2016) use a hierarchical
bi-directional RNN, first passing over characters in order to create
word-level representations. Gillick et al. (2015) similarly apply an
LSTM-based model using byte-level information directly. CNNs are
used by dos Santos and Zadrozny (2014), who construct character-
based word-level representations by running a CNN over the char-
acter representations of each word. All of these approaches have in
common that the character-based representation is passed through
the entire remainder of the network. Ourwork is the first to combine
the use of character-level representations with both deep processing
(i.e., passing this representation through the network) and shallow
processing (i.e., bypassing the network in our residual bypass func-
tion). We achieve this by applying our novel residual bypass function
to our character representations, inspired by the success of ResNets
(depicted in Figure 4.1). In particular, we first apply the bypass to a
CNN-based model achieving large gains over a plain CNN, and later
evaluate its effectiveness in a ResNet. The bypass function allows
both lower-level and higher-level features to be taken directly into
account in the final layers of the network. The intuition behind using
such a global residual function in NLP is that character information
primarily ought to be of importance for the prediction of the current
word. Hence, allowing these representations to bypass our bi-GRU
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might be beneficial. This residual bypass function is not dependent
on the usage of ResNets, and can be combinedwith other NN architec-
tures as in our experiments. We define the penultimate layer, αn−1,of a network with n layers, using a residual bypass, as
αn−1 = σ(zn−1) + αc, (4.4)
where σ is some activation function, zn−1 is the pre-activation of layer
n − 1, and αc is the activation of the character-level CNN, in the caseof our experiments.
4.3.4 System description
The core of our architecture consists of a bi-GRU taking an input
based on words and/or characters, with an optional residual bypass
as defined in subsection 4.3.3. We experiment with a basic CNN,
ResNets, a variant of the Inception model (Szegedy et al., 2015), and
our novel residual bypass function. Our system is implemented in
Keras using the Tensorflowbackend (Chollet, 2015; Abadi et al., 2016).5
We represent each sentence using both a character-based repre-
sentation (Sc) and a word-based representation (Sw). The character-based representation is a 3-dimensional matrix Ss×w×dcc , where s isthe zero-padded sentence length, w is the zero-padded word length,
and dc is the dimensionality of the character embeddings. The word-based representation is a 2-dimensional matrix Ss×dww , where s is thezero-padded sentence length and dw is the dimensionality of thewordembeddings. We use the English Polyglot embeddings (Al-Rfou et al.,
2013) in order to initialise the word embedding layer, but also exper-
iment with randomly initialised word embeddings.
Word embeddings are passed directly into a two-layer bi-GRU (Chung
et al., 2014). We also experimented using a bi-LSTM. However, we
foundGRUs to yield comparatively better validation data performance
5System code available at https://github.com/bjerva/semantic-tagging.
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on semtags. We also observe better validation data performance
when running two consecutive forward and backward passes before
concatenating the GRU layers, rather than concatenating after each
forward/backward pass as is commonplace in NLP literature.
We use CNNs for character-level modelling. Our basic CNN is in-
spired by dos Santos and Zadrozny (2014), who use character rep-
resentations to produce local features around each character of a
word, and combine these with a maximum pooling operation in or-
der to create fixed-size character-level word embeddings. The con-
volutions used in this manner cover a few neighbouring letters at a
time, as well as the entire character vector dimension (dc). In con-trast to dos Santos and Zadrozny (2014), we treat a word analogously
to an image. That is to say, we see a word of n characters embed-
ded in a space with dimensionality dc as an image of dimensionality
n× dc. This view gives us additional freedom in terms of sizes of con-volutional patches used, which offers more computational flexibility
than using only, e.g., 4 × dc convolutions. This view is applied to allCNN variations explored in this work.
To answer RQ1b, we investigate the effect of using semantic tags
as an auxiliary task for POS tagging, in amultitask learning paradigm
(see Chapter 3). Since POS tags are useful for many NLP tasks, it
follows that semantic tags must be useful if they can improve POS
tagging. A neural network is trained with respect to a given loss
function, such as the cross-entropy between the predicted tag prob-
ability distribution and the target probability distribution. Recent
work has shown that the addition of an auxiliary loss function can
be beneficial to several tasks. For instance, Cheng et al. (2015) use
this paradigm for language modelling, by predicting the next token
while also predicting whether the sentence at hand contains a name.
Plank et al. (2016) use the log frequency of the current token as an
auxiliary task, and find this to improve POS tagging accuracy. Since
our semantic tagging task is based on predicting fine semtags, which
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can be mapped to coarse semtags, we add the prediction of these
coarse semtags as an auxiliary task for the semtagging experiments.
Similarly, we also experiment with POS tagging, where we use the
fine semtags as an auxiliary information.
Hyperparameters
All hyperparameters are tuned with respect to loss on the semtag
validation set. We use rectified linear units (ReLUs) for all activation
functions (Nair and Hinton, 2010), and apply dropout with p = 0.1
to both input weights and recurrent weights in the bi-GRU (Srivas-
tava et al., 2014). In the CNNs, we apply batch normalisation (Ioffe
and Szegedy, 2015) followed by dropout with p = 0.5 after each layer.
In our basic CNN, we apply a 4 × 8 convolution, followed by 2 × 2
maximum pooling, followed by 4 × 4 convolution and another 2 × 2
maximum pooling. Our ResNet has the same setup, with the addition
of a residual connection. We also experimented with using average
pooling instead of maximum pooling, but this yielded lower valida-
tion data performance on the semantic tagging task. We set both dcand dw to 64. All GRU layers have 100 hidden units. All experimentswere run with early stopping monitoring validation set loss, using a
maximum of 50 epochs. We use a batch size of 500. Optimisation is
done using the ADAM algorithm (Kingma and Ba, 2014), with the cat-
egorical cross-entropy loss function as training objective. The main
and auxiliary loss functions have a weighting parameter, λ. In our
experiments, we weight the auxiliary task with λ = 0.1, as set on the
semtag auxiliary task, and a weighting of λ = 1.0 for the main task.
Multi-word expressions (MWEs) are especially prominent in the
semtag data, where they are annotated as single tokens. Pre-trained
word embeddings are unlikely to include entries such as ‘Interna-
tional Organization for Migration’, so we apply a simple heuristic in
order to avoid treating most MWEs as unknown words. That is to
say, the representation of a MWE is set to the sum of the individual
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embeddings of each constituent word, such that
−−−→mwe = ∑
w∈mwe
~w, (4.5)
where mwe is the MWE at hand, w ∈ mwe is every word in this mwe,
and ~w is the embedded vector representation of that word.
4.4 Evaluation
We evaluate our tagger on two tasks: semantic tagging and POS tag-
ging. Note that the tagger is developed solely on the semantic tag-
ging task, using the GMB silver training and validation data. Hence,
no further fine-tuning of hyperparameters for the POS tagging task
is performed. We calculate significance using bootstrap resampling
(Efron and Tibshirani, 1994). The following independent variables
are manipulated in our experiments:
1. character and word representations (~w,~c);
2. residual bypass for character representations (~cbp);
3. convolutional representations (Basic CNN and ResNets);
4. auxiliary tasks (using coarse semtags on ST and fine semtags on
UD).
We compare our results to four baselines:
1. the most frequent baseline per word (MFC), where we assign
the most frequent tag for a word in the training data to that
word in the test data, and unseen words get the global majority
tag;
2. the trigram statistic based TNT tagger which offers a slightly
tougher baseline (Brants, 2000);
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3. the BI-LSTM baseline, running the off-the-shelf state-of-the-art
POS tagger for the UD dataset (Plank et al., 2016) (using default
parameters with pre-trained Polyglot embeddings);
4. we also use a baseline consisting of running our own system
with only a BI-GRU using word representations (~w), with pre-
trained Polyglot embeddings.
4.4.1 Experiments on semantic tagging
We evaluate our system on two semantic tagging (ST) datasets: our
silver semtag dataset and our gold semtag dataset. For the +AUX con-
dition we use coarse semtags as an auxiliary task. Results from these
experiments are shown in Table 4.3.
4.4.2 Experiments on Part-of-Speech tagging
We evaluate our system on v1.2 and v1.3 of the English part of the
Universal Dependencies (UD) data. We report results for POS tagging
alone, comparing to commonly used baselines and prior work using
LSTMs, as well as using the fine-grained semantic tags as auxiliary
information. For the +AUX condition, we train a single joint model
using a multi-task objective, with POS and ST as our two tasks. This
model is trained on the concatenation of the ST silver data with the
UD data, updating the loss of the respective task of an instance in
each iteration. Hence, the weights leading to the UD output layer are
not updated on the ST silver portion of the data, and vice-versa for
the ST output layer on the UD portion of the data. Results from these
experiments are shown in Table 4.3.
4.4.3 The Inception architecture
For comparison with the ResNet, we evaluate the Inception architec-
ture on ST Silver data, and UD v1.2 and v1.3 (see Table 4.4).
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Table 4.3: Experiment results on semtag (ST) and Universal Depen-dencies (UD) test sets (% accuracy). MFC indicates the per-word mostfrequent class baseline, TNT indicates the TNT tagger, and BI-LSTM in-dicates the system by Plank et al. (2016). BI-GRU indicates the ~w onlybaseline. ~w indicates usage of word representations, ~c indicates us-age of character representations, and ~cbp indicates usage of residualbypass of character representations. The +AUX column indicates theusage of an auxiliary task.
ST Silver ST Gold UD v1.2 UD v1.3
BASELINES
MFC 84.64 77.39 85.06 85.07TNT 92.09 80.73 92.66 92.69BI-LSTM 94.98 82.96 95.17 95.04BI-GRU 94.26 80.26 94.39 94.32
BASIC CNN
~c 91.39 69.21 77.63 77.51
~cbp 90.18 65.77 83.53 82.89
~cbp ∧ ~w 94.63 76.83 94.68 94.89
+AUXbp 94.53 80.73 95.19 95.34
RESNET
~c 94.39 76.89 92.65 92.63
~c ∧ ~w 95.14 83.64 94.92 94.88
+AUX 94.23 74.84 95.71 95.67
~cbp 94.23 75.84 92.45 92.86
~cbp ∧ ~w 95.15 82.18 94.73 94.69
+AUXbp 94.58 73.73 95.51 95.57
Table 4.4: Results when using the Inception architecture on ST andUD data. ~w indicates usage of word representations, ~c indicates us-age of character representations, and ~cbp indicates usage of residualbypass of character representations.
~c ~cbp ~cbp ∧ ~w ResNet
ST Silver 94.40 93.32 94.64 95.15UD v1.2 90.82 89.78 95.07 94.73UD v1.3 91.12 89.55 94.90 94.69
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4.4.4 Effect of pre-trained embeddings
In our main experiments, we initialise the word embedding layer
with pre-trained polyglot embeddings. We compare this with ran-
domly initialising this layer from a uniform distribution over the in-
terval [−0.05, 0.05), without any pre-training. Results from these ex-
periments are shown in Table 4.5.
Table 4.5: Results under the ~cbp∧ ~w and ~cbp∧ ~w+AUX conditions, on STand UD data, using randomly initialised word embeddings. Changein accuracy is indicated in brackets.
~cbp ∧ ~w +AUX
ST Silver 95.11 (-0.04) 94.57 (-0.01)UD v1.2 91.94 (-2.79) 94.90 (-0.61)UD v1.3 92.00 (-2.69) 94.96 (-0.61)
4.5 Discussion
4.5.1 Performance on semantic tagging
The overall best system is the ResNet combining both word and char-
acter representations~c∧~w. It outperforms all baselines, including the
recently proposed RNN-based bi-LSTM. On the ST silver data, a signif-
icant difference (p < 0.01) is found when comparing our best system
to the strongest baseline (BI-LSTM). On the ST gold data, we observe
significant differences at the alpha values recommended by Søgaard
et al. (2014), with p < 0.0025. The residual bypass effectively helps
improve the performance of the basic CNN. However, the tagging ac-
curacy of the CNN falls below baselines. In addition, the large gap
between gold and silver data for the CNN shows that the CNN model
is more prone to overfitting, thus favouring the use of the ResNet.
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Adding the coarse-grained semtags as an auxiliary task only helps
for the weaker CNNmodel. The ResNet does not benefit from this ad-
ditional information, which is already captured in the fine-grained
labels.
It is especially noteworthy that the ResNet character-only system
performs remarkably well, as it outperforms the BI-GRU and TNT
baselines, and is considerably better than the basic CNN. Since per-
formance increases furtherwhen adding in ~w, it is clear that the char-
acter and word representations are complimentary in nature. The
high results for characters only are particularly promising for multi-
lingual language processing, as such representations allow for much
more compact models (see, e.g., Gillick et al. (2015)). This further
indicates that ResNet-based character representations can almost ac-
count for the same amount of compositionality as word representa-
tions.
4.5.2 Performance on Part-of-Speech tagging
Our system was tuned solely on semtag data. This is reflected in, e.g.,
the fact that even though our ~c ∧ ~w ResNet system outperforms the
Plank et al. (2016) system on semtags, we are substantially outper-
formed on UD 1.2 and 1.3 in this setup. However, adding an auxil-
iary task based on our semtags markedly increases performance on
POS tagging. In this setting, our tagger outperforms the BI-LSTM sys-
tem, and results in new state-of-the-art results on both UD 1.2 (95.71%
accuracy) and 1.3 (95.67% accuracy). The difference between the BI-
LSTM system and our best system is significant at p < 0.0025.
The fact that the semantic tags improve POS tagging performance
reflects two properties of semantic tags. Firstly, it indicates that the
semantic tags carry important information which aids the prediction
of POS tags. This should come as no surprise, considering the fact
that the semtags abstract over and carry more information than POS
tags. Secondly, it indicates that the new semantic tagset and released
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dataset are useful for downstream NLP tasks. This could be done
indirectly, by running a POS tagger which has been trained in amulti-
task setting with semtags. Alternatively, the semtags would likely
be useful features for downstream tasks. In this chapter we show
this by using semtags as an auxiliary task. In future work we aim to
investigate the effect of introducing the semtags directly as features
into the embedded input representation.
4.5.3 Inception
The experiments using the Inception architecture showed that the
ResNet architecture we used performs better on semantic tagging.
The first of these results is in line with results in, e.g., image recog-
nition, where ResNets are also superior to Inception (He et al., 2015a,
2016). On UD PoS tagging, however, results using Inception were
marginally better. Thismight be explained by the fact that the ResNet
architecture was rather heavily tuned on semantic tagging, whereas
Inception was tuned to a lesser extent. Nonetheless, both architec-
tures outperform the use of a standard relatively shallow CNN, indi-
cating that they may indeed be more suitable for similar tasks, given
similar amounts of data.
4.5.4 Residual bypass
Our novel residual bypass function outperforms corresponding mod-
els without residual bypass in some cases. Notably for POS tagging
with a standard CNN, the increase in tagging accuracy is around 5%.
Combining this with a ResNet does not have a large effect on tag-
ging performance, resulting in slightly higher accuracy on UD 1.3,
but lower on UD 1.2 and semtags. This indicates that, although us-
ing a residual bypass allows for the character information to propa-
gate more easily, this is not crucial for the model to capture subtoken
information and use this effectively. An interesting possibility for
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future research is to investigate the use of a residual bypass on word-
level representations.
4.5.5 Pre-trained embeddings
For semantic tagging, the difference with random initialisation is
negligible, with pre-trained embeddings yielding an increase in about
0.04% accuracy. For POS tagging, however, using pre-trained em-
beddings increased accuracy by almost 3 percentage points for the
ResNet.
4.6 Conclusions
In this chapter, we first introduced a semantic tagset tailored formul-
tilingual semantic parsing. We compared tagging performance using
standard CNNs and the recently emerged ResNets. For semantic tag-
ging, ResNets are more robust and result in our best model. Combin-
ing word and ResNet-based character representations helps to out-
perform state-of-the-art taggers on semantic tagging, while allowing
for straightforward extension to an MTL paradigm (RQ 1a). Since we
were interested in seeing whether the new tagset could be informa-
tive for other tasks, we used semantic tagging as an auxiliary task for
PoS tagging. This yielded state-of-the-art performance on the English
UD 1.2 and 1.3 POS datasets, showing that semantic tags are informa-
tive for other NLP tasks (RQ 1b). The fact that using semantic tags
aided POS tagging raises the question of in which cases it is useful to
have an auxiliary tagging task (RQ 2), which is explored in the follow-
ing chapter.

CHAPTER 5
∗Information-theoretic
Perspectives onMultitask
Learning Effectivity
Abstract|In the previous chapter, we saw that multitask learning im-
proved the performance on POS tagging, when using semantic tagging
as an auxiliary task. In fact, multitask learning often improves system
performance for various tasks in ML in general, and NLP in particular.
However, the question of when and why this is the case has yet to be an-
swered satisfactorily. Although previous work has hypothesised that this
is linked to the label distributions of the auxiliary task, it can be argued
that this is not sufficient. In this chapter, we will see that information-
theoretic measures which consider the joint label distributions of the
main and auxiliary tasks offer far more explanatory value. The findings
in this chapter are empirically supported by experiments on morphosyn-
tactic tasks on 39 languages, and by experiments on several semantic
tasks for English.
∗Chapter adapted from: Bjerva, J. (2017) Will my auxiliary tagging task help?Estimating Auxiliary Tasks Effectivity in Multi-Task Learning, in Proceedings ofthe 21st Nordic Conference on Computational Linguistics, NoDaLiDa, 22-24 May2017, Gothenburg, Sweden, number 131, pages 216–220. Linköping UniversityElectronic Press, Linköpings universitet. Best short-paper award.
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5.1 Introduction
When attempting to solve a natural language processing (NLP) task,
one can consider the fact that many such tasks are highly related to
one another. As discussed in Chapter 3, a common way of taking ad-
vantage of this is to apply multitask learning (MTL, Caruana (1997)).
MTL has been successfully applied to many linguistic sequence pre-
diction tasks, both syntactic and semantic in nature (Collobert and
Weston, 2008; Cheng et al., 2015; Søgaard and Goldberg, 2016; Bjerva
et al., 2016b; Ammar et al., 2016; Plank et al., 2016; Martínez Alonso
and Plank, 2017; Bingel and Søgaard, 2017). This trend is in part
owed to the fact that a specific type of MTL, namely hard parame-
ter sharing in neural networks, is relatively easy to implement and
often quite effective. It is, however, unclearwhen an auxiliary task is
useful, although previous work has provided some insights (Caruana,
1997; Martínez Alonso and Plank, 2017; Bingel and Søgaard, 2017).
For a further overview of MTL, see Chapter 3.
Currently, considerable time and effort need to be employed in
order to experimentally investigate the usefulness of any given main
task / auxiliary task combination. In this chapter the aim is to alle-
viate this process by providing a means to empirically investigating
the potential effectivity of an auxiliary task. We aim to answer the
following two research questions, in order to answer RQ 2:
RQ 2a Which information-theoreticmeasures can be used to estimate
auxiliary task effectivity?
RQ 2b Towhat extent do correlations between information-theoretic
measures and auxiliary task effectivity generalise across lan-
guages and NLP tasks?
Concretely, we apply information-theoretic measures to a collection
of data- and tag sets, and investigate correlations between these mea-
sures and auxiliary task effectivity. We investigate this both exper-
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imentally on a collection of syntactically oriented tasks on 39 lan-
guages, as well as on several semantically oriented tasks for English.
We take care to structure our experiments so as to generalise across
many common real-world situations in which MTL is applied. Con-
cretely, we apply neural multitask learning (see Chapter 5), using a
bi-directional GRU (bi-GRU, see Section 2.4), as introduced in Chap-
ter 4, using hard parameter sharing.
5.2 Information-theoreticMeasures
We wish to give an information-theoretic perspective on when an
auxiliary task will be useful for a given main task. For this purpose,
we introduce some common information-theoretic measures which
will be used throughout this work.2
5.2.1 Entropy
The entropy of a probability distribution, originally described in Shan-
non andWeaver (1949), is ameasure of its unpredictability. That is to
say, high entropy indicates a uniformly distributed tag set, while low
entropy indicates a more skewed distribution. Formally, the entropy
of a tag set can be defined as
H(X) = −
∑
x∈X
p(x) log p(x), (5.1)
where x is a given tag in tag setX.
5.2.2 Conditional Entropy
It may be more informative to take the joint probabilities of the main
and auxiliary tag sets in question into account, for instance using
conditional entropy. This is depicted in Figure 5.1 as H(X|Y ) and
2See Cover and Thomas (2012) for an in-depth overview.
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Figure 5.1: Information theory overview. The left circle denotes H(X),and the right circle H(Y). Blue (H(X|Y )) indicates the conditional en-tropy of X given Y , red (H(Y |X)) indicates the opposite, and purple(I(X;Y )) indicates the mutual information ofX and Y .
H(Y |X), with red and blue respectively. Formally, the conditional
entropy of a distribution Y given the distributionX is defined as
H(Y |X) =
∑
x∈X
∑
y∈Y
p(x, y) log
p(x)
p(x, y)
, (5.2)
where x and y are all variables in the given distributions, p(x, y) is
the joint probability of variable x cooccurring with variable y, and
p(x) is the probability of variable x occurring at all. That is to say, if
the auxiliary tag of a word is known, this is highly informative when
deciding what the main tag should be. In the case of a multitask
setup, Y and X are the distributions of the main and auxiliary task
tag sets respectively. The variables y and x are specific tags in these
tag sets.
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5.2.3 Mutual Information
The mutual information (MI) of two tag sets is a measure of the
amount of information that is obtained of one tag set, given the other
tag set. MI can be defined as
I(X;Y ) =
∑
x∈X
∑
y∈Y
p(x, y) log
p(x, y)
p(x) p(y)
, (5.3)
where x and y are all variables in the given distributions, p(x, y) is
the joint probability of variable x cooccurring with variable y, and
p(x) is the probability of variable x occurring at all. This is depicted
in Figure 5.1 as I(X;Y ), in purple, which also illustrates the alter-
native definition of MI, namely expressed in terms of entropy and
conditional entropy as
I(X;Y ) ≡ H(X)−H(X|Y ) ≡ H(Y )−H(Y |X). (5.4)
In the figure, this is depicted as that subtracting either H(X) from
H(X|Y ) or H(Y ) from H(Y |X) will result in I(X;Y ). MI describes
how much information is shared between X and Y , and can there-
fore be considered ameasure of ‘correlation’ between tag sets. Should
two tag sets be completely independent from each other, then know-
ing Y would not give any information aboutX.
5.2.4 Information Theory andMTL in NLP
Entropy has in the literature been hypothesised to be related to the
usefulness of an auxiliary task (Martínez Alonso and Plank, 2017).
We argue that this explanation is not entirely sufficient. Take, for
instance, two tag sets X and X ′, applied to the same corpus and con-
taining the same tags. Consider the case where the annotations differ
in that the labels in every sentence using X ′ have been randomly re-
ordered. Such a situation is shown in the following examples:
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(5.5) The
DET
quick
ADJ
brown
ADJ
fox
NOUN
jumps
VERB
over
ADP
the
DET
lazy
ADJ
dog
NOUN
.
PUNCT
(5.6) The
ADJ
quick
ADJ
brown
DET
fox
DET
jumps
NOUN
over
NOUN
the
ADJ
lazy
ADP
dog
VERB
.
PUNCT
The tag distributions in X and X ′ do not change as a result of a re-
ordering as in the examples, hence the tag set entropies will be the
same.3 However, the tags in X ′ are now likely to have a vanishingly
low correspondence with any sort of natural language signal (as in
the second sentence), hence X ′ is highly unlikely to be a useful aux-
iliary task for X. Measures taking joint probabilities into account
will capture this lack of correlation between X and X ′. In this work
we show that measures such as conditional entropy andMI aremuch
more informative for the effectivity of an auxiliary task than entropy.
5.3 Data
For our syntactic experiments, we use the Universal Dependencies
(UD) treebanks on 39 out of the 40 languages found in version 1.3
(Nivre et al., 2016a).4 We experiment with POS tagging as amain task,
and various dependency relation classification tasks (as defined in
Section 5.3.1) as auxiliary tasks. We also investigate whether our hy-
pothesis fits with recent results in the literature, and train sequence
taggers on the collection of semantically oriented tasks presented in
Martínez Alonso and Plank (2017), as well as on the semantic tagging
task in Bjerva et al. (2016b).
Although calculation of joint probabilities requires jointly labelled
data, this issue can be bypassed without losing much accuracy. As-
suming that (at least) one of the tasks under consideration can be
3Note that we look at the entropy of the marginal distribution of each tag set,as this is what has been hypothesised to be of importance in previous work.4Japanese was excluded due to treebank unavailability.
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completed automatically with high accuracy, we find that the esti-
mates of joint probabilities are very close to actual joint probabilities
on gold standard data. In this work, we estimate joint probabilities
by tagging the auxiliary task data sets with a state-of-the-art POS tag-
ger.5,6
5.3.1 Morphosyntactic Tasks
Dependency Relation Classification is the task of predicting the de-
pendency tag (and its direction) for a given token. This is a task that
has not received much attention, although it has been shown to be a
useful feature for parsing (Ouchi et al., 2014). We choose to look at
several instantiations of this task, as it allows for a controlled setup
under a number of conditions for MTL, and since data is available
for a large number of typologically varied languages.
Previouswork has suggested various possible instantiations of de-
pendency relation classification labels, differing in the amount of in-
formation they encode (Ouchi et al., 2014, 2016). In this work, we
use labels designed to range from highly complex and informative,
to relatively basic ones.7 The labelling schemes used are shown in
Table 5.1. As an example, consider the following dependency graph:
No , it was n’t Black Monday .
ROOT
VMOD
P
SUB VMOD
PRD
NMOD
P
5Since the dependency relation auxiliary task data overlaps with POS tag-ging data, this allowed us to confirm that the differences between the measuresobtained with estimated and gold data in this case are negligible (i.e. ≤ 5%).6The POS-tagger used is the deep bi-GRU ResNet-tagger described in Chapter 4.7Labels are automatically derived from the UD dependency annotations.
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Table 5.1: Dependency relation labels used in this work, with en-tropy in bits (H) measured on English. The labels differ in the granu-larity and/or inclusion of the category and/or directionality.
Category Directionality Example H
Full Full nmod:poss/R_L 3.77Full Simple nmod:poss/R 3.35Simple Full nmod/R_L 3.00Simple None nmod 2.03None Full R_L 1.54None Simple R 0.72
Table 5.2 shows examples of dependency relation labels based on
this graph. The labels encode the head of each word, as well as
the relative position, or direction. For instance, the word it is the
subject of a word on its right. The more complex tags, for instance
ROOT+SUB/L_PRD/R, include information regarding the dependents
of each word. In this case, the wordwas has an obligatory sub depen-
dent to the left, and an obligatory prd dependent on the right.
Table 5.2: Examples of some dependency relation instantiationsin context. The columns indicate the granularity used (cate-gory/directionality).
Word Full/Full Simple/Simple Simple/None None/Simple
No VMOD/R VMOD/R VMOD R, P/R P/R P Rit SUB/R SUB/R SUB Rwas ROOT+SUB/L_PRD/R ROOT ROOTn’t VMOD/L VMOD/L VMOD LBlack NMOD/R NMOD/R NMOD RMonday PRD/L+L PRD/L PRD L. P/L P/L P L
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Table 5.3: Data splitting scheme. The training set is split into threeequal parts. The annotations in each part differ per condition.
Condition Part I Part II Part III
Identity PoS PoS ∧ DepRel n/aOverlap PoS PoS ∧ DepRel DepRelDisjoint PoS PoS DepRel
The systems in the syntactic experiments are trained onmain task
data (Dmain), and on auxiliary task data (Daux). Generally, the amountof overlap between such pairs of data sets differs, and can roughly be
divided into three categories: i) identity (identical data sets); ii) over-
lap (some overlap between data sets); and iii) disjoint (no overlap
between data sets). To ensure that we cover several possible experi-
mental situations, we experiment using all three categories. We gen-
erate (Dmain, Daux) pairs by splitting each UD training set into threeportions. The first and second portions always contain POS labels. In
the identity condition, the second portion contains dependency rela-
tions. In the overlap condition, the second and final portions contain
dependency relations. In the disjoint condition, the final portion con-
tains dependency relations. Hence, the system always sees the exact
same POS tagging data, whereas the amount of dependency relation
data and overlap differs between conditions. Each dependency rela-
tion instantiation is used in our experiments, pairedwith PoS tagging.
The data splitting scheme is shown in Table 5.3.
5.3.2 Semantic Tasks
Martínez Alonso and Plank (2017) experiment with using POS tag-
ging, chunking, dependency relation tagging, and a frequency based
measure as auxiliary tasks, with main tasks based on several seman-
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tically oriented tasks. In this chapter, we limit ourselves to consider-
ing the PoS tagging auxiliary task, for the following semantic main
tasks.
Named Entity Recognition
For NER, we use the CONLL2003 shared-task data (e.g. Person, Loc,
etc., Tjong Kim Sang and De Meulder (2003)).
Frames
We use FrameNet 1.5 (Baker et al., 1998) with the same data splits
as Das et al. (2014) and Hermann et al. (2014). This data set is anno-
tated for the joint task of frame detection and identification. As in
Martínez Alonso and Plank (2017), we approach this task as a stan-
dard sequence prediction task.
Supersenses
We experiment with the supersense version of SemCor (Miller et al.,
1993) from Ciaramita and Altun (2006), using course-grained seman-
tic labels (e.g. noun.person).
Semtraits
Weuse the conversions of Martínez Alonso and Plank (2017) of super-
senses into coarser semantic traits (e.g. Animate, UnboundedEvent,
etc.), for which they used the EuroWordNet list of ontological types
for senses from Vossen et al. (1998).
Multi-PerspectiveQuestion Answering
We also consider the Multi-Perspective Question Answering (MPQA)
corpus, using the coarse level of annotation (Deng and Wiebe, 2015).
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Semantic Tags
We also investigate the semantic tagging task of Chapter 4, using the
same data splits (Bjerva et al., 2016b).
We use the same setup as for our syntactic experiments, by using
these semantic tasks as auxiliary tasks with POS tagging as the main
task.
5.4 Method
5.4.1 Architecture andHyperparameters
We apply a deep neural network with the exact same hyperparam-
eter settings in each syntactic experiment, with reasonably default
parameter settings, similar to what was used in Chapter 4. Our sys-
tem consists of a two layer deep bi-GRU (100 dimensions per layer),
taking an embedded word representation (64 dimensions) as input
(see Figure 5.2). We apply dropout (p = 0.4) between each layer in
our network (Srivastava et al., 2014). The output of the final bi-GRU
layer, is connected to two output layers – one per task. Both tasks are
always weighted equally. Optimisation is done using the Adam algo-
rithm (Kingma and Ba, 2014), with the categorical cross-entropy loss
function. We use a batch size of 100 sentences, training over a max-
imum of 50 epochs, using early stopping and monitoring validation
loss on the main task.
We do not use pre-trained embeddings. We also do not use any
task-specific features, similarly to Collobert et al. (2011), and we do
not optimise any hyper-parameters with regard to the task(s) at hand.
Although these choices are likely to affect the overall accuracy of our
systems negatively, the goal of our experiments is to investigate the
effect in change in accuracy when adding an auxiliary task - not ac-
curacy in itself.
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Figure 5.2: System architecture used in the multitask learning exper-iments.
5.4.2 Experimental Overview
In the syntactic experiments, we train one system per language, de-
pendency label category, and split condition. For sentences where
only one tag set is available, we do not update weights based on the
loss for the absent task.
5.4.3 Replicability and Reproducibility
In order to facilitate the replicability and reproducibility of our re-
sults, we take two methodological steps. To ensure replicability, we
run all experiments 10 times, in order to mitigate the effect of ran-
dom processes on our results.8 To ensure reproducibility, we release
a collection including: i) A Docker file containing all code and depen-
8Approximately 10,000 runs using 400,000 CPU hours.
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dencies required to obtain all data and run our experiments used in
this work; and ii) a notebook containing all code for the statistical
analyses performed in this work.9
5.5 Results and Analysis
Table 5.4: Morphosyntactic tasks. Correlation scores and associated
p-values, between change in accuracy (∆acc) and entropy (H(Y )),conditional entropy (H(X|Y ), H(Y |X)), and mutual information(I(X;Y )), calculated with Spearman’s ρ, across all languages and la-bel instantiations. Bold indicates the strongest significant correla-tions.
Condition ρ(∆acc, H(Y )) ρ(∆acc, H(X|Y )) ρ(∆acc, H(Y |X)) ρ(∆acc, I(X;Y ))
Identity −0.06 (p=0.214) 0.10 (p=0.020) 0.12 (p=0.013) 0.08 (p=0.114)Overlap 0.07 (p=0.127) 0.23 (p<0.001) 0.27 (p<0.001) 0.43 (p0.001)Disjoint 0.08 (p=0.101) 0.26 (p<0.001) 0.25 (p<0.001) 0.41 (p0.001)
Table 5.5: Change in accuracy, and information theoretic measures,for the semantic tasks.
Auxiliary task ∆acc H(Y ) H(X|Y ) H(Y |X) I(X;Y )
Frames -14.64 1.6 2.7 1.4 0.2MPQA -5.62 1.1 2.6 1.0 0.1Supersenses -2.86 1.8 2.7 1.6 0.2NER -1.36 0.8 2.6 0.7 0.1Semtraits 0.67 1.3 3.0 0.8 0.5Semtagging 0.79 3.0 2.0 1.5 1.5
5.5.1 Morphosyntactic Tasks
We use Spearman’s ρ in order to calculate correlation between aux-
iliary task effectivity (as measured using ∆acc) and the information-theoretic measures. Following the recommendations in Søgaard et al.
9https://github.com/bjerva/mtl-cond-entropy
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Figure 5.3: Correlations between ∆acc and entropy. Each data pointrepresents a single experiment run.
Figure 5.4: Correlations between∆acc and mutual information. Eachdata point represents a single experiment run.
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(2014), we set our p cut-off value to p < 0.0025. Table 5.4 shows
that MI correlates significantly with auxiliary task effectivity in the
most commonly used settings (overlap and disjoint). The fact that no
correlation is found in the identity condition between ∆acc and anyinformation-theoretic measure yields some interesting insights into
the issue at hand. Intuitively, this makes sense considering that the
lack of any extra data in the identity setting does not offer much op-
portunity for the network to learn from the auxiliary data. In other
words, if the model is allowed to train on the same data with essen-
tially the same label (i.e., if MI is high), this does not allow the model
to learn anything new. This is supported by the significant positive
correlation between MI and ∆acc in the overlap/disjoint conditions,in which the model does have access to more data. This further sug-
gests that in some cases, one of the most effective auxiliary tasks is
simply more data for the same task (i.e., the highest MI achievable).
Additionally, this shows that high MI between tag sets in identical
data is not necessarily helpful, and that in such a setting it may even
be advantageous to have a less similar auxiliary task.
As hypothesised, entropy has no significant correlation with aux-
iliary task effectivity, whereas conditional entropy offers some ex-
planation. We further observe that these results hold for almost all
languages, although the correlation is weaker for some languages,
indicating that there are some other effects at play here. For a sam-
ple of the languages, the correlations between ∆acc and Entropy areshown in Figure 5.3, and the correlations between ∆acc and MutualInformation are shown in Figure 5.4.10 We also analyse whether sig-
nificant differences can be found with respect to whether or not we
have a positive ∆acc, using a bootstrap sample test with 10,000 itera-tions (Efron and Tibshirani, 1994). We observe a significant relation-
ship (p < 0.001) for MI. We also observe a significant relationship for
10These figures only show a subset of the languages under evaluation. SeeAppendix A for a complete overview.
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conditional entropy (p < 0.001), and again find no significant differ-
ence for entropy (p ≥ 0.07).
5.5.2 Language-dependent results
Results per language are shown in Table 5.6. While not all languages
exhibit correlations below our selected α-level, the non-significant
languages still exhibit interesting trends in the same direction. Note
that there are two cases where Entropy is a fair predictor of ∆acc,namely for Latvian and Turkish. However, in both of these cases the
correlation is stronger still withMI. Furthermore, the correlations be-
tween ∆acc and entropy vary wildly between languages, sometimesexhibiting negative correlations.
5.5.3 Semantic Tasks
We do not have access to sufficient data points to run statistical anal-
yses on the results obtained by Martínez Alonso and Plank (2017), or
by Bjerva et al. (2016b), and the results in Table 5.5 do not reveal any
obvious patterns. A grouping of these results by whether or not ∆accwas positive can be seen in Figure 5.5, which offers some support to
the results from the morphosyntactic tasks. However, the lack of a
clear pattern when looking at individual results per dataset serves to
highlight the issue at hand, namely that even though MI offers some
explanatory value, the interactions behind the workings of MTL are
more complex thanwhat can be explained purely by comparing joint
distributions of tag sets.
5.6 Conclusions
We have examined the relation between auxiliary task effectivity
and three information-theoretic measures. The first research ques-
tion which we aimed to answer in this chapter (RQ 2a) was related
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Table 5.6: Correlation scores and associated p-values, betweenchange in accuracy (∆acc) and entropy (H(Y )), conditional entropy(H(Y |X)), and mutual information (I(X;Y )), calculated with Spear-man’s ρ. Bold indicates the strongest significant correlations per row.
Group Language ρ(∆acc, H(Y )) ρ(∆acc, H(Y |X)) ρ(∆acc, I(X;Y ))
Germanic
Danish 0.27 (p=0.116) 0.42 (p=0.011) 0.78 (p0.001)Dutch 0.31 (p=0.070) 0.16 (p=0.337) 0.55 (p<0.001)English 0.30 (p=0.076) 0.19 (p=0.280) 0.58 (p<0.001)German 0.03 (p=0.849) 0.13 (p=0.448) 0.18 (p=0.293)Norwegian -0.03 (p=0.858) 0.23 (p=0.183) 0.23 (p=0.177)Swedish -0.03 (p=0.843) 0.29 (p=0.091) 0.31 (p=0.068)
Romance
Catalan 0.34 (p=0.042) 0.33 (p=0.047) 0.72 (p0.001)French 0.06 (p=0.734) 0.38 (p=0.023) 0.48 (p=0.003)Galician 0.10 (p=0.574) 0.18 (p=0.304) 0.28 (p=0.099)Italian 0.12 (p=0.503) 0.52 (p=0.001) 0.67 (p0.001)Portuguese -0.02 (p=0.921) 0.61 (p<0.001) 0.66 (p<0.001)Romanian -0.31 (p=0.067) 0.34 (p=0.040) 0.04 (p=0.825)Spanish 0.02 (p=0.890) 0.60 (p<0.001) 0.70 (p0.001)
Slavic
Bulgarian 0.20 (p=0.242) 0.50 (p=0.002) 0.76 (p0.001)Croatian -0.24 (p=0.159) 0.43 (p=0.009) 0.22 (p=0.189)Czech -0.15 (p=0.376) 0.49 (p=0.002) 0.39 (p=0.017)O.C. Slavonic -0.08 (p=0.634) 0.34 (p=0.044) 0.35 (p=0.038)Polish 0.13 (p=0.437) 0.40 (p=0.015) 0.59 (p<0.001)Russian 0.29 (p=0.086) 0.40 (p=0.015) 0.81 (p0.001)Slovene -0.24 (p=0.156) 0.41 (p=0.014) 0.19 (p=0.259)
Turkic Kazakh 0.23 (p=0.172) 0.04 (p=0.817) 0.36 (p=0.030)Turkish 0.50 (p=0.002) -0.17 (p=0.317) 0.43 (p=0.008)
Uralic Estonian 0.45 (p=0.006) -0.14 (p=0.430) 0.39 (p=0.017)Finnish 0.02 (p=0.924) 0.37 (p=0.025) 0.50 (p=0.002)Hungarian 0.14 (p=0.413) 0.09 (p=0.594) 0.27 (p=0.116)
Other
Arabic -0.16 (p=0.362) 0.53 (p<0.001) 0.47 (p=0.004)Basque 0.41 (p=0.014) -0.01 (p=0.952) 0.49 (p=0.002)Chinese -0.15 (p=0.399) 0.46 (p=0.005) 0.41 (p=0.012)Farsi 0.20 (p=0.244) 0.41 (p=0.012) 0.75 (p0.001)Greek 0.20 (p=0.248) 0.19 (p=0.264) 0.44 (p=0.007)Hebrew 0.06 (p=0.724) 0.37 (p=0.028) 0.52 (p=0.001)Hindi -0.26 (p=0.121) 0.24 (p=0.161) 0.00 (p=0.979)Irish -0.24 (p=0.150) 0.54 (p<0.001) 0.35 (p=0.034)Indonesian -0.42 (p=0.011) 0.51 (p=0.001) 0.11 (p=0.510)Latin 0.19 (p=0.271) 0.16 (p=0.362) 0.47 (p=0.004)Latvian 0.64 (p<0.001) -0.23 (p=0.171) 0.53 (p<0.001)Tamil 0.16 (p=0.337) 0.12 (p=0.482) 0.31 (p=0.067)
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Figure 5.5: Comparison of information theoretic measures andchange in accuracy for the semantic tasks. Results are grouped bynegative and positive change in ∆acc. Dashed lines are included forclarity, and are not meant to imply a linear correlation.
to which information-theoretic measures are useful for estimation
of auxiliary task effectivity. While previous research hypothesises
that entropy plays a central role, we show experimentally that this
is not sufficient, and that conditional entropy is a somewhat better
predictor, and that MI is the best predictor under consideration here.
This claim is corroborated when we correlate MI and change in ac-
curacy with results found in the literature. It is especially interest-
ing that MI is a better predictor than conditional entropy, since MI
is a symmetric measure, as it does not consider the order between
main and auxiliary tasks. For conditional entropy itself, the results
for the two directionalities did not differ to a large extent. Our find-
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ings should prove helpful for researchers when considering which
auxiliary tasks might be helpful for a given main task. Furthermore,
it provides an explanation for the fact that there is no universally ef-
fective auxiliary task, as a purely entropy-based hypothesis assumes.
The fact that MI is informative when determining the effectivity
of an auxiliary task can be explained by considering an auxiliary task
to be similar to adding a feature. That is to say, useful features are
likely to be useful auxiliary tasks. Interestingly, however, the gains
of adding an auxiliary task are visible at test time for the main task,
when no explicit auxiliary label information is available.
The second research question which we aimed to answer in this
chapter (RQ 2b), related to the generalisation ability of the information-
theoretic measures as a measure of auxiliary task effectivity, across
languages and NLP tasks. We tested our hypothesis on 39 languages,
representing a wide typological range, as well as a wide range of data
sizes. Our experiments were run on syntactically oriented tasks of
various granularities. We also corroborated our findings with results
from semantically oriented tasks in the literature.
While the correlations between MI and∆acc were higher than forother information-theoreticmeasures, it is by nomeans a perfect pre-
dictor. This highlights the fact that the interactions between tasks is
more complex than simply the joint distribution between the tag sets
at hand. One possibility for future work is to take distributions over
tags and words into account simultaneously.
Having considered interactions between tasks in MTL, and find-
ing that task similarity is to some extent predictive of MTL effectivity,
this raises the question of what the situation is in the case of mul-
tilingual learning. This is explored further in the next part of this
thesis.

PART III
Multilingual Learning

CHAPTER 6
∗Multilingual
Semantic Textual Similarity
Abstract|Up until now, we have seen parameter sharing between tasks,
in the context of multitask learning. Another possibility is to share pa-
rameters between languages, in a sense casting model multilinguality as
a type of multitask learning. As a first example of multilingual learning,
we look at cross-lingual semantic textual similarity. This task can be ap-
proached by leveraging multilingual distributional word representations,
in which similar words in different languages are close to each other in
semantic space. The availability of parallel data allows us to train such
representations for a large number of languages. Such representations
have the added advantage of allowing for leveraging semantic similarity
data for languages for which no such data exists. In this chapter, the
focus is on to what extent such an approach allows for enabling zero-shot
learning for the task at hand. We also investigate whether language
relatedness has an effect on how successful this is. We train and evaluate
on six language pairs for semantic textual similarity, including English,
Spanish, Arabic, and Turkish.
∗Chapter adapted from: Bjerva, J. and Östling, R. (2017a). Cross-lingual Learn-ing of Semantic Textual Similarity with Multilingual Word Representations. InProceedings of the 21st Nordic Conference on Computational Linguistics, NoDaL-iDa, 22-24 May 2017, Gothenburg, Sweden, number 131, pages 211–215. LinköpingUniversity Electronic Press, Linköpings universitet.
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6.1 Introduction
In order to determine how similar a pair of sentences in two dif-
ferent languages are to one another, it is necessary to have a grasp
of multilingual semantics.2 Continuous space word representations,
which lend their strength from distributional semantics, are a clear
candidate for this problem, as distances in such a space can be di-
rectly interpreted as semantic similarities (see Chapter 3). Given the
constantly increasing amount of available parallel data (e.g., Koehn
(2005), Tiedemann (2012), Ziemski et al. (2016)), it is possible to learn
multilingual word representations for many languages. In this chap-
ter, we approach tasks on cross-lingual semantic textual similarity
from SemEval-2016 (Agirre et al., 2016) and SemEval-2017 (Agirre
et al., 2017) using such word representations. This approach has the
advantage that it allows for zero-shot learning while training onmul-
tiple languages, i.e., exploiting data from several source languages
for an unseen target language. We aim to answer the following spec-
ified research question, in order to answer RQ 3:
RQ 3a Towhat extent canmultilingual word representations be used
in a simple STS system so as to enable zero-shot learning for un-
seen languages?
RQ 3b To what extent is the success of zero-shot learning dependent
of language relatedness in this setting?
Relatedwork
Semantic Textual Similarity (STS) is the task of assessing the degree
to which two sentences are similar in their meanings. In the long-
running SemEval STS shared task series, this is measured on a scale
ranging from 0, indicating no semantic similarity, to 5, indicating
2The exception to this is methods based on machine translation, which areoutlined in the following section.
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complete semantic similarity (see Agirre et al., 2012; 2013; 2014; 2015;
2016; 2017). Monolingual STS is an important task, for instance for
evaluation of machine translation (MT) systems, where estimating
the semantic similarity between a system’s translation and the target
translation can aid both system evaluation and development. STS is
also a fundamental problem for natural language understanding, as
being able to estimate the similarity between two sentences in their
meaning content can be seen as a prerequisite for understanding.
The task is already a challenging one in a monolingual setting, such
as when estimating the similarity between two English sentences. In
this chapter, we tackle the more difficult case of cross-lingual STS,
e.g., estimating the similarity between an English and an Arabic sen-
tence, in the context of shared tasks on cross-lingual STS at SemEval-
2016 (Agirre et al., 2016) and SemEval-2017 (Agirre et al., 2017).3,4
Previous approaches to the problem of cross-lingual STS have fo-
cussed on two main approaches. The primary, and most successful
approach, is to apply a MT system to non-English sentences, and
translating these to English (e.g., Tian et al., 2017, and Wu et al.,
2017). The advantage of this approach is that the problem essentially
boils down to estimating the similarity of two sentences in English.
There are at least two advantages to this. First of all, the amount
of resources available for English eclipse what is available for most,
if not all, other languages. Additionally, comparing two sentences
in the same language allows for straight-forward application of fea-
tures based on the surface forms of the sentences, such as word over-
lap, common substrings, and so on. MT approaches tend to outper-
form purely multilingual approaches, with the winner of SemEval-
2017, and many of the top systems of SemEval-2016 relying on this
approach (Agirre et al., 2016, 2017). There are at least two draw-
3SemEval-2016 Task 1: Semantic Textual Similarity: A Unified Framework forSemantic Processing and Evaluation – Cross-lingual STS Subtask.4SemEval-2017 Task 1: Semantic Textual Similarity.
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backs to this method, however. Primarily, involving a fully-fledged
MT system severely increases the complexity of a system. Further-
more, such methods can be seen as bypassing the problem of cross-
lingual STS, rather than tackling it directly, as no actual multilingual
similarity assessments are necessarily carried out.
The amount of true multilingual approaches in the literature are
somewhat more limited, with notable examples from SemEval-2016
such as Lo et al. (2016), who make use of bilingual embedding space
phrase similarities, in combination with cross-lingual machine trans-
lation metrics. Another approach is represented by Aldarmaki and
Diab (2016), who apply bilingual word representations in a matrix
factorisation method, so as to assess STS without translation. The
method that bears the most resemblance to the approach taken in
this chapter is Ataman et al. (2016), who combine bilingual embed-
dings with machine translation quality estimation features (Specia
et al., 2013). We expand upon thismethod by usingmultilingualword
embeddings as input, rather than bilingual ones. One advantage of
our approach, is that it allows for zero-shot learning while training
on multiple languages (see Chapter 3), as it does not depend on an-
notated STS training data for the target language, and only places
requirements on the availability of parallel data. This denotes the ap-
proach we take to RQ 3a, as well as RQ 3b. Additionally, our method
differs from Ataman et al. (2016) in that we choose a simpler archi-
tecture, using only such word representations as input.
6.2 Cross-lingual Semantic Textual Similarity
We will now look at the task of (cross-lingual) STS in more detail.
Given two sentences, s1 and s2, the task in STS is to assess how se-mantically similar these are to each other. This is commonly mea-
sured using a scale ranging from 0–5, with 0 indicating no semantic
overlap, and 5 indicating nearly identical content. In the SemEval
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STS shared tasks, the following descriptions are used:
0. The two sentences are completely dissimilar.
1. The two sentences are not equivalent, but are on the same topic.
2. The two sentences are not equivalent, but share some details.
3. The two sentences are roughly equivalent, but some important
information differs/missing.
4. The two sentences are mostly equivalent, but some unimpor-
tant details differ.
5. The two sentences are completely equivalent, as they mean the
same thing.
As an example of sentence similarities, consider the sentence pairs
and their human-annotated similarity scores in Table 6.1. These ex-
amples are taken from the SemEval-2014 edition of the shared task
on STS and Recognising Textual Entailment (RTE), giving us access to
entailment information in addition to similarity scores for the pur-
poses of the example (Marelli et al., 2014).5 Attempting to assess
the semantic content of two sentences with a simple score notably
does not take important semantic features such as negation into ac-
count, and STS can therefore be seen as complimentary to textual
entailment. For instance, in sentence No. 219 in Table 6.1, the sen-
tences have a high similarity score, even though their meanings are
the opposite of one another. It is also worth to note that STS is highly
related to paraphrasing, as replacing an n-gram with a paraphrase
thereof ought to alter the semantic similarity of two sentences to a
very low degree.
5RTE is the task of assessing whether the meaning of one sentence (the hy-pothesis) can be inferred from the other (the text).
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Table 6.1: Examples of sentence similarities and corresponding en-tailment judgements.
No. Text / Hypothesis Score Relation
8678 A skateboarder is jumping off a ramp 4.8 entailmentA skateboarder is making a jump off a ramp
2709 There is no person boiling noodles 2.9 contradictionA woman is boiling noodles in water
219 There is no girl in white dancing 4.2 contradictionA girl in white is dancing
Table 6.2: Examples of cross-lingual sentence similarities.
English / Spanish Score
The NATO mission officially ended Oct. 31. 5La misión de la OTAN terminó oficialmente oct. 31.
Mass Slaughter on a Personal Level 3El sacrificio masivo en un nivel personal
Support Workers’ Union Will Sue City Over Layoffs 1Apoyo a los trabajadores "Unión va a demandar ciudad más despidos
Successful monolingual approaches in the past have taken advan-
tage of both the relatedness with this task to paraphrasing, and to
RTE. Bjerva et al. (2014) attempt to replace words in s1 with para-phrases obtained from the Paraphrase Database (PPDB, Ganitkevitch
et al., 2013), in order to increase the surface similarity with s2. Ad-ditionally, both Bjerva et al. (2014) and Beltagy et al. (2016) make
use of (features from) an RTE system to perform the task of STS. Ap-
proaches similar to these can be applied in cross-lingual STS, if the
sentence pair is translated to a language for which such resources
exist.
As an example of sentence similarities in cross-lingual STS, con-
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sider the sentence pairs and their human-annotated similarity scores
in Table 6.2. The first example contains a Spanish sentencewhich is a
faithful translation of the English one, and has the highest similarity
score (5). Although the second example conveys a similar meaning,
the translation expresses ’Mass Slaughter’ in Spanish as ’A massive
sacrifice’, resulting in a lower similarity score (3), indicating a loose
translation.6 In the third example sentence, the Spanish sentence
conveys the opposite meaning of the English sentence, and has the
lowest similarity score (1).
6.3 Method
As mentioned in Section 6.1, we approach the task of multilingual
STS in a similar manner to Ataman et al. (2016), with the addition
that we use multilingual input representations, rather than bilingual
ones. We will now look at how our system is constructed, starting
with the input representations.
6.3.1 Multilingual word representations
There are several methods available for obtaining multilingual word
representations, as described in Chapter 3. In this chapter, we use
a variant of the multilingual skip-gram method (Guo et al., 2016), as
detailed in Chapter 3. This method was chosen as it is both relatively
simple, and yields high-quality representations for down-stream tasks,
as compared to other approaches (Guo et al., 2016). The original
method relies on using cross-lingual contexts, with English as a pivot
language. For instance, a Spanish word might be used to predict an
English context, or the other way around. Our approach differs in
that we augment the learning objective so as to include multilingual
6See Bos (2014) for a further discussion of faithful, informative, and loosetranslations in the context of parallel corpora.
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contexts, such that we also use, for instance, a Spanish word to pre-
dict a French word (Figure 3.5 in Chapter 3).
We train 100-dimensionalmultilingual embeddings on the Europarl
(Koehn, 2005) and UN corpora (Ziemski et al., 2016), including data
from bible translations.7,8 This data was chosen partially since it al-
lows us to learn such embeddings for a large number of languages,
in addition to the availability of these corpora. The dimensional-
ity of the embeddings was chosen by balancing a sufficiently high
number of dimensions with the computational resources necessary
to compute these embeddings with the extended version of the mul-
tilingual skip-gram method. Word alignment, which is required for
the training of this type of multilingual embeddings, is performed
using a tool based on the Efmaral word-alignment tool (Östling and
Tiedemann, 2016).9 This allows us to extract a large amount of mul-
tilingual (word, context) pairs. We then use these pairs in order to
learnmultilingual embeddings, by applying theword2vecf tool (Levy
and Goldberg, 2014a). In our experiments, we use the same param-
eter settings as Guo et al. (2016), training using negative sampling
(Mikolov et al., 2013a), and with equal weighting of monolingual and
cross-lingual contexts.10
6.3.2 System architecture
We use a relatively simple neural network architecture, consisting
of an input layer with pre-trained word embeddings and a network
of fully connected layers. This means that we need a sentence-level
representation, based on the multilingual word representations, of-
7Using the New Testament (approximately 140,000 tokens), available at
http://homepages.inf.ed.ac.uk/s0787820/bible/.8Training multilingual embeddings on this data yields a vocabulary coverageof over 85% on the development sets of the languages at hand.9We use the eflomal tool, which uses less memory than efmaral. Defaultparameters are used. Available at https://github.com/robertostling/eflomal.10Note that we do not use the same implementation as (Guo et al., 2016).
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fering us a choice between methods such as those presented in Chap-
ter 2, Section 2.4.2. Given 100-dimensional word representations for
each word in our sentence, we opt for the simplistic approach of av-
eraging the vectors across each sentence, such that
~s =
1
|s|
∑
w∈s
~w, (6.1)
where w is a word in the sentence s, and ~w and ~s are their vectorial
representations. This is the same approach that is taken by Ataman
et al. (2016). The resulting sentence-level representations are then
concatenated and passed through two fully connected layers with
ReLU activation functions (200 and 100 units, respectively), prior to
the output layer. In order to prevent any shift from occurring in the
embeddings, we do not update these during training. The intuition
here is that we do not want the representation for, e.g., dog to be
updated, which might push it further away from that of perro. We
expect this to be especially important in cases where we train on a
single language, and evaluate on another. The system architecture is
depicted in Figure 6.1.
We apply dropout (p = 0.5) between each layer (Srivastava et al.,
2014). All weights are initialised using the approach from Glorot and
Bengio (2010). We use the Adam optimisation algorithm (Kingma and
Ba, 2014), monitoring the categorical cross-entropy of the sentence
similarity score, while sanity-checking against the scores obtained as
measured with Pearson correlation. All systems are trained using a
batch size of 40 sentence pairs, over a maximum of 50 epochs, using
early stopping monitoring the loss on the validation set. We report
results using the model with the lowest validation loss. Hyperparam-
eters are kept constant in all conditions.
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6.3.3 Data for Semantic Textual Similarity
As the SemEval STS task series has been running for several years,
there is a substantial amount of data available. We use data from
previous editions of the tasks on (cross-lingual) STS.11 For English–
English this includes data from SemEval 2012 through 2015 (Agirre
et al., 2012, 2013, 2014, 2015). For English–Spanish this includes data
from SemEval 2016 and 2017 (Agirre et al., 2016, 2017). For Spanish–
Spanish this includes data from SemEval 2014 and 2015. For English–
Arabic this includes data from SemEval 2017. Finally, for Arabic–
Arabic, this includes data from SemEval 2017. We use the concatena-
tion of the training sets of previous editions for training, and validate
and test on the most recent data for each language pair. An overview
of the available data is shown in Table 6.3.
Table 6.3: Training data used for (cross-lingual) STS from the Se-mEval shared task series.
Language pair N sentence pairs SemEval edition(s)
English – English 3,000 2012 – 2015English – Spanish 3,900 2016 – 2017Spanish – Spanish 1,500 2014 – 2015English – Arabic 2,000 2017Arabic – Arabic 900 2017
6.4 Experiments and Results
We investigate whether using a multilingual input representation
and shared weights allow us to ignore languages in STS, after map-
ping words to their multilingual representations. This, in turn, is one
approach for enabling zero-shot learning for this task (RQ 3a). We
11This is what is generally recommended by the shared task organisers, and isfollowed by most participating systems.
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first train and evaluate single-source trained systems (i.e. on a single
language pair), and evaluate this both using the same language pair
as target, and on all other target language pairs. In doing so, we in-
vestigate the extent to which the availability of parallel data allows
us to train STS systems without access to STS training data for a given
language.
Secondly, we investigate the effect of bundling training data to-
gether, in multi-source training, investigating which language pair-
ings are helpful for each other. Concretely, in single-source train-
ing, we only train on one out of the language pairs at a time, and
evaluate the resulting single-source model on all language pairs. In
multi-source training, however, a model is trained on several lan-
guage pairs at a time, and the resulting model is evaluated as in the
single-source training setting. This is done so as to offer insight into
RQ 3b.
We measure performance between target similarities and system
output using the Pearson correlation measure, as this is standard in
the SemEval STS shared tasks. We first present results on the devel-
opment sets, and finally the official shared task evaluation results.
6.4.1 ComparisonwithMonolingual Representations
As a baseline, we compare multilingual embeddings with the perfor-
mance obtained using the pre-trained monolingual Polyglot embed-
dings (Al-Rfou et al., 2013). Training and evaluating on the same lan-
guage pair yields comparable results regardless of embeddings (Ta-
ble 6.4). This shows that our multilingual embeddings, at the very
least, have comparable quality to purely monolingual embeddings
in a monolingual setting.
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Table 6.4: Single-source training results (Pearson correlations) withmonolingual embeddings (polyglot) as compared to multilingual em-beddings (multilingual skipgram) on the SemEval-2017 developmentset. Rows indicate evaluation language, and rows indicate the em-beddings used. Bold numbers indicate best results per row.
Polyglot Multilingual Skipgram
English 0.68 0.69Spanish 0.65 0.65Arabic 0.70 0.71
Table 6.5: Single-source training results with multilingual embed-dings on the SemEval-2017 development set (Pearson correlations).Columns indicate training language pairs, and rows indicate testinglanguage pairs. Bold numbers indicate best results per row.
PPPPPPPPTest
Train en–en en–es en–ar es–es ar–ar
en–en 0.69 0.07 -0.04 0.64 0.54en–es 0.19 0.27 0.00 0.18 -0.04en–ar -0.44 0.37 0.73 -0.10 0.62es–es 0.61 0.07 0.12 0.65 0.50ar–ar 0.59 0.52 0.73 0.59 0.71
6.4.2 Single-source training
Results when training on a single source corpus, using multilingual
embeddings, are shown in Table 6.5. Training on the target language
pair generally yields the highest results, except for one case. When
evaluating on Arabic–Arabic sentence pairs, training on English–Arabic
texts yields comparable, or slightly better, performance than when
training on Arabic–Arabic. Observing the results from a zero-shot
learning perspective, it seems that certain language combinations
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can benefit from this approach. Mainly, it seems to be the case that
this approach is suitable when training on amonolingual source pair
(such as English–English), and evaluating the model on a monolin-
gual target pair (such as Spanish–Spanish). The gap in performance
between such cases, and a systemwhere target and source languages
are identical is relatively small. One example of this is the results
of evaluating on English–English when training on English–English
(0.69) as compared to when training on Spanish–Spanish (0.64). We
can also observe that zero-shot learning in this setting is more suc-
cessful between the Indo-European languages Spanish and English,
than when involving the Semitic language Arabic.
6.4.3 Multi-source training
We combine training sets from two language pairs in order to inves-
tigate how this affects evaluation performance on target language
pairs. We copy the single-source setup, except for that we also add
in the data belonging to the source-pair at hand, e.g., training on
both English–Arabic and Arabic–Arabic when evaluating on Arabic–
Arabic (see Table 6.6).
Table 6.6: Results with one source language in addition to target-language data with multilingual embeddings on the SemEval-2017development set (Pearson correlations). Columns indicate addedsource language pairs, and rows indicate target language pairs. Boldnumbers indicate best results per row.
PPPPPPPPTest
Train en–en en–es en–ar es–es ar–ar
en–en 0.69 0.68 0.67 0.69 0.71en–es 0.22 0.27 0.30 0.22 0.24en–ar 0.72 0.72 0.73 0.71 0.72es–es 0.63 0.60 0.63 0.65 0.66ar–ar 0.71 0.72 0.75 0.70 0.71
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Weobserve that themonolingual language pairings (English–English,
Spanish–Spanish, Arabic–Arabic) appear to be beneficial for one an-
other, also in this setting. Interestingly, adding Arabic–Arabic train-
ing data seems to improve the performance on both English–English
and Spanish–Spanish. Although, this difference is small and likely
not significant, it is interesting that the models performance does
not worsen as an effect of adding this data. This might have been
the case, if model capacity is wasted on solving the task for Arabic–
Arabic.
Finally, we run a multilingual ablation experiment, in which we
train on two out of three of these language pairs, and evaluate on all
three. Notably, excluding all Spanish training data yields compara-
ble performance to including it (Table 6.7). Additionally, we see the
largest drop in performance when evaluating on Arabic data without
having trained on it. This adds further support to the findings in Ta-
ble 6.5, indicating that language relatedness is of importance for the
success of zero-shot learning as applied here.
Table 6.7: Multilingual ablation results with multilingual embed-dings on the SemEval-2017 development set (Pearson correlations).Columns indicate ablated language pairs, and rows indicate testinglanguage pairs. The none column indicates no ablation, i.e., trainingon all three monolingual pairs. The bold diagonal indicates resultswhen the target language pair is not used as a source language pair.
XXXXXXXXXXTest
Ablated en–en es–es ar–ar none
en–en 0.60 0.69 0.69 0.65es–es 0.64 0.64 0.67 0.60ar–ar 0.68 0.66 0.58 0.72
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Table 6.8: Results with multilingual embeddings on SemEval-2017Shared Task Test sets. In the multi-source and ablation conditions,we use the systems with the best validation performance for the tar-get language pair. The columns indicate the evaluation language,and the Primary column indicate the aggregated results over all lan-guages, as used in SemEval-2017 (Agirre et al., 2017). The wmt col-umn denotes the es–en test set drawn from WMT’s quality estima-tion track. Rows indicate our three systems, compared with theECNU system (Tian et al., 2017), and the LIPN–IIMAS system (Arroyo-Fernández and Ruiz, 2017).
Primary ar–ar ar–en es–es es–en wmt en–en en–tr
Single-source 0.315 0.289 0.105 0.661 0.239 0.030 0.691 0.188Multi-source 0.294 0.312 0.129 0.692 0.100 0.016 0.688 0.120Ablation 0.215 0.003 0.110 0.547 0.226 0.020 0.506 0.090LIPN–IIMAS 0.107 0.047 0.077 0.153 0.172 0.145 0.074 0.080ECNU 0.732 0.744 0.749 0.856 0.813 0.336 0.852 0.771
6.4.4 Results on SemEval-2017
In order to compare our system’s performance in itself with state-
of-the-art systems, we participated in the official shared task results
of SemEval-2017 (Bjerva and Östling, 2017b). The results from the
official evaluation are shown in Table 6.8. Although our results for
Spanish–Spanish and English–English are in line with our develop-
ment results, the results for all other language pairs are far lower
than expected, and worse than the best performing ECNU system
(Tian et al., 2017). The fact that the system was low in the ranking
list for the shared task can be explained by several factors. On the
one hand, our approach was very simplistic, whereas other systems
took more involved approaches. For instance, the ECNU submission
first translates all sentences to English, and then use an ensemble
of four deep neural network models and three feature engineered
models. The features used included word alignments, summarisa-
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tion and MT evaluation metrics, kernel similarities of bags of words,
bags of dependencies, n-gram overlap, edit distances, length of com-
mon prefixes, suffixes, and substrings, tree kernels, and pooled word
embeddings (Tian et al., 2017). In contrast, our system only uses the
latter of these features. On the other hand, our system did outper-
form other systems in individual language tracks. Additionally, in all
tracks we outperform the LIPN–IIMAS system, which approaches the
task using an attentional LSTM (Arroyo-Fernández and Ruiz, 2017).
Underfitting might be an explanation for the low results obtained
as compared to development, indicating that the approach we have
taken is simply not sufficient to solve the task of (cross-lingual) STS
well. Comparing our approach with other systems, such as the ECNU
system, does indeed reveal a staggering difference in complexity.
6.4.5 Results on SemEval-2016
In order to further evaluate our system, we compare with an ap-
proach which is relatively similar to ours, namely the FBK HLT-MT
submission described by Ataman et al. (2016). We replicate the train-
ing, development, and test setting used in Shared task SemEval-2016,
with the exception thatwe only evaluate on one of the domains (Agirre
et al., 2016). The results from the news domain (English-Spanish) are
shown in Table 6.9. On this dataset, the difference between our sys-
tem and that of Ataman et al. (2016) is relatively small.
Table 6.9: SemEval 2016 system comparison, comparing our single-source system with the FBK HLT-MT system (Ataman et al., 2016).The runs from FBK HLT-MT differ in the features used.
System Score
FBK HLT-MT – Run 1 0.243FBK HLT-MT – Run 2 0.244FBK HLT-MT – Run 3 0.255
Our system 0.241
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6.5 Conclusions
Although our system faired relatively poorly in the official results for
SemEval-2017, the multilingual experiments presented in this chap-
ter offer insights into research question (RQ 3). Multilingual word
representations allow us to leverage a large amount of data from par-
allel corpora, opening up for multilingual learning of semantic tex-
tual similarity. This allows for zero-shot learning, which yielded rela-
tively good performance on unseen target languages on the develop-
ment sets under consideration. This indicates that multilingual word
representations are indeed suitable for enabling zero-shot learning
for STS (RQ 3a). As for language relatedness, we found that apply-
ing zero-shot learning, and sharing parameters, between the Indo-
European languages Spanish and English was more beneficial in gen-
eral than when involving the Semitic language Arabic (RQ 3b). Hav-
ing seen that language similarities to some extent are indicative of
performance in zero-shot STS, this raises the question of whether this
generalises to other tasks, to what extent language similarities are
important for this, and how such language similarities can be quan-
tified. We approach this in the following chapter, where we will look
at RQ 4.
CHAPTER 7
∗Quantifying the Effects of
Multilinguality in NLP
Sequence Prediction Tasks
Abstract|The fact that languages tend to share certain properties can
be exploited by, e.g., sharing parameters between languages. This type
of model multilinguality is relatively common, as taking advantage of
language similarities can be beneficial. However, the question of when
multilinguality is a useful addition in terms of monolingual model per-
formance is left unanswered. In this chapter, we explore this issue by
experimenting with a sample of 60 languages on a selection of tasks: se-
mantic tagging, part-of-speech tagging, dependency relation tagging, and
morphological inflection. We compare results under various multilin-
gual model transfer conditions, and finally observe correlations between
model effectivity and two measures of language similarity.
∗Chapter adapted from: Bjerva, J. (in review) Quantifying the Effects ofMultilinguality in NLP Sequence Prediction Tasks.
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7.1 Introduction
Languages tend to resemble each other on various levels, for instance
by sharing syntactic, morphological, or lexical features. Such similar-
ities can have many different causes, such as common language an-
cestry, loan words, or being a result of universals and constraints in
the properties of natural language itself (cf. Chomsky (2005); Hauser
et al. (2002)). Several current approaches to problems in Natural Lan-
guage Processing (NLP) take advantage of these similarities. For in-
stance, in model-transfer settings, parsers are frequently trained on
(delexicalised) versions of entire treebanks, whereas in annotation
projection, word alignments between translated sentences are used
(McDonald et al., 2011b; Täckström et al., 2012; Tiedemann, 2015; Am-
mar et al., 2016; Vilares et al., 2016; Agić et al., 2016).2 In the case
of language modelling, multilinguality can be taken advantage of,
e.g., in order to model domain-specific or diachronically specific lan-
guage variants (Östling and Tiedemann, 2017). In addition to these
specific examples, multilinguality in NLP models has been used in a
whole host of other tasks, such as part-of-speech (PoS) tagging and se-
mantic textual similarity, and is especially useful for NLP for low re-
source languages (Georgi et al., 2010; Täckström et al., 2013; Faruqui
and Lample, 2016; Agić et al., 2017). One concrete advantage of tak-
ing a multilingual approach, is that this allows for the exploitation
of much larger amounts of data, as compared to using monolingual
approaches. This fact, together with the prevalence of multilingual
approaches in modern NLP, highlight the importance of further re-
search in this area.
Although the literature contains a large amount of successful mul-
tilingual approaches, it is not sufficiently clear in which cases multi-
linguality is likely to be helpful. The previous chapter served as an
example for this, with some tentative indications of which combina-
2These approaches are covered in Chapter 3.
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tions were useful, based on typological relatedness. Hence, it may be
reasonable to assume that choosing typologically similar languages
when building a multilingual model will be beneficial, however this
is not always the case, and relying on intuition or personal language
knowledge in such matters has its limitations. Hence, the go-to ap-
proach when considering multilinguality as a means of performance
improvement in an NLP setting, is the time-consuming and resource-
exhausting process of trial and error. In this chapter, the aim is to
provide insight into how one might approach the selection of lan-
guages when considering model multilinguality. We investigate the
following research questions, in order to provide an answer to RQ 4:
RQ 4a Given a model trained on a language, l1, does adding data foranother language, l2, increase the performance on l1 if thoselanguages are similar?
RQ 4b In which way can such similarities be quantified?
RQ 4c What correlations can we find between model performance
and language similarities?
We experiment on four NLP tasks: semantic tagging, part-of-speech
tagging, dependency relation tagging, and morphological inflection.
The language sample we use differs per task, and covers a total of
60 languages from a typologically diverse sample. After covering re-
lated work, we first present experiments in multilingual settings for
each of these tasks (Sections 7.2, 7.3, and 7.4). We then investigate
the correlations between two different measures of language similar-
ity, and the change in system performance observed in multilingual
settings, in order to provide an answer to our research questions
(Section 7.5). An approach which can be considered as parallel to
this effort, is works similar to Rosa et al. (2017), in which similarities
between languages are exploited when deciding on which features
to use in a cross-lingual parser.
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7.2 Semantic Tagging
7.2.1 Background
The first task under consideration is semantic tagging, as introduced
in Bjerva et al. (2016b), and described in more detail in Chapter 4.
In this chapter, we consider this task in a multilingual setting, which
is possible since the Parallel Meaning Bank (PMB, Abzianidze et al.,
2017) includes such data for four languages: English, Dutch, German,
and Italian.
7.2.2 Data
We use semantic tagging data obtained from the PMB (Abzianidze
et al., 2017). There is a relatively large amount of gold standard an-
notation for English, which we use in our experiments. Note that, we
only use data from the PMB in this setting, as opposed to the setting
in Chapter 4 in which we also use data from the Groningen Meaning
Bank (GMB, Bos et al., 2017). For the languages other than English,
i.e., Dutch, German, and Italian, we rely on the projected tags based
on this gold standard annotation. These tags were projected as de-
scribed by Abzianidze et al. (2017), using word alignments obtained
with GIZA++ (Och and Ney, 2003). As the amount of parallel text dif-
fers per language, this yields the data amounts listed in Table 7.1.
Table 7.1: Overview of the semantic tagging data used in this work.
Language Tokens Sentences Status
English 20,098 2,814 GoldDutch 3,446 506 ProjectedGerman 13,702 1,960 ProjectedItalian 11,376 1,711 Projected
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7.2.3 Method
We employ a relatively simple neural network tagger for all of the tag-
ging tasks in this study. The tagger used is a bi-directional Long Short-
Term Memory model (Bi-LSTM, Hochreiter and Schmidhuber (1997);
Graves and Schmidhuber (2005)). We use a single hidden layer for
each direction, as shown in Figure 7.1. The input-representations
used are 100-dimensional multilingual word embeddings trained on
UN (Ziemski et al., 2016), Europarl (Koehn, 2005), and Bible data, us-
ing multilingual skip-gram (Guo et al., 2016), based on word align-
ments obtained with a variant of EFMARAL (Östling and Tiedemann,
2016).3,4
The neural architecture used in this experiment is simpler than,
e.g., the deep residual network Bi-GRU presented in Chapter 4. This
choice was made mainly for three reasons. The primary motivation
is that we wanted to rely only on multilingual word representations,
seeing how far this will get us, without dealing with morphologi-
cal dissimilarities, or exploiting morphological similarities directly.
Additionally, using only word representations is one way of using
fewer parameters, meaning that fewer computational resources are
needed. Finally, although systems using character-based represen-
tations generally perform better than ones using only word-based
representations, we are not interested in absolute performance per
se, but rather relative changes in performance when building multi-
lingual models.
Hyperparameters
We use the same hyperparameter settings for each of the experimen-
tal settings, so as to ensure comparability. These are detailed in Ta-
3Using the default parameter settings for eflomal:
https://github.com/robertostling/eflomal.4These are the same embeddings used in the previous chapter.
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Figure 7.1: Sketch of the Bi-LSTM architecture used for our taggingtasks.
Table 7.2: Hyperparameters used for semantic tagging.
Hyperparameter Setting Notes
Library Chainer (Tokui et al., 2015)Loss function Categorical Cross-EntropyOptimiser Adam (Kingma and Ba, 2014)Training iterations Early stopping, best val lossBatch size 4 sentencesRegularisation Dropout (Srivastava et al., 2014) p = 0.5Regularisation Weight decay (Krogh and Hertz, 1992)  = 10−4
ble 7.2. We always train for amaximumof 50 epochs, using the epoch
at which validation loss was the best for evaluation.
7.2.4 Experiments and Analysis
We first look at a high-resource to low-resource scenario, using the
languages for which we have a large amount of data (English, Ger-
man, and Italian) as source languages, and all four languages as tar-
get languages. We then run further experiments using all four lan-
guages as source languages. Since only relatively few tokens are
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available for Dutch we train on 1000 tokens, as this allows us to com-
pare all four languages equally. We reserve 500 tokens for each lan-
guage as test data, and split the remaining data into 80% for training
and 20% for validation. Since we deal with parallel texts, we make
sure that the training, development, and test sets used for l1 and any
l2 do not overlap in any way during training.
Transfer from high-resource to low-resource languages
The goal of this experiment is to investigate zero-shot learning be-
tween languages for semantic tagging, in a scenario in which we
use all training data available, giving us access to between 10,000
and 20,000 tokens of annotated data for the source languages. Given
the tentative results of the previous chapter, we expect that the Ger-
manic languages will be more beneficial for one another, as com-
pared to Italian.
Table 7.3: Results on high-resource to low-resource transfer. Boldindicates the best source language for each target language, not con-sidering the cases in which the source and target languages are iden-tical, which are denoted by italics.
PPPPPPPPTest
Train English German Italian
English 75.03% 49.20% 35.45%Dutch 49.30% 56.90% 36.31%German 41.99% 67.41% 41.17%Italian 35.74% 39.11% 70.89%
The results from these experiments are shown in Table 7.3, in
which bold represent the best source languages for each target lan-
guage, and italics denote the cases in which source and target lan-
guages are the same. We can observe that the results when the source
and target languages are both Germanic are higher than when the
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Romance language Italian is involved. For instance, using German
as a source language for Dutch results in relatively high accuracies.
This can be explained by two factors. For one, it is likely that the qual-
ity of the multilingual word embeddings is higher when comparing
German and Dutch. Additionally, the extensive similarities between
these two languages is likely to make zero-shot learning relatively
easy.
Note that these results are not strictly comparable to those in
Chapter 4, since we both use different and less training and evalu-
ation data. In absolute terms, performance on similar data is around
5% worse in this experimental setting, although we train on approxi-
mately one order of magnitude less data than in Chapter 4.5
Transfer from low-resource source languages
In the low-resource source scenario, with 1000 training tokens per
language, we compare some linguistic and input representation con-
ditions. We run experiments with two input representation settings:
i) with frozen pre-trained word representations; ii) with updated pre-
trained word representations. By frozen word representations, we
refer to representations which are kept at their initial states during
learning. That is to say, errors are not back-propagated into the em-
beddings. In the updated condition, however, embeddings are up-
dated during training. This comparison is done so as to investigate
whether there is a difference when enforcing the multilingual em-
bedding space to remain in its initial state, thus preserving multilin-
gual distances.
In combination with the two representation settings, we also use
two linguistic settings: a) monolingual training; and b) multilingual
training. The monolingual training serves as a baseline, indicating
5In order to compare the architectures used, we also train and evaluate ourtagger on the same data as in Chapter 4, in which case we obtain approximatelythe same performance as the baseline using only word representations.
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how well we can transfer semantic tags from a source language to a
target language, by only training on the target language. In the mul-
tilingual setting, we add training data for the target language, com-
paring transfer between languages in a multilingual setting. This
comparison is done so as to investigate to what extent we can take
advantage of data from two low resource languages, with the goal of
benefitting both languages.
We first present results from the monolingual training in both
input-representation settings, in Tables 7.4a, and 7.4b.
Table 7.4: Results on monolingual semantic tagging.
(a) Training on 1k monolingual tokens, frozen embeddings.
PPPPPPPPTest
Train English Dutch German Italian
English 64.54% 37.24% 36.40% 28.54%Dutch 36.32% 53.20% 44.80% 28.75%German 35.10% 39.12% 54.36% 37.31%Italian 30.29% 30.43% 29.40% 61.20%
(b) Training on 1k monolingual tokens, updated embeddings.
PPPPPPPPTest
Train English Dutch German Italian
English 64.90% 38.82% 37.43% 31.51%Dutch 39.86% 56.78% 40.93% 30.81%German 39.14% 40.23% 55.46% 39.07%Italian 25.09% 34.02% 31.21% 49.63%
Not surprising, monolingualmodels trained on the target language
consistently perform better than when the source language is dif-
ferent from the target language, as in zero-shot learning. Nonethe-
less, all results when source and target languages differ outperform a
most frequent class baseline (17.35%) by far. This is expected, as the
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pre-trained models have been trained on a relatively large amount
of parallel data, and have formed word spaces which are unified
across languages, which allows them to generalise somewhat across
languages, and confirms the quality of the embeddings themselves.
Comparing these results to those of the high-resource to low-resource
setting, we can observe a steep drop in performance. This is due to
the fact that we have approximately an order of magnitude less data
in the current setting.
Surprisingly, updating the pre-trained word embeddings during
training increases results for most source/target combinations (En-
glish/Italian being the exception). This was unexpected, as it is usu-
ally beneficial to update such embeddings during training, as this
allows them to learn representations which are tuned for the task
at hand. It was, however, not expected that this would be the case
when applying model transfer, as we expected that tuning, say, the
English representation for dog to be more task-specific, would skew
it away from that of the Dutch equivalent hond. It would be interest-
ing to explore this further, observing the resulting word-space after
updating only one language in a multilingual language space. Italian,
interestingly, sees a severe drop in performance when updating em-
beddings in a monolingual setting. This might be explained by the
updated embeddings being overfit, and not generalising to the test
set.
Transfer between low-resource source languages
We now turn to transfer between low-resource source languages. In
this setting, we are mainly interested in seeing whether more related
languages, i.e. English, Dutch, and German, are more beneficial to
combine with one another, than with the typologically more distant
Italian language.6
6We will consider how these similarities can be quantified in Section 7.5.
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Table 7.5: Results on multilingual semantic tagging.
(a) Training on 1k+1k multilingual tokens, frozen embeddings.
PPPPPPPPTest
Train English Dutch German Italian
English 64.54% 65.38% 64.98% 65.08%Dutch 56.07% 53.20% 60.20% 54.96%German 54.96% 55.30% 54.36% 54.49%Italian 47.69% 47.25% 47.29% 61.20%
(b) Training on 1k+1k multilingual tokens, updated embeddings.
PPPPPPPPTest
Train English Dutch German Italian
English 64.90% 39.53% 64.98% 22.85%Dutch 37.56% 56.78% 60.20% 26.69%German 39.21% 40.12% 55.46% 21.87%Italian 26.27% 34.47% 47.29% 49.63%
Tables 7.5a, and 7.5b contain the results from semantic tagging
with multilingual training. Considering the rows in each table, it is
generally the case that training a model with a combination of En-
glish, Dutch and German, improves results more than combining one
of these with Italian. This seems to hold in both conditions, with and
without updating the pre-trained vectors in training.
In contrast to the monolingual training case, we here do observe
that freezing the vectors during training is beneficial for model per-
formance. It may be the case that, since the weights of the embed-
dings in both l1 and l2 are optimised, they are pushed even furtherapart than in the monolingual training case in which only one lan-
guage’s embeddings are affected. Hence, in the frozen case, the in-
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tegrity of themultilingual language space ismaintained, allowing the
model to learn cross-lingually. A potential explanation for the drop
in results on Italian when updating the embeddings might be the ex-
tent to which the languages are similar. Since English, German, and
Dutch are all Germanic languages, it is possible that this relatedness
suffices to preserve the multilingual quality of the word space.
7.2.5 Summary of Results on Semantic Tagging
We have observed that training on similar languages is helpful for
semantic tagging, in the sense that combining Germanic languages
tended to be beneficial. Additionally, training in a high-resource sce-
nario on, e.g., German and using Dutch as a source language yielded
better results thanwhen training on low-resource Dutch (see Tables 7.3
and 7.4a). This leads us to ask whether similar patterns can be found
when observing a larger sample of languages, and on other tasks.
7.3 Tagging Tasks in the Universal Dependencies
The Universal Dependencies treebank offers an excellent testing ground
for experiments on NLPmodel multilinguality. The corpus collection
contains many languages, with several layers of uniform annotation
across languages (Nivre et al., 2016b). We use version 2.0 of the UD
treebanks for experiments in two tasks: PoS tagging and dependency
relation tagging (Nivre et al., 2017). We evaluate on the 48 languages
for which training data is available.
7.3.1 Data
In order to balance our experiments for differing data sizes, we bal-
ance all training sets so as to have an equal number of tokens. We
set this amount to 20,000 tokens, in order to allow for inclusion of
the smallest language in the UD (Vietnamese, n = 20285). Hence, the
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overall results obtainedwill be relatively low, but shouldmake the ef-
fects of multilingual modelling clearer. A part of the evaluation will
deal with grouping languages per language group. An overview of
which languages are included in the Germanic, Romance, and Slavic
families in these evaluations is given in Table 7.6.
7.3.2 Method
We employ the same tagger as described in the semantic tagging
experiments of this chapter, detailed in Section 7.2.3. We also use
the same hyperparameter settings, as shown in Table 7.2, and the
same input representations. The main difference with the semantic
tagging experiments is therefore simply the tasks at hand, and the
amount of languages under consideration.
Experimental Setup
We only use the setting with frozen word representations, as estab-
lished in the semantic tagging experiments. We focus on results from
the multilingual training settings, as we are interested in how these
results differ between language pairs. Additionally, we consider two
tasks in this setup: PoS tagging, and dependency relation tagging. De-
pendency relation tagging is the task of predicting the dependency
tag (and its direction) for a given token. This is a task that has not re-
ceived much attention, although it has been shown to be a useful fea-
ture for parsing (Ouchi et al., 2014, 2016).7 These deprel tags can be
derived directly from UD dependency parse trees, making it straight-
forward to evaluate on this task for the same sample of languages
in the same settings. In this setting, we use the dependency relation
instantiations with simple granularity and simple directionality (i.e.,
encoding the head and its relative position, for eachword), described
further in Chapter 5 (Table 5.1).
7Dependency relation labels are discussed in more detail in Chapter 5.
156 7. ComparingMultilinguality andMonolinguality
Table 7.6: Language grouping of the Germanic, Romance, and Slaviclanguages used in our experiments.
Language family Language
Germanic
AfrikaansDanishDutchEnglishGermanNorwegian BokmålNorwegian NynorskSwedish
Slavic
BelarusianBulgarianCroatianCzechOld Church SlavonicPolishRussianSerbianSlovakSlovenianUkrainian
Romance
CatalanFrenchGalicianItalianLatinPortugueseBrazilian PortugueseRomanianSpanish
7.3. Tagging Tasks in the Universal Dependencies 157
7.3.3 Results and Analysis
Due to the large number of language pairs, we discuss the results
from the mean accuracy on a language group when trained in com-
bination with a sample of languages.8
PoS Tagging
Table 7.7 contains PoS tagging results with frozen embeddings. Some
noteworthyfindings include the highest accuracies per language group,
marked in bold. These are generally obtained by languages which
are in the same language group, although there are exceptions to this
pattern. Note that we do not develop on the language which we use
for evaluation. That is to say, e.g., when evaluating on Danish, the
Germanic column is calculated as the mean accuracy over German,
Norwegian Bokmål and Nynorsk, and not including Danish.
There are examples in which training on a language from the
same language group worsens performance overall. Some notable
cases include training on Dutch for the Germanic languages. The rel-
atively poor performance as compared to Danish might be explained
by the fact that this group includes four Scandinavian languages, mean-
ing that Danish has three such languages which it is likely helpful for.
Dutch, on the other hand, has only two languages to which it is highly
similar in the Germanic group, namely Afrikaans and German.
It is nonetheless somewhat puzzling that some non-Germanic lan-
guages yield better performance in the Germanic group than Dutch.
Considering the baseline column in the table, however, it is clear that
the model only sees increases in performance in a few cases, with a
loss in performance in nearly all cases. Therefore a potential expla-
nation to the overall drop in results might be the fact that, although
all languages within a single group are related to one another, this
relatedness might still be too distant to be exploited in the current
8Results covering all languages are presented later in this chapter.
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setup. For instance, the languages in the Slavic group represent a
relatively large variety.
Table 7.7: PoS results – Training on 20k+20k multilingual tokens,frozen embeddings. Columns indicate average results over lan-guages in that language group.
Language Germanic Romance Slavic
Baseline 83.97% 84.35% 81.12%
Bulgarian 83.89% 82.93% 76.53%Czech 83.79% 82.34% 76.28%Danish 84.14% 84.20% 79.73%Finnish 83.87% 83.58% 78.41%French 82.59% 84.54% 79.73%Italian 83.83% 83.77% 79.67%Dutch 82.46% 84.32% 79.40%Polish 81.93% 84.44% 78.58%Portuguese 83.35% 81.14% 78.42%Russian 83.85% 82.77% 82.26%
Dependency Relation Tagging
Table 7.8 contains results from dependency relation tagging in the
frozen embeddings setting. Interestingly, although the top results for
Germanic and Slavic are from in-group languages, we observe the
best results here for out-of-group languages for the Romance group.
The results of these experiments show a similar trend to those in the
PoS experiments, with almost all results being worse than the base-
line.
7.3.4 Summary of Results on the Universal Dependencies
For semantic tagging, we saw increases in performance when com-
bining the Germanic languages with one another. The results from
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Table 7.8: DepRel results – Training on 20k+20k multilingual to-kens, frozen embeddings. Columns indicate average results over lan-guages in that language group.
Language Germanic Romance Slavic
Baseline 65.10% 70.31% 65.25%
Bulgarian 59.01% 69.52% 60.31%Czech 64.05% 67.91% 61.95%Danish 65.56% 68.20% 61.74%Finnish 64.87% 63.34% 61.78%French 64.99% 67.63% 62.23%Italian 63.94% 67.97% 61.91%Dutch 64.71% 66.33% 62.29%Polish 64.15% 64.68% 60.98%Portuguese 64.92% 67.36% 62.31%Russian 64.17% 68.32% 65.30%
tagging tasks on the UD languages reveal that this granularity of lan-
guage similarity is not sufficient to determine whether this type of
model multilinguality will be successful, under the experimental con-
ditions used here. In fact, observing results aggregated by the lan-
guage families Germanic, Romance, and Slavic, revealed a decrease
in performancewhen transferring from almost all languages in these
families, with some exceptions. These results thus shed some light on
two potential issues. On the one hand, describing language similar-
ities in terms of typological families is perhaps not sufficient for the
purposes of this chapter. On the other hand, the multilingual model
architecture used in the tagging experiments of this chapter might
not be sufficient to fully take advantage of language similarities.
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7.4 Morphological Inflection
Having investigated two sequence labelling tasks, we now turn to a
sequence-to-sequence prediction task, namely morphological inflec-
tion. The 2017 shared task on morphological inflection offers a large
amount of data for 52 languages (Cotterell et al., 2017). Whereas the
shared task has two sub-tasks, namely inflection and paradigm cell
filling, we only evaluate on the inflection task. Furthermore, we use
the high-resource setting, in which we have access to 10,000 training
examples per language. The inflection subtask is to generate a tar-
get inflected form, given a lemma with its part-of-speech, as in the
following example:
Source form and features: release V;NFIN
Target tag: V;V.PTCP;PRS
Target form: releasing
7.4.1 Method
We employ a deep neural network for the experiments inmorpholog-
ical inflection. This consists of an attentional sequence-to-sequence
model, as described in Östling and Bjerva (2017).9,10 The system takes
embedded character representations as input to a Bi-LSTM encoder.
The output of the encoder is passed through an attentionmechanism,
to an LSTM decoder which also takes the target form’s morphological
tags as features. All layers in the network has 128 hidden units. Op-
timisation is done using Adam (Kingma and Ba, 2014) with default
parameters. Whereas Östling and Bjerva (2017) explore learning a
single model per language, in this chapter we experiment with learn-
ing joint models across languages. Additionally, we do not use an
9Available at https://github.com/bjerva/sigmorphon2017.10In the SIGMORPHON shared task, this team placed as the 4th best (Cotterellet al., 2017).
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ensemble for the results presented in this chapter. The system archi-
tecture is visualised in Figure 7.2
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Figure 7.2: Architecture used formorphological inflection, consistingof an encoder-decoder with attention. The example depicts the pro-duction of the Turkish inflected form sapandınız, based on the inputsapan and the tags N;LGSPEC1;2P;SG;PST.
Experimental Setup
We train our system using joint input and output representations. In
order to examine the effect of adding a language to the mix, we train
each model as follows. Given each language in the set of languages
l ∈ L, we sample all language combinations l1, l2. We then train onthe entire high dataset of l1 (i.e., 10,000 examples), combined with
n training examples from l2, with n = [0, 20, 21, . . . , 213].11 In otherwords, l1 is our source language, and l2 our target language. Thisyields a total of |L| × |L| × |n| = 24, 000 experiments. Note that the
11The SIGMORPHON-2017 shared task dataset contains three resource settings:low (100 examples), medium (1000 examples), and high (10000 examples).
162 7. ComparingMultilinguality andMonolinguality
model is language agnostic, and apart from orthographic similarities
between languages, has no way of knowing whether a certain string
belongs to, e.g., Norwegian Nynorsk or Bokmål. We train each model
for a total of 36 hours on a single CPU core, and report results using
the model with the best validation loss.
7.4.2 Results and Analysis
Evaluation is done using the standard metric for this task, namely
the Levenshtein distance between the predicted form and the target
form (i.e. lower is better). Figure 7.3 shows results group-mean re-
sults on l2 accuracy for training size n. The green lines show resultswhen the l1 = Swedish, the red lines when the l1 = Spanish, and theblue when l1 = Slovak. Note that for performance is always betterwhen training is combined with a language from the same language
group. Notable is the performance with l1 = Spanish in the Nordiclanguage group, where performance in fact dropswhen addingmore
l2 samples at first. This indicates that transfer from languages whichare more similar is beneficial, as compared to transfer from less re-
lated languages. This should come as no surprise, as the morpholog-
ical similarities between, e.g., Norwegian and Danish are very pro-
nounced, whereas similarities between Norwegian and Spanish are
limited, if any exist. As a transfer baseline, the bottom right shows
an average across all language families, showing that none of the
languages are inherently better as source languages, as confidence
intervals overlap for almost all amounts of l2 samples.The results when using fewer than 256−512 l2 samples are, acrossthe board, below baseline levels. This can be explained by the fact
that the system setup used in these experiments was not sufficient
for cross-lingual transfer to be particularly successful. Changes in
the architecture, such as including language vectors, as described by
Östling and Tiedemann (2017) and Malaviya et al. (2017) is one possi-
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(a) Mean Nordic l2 Levenshtein. (b) Mean Germanic l2 Levenshtein.
(c) Mean Romance l2 Levenshtein. (d) Mean Slavic l2 Levenshtein.
(e) Mean Uralic l2 Levenshtein. (f) Mean l2 Levenshtein for all l2s.
Figure 7.3: Results on morphological inflection, with Slovak (blue,full, triangles), Swedish (green, dashed, circles), and Spanish (red,dotted, squares) as l1.
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bility of improving this.12
In all cases, when sufficient l2 data has been observed, the differ-ences in performance with different l1 is close to zero. This indicatesthat the model is not relying on information from the l1 in such cases.The results obtained by the multilingual system when observing 213
l2 samples are similar to those obtained by the monolingual systemsin Östling and Bjerva (2017). There are slight drops in performance
across the board, which can be explained by two factors. On the one
hand, some net capacity is wasted (from the perspective of l2 perfor-mance), as we encode several languages in the samemodel. Addition-
ally, we only observe 213 l2 samples, whereas the systems in Östlingand Bjerva (2017) use all 10,000 samples available for training.
7.4.3 Summary of Results onMorphological Inflection
Similarly to the semantic tagging results, we observe that typologi-
cally related languages do tend to fare better in this transfer setting.
Perhaps most convincing are the results when using Swedish as the
source language and evaluating on Nordic target languages. This
might be caused by the fact that the languages included in the Nordic
(Danish, and Norwegian Bokmål and Nynorsk) group are highly sim-
ilar to Swedish, whereas the other languages and language groups
under consideration are more distinct.
7.5 Estimating Language Similarities
So far, we have considered the research questions dealing with the
effects of hard parameter sharing between languages. The results
have differed per task and per language combination, with the gen-
eral trend that languages which seem similar, tend to be beneficial in
combination with one another. This brings us to the final research
12Language vectors are described further in Section 7.5.1.
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question addressed in this chapter, namely, with what type of simi-
larity measures does multilingual effectivity correlate?
As grouping by typological language families yielded a relatively
large spread in results, one possibility is that language similarities
should be quantified in a different manner. We investigate two dif-
ferent measures to estimate the similarity between languages. These
measures have in common that the requirements to produce them
are vanishingly small, meaning that they are not restricted to a few
languages. In fact, the measures are readily available for a signif-
icant portion of the languages in the world. Furthermore, the two
measures are quite different from one another – one directly ob-
tained in a data-driven manner, and one based on edit distances on
a lexical level.
7.5.1 Data-driven Similarity
The data-driven similarity measure which we employ is based on
training language embeddings togetherwith a Long Short-TermMem-
ory language model (Hochreiter and Schmidhuber, 1997). The vec-
tors are learned by conditioning the LSTM’s prediction on an em-
bedded language representation, when training the language model
on a large collection of languages. This leads to the model learning
representations which encapsulate some type of language similar-
ity, which means that the vectors can be used to calculate similari-
ties between languages, and is presented by Östling and Tiedemann
(2017).13 Furthermore, the method is applicable to languages with
very limited data, such as all languages with, for instance, a trans-
lation of the New Testament (i.e. ≈ 1000 languages). This approach
to obtaining distributed can be compared to Malaviya et al. (2017), in
which similar representations are learned in a neural machine trans-
13Thanks to Robert Östling for providing us with access to this resource.
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lation system. We use the cosine distance between the vectors of two
languages as a measure of their similarity.
7.5.2 Lexical Similarity
We calculate lexical similarity as in Rama and Borin (2015), by us-
ing normalised Levenshtein distance (LDN) between aligned word
lists. LDN is calculated by summing length normalised Levenshtein
distances for pairs of words using, e.g., Swadesh lists.14 While ef-
fects such as similarity between phoneme inventories could cause
unrelated languages to seem related, LDN has the advantage that it
compensates for such effects (Rama and Borin, 2015).
Lexically aligned lists, similar to the Swadesh lists, are obtained
from the Automated Similarity Judgement Program (ASJP) database
(Wichmann et al., 2016).15 The ASJP aims to offer 40-word lists for
all of the world’s languages, and currently offers such lists for 4664
languages.16 These lists are linked on the meaning level, which al-
lows for comparison of words across languages (see Table 7.9 for
an example). The lists do not contain the orthographic representa-
tions of these words, but rather a phonemic representation. Such
a representation is beneficial for our purposes, as differences in or-
thography resulting from historical artefacts might otherwise skew
the results. For instance, while the orthographic representations of
the 1st person singular pronoun in English and Norwegian have the
maximum possible Levenshtein distance for the word pair (I vs. jeg),
their phonemic representations reveal the commonalities (Ei vs yEi).
Figure 7.4 further illustrates the lexical distance measure. Lan-
guages which are typologically similar to each other are automati-
14Swadesh lists are standardised word lists, covering semantic concepts whichare normally found in a given language, developed for the purposes of historical-comparative linguistics.15http://asjp.clld.org/16As of 11-05-2017.
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Table 7.9: Examples from ASJP for English, Dutch, Norwegian,Finnish, and Estonian.
Word/Meaning English Dutch Norwegian Finnish Estonian
I Ei ik yEi minE minayou yu yEi d3 sinE sinawe wi vEi vi me meone w3n en En iksi ukstwo tu tve tu kaksi kaks
cally grouped together, using the hierarchical clustering algorithm
UPGMA (Unweighted Pair Grouping Method with Arithmetic-mean,
cf. Saitou and Nei, 1987).
7.5.3 Results and Analysis
We will now consider the correlations observed between these lan-
guage measures, and the results obtained from the multilingual ex-
periments outlined in this chapter. The results from the semantic
tagging are not included in this analysis, as we have too few data
points available for the semantic tagging task to allow for reliably
quantitative analysis. However, it is worth noting that the Germanic
languages tend to help each other out, whereas Italian is generally
less beneficial to performance.
Tagging Tasks in the Universal Dependencies
Figure 7.5a shows language correlations with language vector simi-
larities, across languages and conditions in the PoS tagging task (Spear-
man ρ = −0.14 (p = 0.001)). Figure 7.5b contains the corresponding
plot for the dependency relation task (Spearman ρ = −0.19 (p 
0.001)). Although these correlations are statistically significant, it is
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Figure 7.4: Distances calculated using LDN between ASJP lists, clus-tered with UPGMA.
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debatable whether or not they are practically significant. Given this
amount of data points, statistically significant results are relatively
likely, as the p-value indicates the risk of the correlation coefficient
being equal to zero, given the data.
Although the correlations themselves are rather weak, it is inter-
esting to observe that the patterns for both language similarities are
rather similar. This is likely due to the fact that both of these mea-
sures offer some explanatory value for the problem at hand, and
might also be a side-effect of the fact that these two measures cor-
relate rather well with one another (ρ = 0.7, p 0.001).
(a) Language vector distancescompared to change in accuracyon PoS tagging.
(b) Language vector distancescompared to change in accuracyon dependency relation tagging.
Figure 7.5: Language vector distances: Correlations between accu-racy and language similarities.
Morphological Inflection
The correlations between vector distances and performance in mor-
phological inflection are weak, as seen in Figure 7.6a (Spearman ρ =
0.075, p < 0.001). The correlation coefficient is somewhat higher
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when comparing with Levenshtein distance, as seen in Figure 7.6b
(Spearman ρ = 0.16, p 0.001).
(a) Language vector distances. (b) Levenshtein distances.
Figure 7.6: Morphological inflection: correlations between Leven-shtein distance and language similarities.
7.5.4 When isMultilinguality Useful?
As we used relatively little data for training the tagging models, so
as to allow for inclusion of a large number of languages, the abso-
lute performance obtained is quite low. However, there appears to
be some relation between the usefulness of adding in one more lan-
guage to a model, and how similar those languages are. Although
this seems is quite intuitive, the effects observed in our training set-
ting were more subtle than expected. For instance, in many cases
languages which are not particularly related appear to also increase
system performance. This might be explained by two factors. On
the one hand, it is possible that the quality of the word embeddings
used is high enough so as to make the model fairly language agnos-
tic. An alternative explanation, is that the network simply uses the
information from a second language to further adjust its prior.
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In the case ofmorphological inflection, we saw that the edit-distance
basedmeasure of language similarity wasmore informative than the
language vectors. The fact that a measure based on edit distances is
more successful here, is not altogether surprising as the task deals
with minimising the Levenshtein distance between the predicted in-
flected form and the target form.
The effects seen in this work were weaker than expected, indicat-
ing that additional factors to language similarity as defined in this
work govern the usefulness of multilinguality. However, the weak
correlations still hold, indicating that choosing languages which are
similar either in terms of lexical distance, or in terms of language
vectors, might be a good place to start. An interesting prospect for
future work, is to incorporate, e.g., the language vectors as a feature.
This might make it easier for the model to learn between which lan-
guages it is the most beneficial to share certain parameters (e.g. be-
tween Nordic languages), and between which languages such shar-
ing would likely lead to negative transfer.
7.6 Conclusions
We investigated multilinguality in four NLP tasks, and observed cor-
relations between performance inmultilingualmodels with twomea-
sures of language similarity, in addition to a preliminary comparison
based on typological language families. On a general level, we found
some cases in which using a source language related to the target lan-
guage was beneficial, mainly in the case of semantic tagging (RQ 4a).
We then looked at two measures of language similarities (RQ 4b),
which showed some correlations with multilingual model effectivity.
The correlations found were, however, rather weak, indicating that
language similarities as defined in this work are not sufficient for
explaining such improvements to a large degree (RQ 4c).
In the next chapter, we will nonetheless continue on this path, at-
tempting to both exploit language similarities, as well as similarities
between tasks (RQ 5).

PART IV
CombiningMultitask and
Multilingual Learning

CHAPTER 8
OneModel to rule them all:
MultitaskMultilingual Learning
Abstract|Multitask learning and multilingual learning share many simi-
larities, and partially build on the same assumptions. One such assump-
tion is that similarities between tasks, or between languages, can be
exploited with beneficial effects. A natural extension of these two sepa-
rate paradigms is to combine them, in order to take advantage of such
similarities across both modalities simultaneously. In this chapter, such
a combined paradigm is explored, with the goal of building One Model to
rule them all. The pilot experiments presented here take a first step in this
direction, by looking at Part-of-Speech tagging and dependency relation
labelling for a large selection of source languages. We restrict ourselves
to looking at three target languages representing some typological va-
riety: Finnish, Italian, and Slovene. Furthermore, we run experiments
with a relatively simple model, using simple hard parameter sharing, and
multilingual input representations. In spite of this simplicity, promising
results are obtained for these three languages. For instance, a model
which has not seen a single target language PoS tag performs almost
equally to a model trained on target language PoS tagging only.
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8.1 CombiningMultitask Learning andMultilinguality
While Part I of this thesis focussed on multitask learning (MTL), and
Part II focussed on multilingual learning (MLL), we now turn to a
combined paradigm. In other words, in this final chapter of the the-
sis, we both consider several tasks and languages at the same time.
Let us first consider why such an approach might be useful. For one,
joint multilingual and multitask learning allows for taking advan-
tage of the increasing amount of multilingual corpora with overlap-
ping annotation layers, such as the Universal Dependencies (Nivre
et al., 2017), and the Parallel Meaning Bank (Abzianidze et al., 2017).1
Hence, this approach might significantly reduce data waste, as one
traditionally only considers a single task–language combination at a
time. An additional advantage of this paradigm is that it opens up
for simultaneous model transfer between languages and tasks. This
essentially allows for applying zero-shot learning, in the sense of pre-
dicting labels for an unseen task–language combination while taking
advantage of other task–language combinations.2 This approach has
not been the subject of much attention in the field, perhaps due to
its reliance on the combination of both MTL and MLL, which have
only recently become popular. Another issue is the fact that such
combined systems put rather large demands on both access to data
(alleviated by the UD project), and access to sufficient computing re-
sources. Although a full exploration of the possibilities of this paradigm
is not carried out in this chapter, we do take a first step in this direc-
tion. The main aim of this chapter is to provide an answer to the
following research question, in order to answer RQ 5.
RQ 5a To what extent can a combined MTL/MLL system generate
sensible predictions for an unseen task–language combination?
1In particular, we are interested in the fact that several languages have anno-tations within the same theoretical framework, following the same annotationguidelines, rather than a single language having several layers of annotation.2I.e., zero-shot learning in a similar sense to Johnson et al. (2016).
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Answering this question is considered as a step in the direction of
One Model to rule them all. If successful, this will allow for boot-
strapping off of more-or-less related languages and tasks, which in
turn will be highly useful for both low-resource languages and low-
resource tasks.
Relatedwork
For related work on the separate paradigms of multilingual and mul-
titask learning, the reader is referred to Chapter 3. In this chap-
ter, we are concerned with a combined multilingual and multitask
learning paradigm. Although little work has been done in multilin-
gual multitask NLP, Yang et al. (2016) make some preliminary exper-
iments in this direction by contrasting the two approaches, experi-
menting with NER, PoS tagging, and chunking on English, Dutch, and
Spanish. Their approach uses hard parameter sharing for certain
layers, either between languages, or between tasks. In the case of
monotask MLL, they share character embeddings and weights of a
character-based RNN, whereas in their monolingual MTL setup, they
attach a task-specific conditional random field for each task. Since
their MLL setup depends on sharing character-based features, the ap-
proach is restricted to relatively related languages, and is not likely
to work well for less related ones. Indeed, Yang et al. (2016) apply
their method only to the relatively closely-related languages English,
Dutch and Spanish. Recent work by Fang and Cohn (2017) exploits
bilingual dictionaries in order to obtain cross-lingual embeddings,
which are used to train a PoS tagger for a source language, which
is then applied to a target language with embeddings in the same
space.
This chapter expands on previouswork by unifyingMTL andMLL
in a single system, using hard parameter sharing. This allows for tak-
ing advantage of similarities between tasks and between languages
simultaneously. Rather than sharing character-level features, we fo-
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cus on using multilingual word-level input representations. One ad-
vantage of avoiding character-level features in a setup using hard pa-
rameter sharing, is that reliance on morphological similarities is re-
duced, which might otherwise lead to negative transfer when consid-
ering distantly related languages. Thework presented here therefore
differs from Yang et al. (2016) in two main ways: i) our method is not
restricted to morphologically similar languages, and is applicable to
a large portion of (combinations of) the languages in theworld; ii) we
aim to combine a vast amount of data sources to generate reasonable
predictions for a given unobserved task–language pair. Additionally,
our motivations are quite different. Where Yang et al. (2016) aim to
improve performance on a task–language pair for which annotated
data exists, by adding a distant supervision signal from a different
language for the same task, or a different task for the same language,
we aim to induce tags for task–language combinations for which no
annotated data exists. This is important, since a multitask multilin-
gual setting will usually resemble the scenario depicted in Table 8.1.3
Let us consider language l6 and task t3, as highlighted in red in thetable. In order to fill this gap, we can choose from a few approaches:
i) Spend an enormous effort in finding, hiring and training annota-
tors; ii) Apply annotation projection to the text snippets which hap-
pen to be parallel text with languages for which annotation exists
for t3, or first translate the data from l6 to such a language (cf. thetranslation approach described in Chapter 3);4 iii) Train a multilin-
gual system with supervision from only languages with annotation
for t3 (cross-lingual model transfer); or iv) Train a system on severaltask–language pairs in the matrix, including l7 for other tasks.5 Our
3We will refer to such tables as gap tables, as they contain some filled (black)cells, and several white gaps without data.4Note that the requirements for annotated/parallel data are quite high in thiscase (cf. Tiedemann et al. (2014)).5The first three approaches can be considered traditional approaches, andare detailed in Chapter 3.
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approach is essentially this final approach (iv).
Table 8.1: Black cells indicate the availability of annotated data fora given task–language pair. Some languages have (almost) all cellsfilled, whereas some have a large amount of gaps. The red cell in-dicates a potential target task–language combination, for which noannotated data exists.
l1 l2 l3 l4 l5 l6 l7 l8 l9 l10 l11 l12 · · · ln
t1
t2
t3
t4
t5
t6
t7
t8
t9
t10
t11
t12
· · ·
tn
8.2 Data
8.2.1 Labelled data
While the goal is to extend this approach to a matrix such as in Ta-
ble 8.1, we will only look at two tasks in this chapter. Additionally,
since the goal in this pilot experiment is to see whether the proposed
MTL/MLL paradigm is at all feasible, a setting in which very high cor-
relations betweenmain and auxiliary tasks can be foundwas chosen.
We therefore focus on PoS tagging and dependency relation (DepRel)
labelling, as data for both of these tasks is available for a relatively
large amount of languages through the Universal Dependencies (UD)
project. There are many possible ways of defining dependency rela-
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tion labels, and in this chapter we use the simple/simple paradigm de-
scribed in Chapter 5 (Table 5.1). Furthermore, positive results have
been obtained for this particular task combination, e.g., in Chapter 5.
In the experiments of this chapter, UD v1.2 is used (Nivre et al., 2015).
8.2.2 Unlabelled data
We take a similar approach to enabling model multilinguality as in
Part III. That is to say, we use unified input representations, in the
sense that we use multilingual word embeddings. Although many
options exist, we use multilingual skip-gram (Guo et al., 2016), for
the same reasons as in Part III.
We train the embeddings in two resource settings. The first is a
high resource setting, in which we have access to a large amount of
parallel text. In this setting, we train embeddings on the Europarl
corpus (Koehn, 2005). The second is a low resource setting, in which
we only require very limited amounts of parallel data, and train em-
beddings on a collection of Bible corpora. The low resource setting is,
indeed, truly low-resource, aswe only require approximately 140,000
tokens of training data.6 Additionally, although the use of Bible cor-
pora for multilingual representations can be criticised for many rea-
sons, including the specificity of the domain, and the archaicness of
the language, this data has the advantage that it is available for more
than 1,000 languages. While this does leave a long tail of approxi-
mately 5,000 languages for which such resources are not available,
it nonetheless constitutes a leap forward from requiring Europarl-
levels of data.
6This is the approximate token count for the English New Testament, and isbound to differ for other languages.
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8.3 Method
8.3.1 Architecture
The system used is the same bi-GRU as described in Chapter 7. To
recap, the bi-GRU is two layers deep, and uses only word-level mul-
tilingual embeddings as input. The network has two output layers –
one for PoS tags, and one for dependency relation tags. In the set-
tings in which no dependency relations are observed, the weights of
the corresponding layer are left unaltered. This includes the baseline
setting, and the settings with transfer solely from PoS tags.
Although using character-level representations would likely yield
higher performance for some cases, there are two main reasons why
this is not done. Primarily, it is likely that using such representations
would lead to negative transfer between less related languages. This
would need to be dealt with in a more sophisticated way than sim-
ple hard parameter sharing, for instance by using sluice networks,
in which the parameter sharing itself is learnt (Ruder et al., 2017).
Additionally, the goal of the experiments in this chapter is not to ob-
tain the highest possible results, which is the trend in much of cur-
rent NLP, but rather to investigate the differences between different
transfer settings.
8.3.2 Hyperparameters
Hyperparameters were tuned to a small extent on the English devel-
opment set when training on only English PoS tags, with the goal
of asserting that the system performs on-par with the word-based Bi-
GRU in Chapter 4. The aimwas to perform a relatively low amount of
tuning, keeping parameters at fairly standard values. These hyperpa-
rameters were used for all experiments in this chapter. We use recti-
fied linear units (ReLUs) for all activation functions (Nair and Hinton,
2010). We apply dropout (p = 0.2) at the input level, and recurrent
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dropout (Semeniuta et al., 2016) between the layers in the network.
We use the Adam optimisation algorithm (Kingma and Ba, 2014) with
a batch-size of 10 sentences (randomly sampled from all source lan-
guages under consideration). Training is done over a maximum of
50 epochs, using early stopping monitoring the loss on development
sets of all source languages in the given experimental condition. The
weighting parameter λ, defining the weight of the auxiliary task is
set to λ = 1.0, i.e., weighting the main and auxiliary tasks equally.
8.4 Experiments and Analysis
For the purposes of evaluating whether the proposed approach is fea-
sible, we consider several potential scenarios. In all experiments,
we look at filling the gap of Finnish, Italian, and Slovene PoS tags.
These languages were chosen so as to represent some level of typo-
logical diversity, with one language from outside the Indo-European
family (Finnish), and two fairly dissimilar Indo-European languages,
of which one is a Romance language (Italian), and one is a Slavic
language (Slovene). The evaluation metric used in the experiments
is the accuracy of PoS tagging on each of these languages, as evalu-
ated on their UD development sets.7 We will successively increase
the amount of, and variety of, data which the models are trained
on. We will also investigate the effect of adding more or less related
languages to the training data. Language relatedness is displayed in
Table 8.2, and is defined heuristically, based on typological related-
ness.
Every system is trained on the concatenation of the entire train-
ing set of all source languages involved in the setup at hand. Vali-
dation is done on the concatenation of the development sets of all
source languages in the setup at hand.
7No tuning is performed on this set.
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Table 8.2: Source language overview table. Columns indicatewhether the languages are considered to be related to the header ofthat column.
Language Finnish Italian Slovene
BasqueBulgarian xCroatian xCzech xDanishDutchEnglishEstonian xFrench xGermanHebrewHindiHungarian xIndonesianIrishKazakhLatin xGreekNorwegianPersianPortuguese xRomanian xSpanish xSwedishTamilTurkish
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Training on English PoS
Throughout the experimental overview, we will consider a gapped
table as shown in Table 8.3. The black cells denote the source task–
language combinations, and the red cells denote the target task–language
combinations. Note that, although we could train a joint system for
all target languages, separate systems are trained for each target lan-
guage. This is because that, in following experiments, we look at
languages which are related to the target languages to a smaller or
larger extent. As our target languages are typologically quite differ-
ent, this requires us to train separate systems, as it would otherwise
be impossible to add a language which is equally related to, e.g., both
Finnish and Italian. In the first experiment, we train on English PoS
tags only, and evaluate on Finnish, Italian, and Slovene (Table 8.3).
We also train a monolingual baseline system for each of the target
languages which is used throughout this chapter, with the same gen-
eral setup as the other systems, using the high-resource multilingual
embeddings.
Table 8.3: Gap table – Training on English, PoS only. Evaluation is onthe target languages Finnish, Italian, and Slovene.
Language PoS DepRel
EnglishTarget languages
The results from this setting can be observed in Figure 8.1. The
red bars indicate the systems trained on English PoS, with a black
border around the system using high resource embeddings, and no
border for the system using low resource embeddings. The black
bars indicate the monolingual baseline systems. Not surprisingly,
transfer fromEnglish is not particularly successful, with performance
far below baseline. This shows that training on a single relatively un-
related language is not sufficient in this setting. As expected, results
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Figure 8.1: Red bars indicate training on English PoS. No border in-dicates training with low resource embeddings, and a black borderindicates training with high resource embeddings. The black barsdenote the monolingual baselines.
when using embeddings trained on Europarl are somewhat higher
than when using low resource embeddings.
Training on PoS from several languages
Next, we add PoS training data from several languages, all relatively
unrelated to the target languages. In this setting, the system for each
target language is trained on all languages labelled as unrelated to
the source language in Table 8.2, as depicted in Table 8.4.
Table 8.4: Gap table – Training on unrelated languages, PoS only.
Language PoS DepRel
Unrelated languagesTarget languages
The results can be seen in Figure 8.2. Adding more languages to
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the training material does not affect results noticeably for Finnish.
For Italian and Slovene, however, the results improve somewhat,
most notably when using high resource embeddings. This might
be due to the fact that the UD dataset contains an Indo-European
bias, meaning that the so-called unrelated languages which we have
added still share fairly distant ancestry. We also see a rather large
increase in the performance on Italian as compared to Slovene. This
can be explained by the fact that many of the unrelated languages
added in this setting are Germanic. Morphological complexity of
Germanic languages is arguably relatively similar to Romance lan-
guages, such as Italian. On the other hand, Slavic languages such as
Slovene are much more morphologically complex. This might have
an effect on the quality of themultilingual word embeddings, leading
to training on Germanic languages being more beneficial for Italian
than it is for Slovene. Finnish, being from the Finno-Ugric language
branch, does not benefit from this setting, perhaps due to its typolog-
ical distance from the added languages being larger.
Figure 8.2: Red bars indicate training on English PoS. Orange bars in-dicate adding unrelated language PoS. No border indicates trainingwith low resource embeddings, and a black border indicates trainingwith high resource embeddings. The black bars denote the monolin-gual baselines.
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Adding source language dependency relations
We now add dependency relation data for the same collection of lan-
guages as in the previous setting (see Table 8.5). This is the first set-
ting in which MTL is combined with the MLL experiments, as the
network is now trained on both PoS tagging and dependency rela-
tion labelling. The idea is that the correlations between PoS tags and
DepRel labels can be learnt by the network in an implicit manner,
which might be beneficial for system performance. However, we do
not expect positive results in this particular setting, considering that
the mutual information between PoS tags and dependency relations
is relatively high, and we are not adding any extra data (see Chap-
ter 5).
Table 8.5: Gap table – Training on unrelated languages, PoS and de-pendency relations.
Language PoS DepRel
Unrelated languagesTarget languages
Figure 8.3 shows that, indeed, this addition does not affect results
to a large extent. In fact, results drop somewhat in most settings,
whichmay be owed to the fact that some of the net capacity is wasted,
since two tasks need to be learned. As expected, since the system has
not seen any data for either task for the target languages, adding this
data does not improve much, which can be explained by the findings
in Chapter 5.
Adding target language dependency relations
In this experiment, we add dependency relation data for the target
languages in training (Table 8.6). The intuition behind this, is that
the neural network ought to be able to make use of the implicitly
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Figure 8.3: Green bars indicate adding source language dependencyrelations. No border indicates training with low resource embed-dings, and a black border indicates training with high resource em-beddings.
learn correlations between tasks, thus learning to produce sensible
PoS tags for the target languages, in spite of never having actually ob-
served such tags. In a sense, this is the first real combined MTL/MLL
experiment in this chapter.
Table 8.6: Gap table – Training on English and unrelated languages,PoS and dependency relations.
Language PoS DepRel
Unrelated languagesTarget languages
Results in Figure 8.4 showhigh resource embeddings almost reach-
ing ceiling performance. This can be interpreted as showing that the
network has learned the correlations between the two tasks, allow-
ing for generating sensible PoS tags for the target languages. Another
potential explanation is that adding extra data with high mutual in-
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Figure 8.4: Blue bars indicate adding target language dependencyrelations. No border indicates training with low resource embed-dings, and a black border indicates training with high resource em-beddings.
formation with PoS tagging ought to be useful, based on the findings
in Chapter 5.
Adding related languages, no target dependency relations
We here add data for related languages, as defined in Table 8.2. This
is the same as the third experimental setting (Table 8.5), except we
also look at related languages (depicted in Table 8.7). That is to say,
we do not see any dependency relation tags for the target languages
in this setting.
Table 8.7: Gap table – Training on unrelated and related languages,PoS and dependency relations.
Language PoS DepRel
Unrelated languagesRelated languagesTarget languages
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Figure 8.5: Green bars indicate adding source language dependencyrelations. Yellow bars indicate training on related languages. Noborder indicates training with low resource embeddings, and a blackborder indicates training with high resource embeddings.
Comparing the yellow and green bars in Figure 8.5, the change in
results is not as large as what might have been anticipated. This is
somewhat surprising, as one could expect adding related languages
to the mix to improve results significantly. Nonetheless, especially
in the high resource setting, some gains can be observed. These re-
sults support the findings of Chapter 7, in that training on similar
languages can be beneficial in a multilingual scenario. The relative
gain for Finnish is especially high, which can be explained by the fact
that the model finally has access to source data which to some ex-
tent resembles the target data. As for Slovene and Italian, the gains
in getting access to Slavic and Romance data, respectively, does not
provide a very large benefit as compared to having access to Indo-
European data. As for the low resource settings in this experiment,
very small differences can be observed. This hints at the possibility
that, without access to any target language data, the Bible-based em-
beddings are close to a performance ceiling.
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Adding related languages, with target dependency relations
Finally, we also add in the dependency relation data for the target
languages (Table 8.8). This denotes the most complete experimental
setting, as we only have a single gap to fill in the table, and have
access to the largest possible amount of data.
Table 8.8: Gap table – Training on unrelated and related languages,PoS and dependency relations, as well as target language depen-dency relations.
Language PoS DepRel
Unrelated languagesRelated languagesTarget languages
The results for this experiment are positive for all three languages,
showing that it is possible to output PoS tags of decent quality, with-
out having seen a single target-language PoS tag (Figure 8.6). Per-
formance on Italian is especially promising, reaching the same level
as the ceiling baseline, while Finnish and Slovene also show positive
results.8 Notably, although we use training data from related lan-
guages, the change in performance between this setting (purple bars)
and the corresponding setting with unrelated languages (blue bars)
is quite small. Also noteworthy is the small distance between the
two embedding types in this setting. While ceiling performance is ob-
served when using high resource embeddings, the low resource sce-
nario also yields positive results. Whereas most of the experiments
did not provide much difference in the results with low resource em-
beddings, the two settings inwhichwe have access to target-language
data show that itmay be sufficientwith this resource scenario. Should
8An important caveat, however, is the fact that the setup is rather artificial,as one rarely will have dependency relation annotation for a language, withoutaccess to PoS tags. This is discussed further in Section 8.5.
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Figure8.6:RedbarsindicatetrainingonEnglishPoS.Orangebarsindicateaddingunrelatedlan-
guagePoS.Greenbarsindicateaddingsourcelanguagedependencyrelations.Bluebarsindicate
addingtargetlanguagedependencyrelations.Yellowbarsindicatetrainingonrelatedlanguages.
Purplebarsindicateaddingtargetlanguagedependencyrelations.Noborderindicatestraining
withlowresourceembeddings,andablackborderindicatestrainingwithhighresourceembed-
dings.Theblackbarsdenotethemonolingualbaselines.
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these results generalise to more exotic languages than the ones used
in this study, then this type of multitask multilingual learning might
indeed be a useful step towards improving NLP for low-resource lan-
guages.
Figure 8.7: Accuracy of monolingual models on UD Dev compared tothe vocabulary coverage of the high and low resource embeddings.
8.5 Discussion
While the general results in the high-resource scenario were posi-
tive, and indicate that the approach taken here is, at the very least,
methodologically sound, the results were more varied in the low-
resource scenario. In general, the Bible-based embeddings did not
yield any positive results, save for the experiments in which we also
had access to some target-language training data. This might be ex-
plained further by taking a look at model performance as compared
to vocabulary coverage. Figure 8.7 shows the accuracy of monolin-
gual models on UD Dev compared to the vocabulary coverage of the
high resource and low resource embeddings on the same UD Dev
194 8. MultitaskMultilingual Learning
set. These models are trained in the same way as the ceiling base-
line from the experimental setup in this chapter. There is a rela-
tively strong correlation between accuracy and vocabulary coverage,
with most of the low-coverage region naturally occupied by the low-
resource embeddings. The fact that the link with vocabulary cover-
age is as pronounced as what we observe explains the large increases
we observe when adding target language training data. In doing so,
we effectively increase the portion of the target language vocabulary
which the model has observed, thus increasing performance on tar-
get language PoS tags.
While the results of the experiments in this chapter seem promis-
ing, there are some points which can be criticised. One such matter,
is the fact that it is hard to imagine a situation which is exactly as
what was described here. The assumption of the experiments was
that we did have access to dependency relation annotations for the
target languages, but did not have PoS tagged data. As dependency
relations constitute amore detailed level of description, this scenario
is most likely not a very common one. An interesting direction would
therefore be to invert this setting, by trying to fill a dependency re-
lation gap. This is likely much more challenging than the current
setup, as the mapping from PoS tags to dependency relations is more
heterogenous than the inverse. However, even though filling a gap
for more intricate annotations than one has for a language is an in-
teresting problem, filling a gap with annotations at a similar level as
what already exists is also a useful application. For instance, some
languages have their own PoS tagged corpora, while they do not have
any UD annotations. This might be solved by mapping from one PoS
tag set to another with the approach described in this chapter.
In spite of the aforementioned issues, the aim of the pilot study is
to investigate whether or not the proposed combination of MTL and
MLL is at all feasible. The fact that we have seen positive results in
such a simplistic setting, using hard parameter sharing and multilin-
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gual input representations, certainly indicates that this is the case. A
potential approach for dealing with languages for which parallel text
does not exist in sufficient quantities, is to rely on bilingual dictionar-
ies instead, as done by Fang and Cohn (2017).
Refining this approach in the future therefore constitutes a highly
interesting research direction, for which some approaches are de-
tailed in the next and final chapter of this thesis, in Section 9.4.
8.6 Conclusion
We attempted to combine the paradigms of multilingual and multi-
task learning. Providing the model with data for the target task for
source languages, as well as auxiliary task data for the target and
source languages, yielded promising results. In fact, the results are
almost on par with training a system directly on the target/source
language, indicating that combining the paradigms of MTL and MLL
has potential (RQ 5a). Although the experimental setup was some-
what artificial, as we assumed access to a more complex level of an-
notation thanwhat we aimed at producing, this approach constitutes
a research direction which is worthwhile pursuing in the future.

PARTV
Conclusions

CHAPTER 9
Conclusions
While traditional NLP approaches consider a single task or language
at a time, the aim of this thesis was to answer several research ques-
tions dealing with pushing past this boundary. In doing so, the hope
is that in the long term, low-resource languages can benefit from
the advances made in NLP which are currently to a large extent re-
served for high-resource languages. This, in turn, may then have
positive consequences for, e.g., language preservation, as speakers
of minority languages will have a lower degree of pressure to using
high-resource languages. In the short term, answering the specific
research questions posed should be of use to NLP researchers work-
ing towards the same goal. We will now see the conclusions which
can be drawn from each research part of this thesis.
9.1 Part II - Multitask Learning
In the first research part of the thesis, we began by exploring the
following research question in Chapter 4.
’To what extent can a semantic tagging task be informative
for other NLP tasks?’
–RQ 1
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We found that semantic tags are informative for the task of PoS
tagging. Furthermore, the results obtainedwhen exploiting this were
state-of-the-art results at the time. Additionally, we found that using
coarse-grained semantic tags was not informative for semantic tag-
ging. This then raised more questions. Why were the semantic tags
useful for PoS tags, while coarse-grained semantic tags were not use-
ful for semantic tagging? A look at correlations between the tag sets
showed that these were high in both cases. Coarse-grained semantic
tags have a one-to-onemapping with semantic tags. Semantic tags do
not have a one-to-one mapping with PoS tags, but still exhibit large
correlations. The ideawas, then, that such high correlations between
tag sets might correlate with auxiliary task effectivity, given differing
data sets. Thus, we aimed at answering the next research question
in Chapter 5:
’How can multitask learning effectivity in NLP be quanti-
fied?’
–RQ 2
Taking an information-theoretic perspective, we found that these
correlations could be quantified fairly well by using mutual infor-
mation. Running experiments in various data overlap settings, on
a large selection of languages and tasks, showed that the hypothe-
sis was supported. That is to say, providing the model with different
data including annotations which correlate highly with themain task
yields gains in performance. However, providing the model with the
same data with such highly correlated auxiliary annotations, does
not yield any increase at all. Intuitively, this makes sense if one
thinks about it as follows. The model has already seen sentence x
with some annotation. Giving it the same sentence xwith highly cor-
related annotation does not give the model anything more to learn
from – after all, this example has practically already been observed!
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However, giving the model a different sentence y with highly corre-
lated annotation essentially entails giving the model an extra train-
ing example.
9.2 Part III - Multilingual Learning
In the second content part of the thesis, the aim was to investigate
similar research questions to Part I, focussing on similarities between
languages rather than between tasks. We began by asking the follow-
ing research question.
’To what extent can multilingual word representations be
used to enable zero-shot learning in semantic textual simi-
larity?’
–RQ 3
In Chapter 6we found that a simple language-agnostic feed-forward
neural network using multilingual word representations was able to
solve the task of semantic textual similarity assessment to some ex-
tent. Although results were below the current state-of-the-art for this
task, some useful insights were gained. Mainly, we found that lan-
guages which are more similar to one another are more suited for
this approach, indicating that language similarity is important for
the effectivity of model multilinguality. This is similar to the case in
MTL, where task relatedness is an important factor, and raised the
following research question which we approached in Chapter 7.
’In which way can language similarities be quantified, and
what correlations can we find between multilingual model
performance and language similarities?’
–RQ 4
We looked at correlations between language similarity and multi-
lingual model effectivity in two sequence prediction tasks, namely se-
202 9. Conclusions
mantic tagging and PoS tagging, as well as in a sequence-to-sequence
task, namely morphological inflection. The overall results indicate
that both measures of language similarity under consideration offer
some explanatory value. One interesting finding in the case of se-
mantic tagging, was the fact that English, Dutch, and German bene-
fitted from having their input representations updated during joint
training. Combining these languages with Italian and updated em-
beddings, however, resulted in a serious drop in performance. A
potential reason for this is that language relatedness plays a large
role in maintaining the quality of the multilingual embedding space
in such a context. In future work, it would therefore be interesting
to observe the resulting word-space after updating word representa-
tions in such a setting.
9.3 Part IV - CombiningMultitask Learning andMultilinguality
In the final research part of the thesis, the aim was to probe the pos-
sibilities of combining the paradigms of multitask learning and mul-
tilingual learning. Chapter 7 aimed at providing an answer to the
following research question.
’Can amultitask and multilingual approach be combined to
generalise across languages and tasks simultaneously?’
–RQ 5
We looked at predicting labels for an unseen task–language com-
bination, by taking advantage of other task–language combinations.
In the admittedly somewhat artificial setup, the target task was PoS
tagging for three languages offering some typological diversity, namely
Finnish, Italian, and Slovene. In a high-resource scenario, assuming
access to parallel text similar to Europarl, sensible tags could be pro-
duced for the target languages without seeing any annotated data for
that target language. In the low-resource scenario, assuming access
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to parallel text similar to the New Testament, similar results have the
additional requirement of also having access to target-language an-
notations of some sort. Finally, access to the high-resource scenario
as well as target-language annotations yielded results on par with a
monolingual monotask PoS tagger for the target language – and that
without seeing a single PoS tag for the target language.
9.4 Final words
A large part of this thesis was motivated by the intuition that similar-
ities between tasks and languages is one of the most important fac-
tors when considering a multitask or a multilingual approach. Even
though some correlations were found in experiments, attempting to
correlate measures of task and language similarities with change in
model performance, much of the change that is observed is left unac-
counted for. This highlights the case that even if such similarities are
important, the situation is more complex thanwhat can be explained
purely by measures of correlation.
The successful experiments dealing with the combination of mul-
titask and multilingual learning show the most potential for future
research based on this thesis. A plethora of new studies based on
this idea can be imagined. One could take advantage of morpholog-
ical similarities by looking at character-level representations, inves-
tigating to what extent an architecture such as sluice networks can
learn to share parameters for similar task–language combinations.
Another option is to probe into how much annotation is needed in
order to bootstrap off of other languages than the target language at
hand in order to predict reasonable labels for the target language.
A concrete proposal toward One Model to rule them all at a larger
scale, involving more languages and tasks, is to model this in a sluice
network (Ruder et al., 2017). In this recently proposed architecture,
the sharing of layers itself is learned by the network. Combining a
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large amount of tasks in such a network should therefore allow for
taking advantage of relevant similarities between tasks, while not
sharing parameters in the case of dissimilarities which may lead to
negative transfer. Taking this one step further, by also involvingmul-
tilingual learning as in this thesis, could also allow for learning be-
tween which languages to share parameters. For instance, this ar-
chitecture might be able to learn which parts of a character-RNN to
share between which languages, for instance learning to only share
these parameters between closely related languages, thus avoiding
any negative transfer in this setting. Further combining this approach
with language vectors (Östling and Tiedemann, 2017; Malaviya et al.,
2017) might facilitate exploitation of language similarities. This ap-
proach might therefore alleviate many of the problems with hard
parameter sharing, by allowing the model to only utilise parameter
sharing for similarities between languages, while learning separate
parameters for language-specific features. As the amount of both
unannotated parallel data, and annotated data with various univer-
sal annotation schemes increases, it is only a matter of choosing the
right approach in order to arrive at One Model to rule them all.
Appendices

APPENDIX A
Correlation figures for all
languages in Chapter 5
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Figure A.1: Correlations between ∆acc and entropy. Each data pointrepresents a single experiment run.
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Figure A.2: Correlations between∆acc andmutual information. Eachdata point represents a single experiment run.

APPENDIX B
Bibliographical abbreviations
• AAAI→ Conference on Artificial Intelligence
• ACL → Annual Meeting of the Association for Computational
Linguistics
• COLING→ International Conference on Computational Linguis-
tics
• CoNLL→ Conference on Computational Natural Language Learn-
ing
• EACL→ Conference of the European Chapter of the Association
for Computational Linguistics
• EMNLP → Conference on Empirical Methods in Natural Lan-
guage Processing
• HLT→ Conference on Human Language Technology
• ICLR→ International Conference on Learning Representations
• ICML→ International Conference on Machine learning
• IJCNLP→ International Joint Conference on Natural Language
Processing
• LREC→ Language Resources and Evaluation Conference
• NAACL→ Conference of the North American Chapter of the As-
sociation for Computational Linguistics
• NIPS→ Neural Information Processing Systems Conference
• NoDaLiDa→ Nordic Conference on Computational Linguistics
• *SEM→ Joint Conference on Lexical and Computational Seman-
tics
• SemEval→ International Workshop on Semantic Evaluation
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Summary
When learning a new skill, you take advantage of your preexisting
skills and knowledge. For instance, if you are a skilled violinist, you
will likely have an easier time learning to play cello. Similarly, when
learning a new language you take advantage of the languages you
already speak. For instance, if your native language is Norwegian
and you decide to learn Dutch, the lexical overlap between these two
languages will likely benefit your rate of language acquisition. This
thesis deals with the intersection of learningmultiple tasks and learn-
ingmultiple languages in the context of Natural Language Processing
(NLP), which can be defined as the study of computational processing
of human language. Although these two types of learning may seem
different on the surface, we will see that they share many similari-
ties.
The traditional approach in NLP is to consider a single task for a
single language at a time. However, recent advances allow for broad-
ening this approach, by considering data for multiple tasks and lan-
guages simultaneously. This is an important approach to explore fur-
ther as the key to improving the reliability of NLP, especially for low-
resource languages, is to take advantage of all relevant data when-
ever possible. In Part I of this thesis, we begin with an introduction
to neural networks with a focus on NLP (Chapter 2), since such archi-
tectures are particularly well suited to combined learning ofmultiple
tasks and languages. We will then look at someways in which neural
networks can considermultiple tasks and languages at the same time
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(Chapter 3). Specifically, we will consider multitask learning (MTL),
and several common multilingual approaches.
In Part II of this thesis, I look at exploiting the fact that many NLP
tasks are highly related to one another. This is done by experiment-
ing with MTL using hard parameter sharing, which has proven ben-
eficial for a variety of NLP tasks. In spite of such successes, however,
it is not clear when or why MTL is beneficial in NLP. Chapter 4 con-
tains a case study in which semantic tagging is shown to be beneficial
for POS tagging. This further highlights the question of when MTL is
beneficial in NLP tagging tasks, which is explored using information-
theoretic measures in Chapter 5.
Multilingual models can leverage the fact that many languages
share commonalities with one another. These resemblances can oc-
cur on various levels, with languages sharing, for instance, syntac-
tic, morphological, or lexical features. While there are many pos-
sibilities for exploiting these commonalities, the focus in this the-
sis is on using multilingual word representations, as they allow for
straight-forward integration in a neural network. As with MTL, it is
not clear in which cases it is an advantage to go multilingual. In Part
III, I begin with presenting a case study on multilingual semantic
textual similarity (Chapter 6). Following this, I explore how similar
languages need to be, and in which way, in order to for it to be useful
to go multilingual (Chapter 7).
In Part IV of this thesis, I experiment with a combined paradigm,
in which a neural network is trained on several languages and tasks
simultaneously (Chapter 8). Finally, the thesis is concluded in Part V
(Chapter 9). The experiments in this thesis are run on a large col-
lection of mainly lexically oriented tasks, both semantic and mor-
phosyntactic in nature, and on a total of 60 languages, representing
a relatively wide typological range.
While traditional NLP approaches consider a single task or lan-
guage at a time, the aim of this thesis was to answer several research
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questions dealing with pushing past this boundary. In doing so, the
hope is that in the long term, low-resource languages can benefit
from the advances made in NLPwhich are currently to a large extent
reserved for high-resource languages. This, in turn, may then have
positive consequences for, e.g., language preservation, as speakers
of minority languages will have a lower degree of pressure to using
high-resource languages. In the short term, answering the specific re-
search questions posed should be of use to NLP researchers working
towards the same goal.

Samenvatting
Wanneer je een nieuwe vaardigheid leert maak je gebruik van de
vaardigheden en kennis die je al bezit. Als je bijvoorbeeld een er-
varen violist bent, is het waarschijnlijk makkelijker om ook cello te
leren spelen. Ook bij het leren van een nieuwe taal maak je gebruik
van de talen die je al beheerst. Bijvoorbeeld, als je moedertaal Noors
is en je besluit dat je Nederlands wil gaan leren, dan maakt het grote
aantal woorden dat op elkaar lijkt in die twee talen het waarschijn-
lijk makkelijker om de nieuwe taal te leren. In dit proefschrift kijk ik
naar het leren van meerdere taken, het leren van meerdere talen en
de combinatie daarvan, in het kader van natural language processing
(NLP): de computationele analyse van menselijke taal. Hoewel deze
twee soorten van leren aan de oppervlakte misschien anders lijken,
zullen we zien dat ze meerdere overeenkomsten hebben.
De traditionele aanpak in NLP is om op één taak voor één taal
te focussen. Nieuwe ontwikkelingen maken het echter mogelijk om
deze aanpak uit te breiden, door tegelijkertijd meerdere taken én
meerdere talen te bekijken. Dit is een veelbelovende richting voor
verder onderzoek, aangezien het gebruiken van zoveel mogelijk re-
levante data de sleutel is tot het verbeteren van de betrouwbaarheid
van NLP,met name voor kleinere talen. Deel I van dit proefschrift be-
gint met een inleiding over neurale netwerken, met een focus op NLP
(Hoofdstuk 2). Deze architecturen zijn bijzonder geschikt voor het ge-
combineerd leren van meerdere taken en talen. Daarna zien we hoe
gecombineerd leren werkt, door een aantal manieren waarop neu-
rale netwerken tegelijkertijd meerdere taken en talen kunnen leren
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te beschrijven (Hoofdstuk 3). In het bijzonder kijken we naar multi-
task learning (MTL) en enkele meertalige benaderingen van NLP.
In Deel II van dit proefschrift wordt onderzocht hoe we het feit
dat veel taken in NLP sterk met elkaar zijn verbonden kunnen benut-
ten. Dit wordt gedaan door te experimenteren met MTL met hard
parameter sharing, dat voor veel taken in NLP succesvol is gebleken.
Ondanks deze successen is het echter niet helemaal duidelijk wan-
neer of waarom het gebruik van MTL voordelig is voor NLP. Hoofd-
stuk 4 bevat een casestudy van MTL waarin ik laat zien dat het toe-
kennen van semantische labels aan woorden een verbetering ople-
vert bij het herkennen van woordsoorten. Deze vinding benadrukt
het belang van het beantwoorden van de vraag ‘Wanneer is het ge-
bruik van MTL voordelig voor NLP?’. In Hoofdstuk 5 wordt dit on-
derzocht aan de hand van begrippen uit de informatietheorie.
Meertalige modellen kunnen gebruik maken van het feit dat ta-
len vaak overeenkomsten met elkaar hebben. Deze overeenkomsten
kunnen op verschillende niveaus optreden, bijvoorbeeld op syntac-
tisch, morfologisch of lexicaal vlak. Hoewel er veel mogelijkheden
zijn om gebruik te maken van deze overeenkomsten, kijken we in dit
proefschrift naar het gebruik van meertalige woordrepresentaties,
omdat deze erg goed te combineren zijn met neurale netwerken. Net
als bij MTL is het hier niet duidelijk in welke gevallen het een voor-
deel is om meertalige modellen te bouwen. Deel III begint met een
casestudy over meertalige semantische tekstuele gelijkenis (Hoofd-
stuk 6). Daarna onderzoek ik in welke mate talen op elkaar moeten
lijken, en op welke manier, om voordeel te kunnen halen uit het bou-
wen van een meertalig model (Hoofdstuk 7).
In Deel IV van dit proefschrift experimenteer ik met een gecom-
bineerd paradigma waarin een neuraal netwerk verschillende talen
én taken tegelijkertijd leert (Hoofdstuk 8). Tenslotte worden de con-
clusies uit dit proefschrift gepresenteerd in Deel V (Hoofdstuk 9).
De experimenten in dit proefschrift worden uitgevoerd op een
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grote verzameling voornamelijk lexicaal georiënteerde taken, zowel
semantisch en morfosyntactisch van aard, en op in totaal 60 talen,
die een relatief grote typologische diversiteit vertegenwoordigen.
Terwijl de traditionele NLP-benaderingen slechts een enkele taak
of taal tegelijk behandelen, is het doel van dit proefschrift juist om
onderzoeksvragen die deze grenzen overschrijden te beantwoorden.
Dit heeft als doel dat kleinere talen op de lange termijn kunnen profi-
teren van de vooruitgang die in NLP wordt geboekt, aangezien deze
momenteel grotendeels ten goede komt aan grotere talen. Dit kan
positieve gevolgen hebben voor bijvoorbeeld taalbehoud, omdat, on-
der andere, sprekers van minderheidstalen een lagere druk zullen
voelen om grotere talen te gebruiken. Op de korte termijn zullen de
antwoorden op de specifieke onderzoeksvragen van dit proefschrift
nuttig zijn voor NLP-onderzoekers die naar hetzelfde doel streven.
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