Abstract. We consider the numerical integration of functions with point singularities over a planar wedge S using isoparametric piecewise polynomial interpolation of the function and the wedge. Such integrals often occur in solving boundary integral equations using the collocation method.
1. Introduction. We consider the problem of approximating an integral of the form f s f (x, y) dS where S is a closed, bounded, connected set in R2. When the integrand has singularities within the integration region, the use of a standard quadrature method may be very inefficient. There are several ways to deal with this problem. One approach is to use a change of variables [10] to transform a singular integrand into a well-behaved function over a new region. A second approach is to use adaptive numerical integration to place more node points near where the integrand is badly behaved to improve the performance of a standard quadrature method. A third approach is to use extrapolation methods to construct new and more accurate integration formulas based on the asymptotic expansion for the quadrature error in the original quadrature rule. The generalization of the classical Euler-Maclaurin expansion to functions having a particular type of singularity, as obtained by Lyness [8] , [9] , provides a basis for extrapolation methods in the same way as the Euler-Maclaurin expansion is used as a basis for Romberg integration. For the one-dimensional case, a standard discussion of these methods and others can be found in Atkinson [3] .
In this paper we discuss adaptive numerical integration for the two-dimensional case. The process of placing node points with variable spacing so as to better reflect the integrand is called adaptive refinement or grading the mesh. We propose a type of adaptive refinement for which the order of convergence is the same as for smooth functions, but with the integrand function having a particular type of singularity, specified below.
order of convergence O((4). In this, 5- 
Here (x, y) are the Cartesian coordinates with the corresponding polar coordinates (r, 0). The functions (0), h(r), g(x, y) are assumed to be sufficiently smooth. This is also the class of functions considered in Lyness [8] . the region containing triangles of the same size to be B0, B1,..., BLn-L, respectively.
The diameter of triangles in Bl, denoted by 51, is 0(2-(n+l)). Let Nt be the number of triangles in Bt, Then N is proportional to 4 n-i where iL / il for 0 _ _ . il <: L 1.
The distance from the origin to Bl, denoted by rz, is O(1 /(2(L+)i)).
In each Bt (1 1 
In this, pj (sj, t), (, r/) is on the line segment from (0, 0) to (s, t), and (, r/) is on the line segment from (0,0)to (si,tj). Notice that (, r/)and (, r/i) belong to a. For (s, t) E a, we have
where r(m(s, t)) Img(s, t)l is the distance from the point mi(s, t) to (0, 0).
We would like to examine one term in HI,I, which is associated with s 3 and will show the general behavior of Hf,K. Os---g f(mIi(, rl)) =-s3 (r"(mK(s, t)) gl (mI,:(s, t)))l s= t=r 0 a =g (inK(C, r))s3 (r"(mK(s, t))) = t=r 
Proof. There are two types of triangles in Bt. Those triangles that are part of symmetric pairs of triangles (cf. Fig. 3 For the remaining triangles in Bt, which are those of the second type, the error contributed by a triangle AK is Hf,K(S, t; , r) by (4.5) . By the fact that rt <_ r(mi(s,t)) < 1 for A/ C Bt, and the fact that their numbers is O(x/-), then the error is bounded by
The total error over Bt is given by (4.10). Proof. The function f is smooth on B0, and B0 is uniformly divided by triangular elements. By the results in [6] , (4.18) follows.
S
Combining the above lemmas, we get the following result, which gives the total error of integrating over S. [1] and [4] . All examples were computed on a Hewlett
Packard workstation in double precision arithmetic. The results are given in Table 1 cases, the definition of the nodes will change appropriately, but the definition of the triangulation will remain the same, and we will use the La + u refinement.
In addition to using quadratic interpolation, we have also examined the use of linear, cubic, and quartic interpolation. For linear and cubic interpolation, the function value at the origin is needed in the numerical integration. We simply let f(0, 0) 0.
The results are consistent with the kind of results we have obtained for the quadratic case, and they are as follows.
Suppose that we use interpolation of degree d to approximate both the integrand and the wedge S. Let {ql,...,qv} be the node points in the unit simplex and let (d+l) 
