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Abstract
The global and electromagnetic gyrokinetic particle-in-cell code ORB5 is employed to
investigate the self-consistent interactions between Alfve´n modes (AM) and ion temperature
gradient (ITG) turbulence in a magnetically confined plasma. Here, an axisymmetric magnetic
equilibrium with reversed shear and large aspect ratio is considered. An AM with toroidal
mode number n=5 is driven unstable by introducing a population of suprathermal ions. Once
the AM saturates in the presence of the fully developed turbulence, the ion heat flux is
dominated by the AM and its main harmonics. ITG-induced transport is found to also be
enhanced in the presence of the unstable AM.
1 Introduction
Magnetically confined plasmas are complex systems in which waves and instabilities at multi-
ple spatial scales coexist and influence each other. Important examples are microinstabilities,
meso-scale zonal flows (ZF) and macroscopic MHD instabilities like Alfve´n modes (AM), which
mutually interact either due to direct coupling via wave-wave nonlinear interaction, or by indi-
rect interaction mediated by suprathermal ion species, hereafter named energetic particles (EP).
Microinstabilities, like ion-temperature-gradient (ITG) modes, are unstable due to the gradients
of plasma temperature and density, and are particularly deleterious to the heat and particle
confinement. ZFs, i.e., ExB flows (primarily in the poloidal direction) associated with purely
radial variations of the electrostatic potential, are usually observed in the presence of turbulence
and can play the role of the dominant turbulence saturation mechanism [1]. EPs are present in
tokamak plasmas due to external heating mechanisms and to nuclear fusion reactions. AMs are
eigenmodes of the shear Alfve´n waves such as Global Alfve´n Eigenmodes (GAE) [2], Toroidicity-
induced Alfve´n Eigenmodes (TAE) [3] or Beta-induced Alfve´n Eigenmodes (BAE) [4, 5]. These
AMs can be driven unstable by the presence of EPs, which can then lead to a redistribution of
the EP population [6]. This can have consequences, inter alia, on plasma heating.
Due to the large computational cost of fully gyrokinetic (GK) simulations, the nonlinear
dynamics of AMs has been studied in the past mostly with hybrid models treating the EPs and
the thermal plasma (or part of it) with GK and fluid models, respectively. Recently, fully GK
simulations have become affordable due to the availability of more powerful supercomputers, and
more efficient numerical schemes (see for example Ref. [7]). By using a local (i.e., flux-tube)
model, simulations of AMs in the presence of turbulence have also been performed, focusing on
AMs in the limit of high toroidal mode number [8]. In this Letter, we present, for the first time,
global and fully GK simulations describing the self-consistent nonlinear interaction of AMs and
ITG turbulence.
1
2 Self-consistent global gyrokinetic simulations
The stability of AMs at toroidal mode numbers 0 ≤ n ≤ 9 in an analytical equilibrium with
reversed shear has recently been investigated [9]. In this Letter, we extend the previous study
allowing higher-n ITG modes to develop in the same equilibrium, and we study the self-consistent
nonlinear interaction. The gyrokinetic, global, electromagnetic, multi-species, particle-in-cell code
ORB5 [10, 11, 12] used here, is based on a variational formulation of the electromagnetic gyroki-
netic theory, which ensures appropriate conservation laws [13]. It uses state-of-the-art numerical
schemes [14, 12] that allow for transport time scales simulations. The global character of ORB5,
i.e., the resolution of the full radial extension of the global eigenmodes to scales comparable with
the minor radius, makes ORB5 appropriate for studying low-n AMs, without pushing towards
the local limit of vanishing ratios of the ion Larmor radius to the tokamak minor radius. ORB5
has been verified and benchmarked against the linear and nonlinear dynamics of AMs [7, 15, 16],
ZFs [17, 18], and ITG modes [19, 20]. In this Letter, we discuss the interaction of ITG turbu-
lence, AMs driven by EPs, and ZFs, as shown by ORB5 global self-consistent simulations. All ion
species are treated with a gyrokinetic model, whereas electrons are treated with a drift-kinetic
model. The pull-back scheme is used [21].
3 Equilibrium and identification of the instabilities
The tokamak geometry, equilibrium magnetic field and plasma profiles are the same as in Ref. [9].
The major radius is R0 = 10 m, the minor radius is a = 1 m, and the toroidal magnetic field at
the axis is B0 = 3.0 T. Circular concentric flux surfaces are considered. The reversed-shear safety
factor has minumum value of q = 1.78 at mid-radius. The densities have a hyperbolic tangent
profile, with gradient peaking at mid-radius. The ion and electron temperatures are taken equal
everywhere, Te = Ti, with a hyperbolic tangent profile, with gradient peaking at mid-radius. A
value of Te at mid-radius corresponding to ρ
∗ = ρs/a = 0.00571, is chosen (with ρs =
√
Te/mi/Ωi
being the sound Larmor radius). The electron thermal to magnetic pressure ratio at mid-radius
is βe = 2µ0Pe/B
2
0
= 5 · 10−4. Ions are deuterons. The distribution function of the EP population
is Maxwellian. The EP population has TEP/Te = 10 at mid-radius, and has flat temperature
profile. The EP concentration is 〈nEP 〉/〈ne〉 = 0.01, where 〈 〉 is the volume average (see Ref. [9]
for more details).
The analysis of this configuration for Alfve´n stability has shown that a beta-induced Alfve´n
Eigenmode (BAE) [4] with n=5, m=9 is the most unstable AM [9]. The frequency and growth
rate are ωBAE = 2.4 · 10
−3 Ωi and γBAE = 0.68 · 10
−3 Ωi. The localization is near the inner
shear Alfve´n wave continuum accumulation point, i.e. at s = 0.38, with s being the normalized
poloidal flux radial coordinate. The linear dynamics of micro-turbulence modes is dominated by
ITG modes, with spectrum peaked around a toroidal mode number of n=26, where the frequency
and growth rate are: ωITG = 0.6 · 10
−3 Ωi, and γITG = 0.25 · 10
−3 Ωi. Note the separation of
spatial and temporal scales between the AM dynamics and the ITG dynamics, which reflects the
experimental observations in present tokamak devices. In particular, note that the ITG with n=5
has ωITG,n=5 = 2.9 · 10
−5 Ωi and γITG,n=5 = 2.1 · 10
−5 Ωi, i.e., a linear frequency and growth rate
two orders of magnitude smaller than the AM.
2
4 AMs in the presence of turbulence
Nonlinear simulations are performed with a filter allowing modes with toroidal mode numbers
0 ≤ n ≤ 40 to evolve. These include the low-n BAE, the whole spectrum of ITGs (mainly at
high-n), and the ZF with n=0. No EPs are initialized at t=0, allowing the ITG modes to grow
and establish a state of fully developed turbulence. After the turbulence saturation, the EPs are
switched on, driving the BAE unstable. In order to keep the number of species unchanged during
the entire simulation, the EP species with 〈nEP 〉/〈ne〉 = 0.01 is initialized already at t=0 with
TEP/Te = 1 at mid-radius, and the EP temperature and density gradient are switched on only at
the chosen time of t = 4.9 · 104 Ω−1i (the density gradient only is checked not to sensibly modify
the dynamics). A spatial grid of (ns, nchi, nphi) = (256, 384, 192) points, a time step of dt=5
Ω−1i , and a number of markers of (Ni, Ne, NEP ) = (2, 10, 2)·10
8 respectively for the thermal
ions, electrons and EP are used for the turbulence simulations. Dirichlet boundary conditions
are applied to all components of the potentials at the axis and at the edge (except for the zonal
potentials at the axis, for which Neumann boundary conditions are imposed). A Krook (BGK)
operator with γK = 1 · 10
−4 Ωi is used to provide a restoring force for the equilibrium profiles,
and for stabilizing the accumulation of turbulence energy. A reduced mass ratio of mi/me = 200
is considered for simplicity (the saturation levels are found to be converged with this value).
The evolution in time of the perturbations can be investigated by measuring the radial electric
field. In particular, the nonzonal (i.e., oscillating in the toroidal and poloidal angles) radial electric
field gives the amplitude of the modes with helicity, like ITGs and AMs. This is shown in Fig. 1.
For completeness, a snapshot of the scalar potential in the poloidal plane, showing the coexistence
of the BAE and turbulence, is shown in Fig. 2. The ITG microinstabilities develop due to the
equilibrium ion temperature gradient, and form a turbulent state (phase 1). The EPs are switched
on at t = 4.9 ·104Ω−1i . The EP density gradient drives a BAE unstable (phase 2). The EP density
Figure 1: Evolution of the perturbed electric field. EPs are initialized after the turbulence has
saturated, and an AM develops, saturates and relaxes back to the turbulent state (continuous
line). For comparison, a simulation without EPs is shown as a dashed line, where only the ITG
turbulence is present.
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Figure 2: Poloidal cross section of the scalar potential (left), showing the BAE excited by an EP
population in the presence of ITG turbulence. Toroidal mode number spectra (right) of scalar
potential φ, density ρ, and ion heat flux Γ.
radial profile is modified by the AM during the nonlinear phase. In particular, the absolute value
of the EP density gradient decreases at the resonant radial location. This reduces the drive and
yields the BAE saturation. After the saturation, the EPs are further redistributed, and the BAE
amplitude slowly decreases. Eventually, the BAE vanishes, and the perturbed radial electric field
decreases back to levels given by the ITG turbulence (phase 3). Zonal flows are also present in
the simulations, being excited by turbulence via modulational instability and by the AMs via
forced-driven excitation. The zonal flow level is found to be one order of magnitude higher in the
case with EPs, with respect to the case without EPs, due to the effective forced-driven excitation.
Simulations with a different EP concentration, density gradient localization, or temperature, are
observed to drive AMs at different amplitude, localization, frequency and mode number.
5 Heat transport
Both ITG turbulence and AMs are known to induce cross-field heat transport. In the simulations
presented here, both of these effects are co-existing, raising two general questions: What is the
relative importance of each of these two mechanisms, and do they interfere in any way?
The toroidal mode number spectrum of the ion heat flux (for the details of the diagnostic,
see Ref. [25]) for a simulation where the EPs are switched on can be seen as a the continuous
red line in Fig. 2. For comparison, the same spectrum for a simulation without EPs is shown
as a dashed red line. A sensible general trend that we find is that the heat fluxes are higher in
the simulation with EPs. This is explained by the fact that the EP density profile consitutes an
additional source of free energy to the system.
We observe that the spectrum is dominated by the modes n = 5, n = 10 and n = 15, namely
the first, second and third harmonics of the main BAE mode. The contributions of the different
poloidal mode numbers to the heat fluxes for the dominant mode, namely the mode with n = 10,
is depicted for a simulation without and with EPs, respectively in Fig. 3 and Fig. 3. In the case
4
0 0.2 0.4 0.6 0.8 1
Radius
-0.015
-0.01
-0.005
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
H
ea
t F
lu
x
Heat transport of n=10 in the absence of EP
m=22
m=21
m=20
m=19
m=18
m=17
m=16
0 0.2 0.4 0.6 0.8 1
Radius
-0.015
-0.01
-0.005
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
H
ea
t F
lu
x
Heat transport of n=10 in the presence of EPs
m=22
m=21
m=20
m=19
m=18
m=17
m=16
Figure 3: Radial structures of heat flux for n = 10, and for different poloidal modes, for a
simulation without EPs (left) and with EPs (right). Without EPs, the polarization with equal
contribution of the different poloidal components identifies the ITG dynamics. With EPs, the
polarization with dominant m = 18 identifies the BAE second harmonics, on top of the ITG
turbulence.
of the simulation without EPs, a broad spectrum of poloidal components shows the characteristic
polarization of the ITG mode. On the other hand, for the case of the simulation with EPs, the
heat flux is dominated by the poloidal mode m = 18. Note also that the peak of the m = 18
component is at the position of the peak of the BAE field. These two are signatures of the
second harmonics of the BAE. Therefore, we can state that the ITG dynamics is subdominant in
the simulation with EPs, with respect to the BAE, in carrying the heat transport. The reason
why BAEs can have such strong interaction with the thermal ion heat fluxes is identified in
their relatively low frequency, with respect to AMs like toroidicity induced Alfve´n eigenmodes.
This relatively low frequency increases the important of resonances with thermal ions, which is
less important for TAEs. It is also important to note that the other poloidal components (i.e.,
m 6= 18) are increased in the simulation with EPs, in comparison with the simulation without
EPs. This means that the BAE second harmonic is efficient in modifying the dynamics of the
ITG of n = 10, due to the nonlinear interaction. This is an example of cross-scale interaction,
with the AM being the macro-scale mode, and the ITG turbulence being constituted mainly by
micro-instabilities.
It is worthy to note that not only the low-n part of the heat flux spectrum, i.e., the BAEs, has
higher levels in the presence of EPs, but also the higher-n part, i.e., the ITGs. This is of interest
for the question of how the presence of EPs modifies the ITG turbulence. In this regime, we can
state that an EP population driving a BAE linearly unstable, affects the turbulence dynamics by
increasing the heat transport. The fluctuation amplitude of the scalar potential φ and density ρ
for the different toroidal mode numbers is also shown in Fig. 2 (respectively with blue lines and
blue black lines). Differently from the heat flux, the fluctuation amplitude given by the scalar
potential is shown not to be sensibly modified by the presence of EPs in the range of toroidal
mode numbers of the ITG. Moreover, the fluctuation amplitude given by the perturbed density
is found to be decreased by the presence of EPs.
5
6 Conclusions and discussion
In this Letter, we have investigated the nonlinear dynamics of an unstable BAE in the presence
of fully developed ITG turbulence by means of global self-consistent gyrokinetic simulations. The
nonlinear saturation of the n=5 BAE can be attributed to a radial redistribution of the EP
population, causing a decrease of the drive. The BAE saturation level was found to be consistent
with the one obtained in the absence of turbulence. The BAE and its first harmonics, namely
the modes with n = 10 and n = 15, were found to dominate the ion heat flux. Such a strong
contribution of the BAE to the thermal transport of the plasma, which was underestimated in the
past, is explained by noting that the BAE has a low frequency with respect to other kinds of AMs,
and is therefore capable of resonating with characteristic frequencies of the thermal ions. The
heat flux caused by ITG modes around n = 10 also increases, indicating that there are nonlinear
interactions between the macro-scale BAE and the micro-scale ITG modes. For comparison, we
have performed the same simulations by filtering out the ZFs, and we have observed a sensibly
different saturation level of the BAE (in this regime, smaller, consistently with Ref. [9]) and a
much smaller effect of the EP-driven BAE on the ITGs.
The results presented here illustrate how modes at different spatial scales can interact nonlin-
early in a system as complex as a tokamak plasma, and therefore how a multiscale investigation
is mandatory for quantitative predictions. In particular, a macro-scale BAE, meso-scale ZFs, and
micro-instabilities like ITG modes, can coexist and contribute in different ways to the ion heat
transport. Having demonstrated the feasibility of global self-consistent gyrokinetic simulations
in this context, comprehensive theoretical studies of burning plasmas can be envisioned, with the
goal to develop a predictive capability for ITER and future fusion power plants.
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