Abstract-Our goal is to characterize the traffic load in an IEEE802.11 infrastructure. This can be beneficial in many domains, including coverage planning, resource reservation, network monitoring for anomaly detection, and producing more accurate simulation models. The key issue that drives this study is traffic forecasting at each wireless access point (AP) in an hourly timescale. We conducted an extensive measurement study of wireless users on a major university campus using the IEEE802.11 wireless infrastructure. We propose several traffic models that take into account the periodicity and recent traffic history for each AP and present a time-series forecasting methodology. Finally, we build and evaluate these forecasting algorithms and discuss our findings.
I. INTRODUCTION
Empirical and performance analysis studies indicate dramatically low performance of real-time constrained applications over wireless LANs (such as [1] on the VoIP). Currently APs do not perform any type of forecasting or admission control and clients frequently experience failures and disconnections when there is high demand in the wireless infrastructure. The shared medium wireless LANs have more vulnerabilities and bandwidth and latency constrains than their wired counterparts. The bandwidth utilization at an AP can impact the performance of the wireless clients in terms of throughput, de- lay, and energy consumption. For quality of service provision, capacity planning, load balancing, and network monitoring, it is critical to understand the traffic characteristics. While there is a rich literature characterizing traffic in wired networks ( [10] , [6] ), there are only a few studies available that examined wireless traffic load. The key issue that drives this research is forecasting in an hourly time scale. APs can use the expected traffic estimations to decide whether or not to accept a new association request or advise a client to associate with a neighboring AP. In addition, the traffic models can assist in detecting abnormal traffic patterns (e.g., due to malicious attacks, AP or client misconfigurations and failures).
In this paper, we study a large wireless infrastructure using a lightweight data acquisition methodology. Our data was collected using the Simple Network Management Protocol (SNMP), the most widely available monitoring service in wireless platforms. Any AP in the market supports monitoring using SNMP, so it is important to understand how much operators and researchers can learn from SNMP data. Other types of data, such as packet or flow level data, are generally too detailed for this purpose, and their acquisition is much more resource-intensive. This paper makes use of SNMP data for analyzing traffic characteristics, such as total load and periodicities. We summarize our main contributions: We distinguish the most heavily utilized APs and analyze their traffic load. We discover that several of them exhibit diurnal periodicities. We propose several traffic models for APs based on its traffic periodicities and recent history, build a traffic forecasting methodology that employs these models, and evaluate their performance. To the best of our knowledge, this is the first study on traffic forecasting using actual traces from an IEEE802.11 infrastructure.
Section II describes briefly the wireless infrastructure at UNC, and data acquisition process. We define the hotspots in Section III. Section IV focuses on forecasting algorithms and Section V presents their performance evaluation. In Section VI, we discuss previous related research. Section VII summarizes our main results and discuss future work.
II. BACKGROUND The IEEE802.11 infrastructure at the University of North Carolina at Chapel Hill provides coverage for 729-acre campus and a number of off-campus administrative offices. The university has 26,000 students, 3,000 faculty members, and 9,000 staff members. A total of 488 APs were part of the campus network at the start of our study.
The data in this paper was collected using SNMP for polling every AP on campus every five minutes. We developed a custom data collection system, being careful to avoid the pitfalls described in [7] . First, the system was implemented using a non-blocking SNMP library for polling each AP precisely every five minutes in an independent manner. This eliminates any extra delays due to the slow processing of SNMP polls by some of the slower APs. The system ran in a multiprocessor system and the CPU utilization in each of the three processors we employed never exceeded 70%.
Second, our characterization of the workload of the APs is derived only from those clients associated with the AP at polling time (and not from roaming ones associated with 978-3-8007-2909-8105/$20.00 ©2005 IEEE a different AP). Our dataset includes 14,712 unique MAC addresses which were associated with one or more APs during the data collection period. More detailed information about the testbed and wireless infrastructure can be found at [9] .
Based on the SNMP trace for each AP, we produce a time series of its traffic load at hourly intervals. This traffic is the total amount of bytes received and sent from all clients that were associated with the AP at that time interval. In the rest of the paper, depending on the mathematical expression, we will use two notations for these time series. Specifically, the traffic of the AP i during the h-th hour of day d, that corresponds to time t, is T,(h,d) = Xi(t).
III. HOTSPOTS APs
We would like to distinguish the most heavily utilized APs. For that, we define the hotspots of the wireless infrastructure based on three metrics, namely, the maximum hourly traffic,the total traffic and the maximum daily traffic.
Hotspots based on maximum hourly traffic (set 1)
These are the top a% APs ordered by their maximum traffic during an hour in the entire tracing period.
Hotspots based on total traffic (set 2)
These are the top a% APs ordered by their total traffic during the tracing period.
Hotspots based on maximum daily traffic (set 3)
These are the top a% APs ordered by their maximum traffic during a day in the entire tracing period. We define as a hotspot an AP that belongs in the top a% of APs with the highest maximum hourly traffic and in the top a% of APs with either the highest total traffic load or the highest maximum daily traffic load (i.e., the set (setin (set2 U set3))). We will use this definition in the following sections. This study considers the 19 hotspots APs that correspond to a = 10.
IV. TRAFFIC LOAD MODELING AND FORECASTING
We will describe two different forecasting approaches, namely, simple predictions based on historical means and recent traffic and time-series forecasting. Our general methodology consists of the following steps: (A) Time-series extraction, data cleaning, and treatment of missing values; (B) Power spectrum and partial autocorrelation analysis; (C) Data normalization and traffic load modeling; and (D) Forecasting using the traffic load models.
A. Time-series extraction and treatment of missing values While our monitoring system requested traffic load information from each access point precisely every five minutes, missing values are relatively frequent in our dataset. They are due to several reasons: (1) an access point may be down for maintenance, or in the middle of an accidental reboot; (2) an access point may be too busy to reply to an SNMP query; (3) the network path between our monitor and the access point may be temporarily broken; and (4) query packets and response packets may be lost (they are transported using UDP). Similarly, the historical mean hour-of-day traffic is the mean of the traffic at such hour of day in the history of that AP. For example, the mean hour-of-day for AP i is defined as The IsWeekday?(x,l) is a binary indicator function that specifies whether or not the x is a weekday 1. The nw(l) counts the total number of weekdays 1 (e.g., the number of Mondays). For example, for the izj(2), we take the historical mean of the traffic at AP i for all days in the history at 2am. Similarly, for the ,u(2, "Mon"), we compute the mean of the traffic of all Mondays at 2am.
We taylor two simple models based on the historical mean hour and mean hour-of-day. Specifically, for each AP (e.g., AP i), we define the models Z1 and z4, as follows:
To incorporate the recent traffic information in the traffic model, we compute the mean traffic during, the last w hours.
For each AP (e.g., AP i), we introduce the weighted average of the recent traffic mean and the historical mean hour and hour-of-day, Z defined as
We experiment with different window sizes and weights to evaluate the impact of the recent history and periodicity on forecasting. Note that the P3 with weights (a,b,c) equal to (1 ,0O0) and history window w has the form of an autoregressive process of order w, AR(w). In that case, the prediction takes into account only the recent traffic history instead of the periodicity. We can specify the weights of the P3 using multiple linear regression. The The following model will be performed on Y(t). We first point out that Y(t) exhibits strong non-stationarity in both the mean and the variance. Figure 2(a) plots the bimodal changing patterns of its mean, median, 25-th percentile and 75-th percentile as functions of hour-of-day (h(t)), which shows that both the mean and the percentiles change across the day. For example, the mean curve suggests that there is very little traffic between midnight and 7-8AM; then the load starts to increase until it reaches the first mode around lOAM and stays flat until noon; after lunch-break, the load increases again to the second mode around 3PM before it starts to decrease until midnight. Very sensible explanations can be given for such a diurnal pattern. Similarly, Figure 2(b) indicates the diurnal patterns for the standard deviation and Inter Quartile Range (IQR) (i.e., the difference between the 25-th and 75-th percentiles). The plot suggests that there is increasing variability in the traffic load during 7AM-1OAM and IPM-3PM, exactly when the load increases. In addition, the variability stays small between lOAM and 1PM.
The above exploratory data analysis motivates us to normalize the transformed load Y(t) in the following way, e(t)
Y(t) -lth(t) Uh(t)
where h(t) is the corresponding hour-of-day for time t, Ih(t)
is the mean of Y(t) during those time periods with the hourof-day being h(t) while ah(t) is the standard deviation of Y(t) during those time periods, and e(t) can be treated as a normalized version of Y(t). Note that l.Lh(t) and Uh(t) have been plotted in Figure 2 After the normalization, we can assume e(t) to be a stationary time series as shown in Figure 2(c) . The corresponding partial autocorrelation function (Partial ACF) (Figure 2(d) where n(t) is the model residual.
As for the load at AP 472, p is selected to be 1 and the fitted AR(1) model is e(t) = 0.5689e(t -1) + n(t) (1) with the residuals n(t) being normally distributed with mean 0 and variance 0.6349. One can then use (1) To evaluate the performance of the prediction algorithms, we compute the prediction error ratio which is the ratio of the absolute difference of the predicted from the actual traffic over the actual traffic (r). For the prediction of the traffic of AP i at time t, the prediction error ratio r(t) is defined as r(t) = IZ (t) -Xi(t)j/Xi(t), for prediction algorithms k = 1,2,3.
A perfect prediction algorithm has prediction error ratio equal to 0. The prediction algorithms apply a predicted interval based on the historical mean and a tolerance (or precision) error level. Specifically, we define the c-tolerance prediction interval from a mean p to be the interval [(1 -e) * it, (1 + e) * p]. The prediction algorithm computes the percentage of times that the actual traffic is in the predicted interval. For example, in the case of the prediction Pk, k = 1,2,3, for the traffic of AP i during the h-th hour of day d, it computes the prediction interval For all the aforementioned prediction algorithms, we computed the means based on the history for each AP. The history corresponds to three weeks of the trace, excluding weekends and starting on Monday, October 18th, 2004. We predict the traffic for each AP, for all the hours duringr the weekdays of the following week (Monday, November 8th until Friday, November 12th). We call this period forecasting period. For P3, we varied the recent history window size to be 2, 3, 4, and 5 hours. We evaluated P3 for various values of a,b, and c, including also values resulted from applying multiple linear regression for each AP. P3 outperforms P2 and P1 with respect to the correct predictions percentage [9] . P3 also outperforms P2 and PI with respect to the correct predictions percentage, when we only consider the hotspots. Specifically, for a window of two hours and (a,b,c) equal to (1,0,0), P3's percentage of correct predictions for a 25%-tolerance prediction interval has a (mean, median, std. deviation) equal to (34.17%, 24.17%, 22.86%) [9] .
The We apply the NAMSA algorithms (described in Section IV-D) to the 19 hotspots APs and the result is compared with the three aforementioned algorithm below. Note that the order of the AR(p) model is adaptively selected using AIC for each AP separately. Figures 5 and 6 illustrate the mean and median prediction error ratio of the P3 with weights (a,b,c)= (1,0,0), P3 with weights fitted using multiple linear regression, and NAMSA forecastino algorithm for all hotspots. Compared to the simple prediction algorithms P1, P2, and P3, the NAMSA algorithm results in better values for the mean and the SD of the error ratio ( Figure 5 ). On the other hand, the median of its error ratio is a bit worse than that of the P3 algorithm ( Figure 6 ). This forecasting algorithm is a multistep-ahead forecasting. That is, to predict a value, apart from the traffic model, the multi-step-ahead forecasting uses the recent predicted values instead of the actual ones. This makes the prediction even harder than the one-step ahead forecasting that uses the actual recent values like P3. We expect better performance when we use this algorithm for one-step ahead forecasting.
Note that P3 with weights fitted using multiple linear regression performs worse than P3 and NAMSA (with respect to both mean and median error ratio). This is due to the difference in the metrics used: The prediction error ratio is the ratio of the absolute difference of the predicted from the actual traffic over the actual traffic, whereas the multiple regression minimizes the square difference. When we use as metric the difference of the predicted from the actual traffic in square, we can observe that the mean of the overall improvement of P3 (with multiple regression) for hotspots reaches 26%. Furthermore There is only a small number of measurements studies that have examined the workload of 802.11 APs in production environments. In general. these studies have considered a wider range of issues, such as overall usage of a wireless infrastructure, and client mobility patterns, providing only a limited picture of the utilization of APs. Our work characterizes the workload of APs in a more systematic manner, and the results should have implications for the design of new wireless equipment and its evaluation. Balazinska and Castro [3] used SNMP to characterize a much larger wireless network in three IBM buildings (177 APs). Their study examined the maximum number of simultaneous users per AP (mostly between 5 and 15), total load and throughput distributions. Two interesting observations found in this paper are that offered load and number of users are weakly correlated, and that user transfer rates are dependent on the location of the AP. Balachandran et al. [2] performed measurements in a three-day conference setting, also focusing on the offered network load and global AP utilization. They characterized wireless users and their workload and addressed the network capacity planning problem. The overall bursty behaviour and peaks and troughs are similar at all APs, though the absolute peak throughout at each AP varies. They observed that offered load is more sensitive to individual client traffic characteristics rather than just the total number of clients.
In an earlier study [5] , we evaluated the performance of different caching paradigms in a wireless infrastructure. For example, we found tha unlike other measurement studies in wired networks in which 25% to 40% of documents draw 70% of web access, our traces indicate that 13% of unique URLs draws this number of web accesses.
Kotz et al. [8] , [7] studied the wireless network at Dartmouth College using syslog, SNMP, and tcpdump traces. Their first study [8] reported the distribution of average daily traffic for 451 APs, which ranged from 39 MB to more than 2 GB, and observed that maximum daily traffic was far larger than the average daily traffic. In their follow-up study [7] 
