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1. Introduction
Given a connected open subset in the d-dimensional Euclidean space, we consider the
“Laplacians” on it with appropriate boundary conditions. It is needless to say that the
Dirichlet and Neumann boundary conditions are important boundary conditions. One of the
most fundamental problems is to investigate spectral properties of Laplacians or fractional
laplacians with boundary conditions. In this paper, we study spectra of some operators via
probabilistic approaches. In particular, we provide sufficient conditions for the operators
having only discrete spectra and for the spectra in Lp-spaces being independent of p. Before
stating our results, we shall review the relationships between Markov processes and their
generators, and explain a background of this study.
Let ({Bt}t≥0, {Px}x∈Rd) be the d-dimensional Brownian motion. This is the Markov
process whose law is determined by the gaussian kernel:
Px(Xt ∈ dy) = pt(x, y) dy
pt(x, y) = (
√
2πt)−d/2 exp(−|x− y|2/2t), t > 0, x, y ∈ Rd.
The kernel pt(x, y) also determines the strongly continuous L2-semigroup {Tt}t>0 on L2(Rd)
and {Tt}t>0 generates the Laplacian ∆ on Rd. Furthermore, by the integration by parts
formula, the Laplacian is associated with the following Dirichlet energy:
E(f) = 1
2
∫
Rd
|∇f(x)|2 dx, f ∈ H1(Rd),
where H1(Rd) is the Sobolev space on Rd of first order. The above relationships hold even
with more general settings. In fact, Fukushima proves that some class of symmetric Markov
processes are generated by regular symmetric Dirichlet forms, which is a generalization of
the classical Dirichlet integral. Regular symmetric Dirichlet forms generate non-negative
self-adjoint operators such as ∆. That is, analysis of the Dirichlet forms and correspond-
ing self-adjoint operators gives us crucial information on the associated Markov processes.
However, the relationship is generally not as straightforward as in the case of d-dimensional
Brownian motion. How analytic informations of operators are reflected in the corresponding
Markov processes? How probabilistic informations of Markov processes are reflected in the
corresponding operators? There are several attempts to solve this problem. In what follows,
we introduce the notion of tightness, and describe a probabilistic method to investigate the
spectra of self-adjoint operators.
Let E be a locally compact separable metric space and µ a nonnegative Radon measure on
E with topological full support. We denote by E∂ = E∪{∂} the one-point compactification
of E. Let X = ({Xt}t≥0, {Px}x∈E∂ , ζ) be a µ-symmetric Hunt process on E with life time
ζ. The Hunt process X is said to have a tightness property if for any ε > 0, there exists a
compact subset K ⊂ E such that
sup
x∈E
R11E\K(x) := sup
x∈E
Ex
[∫ ζ
0
e−t1E\K(Xt) dt
]
< ε.
Takeda [45] shows the next theorem.
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Theorem 1.1 ([45, Theorem 1]). If X possesses irreducibility and resolvent strong Feller
property, and a tightness property, the semigroup of X becomes a compact operator on
L2(E, µ).
We denote by (L,D(L)) the nonnegative self-adjoint operator on L2(E, µ) associated
with the semigroup. (L,D(L)) is called the generator of X. Takeda [45] also shows the next
theorem.
Theorem 1.2 ([45, Theorem 1]). Under the same assumption in Theorem 1.1, any eigen-
function of (L,D(L)) has a bounded continuous m-version.
One-dimensional diffusion processes with no natural boundaries possess a tightness prop-
erty. See [45, Example 3.1] for details. Theorem 1.1 is applied to show the Dirichlet Laplacian
on a unbounded domain has only a discrete spectrum. See [47, Corollary 3.2] for details. In
[47], the authors also provide a sufficient condition that the spectrum of the usual Laplacian
in Rd with a killing potential has a only discrete spectrum.
For any p ∈ [1,∞], the generator (L,D(L)) of X is extended to a linear operator on
Lp(E, µ). We denote by (Lp,D(Lp)) the extension on Lp(E, µ). (L2,D(L2)) is identified with
(L,D(L)). In fact, if p ∈ (1,∞) and the spectrum of (L,D(L)) is discrete, the spectrum of
(Lp,D(Lp)) is also discrete. In [43] and [46], the author shows that the next theorem holds:
Theorem 1.3 ([43], [46, Theorem 3.1]). Under the same assumption in Theorem 1.1, the
bottoms of spectra of (Lp,D(Lp)) are independent of p ∈ [1,∞]. The principal eigenfunction
of (L,D(L)) is integrable with respect to µ.
Theorem 1.3 is applied to a unique quasi-stationary distribution of X. The stationary
distribution is unique and becomes a Yaglom limit if the semigroup of X is intrinsically
ultracontractive. Theorem 1.3 has such probabilistic application. In this paper, we are
concerened with the following analytic problem: If the Hunt process X possesses a tightness
property, are the spectra of (Lp,D(Lp)) independent of p ∈ [1,∞]? Is the semigroup of X a
compact operator on L1(E, µ)?
Simon [39] first formulated this Lp spectral independence problem in the case that X
is a d-dimensional Brownian motion with a potential. Later, in [3], Arendt considers this
problem when X is the reflecting Brownian motion on an extension domain. In [42], Sturm
also gives a geometric condition so that the spectra of the Laplace-Beltrami operator on a
complete Riemannian manifold are independent of 1 ≤ p ≤ ∞. For instance, the condition
is satisfied if the Ricci-curvature is nonnegative. One of the main results of this paper is
also an affirmative answer of these problems.
Theorem 1.4. The Hunt process X has a strong tightness property and fulfills an additional
assumptions, the semigroup of X becomes a compact operator on L1(E, µ).
The strong tightness property means that limx→∂ Ex[ζ] = 0. See Theorem 2.2 in Section 2
for the additional assumptions. As an easy corollary of Theorem 1.4, we obtain the following
results.
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Corollary 1.5. Under the same assumption in Theorem 1.4, it holds that
(i) the spectra of (Lp,D(Lp)) are independent of p ∈ [1,∞],
(ii) the eigenfunctions of (L,D(L)) belong to L1(E, µ) ∩ L∞(E, µ),
(iii) the semigroup of X becomes a compact operator on Lp(E, µ) for any 1 ≤ p ≤ ∞.
Intuitively speaking, limx→∂ Ex[ζ] = 0 means that the Hunt processX explodes “quickly”.
Theorem 1.4 is not applicable to recurrent Markov processes. It is easy to show that strong
tightness property implies tightness property. We have not understood yet how the strongly
tightness is really stronger than the tightness. We expect that when X is spatially homoge-
neous, two conditions are equivalent. In Capter 2, we give some examples which satisfy the
conditions, in particular, the next interesting example:
Theorem 1.6. Let D ⊂ Rd an open subset and X be the absorbing Brownian motion on D.
The following are equivalent.
(i) X has a tightness property,
(ii) X has a strong tightness property,
(iii) the semigroup of X is a compact operator on L2(D,m),
(iii) the semigroup of X is a compact operator on L1(D,m).
Here, m denotes the Lebesgue measure on D.
In Chapter 3, we consider Brownian motions with Robin boundary condition, which
are reflecting Brownian motions on domains with singular potentials defined by Hausdorff
measures of codimension 1. Of course, these are not spatially homogeneous. Under a
geometric condition, we will see that the Brownian motions satisfy the tightness property.
In particular, we obtain a condition so that the spectra of Laplacians with Robin boundary
conditions being discrete. Arendt and Warma [5] prove that the spectra of the Laplacians
are discrete under the condition that domains have finite volume, which is more restrictive
condition than ours. In fact, the Brownian motions also satisfy the strong tightness property
under the condition. We expect that the tightness and strong tightness properties may be
equivalent.
In Chapter 4, we also consider the following problem: Does the semigroup of a recurrent
Markov process become a compact operator on L1(E, µ) if it satisfies the all conditions in
Theorem 1.1? Unfortunately, we could not give a complete answer to this question. Instead
of that, we will investigate when the reflecting Brownian motion on a horn-shaped domain
has a tightness property and when the semigroup becomes a compact operator on L1-space
and the spectra of generators does not depend on p ∈ [1,∞]. In fact, horn-shaped domains
are not extension domains. We remark that our result is not an application of [3, Theo-
rem 4.2]. Furthermore, we discuss the uniform ergodicity of reflecting Brownian motions on
horn shaped domains. The uniform ergodicity of reflecting Brownian motions is discussed in
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[9]. The authors use tools in complex analysis and give a sharp geometric condition so that
reflecting Brownian motions on horn-shaped domains have the uniform ergodicity when the
domains are 2-dimensional. In contrast, we use probabilistic tools and try to extend the
results for d-dimensional horn-shaped domains.
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2. L1-compactness of Markov semigroups
This section is based on the author’s preprint [31]
Let E be a locally compact separable metric space and µ a positive Radon measure on
E. Let E∂ = E ∪ {∂} be the its one-point compactification. A [−∞,∞]-valued function u
on E is extended to a function on E∂ by setting u(∂) = 0.
Let X = ({Xt}t≥0, {Px}x∈E, ζ) be a µ-symmetric Hunt process on E. The semigroup
{pt}t>0 and the resolvent {Rα}α≥0 are defined as follows:
ptf(x) = Ex[f(Xt)] = Ex[f(Xt) : t < ζ],
Rαf(x) = Ex
[∫ ζ
0
exp(−αt)f(Xt) dt
]
, f ∈ Bb(E), x ∈ E.
Here, Bb(E) is the space of bounded Borel measurable functions on E. Ex denotes the
expectation with respect to Px. By the symmetry and the Markov property of {pt}t>0,
{pt}t>0 and {Rα}α>0 are canonically extended to operators on Lp(E, µ) for any 1 ≤ p ≤ ∞.
The extensions are also denoted by {pt}t>0 and {Rα}α>0, respectively .
For an open subset U ⊂ E, we define τU by τU = inf{t > 0 | Xt /∈ U} with the convention
that inf ∅ =∞. We denote by XU the part of X on U . Namely, XU is defined as follows.
XUt =
{
Xt, t < τU
∂, t ≥ τU .
XU = ({XUt }t≥0, {Px}x∈U) also becomes a Hunt process on U with life time τU . The semi-
group {pUt }t>0 is identified with
pUt f(x) = Ex[f(X
U
t )] = Ex[f(Xt) : t < τU ]
{pUt }t>0 is also symmetric with respect to the measure µ restricted to U . {pUt }t>0 and
{RUα}α>0 are also extended to operators on Lp(U, µ) for any 1 ≤ p ≤ ∞ and the extensions
are also denoted by {pUt }t>0 and {RUα}α>0, respectively.
We now make the following conditions on the symmetric Markov process X.
I. (Semigroup strong Feller) For any t > 0, pt(Bb(E)) ⊂ Cb(E), where Cb(E) is the
space of bounded continuous functions on E.
II. (Strong tightness property) limx→∂ R01E(x) = 0.
III. (Local L∞-compactness) For any t > 0 and open subset U ⊂ E with µ(U) <∞, pUt
is a compact operator on L∞(U, µ).
Remark 2.1. (i) By the condition I, the semigroup kernel of X is absolutely continuous
with respcet to µ:
pt(x, dy) = pt(x, y) dµ(y).
Furthermore, the resolvent of X is strong Feller: for any α > 0, Rα(Bb(E)) ⊂ Cb(E).
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(ii) We note that the condition II is equivalent to limx→∂ Ex[ζ] = 0 and implies that
X satisfies the tightness property in the sense of [46]. See [46, Remark 2.1 (ii)].
In addition to the conditions I and II, we assume X is irreducible in the sense of
[46]. Then, by using [46, Lemma 2.2 (ii), Lemma 2.6, Corollary 3.8], we can show
supx∈E Ex[exp(λζ)] < ∞ for some λ > 0 and thus R01E is bounded on E. We
further see from the strong Feller property and the resolvent equation of {Rα}α>0 that
R01E ∈ C∞(E). Here, C∞(E) is the space of continuous functions on E vanishing at
infinity.
(iii) The conditions I and II imply pt(C∞(E)) ⊂ C∞(E) for any t > 0, and thus X is
doubly Feller in the sense of [11]. This implies that for any t > 0 and open U ⊂ E, pUt
is strong Feller: pUt (Bb(U)) ⊂ Cb(U). See [11, Theorem 1.4] for the proof.
(iv) Let U ⊂ E be an open subset with µ(U) < ∞. The condition III is satisfied if the
semigroup of XU is ultracontractive: for any t > 0 and f ∈ L1(U, µ), pUt f belongs to
L∞(U, µ). Indeed, we see from [13, Theorem 1.6.4] that pUt is a compact operator on
L1(U, µ) and so is on L∞(U, µ). In particular, if the semigroup of X is ultracontractive,
the condition III is satisfied.
We are ready to state the main result of this section.
Theorem 2.2. Assume X satisfies the conditions from I to III. Then, for any t > 0, pt
becomes a compact operator on L∞(E, µ).
By the symmetry of X, each pt : L∞(E, µ)→ L∞(E, µ) is regarded as the dual-operator
of pt : L1(E, µ)→ L1(E, µ). By using Schauder’s theorem, we obtain the next corollary.
Corollary 2.3. Assume X satisfies the conditions from I to III. Then, for any t > 0, pt
becomes a compact operator on L1(E, µ).
Let (Lp, D(Lp)) be the generator of {pt}t>0 on Lp(E, µ), 1 ≤ p ≤ ∞. By using [13,
Theorem 1.6.4], we can show the next theorem.
Theorem 2.4. Assume X satisfies the conditions from I to III. Then,
(i) for any 1 ≤ p ≤ ∞ and t > 0, pt is a compact operator on Lp(E, µ);
(ii) spectra of (Lp, D(Lp)) are independent of p ∈ [1,∞] and the eigenfunctions of (L2, D(L2))
belong to Lp(E, µ) for any 1 ≤ p ≤ ∞.
2.1. Proof of Theorem 2.2
Since E is a locally compact separable metric space, there exist increasing bounded open
subsets {Un}∞n=1 and compact subsets {Kn}∞n=1 such that for any n ∈ N, Kn ⊂ Un ⊂ Kn+1
and E =
⋃∞
n=1 Un =
⋃∞
n=1Kn. We write τn for τUn . The semigroup of the part process of X
on En is simply denoted by {pnt }t>0.
The quasi-left continuity of X yields the next lemma.
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Lemma 2.5. For any x ∈ E, it holds that Px(limn→∞ τn = ζ) = 1.
The following formula is called Dynkin’s formula.
Lemma 2.6. It holds that
ptf(x) = p
U
t f(x) + Ex[pt−τUf(XτU ) : τU ≤ t]
for any x ∈ E, f ∈ Bb(E), t > 0, and any open subset U of E.
Proof. It is easy to see that
ptf(x) = p
U
t f(x) + Ex[f(Xt) : τU ≤ t]. (2.1)
Let n ∈ N. On {τU ≤ t}, we define sn by
sn|{(k−1)/2n≤t−τU<k/2n} = k/2n, k ∈ N.
We note that limn→∞ sn = t− τU . By the strong Markov property of X,
Ex[f(XτU+sn) : τU ≤ t] =
∞∑
k=1
Ex[f(XτU+k/2n) : (k − 1)/2n ≤ t− τU < k/2n]
=
∞∑
k=1
Ex[EXτU [f(Xk/2n)] : (k − 1)/2n ≤ t− τU < k/2n]
= Ex[psnf(XτU ) : τU ≤ t]. (2.2)
Letting n→∞ in (2.2), we obtain
Ex[f(Xt) : τU ≤ t] = Ex[pt−τUf(XτU ) : τU ≤ t] (2.3)
Combining (2.1) with (2.3), we complete the proof.
By using Dynkin’s formula and the semigroup strong Feller property, we obtain the next
lemma.
Lemma 2.7. Let K be a compact subset of E. Then, for any t > 0 and a nonegative
f ∈ Bb(E),
lim
n→∞
sup
x∈K
Ex[pt−τnf(Xτn) : τn ≤ t] = 0.
Proof. We may assume K ⊂ U1. By the condition I and Remark 2.1 (iii), both ptf and pnt f
are continuous on K. Hence, we see from Dynkin’s formula (Lemma 2.6) that
Ex[pt−τnf(Xτn) : τn ≤ t] = ptf(x)− pnt f(x) (2.4)
is continuous on K. For any t > 0 and x ∈ E, pnt f(x) ≤ pn+1t f(x). Hence, (LHS) of (2.4) is
non-increasing in n. By Lemma 2.5, (LHS) of (2.4) converges to
lim
n→∞
Ex[pt−τnf(Xτn) : τn ≤ t] = lim
n→∞
(ptf(x)− pnt f(x))
= lim
n→∞
Ex[f(Xt) : t ≥ τn] = Ex[f(Xt) : t ≥ ζ]
= Ex[f(∂) : t ≥ ζ] = 0,
and the proof is complete by Dini’s theorem.
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We define the operator Tn,t on L∞(E, µ) by
L∞(E, µ) ∋ f .→ E(·)[pt−τnf(Xτn) : τn ≤ t].
The oprator norm of Tn,t is estimated as follows.
Proposition 2.8. Let n,m ∈ N with m < n. Then, for any t > 0,
∥Tn,t∥L∞(E,µ)→L∞(E,µ)
≤ sup
x∈Km
Ex[pt−τn1E(Xτn) : τn ≤ t] + (4/t)× sup
x∈E\Km
Ex[ζ].
Here, ∥ · ∥L∞(E,µ)→L∞(E,µ) denotes the operator norm from L∞(E, µ) to itself.
Proof. Let f ∈ L∞(E, µ) with ∥f∥L∞(E,µ) = 1. Then, we have
∥E(·)[pt−τnf(Xτn) : τn ≤ t]∥L∞(E,µ)
≤ ∥f∥L∞(E,µ) × ess sup
x∈E
Ex[pt−τn1E(Xτn) : τn ≤ t]
≤ ess sup
x∈Km
Ex[pt−τn1E(Xτn) : τn ≤ t] + ess sup
x∈E\Km
Ex[pt−τn1E(Xτn) : t/2 < τn ≤ t]
+ ess sup
x∈E\Km
Ex[pt−τn1E(Xτn) : τn ≤ t/2]
≤ sup
x∈Km
Ex[pt−τn1E(Xτn) : τn ≤ t] + sup
x∈E\Km
Px(t/2 < τn) + sup
x∈E\Km
sup
s∈[t/2,t]
ps1E(x).
Here, ess sup denotes the essential supremum with respect to µ. Moreover, we see
Px(t/2 < τn) ≤ Px(t/2 < ζ) ≤ (2/t)× Ex[ζ]
and
ps1E(x) = Px(Xs ∈ E) = Px(s < ζ) ≤ (1/s)× Ex[ζ].
Combining these estimates, we obtain the following estimate
∥E(·)[pt−τnf(Xτn) : τn ≤ t]∥L∞(E,µ)
≤ sup
x∈Km
Ex[pt−τn1E(Xτn) : τn ≤ t] + (4/t)× sup
x∈E\Km
Ex[ζ].
Proof of Theorem 2.2. By the condition III, each pnt is regarded as a compact operator on
L∞(E, µ). Therefore it is sufficient to prove
lim
n→∞
∥pt − pnt ∥L∞(E,µ)→L∞(E,µ) = 0.
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Dynkin’s formula and Proposition 2.8 lead us to that for any n,m ∈ N with n > m
∥pt − pnt ∥L∞(E,µ)→L∞(E,µ)
= sup
f∈L∞(E,µ), ∥f∥L∞(E,µ)=1
∥E(·)[pt−τnf(Xτn) : τn ≤ t]∥L∞(E,µ)
= ∥Tn,t∥L∞(E,µ)→L∞(E,µ)
≤ sup
x∈Km
Ex[pt−τn1E(Xτn) : τn ≤ t] + (4/t)× sup
x∈E\Km
Ex[ζ].
Letting n→∞ and then m→∞, the proof is complete by Lemma 2.7.
2.2. Examples
Example 2.9. Let α ∈ (0, 2] and X be the rotationally symmetric α-stable process on Rd.
If α = 2, X is identified with the d-dimensional Brownian motion. Let D ⊂ Rd be an open
subset of Rd and XD the α-stable process on D with Dirichlet boundary condition. Since X
is semigroup doubly Feller in the sense of [11], the condition I is satisfied for XD. Since the
semigroup of X is ultracontractive, so is the semigroup of XD. Thus, the condition III is
also satisfied. It is shown in [27, Lemma 1] that the semigroup of XD is a compact operator
on L2(D,m) if and only if lim|x|→∞Ex[τD] = 0.
Hence, by using Theorem 2.3 and Theorem 2.4, we obtain the next theorem.
Theorem 2.10. The following are equivalent:
(i) for any 1 ≤ p ≤ ∞, the semigroup of XD is a compact operator on Lp(D,m);
(ii) the semigroup of XD is a compact operator on L2(D,m);
(iii) lim|x|→∞Ex[τD] = 0.
Remark 2.11. The semigroup of XD is not necessarily a Hilbert-Schmidt operator but can
be a compact operator on L2(D,m). Namely, there exists an open subset D ⊂ Rd which
satisfies the following conditions:
(D.1) lim|x|→∞Ex[τD] = 0;
(D.2) the trace of the semigroup of XD is infinite.
For example, let α = 2, d ∈ N, and
D =
∞⋃
n=1
Dn :=
∞⋃
n=1
B(en, rn)
Here, B(en, rn) ⊂ Rd denotes the open ball centered at en = (n, 0, · · · , 0) ∈ Rd with radius
rn = {log log(n + 3)}−1/2. It easy to see rn > 1 for n > 24. We shall check D satisfies the
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conditions (D.1) and (D.2). We denote by pDnt (x, y) the heat kernel density of X
Dn with
respect to m. By [13, Theorem 1.9.3],∫
D
pDt (x, x) dm(x) ≥
∞∑
n=25
∫
Dn
pDnt (x, x) dm(x)
≥
∞∑
n=25
(8πt)−d/2 × rn × exp(−8π2dt/r2n)
≥ (8πt)−d/2
∞∑
n=25
{log(n+ 3)}−1/2−8π2dt =∞.
Therefore, the trace of the semigroup of XD is infinite. On the other hand, for any x ∈ Dn,
Ex[τD] = Ex[τDn ] ≤ Eo[τB(|en−x|+rn)].
Here, o denotes the origin of Rd and B(|en − x|+ rn) denotes the open ball centered at the
origin with radius |en− x|+ rn. |en− x| is the length of en− x. Since |en− x| ≤ rn, it holds
that
Eo[τB(|en−x|+rn)] = (|en − x|+ rn)2/d ≤ 4r2n/d.
Since rn → 0 as n→∞, lim|x|→∞Ex[τD] = 0.
Example 2.12. Let α ∈ (0, 2] andX = ({Xt}t≥0, {Px}x∈Rd , ζ) be the rotationally symmetric
α-stable process on Rd. The semigroup of X is denoted by {pt}t>0. Let V be a positive
Borel measurable function on Rd with the following properties:
(V.1) V is locally bounded. Namely, for any relatively compact open subset G ⊂ Rd,
supx∈G V <∞;
(V.2) limx∈Rd, |x|→∞ V (x) =∞.
We set At =
∫ t
0 V (Xs) ds. Let X
V = ({Xt}t≥0, {P Vx }x∈Rd , ζ) be the subprocess of X
defined by dP Vx = exp(−At)dPx. The semigroup {pVt }t>0 is identified with
pVt f(x) = Ex[exp(−At)f(Xt)], f ∈ Bb(Rd), x ∈ Rd.
Theorem 2.13. XV satisfies the conditions from I to III.
Before proving Theorem 2.13, we give a lemma. We denote by B(n) the open ball of Rd
centered at the origin o with radius n ∈ N. The semigroup of X is doubly Feller in the sense
of [11]. Thus, for any n ∈ N, the semigroup of XB(n) is strong Feller.
Lemma 2.14. It holds that
lim
n→∞
sup
x∈K
Px(τB(n) ≤ t) = 0
for any t > 0 and compact subset K ⊂ Rd. Here, τB(n) = inf{t > 0 | Xt ∈ Rd \B(n)}.
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Proof. Without loss of generality, we may assume K ⊂ B1. For any t > 0, n ∈ N, and
x ∈ Rd,
Px(τB(n) ≤ t) = 1Rd(x)− Px(τB(n) > t)
= 1Rd(x)− pB(n)t 1Rd(x).
Thus, we see from the strong Feller property of XB(n) that for any n ∈ N, P(·)(τB(n) ≤ t) is
a continuous function on K. It follows from the conservativeness of X and Lemma 2.5 that
for any x ∈ Rd,
lim
n→∞
Px(τB(n) ≤ t) ≤ Px(ζ ≤ t) = 0
and the convergence is non-increasing. The proof is complete by Dini’s theorem.
Proof of Theorem 2.13. Since the semigroup of X is ultracontractive, so is the semigroup of
XV . Hence, the condition III is satisfied. We will check XV satisfies the condition I. Let K
be a compact subset of Rd and take n0 ∈ N such that K ⊂ B(n0). Then, for any s ∈ (0, 1)
and n > n0,
sup
x∈K
Ex[1− exp(−As)]
≤ sup
x∈K
Ex[As∧τB(n) ] + sup
x∈K
Px(τB(n) ≤ s)
= sup
x∈K
Ex
[∫ s∧τB(n)
0
V (Xt) dt
]
+ sup
x∈K
Px(τB(n) ≤ 1) =: I1 + I2.
By the condition (V1), lims→0 I1 = 0. By Lemma 2.14, limn→∞ I2 = 0. Thus,
lim
s→0
sup
x∈K
Ex[1− exp(−As)] = 0. (2.5)
Let t > 0 and f ∈ Bb(Rd). Since the semigroup of X is strong Feller, for any s ∈ (0, t),
pspVt−sf is continuous on Rd. By using (2.5), we have
lim
s→0
sup
x∈K
∣∣pVt f(x)− pspVt−sf(x)∣∣
= lim
s→0
sup
x∈K
|Ex[exp(−At)f(Xt)]− Ex[pt−sf(Xs)]|
= lim
s→0
sup
x∈K
|Ex[exp(−As)EXs [exp(−At−s)f(Xt−s)]]− Ex[pt−sf(Xs)]|
≤ ∥f∥L∞(Rd,m) × lim
s→0
sup
x∈K
Ex[1− exp(−As)] = 0.
This means that the semigroup of XV is strong Feller and the condition I is satisfied.
Finally, we shall show the condition II. Let x ∈ Rd and t > 0. Since X is spatially
homogeneous,
P Vx (ζ > t) = Ex
[
exp
(
−
∫ t
0
V (Xs) ds
)]
= Eo
[
exp
(
−
∫ t
0
V (x+Xs) ds
)]
.
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By the positivity of V , supx∈Rd P
V
x (ζ > t) < 1 for any x ∈ Rd and t > 0. It follows from
the condition (V2) that for any t > 0, limx∈Rd, |x|→∞ P Vx (ζ > t) = 0. By the additivity of
{At}t≥0,
P Vx (ζ > t+ s) = Ex[exp(−At+s)] = Ex[exp(−As)EXs [exp(−At)]]
≤ sup
x∈Rd
P Vx (ζ > t)× sup
x∈Rd
P Vx (ζ > s)
for any x ∈ Rd and s, t > 0. Hence, letting p = supx∈Rd P Vx (ζ > 1) < 1, we have
sup
x∈Rd
EVx [ζ] = sup
x∈Rd
∫ ∞
0
P Vx (ζ > t) dt ≤
∞∑
n=0
∫ n+1
n
sup
x∈Rd
P Vx (ζ > n) dt
≤ 1 +
∞∑
n=1
pn = 1/(1− p).
We denote by pVt (x, y) the heat kernel density of X
V . For any ε > 0,
EVx [ζ] = ε+ E
V
x [E
V
XVε
[ζ]] ≤ ε+
∫
Rd
pVε (x, y)E
V
y [ζ] dm(y)
≤ ε+ 1
1− p × P
V
x (ζ > ε).
By letting x → ∞, we have limx∈Rd, |x|→∞EVx [ζ] ≤ ε. Since ε is chosen arbitrarily, the
condition II is satisfied.
Example 2.15. Let α ∈ (0, 2] and d > α, andX = ({Xt}t≥0, {Px}x∈Rd , ζ) be the rotationally
symmetric α-stable process on Rd. We note that X is transient. Let us consider the additive
functional {At}t≥0 of X defined by
At =
∫ t
0
W (Xs)
−1 ds, t ≥ 0.
Here W is a Borel measurable function on Rd with the condition:
1 + |x|β ≤ W (x) <∞, x ∈ Rd,
where β ≥ 0 is a constant. The Revuz measure of {At}t≥0 is identified with W−1m. Denote
µ = W−1m. µ is not necessary a finite measure on Rd. Noting that At is continuous and
strictly increasing in t, we define Xµ = ({Xµt }t≥0, {Px}x∈Rd , ζµ) by
Xµt = Xτt , t ≥ 0, τ = A−1, ζµ = A∞.
Then,Xµ becomes a µ-symmetric Hunt process on Rd. Xµ is transient because the transience
is preserved by time-changed transform ([19, Theorem 6.2.3]). The semigroup and the
resolvent of Xµ are denoted by {pµt }t>0, {Rµα}α≥0, respectively.
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Theorem 2.16. If β > α, Xµ satisfies the conditions from I to III.
Before proving Theorem 2.16, we give some notions and lemmas. Let (E ,F) be the
Dirichlet form of X. (E ,F) is identified with
E(f, g) = K(d,α)
2
∫
Rd
fˆ(x)gˆ(x) |x|αdx,
f, g ∈ F =
{
f ∈ L2(Rd,m)
∣∣∣∣ ∫
Rd
|fˆ(x)|2 |x|αdx <∞
}
.
Here fˆ denotes the Fourier transform of f and K(d,α) is a positive constant. Recall that m
is the Lebesgue measure on Rd. m is also denoted by dx. Let (E ,Fe) denotes the extended
Dirichlet space of (E ,F), Namely, Fe is the family of Lebesgue measurable functions f on
Rd such that |f | < ∞ m-a.e. and that there exists a sequence {fn} of functions in F such
that limn→∞ fn = f m-a.e. and limn,m→∞ E(fn − fm, fn − fm) = 0. {fn} as above is called
an approximating sequence for f ∈ Fe and E(f, f) is defined by E(f, f) = limn→∞ E(fn, fn).
Since the quasi support of µ is identified with Rd, the Dirichlet form (Eµ,Fµ) of Xµ is
described as follows (see [19, Theorem 6.2.1, (6.2.22)] for details).
Eµ(f, g) = E(f, g), Fµ = Fe ∩ L2(Rd, µ).
By identifying the Dirichlet form of Xµ, we see that the semigroup of Xµ is ultracontractive.
Lemma 2.17. For any f ∈ L1(Rd, µ) and t > 0, pµt f ∈ L∞(Rd, µ).
Proof. By [17, Theorem 1, p.138] for α = 2 and [15, Theorem 6.5] for α ∈ (0, 2), there exist
positive constants C > 0 and q ∈ (2,∞) such that{∫
Rd
|f |q dµ
}2/q
≤
{∫
Rd
|f |q dm
}2/q
≤ CE(f, f), f ∈ F . (2.6)
Let {fn} ⊂ F be an approximating sequence of f ∈ Fµ = Fe ∩ L2(Rd, µ). By using Fatou’s
lemma and (2.6), we have{∫
Rd
|f |q dµ
}2/q
≤ lim
n→∞
{∫
Rd
|fn|q dµ
}2/q
≤ C lim
n→∞
E(fn, fn) = CE(f, f).
The proof is complete by [19, Theorem 4.2.7].
Let U be an open subset of Rd and Xµ,U be the part of Xµ on U :
Xµ,Ut =
{
Xµt , t < TU := inf{t > 0 | Xµt /∈ U}
∂, t ≥ TU .
The semigroup and the resolvent are denoted by {pµ,Ut }t>0 and {Rµ,Uγ }γ>0, respectively.
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Lemma 2.18. Let f ∈ Bb(U), γ > 0, and U ⊂ Rd be an open subset. Then, Rµ,Uγ f ∈ Cb(Rd).
In particular, for each γ > 0 and x ∈ U , the kernel Rµ,Uγ (x, ·) is absolutely continuous with
respect to µ|U .
Proof. It is easy to see that limt→0 supx∈Rd Ex[At] = 0. This means that µ is in the Kato
class of X in the sense of [25]. Since the resolvent of X is doubly Feller in the sense of [25],
by [25, Theorem 7.1], the resolvent of Xµ is also doubly Feller. By using [25, Theorem 3.1],
we complete the proof. “In particular” part follows from the same argument as in [19,
Exercise 4.2.1].
Following the arguments in [2, Theorem 5.1], we strength Lemma 2.18 as follows.
Proposition 2.19. Let f ∈ Bb(U), t > 0, and U ⊂ Rd be a bounded open subset. Then,
pµ,Ut f ∈ Cb(U).
Proof. Step 1: We denote by (LU , D(LU)) the non-positive generator of {pµ,Ut } on L2(U, µ).
By Lemma 2.17, −LU has only discrete spectrum. Let {λn}∞n=1 ⊂ [0,∞) be the eigenvalues of
−LU written in increasing order repeated according to multiplicity, and let {ϕn}∞n=1 ⊂ D(LU)
be the corresponding eigenfunctions: −LUϕn = λnϕn. Then, ϕn = eλnpµ,U1 ϕn ∈ L∞(Rd, µ)
by Lemma 2.17. Hence, for each n ∈ N, there exists a bounded measurable version of ϕn
(still denoted as ϕn). By Lemma 2.18, for each γ > 0 and n ∈ N, Rµ,Uγ ϕn is continuous on
U . Furthermore, we see from [19, Theorem 4.2.3] that
Rµ,Uγ ϕn = (γ − LU)−1ϕn = (γ + λn)−1ϕn µ-a.e. on U. (2.7)
Therefore, there exists a (unique) bounded continuous version of ϕn (still denoted as ϕn).
By [13, Theorem 2.1.4], the series
pµ,Ut (x, y) :=
∞∑
n=1
e−λntϕn(x)ϕn(y) (2.8)
absolutely converges uniformly on [ε,∞)×U ×U for any ε > 0. Since {ϕn}∞n=1 are bounded
continuous on U , pµ,Ut (x, y) is also continuous on (0,∞) × U × U and defines an integral
kernel of {pµ,Ut }t>0. Namely, for each t > 0 and f ∈ L2(U, µ),
pµ,Ut f(x) =
∫
U
pµ,Ut (x, y)f(y) dµ(y) for µ-a.e. x ∈ U. (2.9)
The uniform convergence of the series (2.8) implies the boundedness of pµ,Ut (x, y) on [ε,∞)×
U ×U for each ε > 0. We also note that pµ,Ut (x, y) ≥ 0 by (2.9) and the fact that pµ,Ut f ≥ 0
µ-a.e. for any f ∈ L2(U, µ) with f ≥ 0.
Step 2: In this step, we show that for each x ∈ U , γ > 0, and f ∈ Bb(Rd),∫ ∞
0
e−γtEx[f(X
µ,U
t )] dt =
∫ ∞
0
e−γt
(∫
U
pµ,Ut (x, y)f(y) dµ(y)
)
dt. (2.10)
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By the absolute continuity of Rµ,Uα (Lemma 2.18), for any ε > 0,∫ ∞
ε
e−γtEx[f(X
µ,U
t )] dt = e
−γεRµ,Uγ (p
µ,U
ε f)(x)
= e−γεRµ,Uγ
( ∞∑
n=1
e−λnε
(∫
U
ϕn(y)f(y) dµ(y)
)
ϕn
)
(x)
=
∞∑
n=1
e−(γ+λn)ε(γ + λn)−1
(∫
U
ϕn(y)f(y) dµ(y)
)
ϕn(x).
Here we used the identity (2.7) and the uniform convergence of the series (2.8). Set
aεn = e
−(γ+λn)ε(γ + λn)−1 =
∫ ∞
ε
e−(γ+λn)t dt.
Since the series (2.8) uniformly converges on [ε,∞)× U × U for each ε > 0,∫ ∞
ε
e−γtEx[f(X
µ,U
t )] dt =
∞∑
n=1
aεn
(∫
U
ϕn(y)f(y) dµ(y)
)
ϕn(x)
=
∞∑
n=1
∫ ∞
ε
∫
U
e−λntϕn(y)ϕn(x)f(y) dµ(y)e−γt dt
=
∫ ∞
ε
(∫
U
pµ,Ut (x, y)f(y) dµ(y)
)
e−γt dt. (2.11)
By letting ε→ 0 in (2.11), we obtain (2.10).
Step 3: By (2.10) and the uniqueness of Laplace transforms, it holds that
Ex[f(X
µ,U
t )] =
∫
U
pµ,Ut (x, y)f(y) dµ(y) dt-a.e. t ∈ (0,∞) (2.12)
for any x ∈ E and f ∈ Bb(Rd). If f is bounded continuous on U , by the continuity of Xµt
and pµ,Ut (x, y), (2.12) holds for any t ∈ (0,∞). By using a monotone class argument, we
have
Ex[f(X
µ,U
t )] =
∫
U
pµ,Ut (x, y)f(y) dµ(y)
for any x ∈ E and f ∈ Bb(Rd), and t > 0. By Step 1, for each t > 0, pµ,Ut (x, y) is bounded
continuous on U × U . Since µ(U) < ∞, the proof is complete by dominated convergence
theorem.
Corollary 2.20. For any f ∈ Bb(Rd) and t > 0, pµt f ∈ Cb(Rd).
Proof. Let K be a compact subset of Rd. For any bounded open subset U ⊂ Rd withK ⊂ U ,
sup
x∈K
|pµt f(x)− pµ,Ut f(x)| ≤ ∥f∥L∞(E,µ) × sup
x∈K
Px[t ≥ TU ].
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By Proposition 2.19, pµ,Ut f is continuous on K. By Lemma 2.5 and Dini’s theorem,
lim
U↗Rd
sup
x∈K
Px[t ≥ TU ] = 0,
which complete the proof.
Proof of Theorem 2.16. By Lemma 2.17 and Corollary 2.20, the conditions I and III are
satisfied. We shall prove the condition II. Let γ1, γ2 > 0 such that γ1 < d and γ1 + γ2 > d.
By setting
Jγ1,γ2(x) =
∫
Rd
dy
|x− y|γ1(1 + |y|γ2) x ∈ R
d,
Jγ1,γ2 is bounded on Rd and there exist positive constants c1, c2, c3 such that
Jγ1,γ2(x) ≤
⎧⎪⎨⎪⎩
c1|x|d−(γ1+γ2), if γ2 < d,
c2(1 + |x|)−γ1 log |x| if γ2 = d,
c3(1 + |x|)−γ1 if γ2 > d
(2.13)
for any x ∈ Rd. See [35, Lemma 6.1] for the bounds (2.13).
We denote by G(x, y) the Green function of X. It is known that
G(x, y) = c(d,α)|x− y|α−d.
Here c(d,α) = 21−απ−d/2Γ((d− α)/2)Γ(α/2)−1 and Γ is the gamma function
Γ(s) =
∫ ∞
0
xs−1 exp(−x) dx.
Recall that β > α. Since
Rµ01Rd(x) =
∫
Rd
G(x, y) dµ(y) ≤ c(d,α)
∫
Rd
dy
|x− y|d−αW (y)
≤ c(d,α)
∫
Rd
dy
|x− y|d−α(1 + |y|β)
= c(d,α)Jd−α,β(x),
Rµ01Rd is bounded on Rd and limx∈Rd,|x|→∞R
µ
01Rd(x) = 0.
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3. Brownian motions with Robin boundary con-
ditions
This section is based on the author’s paper [30].
3.1. Notation
Throughout this section, we use the following notation.
(1) Given a topological space E, the Borel σ-algebra on E is denoted by B(E). Let µ be a
positive measure on the measurable space (E,B(E)). For p ∈ [1,∞], the real Lp space
on the measure space (E,B(E), µ) is denoted by Lp(E, µ), and its norm by ∥ · ∥Lp(E,µ).
The standard inner product on L2(E, µ) is denoted by (·, ·)L2(E,µ). For f : E → R, we
write ∥f∥∞ = supx∈E |f(x)|. We also write
Bb(E) := {f : E → R | f is B(E) measurable, ∥f∥∞ <∞},
B+(E) := {f : E → R | f is B(E) measurable and f ≥ 0 on E},
C(E) := {f : E → R | f is continuous}, Cb(E) := C(E) ∩ Bb(E),
C∞(E) := {f ∈ C(E) | {x ∈ E | f(x) ≥ δ} is compact for any δ ∈ (0,∞)},
Cc(E) := {f ∈ C(E) | support of f is compact}.
(2) d ≥ 2 is a positive integer. B(x,R) denotes open ball of Rd centered at x ∈ Rd with
radius R > 0. If x is the origin of Rd, we write B(R) for B(x,R) and B+(R) for
{x = (x1, . . . , xd) ∈ Rd | x ∈ B(R) and xd > 0}. For an open subset E ⊂ Rd, E
and ∂E denote closure of E in Rd and E \ E, respectively. E, ∂E are regarded as
topological subspaces of Rd. The d-dimensional Lebesgue measure is denoted by m
or simply by dx. For an open subset E ⊂ Rd, we denote by W 1,2(E) the first order
L2-Sobolev space on E, that is,
W 1,2(E) =
{
f ∈ L2(E,m)
∣∣∣∣ ∂f∂xi ∈ L2(E,m), 1 ≤ i ≤ d
}
,
where ∂f/∂xi is the distributional derivative of f on E. For f ∈ W 1,2(E), we denote
∇f = (∂f/∂x1, . . . , ∂f/∂xd). For f ∈ W 1,2(E), ∥f∥W 1,2(E) :=
(∫
E |∇f |2 dx+
∫
E |f |2 dx
)1/2
defines a norm on W 1,2(E). W 1,2(E) is sometimes written as H1(E). H10 (E) and
H˜1(E) denote the closure of C∞0 (E) in H
1(E) and H1(E) ∩ C(E) in H1(E), respec-
tively. Here, C∞0 (E) denote the set of infinitely differentiable functions on E with
compact support.
3.2. Main results
Throughout this paper D is a domain, that is, connected open subset of Rd (d ≥ 2).
Then, we can define the following bilinear form on L2(D,m):
E0(f, g) = 1
2
∫
D
(∇f,∇g) dx, f, g ∈ H1(D),
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where (·, ·) is the standard inner product on Rd. (E0, H1(D)) becomes a strong local Dirichlet
form on L2(D,m). Let {G0α}α>0 be the L2-resolvent associated with (E0, H1(D)). This
section is devoted to the proof of the next theorem: To construct a Hunt process associated
with (E0, H1(D)) starting from every point of D, we impose the following conditions on D:
Condition 3.1. (A.1) For any a ∈ ∂D, there are its neighbourhood Wa in Rd and a bi-
Lipschitz mapping Ψa : B(1)→ Wa such that Ψa(0) = a and Ψa(B+(1)) = Wa ∩D.
(A.2) For any compact subset K of ∂D, we have
sup
a∈K
max{Lip(Ψa),Lip(Ψ−1a )} ∈ (0,∞),
where we define Lip(Ψa) = inf{L ≥ 0 | |Ψa(x) − Ψa(y)| ≤ L|x − y|, x, y ∈ B(1)}.
Lip(Ψ−1a ) is defined in the same manner.
(A.3) (E0, H1(D)) is a regular Dirichlet form on L2(D,m); that is, H1(D) ∩ Cc(D) is both
dense in (H1(D), ∥ · ∥H1(D)) and in (Cc(D), ∥ · ∥∞).
Remark 3.2. (i) It follows from (A.1) that m(∂D) = 0.
(ii) If the boundary of D is locally expressible as a graph of a continuous function of d− 1
variables, we can check (A.3) (see [16, Chapter V, Theorem 4.7] for details). However,
we do not know (A.1) and (A.2) imply (A.3).
Theorem 3.3. Suppose Condition (A.1) and (A.2). Let α > 0, p > d, n ∈ N, and
f ∈ Lp(D,m) ∩ L2(D,m). Then, G0αf is uniformly continuous on D ∩B(n). In particular,
G0αf is continuous on D.
Let CapD be the capacity corresponding to the regular Dirichlet form (E0, H1(D)) on
L2(D,m). We define the measure σ on (∂D,B(∂D)) by σ = 1∂D · Hd−1, where Hd−1 is the
(d− 1)-dimensional Hausdorff measure on Rd. From Proposition 3.4 below, we can check σ
is a smooth Radon measure on (∂D,B(∂D)). Therefore, we can define a positive continuous
additive functional {Lt}t≥0 in the Revuz correspondence to σ.
Proposition 3.4. Suppose (A.1) and (A.3). Then, σ is a Radon measure on (∂D,B(∂D)).
Moreover, if A ⊂ ∂D satisfies CapD(A) = 0, then σ(A) = 0.
In the sequel, we assume the following condition.
Condition 3.5. For any compact subset K of D, there exists a bounded open subset U of
Rd such that K ⊂ U and U ∩D is a bounded Lipschitz domain of Rd.
In section 3.8, we provide the definition of bounded Lipschitz domain and prove that
Condition 3.5 implies Condition 3.1. Under Condition 2.5, we can construct a Hunt process
associated with (E0, H1(D)) whose resolvent satisfies the same property as {G0α}α>0:
Theorem 3.6. Under Condition 3.5, there exists a Hunt process X0 = ({X0t }t≥0, {Px}x∈D)
associated with (E0, H1(D)) whose resolvent {R0α}α>0 has the following property: for any
f ∈ L1(D,m) ∩ L∞(D,m) and α > 0, R0αf ∈ Cb(D).
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Let β be a nonnegative locally bounded Borel measurable function on ∂D and Y =
({Yt}t≥0, {P βx }x∈D) the subprocess of X0 defined by the multiplicative functional{∫ t
0
exp(−β(X0s )) dLs
}
t≥0
.
Namely, Y is the Hunt process whose semigroup {pt}t>0 is given by
ptf(x) = Ex
[
f(X0t )
∫ t
0
exp(−β(X0s )) dLs
]
, t > 0, x ∈ D, f ∈ Bb(D).
Under Condition 3.5 and the following condition on β, Y has the doubly Feller property in
Chung’s sense [12].
Theorem 3.7. Suppose that Condition 3.5 holds. Then,
(i) for any t > 0 and f ∈ Bb(D), ptf ∈ Cb(D).
Furtheremore, we assume σ- ess infz∈∂D β(z) > 0. Then,
(ii) for any t > 0 and f ∈ C∞(D), ptf ∈ C∞(D).
Here, σ- ess inf denotes the essential infimum with respect to σ.
Let (E ,D(E)) be the Dirichlet form on L2(D,m) generated by Y . Under Condition 3.5,
(E ,D(E)) is given by
E(f, g) = 1
2
∫
D
(∇f,∇g) dx+
∫
∂D
f˜ g˜ βdσ, f, g ∈ D(E),
D(E) =
{
f ∈ H1(D)
∣∣∣∣ ∫
∂D
f˜ 2 βdσ <∞
}
,
where f˜ is the CapD-quasi continuous version of f ∈ H1(D). See Definition 3.23 (iii) for the
definition.
Corollary 3.8. Suppose that Conditions 3.5 and σ- ess infz∈∂D β(z) > 0 hold. If the domain
D satisfies
lim
x∈D, |x|→∞
m(D ∩B(x, 1))→ 0,
the embedding D(E) ⊂ L2(D,m) is compact.
3.3. Proof of Theorem 3.3
Let {G0α}α>0 be the L2-resolvent associated with (E0, H1(D)). To prove Theorem 3.3,
we employ a PDE argument due to Stampacchia and Moser used in [20, 21]. Throughout
this section, we write M(a) for max{Lip(Ψa),Lip(Ψ−1a )} (a ∈ ∂D). Furthermore, for n ∈ N,
we define
Dn = D ∩B(n), Kn = ∂D ∩ B(n), Mn = sup
a∈Kn
M(a).
From (A.2), we have Mn ∈ (0,∞).
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3.3.1. Sobolev inequalities of Moser’s type
We note that a Sobolev inequality of Moser’s type in [36, Lemma 2] is valid forH1(B+(r)):
Lemma 3.9. For any κ ∈ (0, 1], there exists c1 = c1(d,κ) > 0 such that(
r−d
∫
B+(r)
|f |q dx
)1/q
≤ c1
{(
r2−d
∫
B+(r)
|∇f |2 dx
)1/2
+
(
r−d
∫
N1
|f |2 dx
)1/2}
,
for all r > 0, f ∈ H1(B+(r)) and q ∈ [2, 2d/(d − 2)] (q ∈ [2,∞) if d = 2). Here N1 is a
Lebesgue measurable subset of B+(r) with m(N1) ≥ κm(B+(r)).
In the following, for a ∈ ∂D, 0 < r ≤ 1, we write B∗a(r) for Ψa(B+(r)). Since each Ψa is
bi-Lipschitz continuous function, the following estimate holds:
M(a)−dm(B+(r)) ≤ m(B∗a(r)) ≤M(a)dm(B+(r)), r ∈ (0, 1]. (3.1)
Lemma 3.10. For any η ∈ (0, 1], q ∈ [2, 2d/(d − 2)] (q ∈ [2,∞) if d = 2), there exists
c2 = c2(d,Mn, η, q) > 0 such that(∫
B∗a(r)
|f |q dx
)1/q
≤ c2rd( 1q− 12)
(
r2
∫
B∗a(r)
|∇f |2 dx+
∫
N2
|f |2 dx
)1/2
for all f ∈ H1(B∗a(r)), N2 ⊂ B∗a(r) with m(N2) ≥ ηm(B∗a(r)), a ∈ Kn, r ∈ (0, 1].
Proof. Let a ∈ Kn, r ∈ (0, 1], η ∈ (0, 1], and N2 ⊂ B∗a(r) with m(N2) ≥ ηm(B∗a(r)). Set
N1 = Ψ−1a (N2) ⊂ B+(r). Using (3.1), we have
m(N1) ≥ (M−2dn η ∧ 1)m(B+(r)) =: η′m(B+(r)).
Set g = f ◦Ψa ∈ H1(B+(r)). Using Lemma 3.9 with N1 and η′, we have(∫
B+(r)
|g|q dx
)1/q
≤ c1(d, η′)
{(
r2−d
∫
B+(r)
|∇g|2 dx
)1/2
+
(
r−d
∫
N1
|g|2 dx
)1/2}
.
On account of the changes of variable formula, (3.1) and the inequality x1/2 + y1/2 ≤ (2x+
2y)1/2 (x, y ≥ 0), the proof is complete for c2 =
√
2c1(d, η′)M
d( 1q+
1
2)
n .
Let E be an open subset of D. Following [20, 21], we define two subspaces of H1(E):
Ĉ(E) = {f ∈ C1(E) | ∥f∥H1(E) <∞, f = 0 on ∂E ∩D},
Ĥ(E) = the completion of Ĉ(E) with respect to the norm ∥ · ∥H1(E).
Ĥ(E) is regarded as a subspace of H1(D) by a natural way. Clearly, if E ⊂ D, then
Ĥ(E) = H10 (E). We define the Dirichlet form (E0E, D(E0E)) on L2(E,m) by
E0E(f, g) :=
1
2
∫
E
(∇f,∇g) dx, f, g ∈ D(E0E) := Ĥ1(E).
For α ≥ 0 and f, g ∈ Ĥ(E), we denote E0E,α(f, g) = E0E(f, g) + α(f, g)L2(E,m). In the sequel,
{GE,α}α>0 denotes the resolvent on L2(E,m) associated with (E0E, D(E0E)).
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Lemma 3.11. For any q ∈ [2, 2d/(d − 2)] (q ∈ [2,∞) if d = 2), there exists c3 =
c3(d,Mn, q) > 0 such that
∥f∥Lq(B∗a(r),m) ≤ c3∥∇f∥L2(B∗a(r),m) (3.2)
for all f ∈ Ĥ(B∗a(r)) with a ∈ Kn and r ∈ (0, 1/(2M2n ∨ 1)].
Proof. For each f ∈ Ĥ(B∗a(r)) with a ∈ Kn, r ∈ (0, 1/(2M2n ∨ 1)], define fˆ ∈ H1(B∗a(1)) by{
fˆ = f on B∗a(r),
fˆ = 0 on B∗a(1) \B∗a(r).
It follows from (3.1) that
m(B∗a(r))
m(B∗a(1))
≤ M(a)
dm(B+(1/(2M2n ∨ 1)))
M(a)−dm(B+(1))
=M(a)2d × (2M2n ∨ 1)−d
≤M2dn × (2M2n ∨ 1)−d
≤ 2−d.
Hence, N = B∗a(1) \B∗a(r) satisfies m(N) ≥ (1− 2−d)m(B∗a(1)). From Lemma 3.10,
∥fˆ∥Lq(B∗a(1),m) ≤ c3
(
∥∇fˆ∥2L2(B∗a(1),m) + ∥fˆ∥2L2(B∗a(1)\B∗a(r),m)
)1/2
,
where c3 = c2(d,Mn, 1− 2−d, q). By the definition of fˆ , we complete the proof.
From Lemma 3.11, Ĥ(B∗a(r)) is a Hilbert space with inner product E0B∗a(r)(·, ·). Therefore,
for all f ∈ L2(B∗a(r)), there exists a unique element GB∗a(r),0f ∈ Ĥ(B∗a(r)) such that
E0B∗a(r)
(
GB∗a(r),0f, g
)
=
∫
B∗a(r)
fg dx, g ∈ Ĥ(B∗a(r)). (3.3)
Using (3.2), we obtain the following by the same argument as in [40, Theorem 4.1].
Lemma 3.12. Let p > d. Then, there exists c4 = c4(d,Mn, p) > 0 such that
∥GB∗a(r),αf∥L∞(B∗a(r),m) ≤ c4r(p−d)/p∥f∥Lp(B∗a(r),m)
for all α ≥ 0, f ∈ L2(D,m) ∩ Lp(D,m), a ∈ Kn, r ∈ (0, 1/(2M2n ∨ 1)].
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3.3.2. Some estimates of solutions and subsolutions
Let a ∈ ∂D and r ∈ (0, 1]. We say a function f ∈ H1(B∗a(r)) is a subsolution of
(E0B∗a(r), Ĥ(B∗a(r)) if for any g ∈ Ĥ(B∗a(r)) with g ≥ 0,
E0B∗a(r)(f, g) ≤ 0. (3.4)
Lemma 3.13. Let a ∈ ∂D and r ∈ (0, 1]. For any positive numbers s1, s2 with 0 < s1 <
s2 ≤ r, there is a smooth function ξ = ξa,s1,s2 ∈ Ĥ(B∗a(r)) such that ξ = 1 on B∗a(s1) and
0 ≤ ξ ≤ 1, and |∇ξ| ≤M(a)(s2 − s1)−1 on B∗a(r).
Proof. Take a smooth function ζ ∈ C∞c (Rd) satisfying the following:
• ζ = 1 on B(s1), ζ = 0 on Rd \B(s2),
• |∇ζ| ≤ (s2 − s1)−1 on B(r).
Then, ξa,s1,s2 := ζ ◦Ψ−1a |B∗a(r) satisfy the required conditions.
In the following, for an open subset E of Rd, we denote by ess supE and ess infE the
essential supremum and essential infimum with respect to m, respectively.
Lemma 3.14. Let a ∈ Kn, r ∈ (0, 1/(2M2n ∨ 1)] and f ∈ H1(B∗a(r)) be a nonnegative
subsolution of (3.4). Then, for all 0 < s < r, we have f ∈ L∞(B∗a(s),m) and there exists
c5 = c5(d,Mn) > 0 such that
ess sup
B∗a(s)
f ≤ c5(r − s)−d/2∥f∥L2(B∗a(r),m).
Proof. For each k ≥ 0, we set fk = (f − k)∨ 0. Fix positive numbers s, t with 0 < s < t ≤ r
and take ξ = ξa,s,t in Lemma 3.13. Noting that fkξ2 ∈ Ĥ(B∗a(t)) ⊂ Ĥ(B∗a(r)), we have
0 ≥
∫
B∗a(r)
(∇f,∇(fkξ2)) dx = ∫
B∗a(t)
|∇fk|2ξ2 dx+ 2
∫
B∗a(t)
ξfk(∇fk,∇ξ) dx
≥ 1
2
∫
B∗a(t)
|∇fk|2ξ2 dx− 2
∫
B∗a(t)
f 2k |∇ξ|2 dx,
which implies
∫
B∗a(t)
|∇fk|2ξ2 dx ≤ 4
∫
B∗a(t)
f 2k |∇ξ|2 dx and
∥∇(fkξ)∥2L2(B∗a(t),m) ≤ 10∥fk∇ξ∥2L2(B∗a(t),m). (3.5)
We fix a positive number q > 2 and define qd > 0 by{
qd = q/2 if d = 2,
qd = d/2 if d ≥ 3.
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Let pd > 1 be the positive number such that 1/pd+1/qd = 1. We note that fkξ ∈ Ĥ(B∗a(t)).
Using Lemma 3.11 and (3.5), we have
∥fkξ∥2L2(B∗a(t),m) (3.6)
≤ ∥fkξ∥2L2pd (B∗a(t),m) ×m ({x ∈ B∗a(t) | fk(x) ̸= 0})
1/qd
≤ c3(d,Mn, 2pd))2∥∇(fkξ)∥2L2(B∗a(t),m) ×m ({x ∈ B∗a(t) | fk(x) ̸= 0})
1/qd
≤ 10c23∥fk∇ξ∥2L2(B∗a(t),m) ×m ({x ∈ B∗a(t) | fk(x) ̸= 0})
1/qd .
From the definition of ξ and (3.6), we have
∥fk∥2L2(Ak,s,m) ≤ 10c23M2n(t− s)−2∥fk∥2L2(Ak,t,m) ×m(Ak,t)1/qd , (3.7)
where we define Ak,s = {x ∈ B∗a(s) | f(x) > k}. Fix l > k ≥ 0. It follows from (3.7) and
Chebyshev’s inequality that
∥fl∥2L2(Al,s,m) ≤ 10c23M2n(t− s)−2∥fl∥2L2(Al,t,m) ×m(Al,t)1/qd (3.8)
≤ 10c23M2n(t− s)−2∥fk∥2L2(Ak,t,m) × {(l − k)−2∥f − k∥2L2(Ak,t,m)}1/qd
= 10c23M
2
n(t− s)−2(l − k)−2/qd∥fk∥2+2/qdL2(Ak,t,m).
We note that (3.8) holds with any k ≥ 0 and s, t with 0 < s < t ≤ r. We define sν =
s+ (r − s)/2ν for ν ∈ N ∪ {0}. For some K > 0 to be determined, we also define
kν = K(1− 1/2ν), ν ∈ N ∪ {0}.
It is easy to see that k0 = 0, s0 = r and kν − kν−1 = K/2ν , sν−1 − sν = (r− s)/2ν . For each
k ≥ 0 and s ∈ (0, r), we define ϕ(k, s) = ∥fk∥L2(Ak,s,m). It follows from (3.8) that
ϕ(kν , sν) ≤
√
10c3Mn(sν−1 − sν)−1(kν − kν−1)−1/qdϕ(kν−1, sν−1)1+1/qd (3.9)
=
√
10c3Mn(r − s)−1K−1/qd2ν(1+1/qd)ϕ(kν−1, sν−1)1+1/qd .
Next, we will prove that there exists γ > 1 such that for ν ∈ N ∪ {0},
ϕ(kν , sν) ≤ ϕ(k0, s0)γ−ν . (3.10)
Obviously, (3.10) is true for ν = 0. Assume (3.10) is true for ν − 1. Using (3.9), we have
ϕ(kν , sν) ≤
√
10c3Mn(r − s)−1K−1/qd2ν(1+1/qd)ϕ(kν−1, sν−1)1+1/qd
≤ √10c3Mn(r − s)−1K−1/qd2ν(1+1/qd){ϕ(k0, s0)γ−(ν−1)}1+1/qd
=
√
10c3Mn(r − s)−1K−1/qdϕ(k0, s0)1/qdγ1+1/qd2ν(1+1/qd)γ−ν/qdϕ(k0, s0)γ−ν .
Let γ = 21+qd . Then, 2ν(1+1/qd)γ−ν/qd = 1. We choose K > 0 such that
√
10c3Mn(r − s)−1K−1/qdϕ(k0, s0)1/qdγ1+1/qd = 1.
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Then, (3.10) holds for ν ∈ N ∪ {0}. Letting ν → ∞ in (3.10), we have (f − K) ∨ 0 = 0
m-a.e. on B∗a(s), which implies
ess sup
B∗a(s)
f ≤ 10qd/2cqd3 M qdn (r − s)−qdϕ(k0, s0)2(1+qd)2
= 10qd/2cqd3 M
qd
n 2
(1+qd)2(r − s)−qd∥f∥L2(B∗a(r),m).
If d = 2, letting q → 2, we have the claim.
Lemma 3.15. Let a ∈ ∂D, r ∈ (0, 1]. If f ∈ H1(B∗a(r)) satisfies
E0B∗a(r),α(f, g) = 0, g ∈ Ĥ(B∗a(r)) (3.11)
for some α ≥ 0, then f ∨ 0 and (−f) ∨ 0 are nonnegative subsolutions of (3.4).
Proof. Let {ψε}ε>0 be convex smooth functions on R such that each ψ′ε(x) and ψ′′ε (x) are
bounded and limε→0 ψε(x) = x ∨ 0, and limε→0 ψ′ε(x) = 1[0,∞)(x). Such {ψε}ε>0 can be
constructed by mollifying the function x .→ x ∨ 0. Take g ∈ Ĥ(B∗a(r)) with g ≥ 0. We may
assume g ∈ L∞(B∗a(r),m). Since ψ′ε(f)g ∈ Ĥ(B∗a(r)), we have
E0B∗a(r)
(
ψε(f), g
)
=
1
2
∫
B∗a(r)
(∇f,∇(ψ′ε(f)g)) dx− 12
∫
B∗a(r)
gψ′′ε (f)|∇f |2 dx
≤ 1
2
∫
B∗a(r)
(∇f,∇(ψ′ε(f)g)) dx.
Here, we used the convexity of ψε. Hence, we obtain
E0B∗a(r)
(
ψε(f), g
) ≤ 1
2
∫
B∗a(r)
(∇f,∇(ψ′ε(f)g)) dx
= E0B∗a(r),α(f,ψ′ε(f)g)− α
∫
B∗a(r)
fψ′ε(f)g dx = 0− α
∫
B∗a(r)
fψ′ε(f)g dx.
Letting ε → 0, we obtain the claim. We can similarly prove (−f) ∨ 0 is a nonnegative
subsolution of (3.4).
Using Lemma 3.14 and Lemma 3.15, we obtain the following corollary.
Corollary 3.16. Let a ∈ Kn and r ∈ (0, 1/(2M2n ∨ 1)]. Every solution f ∈ H1(B∗a(r)) of
(3.11) satisfies
ess sup
B∗a(s)
|f | ≤ c5(r − s)−d/2∥f∥L2(B∗a(r),m), 0 < s < r.
In paticular, f is bounded on B∗a(s).
For each ε ∈ (0, 1), we define Fε(x) = (− log(x+ ε)) ∨ 0.
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Lemma 3.17. Let a ∈ Kn and r ∈ (0, 1/(2M2n ∨ 1)]. Then, there exists c6 = c6(d,Mn) > 0
such that for any nonnegative solution f ∈ H1(B∗a(r)) of (3.11) with α = 0,
sup
ε∈(0,1)
∥∇Fε(f)∥2L2(B∗a(r/2),m) ≤ c6rd−2.
Proof. We write E for B∗a(r). Using Friedrich’s mollifier technique, for each ε ∈ (0, 1), we
can take smooth functions {Fε,δ}δ>0 on [0,∞) such that each derivative F ′ε,δ is Lipschitz
continuous and F ′′ε,δ ≥ (F ′ε,δ)2, and limδ→0 Fε,δ(f) = Fε(f) in L2(E,m). Take ξa,r/2,r ∈
C∞(E) in Lemma 3.13. Then, F ′ε,δ(f)ξ
2 ∈ Ĥ(E). Since f is a solution of (3.11),
0 = E0E(f, F ′ε,δ(f)ξ2) =
1
2
∫
E
(∇Fε,δ(f),∇ξ2) dx+ 1
2
∫
E
ξ2F ′′ε,δ(f)|∇f |2 dx
≥
∫
E
ξ
(∇Fε,δ(f),∇ξ) dx+ 1
2
∫
E
|ξ∇Fε,δ(f)|2 dx
≥ −
(∫
E
|ξ∇Fε,δ(f)|2 dx
)1/2(∫
E
|∇ξ|2 dx
)1/2
+
1
2
∫
E
|ξ∇Fε,δ(f)|2 dx.
This inequality leads to ∫
E
ξ2|∇Fε,δ(f)|2 dx ≤ 4
∫
E
|∇ξ|2 dx.
By the definition of ξ, we obtain
∥∇Fε,δ(f)∥2L2(B∗a(r/2),m) ≤ c6rd−2
with c6(d,Mn) = 16m(B+(1))Md+2n . Letting δ → 0, we obtain this lemma.
Lemma 3.18. Let a ∈ Kn, κ ∈ (0, 1], r ∈ (0, 1/(2M2n ∨ 1)], and let f ∈ H1(B∗a(r)) be a
nonnegative solution of (3.11) with α = 0. If f ∈ H1(B∗a(r)) satisfies
m({f ≥ 1} ∩ B∗a(r/2)) ≥ κm(B∗a(r/2)), (3.12)
then there exists c7 = c7(d,Mn,κ) ∈ (0, 1] such that
ess inf
B∗a(r/4)
f ≥ c7.
Proof. Fix ε ∈ (0, 1). Since Fε is a Lipschitz continuous function on [0,∞), we have Fε(f) ∈
H1(B∗a(r)). Since this is a nonnegative subsolution of (3.4), we see from Lemma 3.14 that
ess sup
B∗a(r/4)
Fε(f) ≤ c5(d,Mn)× (r/4)−d/2∥Fε(f)∥L2(B∗a(r/2),m). (3.13)
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By Lemma 3.10 with q = 2 and N2 = {f ≥ 1} ∩ B∗a(r/2)) and Lemma 3.17, the right-hand
side of (3.13) is estimated as follows:
c5(d,Mn)× (r/4)−d/2∥Fε(f)∥L2(B∗a(r/2),m) (3.14)
≤ c5 × (r/4)−d/2
{
c2(d,Mn,κ, 2)
2r2
(
∥∇Fε(f)∥2L2(B∗a(r/2),m) + ∥Fε(f)∥2L2(N2,m)
)}1/2
= 4d/2c2c5r
−d/2+1∥∇Fε(f)∥L2(B∗a(r/2),m)
≤ 4d/2c2c5 × c6(d,Mn)1/2.
From (3.13), (3.14) and the definition of Fε,
f(x) + ε ≥ c7 m-a.e. x ∈ B∗a(r/4),
where c7 = exp(−4d/2c2c5c1/26 ) ∈ (0, 1]. Since ε ∈ (0, 1) is arbitrary, we obtain the lemma.
In the sequel, for a bounded function f defined on an open set E of D, we define
Osc(f ;E) = ess sup
E
f − ess inf
E
f.
Lemma 3.19. Let a ∈ Kn and r ∈ (0, 1/(2M2n ∨ 1)]. Let w ∈ H1(B∗a(r)) be a solution of
(3.11) with E = B∗a(r) and α = 0. Futhermore, we assume w ∈ L∞(B∗a(r),m). Then, there
exists c8 = c8(d,Mn) ∈ [1/2, 1) such that
Osc(w;B∗a(s/4)) ≤ c8Osc(w;B∗a(s)), 0 < s ≤ r.
Proof. Note that the oscillation of w does not change by adding a constant to w. Therefore,
by adding an appropriate constant to w, we can assume
ess sup
B∗a(s)
w = − ess inf
B∗a(s)
w =
1
2
Osc(w;B∗a(s)) =: K.
Then, (K + w)/K, (K − w)/K satisfy (3.11) with α = 0 and E = B∗a(s). Indeed, since
g ∈ Ĥ(B∗a(s)) ⊂ Ĥ(B∗a(r)) and g = 0 m-a.e. on B∗a(r) \B∗a(s), it holds that
0 = E0B∗a(r),0(w, g) =
1
2
∫
B∗a(r)\B∗a(s)
(∇w,∇g) dm+ 1
2
∫
B∗a(s)
(∇w,∇g) dm
= 0 + E0B∗a(s),0(w, g).
By using this equality and noting that ∇1D = 0, we obtain
0 =
1
2
∫
B∗a(s)
(∇1D,∇g) dm± 1
K
E0B∗a(s),0(w, g) = E0B∗a(s),0
(
K ± w
K
, g
)
.
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(K +w)/K, (K −w)/K are both nonnegative and at least one of them satisfies (3.12) with
κ = 1/2 and r = s. Indeed, if both of them do not satisfy (3.12),
m(B∗a(s/2)) = (1/2)m(B
∗
a(s/2)) + (1/2)m(B
∗
a(s/2))
> m({(K + w)/K ≥ 1} ∩ B∗a(s/2)) +m({(K − w)/K ≥ 1} ∩ B∗a(s/2))
= m({w ≥ 0} ∩ B∗a(s/2)) +m({w ≤ 0} ∩ B∗a(s/2))
≥ m(B∗a(s/2)),
which is a contradiction. If (K + w)/K satisfies (3.12) for κ = 1/2, we have
ess inf
B∗a(s/4)
(K + w)/K ≥ c9(d,Mn, 1/2)
from Lemma 3.18. Therefore,
c7K −K ≤ w ≤ K m-a.e. on B∗a(s/4).
This implies the claim with c8 = 1 − c7(d,Mn, 1/2)/2 ∈ [1/2, 1). In the same manner, we
can obtain the claim if (K − w)/K satisfies (3.12) for κ = 1/2.
3.3.3. Proof of Thereom 3.3
Lemma 3.20. Let r ∈ (0, 1/(2M2n ∨1)], α > 0, p > d, and f ∈ Lp(D,m)∩L2(D,m). Then,
there exists c9(d,Mn, r,α, p, f) > 0 such that
sup
a∈Kn
∥Gαf∥L∞(B∗a(r/2),m) ≤ c9.
Proof. Set u = G0αf and E = B
∗
a(r). Let v = GE,0(f − αu) ∈ Ĥ(E) be the solution of the
equation of (3.3) with α = 0 and f = f − αu. Using Lemma 3.12, we have
∥v∥L∞(E,m) ≤ c4(d,Mn, p)× r(p−d)/p∥f − αu∥Lp(E,m) (3.15)
≤ c4r(p−d)/p
(∥f∥Lp(E,m) + α∥Gαf∥Lp(E,m))
≤ 2c4r(p−d)/p∥f∥Lp(D,m).
Setting w = u− v, we have, for all g ∈ Ĥ(E),
E0E(w, g) = E0E(G0αf −GE,0(f − αu), g)
= E0E(G0αf, g)− (f − αu, g)L2(D,m)
= E0(G0αf, g)− (f − αu, g)L2(D,m)
= E0α(G0αf, g)− (f, g)L2(D,m) = 0.
From Corollary 3.16 and (3.15), we have
∥w∥L∞(B∗a(r/2)) (3.16)
≤ c5(d,Mn)× (r/2)−d/2∥w∥L2(B∗a(r),m)
≤ c5 × (r/2)−d/2(∥G0αf∥L2(B∗a(r),m) + ∥v∥L2(B∗a(r),m))
≤ c5 × (r/2)−d/2(α−1∥f∥L2(D,m) + 2c4r(p−d)/p∥f∥Lp(D,m) ×Md/2n m(B+(1))1/2).
Using (3.15), (3.16), and the relation u = w + v, we complete the proof.
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Lemma 3.21. Let α > 0, p > d, f ∈ Lp(D,m)∩L2(D,m), and r ∈ (0, 1/(2M2n ∨1)]. There
exist c11 = c11(d,Mn, p,α, f, r) > 0, q1 = q1(d,Mn, p) ∈ (0, 1) such that
sup
a∈Kn
Osc(G0αf ;B
∗
a(s)) ≤ c11sq1 , 0 < s ≤ r/8.
Proof. Set u = G0αf , s ∈ (0, r/2], and F = B∗a(s). Let v = GF,0(f − αu) ∈ Ĥ(F ) be the
solution of the equation of (3.3) with α = 0 and f = f − αu. Using Lemma 3.12, we have
∥v∥L∞(B∗a(s),m) ≤ c4(d,Mn, p)s(p−d)/p∥f − αu∥Lp(B∗a(s),m) (3.17)
≤ c4s(p−d)/p
(∥f∥Lp(B∗a(s),m) + α∥Gαf∥Lp(B∗a(s),m))
≤ 2c4s(p−d)/p∥f∥Lp(D,m).
Setting w = u−v, we can check w ∈ H1(F ) satisfies (3.11) with α = 0 by the same argument
as in the proof of Lemma 3.20. Therefore, using Lemma 3.19 and Lemma 3.20, we have
Osc(w;B∗a(s/4)) ≤ c8(d,Mn)Osc(w;B∗a(s)).
Hence, for all s ∈ (0, r/2],
Osc(u;B∗a(s/4)) ≤ Osc(w;B∗a(s/4)) + Osc(v;B∗a(s/4))
≤ c8Osc(w;B∗a(s)) + 2∥v∥L∞(F,m)
≤ c8Osc(u;B∗a(s)) + 4∥v∥L∞(F,m)
≤ c8Osc(u;B∗a(s)) + 8c4s(p−d)/p∥f∥Lp(D,m).
In the last inequality we used (3.17). Using [40, Lemma 7.3], we obtain
Osc(u;B∗a(s/4)) ≤
{
8Osc(u;B∗a(r/8))
r
+
8c4∥f∥Lp(D,m)
1− c10
}
sq1 , 0 < s ≤ r/2.
Here, c10 = c10(c8) ∈ (0, 1) and q1 = q1(c8, (p− d)/p) > 0. Using Lemma 3.20, we have
Osc(u;B∗a(s)) ≤
{
4q1+2 × c9(d,Mn, p,α, f, r)
r
+
4q1 × 8c4∥f∥Lp(D,m)
1− c10
}
sq1 , 0 < s ≤ r/8.
This implies the lemma.
Stampacchia [40] gives an estimate for oscilications on open balls with closures contained
in D:
Lemma 3.22. Let η > 0, a ∈ D \Dη and E = B(a, η), where Dη = {x ∈ D | dist(x, ∂D) <
η}. Let α > 0, p > d, and f ∈ L2(D,m) ∩ Lp(D,m). Then,
Osc(G0αf ;B(a, s)) ≤ c12sq2 , 0 < s ≤ η/4,
where c12 > 0, q2 ∈ (0, 1) and these constants are independent of a ∈ D \ Dη. c12 may
depend on f .
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Take η ∈ (0, 1) and x ∈ Dn ∩Dη. By the definition of Dη, there exists a ∈ ∂D such that
|x− a| < η. Since x ∈ Dn,
a ∈ {z ∈ ∂D | dist(z,Dn) < η}
⊂ {z ∈ ∂D | dist(z,Dn) < 1}
⊂ {z ∈ ∂D | dist(z, B(n)) < 1}.
This implies a ∈ B(n+ 1). Therefore, for any x ∈ Dn ∩Dη, there exists a ∈ Kn+1 such that
|x− a| < η.
Proof of Theorem 3.3. From Lemma 3.21, for any ε > 0, there exists s1 = s1(ε) ≤ 1/{8(2M2n+1∨
1)} such that
sup
a∈Kn+1
Osc(G0αf ;B
∗
a(s1)) < ε. (3.18)
Set η = s1(ε)/2(Mn+1 + 1). For any x ∈ Dn ∩ Dη, there is a ∈ Kn+1 with |x − a| < η. It
follows from Lip(Ψ−1a ) ≤Mn+1 that
x ∈ B(a, s1(ε)/2(Mn+1 + 1)) ∩D
⊂ B(a, s1(ε)/Mn+1) ∩D
⊂ Ψa(B(s1(ε))) ∩D = B∗a(s1(ε)).
Take y ∈ Dn ∩Dη with |x− y| < η. Since x ∈ B(a, s1(ε)/2(Mn+1 + 1)) ∩D,
y ∈ B(a, s1(ε)/Mn+1) ∩D ⊂ B∗a(s1(ε)).
Therefore, every pair x, y ∈ Dn ∩Dη with |x− y| < η is simultaneously contained in B∗a(s1)
with some a ∈ Kn+1. Lemma 3.22 with η = s1(ε)/2(Mn+1 + 1) implies
Osc(G0αf ;B(a, s2)) < ε, a ∈ Dn \Dη/2, (3.19)
for some s2 = s2(ε, η) ∈ (0, η/8].
We now set ρ = (η/2)∧s2. Let x, y ∈ Dn with |x−y| < ρ. If x or y belongs to Dη/2, then
x, y ∈ Dn ∩ Dη and |G0αf(x) − G0αf(y)| < ε by (3.18). Otherwise, |G0αf(x) − G0αf(y)| < ε
by (3.19).
3.4. Proof of Proposition 3.4
3.4.1. Relative capacities and extension domains
In this section, we introduce the definitions of relative capacity and extension domains.
We also give some results on them. They are used for the proof of Proposition 3.4 and
Thereom 3.7.
Definition 3.23 ([7, Definition 5.1]). (i) Let E be an open subset of Rd. For A ⊂ E, we
define
CapE(A) = inf{∥f∥2H1(E) | f ∈ YE(A)},
where YE(A) consists of all functions f ∈ H˜1(E) such that f ≥ 1 m-a.e. on O ∩E for
an open subset O ⊂ Rd with A ⊂ O. If E = Rd, we write Cap(·) for CapRd(·).
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(ii) If A ⊂ E satisfies CapE(A) = 0, A is called CapE-polar set in E. Moreover, if A ⊂ E
and S(x) is a statement in x ∈ A, then we say that S holds CapE-q.e. on A if
{x ∈ A | S(x) fails} is CapE-polar set. When A = E, we simply say S holds CapE-q.e.
(iii) A function f on A ⊂ E is said to be CapE-quasi continuous on A if for each ε > 0
there exists an open subset N of E with CapE(N) < ε such that f is continuous on
A \N .
Remark 3.24. (i) Let E be an open subset of Rd. If H1(E) is a regular Dirichlet form on
L2(E,1Em), we have H˜1(E) = H1(E).
(ii) One can show that CapE(A) = inf{CapE(O) | O is open in E and A ⊂ O}.
(iii) If H1(E) is a regular Dirichlet form on L2(E,1Em), we can define another capacity
according as [19, Chapter 2]. (i), (ii) show this capacity coincides with CapE.
Definition 3.25. An open subset E ⊂ Rd is called a W 1,2-extension domain if there exists
a bounded linear operator T : W 1,2(E)→ W 1,2(Rd) such that Tf = f m-a.e. on E.
Lemma 3.26. Let E1 ⊂ E2 ⊂ Rd be open sets. Then,
CapE1(A) ≤ CapE2(A), A ⊂ E1.
Proof. Let f ∈ YE2(A). Then, g := f |E1 ∈ YE1(A). Therefore,
CapE1(A) ≤ ∥g∥H1(E1) ≤ ∥f∥H1(E2).
Taking infimum in f ∈ YE2(A), we obtain the claim.
Proposition 3.27. Let E1 ⊂ E2 be open subsets of Rd. Suppose E1 is a W 1,2-extension
domain. Then, there exists C = C(E1) > 0 such that
CapE1(A) ≤ CapE2(A) ≤ C · CapE1(A), A ⊂ E1.
Proof. Since E1 is a W 1,2-extension domain, we can apply [7, Theorem 5.4] to show that
there exists C = C(E1) > 0 such that
Cap(A) ≤ C × CapE1(A)
for all A ⊂ E1. Using Lemma 3.26, we have CapE2(A) ≤ C × CapE1(A). The remaining
inequality is clear from Lemma 3.26.
Proposition 3.28. Let E1 ⊂ E2 be open subsets of Rd. Suppose E1 is a W 1,2-extension
domain. Then, f is CapE1-quasi continuous on E1 if and only if f is CapE2-quasi continuous
on E1.
Proof. If f is CapE1-quasi continuous on E1, for any ε > 0, there exists an open subset Oε
of E1 such that CapE1(Oε) < ε and f is continuous on E1 \Oε. Using Proposition 3.27, we
have
CapE2(Oε) ≤ C(E1) · CapE1(Oε) < C(E1)ε.
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We can take an open subset Aε of E2 such that Oε ⊂ Aε and
CapE2(Aε) ≤ CapE2(Oε) + ε.
Therefore, CapE2(Aε) < (C(E1) + 1)ε. Since Oε ⊂ Aε, f is continuous on E1 \ Aε. This
proves f is CapE2-quasi continuous on E1. The remaining claim can be proved in the same
manner.
3.4.2. Proof of Proposition 3.4
Lemma 3.29. For a ∈ ∂D, B∗a(1) is a bounded W 1,2-extension domain. In particular, there
exists a positive constant C > 0 such that
Cap(A) ≤ C · CapB∗a(1)(A) ≤ C · Cap(A), A ⊂ B∗a(1).
Proof. Since B+(1) is a bounded convex domain, this is a bounded Lipschitz domain. There-
fore, B+(1) is a bounded W 1,2-extension domain. By Condition 3.1, B+(1) and B∗a(1) are
bi-Lipschitz homeomorphic. Therefore, it follows from [22, Theorem 8] that B∗a(1) is a
bounded W 1,2-extension domain. Therefore, we see from Proposition 3.27 that there exists
a positive constant C > 0 such that
Cap(A) ≤ C · CapB∗a(1)(A), A ⊂ B∗a(1). (3.20)
On the other hand, it holds that
CapB∗a(1)(A) ≤ Cap(A), A ⊂ B∗a(1) (3.21)
by Lemma 3.26. It is clear that (3.20) and (3.21) imply “In particular” part.
Since ∂D ⊂ ⋃a∈∂D Ψa(B(1)), there exists {an}∞n=1 of ∂D such that ∂D ⊂ ⋃∞n=1Ψan(B(1)).
In the sequel, for each n ∈ N, we shall write Bn for B∗an(1).
Proof of Proposition 3.4. Fix n ∈ N. We note that B+(1) is a bounded Lipschitz domain.
By [17, Theorem 1 (i), p. 133], there exists a positive constant c such that
Hd−1(∂B+(1)) ≤ c∥1B+(1)∥2W 1,2(B+(1)) = cm(B+(1))2 <∞. (3.22)
By Condition 3.1, ∂B+(1) and ∂Bn are bi-Lipschitz homeomorphic. Thus, we see from
[17, Theorem 1, p. 75] and (3.22) that Hd−1(∂Bn) < ∞. Since ∂D ⊂
⋃∞
n=1 ∂Bn, σ is a
Radon measure on (∂D,B(∂D)).
Take an A ⊂ ∂D with CapD(A) = 0. We see from Lemma 3.26 that
CapBn(A ∩Bn) ≤ CapD(A ∩ Bn) ≤ CapD(A) = 0.
By using Lemma 3.29, we have Cap(A ∩ Bn) = 0. From [17, Theorem 4, p. 156], we have
σ(A ∩ Bn) = Hd−1(A ∩ Bn) = 0. Recall that it holds that D =
⋃∞
n=1Bn. This implies that
σ(A) = σ
(
A ∩
∞⋃
n=1
Bn
)
≤
∞∑
n=1
σ(A ∩Bn) = 0,
which completes the proof.
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3.5. Proof of Theorem 3.6
In this section, using the result of [38], we prove Theorem 3.6. For the proof, we shall
give some lemmas. From Condition 3.5, there are increasing bounded open subsets {Un}∞n=1
of Rd satisfying the following conditions:
• In := Un ∩D is a bounded Lipschitz domain of Rd;
• D = ⋃∞n=1On, where we define On := Un ∩D.
The closure of In in Rd is denoted by Jn. Note that Jn is a compact subset of D.
Since In is a bounded Lipschitz domain of Rd, there exists a Hunt process Y n =
({Y nt }t≥0, {Qnx}x∈Jn) on Jn which has the following properties (cf [6, Theorem 3.1, Theo-
rem 3.4]):
(Y.1) the Dirichlet form of Y n is regular on L2(Jn,m) and expressed as
An(f, g) := 1
2
∫
In
(∇f,∇g) dx, f, g ∈ D(An) := H1(In), (3.23)
(Y.2) Y n has a transition density qnt (x, y) which is continuous on (0,∞)× Jn × Jn,
(Y.3) for any f ∈ Bb(Jn), we have qnt f :=
∫
Jn
qnt (·, y)f(y) dy ∈ Cb(Jn),
(Y.4) there exist a1,n = a1,n(d, In) > 0, a2,n = a2,n(d, In) > 0, and b1,n = b1,n(d, In) > 0, b2,n =
b2,n(d, In) > 0 such that
b1,nt
−d/2 exp(−|x− y|2/b2,nt) ≤ qnt (x, y) (3.24)
≤ a1,nt−d/2 exp(−|x− y|2/a2,nt)
for any (t, x, y) ∈ (0,∞)× Jn × Jn.
We denote by (Ln,D(Ln)) the (non-positive) L2-generator of (An,D(An)). The semigroup
of Y n is canonically extended to semigroups on L1(D,m) and L2(D,m). The extensions are
also denoted by {qnt }t>0. The L1-generator of {qnt }t>0 is denote by (Ln1 ,D(Ln1 )).
Since In is a bounded Lipschitz domain, it is also an extension domain in the sense of
[22]. Therefore, by [22, Theorem 2], there exist positive constants c ≥ 1, R > 0 such that
c−1rd ≤ m(B(x, r) ∩ Jn)) ≤ crd
for any x ∈ Jn, r ∈ (0, R]. This means Jn is an Ahlfors d-space in the sense of [8]. Y n is a
diffusion process on Jn with Gaussian bounds (3.24). Thus, we can apply [8, Proposition A.3]
and obtain the next lemma.
Lemma 3.30. Let n ∈ N and K be a compact subset of Jn, and ε > 0. Then there exists
a function fn ∈ L∞(Jn,m) such that fn(x) = 1 for x ∈ K, fn(x) = 0 when dist(x,K) ≥ ε,
and f ∈ D(Ln). Furthermore, 0 ≤ fn ≤ 1 and ∥Lnfn∥L∞(Jn,m) <∞.
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We fix n ∈ N and take the function fn in Lemma 3.30, whose support is included in In.
Since fn ∈ D(Ln), there exist t > 0 and g ∈ L2(Jn,m) such that fn = qnt g = qnt/2(qnt/2g). For
each t > 0, qnt/2g ∈ L∞(Jn,m) by (3.24). Thus, qnt g = qnt/2(qnt/2g) is a bounded continuous
function on Jn by (Y.3). This implies that there exists a continuous version of fn on D. The
continuous version is also denoted by fn.
Lemma 3.31. For any n ∈ N, (∇fn,∇fn) ∈ L∞(D,m).
Proof. By the construction of fn, we have ∥fn∥L∞(Jn,m) and ∥Lnfn∥L∞(Jn,m) <∞. It follows
from [38, Lemma 5.2 (ii)] that f 2n ∈ D(Ln1 ). Thus, f 2n = qnt g for some t > 0 and g ∈ L1(Jn,m).
Since qnt/2g ∈ D(Ln1 ),
Ln1f 2n = Ln1 (qnt/2qnt/2g) = qnt/2(Ln1qnt/2g).
We see from (3.24) that qnt/2(L
1(Jn,m)) ⊂ L∞(Jn,m). Since Ln1qnt/2g ∈ L1(Jn,m), it holds
that Ln1f 2n = qnt/2(Ln1qnt/2g) ∈ L∞(Jn,m). By [38, Lemma 2.5 (ii)],
(∇fn,∇fn) = Ln1f 2n − 2fnLnfn,
which yields (∇fn,∇fn) ∈ L∞(Jn,m). Since the support of fn is included in In, it holds
that (∇fn,∇fn) ∈ L∞(D,m).
In the sequel, we denote by (L,D(L)) the (non-postive) L2-generator of (E , H1(D)).
Lemma 3.32. For any n ∈ N, fn ∈ D(L) and Lfn ∈ L∞(D,m).
Proof. Since the support of fn is included in In, fn belongs to H1(D). For any g ∈ H1(D) ⊂
H1(In),
E0(fn, g) = (1/2)
∫
D
(∇fn,∇g) dm = (1/2)
∫
In
(∇fn,∇g) dm = An(fn, g). (3.25)
Since fn ∈ D(Ln), E0(fn, g) = −
∫
In
gLnfn dm. This shows that the functional H1(D) ∋
g .→ E0(f, g) is continuous with respect to the L2(D,m)-topology. Therefore, fn ∈ D(L). It
follows from (3.25) that ∫
In
gLfn dm =
∫
In
gLnfn dm
for any g ∈ H1(D) such that g˜D = 0 CapD-q.e. on D \On. The whole of such a function g is
a dense subspace of L2(On,m) and so of L2(In,m). See [19, Theorem 4.4.3 (i)] for the proof.
This implies that Lfn = Lnfn m-a.e. on In and Lfn is bounded on Jn by Lemma 3.30.
By [38, Lemma 5.2 (i)], the support of Lfn is included in that of fn. Therefore, Lfn is a
bounded function on Jn.
Let DQ = D ∩Qd. According to Lemma 3.30, Lemma 3.31, and Lemma 3.32, we reach
the next proposition.
Proposition 3.33. There exists {fn}∞n=1 ⊂ D(L) ∩ Cc(D) such that
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(i) for all ε ∈ (0, 1) ∩ Q and y ∈ DQ there exists n ∈ N such that fn(x) ≥ 1, for all
x ∈ D ∩ B(y, ε/4) and fn = 0 on D \B(y, ε/2),
(ii) for any n ∈ N, Lfn ∈ L∞(D,m) and (∇fn,∇fn) ∈ L∞(D,m).
Theorem 3.3 implies that G0α1A(x) = 0 for any α > 0, x ∈ D, and any A ∈ B(D) with
m(A) = 0. This implies that the kernel of G0α is absolutely continuous with respect to m
and there exists a jointly measurable function rα(x, y) on D ×D such that
G0αf(x) =
∫
D
r0α(x, y)f(y)m(dy)
for any α > 0 and x ∈ D and any f ∈ L1(D,m) ∩ L∞(D,m). We note that (E0, H1(D)) is
conservative. See [19, Exercise 5.7.1] for the conservativeness. Thus, it holds that αG0α1(x) =
1 for any x ∈ D and α > 0. For each α > 0, the density r0α(x, y) is symmetric in x and y,
and satisfies the resolvent equation. Let {p0t (x, y)}t>0 be the jointly measurable functions on
D ×D whose Laplace transform is {r0α(x, y)}α>0. Then, it holds that
∫
D p
0
t (x, y)m(dy) = 1
for any t > 0 and x ∈ D. It is easy to see that each p0t (x, y) is symmetric in x and y,
and satisfies the Chapman-Kolmogorov equation. By the Kolmogorov extension theorem,
we can construct a family of probability measure {Px}x∈D on D[0,∞) and a Markov process
X0 = ({X0t }t≥0, {Px}x∈D) on D with respect to {p0t (x, y)}t>0. By the construction of X0,
the resolvent {R0α}α>0 generates the Dirichlet form (E0, H1(D)) and R0αf ∈ Cb(D) for any
α > 0, f ∈ L1(D,m) ∩ L∞(D,m). On the other hand, since (E0, H1(D)) is a regular
conservative strong local Dirichlet form on L2(D,m), there exists a conservative diffusion
process X1 = ({X1t }t≥0, {P 1x}x∈D) on D whose resolvent {R1α}α>0 satisfies
R1αf(x) = G
0
αf(x), x ∈ D \N, α > 0, f ∈ L1(D,m) ∩ L∞(D,m).
Here, N is a subset of D with CapD(N) = 0. Since {R0α}α>0 is a version of {G0α}α>0, there
exists N1 ∈ B(D) with m(N1) = 0 such that the distributions of X0 = ({X0t }t≥0, {Px}x∈D)
and X1 = ({X1t }t≥0, {P 1x}x∈D) coincide except on N1. Since X1 is a conservative diffusion
process on D,
Px(C([0,∞);D)) = 1, x ∈ D \N1. (3.26)
Here, C([0,∞);D) denotes the space of D-valued continuous functions on [0,∞). For a
subset S ⊂ [0,∞) with inf S = ε > 0 and supS < ∞, we define BS = {X0 ∈ D[0,∞) |
X is continuous on S}. Then, by (3.26) and the Markov property of X0, it holds that
Px(BS) = Ex[PX0ε (BS−ε)] =
∫
D
Py(BS−ε)p0ε(x, y)m(dy) =
∫
D
p0ε(x, y)m(dy) = 1
for any x ∈ D. The same argument in [41, Lemma 2.1.2] shows that
Px(C((0,∞);D)) = 1, x ∈ D. (3.27)
Here, C((0,∞);D) denotes the space of D-valued continuous functions on (0,∞).
We are now ready to prove Theorem 3.6.
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Proof of Theorem 3.6. We denote by {p0t}t>0 the semigroup of X0. Recall that each p0t has a
jointly measurable density p0t (x, y) defined on D×D. Therefore, the condition (H.1) stated
in [38] is satisfied for {p0t}t>0. For Theorem 3.6, it is sufficient to prove that the conditions
(H.2)’ (i), (ii), (iii), (iv) stated in [38] are satisfied. (H.2)’ (iv) is clear from the construction
of {p0t}t>0 and (3.27). Since R0α(L1(D,m) ∩ L∞(D,m)) ⊂ Cb(D), the condition (H.2)’ (iii)
is satisfied. By Proposition 3.33, the conditions (H.2)’ (i) and (ii) are satisfied. See also
[38, Remark 2.7 (ii)]. By [38, Lemma 2.9], there exists a Hunt process whose semigroup is
{p0t}t>0.
3.6. Proof of Theorem 3.7
In the following, we denote by D∆ = D∪ {∆} the one-point compactification of D. Any
function f defined on D is extended to D∆ by setting f(∆) = 0.
3.6.1. An estimate of boundary local time
Let X0 = (Ω, {X0t }t≥0, {Px}x∈D) be the Hunt process in Theorem 3.6. In the sequel,
for x ∈ D, we denote by Ex the expectation under the measure Px. The semigroup of X0
is denoted by {p0t}t>0. We note that X0 satisfies the absolutely continuous condition: the
transition function p0t (x, ·) of X0 satisfies that
p0t (x, ·) is absolutely continuous with respect to m for each t > 0 and x ∈ D.
Recall that β is a locally bounded nonnegative Borel measurable function on ∂D and {Lt}t≥0
a positive continuous additive functional with Revuz measure σ.
This section is devoted to prove the following proposition.
Proposition 3.34. For any compact subset K of D, we have
lim
t→0
sup
x∈K
Ex
[
1− exp
(
−
∫ t
0
β(X0s ) dLs
)]
= 0.
To prove Proposition 3.34, we give some lemmas. Recall that {Un}∞n=1 are increasing
bounded open subsets of Rd with the following conditions:
• In := Un ∩D is a bounded Lipschitz domain of Rd;
• D = ⋃∞n=1On, where we define On := Un ∩D.
The closure of In in Rd is denoted by Jn. Note that On is an open subset of Jn+1 and D.
For each n ∈ N, we define
Xnt :=
{
X0t if t < τn,
∆ if t ≥ τn,
where τn = inf{t > 0 : X0t ∈ D \On}. We call Xn = (Ω, {Xnt }t≥0, {Px}x∈On) the part of X0
on On. We note that
pnt f(x) = Ex[f(X
0
t ) : t < τn], f ∈ Bb(D), x ∈ On,
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is the semigroup of Xn. It is clear that Xn satisfies the absolutely continuous condition.
The Dirichlet form of Xn is a regular Dirichlet form on L2(On,m) and it is expressed as
En(f, g) = 1
2
∫
D
(∇f,∇g) dx, D(En) =
{
f ∈ H1(D)
∣∣∣ f˜D = 0, CapD-q.e. on D \On} .
See [19, Theorem 4.4.2] and [19, Theorem 4.4.3] for details.
Recall that Y n = ({Y nt }t≥0, {Qnx}x∈Jn) is the Hunt process which satisfies (Y.1), (Y.2),
(Y.3), (Y.4) stated in the previous section. In the sequel, we denote by
Y n+1,n = ({Y n+1,nt }t≥0, {Qn+1x }x∈Kn)
the part of Y n+1 on On. Y n+1,n is defined in the same manner as Xn. The semigroup of
Y n+1,n is denoted by {qn+1,nt }t>0.
In fact, the finite dimensional distributions of Xn and Y n+1,n coincide for any starting
point. To show this, we prepare some lemmas.
Lemma 3.35. For any n ∈ N, the Dirichlet form of Y n+1,n coincides with that of Xn.
Proof. By [19, Theorem 4.4.2] and [19, Theorem 4.4.3], the Dirichlet form of Y n+1,n is regular
on L2(On,m) and expressed as
An+1,n(f, g) = 1
2
∫
In+1
(∇f,∇g) dx,
D(An+1,n) =
{
f ∈ H1(In+1)
∣∣∣ f˜Jn+1 = 0, CapJn+1-q.e. on Jn+1 \On} .
First, we prove D(An+1,n) ⊂ D(En). Take an f ∈ D(An+1,n). Then, there exists a CapJn+1-
quasi continuous version f˜Jn+1 such that f˜Jn+1 = 0, CapJn+1-q.e. on Jn+1 \ On. From
Propositions 3.27 and 3.28, f˜Jn+1 is CapD-quasi continuous on Jn+1 and f˜
Jn+1 = 0, CapD-
q.e. on Jn+1 \On Define g : D → R by{
g = f˜Jn+1 on Jn+1,
g = 0 on D \ Jn+1.
Then, g is a CapD-quasi continuous onD and g = 0, CapD-q.e. onD\On. Define h ∈ H1(D)
by {
h = f on In+1,
h = 0 on D \ In+1.
Then, g is a CapD-quasi continuous version of h. Therefore, h ∈ D(En). Since f = h, m-a.e.
on On, we have D(An+1,n) ⊂ D(En).
Next we prove D(En) ⊂ D(An+1,n). Take an f ∈ D(En). Then there exists a CapD-quasi
continuous version f˜D such that f˜D = 0, CapD-q.e. on D \ On. Define g : Jn+1 → R by
g = f˜D|Jn+1 . From Propositions 3.27 and 3.28, g is CapJn+1-quasi continuous and g = 0,
CapJn+1-q.e. on Jn+1 \ On. Define h ∈ H1(In+1) by h = f |In+1 . Since g is a CapJn+1-quasi
continuous version of h, we have h ∈ D(An+1,n). Since f = h, m-a.e. on On, we have the
claim.
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Lemma 3.36. For any n ∈ N, the part process Y n+1,n has a semigroup strong Feller prop-
erty. That is, for any f ∈ Bb(On) and t > 0, we have qn+1,nt f ∈ Cb(On).
Proof. Since Y n+1 has property (Y.3) and Jn+1 is compact, the proof is complete by [11,
Theorem 1.4].
We shall show the finite dimensional distributions of Xn and Y n+1,n coincide for any
starting point.
Lemma 3.37. For any n ∈ N, f ∈ Bb(On), and t > 0,
pnt f(x) = q
n+1,n
t f(x), x ∈ On.
In particular, the part process Xn has the semigroup strong Feller property.
Proof. From Lemma 3.35, for any f ∈ Cb(On) and t > 0, we have pnt f = qn+1,nt f m-a.e. on
On. It follows from the absolute continuity condition of Xn that
pns+tf(x) = p
n
s (p
n
t f)(x) = p
n
s (q
n+1,n
t f)(x)
for all s > 0, x ∈ On. From Lemma 3.36, qn+1,nt f ∈ Cb(On). Letting s→ 0, we have pnt f(x) =
qn+1,nt f(x) from the sample path continuity of X
n. Using a monotone class theorem, we
obtain the claim. “In particular” part follows from Lemma 3.36.
By using Lemma 3.36, we give some estimates necessary for the proof of Proposition 3.34.
Lemma 3.38. For any n ∈ N, there exists a3,n = a3,n(d, In) > 0 such that
sup
x∈On
∫ t
0
∫
∂D∩On
qn+1s (x, y) σ(dy) ds ≤ a3,n
√
t, 0 < t ≤ 1.
Proof. Since ∂D ∩ On and Jn are bounded subsets of D, from Condition 3.5, there exists a
bounded open subset Un ⊂ Rd such that Jn ∪ (∂D ∩ On) ⊂ Un and D ∩ Un is a bounded
Lipschitz domain of Rd. In the sequel, D∩Un is denoted by Vn. It is easy to see ∂D∩On ⊂
∂Vn and On ⊂ Vn. Define the measure σn on ∂Vn by 1∂Vn · Hd−1. Then,∫ t
0
∫
∂D∩On
qn+1s (x, y) σ(dy) ds ≤
∫ t
0
∫
∂Vn
qn+1s (x, y) σn(dy) ds. (3.28)
For ε > 0, we define V εn = {x ∈ Vn | dist(x, ∂Vn) < ε}. By (3.24) and Lemma 3.50 below,
there exist positive constants ε0 and a3,n = a3,n(d, Vn) such that
1
ε
∫
V εn
qn+1s (x, y) dy ≤ a3,n/
√
s, s ∈ (0, 1], (3.29)
for any ε ∈ (0, ε0), x ∈ Vn, and s ∈ (0, 1]. For each s ∈ (0, 1] and x ∈ Jn+1, qn+1s (x, y) is a
bounded continuous function in y. Thus, by letting ε→ 0 in (3.29), we obtain
sup
x∈Vn
∫
∂Vn
qn+1s (x, y) σn(dy) ≤ a3,n/
√
s, s ∈ (0, 1] (3.30)
from [10, Lemma 7.1]. Combining (3.28) with (3.30), we complete the proof.
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Lemma 3.39. For any 0 ≤ s < t, n ∈ N, f ∈ B+(D), x ∈ On,
Ex
[∫ t
s
f(X0r ) dLr∧τn
]
= Ex
[∫ t
s
f(Xnr ) dLr
]
, (3.31)
Ex
[∫ t
s
f(X0r ) dLr∧τn
]
≤ Ex
[∫ t
s
f(Xnr−s ◦ θs) dLr−s ◦ θs : s < τn
]
. (3.32)
Here, {θt}t≥0 is the shift operator of X0.
Proof. By straightforward calculation,
Ex
[∫ t
s
f(X0r ) dLr∧τn
]
(3.33)
= Ex
[∫ t
s
f(X0r ) dLr∧τn : t < τn
]
+ Ex
[∫ t
s
f(X0r ) dLr∧τn : t ≥ τn
]
= Ex
[∫ t
s
f(Xnr ) dLr : t < τn
]
+ Ex
[∫ τn
s
f(Xnr ) dLr : t ≥ τn
]
+ Ex
[∫ t
τn
f(X0r ) dLr∧τn : t ≥ τn
]
= Ex
[∫ t
s
f(Xnr ) dLr : t < τn
]
+ Ex
[∫ τn
s
f(Xnr ) dLr : t ≥ τn
]
+ 0.
In the last line, we used the fact that the measure dLr∧τn vanishes on [τn, t]. It holds that
Ex
[∫ t
τn
f(Xnr ) dLr : t ≥ τn
]
= Ex
[∫ t
τn
f(∆) dLr : t ≥ τn
]
= 0. (3.34)
Combining (3.33) with (3.34), we obtain
Ex
[∫ t
s
f(X0r ) dLr∧τn
]
= Ex
[∫ t
s
f(Xnr ) dLr : t < τn
]
+ Ex
[∫ τn
s
f(Xnr ) dLr : t ≥ τn
]
+ Ex
[∫ t
τn
f(Xnr ) dLr : t ≥ τn
]
= Ex
[∫ t
s
f(Xnr ) dLr
]
,
which implies (3.31). By a similar argument,
Ex
[∫ t
s
f(X0r ) dLr∧τn
]
= Ex
[∫ t
s
f(X0r ) dLr∧τn : s < τn
]
= Ex
[∫ t
s
f(Xnr−s ◦ θns ) dLr−s ◦ θs : s < τn, t < τn
]
+ Ex
[∫ τn
s
f(Xnr−s ◦ θns ) dLr−s ◦ θs : s < τn, t ≥ τn
]
.
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Here, θns is the shift operator of X
n. Since θns = θs for s < τn,
Ex
[∫ t
s
f(X0r ) dLr∧τn
]
≤ Ex
[∫ t
s
f(Xnr−s ◦ θs) dLr−s ◦ θs : s < τn, t < τn
]
+ Ex
[∫ t
s
f(Xnr−s ◦ θs) dLr−s ◦ θs : s < τn, t ≥ τn
]
.
This yields (3.32).
Lemma 3.40. For any 0 < t ≤ 1, n ∈ N, f ∈ B+(D), x ∈ On,
Ex
[∫ t
0
f(X0s ) dLs∧τn
]
≤
∫ t
0
∫
∂D∩On
qn+1s (x, y)f(y) σ(dy) ds.
Proof. From [19, Lemma 5.1.10], we have, for any f, h ∈ B+(D),∫
D
h(x)Ex
[∫ t
0
f(X0s ) dLs∧τn
]
dx =
∫ t
0
∫
∂D∩Kn
Ey[h(X
n
s )]f(y) σ(dy) ds. (3.35)
It follows from Lemma 3.37 that
Ey[h(X
n
s )] = q
n+1,n
s h(y) ≤
∫
Jn+1
h(x)qn+1s (y, x) dx. (3.36)
for any y ∈ On, s < t. From (3.35), (3.36), for any f ∈ B+(D),
Ex
[∫ t
0
f(X0s )dLs∧τn
]
≤
∫ t
0
∫
∂D∩On
qn+1s (x, y)f(y) σ(dy) ds m-a.e. x ∈ Jn+1. (3.37)
Fix x ∈ On and 0 < s < t. Put F (x) = Ex[
∫ t−s
0 f(X
0
r ) dLr∧τn ]. From (3.32) and the Markov
property of X0, and Lemma 3.37,
Ex
[∫ t
s
f(X0r ) dLr∧τn
]
≤ Ex
[∫ t
s
f(Xnr−s ◦ θs) dLr−s ◦ θs : s < τn
]
(3.38)
= Ex
[
EX0s
[∫ t−s
0
f(Xnr ) dLr
]
: s < τn
]
= Ex
[
EX0s
[∫ t−s
0
f(X0r ) dLr∧τn
]
: s < τn
]
= pnsF (x) = q
n+1,n
s F (x).
In the third line, we used (3.31). From the inequality qn+1,ns F (x) ≤ qn+1s F (x) and (3.37),
the right-hand side of (3.38) is estimated as follows.
qn+1,ns F (x) ≤
∫
Jn+1
qn+1s (x, y)
∫ t−s
0
∫
∂D∩On
qn+1r (y, z)f(z) σ(dz) dr dy. (3.39)
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Combining (3.38) with (3.39), we have
Ex
[∫ t
s
f(X0r ) dLr∧τn
]
≤
∫
Jn+1
qn+1s (x, y)
∫ t−s
0
∫
∂D∩On
qn+1r (y, z)f(z) σ(dz) dr dy
=
∫ t
s
∫
∂D∩On
qn+1r (x, z)f(z) σ(dz) dr.
Letting s→ 0, we complete the proof.
Lemma 3.41. For any x ∈ D, Px(limn→∞ τn <∞) = 0.
Proof. We follow the argument in [38, Lemma 5.10]. We note that each On is a relatively
compact open subset of D and D =
⋃∞
n=1On. By [19, Lemma 5.5.2], there exists N ⊂ D
such that CapD(N) = 0 and
Px( lim
n→∞
τn =∞) = 1, x ∈ D \N. (3.40)
Recall that X0 satisfies the absolutely continuous condition. By [19, Theorem 4.1.1] and
[19, Theorem 4.1.3], there exists a Borel subset N1 ⊂ D such that N ⊂ N1 and
Px(σN1 <∞) = 0, (3.41)
for all x ∈ D. Here σN1 = inf{t > 0 | X0t ∈ N1}. Take x ∈ D =
⋃∞
n=1On. Then, there
exists n0 ∈ N such that x ∈ On0 and Px(Ω1) = 1, where Ω1 := {τn0 > 0}. For all ω ∈ Ω1,
n > n0, and small t = t(ω) > 0, we have τn ◦ θt(ω) ≤ τn(ω). Here, θt is the shift operator of
X0. Therefore, for all ω ∈ Ω1, limt→0 limn→∞ τn ◦ θt(ω) ≤ limn→∞ τn(ω). It follows from the
Markov property of X0, (3.41) and (3.40) that for any x ∈ D
Px( lim
n→∞
τn <∞) ≤ Px(lim
t→0
lim
n→∞
τn ◦ θt <∞)
≤ lim
t→0
Ex(PX0t ( limn→∞
τn <∞))
= lim
t→0
Ex(PX0t ( limn→∞
τn <∞) : X0t ∈ D \N)
= 0.
Lemma 3.42. For any compact subset K of D and t > 0, we have
lim
n→∞
sup
x∈K
Px(τn ≤ t) = 0.
Proof. We follow the argument in [11, Theorem 1.4]. We may assume K ⊂ O1. It follows
from Lemma 3.37 that for any n ∈ N
P(·)(τn ≤ t) = 1− pnt 1On(·) ∈ Cb(On).
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Therefore, the map x .→ Px(τn ≤ t) is continuous on K. Hence, there exists xn ∈ K such
that supx∈K Px(τn ≤ t) = Pxn(τn ≤ t). Since K is a compact subset of D, there exists a
subsequence of {xn}∞n=1 ⊂ K which converges to some point x0 ∈ K. This subsequence is
also denoted by {xn}∞n=1. For any n > m, we have Pxn(τn ≤ t) ≤ Pxn(τm ≤ t). Since the
map x .→ Px(τm ≤ t) is continuous on K,
lim
n→∞
sup
x∈K
Px(τn ≤ t) = lim
n→∞
Pxn(τn ≤ t) ≤ lim
n→∞
Pxn(τm ≤ t) = Px0(τm ≤ t).
Letting m→∞, we complete the proof from Lemma 3.41.
Proof of Proposition 3.34. We may assume K ⊂ O1 and 0 < t ≤ 1. For any n ∈ N,
sup
x∈K
Ex
[
1− exp
(
−
∫ t
0
β(X0s ) dLs
)]
(3.42)
≤ sup
x∈On
Ex
[
1− exp
(
−
∫ t∧τn
0
β(X0s ) dLs
)]
+ sup
x∈K
Px(t ≥ τn)
≤ sup
x∈On
Ex
[∫ t∧τn
0
β(X0s ) dLs
]
+ sup
x∈K
Px(1 ≥ τn).
In the last inequality we used an elementary inequality: 1 − exp(−x) ≤ x. Since β is
locally bounded, there exists a4,n > 0 such that supz∈On β(z) ≤ a4,n. Using Lemma 3.38 and
Lemma 3.40, we obtain
sup
x∈On
Ex
[∫ t∧τn
0
β(X0s ) dLs
]
≤ a3,na4,n
√
t.
Thus, letting t→ 0 and then n→∞ in (3.42), we complete the proof from Lemma 3.42.
3.6.2. Proof of Theorem 3.7 (i)
Let Y = ({Yt}t≥0, {P βx }x∈D) be the subprocess of X0 defined by the multiplicative func-
tional {exp(− ∫ t0 β(X0s ) dLs)}t≥0. We denote by {pt}t>0 the semigroup of Y . To prove
Theorem 3.7 (i), we shall improve Theorem 3.6 as follows.
Theorem 3.43. Suppose that Condition 3.5 is fulfilled. Then, for any f ∈ Bb(D) and t > 0,
p0tf ∈ Cb(D).
Proof. Fix an f ∈ Bb(D) and t > 0. It follows from Lemma 3.42 that
lim
n→∞
sup
x∈K
|p0tf(x)− pnt f(x)| ≤ ∥f∥L∞(D,m) × limn→∞ supx∈K Px(t ≥ τn) = 0
for any compact subset K of D. We may assume K ⊂ O1. From Lemma 3.37, pnt f ∈ Cb(On)
for all n ∈ N. Hence, we have the claim.
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Proof of Theorem 3.7 (i). Let f ∈ Bb(D) and s, t > 0 with s < t. We write At for∫ t
0 β(X
0
s ) dLs. Fix a compact subset K of D. By the Markov property of X
0,
sup
x∈K
∣∣ptf(x)− p0spt−sf(x)∣∣
= sup
x∈K
∣∣Ex[exp(−At)f(X0t )]− Ex[pt−sf(X0s )]∣∣
= sup
x∈K
∣∣Ex[exp(−As)EX0s [exp(−At−s)f(X0t−s)]]− Ex[pt−sf(X0s )]∣∣
≤ ∥f∥L∞(D,m) × sup
x∈K
Ex[1− exp(−As)].
Letting s→ 0, we obtain the claim from Proposition 3.34 and Theorem 3.43.
3.7. Proof of Theorem 3.7 (ii) and Corollary 3.8
We note that β is assumed to be such that σ- ess inf∂D β > 0 in this section. From
Proposition 3.4, we can define the following Dirichlet form on L2(D,m):
E(f, g) = 1
2
∫
D
(∇f,∇g) dx+
∫
∂D
f˜ g˜ βdσ,
D(E) = H1(D) ∩
{
f ∈ H1(D)
∣∣∣∣ ∫
∂D
f˜ 2 βdσ <∞
}
,
where f˜ is a CapD-quasi continuous version of f ∈ H1(D). From [19, Theorem 6.1.2] and
Proposition 3.4, (E ,D(E)) is a regular Dirichlet form on L2(D,m). Let {Tt}t>0 be the
L2-semigroup associated with (E ,D(E)). From Lemma 3.44 below, {Tt}t>0 has a ultracon-
tractivity i.e. for any t > 0 and f ∈ L1(D,m), we have Ttf ∈ L∞(D,m).
Lemma 3.44. There exists a0 = a0(d) > 0 such that
∥f∥L2d/(d−1)(D,m) ≤ a0E1(f, f), f ∈ D(E).
In particular, there exists a1 > 0 such that for all t > 0 and f ∈ L1(D,m), we have
Ttf ∈ L∞(D,m) and
∥Ttf∥L∞(D,m) ≤ a1ett−d∥f∥L1(D,m).
Proof. Using Maz’ya’s result [33, Corollary, p. 319], we have
∥f∥L2d/(d−1)(D,m) ≤ a0E1(f, f) (3.43)
for all f ∈ H1(D) ∩ Cc(D). From Proposition 3.4, H1(D) ∩ Cc(D) = D(E) ∩ Cc(D). Since
(E ,D(E)) is regular on L2(D,m), (3.43) holds for all f ∈ D(E).
Since {Tt}t>0 is ultracontractive, each Tt admits an integral kernel pt(x, y). One can show
that pt(x, y) has Gaussian estimates following the lines of the proof of [4, Theorem 4.4]. See
also [5, Theorem 5.3].
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Theorem 3.45. There exist positive constants a2, a3 > 0 such that
pt(x, y) ≤ a2ett−d exp(−|x− y|2/a3t)
for all t > 0 and m-a.e. (x, y) ∈ D ×D.
From [19, Theorem 6.1.1] and Proposition 3.4, the Dirichlet form of Y = ({Yt}t≥0, {Px}x∈D)
is (E ,D(E)). Hence, for any t > 0 and f ∈ Bb(D) ∩ L2(D,m), we have ptf = Ttf m-a.e.
Lemma 3.46. For any t > 0 and r > 4,
sup
x∈D
pt1D\B(x,r)(x) ≤ a4r−a5 ,
where a4 and a5 are positive constants independent of r.
Proof. Fix x ∈ D. By Theorem 3.45 and straightforward calculation,
pt1D\B(x,r)(y) ≤ a4r−a5 (3.44)
for m-a.e. y ∈ B(x, r/4) ∩D. Here, a4 and a5 are positive constants independent of r, x, y.
From Theorem 3.7 (i), we have pt1D\B(x,r) ∈ Cb(D). Hence
pt1D\B(x,r)(x) ≤ a4r−a5 .
Taking supremum in x, we complete the proof.
Proof of Theorem 3.7 (ii). It suffices to show that pt(Cc(D)) ⊂ C∞(D). For any f ∈ Cc(D),
we have ptf ∈ Cb(D) from Theorem 3.7 (i). Therefore, it remains to show ptf vanishes at
infinity. It follows from Lemma 3.46 that
|ptf(x)| ≤ sup
y∈D∩B(x,r)
|f(y)|+ ∥f∥L∞(D,m) × pt1D\B(x,r)(x)
≤ sup
y∈D∩B(x,r)
|f(y)|+ ∥f∥L∞(D,m) × a4r−a5
for each x ∈ D. By letting |x|→∞ and then r →∞, we obtain the claim.
Proof of Corollary 3.8. Note that
lim
x∈D, |x|→∞
m(D ∩B(x, r))→ 0
holds for any r > 0. It follows from Lemma 3.44 and Lemma 3.46 that
pt1D(x) = pt1D∩B(x,r)(x) + pt1D\B(x,r)(x)
≤ a1et ×m(D ∩B(x, r)) + a4r−a5
for any t > 0 and x ∈ D. By letting |x|→∞ and then r →∞, we have pt1D ∈ C∞(D) for
any t > 0. It is easy to see Rα1D ∈ C∞(D) for any α > 0. It is clear that Y is irreducible.
By using these properties and Theorem 3.7, the proof of Corollary 3.8 is complete from
[44, Theorem 1.1].
44
3.8. Proof of auxiliary lemmas
Definition 3.47 (Bounded Lipschitz domain). Let D ⊂ Rd be a bounded connected open
subset. D is called a bounded Lipschitz domain if there exist positive constants δ∗, M∗ such
that for each x0 ∈ ∂Ω there exist a neighborhood Ux0 of x0, local coordinates y = (y′, yd) ∈
Rd−1 × R, with y = 0 at x0, and a Lipschitz continuous function fx0 : Rd−1 → R, such that
D ∩ Ux0 = {(y′, yN) ∈ D ∩ Ux0 | y′ ∈ B(0, δ∗), yN > f(y′)}, Lip(f) ≤M∗,
where we define Lip(f) = inf{L ≥ 0 | |f(x)− f(y)| ≤ L|x− y|, x, y ∈ B(0, δ∗)}.
Lemma 3.48. Every bounded Lipschitz domain D satisfies the following:
(A’.1) There exist δ, M > 0 such that for any a ∈ ∂D, there are its neighbourhoodWa in Rd,
and one to one mapping Ψa from B(δ) onto Wa such that Ψa(0) = a, Ψa(B+(δ)) =
Wa ∩D, max{Lip(Ψa),Lip(Ψ−1a )} ≤M .
In particular, D satisfies (A.1), (A.2), and (A.3).
Proof. We take positive constants δ∗,M∗ as in Definition 3.47. Then, for each x0 ∈ ∂D,
there exists a Lipschitz continuous function fx0 : Rd−1 → R with Lip(fx0) ≤ M∗. Define
Ψx0 : B(δ
∗)→ Rd and Wx0 by
Ψx0(x
′, xd) = (x′, xd + f(x′)), Wx0 = Ψx0(B(δ
∗)).
Then, δ = δ∗, M = M∗ + 1, Wx0 , and Ψx0 satisfy the required condition in (A’.1). Clearly,
(A’.1) implies (A.1) and (A.2). Since bounded Lipschitz domains satisfy the segment con-
dition, we obtain (A.3) from [1, Theorem 3.22].
Proposition 3.49. Condition 3.5 implies Condition 3.1.
Proof. Take increasing bounded open subsets {An}∞n=1 of ∂D such that ∂D =
⋃∞
n=1An.
Since A1 is bounded, there exists a bounded open subset U1 of Rd such that A1 ⊂ U1 and
U1 ∩D is a bounded Lipschitz domain of Rd. From Lemma 3.48, for any a ∈ A1, there exist
bi-Lipschitz mapping Ψa required in (A.1) and M1 > 0 such that
sup
a∈A1
max{Lip(Ψa),Lip(Ψ−1a )} ≤M1.
Since A2 \ A1 is bounded, from Lemma 3.48, for any a ∈ A2 \ A1, there exist bi-Lipschitz
mapping Ψa required in (A.1) and M2 > 0 such that supa∈A2\A1 max{Lip(Ψa),Lip(Ψ−1a )} ≤
M2. In the same manner, for any n ≥ 1 and a ∈ An+1 \An, we can find bi-Lipschitz mapping
Ψa required in (A.1) and Mn > 0 such that
sup
a∈An\An−1
max{Lip(Ψa),Lip(Ψ−1a )} ≤Mn.
These bi-Lipschitz mappings {Ψa}a∈∂D clearly satisfy the conditions (A.1) and (A.2). Since
any a ∈ ∂D belongs to the boundary of some bounded Lipschitz domain, we can check (A.3)
from [1, Theorem 3.22].
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Although the following lemma is a slight modification of [24, Theorem 2.1], we give a
proof for reader’s convenience.
Lemma 3.50. Let D ⊂ Rd be a bounded Lipschitz domain. For ε ∈ (0, 1), let Dε = {x ∈
D | dist(x, ∂D) < ε}. Then, there exist ε0 > 0 and c = c(d,D) > 0 such that
1
ε
∫
Dε
s−d/2 exp(−|x− y|2/s) dy ≤ c/√s.
for any x ∈ D, ε ∈ (0, ε0), and s ∈ (0, 1].
Proof. Integration by parts gives∫
Dε
s−d/2 exp(−|x− y|2/s) dy =
∫ ∞
0
s−d/2 exp(−r2/s) d{m(B(x, r) ∩Dε)} (3.45)
= 2s−(d+2)/2
∫ ∞
0
m(B(x, r) ∩Dε) exp(−r2/s)r dr.
Here, d{m(B(x, r) ∩Dε)} is the Lebesgue stieltjes measure of r .→ m(B(x, r) ∩Dε). As D
is a bounded Lipschitz domain, there exist positive constants c = c(D) and ε0 such that
m(B(x, r) ∩Dε) ≤ cεrd−1 (3.46)
for any x ∈ D and r > 0. This can be shown rigorously by working in a local coordinate
system. In fact, it is easy to verify that the set B(x, r) ∩Dε is contained in a cylinder with
base area of order rd−1 and height of ε > 0. Combining (3.45) with (3.46), we obtain
sup
x∈D
sup
ε∈(0,ε0)
1
ε
∫
Dε
s−d/2 exp(−|x− y|2/s) dy
≤ 2cs−(d+2)/2
∫ ∞
0
exp(−r2/s)rd dr
= 2cs−(d+2)/2 ×
{
(d− 1)s
2
∫ ∞
0
exp(−r2/s)rd−2 dr
}
= 2cs−(d+2)/2 × (d− 1)s
2
× (d− 3)s
2
∫ ∞
0
exp(−r2/s)rd−4 dr.
By iterating this procedure, we obtain the next inequalities. If d is even, it holds that
sup
x∈D
sup
ε∈(0,ε0)
1
ε
∫
Dε
s−d/2 exp(−|x− y|2/s) dy (3.47)
≤ 2cs−1 × (d− 1)× (d− 3)× · · ·× 1
2d/2
×
∫ ∞
0
exp(−r2/s) dr
= 2cs−1/2 × (d− 1)× (d− 3)× · · ·× 1
2d/2
×
∫ ∞
0
exp(−r2) dr.
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If d is odd, it holds that
sup
x∈D
sup
ε∈(0,ε0)
1
ε
∫
Dε
s−d/2 exp(−|x− y|2/s) dy (3.48)
≤ 2cs−3/2 × (d− 1)× (d− 3)× · · ·× 1
2(d−1)/2
×
∫ ∞
0
exp(−r2/s)r dr
= 2cs−1/2 × (d− 1)× (d− 3)× · · ·× 1
2(d−1)/2
×
∫ ∞
0
exp(−r2)r dr.
(3.47) and (3.48) complete the proof.
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4. Reflecting Brownian motions on horn-shaped
domains
This section is based on the author’s forthcoming papers [30] and [32].
Let H : [1,∞)→ (0,∞) be a bounded Lipschitz continuous function. We fix d ∈ N with
d ≥ 2. We define D ⊂ Rd by
D = {(x, x˜) ∈ R1 × Rd−1 | x > 1, |x˜|Rd−1 < H(x)},
where |·|Rd−1 denotes the Euclidean norm on Rd−1. We denote points z = (x, x˜) ∈ R1×Rd−1.
In the following, | · |Rd−1 and the Euclidean norms on R1 and Rd are represented by the same
symbol | · | unless otherwise stated. We denote by D and ∂D the closure of D in Rd and
D \D, respectively.
We denote by W 1,2(D)
W 1,2(D) =
{
f ∈ L2(D,m) ∣∣ ∂if ∈ L2(D,m), 1 ≤ i ≤ d} ,
wherem is the d-dimensional Lebesgue measure on D and ∂if = ∂f/∂xi is the distributional
derivative of f . For f, g ∈ W 1,2(D), we define E(f, g) by
E(f, g) = 1
2
d∑
i,j=1
∫
D
∂if∂jg dm.
Since H is a positive Lipschitz continuous function on [1,∞), we can easily check D satisfies
the following condition:
for any compact subset K ⊂ D, there exists a bounded open subset U ⊂ Rd such that
K ⊂ U and U ∩D is a bounded Lipschitz domain.
See Definition 3.47 for the definition of a bounded Lipschitz domain.
According to Theorem 3.43, (E ,W 1,2(D)) becomes a local regular Dirichlet form on
L2(D,m) and generates a Hunt process X with the semigroup strong Feller property:
Theorem 4.1. There is a Hunt process X = (Ω, {Xt}t≥0, {Pz}z∈D) associated with (E ,W 1,2(D))
whose semigroup {Pt}t>0 satisfies the following property: for any t > 0 and f ∈ Bb(D), Ptf
is a continuous function on D.
Here, Bb(D) denotes the set of bounded Borel measurable functions on D. For any
1 ≤ p ≤ ∞, the semigroup {pt}t>0 of X can be extended to a contraction semigroup on
Lp(D,m). The extensions are also denoted by the same symbol {Pt}t>0. For each p ∈ [1,∞),
we denote by (Lp,Dom(Lp)) the generator of {Pt}t>0 on Lp(D,m):
Lpf = lim
t→0
Ptf − f
t
, f ∈ Dom(Lp),
Dom(Lp) =
{
f ∈ Lp(D,m)
∣∣∣∣ limt→0 Ptf − ft exists in Lp(D,m)
}
.
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We denote by (L∞,Dom(L∞)) the dual operator of (L1,Dom(L1)).
In the sequel, we assume that H satisfies the following conditions:
Condition 4.2. H is twicely differentiable on (1,∞), and there exists an M ∈ N such that
H ′(x) ̸= 0 on x ≥M .
In addition to the above assumption, we consider two types of conditions on H. To state
the conditions, we define sequences {αn}∞n=1, {βn}∞n=1, {γn}∞n=1 by
αn = sup
x≥n
{
−d− H(x)H
′′(x)
H ′(x)2
}
∈ [−∞,∞],
βn = inf
x≥n
{
−d− H(x)H
′′(x)
H ′(x)2
}
∈ [−∞,∞],
γn =
∫ ∞
n
∣∣∣∣H(x)H ′(x)
∣∣∣∣ dx+ H(n)22 ∈ [0,∞].
We are ready to state the main result of this paper.
Condition 4.3. There exists an N ∈ N such that for any n ≥ N , αn ∈ (−∞, 0) and
γn ∈ [0,∞), and it holds that limn→∞ α−1n × γn = 0.
Condition 4.4. There exists an N ∈ N such that for any n ≥ N , βn is finite, H(x)/H ′(x)
is bounded on x ≥ N , and
lim
x→∞
∫ x
n
H(s)
H ′(s)
ds = −∞ for any n ≥ N.
Example 4.5. (i) Let α > 0 and H(x) = exp(−xα). Then, H is a positive bounded
Lipschitz continuous function on [1,∞). If α ∈ (2,∞), H satisfies Conditions 4.2 and
4.3. If α ∈ (0, 2], H satisfies Conditions 4.2 and 4.4.
(ii) Let α > 0 and H(x) = x−α. Then, H is a positive bounded Lipschitz continuous
function on [1,∞). H satisfies Conditions 4.2 and 4.4.
Theorem 4.6. We assume Conditions 4.2 and 4.3. Then, X is also uniformy ergodic.
Namely, there exist positive numbers c1, c2 > 0 such that for any t ≥ 1
sup
z∈D
∥Pz(Xt ∈ ·)− Π∥TV ≤ c1e−c2t.
Here, ∥ · ∥TV is the total variation norm and Π is the uniform probability measure on D.
Remark 4.7. (i) Under Conditions 4.2 and 4.3, m(D) <∞. See Remark 4.22 for details.
(ii) In [9, Proposition 2.11], the authors show a result similar to Proposition 4.6 when
d = 2. However, the reflecting Brownian motion constructed in [9, Section 3.1] may
be different from our reflecting Brownian motion X because X starts from every point
of D.
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Theorem 4.8. We assume Conditions 4.2 and 4.3. Then,
(i) for any ε > 0, there exists a compact subset K of D such that supz∈D R11D\K(z) < ε.
Here, R1 denotes the 1-resolvent of X.
(ii) for any t > 0, Pt is a compact operator on L1(D,m). In particular, the spectrum of
(Lp,Dom(Lp)) is independent of p for any p ∈ [1,∞].
Remark 4.9. (i) As noted in [26], if limx→∞H(x) = 0, there is no positive number q ∈
(2,∞) such that W 1,2(D) ⊂ Lq(D,m). This implies that each Pt is not ultracon-
tractive: ∥Pt∥1,∞ = ∞. Here ∥ · ∥1,∞ denotes the operator norm from L1(D,m) to
L∞(D,m). Therefore, [13, Theorem 2.1.5] is not applicable to prove Theorem 4.8 (ii).
(ii) If H(x) = exp(−x) and d = 2, it is shown in [26] that the spectrum of (Lp,Dom(Lp))
depends on p.
The property stated in Theorem 4.8 (i) is called a tightness property of symmetric Hunt
processes in [44] and [45]. From the tightness property, it is shown that X satisfies the
uniform large deviation principle. We will describe this in detail below.
Let P be the set of all probability measures on D. P is supposed to be equipped with
the weak topology. We define IE : P → [0,∞] by
IE(µ) =
{
E(√f,√f) if dµ = f dm, √f ∈ W 1,2(D),
∞ otherwise .
For each ω ∈ Ω and t > 0, we define lt(ω) ∈ P by
lt(ω)(A) =
1
t
∫ t
0
1A(Xs(ω)) ds for Borel subset A ⊂ D.
By using Theorem 4.8 (i) and [44, Theorem 2.3, Theorem 3.12], we obtain the next
corollary:
Corollary 4.10. We assume Conditions 4.2 and 4.3. Then,
(i) For any open subset O ⊂ P,
lim
t→∞
1
t
log inf
z∈D
Pz(lt ∈ O) ≥ − inf
µ∈O
IE(µ),
(ii) For any closed subset C ⊂ P,
lim
t→∞
1
t
log sup
z∈D
Pz(lt ∈ C) ≤ − inf
µ∈C
IE(µ).
If the semigroup of X preserves C∞(D), we can prove supz∈D R11D\K(z) = 1 for any
compact subset K ⊂ D and X does not have the tightness property.
Proposition 4.11. Under Condition 4.2 and 4.4, X is a Feller process in the sense that
for any f ∈ C∞(D) and t > 0, Ptf ∈ C∞(D).
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4.1. Preliminaries
In this section, we prepare some tools to prove main theorems.
Let H1 be the Hausdorff measure on Rd with codimension 1 and σ be the its restriction
on ∂D. We denote by φi the i-th coordinate function and let ν = (ν1, . . . , νd) be the inward
unit normal vector on ∂D. By using the divergence formula ([28, Theorem 9.3, Remark 9.5]
for instance), we easily obtain the next lemma.
Lemma 4.12. It holds that
E(φi, g) = 2
∫
∂D
gνi dσ
for any i = 1, . . . , d and g ∈ W 1,2(D) ∩ Cc(D), where Cc(D) is the space of continuous
functions on D with compact support.
Let CapD be the capacity of X. See Definition 3.23 for the defintion. It is known that
σ is a smooth measure with respect to X. Namely, if A ⊂ D satisfies CapD(A) = 0, then
σ(A) = 0 (Proposition 3.4). Hence, there exists a positive continuous additive functional
{Lt}t≥0 with Revuz measure σ.
Next proposition assures that X satisfies a Skorohod equation.
Proposition 4.13. X = ({Xt}t≥0, {Pz}z∈D) is a semi-martingale. Moreover, it holds that
Xt − z = Bt + 2
∫ t
0
ν(Xs) dLs, t ≥ 0 (4.1)
Pz-a.s. for every z ∈ D. Here, {Bt}t≥0 denotes the d-dimensional Brownian motion starting
at the origin.
Proof. We note that each φi belongs to W
1,2
loc (D) and its energy measure is identified with
the d-dimensional Lebesgue measure m. Here,
W 1,2loc (D) =
{
f : D → R
∣∣∣∣∣ for each relatively compact subset G of Dthere exists a g ∈ W 1,2(D) such that f = g
m-a.e. on G
}
.
From the semigroup strong Feller property, the transition kernel ofX is absolutely continuous
with respect to m: for each z ∈ D and t > 0,
Pt(z, dy) = pt(z, y) dm(y). (4.2)
Therefore, by [18, Theorem 2.1], [18, Theorem 3.3], and Lemma 4.12,
φi(Xt)− φi(z) =M [φi]t +N [φi]t , t ≥ 0
Pz-a.s. for every z ∈ D. Here,M [φi] is a martingale additive functional locally of finite energy
andN [φi] a continuous additive functional locally of zero energy with the following properties:
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the Revuz measure of the quadratic variation of M [φi] equals m, and N [φi]t = 2
∫ t
0 νi(Xs) dLs.
The variations and covariations of M [φ1] and M [φ2] are computed as follows:
⟨M [φi],M [φi]⟩t = δijt.
Hence, (M [φ1]t , . . . ,M
[φd]
t ) is identified with the d-dimensional Brownian motion and we ob-
tain the desired expression.
Let D∂ = D ∪ {∂} be the one-point compactification of D. Let U be an open subset of
D. We define the part process XU of X on U by
XUt =
{
Xt, t < τU ,
∂, t ≥ τU .
XU also becomes a Hunt process on U . The semigroup {PUt }t>0 of XU is identified with
PUt f(x) = Ex[f(Xt) : t < τU ], f ∈ Bb(D), x ∈ D.
For each n ∈ N, we define
Kn = ({x ∈ R1 | |x| ≤ n}× Rd−1) ∩D,
Ln = ({x ∈ R1 | |x| < n}× Rd−1) ∩D.
We note that Kn is a compact subset of D and Ln is an open subset of D. We also define
σn = inf{t ≥ 0 | Xt ∈ Kn},
τn = τLn(= inf{t > 0 | Xt ∈ DH \ Ln}).
Since X is a conservative diffusion process on D, we can prove the next lemma.
Recall that R1 is the 1-resolvent of X.
Lemma 4.14. Let K be a compact subset of D. Then,
lim
n→∞
inf
z∈K
R11Kn(z) = 1.
Proof. Since the semigroup of X is strong Feller, it follows that R1(Bb(D)) ⊂ Cb(D).
Here, Cb(D) denotes the set of bounded continuous functions on D. Thus, {R11Kn}∞n=1
are bounded continuous functions on D. Since X is conservative,
lim
n→∞
R11Kn(z) = R11D(z) = 1
for any z ∈ D. Furthermore, the convergence is monotone and non-decreasing. Hence, by
using the Dini’s theorem, it holds that
lim
n→∞
sup
z∈K
{1−R11Kn(z)} = 0,
which completes the proof.
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The next inequality is one of the most fundamental properties of excessive functions but
we give a proof for the reader’s convinience. We also note that this inequality holds for any
Hunt process and any stopping time.
Lemma 4.15. For any n ∈ N and any nonnegative f ∈ Bb(D),
R1f(z) ≥ Ez[exp(−σn)]×
(
inf
z′∈Kn
R1f(z
′)
)
, z ∈ D.
Proof. Let {θt}t≥0 be the shift operator of X and Mσn the σ-algebra at the stopping time
σn. By using the strong Markov property of X, we have
R1f(z) ≥ Ez
[∫ ∞
0
exp(−(σn + t))f(Xt+σn) dt
]
= Ez
[
exp(−σn)× Ez
[∫ ∞
0
exp(−t)f(Xt ◦ θσn) dt
∣∣∣∣Mσn]]
≥ Ez
[
exp(−σn)× EXσn
[∫ ∞
0
exp(−t)f(Xt) dt
]]
≥ Ez[exp(−σn)]×
(
inf
z′∈Kn
R1f(z
′)
)
.
This completes the proof.
For any n ∈ N and ε > 0, we denote Bn by the open ball of Rd centerd at the origin with
radius n and Bε,n = {z ∈ D | infy∈,D\Bn |y − z| > nε}. Since the semigroup {Pt}t>0 of X is
strong Feller, {Pt}t>0 admits a density function. In fact, there exists a continuous density
function and we can prove a local heat kernel estimate of it.
Theorem 4.16 ([29]). The semigroup {Pt}t>0 admits a density pt(y, z) which is positive
and continuous on (0,∞)×D ×D and satisfies the following estimate: for any n ∈ N,
pt(y, z) ≤
⎧⎪⎨⎪⎩
ant−d/2 exp(−|y − z|2/bnt), y ∈ D ∩ B1,n, z ∈ D ∩Bn, t < n2,
an((2t) ∧ n2)−d/2 exp(−n2/bnt), y ∈ D ∩ B1,n, z ∈ D \Bn, t < n2,
ann−d, y ∈ D ∩B1,n, t ≥ n2.
Here, an, bn denote positive constants which depend on n ∈ N.
Let {Xn}n∈N∪{0} be the Markov chain with transition probabilities {P1(z, A); z ∈ D, A ∈
B(D)}. Here, B(D) denotes the set of all Borel measurable subsets of D. Following [34], we
give some notions and lemmas on the Markov chain {Xn}n∈N∪{0}.
Lemma 4.17. The Markov chain {Xn}n∈N∪{0} is m-irreducible. Namaly, for any z ∈ D
and A ∈ B(D) with m(A) > 0, there exists N ∈ N such that PN(x,A) > 0.
Proof. This is immediate from the fact that the density of X is positive: pt(x, y) > 0 for
any (t, x, y) ∈ (0,∞)×D ×D.
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A set C ∈ B(D) is said to be νN -small (for {Xn}n∈N∪{0}) if there exists N ∈ N and a
non-trivial measure on νN on B(D) such that
PN(z, A) ≥ νN(A)
for all z ∈ C and all A ∈ B(D).
Lemma 4.18. If K is a compact subset of D, then K is ν2-small.
Proof. By Theorem 4.16, {Pt}t>0 admits a positive continuous density. Thus,
δK := inf
y,z∈K×K
p1(y, z) > 0,
δ′K := inf
z∈K
P11K(z) > 0.
Define νK by νK = δK × δ′K ×m. Then, νK is a finite measure on (D,B(D)) and
P2(z, A) =
∫
A
∫
D
p1(z, w)p1(w, y) dm(w) dm(y)
≥
∫
A
∫
K
p1(z, w)p1(w, y) dm(w) dm(y) ≥ νK(A)
for any z ∈ K and A ∈ B(D).
For a νN -small set C ∈ B(D), we define EC by
EC = {n ≥ 1 | the set C is νn-small with νn = δnνN for some δn > 0}.
{Xn}n∈N∪{0} is aperiodic if there exists a νN -small set C ∈ B(D) such that the greatest
common dividor of EC equals 1. In the next lemma, we shall show that {Xn}n∈N∪{0} is
actually aperiodic.
Lemma 4.19. For any compact subset K ⊂ D with m(K) > 0, the greatest common divisor
of EK equals 1.
Proof. Recall that δ′K = infz∈K P11K(z) > 0 and νK is a finite measure defined by νK =
δK × δ′K ×m. By Lemma 4.18, K is ν2-small with ν2 = νK . For any A ∈ B(D) and z ∈ K,
P3(z, A) =
∫
D
p1(z, y)P2(y, A) dm(y)
≥
∫
K
p1(z, y)P2(y, A) dm(y) = δ
′
K × νK(A).
Thus, K is ν3-small with ν3 = δ′K × ν2 and the greatest common divisor of EK is 1.
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4.2. Proof of Theorems 4.6 and 4.8
To prove Theorem 4.6 and Theorem 4.8, we shall check that hitting times {σn}∞n=1 are
non-increasing in the sense that
lim
n→∞
sup
x∈D
Ex[σn] = 0.
For this, we use a Lyapunov criterion, which is originally invented to prove the hyper-
exponential recurrence of Markov processes. See [49, Proposition 1.4] for details.
We take an M > 0 such that H ′(x) ̸= 0 on x ≥M and define u by
u(x, x˜) := −
∫ x
M
H(s)
H ′(s)
ds− 1
2
|x˜|2
for z = (x, x˜) ∈ D with x > M . It is easy to see that
(∇u)(x, x˜) =
(
−H(x)
H ′(x)
,−x˜
)
, (∆u)(x, x˜) = −d− H(x)H
′′(x)
H ′(x)2
.
Here, ∇u, ∆u denote the gradient of u and the Laplacian of u, respectively. We note that
the inward unit normal vector ν on ∂D is given by
ν(x, x˜) =
1
(H ′(x)2 + 1)1/2
(
H ′(x),− x˜
H(x)
)
, |x˜| = H(x), x > 0.
Furthermore, for any z = (x, x˜) ∈ ∂D with x > M ,
∂u
∂ν
(x, x˜) = − 1
H ′(x)2 + 1
H(x)
H ′(x)
H ′(x) +
1
H ′(x)2 + 1
H(x)2
H(x)
= 0.
By Condition 4.3, there exists an N ∈ N such that for any n ≥ N
αn = sup
x≥n
{
−d− H(x)H
′′(x)
H ′(x)2
}
∈ (−∞, 0),
γn =
∫ ∞
n
∣∣∣∣H(x)H ′(x)
∣∣∣∣ dx+ 12H(n)2 ∈ [0,∞).
In the sequel, we fix such N . From the boundedness of H, u is a bounded function on
DH \Kn for each n > M ∨N .
Proposition 4.20. For any n ∈ N with n > M ∨N ,
sup
z∈D
Ez[σn] ≤ (−αn/2)−1 × γn.
In particular, limn→∞ supz∈D Ez[σn] = 0.
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Proof. Let n,m ∈ N with M ∨N < n < m, z ∈ D \Kn, and t > 0. Using Itoˆ’s formula to
u and (4.1), we obtain
u(Xt∧σn∧τm)− u(z)
=
∫ t∧σn∧τm
0
(∇u)(Xs) dBs +
∫ t∧σn∧τm
0
1
2
∆u(Xs) ds+ 2
∫ t∧σn∧τm
0
∂u
∂ν
(Xs) dLs
=
∫ t∧σn∧τm
0
(∇u)(Xs) dBs +
∫ t∧σn∧τm
0
1
2
∆u(Xs) ds+ 0.
By using the Condition 4.3, we have
u(Xt∧σn∧τm)− u(z) ≤
∫ t∧σn∧τm
0
(∇u)(Xs) dBs + αn
2
× (t ∧ σn ∧ τm)
It follows from Lemma 3.41 that
∫ t∧σn∧τm
0 (∇u)(Xs) dBs is a martingale in Pz. Thus, taking
expectation in Pz, we obtain
Ez[u(Xt∧σn∧τm)]− u(z) ≤ 0 +
αn
2
× (t ∧ σn ∧ τm).
and this is equivalent to
−αn
2
× Ez[t ∧ σn ∧ τm] ≤ u(z)− Ez[u(Xt∧σn∧τm)]. (4.3)
We note that u is bounded on D \Kn. Letting t→∞ and then m→∞ in (4.3), we have
−αn
2
× Ez[σn] ≤ u(z)− Ez[u(Xσn)] (4.4)
by dominated convergence theorem. It is easy to see
Ez[u(Xσn)] ≥ −
∫ n
M
H(s)
H ′(s)
ds− 1
2
H(n)2. (4.5)
Combining the inequalities (4.4) and (4.5), we obtain
− αn
2
× Ez[σn]
≤ −
∫ x
M
H(s)
H ′(s)
ds− 1
2
|x˜|2 −
(
−
∫ n
M
H(s)
H ′(s)
ds− 1
2
H(n)2
)
≤ −
∫ x
n
H(s)
H ′(s)
ds+
1
2
H(n)2 ≤ γn.
Thus, supz∈D\Kn Ez[σn] ≤ (−αn/2)−1 × γn. If z ∈ Kn, we have Ez[σn] = 0. Hence, we
complete the proof.
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Proof of Theorem 4.6. By Lemma 4.19, the Markov chain {Xn}n∈N∪{0} is aperiodic. By
[34, Proposition 5.5.3] and Lemma 4.18, every compact subset of D is νδ2-petite, where
δ2 = 1{2}(n) is the probability measure on N∪ {0}. See [34] for the definition of petite sets.
By Proposition 4.20 and [34, Theorem 16.0.2], there exist c1, c2 > 0 such that
sup
z∈D
∥Pz(Xn ∈ ·)− Π∥TV = sup
z∈D
∥Pn(z, ·)− Π∥TV
≤ c1e−c2n, n ∈ N.
Using the semigroup property of X = ({Xt}t≥0, {Pz}z∈D) and the fact that Π is its invariant
measure, we complete the proof.
Proof of Theorem 4.8 (i). Since X is conservative (R11D = 1D), it is enough to show that
for any ε > 0, there exists a compact subset K ⊂ D such that infz∈D R11K(z) ≥ 1− ε.
By Condition 4.3, for any ε > 0, there exists an n > M ∨N such that
(−αn/2)−1 × γn < ε/2.
It follows from Proposition 4.20 and Khas’minskii’s lemma that
sup
z∈D
Ez[exp(σn)] ≤ 1
1− ε/2 (4.6)
From Lemma 4.14, we can take an m > n such that
inf
z′∈Kn
R11Km(z) ≥ 1− ε/2. (4.7)
It follows from Lemma 4.15, (4.6), and (4.7) that for any z ∈ D
R11Km(z) ≥ Ez[exp(−σn)]× inf
z′∈Kn
R11Km(z
′)
≥ (sup
z∈D
Ez[exp(σn)])
−1 × inf
z′∈Kn
R11Km(z
′)
≥ (1− ε/2)2 ≥ 1− ε,
which implies X possesses the tightness property.
By applying [44, Theorem 1.1] to X, we obtain the next corollary.
Corollary 4.21. We assume Conditions 4.2 and 4.3. Then, the semigroup {Pt}t>0 of X
becomes a compact operator on L2(D,m).
Remark 4.22. The tightness property and conservativeness of X imply m(D) <∞. Indeed,
it holds that infz∈D R11K(z) ≥ 1/2 for some compact subset K ⊂ D and thus constant
functions on D must be integrable with respect to m.
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Let Xn = ({Xnt }t≥0, {Pz}z∈D\Kn) be the part process of X on D \Kn. The semigroup of
Xn is denoted by {P nt }t>0. Let pnt (y, z) be the density of Xn with respect to m. pnt (y, z) is
extended to a function on D ×D by setting pnt (y, z) = 0 outside (D \Kn) × (D \Kn). Pt
and P nt are regarded as operators on L
p(D,m). We define an operator Qnt on L
p(D,m) by
Qnt = Pt − P nt . We denote by qnt (y, z) the density of Qnt with respect to m.
Lemma 4.23. For each t > 0 and n ∈ N, Pt/2 ◦Qnt/2 is a compact operator on L1(D,m).
Proof. We shall show that Qnt is a bounded linear operator from L
1(D,m) to L2(D,m). By
Remark 4.22, m(D) must be finite. Hence, it is enough to show that
ess sup
y,z∈D×D
qnt (y, z) <∞.
Here ess sup denotes the essential supremum with respect to the product measure m ⊗m.
It follows from Theorem 4.16 that
ess sup
(y,z)∈Kn+1×D
qnt (y, z) = ess sup
(y,z)∈Kn+1×D
(pt(y, z)− pnt (y, z))
≤ ess sup
(y,z)∈Kn+1×D
pt(y, z) ≤ cn. (4.8)
Similarly, it holds that
ess sup
(y,z)∈D×Kn+1
qnt (y, z) ≤ cn (4.9)
for some positive constant cn.
Let us consider the case y, z /∈ Kn+1. It follows from Lemma 2.6 that
Ptf(z) = P
n
t f(z) + Ez[Pt−σnf(Xσn) : σn ≤ t]
= P nt f(z) +
∫
D
Ez[Pt−σn(Xσn , y) : σn < t]f(y) dm(y)
+
∫
D
Ez[f(Xσn) : σn = t] dm(y)
for any t > 0, n ∈ N, z ∈ D and nonnegative f ∈ Bb(D). Therefore, by Theorem 4.16,
ess sup
y,z∈D\Kn+1
qnt (y, z) ≤ sup
s∈(0,t]
sup
z∈Kn
sup
y∈D\Kn+1
ps(z, y) ≤ c′n (4.10)
for some c′n > 0. By (4.8), (4.9), and (4.10), Q
n
t is a bounded linear operator from L
1(D,m)
to L2(D,m). By Corollary 4.21, Pt/2 is a compact operator on L2(D,m). Since m(D) <∞,
pt/2 is also a compact operator from L2(D,m) to L1(D,m). Therefore, Pt/2 ◦Qnt/2 becomes
a compact operator on L1(D,m).
For a bounded linear operator T on L1(D,m), we denote by ∥T∥1 its operator norm.
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Proof of Theorem 4.8 (ii). Since σn is the life time of Xn, it holds that∫
D
pnt (z, y) dm(y) =
∫
D\Kn
pnt (z, y) dm(y) = Pz(σn > t). (4.11)
By (4.11), Fubini’s theorem, and Markov’s inequality,∫
D
|P nt f(y)| dm(y) ≤
∫
D
∫
D
pnt (y, z)|f(z)| dm(z) dm(y)
=
∫
D
Pz(σn > t)|f(z)| dm(z)
≤ (sup
z∈D
Ez[σn]/t)×
∫
D
|f(z)| dm(z)
for any f ∈ L1(D,m). Thus, ∥P nt ∥1 ≤ supz∈D Ez[σn]/t and
∥Pt − Pt/2 ◦Qnt/2∥1 ≤ ∥Pt/2∥1∥Pt/2 −Qnt/2∥1
≤ ∥P nt/2∥1
≤ 2× sup
z∈D
Ez[σn]/t.
By using Proposition 4.20 and Lemma 4.23, we see that Pt is approximated by a compact
operator on L1(D,m) in the sense of operator norm. Thus, we complete the proof. “In
particular” part follows from [13, Theorem 1.6.4].
4.3. Proof of Proposition 4.11
We take an M > 0 so that H ′(x) ̸= 0 for x ≥M . We define
v(x, x˜) = −
∫ x
M
H(s)
H ′(s)
ds− 1
2
|x˜|2
for z = (x, x˜) ∈ D with x > M . Then,
(∇v)(x, x˜) =
(
−H(x)
H ′(x)
,−x˜
)
, (∆v)(x, x˜) = −d− H(x)H
′′(x)
H ′(x)2
.
It is easy to see (∂v/∂ν)(x, x˜) = 0 for (x, x˜) ∈ ∂D with x > M . Furthermore, by Condi-
tion 4.4, there exists an N ∈ N with N > M such that
• for any n ≥ N , βn is finite and
lim
x→∞
∫ x
n
H(s)
H ′(s)
ds = −∞,
• for any x ≥ N , H(x)/H ′(x) is bounded, say |H(x)/H ′(x)| ≤ B.
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We note that
1
2
(∆v)(x, x˜) ≥ βn ≥ −|βn|, (4.12)
|∇v|2(x, x˜) ≤
(
H(x)
H ′(x)
)2
+H(x)2 ≤ B2 + sup
x≥1
H(x)2 (4.13)
for any n ≥ N and (x, x˜) ∈ D with x ≥ n.
Proof of Proposition 4.11. By [48, Proposition 3.1], it suffices to show that
lim
|z|→∞, z∈D
Pz(σK ≤ t) = 0
for any compact subset K ⊂ D and t > 0. Here σK denotes the first hitting time of K:
σK = inf{ t ≥ 0 | Xt ∈ K}. Let n ≥ N , z ∈ D \Kn, and t > 0. By using (4.12) and Itoˆ’s
formula to v and (4.1), we obtain
v(Xt∧σn)− v(z)
=
∫ t∧σn
0
(∇v)(Xs) dBs +
∫ t∧σn
0
1
2
∆v(Xs) ds+ 2
∫ t∧σn
0
∂v
∂ν
(Xs) dLs
=
∫ t∧σn
0
(∇u)(Xs) dBs +
∫ t∧σn
0
1
2
∆v(Xs) ds+ 0
≥
∫ t∧σn
0
(∇v)(Xs) dBs − |βn|t. (4.14)
On {σn ≤ t}, it follows from (4.14) and the definition of v that∫ x
n
H(s)
H ′(s)
ds+
1
2
sup
x≥1
H(x)2
≥ −
∫ n
M
H(s)
H ′(s)
ds−
(
−
∫ x
M
H(s)
H ′(s)
ds− 1
2
|x˜|2
)
≥ v(Xσn)− v(z)
≥ −
∣∣∣∣∫ t∧σn
0
(∇v)(Xs) dBs
∣∣∣∣− |βn|t.
From Condition 4.4,
∫ x
n H(s)/H
′(s) ds + supx≥1H(x)
2/2 < 0 for sufficiently large x. Thus,
we obtain
Pz(σn ≤ t)
≤ Pz
(
|βn|t+
∣∣∣∣∫ t∧σn
0
(∇v)(Xs) dBs
∣∣∣∣ ≥ − ∫ x
n
H(s)
H ′(s)
ds− 1
2
sup
x≥1
H(x)2
)
≤
(
−
∫ x
n
H(s)
H ′(s)
ds− 1
2
sup
x≥1
H(x)2
)−1
×
(
|βn|t+ Ez
[∣∣∣∣∫ t∧σn
0
(∇v)(Xs) dBs
∣∣∣∣]) . (4.15)
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for any z = (x, x˜) ∈ D with sufficiently large x. By using the Burkholder–Davis–Gundy
inequality and (4.13), we have
Ez
[∣∣∣∣∫ t∧σn
0
(∇v)(Xs) dBs
∣∣∣∣] ≤ CEz
[∣∣∣∣∫ t∧σn
0
|∇v|(Xs)2 ds
∣∣∣∣1/2
]
≤ C
(
B2 + sup
x≥1
H(x)2
)1/2
× t. (4.16)
for some positive constant C. Combining the inequalities (4.15) and (4.16), and letting
|z|→∞, we obtain
lim
z∈D, |z|→∞
Pz(σn ≤ t) = 0
from Condition 4.4.
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