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Abstract
Datasets in the fields of climate and environment are often very large and irregularly
spaced. To model such datasets, the widely used Gaussian process models in spatial statis-
tics face tremendous challenges due to the prohibitive computational burden. Various ap-
proximation methods have been introduced to reduce the computational cost. However, most
of them rely on unrealistic assumptions for the underlying process and retaining statistical
efficiency remains an issue. We develop a new approximation scheme for maximum likeli-
hood estimation. We show how the composite likelihood method can be adapted to provide
different types of hierarchical low rank approximations that are both computationally and
statistically efficient. The improvement of the proposed method is explored theoretically;
the performance is investigated by numerical and simulation studies; and the practicality is
illustrated through applying our methods to 2 million measurements of soil moisture in the
area of the Mississippi River basin, which facilitates a better understanding of the climate
variability.
Keywords: Gaussian process models; Mate´rn covariance function; soil moisture; statistical effi-
ciency.
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1 Introduction
Soil moisture is a key factor in climate systems, which has a significant impact on hydrolog-
ical processes, runoff generations and drought developments. To understand its spatial vari-
ability and predict values at unsampled locations, Gaussian process models are widely used
(Stein 1999), where likelihood based methods are appropriate for model fitting. However, it
generally requires O(n3) computations and O(n2) memory for n irregularly spaced locations
(Sun & Stein 2014). Similar to other climate variables, many satellite-based or numerical model
generated soil moisture datasets have nearly a global coverage with high spatial resolutions, so
that the exact computation of Gaussian likelihood becomes prohibitive. There are various ex-
isting methods, many of which were discussed by Sun et al. (2012). For example, covariance
tapering (Furrer et al. 2006, Kaufman et al. 2008, Sang & Huang 2012) assumes a compactly
supported covariance function, which leads to a sparse covariance matrix; low rank models, in-
cluding space-time Kalman filtering (Wikle & Cressie 1999), low rank splines (Lin et al. 2000),
moving averages (Ver Hoef et al. 2004), predictive processes (Banerjee et al. 2008) and fixed
rank kriging (Cressie & Johannesson 2008), make use of a latent process with a lower dimen-
sion where the resulting covariance matrix has a low rank representation; and Markov random
field models (Cressie 1993, Rue & Tjelmeland 2002, Rue & Held 2005, Lindgren et al. 2011)
exploit fast-approximated conditional distributions assuming conditional independence with the
precision matrix being sparse. These methods use models that may allow exact computations
to reduce computations and/or storage, and each has its strength and weakness. For instance,
Stein (2013) studied the properties of the covariance tapers and showed that covariance taper-
ing sometimes performs even worse than assuming independent blocks in the covariance; Stein
(2014) discussed the limitations on the low rank approximations; and Markov models depend on
the observation locations, and realignment to a much finer grid with missing values is required
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for irregular locations (Sun & Stein 2014). Recently developed methods include the nearest-
neighbor Gaussian process model (Datta et al. 2015), which is used as a sparsity-inducing prior
within a Bayesian hierarchical modeling framework, the multiresolution Gaussian process model
(Nychka et al. 2015), which constructs basis functions using compactly supported correlation
function on different level of grids, equivalent kriging (Kleiber & Nychka 2015), which uses an
equivalent kernel to approximate the kriging weight function when a nontrivial nugget exists, and
multi-level restricted Gaussian maximum likelihood method (Castrillo´n-Canda´s et al. 2016), for
estimating the covariance function parameters using contrasts.
An alternative way to reduce computations is via likelihood and score equation approxima-
tions. Vecchia (1988) first proposed to approximate the likelihood using the composite likelihood
method, where the conditional densities were calculated by choosing only a subset of the com-
plete conditioning set. Stein et al. (2004) adapted this method for restricted maximum likelihoods
approximation. Instead of approximating the likelihood itself, Sun & Stein (2014) proposed new
unbiased estimating equations for score equation approximation, where the sparse precision ma-
trix approximation is constructed by a similar method. In these approximation methods, the exact
likelihood and the score equations can be obtained by using the complete conditioning set to cal-
culate each conditional density. It was shown that the approximation quality or the statistical
efficiency depends on the selected size of the subset. It is common that the subset is still in-
adequate by considering the largest possible number of nearest neighbors, which motivates this
work.
In this paper, we propose a generalized hierarchical low rank method for likelihood approx-
imation. The proposed method utilizes low rank approximations hierarchically, which does not
lead to a low rank covariance matrix approximation. Therefore, it is different from the predictive
process method (Banerjee et al. 2008), where the covariance matrix is approximated by a low
rank representation. Furthermore, the proposed method contains the independent blocks (Stein
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2013) and nearest neighbors (Sun & Stein 2014) approaches as special cases. The improvement
of the proposed method is explored theoretically and the performance is investigated by numer-
ical and simulation studies. We show that the hierarchical low rank approximation significantly
improves the statistical efficiency of the most commonly used methods while retaining the com-
putational efficiency, especially when the size of conditional subsets is restricted by the computa-
tional capacity, which is always the case for real datasets. For illustrations, our method is applied
to a large real-world spatial dataset of soil moisture in the Mississippi River basin, U.S.A., to
facilitate a better understanding of the hydrological process and climate variability. Our method
is able to fit a Gaussian process model to 2 million measurements with fast computations, making
it practical and attractive for very large datasets.
2 Methodology
2.1 Approximating likelihoods
Let {z(s) : s ∈ D ⊂ Rd} be a stationary isotropic Gaussian Process in a domain D in the d-
dimensional Euclidean space, and typically d = 2. We assume the mean of the process is zero for
simplicity and the covariance function has a parametric form C(h; θ) = cov{z(s), z(s′)}, where
h = ‖s − s′‖ and θ is the parameter vector of length p. Suppose that data are observed at n
irregularly spaced locations s1, . . . , sn, then,
Z = (z1, . . . , zn)
T ∼ N(0,Σ(θ)),
where zi = z(si), i = 1, . . . , n, and Σ(θ) is the variance-covariance matrix with the (i, j)th
element C(‖si − sj‖; θ). For simplicity, θ is omitted in notations hereinafter unless clarification
is needed.
4
The maximum likelihood estimate can be obtained by maximizing the log-likelihood,
ℓ(θ | Z) = log{f(Z | θ)} = −1
2
log(|Σ|)− 1
2
ZTΣ−1Z −
n
2
log(2π),
where f is the multivariate normal density. In practice, if the mean of Z is a vector that depends
linearly on unknown parameters, the restricted maximum likelihood estimate should be employed
(Stein et al. 2004).
When computations become prohibitive, one way to approximate the likelihood is through
log-conditional densities,
ℓ(θ | Z) = log{f(z1 | θ)}+
n−1∑
j=1
log{f(zj+1 | Zj, θ)},
where Zj = (z1, . . . , zj)T, for 1 ≤ j ≤ n − 1, indicating all the “past” observations of zj+1.
Since,
cov
(
Zj
zj+1
)
=
(
Σjj σj
σTj σj+1,j+1
)
,
it is easy to show that for j = 1, . . . , n− 1,
log{f(zj+1|Zj)} = −
1
2
{(
zj+1 − σ
T
j Σ
−1
jj Zj
)2
σj+1,j+1 − σTj Σ
−1
jj σj
+ log
(
σj+1,j+1 − σ
T
j Σ
−1
jj σj
)
+ log(2π)
}
, (1)
which is the log-density of wj = bTjZ, where bj = (−σTj Σ−1jj , 1, 0, . . . , 0)T. It can be shown
that wjs are independent and wj ∼ N(0, vj), where vj = bTjΣbj (Stein et al. 2004). Sun & Stein
(2014) further showed that the precision matrix is Σ−1 =∑n−1j=0 bjbTj /vj , where b0 = (1, 0, . . . , 0)T
and v0 = bT0Σb0.
More generally, zj+1 can be defined as a vector which is usually more computationally effi-
cient, and the corresponding bj = (−σTj Σ−1jj , I, 0, . . . , 0)T, where I is an identity matrix of size
j.
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However, for a large j, it is computationally expensive to evaluateΣ−1jj σj .Vecchia (1988) pro-
posed approximating each conditional density by only conditioning on a subset zj+1 consisting
of r ≪ j nearest neighbors. The same approach is used by Stein et al. (2004) for approximating
the restricted maximum likelihood estimate. Sun & Stein (2014) also used the subset of nearest
neighbors to approximate the precision matrix for score equation approximation.
In this paper, we propose a generalized framework that allows to approximate these condi-
tional densities hierarchically using a low rank representation. Although we implement our al-
gorithm for application in §5 with zj+1 being a vector, we present and illustrate our methodology
assuming zj+1 is scalar for simplicity.
2.2 Hierarchical low rank representation
Motivated by the nearest neighbors method, where only r ≪ j nearest neighbors are selected to
approximate Σ−1jj σj for a large j in equation (1), we propose a general approximation framework
for j > r using a low rank representation.
Denote Σ−1jj σj by xj , or Σjjxj = σj . We propose to approximate xj by a low rank representa-
tion xˆj = Aj,rx˜j , where x˜j is a vector of length r and Aj,r is a j×r matrix. Then, instead of solv-
ing Σjxj = σj , we minimize the norm ‖ΣjjAj,rx˜j−σj‖Σ−1
jj
= (ΣjjAj,rx˜j−σj)
TΣ−1jj (ΣjjAj,rx˜j−
σj) or equivalently solve ATj,rΣjjAj,rx˜j = ATj,rσj . Therefore, xj is approximated by,
xˆj = Aj,rx˜j = Aj,r(A
T
j,rΣjjAj,r)
−1ATj,rσj , (2)
which only involves a linear solve of dimension r. In this framework, we approximate xj for
each j > r hierarchically by a low rank representation, which includes many commonly used
strategies as special cases with different choices of Aj,r. The following are some examples:
Example 1 Independent blocks method (IND). In this method, no correlation between “past”
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points and the “current” point is considered. Namely, Aj,r is a 0 matrix; however, zj+1 is a
vector of length r here for fair comparison to other methods in terms of computation.
Example 2 Nearest neighbors method (NN). Choose r nearest neighbors of zj+1 from Zj . The
corresponding Aj,r is of j × r dimensions, where each column consists of only one element 1 at
the k-th row if zk is selected from Zj and zero otherwise.
Example 3 Nearest neighboring sets method (SUM). Choose r nearest neighboring sets of zj+1,
where each set contains m > 1 neighbors and a total of mr ≪ j neighbors are selected from
Zj . The matrix Aj,r is specified as a j × r matrix with each column having m elements of 1,
indicating the sum of the m selected neighbors are considered. In this way, more neighbors are
included while the computational cost remains the same.
Example 4 Nearest neighbors and nearest neighboring sets method (NNSUM). Combine Exam-
ples 2 and 3, where r1 columns of Aj,r are constructed as in Example 2, and r− r1 are built as in
Example 3. In this way, we use the exact information from the r1 nearest neighbors and consider
r− r1 nearest neighboring sets with a total number of r1+m(r− r1) selected nearest neighbors.
2.3 Hierarchical low rank approximation method
In this section, we propose a generalized hierarchical low rank approximation method (HLR).
In equation (2), the matrix Aj,r is a 0-1 matrix. The r × r matrix ATj,rΣjjAj,r only extracts the
corresponding rows or columns of Σjj . Now suppose we select mr nearest neighbors of zj+1,
and the corresponding Aj,mr is of size j×mr. To retain the same computational costs associated
with rank r, we propose the following approximation,
ATj,mrΣjjAj,mr ≈ PjLjP
T
j + ǫ
2
jImr, (3)
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where Lj is a positive definite matrix of dimension r × r, Pj is a mr × r matrix consisting of
r basis functions, Imr is the identity matrix of size mr, and ǫ2j is the nugget. By the Sherman–
Morrison–Woodbury formula,
(PjLjP
T
j + ǫ
2
jImr)
−1 = ǫ−2j Imr − ǫ
−4
j Pj(L
−1
j + ǫ
−2
j P
T
j Pj)
−1P Tj , (4)
then (ATj,mrΣjjAj,mr)−1 in equation (2) can be approximated by inverting only an r×r matrix Lj .
This approach shares the same spirits with the predictive process (Banerjee et al. 2008) and fixed
rank kriging (Cressie & Johannesson 2008). However both methods approximate the covariance
function by a low rank representation while the low rank approximation is done for each j > r
hierarchy in our method, and the resulting approximated covariance is no longer low rank. The
detailed choice for Pj were discussed by Cressie & Johannesson (2008). In this paper, we use the
eigenfunctions.
z1
z2
z3
z4
z5
Figure 1: A random field where n = 5 locations have observations
.
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To help comprehend, Fig. 1 illustrates the methods described in §2.2 and 2.3 for n = 5
observations Z = (z1, . . . , z5)T. Let r = 2, then IND considers 3 independent blocks, and f(Z)
is approximated by f(z5)f(z4, z3)f(z2, z1). For the other four methods, the conditional density
is required to calculate in each hierarchy. For instance, in hierarchy j = 5, NN approximates the
conditional density f(z5 | z4, . . . , z1) by f(z5 | z4, z3); SUM by f(z5 | z4+z3, z2+z1); NNSUM
by f(z5 | z4, z3 + z2); and HLR by f(z5 | a14z4 + a13z3 + a12z2 + a11z1, a24z4 + a23z3 + a22z2 +
a21z1), where aijs are determined by the low rank approximation.
2.4 Assessing model quality
There are various ways to measure the performance of approximation methods, including the
Kullback–Leibler divergence, the Godambe information matrix, and the Frobenius norm.
The Kullback–Leibler divergence computes the divergence of the approximated from the ex-
act distributions. For the zero-mean Gaussian process, the Kullback–Leibler divergence has the
closed form,
DK-L(Ne‖Na) =
1
2
{
tr(Σ−1a Σe) + log(|Σa|)− log(|Σe|)− n
}
,
where Ne and Na stand for the exact and the approximated distributions, respectively, Σe and Σa
are the corresponding covariance matrices, and n is the dimension of the distribution.
The Godambe information matrix gives the asymptotic variances and covariances for the
estimated parameters in the Gaussian process, as used by Kaufman et al. (2008) and Sun & Stein
(2014). The Frobenius norm is another way to think about this problem. However, it is a matrix
norm and does not penalize the positive definiteness of a covariance matrix (Stein 2014).
For our numerical and simulation studies in §3, we choose the Kullback–Leibler divergence
and the Godambe Information matrix to assess the quality of the approximation. Because the
results in terms of showing the different performances are similar, we only present the results of
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Kullback–Leibler divergence. It will be shown numerically that the Kullback–Leibler divergence
of the hierarchical low rank approximation method is always the smallest. This is due to the fact
that for each j > r, the hierarchical low rank approximation method provides a better approxima-
tion in equation (2) by including more neighbors than the nearest neighbors method. Let V Njj be
the r×r matrix defined by ATj,rΣjjAj,r in equation (2) using the nearest neighbors method and let
V Hjj = PjLjP
T
j + ǫ
2
jImr be the mr×mr matrix for approximating ATj,mrΣjjAj,mr in equation (3)
by the hierarchical low rank approximation method, where Pj consists of eigenfunctions. The
following theorem shows the result that the approximation to Σjj induced by V Hjj is better than
that induced by V Njj in terms of the Frobenius norm.
Theorem 1 Let λ1 ≥ λ2 ≥ · · · ≥ λmr > 0 be the eigenvalues of ATj,mrΣjjAj,mr. If ǫ2j in
equation (3) satisfies ǫ2j < (λr + λmr)/2, we have,
‖Aj,mrV
H
jjA
T
j,mr − Σjj‖F ≤ ‖Aj,rV
N
jjA
T
j,r − Σjj‖F ,
where ‖ · ‖F means the Frobenius norm.
The proof is shown in the Appendix. Similar results hold for the comparison between hierarchical
low rank approximation method and the nearest neighboring sets method, or the nearest neighbors
and nearest neighboring sets method.
2.5 Computational complexity and parallelization
For our hierarchical low rank approximation method, we need to execute a linear solve of di-
mension r, which requires O(min(j, r)3) computation in equation (4) for each hierarchy j =
1, . . . , n − 1 assuming that the direct method is employed. Then the total computational cost is
O(r3n) for likelihood approximation per value. When r ≪ n, the computational cost is much
smaller than O(n3), which is required by the Cholesky decomposition.
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In practice, the computation time can be reduced further by choosing zj+1 as a vector due to
the fact that it leads to a smaller number of hierarchies that need to be evaluated. It is also worth
noting that our approach can be parallelized easily because the computation of each hierarchy is
independent of each other.
3 Numerical study
3.1 Design setup
In the numerical study in this section and the following simulation study in §4, we focus on irreg-
ularly spaced data with an unstructured covariance matrix (Sun & Stein 2014). The observations
are generated at the locations n−1/2(r−0.5+Xrℓ, ℓ−0.5+Yrℓ) for r, ℓ ∈ {1, . . . , n1/2}, where n
is the number of locations, and Xrℓs and Yrℓs are independent and identically distributed, uniform
on (−0.4, 0.4). The advantage of this design is that it is irregular, and we can guarantee that no
two locations are too close.
Here, we study the performances of different approximation methods proposed in §2.2 and
§2.3 in different settings. We consider a zero-mean Gaussian process model with Mate´rn covari-
ance function possibly with a nugget,
C(h;α, β, ν, τ 2) = α{(2ν)1/2h/β}νKν{(2ν)
1/2h/β}/{Γ(ν)2ν−1}+ τ 21(h = 0), (5)
where Kν(·) is the modified Bessel function of the second kind of order ν, Γ(·) is the gamma
function, 1(·) is the indicator function, h ≥ 0 is the distance between two locations, α > 0 is the
sill parameter, β > 0 is the range parameter, ν > 0 is the smoothness parameter, and τ 2 is the
nugget effect.
For n irregularly spaced locations, the description of the five methods considered is shown in
Table 1.
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Table 1: Description of the five methods used in the numerical study. IND, independent blocks
method; NN, nearest neighbors method; SUM, nearest neighboring sets method; NNSUM, near-
est neighbors and nearest neighboring sets method; HLR, the hierarchical low rank approximation
method.
Method Description
IND Divide the locations into ⌈n/r⌉ blocks, each of which contains r
points. ⌈n/r⌉ means the largest integer that is no larger than n/r.
NN A number of r nearest neighbors are selected to construct Aj,r.
SUM A number of r nearest neighboring sets are selected and each set has
2 locations. Then a total number of 2r nearest neighbors are used to
construct Aj,r.
NNSUM A number of ⌈r/2⌉ nearest neighbors are first selected, then the fol-
lowing 2(r − ⌈r/2⌉) nearest neighbors are divided into r − ⌈r/2⌉
sets of size 2.
HLR A number of 2r nearest neighbors are considered, where Lj is a
r × r diagonal matrix with elements corresponding to the r leading
eigenvalues. P consists of the r corresponding eigenvectors.
In §3.2–3.4, we present the Kullback–Leibler divergence calculated from different settings
for the five methods with α fixed at 1 and n = 900. In §3.5, we discuss the effect of sample size
n and the rank r.
3.2 Dependence level
In the Mate´rn model in equation (5), the range parameter β controls the dependence of the pro-
cess. In this section, we consider different β. Given ν = 0.5, which corresponds to an exponential
12
covariance function and τ 2 = 0.15, the first row of Fig. 2 shows the Kullback–Leibler divergence
for β = 0.1, which means a weaker dependence, and β = 0.5, which indicates a stronger depen-
dence, as the rank r increases from 2 to 8. We can see that the HLR approximation is always the
best with the smallest Kullback–Leibler divergence, and SUM and NNSUM win against NN only
when r = 2 for β = 0.1, while for β = 0.5, the improvement of SUM and NNSUM exists up to
r = 6. It implies that when a strong correlation is present, a small number of nearest neighbors is
not adequate to provide a good approximation of the conditional density. It is also worth noting
that the range of r/n in this study is from 0.22% to 0.89%. For very large n, and r ≪ n, the
improvement from HLR, SUM or NNSUM approaches can be substantial.
3.3 Smoothness level
In the Mate´rn covariance function, a larger ν indicates a smoother process. In this section, we
fix β = 0.5 and τ 2 = 0. We consider two smoothness levels with ν = 0.5 and ν = 1, which
correspond to the exponential and Whittle covariance functions, respectively. The second row
of Fig. 2 shows the Kullback–Leibler divergence. Similarly, the HLR approach outperforms the
other methods. For the rougher process, when ν = 0.5, SUM and NNSUM are slightly better
than NN at r = 2. When ν increases to 1, the improvement almost disappears and all the methods
need a large r to achieve similar performances as ν = 0.5.
3.4 Noise level
The nugget effect can be viewed as measurement errors or the micro-structure in the underlying
process. In this section, we consider different τ 2. Given β = 0.25 and ν = 0.5, the last row of
Fig. 2 shows the Kullback–Leibler divergence for τ 2 = 0 and τ 2 = 0.15. In both cases, the HLR
approach still provides the best approximation, although for large τ 2, a larger r is needed. If the
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Figure 2: Six panels showing the Kullback–Leibler divergence against rank with 900 locations
in IND (long-dash, − − −), NN (dot-dash, · - ·), SUM (dashes, - - -), NNSUM (dots, · · ·), and
HLR (solid, —) methods. The corresponding parameters are indicated in the titles.
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rank r is limited to a small number, we can see that SUM or NNSUM can improve NN when the
process is noisy or with a larger τ 2.
3.5 Sample size and rank
In this section, we explore the effect of sample size given the rank r or the ratio of r/n. Fig. 3
shows the results for a similar design as in the first row of Fig. 2 but with n = 2500. Com-
paring Fig. 3 to the first row of Fig. 2, we can see that for a given process, a larger number of
locations does require larger ranks to achieve a similar approximation quality. When r is fixed,
NN is often not adequate, especially for large n, and SUM, NNSUM, and HLR can improve the
approximation by including more neighbors.
Although it is not realistic for a large dataset, we also investigate a situation where NN is
adequate to provide a good approximation at rank r, and then compare the Kullback–Leibler
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Figure 3: Two panels showing the Kullback–Leibler divergence against rank with 2500 locations
in IND (long-dash, − − −), NN (dot-dash, · - ·), SUM (dashes, - - -), NNSUM (dots, · · ·), and
HLR (solid, —) methods. The corresponding parameters are indicated in the titles.
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divergence for NN at r+1 and NNSUM with the same first r nearest neighbors and one additional
set containing the next 2 nearest neighbors. We find that for α = 1, β = 0.5, ν = 0.5, τ 2 = 0
and n = 900, NN with rank r + 1 = 51 gives a Kullback–Leibler divergence as 9.4 × 10−2 and
NNSUM reduces Kullback–Leibler divergence by 1%.
4 Simulation study
In §3, we calculated the Kullback–Leibler divergence at the true parameter values. In this section,
we generate n = 900 observations with parameters α = 1, β = 0.1, ν = 0.5 and τ 2 = 0.15.
We run the optimization for α, β, τ 2 while fixing ν at the true value and obtain the estimates
of α, β, τ 2 by maximizing the approximated likelihoods with r = 2. We repeat the estimates
procedure 500 times and the boxplots of α and β are shown in Fig. 4. We see that the estimates
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0.
8
1.
0
1.
2
1.
4
1.
6
1.
8
e
st
im
at
ed
 
α
4
5
6
7
8
9
M
SE
×
10
NN NNSUM SUM HLR MLE
0.
05
0.
10
0.
15
0.
20
0.
25
0.
30
0.
35
0.
40
e
st
im
at
ed
 
β
1.
0
1.
5
2.
0
2.
5
3.
0
3.
5
4.
0
M
SE
×
10
00
Figure 4: Two panels showing the boxplot of parameter estimates and mean squared error times
10 (left) or 1000 (right). The solid line is a reference for the true parameter value, and the dash
line is the corresponding mean squared error of the 500 number of estimates in each method.
Left: illustration for estimated α; Right: illustration for estimated β.
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obtained by the hierarchical low rank approximation method have the smallest mean squared error
among the 3 approximation methods and are close to the exact maximum likelihood estimation.
5 Application
5.1 Dataset description
In this section, we apply our method to modeling soil moisture, a key factor in evaluating the
state of the hydrological process, including runoff generation and drought development. We
consider high-resolution daily soil moisture data at the top layer of the Mississippi basin, U.S.A.,
on January 1st, 2014 (Chaney et al. in review). The spatial resolution is of 0.0083 degrees. The
grid consists of 1830 × 1329 = 2, 432, 070 locations with 2, 153, 888 observations and 278, 182
missing values. The illustration of the data is shown in Fig. 5.
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Figure 5: Soil moisture (unit: percentage) at the top layer of the Mississippi basin, U.S.A. on
January 1st, 2014.
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We know that a one-degree difference in latitude along any longitude line is equivalent to 111
km; however, the distance of one-degree difference in longitude depends on the corresponding
latitude. As the range of the latitude in this region is relatively small, for simplicity, we use the
distance of one-degree difference in longitude at the center location of the region to represent all
others, which is 87.5 km; namely, in this region, 1◦ in latitude is 111 km and 1◦ in longitude is
87.5 km.
To understand the structure of the day’s soil moisture, we fit a Gaussian process model with
a Mate´rn covariance function. From all the locations, we randomly pick n = 2, 000, 000 points,
which are irregularly spaced, to train our model. To assess the quality of our model, the fitted
models can be used to predict part of the left out observations.
5.2 Estimation and prediction
To use a Gaussian process model, we first fit a linear model to the longitude and latitude as the
covariates to the soil moisture. After fitting, we find the negatively skewed residuals, hence we
apply a logarithm transformation with some shift. The histogram of the transformed residual
is shown in the left panel of Fig. 6, which does not show strong departure from Gaussianity.
To examine the isotropy of this process, we calculate the directional empirical variograms as
illustrated in the right panel of Fig. 6. We see the variograms on the circle with the same radius
to the origin have similar values, suggesting that it is reasonable to assume an isotropic model.
Let z(s) denote the transformed residual and the region D be the set of the selected locations,
then the proposed Gaussian process model here is {z(s) : s ∈ D ⊂ Rd} ∼ GP(0, C(h; θ)). We
choose three different covariance functions: the exponential, which has the smoothness parameter
ν = 0.5; the Whittle, which has ν = 1; and the Mate´rn covariance function, which has an
unknown ν. The formula is given in equation (5). Given that the 2, 000, 000 observations follow
Z ∼ N(0,Σ(θ)), Σ(θ) is the 2 million by 2 million variance-covariance matrix, obtained from the
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Figure 6: Left: the histogram of the transformed residuals; Right: the image plot of the empirical
variogram at different distances and along different directions.
chosen covariance function. We use nearest neighbors and hierarchical low rank approximation
methods with rank r = 60 to get the approximated likelihood and then obtain the parameter
estimates. The results are shown in Table 2. The Mate´rn covariance model is more flexible by
allowing to estimate ν. The estimated ν in the Mate´rn covariance model by both methods is
smaller than 0.5, and the estimated β has the largest value. It suggests a rougher process with a
larger dependence range compared to the estimated exponential covariance model. The last row
of Table 2 shows the values of log-likelihood per observation. For each given covariance model,
the likelihood with parameters estimated by the hierarchical low rank approximation method is
always larger than that by the nearest neighbors method. Among different covariance models,
the likelihood with Mate´rn covariance is the largest.
The size of the problem in this application is in the millions, a dataset which is far beyond
the ability of classic analysis methods. However, nearest neighbors and hierarchical low rank
approximation methods can evaluate the approximated likelihood at each iteration in the opti-
mization procedure within 5 and 14 minutes, respectively. The fast computation makes it highly
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Table 2: Parameter estimation results
Nearest neighbors Hierarchical low rank approximation
Exponential Whittle Mate´rn Exponential Whittle Mate´rn
Estimated α 1.0073 0.9787 1.0597 1.0065 0.9789 1.0539
Estimated β (km) 21.6115 5.9316 222.6545 21.2944 5.8216 178.2051
Estimated τ2 0.0107 0.0013 0.0000 0.0096 0.0012 0.0001
Estimated ν 0.5000 1.0000 0.2079 0.5000 1.0000 0.2214
log-likelihood/n −0.1042 −0.1417 −0.0852 −0.0941 −0.1308 −0.0761
practical for applying the proposed methods to a large real-world spatial dataset problem. The
experiment is performed with the Intel Xeon E5-2680 v3@2.50GHz processor.
Next, we use the fitted Mate´rn model by the hierarchical low rank approximation method to
predict soil moisture at the 1000 left out locations by kriging, which is known to provide the best
linear unbiased prediction as well as the prediction standard errors (Cressie 1993). However, the
problem here is of size n = 2, 000, 000, hence kriging cannot be employed directly, because it
involves a linear solve of size n (Furrer et al. 2006). In fact, the proposed methods in this paper
can be adopted for approximating kriging equations as well. But for the purpose of validating
the fitted model, we explore the exact computation method by treating the irregularly spaced data
as observations on a finer regular grid with missing values. The resulting covariance matrix has
a block Toeplitz Toeplitz block structure, which can be embedded in a block circulant circulant
block matrix (Kozintsev 1999). Then kriging can be done by fast Fourier transformation. More
details can be found in Chan & Ng (1996). The mean squared prediction errors over the 1000
validation locations is 4.53× 10−5, which is notably small.
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6 Discussion
The implementation in this paper was done with a single-thread program, however as aforemen-
tioned in §2.5, computation in each hierarchy can be paralleled, which would reduce the compu-
tation time dramatically and make applications even more practical. The proposed method can be
also extended to more complicated settings. For example, although the rank was fixed to the same
in each hierarchy, it can be chosen flexibly in accordance with the number of “past” observations
that are involved in the hierarchy, which, we believe, would give a better approximation. More-
over, for prediction problems, the proposed method can be further investigated to approximate
kriging equations for large irregularly spaced spatial datasets.
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Appendix
Recall that the dimension of V Hjj is mr × mr, V Njj is r × r, Aj,r is j × r, Aj,mr is j × mr, and
Σjj is j × j. Define B to be the mr × r matrix by keeping the mr selected rows from Aj,r, or
B = ATj,mrAj,r. Let M denote ATj,mrΣjjAj,mr. The proof of Theorem 1 is as follows.
Proof of Theorem 1 Since the equation,
‖Aj,mrV
H
jjA
T
j,mr − Σjj‖
2
F − ‖Aj,rV
N
jjA
T
j,r − Σjj‖
2
F
= ‖ATj,mr(Aj,mrV
H
jjA
T
j,mr − Σjj)Aj,mr‖
2
F − ‖A
T
j,mr(Aj,rV
N
jjA
T
j,r − Σjj)Aj,mr‖
2
F
= ‖V Hjj − A
T
j,mrΣjjAj,mr‖
2
F − ‖BV
N
jjB
T − ATj,mrΣjjAj,mr‖
2
F
= ‖V Hjj −M‖
2
F − ‖BV
N
jjB
T −M‖2F ,
it suffices to show,
‖V Hjj −M‖F ≤ ‖BV
N
jjB
T −M‖F .
Noting that V Hjj = PjLjP Tj + ǫ2jImr, we have ‖V Hjj −M‖F = ‖PjLjP Tj − (M − ǫ2jImr)‖F . Since
ǫ2j < (λr + λmr)/2, we know that the eigenvalues of M − ǫ2jImr satisfy λ1 − ǫ2j ≥ λ2 − ǫ2j ≥
· · · ≥ λr − ǫ
2
j and |λr − ǫ2j | ≥ maxmrk=r+1(|λk − ǫ2j |). Thus, |λ1 − ǫ2j | ≥ |λ2 − ǫ2j | ≥ · · · ≥
|λr − ǫ
2
j | ≥ max
mr
k=r+1(|λk − ǫ
2
j |). By the construction of Pj and Lj , and Eckart-Young-Mirsky
theorem (Eckart & Young 1936, Mirsky 1960), we know,
‖PjLjP
T
j − (M − ǫ
2
jImr)‖F = inf
rank(X)≤r
‖X − (M − ǫ2jImr)‖F .
Noting that the rank of BV NjjBT is r, we have ‖V Hjj −M‖F = ‖PjLjP Tj − (M − ǫ2jImr)‖F ≤
‖BV NjjB
T−(M−ǫ2jImr)‖F = ‖(BV
N
jjB
T−M)−ǫ2j Imr‖F . It is easy to observe that the diagonal
elements of BV NjjBT−M is non-positive, thus ‖(BV NjjBT−M)−ǫ2j Imr‖F ≤ ‖BV NjjBT−M‖F .
Then ‖V Hjj −M‖F ≤ ‖BV NjjBT −M‖F . This completes the proof.
22
References
Banerjee, S., Gelfand, A. E., Finley, A. O. & Sang, H. (2008), ‘Gaussian predictive process
models for large spatial data sets’, J. R. Statist. Soc. B 70(4), 825–848.
Castrillo´n-Canda´s, J. E., Genton, M. G. & Yokota, R. (2016), ‘Multi-level restricted maximum
likelihood covariance estimation and kriging for large non-gridded spatial datasets’, Spat.
Statist. . (In press).
Chan, R. H. & Ng, M. K. (1996), ‘Conjugate gradient methods for toeplitz systems’, SIAM Rev.
38(3), 427–482.
Chaney, N. W., Metcalfe, P. & Wood, E. F. (in review), ‘Hydrobloks: Towards field-scale land
surface modeling over continental extents’, Hydrol. Process. .
Cressie, N. A. C. (1993), Statistics for Spatial Data, 2 edn, Wiley, New York.
Cressie, N. & Johannesson, G. (2008), ‘Fixed rank kriging for very large spatial datasets’, J. R.
Statist. Soc. B 70(1), 209–226.
Datta, A., Banerjee, S., Finley, A. O. & Gelfand, A. E. (2015), ‘Hierarchical nearest-neighbor
gaussian process models for large geostatistical datasets’, J. Am. Statist. Assoc. . (In press).
Eckart, G. & Young, G. (1936), ‘The approximation of one matrix by another of lower rank’,
Psychometrika 1, 211–218.
Furrer, R., Genton, M. G. & Nychka, D. (2006), ‘Covariance tapering for interpolation of large
spatial datasets’, J. Comput. Graph. Statist. 15(3), 502–523.
Kaufman, C. G., Schervish, M. J. & Nychka, D. W. (2008), ‘Covariance tapering for likelihood-
based estimation in large spatial data sets’, J. Am. Statist. Assoc. 103(484), 1545–1555.
23
Kleiber, W. & Nychka, D. W. (2015), ‘Equivalent kriging’, Spat. Statist. 12, 31–49.
Kozintsev, B. (1999), Computations with Gaussian random fields, PhD thesis, University of
Maryland.
Lin, X., Wahba, G., Xiang, D., Gao, F., Klein, R. & Klein, B. (2000), ‘Smoothing spline anova
models for large data sets with bernoulli observations and the randomized gacv’, Ann. Statist.
28(6), 1570–1600.
Lindgren, F., Rue, H. & Lindstro¨m, J. (2011), ‘An explicit link between gaussian fields and
gaussian markov random fields: the stochastic partial differential equation approach’, J. R.
Statist. Soc. B 73, 423–498.
Mirsky, L. (1960), ‘Symmetric gauge functions and unitarily invariant norms’, Q. J. Math. 11, 50–
59.
Nychka, D., Bandyopadhyay, S., Hammerling, D., Lindgren, F. & Sain, S. (2015), ‘A multires-
olution gaussian process model for the analysis of large spatial datasets’, J. Comput. Graph.
Statist. 24(2), 579–599.
Rue, H. & Held, L. (2005), Gaussian Markov Random Fields: Theory and Applications, Chap-
man and Hall/CRC, Boca Raton.
Rue, H. & Tjelmeland, H. (2002), ‘Fitting gaussian markov random fields to gaussian fields’,
Scand. J. Statist. 29(1), 31–49.
Sang, H. & Huang, J. Z. (2012), ‘A full scale approximation of covariance functions for large
spatial data sets’, J. R. Statist. Soc. B 74(1), 111–132.
24
Stein, M. L. (1999), Interpolation of Spatial Data: Some Theory for Kriging, Springer, New
York.
Stein, M. L. (2013), ‘Statistical properties of covariance tapers’, J. Comput. Graph. Statist.
22(4), 866–885.
Stein, M. L. (2014), ‘Limitations on low rank approximations for covariance matrices of spatial
data’, Spat. Statist. 8, 1–19.
Stein, M. L., Chi, Z. & Welty, L. J. (2004), ‘Approximating likelihoods for large spatial data
sets’, J. R. Statist. Soc. B pp. 275–296.
Sun, Y., Li, B. & Genton, M. G. (2012), Geostatistics for large datasets, in J. M. Montero,
E. Porcu & M. Schlather, eds, ‘Advances And Challenges In Space-time Modelling of Nat-
ural Events’, Vol. 207, Springer, chapter 3, pp. 55–77.
Sun, Y. & Stein, M. L. (2014), ‘Statistically and computationally efficient estimating equations
for large spatial datasets’, J. Comput. Graph. Statist. . (In press).
Vecchia, A. V. (1988), ‘Estimation and model identification for continuous spatial processes’, J.
R. Statist. Soc. B 50(2), 297–312.
Ver Hoef, J. M., Cressie, N. & Barry, R. P. (2004), ‘Flexible spatial models for kriging and cok-
riging using moving averages and the fast fourier transform (fft)’, J. Comput. Graph. Statist.
13(2), 265–282.
Wikle, C. K. & Cressie, N. (1999), ‘A dimension-reduced approach to space-time kalman filter-
ing’, Biometrika 86(4), 815–829.
25
τ2 = 0 , β = 0.25 , 
K−
L 
di
ve
rg
en
ce
2 3 4 5
10
0
10
1
10
2
10
3
β = 0.1 , ν = 0.5 , 
K−
L 
di
ve
rg
en
ce
2 3 4 5
10
0
10
1
10
2
10
3
ν = 0.5 , β = 0.5
K−
L 
di
ve
rg
en
ce
2 3 4 5
10
0
10
1
10
2
10
3
