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Abst rac t - -F raeta l  image compression is a relatively recent image compresmon method. Its ex- 
tension to a sequence of motion images is important m video compression apphcatmns. There are 
two basra fractal compression methods, namely the cube-based and the frame-based methods, being 
commonly used m the industry. However there are advantages and disadvantages in both methods 
This paper proposes a hybrid algomthm highlighting the advantages of the two methods m order 
to produce a good compression algorithm for video industry Experimental results how the hybrid 
algorithm improves the compression ratm and the quality of decompressed images (~) 2005 Elsewer 
Ltd. All rights reserved 
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1. INTRODUCTION 
There are many applications that benefit a reliable and fast system of data transmission, for 
example, entertainment applications, video conferencing, video archives and libraries, remote 
learning, multimedia presentations, and video on demand. In general, video data is characterized 
by its large storage requirement and is difficult to be transmitted, processed, or stored. Com- 
pression of video information to a smaller storage size is important for transmission. This paper 
does not take into account of the network bandwidth, which will inevitably affect the rate of 
transmission. The authors wish to concentrate only on techniques of compression. 
There are several methods of video compression, for example, JPEG [1], MPEG [2], and 
H.263 [3]. Fractal image compression is a relatively recent image compression method devel- 
oped in the late 1980s [4-6] It reduces the redundancy of images by using the self-similarity 
properties of images; in other words, one part of an image can always be found using a method 
The motion images used in the second set of the numerical experiments were provided by Mmah Entertainment 
Ltd, Hong Kong, P It China. 
*Thin author was supported by a grant from the Fumin Foundation, Fujian, P R China, and the work was done 
during a vimt to the Umversity of Greenwmh 
0898-1221/05/$ - see front matter (~) 2005 Elsevier Ltd All rights reserved Typeset by .AA/~-TF_X 
doi 10.1016/j camwa 2004 11 019 
612 M.  WANG AND C -H  LAI 
called collage coding. As such most recent efforts have focused on strategies of effective collage 
coding and larger possible domain pools, which in turn rely on the use of fast search algorithms. 
Many improvements to the collage coding have been developed; fractal image compression has not 
been workmg as well as the state-of-the-art compression technology. However the main advantage 
of decompressing a fractal compressed image only needs to compute the fixed point of a fractal 
transform operator equation, which is very simple and suitable for the situation of one encoding 
and many decodings. This is the motivation behind the authors to concentrate on techniques of 
compression leaving the network abihty on one side. 
As far as video compression is concerned, there are two basic fractal compression methods being 
used most frequently. One is known as the cube-based compression [7,8] and the other frame- 
based compression [9,10]. In the cube-based compression, a sequence of images is divided into 
groups of frames, each of which in turn is partitioned into nonoverlapped cubes. The compression 
code is computed and stored for every cube. Although this method was proposed in 1993, it has 
such a high computing complexity that it was difficult to implement due to the limit of the 
computer at that time. In the frame-based compression, the compression code is computed and 
stored for every frame, but intraframe or interframe self-similarity may be used. The former 
method may be used to obtain high quality decompressed images, but the compression ratio is 
relatively low; the latter method may be used to obtain a high compression ratio, but the current 
frame is relate to the previous frame which introduces and spreads errors between frames. On 
the other hand, there is a time delay between frames when the image sequence is decompressed 
for replay. This paper proposes a hybrid algorithm consisting of an interaction of the previous 
two algorithms using different partitions of the cube-based algorithm. 
The paper is organized as follows. First, the background mathematical theory for the fractal 
compression of a single frame of image is presented. Second, two fractal compression algorithms 
for motion images are discussed highlighting the advantages and disadvantages of each algorithm. 
A hybrid method then proposed follows with numerical experiments on two sequences of images. 
The first sequence of images is related to a videoconference and the second sequence of images is 
an extract from a film. Experimental results show that a relatively high compression ratio can 
be obtained with a high quality of decompressed image sequences. 
2. THE MATHEMATICAL  THEORY 
This section gives a brief overview of the basic mathematmal theory, which has not been changed 
since the late 1980s, behind fractal image compression. Let I be a square monochrome digital 
image of size 2 g x 2 N, N > 0 defined over a region denoted by X e {0,. . . ,  2 N- l}  × {0,. . . ,  2 N- l} .  
The image function u : X -~ R defines the intensity of the pixel (z,3) C X of I. Define the 
matrix Px  formed by the pixel intensities of X collocated as 
Px  ~- 
u(0 ,1)  . . .  (0, 2 - t )  
u(1, 0) u(1, 1) .. u (1, 2 N - 1) 
u(2 N-  I,O) u(2 N-1 ,1 )  --- u(2 N-1 ,2  N- l )  
(1) 
Suppose Px  is now partitioned into nonoverlapping submatrices, R~,t, 0 < s,t ~_ 2 N-n -  1, 
known as range blocks, each of size 2 n × 2~ then 
Px  
I R0,o R0,1 *'"  R0,2N-~-I 
R1,0. RI,1 '" R1,2N-~-I 
LR2N~_10 R2N-~_l.1 ..- R2N-~-l.2N-~-I 
(2) 
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where 
u (2~s, 2~t) u (2~s, 2~t + 1) .. .  u (2"~s, 2~t + 2 '~ - 1) -] 
(2' s + 1, 2 t) (2 s + 1, 2' t + 1)  . . .  + 1, + 2 n - 1) ] Rs,t -- : 
Suppose ach range block is associated with a set of larger submatrices I)a, k = 1, . . . ,  riD, known 
as domain blocks, and usually of size 2 '~+1 × 2 '~+1, of Px .  Here no  is calculated as 2 2(N-n). 
Simple neighbouring operations, say A, may be applied to the submatrix I)k by averaging the 
intensities of pairwise disjoint groups of neighbouring pixel intensities and leads to a 2 n × 2 n 
matrix denoted symbolically as Dk = ADk, which is also known as a codebook block. For 
convenience in the development of the mathematical theory the pixels of the matrix Px  are 
collocated using a row-wise data structure which leads to the pixel vector p E a 22N. The set of 
all such pixel vectors is denoted as R p, i.e., p C R p c R 2~N . The submatrices R~,t and Dk are 
collocated in the same data structure to give the vectors r and dk, respectively. The sets of all r 
and dk are denoted as R ~ and R d, respectively, i e., r E R ~ C_ R 22~ and dk C R a C R 22~, The 
concepts of range blocks and domain blocks are depicted in Figure 1. 
mmmmmmmmmmm "~. 
mmmmmm l 
A range block A domain block 
Figure 1 The Image [ is partitioned into range blocks and domain blocks. 
Let w~ : R r ~ R 22~ be a contractive mapping such that w~ has a unique fixed point r* C R r, 
i.e., w~(r*) = r*, and define the set of transformations S~(B) = {w~(r) : r E B) ,  VB C_ RL  for 
1 < z < K. Let H(R  r) denote the vector space whose elements are nonempty, compact subsets 
of R r. 
The fractal transformation W : H(R  r) ~ H(R  ~) is defined by 
K 
W(B) = ,__G1S~(B), VB e H (R~), 
where ® is the direct sum. For any B1,B2 E H(R~), 
K K 
ItW(B1) - W(B2)II = ,®1S'(B1)= - ,=1 ® S,(B2) 
,=1 K B1} = ~ {w~(rs , t ) : r s , t  eBx}-G=l{w, ( ru ,v  ) :ru,v e 
= z=~l {w~ (r~,t) - w, (r~,,) : r~,t, r~,~ E B1 t3 B2} 
K 
<_ • {[[w~(rs,t)-w~(r~,,)l l  : rs,e,r=,, eB1UB2}.  
z=l  
Hence, W is also a contractive mapping because w~ is a contractive mapping. The result ensures 
that if B* e H(R  ~) then W(B*) = B* and that there exists a sequence of transformation 
{B (°), B (1), B(e) , . . . ,  B(q),. . .  }, where B(q) = W(B(q-1)), with an arbitrary starting value B (°). 
In image compression the encoding problem is to find W such that W(p) = p, i.e., 
K = @,=lw~(r~,t) = W(p). Let us consider the transformation defined by 
w,( r )ar  + ~I, (3) 
614 M WANG AND C -H. LAI 
where I = (1,. . . ,  1) T c R 22~, and a and fl are known as scaling and offset factors. For any 
rs,t~ ru,v E R ~, 
Itw. (r~,t) - w. (r~,v)][2 = II~r~,~ + 3 I  - (ar~,v + flI)l[2 
= Ila ( r . , t -  r~,v)]l 2 < I~111r.,~- r~,vll2, 
which leads to -1  < a < 1 ensuring w, and W being contractive mappings. 
For every r E R ~, equation (3) provides a combination of scaling and offset to approximate 
the transformation W. This can be achieved by comparing the range block r and the domain 
blocks dk, k = 1 . . . .  ,22(N-n), by solving the minimization problem, 
rain IIr - (adk +/3)[12, 
a, f l  
where w~(dk) ~ w~(r) due to collage theorem. 
relations as below for a and fl, 
{ mdkxr - - ( f i i k~) (~~l r~)m 
~=1 2 ' 
a= mdk ×dk-  ~dk~ 
z=l  
0, 
---- - -  r l  - a dk~ , 
Defining m = 2 ~ it is possible to derive the 
( )2 
i fmd+k×dk-  f idk~ ¢0 ,  
~=1 
if md + k z dk - dk~ = 0, 
and the RMS error, E(dk, r), between adk + flI and r is given as by 
E(dk,r) ~ 1 [ ( t i f f  / ( ~ / ]  = --  rx r+a adkxdk-2dkxr+2 dk~ +f l  m~-2  r~ 
?'n ~----1 / z= l  ] J  
(4) 
The decoding problem can be easily achieved by using the relation B(q) = W(B(q-1)). The 
quality of decompressed images compared with original images may be described by the value of 
the PSNR (peak-signal-noise-ratio). The PSNR of an eight-bit grey image may be computed by 
using the formula [6] 
2552 
PSNR = ]0 x log10 (1/22N) E (u(~,J) - u(i, J))  2' (5) 
where u(z, 3) and ~(% 2) are the intensities of the original image and decompressed image, respec- 
tively, at the pixel (~, j). Experience shows that the value of PSNR of a decompressed image can 
be as high as 38 to 40db [1,7,11]. 
3. FRACTAL  COMPRESSION METHODS FOR V IDEO 
A fractal compression method for still images is described first. In the compression of a 
still image, the given image is partitioned into range blocks and domain blocks as described m 
Section 2. For each of the range blocks, an optimal approximation aDk + flI can be obtained by 
searching through all or a subset of the domain blocks. As a result of the search optimal values 
of a and/3 and of the domain block numbering k are obtained, and these optimal values are the 
known as the compression codes for r E R ~. The algorithm is described as follows. 
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ALGORITHM. A fractal compression method for still images. 
Given the linage I : -  Prepare R ~ and Rd; 
For each r C R r do 
For each dk 6 R d do 
(ak,flk) := Solve min~,~ I I r -  ~dk +/3)112; 
Compute E(bdk, r) ; 
End-For  
Compute the compression code: (aopt,/3opt) := min(ak,~){E(dk,r)} 
End-For 
This paper does not intend to provide an account of other search methods in the inner do loop 
of the above algorithm. 
The above algorithm can be easily extended to a video image sequence. In order to reduce the 
spatial redundancy and temporal redundancy in a video image sequence, there are two different 
extensions based on the fractal compression method for still images. These extensions are the 
cube-based and the frame-based compression. 
Let S = {Iy : 0 <_ f < s} be a sequence of images in a continuous motion, where I / i s  a single 
frame of image as described in Section 2. Hence S can be viewed as a cubic monochrome digital 
image of size 2 N × 2 g × 2 N, N _> 0 defined over aregion denoted by X E {0, . . ,2  N- l}  × 
{0,. . . ,  2 N - 1} x {0,. . . ,  2 g - 1}. The image function u : X ~ R defines the intensity of the pixel 
(z, 3, k) 6 X of S. It is therefore asy to imagine the matrices as defined in equations (1)-(3) be 
naturally extended to three-dimensional arrays. 
In a cube-based compression the sequence is divided into groups of frames (GOF), i.e., 
s = {(GOF)g  : 0 < g < 2 N-n  - 1} ,  
which may then be compressed and decompressed as an entity. Following the same notation as 
before the three-dimensional array of pixels, Px ,  which is being partitioned into nonoverlapping 
subarrays, Rs,t,g, 0 < s,t ,g < 2 N-n  - -  1, known as range cubes, each of size 2 ~ × 2 n × 2 n, as 
depicted in Figure 2. Similarly each range cube is associated with a set of larger subarray I)k, 
k = 1,. . .  ,riD, known as domain cubes, and usually of size 2 n+l x 2 n+l × 2 n't-1, of PX. Simple 
neighbouring operations, say A, may be applied to the subarray Dk by averaging the intensities 
of disjoint groups of eight neighbouring pixel intensities and leads to a 2" × 2" × 2 ~ array denoted 
symbolically as Dk = AI)~, which is also known as a codebook cube. Px  is collocated using 
range cubes ? 
yl 
4 /A domain cube 
X 
Figure 2 An indication of range cubes and a domain cube m a GOF 
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a row-wise and depth-wise data structure which leads to the pixel vector p C R 23N. The  set of 
all such pixel vectors is denoted as R p, i.e, p C R p C R 2~N. The  submatrices Rs,t,g and Dk  
are collocated in the same data structure to give the vectors r and dk, respectively. The  sets of 
all r and dk are denoted as R~ and Rg  a, respectlvely, i.e., r E R ;  _ R 23~ and dk E R d C R 23~. 
Therefore the mathematical  theory described in Section 2 applies in the present situation. 
ALGORITHM.  The  cube-based fractal compression for video. 
Given the image sequence S:- Prepare {(GOF)9:0 _< g _< 2 N-n - I}; 
Prepare R~ and R~; 
Do g=0, . . . ,2  N-n-1 
For each r C Rg do 
For each dk G R d do 
(ak,/3k) '= Solve min,~,;~ [[r - (adk +/3)][2; 
Compute E(dk, r) ; 
End-For 
Compute the compression code: (aopt,flopt) :=min( ,~,~){E(dk,r)} 
End-For 
End-do 
Note that the cube-based fractal compression algorithm may obtain high quality decompressed 
images, but the compression ratio of the resulting compressed object is relatively low. 
In a frame-based compression, the compression codes are computed and stored for every frame. 
The approximate transformation for every range block is obtained by means of interframe sim- 
ilarity, i.e., the domain blocks from the previous frame are used in computing the approximate 
transformation for the range blocks of current frame. As such the transformation is not neces- 
sarily a contractive map and the domain blocks, which are not required to be shrunk, from the 
previous frame may be of the same size as the range blocks. In the decompression process, the 
approximate transformation is used on the previous frame once only without the need of iter- 
ations. Let the decompressed image sequence be denoted as {DFo, DF1,..., DFs}. The range 
blocks and the domain blocks are depicted as in Figure 3. 
domain block 
/ 
9/ range block 
Figure 3 Range blocks and the domain blocks in a frame-based compression 
ALGORITHM.  The frame-based fractal compression for video. 
Given the image sequence S={I# :0<f  <s}:- 
Apply {Algorlthm: A fractal compression method for still images.} to Io; 
Do f= 1 , . . . , s  
Compute DFI_I  ; 
Prepare R r from If; Prepare R d from DFf-1; 
For each r E R r do 
For each dk 6 R d do 
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(ak,/3k) := Solve mma,Z IIr - (adk +/~)112; 
Compute E(dk, r) ; 
End-For 
Compute the compression code: (Olopt,/~opt):: min(ak,~){E(dk,r)}; 
End-For 
End-do 
Two obvious disadvantages of the frame-based compression are the error due to the use of the 
previous frame will inevitably spread to the latter frames and a delay between frames during 
decompression. However it should be noted that the frame-based compression results in a high 
compression ratio which is particularly suitable for video transmission through the Internet. 
4. A HYBRID FRACTAL  METHOD 
In order to bring the advantages ofthe cube-based and the frame-based compression techmques, 
a hybrid compression method combining the two compression techniques may achieve the goal. 
Suppose ach (GOF)g of S = {(GOF)g : 0 <_ g <_ 2 g -n  - 1} is partitioned into disjoint subsets 
forming the series {G1, G2, G3,.. .  }, which may be decoupled into two disjoint series sub-GOF~ = 
{G2, G4, G6,. . .  } and sub-COFo = {G1,G3, Gs, . . .  }, as depicted in Figure 4. A cube-based 
compression algorithm may be applied to sub-GOFo = {G1, Ga, Gs, . . .  } and its decompressed 
image series is denoted as {DG1, DGa, DGs,... }. A frame-based compression algorithm may 
then be applied to the range blocks formed from the frame G2, of sub-GOF3 in conjunction with 
the domain blocks formed from the decompressed frame DG2~-I of sub-GOFo. 
Domain cube 
DG1 
Range cube 
Range cube 
Domain cube 
Figure 4 A typical partition of a GOF. 
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ALGORITHM. The hybrid compression algorithm. 
Given the image sequence S = {If : 0 < f <_ s} :- 
Prepare {(GOF)g : 0 <_ g < 2 N-n - -  1}; 
Do g ---- 0 , . . . ,  2 N-n - 1 
0btaxn {G1,G2, . . . ,G3};  
Construct sub-GOFe = {G2, G4, G6,... }, sub-GOFo = {GI, G3, Gs,... } ; 
Apply cube-based compression to sub-GOFo; 
Compute {DGI, DG3, DGs,... } ; 
Do z = 1,2, . . .  
Prepare R ~ from G2~; Prepare R d from DG2~-I; 
For each r E l~ r do 
For each dk C R d do 
(ak,flk) := Solve mina,~ I I r -  (adk + fl)ll2; 
Compute E(dk, r) ; 
End-For 
Compute the compression code : (aopt, flopt) := min(~k,~k){E(dk, r)}; 
End-For 
End-do 
End-do 
Note that elements in {DG1, DG3, DGs,. . .  } and {DG2, DG4, DG6,...  } may be computed 
simultaneously. As a result when the video is being displayed the time delay between frames can 
be as little as possible. 
5. NUMERICAL  RESULTS 
There are two sequences of motion images in the experiments, one from a videoconference 
and the other from a movie. The original sequence of motion images from the videoconference 
consists of frames of eight-bit grey image each of 256 x 256 pixels, and a subset of the sequence 
for f = 1, 2, 14, 15 is shown in Figure 5. The original sequence of motion images from an extract 
i i 't t,tt t i l t  tttt tttt tttt ~fiH[]l . . . . . . .  , ] I 
f = 1 f = 2 f = 13 f = 14 
Figure 5 The orlginM motion images from a vldeoconference (256 × 256 pixels,
exght-bit grey image). 
f----1 f----2 f=13 f=14 
(PSNR = 35.10) (PSNR = 35 38) (PSNR ---- 38 28) (PSNR ---- 38 44) 
F*gure 6 Decomposed images using the cube-based algorithm ( the compresmon 
ratio m 6.72). 
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f=1 /=2  f=13 f=14 
(PSNR = 32.98) (PSNR = 32.10) (PSNR -- 36.2) (PSNP~ = 35.41) 
Figure 7 Decompressed Images with the cube-based algorithm (the compression 
ratio is 10.13). 
g g  ..... .... 
f= l  f=2 f--13 f=14 
(PSNR = 34.46) (PSNR = 34 23) (PSNR -- 34 35) (PSNR --- 35 57) 
Figure 8. Decompressed images with the hybrid algorithm (the compression ratio 
is 11 76). 
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Figure 9 The original motion images from a mote  (720 x 576 plxels, eight-bit grey 
image) 
of a movie consists of frames of eight-bit grey image each of 720 x 576 pixels, and a subset of 
the sequence for f = 1, 2, 3 is shown in Figure 9 Compression ratio, which is defined as the 
ratio between the file size of the original image to the file size of the compressed code, is used to 
compare the efficiency of compression. 
A summary of the experimental parameters and results obtained for the videoconference images 
are listed below. 
TEST 1. Using the cube-based algorithm and taking the number of frames in (GOF)g as 14 and 
the size of the range cubes as 4 x 4 x 2 (1.e., the width and the height of the range cube are both 
four pixels, and the time size of the range cube is two frames). The compression ratio obtained 
by usmg the cube-based algorithm 6.72 and the average PSNR value of the decompressed images 
is 36.15. The decompressed images are shown in Figure 6. 
TEST 2. Using the cube-based algorithm andtaking the number of frames in (GOF)g as 15 and 
the size of the range cubes as 4 x 4 x 3. The compression ratio obtained by using the cube- 
based algorithm is 10.13 and the average PSNR value of the decompressed images is 32.77. The 
decompressed images are shown in Figure 7. 
TEST 3. Using the hybrid algorithm and taking the number of frames in (GOF)g as 15 and 
one frame for each of sub-GOFo and sub-GOF~. The compression ratio obtained by using the 
hybrid algorithm is 11.76 and the average PSNR value of the decompressed Images is 33.79. The 
decompressed images are shown in Figure 8. 
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A summary of the experimental parameters and results obtained for the movie images are 
listed below. 
TEST 4. Using the cube-based algorithm and taking the number of frames in (GOF)g as 12 and 
the size of the range cubes as 4 x 4 x 1 (i.e., the width and the height of the range cube are 
both four pixels, and the size of the range cube is one frame). The compression ratio obtained 
by using the cube-based algorithm is 3.65 and the average PSNR of the decompressed images 
is 31.96. The decompressed images are shown in Figure 10. 
f----1 f=2 f=3 
(PSNR = 32 33) (PSNR = 32.36) (PSNR = 32.16) 
Figure 10 Decompressed Images using the cube-based algorithm (the compression 
ratio is 3 65) 
TEST 5. Using the hybrid algorithm and taking the number of frames in (GOF)g as 12 and one 
frame for each of sub-GOFo and sub-GOF~. The compression ratio obtained by using the hybrid 
algorithm is 6.06 and the average PSNR of the decompressed images is 30.70. The decompressed 
images are shown in Figure 11. 
A comparison of the values of BPP and PSNR are listed in Table 1. 
f= l  f=2 J=3 
(PSNR = 32.10) (PSNR = 29.59) (PSNR = 31,92) 
Figure 11 Decompressed images using the hybrid algorithm (the compression ratio 
is 6.06) 
Table 1. Comparison of experimental results 
Image Compression Test Partition Compression Ratio 
Videoconference Test 1 4 × 4 × 2 6.72 
Videoconference Test 2 4 × 4 x 3 10.13 
Vldeoconference Test 3 (Hybrid) 4 x 4 × 2 11.76 
Movie Test 4 4 × 4 x 1 3 65
Movm Test 5 (Hybrid) 4 × 4 × 1 6 0
PSNR 
36.15 
32.77 
33.79 
31 96 
30.70 
Numerical experiments have also been performed by using the hybrid algorithm with the num- 
ber of frames being more than one in each of sub-GOFo and sub-GOF~; the compression ratio 
improves dramatical ly but the quality of the decompressed images reduces. There is a di lemma 
between the quality and the compression ratio according to different choice of parameters in the 
hybrid algorithm. 
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Although the decompression process can be finished in a very short time, the compression 
process consists of a high computational  complexity, especially when the number of frames 
in (GOF)g is large. The above numerical experiments were performed on P41.TGHz CPU 
with 256 MByte RAM; the typical run times for 14 or 15 frames of videoconference images are 
approximately 20 minutes and that for 12 frames of movie images is about one hour. 
Note that  the sequence of motion from the movie in the present est has a difficulty to overcome. 
This involves a fast moving front wheel as well as a relatively slower motion of the body movement. 
However such body movement is still much faster compared to the images in the videoconference. 
As such the compression ratio of decompressed images of the movie is not as good as that of the 
videoconference. The PSNR obtained for the movie shows no visual effect to a general audience. 
6. CONCLUSIONS 
A hybrid compression algorithm, which merges the advantages of a cube-based fractal compres- 
sion method and a frame-based fractal compression method, is developed to handle sequences of 
motion images typical ly from a video or a movie. Numerical tests were performed for a videocon- 
ference and an extract from a movie. The hybrid compression algorithm exhibits relatively high 
compression ratios for the sequence of motion images from a videoconference. The algorithm 
shows a minor weakness when dealing with a very fast motion of certain background in addition 
to a relatively slower body motion. The numerical tests also show no visual &fference to the 
audience of the decompressed sequence compared to the original sequence. 
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