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Burak Demirel and Arda Aytekin
Abstract— We analyze the closed-loop control performance of
a networked control system that consists of N independent lin-
ear feedback control loops, sharing a communication network
with M channels (M < N ). A centralized scheduler, employing
a scheduling protocol that produces periodic communication
sequences, dictates which feedback loops should utilize all
these channels. Under the periodic scheduling protocol, we
derive analytic expressions for quantifying the overall control
performance of the networked control system in terms of
a quadratic function. We also study the offline optimization
of communication sequences for a given collection of linear
feedback control subsystems and determine the period of these
communication sequences that attains the near-optimal control
performance. Via numerical studies, we show the effectiveness
of the proposed framework.
Index Terms— Networked Control Systems; Scheduling; Op-
timal Control; Monte Carlo Tree Search
I. INTRODUCTION
As an ever-growing number of industrial machines and
components become a part of the Internet-of-Things, the
features, organizations and operations of factories have rad-
ically changed. This radical change results in more flexi-
ble, continuous and flawless production than ever imagined
before. Integrating industrial machines with computationally
capable, embedded sensors and cutting-edge communication
systems that enable ubiquitous and seamless connectivity
allows us to monitor and operate industrial automation and
control systems without any disruption at any time. The main
challenge is, however, to orchestrate a massive number of
connected devices and machines in harmony.
As a result of Industry 4.0, the number of sensing and
actuating elements connected to the 5G network in factories
is exponentially growing [1]. This excessive number of de-
vices share limited communication resources including time,
frequency, space and energy. Therefore, there is an urgent
need for efficiently deciding which sensors and actuators to
address and what information to send at each time instant.
In the literature, there exist a large variety of scheduling
algorithms, which can be classified into two major groups:
periodic [2]–[7] and aperiodic [8]–[12]. Periodic schedules
are the most popular practical choices due to their low-
implementation cost. The works [2]–[7] designed offline
scheduling policies to determine the order of access of
various sensors and/or actuators.
In this paper, we consider a collection of linear stochastic
subsystems that communicate over a shared network with
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Fig. 1. Networked control system that consists of N feedback control
loops closed over a shared medium with M communication channels.
multiple channels; see Fig. 1. We use a centralized scheduler
that generates periodic communication sequences. Because
the scheduling decisions (which are made by the centralized
scheduler) are independent of the control actions (which
are computed by the controllers), we design the certainty-
equivalent feedback controllers, which is optimal (cf. [13]).
We then derive analytical expressions for quantifying the
overall control loss in terms of a quadratic function. To
obtain near-optimal control performance by selecting a com-
munication sequence for a given period, we use Monte
Carlo tree search, which is a popular technique for finding
optimal decisions in planning problems by taking random
samples in the decision space and constructing a search tree
corresponding to the results [14]. This technique is especially
useful when dealing with large search spaces as it provides a
way of intelligently exploring the domain by searching more
promising parts of the search tree in more detail than less
promising parts.
II. NOTATIONS AND PRELIMINARIES
We write N for the positive integers, N0 for N∪ {0}, and
R for the real numbers. Let Rn be the set of real vectors of
dimension n. Vectors are written in bold lower case letters
(e.g., u and v) and matrices in capital letters (e.g., A and B).
The set of all real symmetric positive semi-definite matrices
of dimension n is denoted by Sn0. The notation {xk}k∈K
stands for {x(k) : k ∈ K}, where K ⊆ N0. Let [N ] denote
{1, . . . , N}.
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We review the essential definitions for building the results
of this paper.
Definition 1 (Periodic sequence) A sequence {at}t≥0 is
periodic with a period of p ≥ 1 if it satisfies
at+p = at , ∀t ≥ 0 .
Definition 2 (Eventually periodic sequence) A sequence
{at}t≥0 is eventually periodic with a period of p ≥ 2 if
there exists an integer t◦ ≥ 1 such that
at+p = at , ∀t ≥ t◦ .
III. NETWORKED CONTROL SYSTEMS
In this section, we extensively review the networked
control architecture and its main components. We also in-
troduce the assumptions under which we derive analytical
expressions for the control performance in Section IV.
A. Control system architecture
As seen in Fig. 1, we here consider a networked control
system that consists of N independent feedback loops closed
over a shared communication network that comprises M
communication channels. Since the number of communica-
tion channels is strictly less than the number of subsystems,
only a subset of feedback loops can be closed at each sam-
pling interval. A centralized scheduler, therefore, orchestrates
communication among these feedback control loops.
Each feedback control loop consists of a smart sensor, a
controller, and an actuator. As seen in Fig. 1, each controller
is collocated with an actuator but not with a sensor. Each sen-
sor periodically takes noisy measurements of the subsystem’s
output at a fixed sampling rate. Then, each sensor computes
the state estimates based on its measurements and transmits
them to an associated remote controller whenever the sched-
uler allocates an available channel to this sensor. Each remote
controller computes the control commands based on either
its estimates or the sensor’s estimates (depending on the
scheduler’s decision) and sends the commands immediately
to the actuator. Each actuator acts whenever it receives
control commands. All data transmissions that take place in
the networked control system are immediate and lossless.
B. Plants
We consider a group of linear time-invariant discrete-time
stochastic systems, i.e.,
x
(i)
t+1 = A
(i)x
(i)
t +B
(i)u
(i)
t +w
(i)
t ,
y
(i)
t = C
(i)x
(i)
t + v
(i)
t ,
(1)
where x(i)t ∈ Rni , u(i)t ∈ Rmi and y(i)t ∈ Rpi for all i ∈
[N ] denote the subsystem i’s state, control input and output,
respectively, at any t ∈ N0. We assume that the noise sources,
w
(i)
t ∈ Rni and v(i)t ∈ Rpi , are uncorrelated zero-mean i.i.d.
Gaussian random vectors with covariance matrices W (i) and
V (i), respectively. The initial state of the subsystem i, x(i)0 ,
is assumed to be a Gaussian random vector with mean x¯(i)0
and covariance matrix X(i)0 . All noise sources, w
(i)
t and v
(i)
t ,
are independent of the initial conditions x(i)0 .
C. Smart sensors and pre-processing units
In our setup, smart sensors, which integrate computing and
communication capabilities, play a central role. Each sensor
does not only sample the subsystem’s output periodically
but also computes the state estimates by using a standard
Kalman filter (i.e., Estimator I in Fig. 1). The sensor sends its
estimates to the controller instead of the raw measurements
if the scheduler allocates an available channel to this sensor
for data dissemination. In case the controller does not receive
any updated information of the state, it uses its own estimator
(i.e., Estimator II in Fig. 1) to compute the state estimate
based on an open-loop system model. The sensor runs a
copy of the estimator on the controller side (i.e., Estimator
II in Fig. 1) together with an identical control algorithm
implemented in the controller to compute control commands
applied by the actuator to the plant. We now review the
estimators implemented in the sensors and the controllers.
Estimator (I). As shown in Fig. 1, the smart sensor uses a
standard Kalman filter to compute the state estimate xˆs(i)t|t
and covariance P s(i)t|t recursively as
xˆ
s(i)
t|t−1 = A
(i)xˆ
s(i)
t−1|t−1 +B
(i)u
(i)
t−1
P
s(i)
t|t−1 = A
(i)P
s(i)
t−1|t−1A
(i)> +W (i)
Kt = P
s(i)
t|t−1C
(i)>
(
C(i)P
s(i)
t|t−1C
(i)> + V (i)
)−1
xˆ
s(i)
t|t = xˆ
s(i)
t|t−1 +K
(i)
t
(
y
(i)
t − Cxˆs(i)t|t−1
)
P
s(i)
t|t =
(
Ini −K(i)t C(i)
)
P
s(i)
t|t−1 ,
starting from xˆs(i)0|−1 = x¯
(i)
0 and P
s(i)
0|−1 = X
(i)
0 .
Estimator (II). As shown in Fig. 1, the feedback controller
runs an estimator to compute the state estimate xˆc(i)t|t as
xˆ
c(i)
t|t−1 = A
(i)xˆ
c(i)
t−1|t−1 +B
(i)u
(i)
t−1 , (2)
xˆ
c(i)
t|t =
{
xˆ
s(i)
t|t if the MMSE estimate received ,
xˆ
c(i)
t|t−1 otherwise ,
(3)
with xˆc(i)0|−1 = x¯
(i)
0 .
We have xˆc(i)t|t = xˆ
s(i)
t|t when the sensor and controller of
the feedback loop i have communicated. Otherwise, xˆc(i)t|t is
the state estimate obtained from Estimator (II).
D. Scheduler
We employ a centralized scheduler that orchestrates com-
munication over a shared medium, which can only accommo-
date a maximum number of feedback control loops (i.e., M
out of N feedback loops) at a time. The scheduler, therefore,
generates a periodic communication sequence with period T0
defined by{
σ
(i)
t ∈ {0, 1} :
N∑
i=1
σ
(i)
t = M, σ
(i)
t+T0
= σ
(i)
t , ∀t ∈ N0
}
for all i ∈ [N ] to decide which M of the N feedback loops
are allocated M available channels at any t ∈ N0. Notice that
σ
(i)
t are binary decision variables that indicate whether the
ith feedback loop is closed (when σ(i)t = 1), or not (when
σ
(i)
t = 0).
The scheduler’s decisions form the time elapsed since the
last transmission of sensor packets for all feedback loops.
To this end, we introduce an integer-valued variable τ (i)t that
describes how many time steps ago the last transmission of
the ith subsystem’s sensor packet occurred. The evolution of
this variable is defined by
τ
(i)
t =
{
0 if σ(i)t = 1 ,
1 + τ
(i)
t−1 otherwise ,
(4)
where τ (i)t = 0 for all t < 0. Notice that, for a given i ∈ [N ],
if there is at least one instant t ∈ N0 such that σ(i)t+T0 =
σ
(i)
t = 1, the number of time steps between two consecutive
transmissions for the ith subsystem is bounded. Otherwise,
it becomes unbounded.
Lemma 3 Suppose that {σ(i)t }t≥0 is a periodic sequence
with period T0 and there is at least one t ∈ N0 such that
σ
(i)
t+T0
= σ
(i)
t = 1. If σ
(i)
kT0
= σ
(i)
(k+1)T0−1 = 0, ∀k ∈ N0, then
{τ (i)t }t≥0 is an eventually periodic sequence with period T0.
Otherwise, {τ (i)t }t≥0 is a periodic sequence with period T0.
The following example provides a better understanding of
how the parameters σ(i)t and τ
(i)
t evolve over time.
Example 4 The network control system, illustrated in Fig. 1,
consists of three independent feedback loops closed over a
network with two communication channels. At each sampling
instant, the centralized scheduler allocates these available
channels to two out of three feedback control loops. The
scheduler, therefore, generates two periodic channel alloca-
tion sequences with a period of five, i.e., {1, 2, 3, 1, 2} and
{2, 3, 1, 3, 1}. To achieve these channel allocation sequences,
we form periodic decision sequences (shown in Table I) with
a period of five; for Sensor 1, 2, and 3, as {1, 0, 1, 1, 1},
{1, 1, 0, 0, 1}, and {0, 1, 1, 1, 0}, respectively. Thus, the se-
quences of the elapsed time since the last transmission of the
sensor packet in feedback loops 1 and 2 are periodic, i.e.,
{0, 1, 0, 0, 0} and {0, 0, 1, 2, 0}. However, as seen in the last
row of Table I, the sequence of the elapsed time since the
last transmission of the sensor packet in feedback loop 3 is
eventually periodic because {1, 0, 0, 0, 1, 2, 0, 0, 0, 1, . . .} is
periodic after the fifth time instant (i.e., first period).
As can be perceived by examining (3), the decisions of the
scheduler have an influence on the estimation error on the
controller side. To this end, we define the estimation error
on the controller node by
x˜
c(i)
t|t = x
(i)
t − xˆs(i)t|t , (5)
which evolves as
x˜
c(i)
t|t =
{
xˆ
s(i)
t|t if σ
(i)
t = 1 ,
A(i)xˆ
s(i)
t−1|t−1 +w
(i)
t−1 otherwise .
(6)
TABLE I
EXAMPLE: THE EVOLUTION OF σ(i)t AND τ
(i)
t
t 0 1 2 3 4 5 6 7 8 9 . . .
σ
(1)
t 1 0 1 1 1 1 0 1 1 1 . . .
σ
(2)
t 1 1 0 0 1 1 1 0 0 1 . . .
σ
(3)
t 0 1 1 1 0 0 1 1 1 0 . . .
τ
(1)
t 0 1 0 0 0 0 1 0 0 0 . . .
τ
(2)
t 0 0 1 2 0 0 0 1 2 0 . . .
τ
(3)
t 1 0 0 0 1 2 0 0 0 1 . . .
Similarly, the state estimation error between the sensor and
the controller can be defined by
e
(i)
t|t = xˆ
s(i)
t|t − xˆc(i)t|t , (7)
which evolves as
e
(i)
t|t =
{
0 if τ (i)t = 0 ,
A(i)e
(i)
t−1|t−1 + η
(i)
t−1 otherwise ,
(8)
where η(i)t ∈ Rni is a zero-mean i.i.d. Gaussian random
vector with covariance matrix Π(i)η , K(i)∞ C(i)P s(i)∞ ; see [13,
Lemma 6] for more details.
The covariance of the random variable e(i)t|t evolves as
Σ
(i)
t =
{
0ni if τ
(i)
t = 0 ,
A(i)Σ
(i)
t−1A
(i)> + Π(i)η otherwise ,
(9)
where Σ(i)t = 0ni for all t < 0.
Lemma 5 Suppose that {σ(i)t }t≥0 is a periodic sequence
with period T0 and there is at least one t ∈ N0 such that
σ
(i)
t+T0
= σ
(i)
t = 1. If σ
(i)
kT0
= σ
(i)
(k+1)T0−1 = 0, ∀k ∈ N0, then
{Σ(i)t }t≥0 is an eventually periodic sequence with period T0.
Otherwise, {Σ(i)t }t≥0 is a periodic sequence with period T0.
Notice that, after a pre-period (i.e., T0 − 1), both of the
sequences {τ (i)t }t≥0 and {Σ(i)t }t≥0 become periodic with
a period of T0. We also want to stress that Lemma 5
has a pivotal role in deriving analytical expressions for the
minimum expected infinite-horizon control loss.
E. Controller
Under scheduling decisions made by the centralized sched-
uler, we want to compute a set of control actions to minimize
the overall control loss of the form
JT =
N∑
i=1
J
(i)
T , (10)
where J (i)T is the control loss of the i
th subsystem and is
given by
J
(i)
T = E
[
x
(i)>
T Q
(i)
f x
(i)
T
+
T−1∑
t=0
(
x
(i)>
t Q
(i)x
(i)
t + u
(i)>
t R
(i)u
(i)
t
)]
, (11)
where Q(i) ∈ Sn0, Q(i)f ∈ Sn0 and R(i) ∈ Sn0 are the state,
terminal and control weight matrices, respectively, subject to
the dynamics (1).
At any time t ∈ N0, the certainty equivalent controller,
which is optimal under exogenous schedules [13], in the ith
feedback loop computes control actions, based upon
u
(i)
t = −L(i)t xˆc(i)t|t , (12)
where xˆc(i)t|t is the state estimate used by the controller,
L
(i)
t = (B
(i)>S(i)t+1B
(i) +R(i))−1B(i)>S(i)t+1A
(i) (13)
and S(i)t is recursively computed as
S
(i)
t = A
(i)>S(i)t+1A
(i) +Q(i) −A(i)>S(i)t+1B(i)
× (B(i)>S(i)t+1B(i) +R(i))−1B(i)>S(i)t+1A(i), (14)
with initial values S(i)N = Q
(i)
f . The minimum value of the
control loss of the ith subsystem is
J
(i)
T = x¯
(i)>
0 S
(i)
0 x¯
(i)
0 +Tr
(
S
(i)
0 X
(i)
0
)
+
T−1∑
t=0
Tr
(
S
(i)
t+1W
(i)
)
+
T−1∑
t=0
Tr
(
P
s(i)
t|t Γ
(i)
t
)
+
T−1∑
t=0
E
[
e
(i)>
t|t Γ
(i)
t e
(i)
t|t
]
, (15)
where Γ(i)t , L
(i)>
t (B
(i)>S(i)t+1B
(i) + R(i))L
(i)
t and e
(i)
t|t ,
xˆ
s(i)
t|t − xˆc(i)t|t .
IV. MAIN RESULTS
Throughout the paper, we consider a scheduling protocol
that generates a periodic communication sequence to allocate
channels for sensor data dissemination in a networked control
system consisting of independent feedback loops. Under the
periodic schedules, we next derive analytic expressions that
quantify the overall control performance.
Theorem 6 Suppose that (A(i), B(i)) and (A(i),W (i)1/2)
are controllable while (A(i), C(i)) and (A(i), Q(i)1/2) are
observable for all i ∈ [N ]. Let A(i) be unstable for all
i ∈ [N ]. Then, for any i ∈ [N ] when T →∞, the following
statements are true:
(i) The matrices S(i)∞ and P
s(i)
∞ are the positive definite
solutions of the following algebraic Riccati equations:
S(i)∞ = A
(i)>S(i)∞A
(i) +Q(i) −A(i)>S(i)∞B(i)
×
(
B(i)>S(i)∞B
(i) +R(i)
)−1
B(i)>S(i)∞A
(i),
P s(i)∞ = A
(i)P s(i)∞ A
(i)> +W (i) −A(i)P s(i)∞ C(i)>
×
(
C(i)P s(i)∞ C
(i)> + V (i)
)−1
C(i)P s(i)∞ A
(i)>.
(ii) The optimal control gain becomes constant, i.e.,
L(i)∞ =
(
B(i)>S(i)∞B
(i) +R(i)
)−1
B(i)>S(i)∞A
(i).
(iii) The optimal estimation gain becomes constant, i.e.,
K(i)∞ = P
s(i)
∞ C
(i)>
(
C(i)P s(i)∞ C
(i)> + V (i)
)−1
.
Selection Expansion Rollout Backup
Repeat
Fig. 2. Monte Carlo Tree Search. Each iteration consists of the four distinct
steps: Selection, Expansion, Roll-out, and Backup.
(iv) If σ(i)t 6= 0, ∀t ∈ N0, then the minimum expected
control loss converges to
J (i)∞ = Tr
(
S(i)∞W
(i)
)
+ Tr
(
F s(i)∞ Γ
(i)
∞
)
+
1
T0
2T0−1∑
t=T0
Tr
(
Γ(i)∞Σ
(i)
t
)
, (16)
where F s(i)∞ ,
(
Ini −K(i)∞ C(i)
)
P
s(i)
∞ and Γ
(i)
∞ ,
L
(i)>
∞
(
B(i)>P s(i)∞ B(i) +R(i)
)
L
(i)
∞ . Otherwise, the ex-
pected control loss diverges, i.e., J (i)∞ = +∞.
V. COMMUNICATION SEQUENCE DESIGN VIA MONTE
CARLO TREE SEARCH
The centralized scheduler decides which M among the
N feedback loops may communicate at any time t ∈ N0.
This leads to a vast amount of possibilities, i.e.,
(
N
M
)T0 ,
which needs to be investigated to determine the T0-periodic
communication sequence that provides the lowest overall
control loss.
Next, we review the Monte Carlo tree search algorithm,
used for constructing T0-periodic communication sequences.
Monte Carlo Tree Search (MCTS)
The MCTS builds a tree starting from a root node (i.e.,
an empty set since none of the channels are allocated in the
beginning) in an incremental fashion. Each node of the tree
represents the channels’ allocation to a subset of feedback
loops and records statistics concerning its children (i.e., visit
counts and accumulated values). The algorithm runs for a
certain number of iterations from the root node (i.e., an
empty set) and, in each iteration, it repeatedly executes four
distinct steps (see Fig. 2) listed below.
• Selection. The current grown tree is traversed starting
from the root node until reaching a node which is not
expanded. During this phase, the child is selected via
Upper Confidence Bounds applied to Trees, given by
arg max
a∈A(s)
W (s, a)
N(s, a)
+ c
√
logN(s)
N(s, a)
, (17)
where N(s, a) is the number of times action a has
been selected at state s, W (s, a) is the cumulative sum
of returns when taking action a in state s, N(s) ,
∑
a∈A(s)N(s, a) is the number of times node s has
been visited, and c > 0 is the constant striking a balance
between exploration and exploitation.
• Expansion. The tree is expanded by adding a new node
as a child to the leaf node.
• Roll-out. The value of the new node is computed by
repeatedly choosing random actions from that node until
reaching a terminal node, and taking the outcome.
• Backup. The outcome of the roll-out phase is propa-
gated up to all nodes encountered in the selection phase
by updating their respective statistics as
W (s, a)←W (s, a) + (1− J∞/Jmax) ,
N(s, a)← N(s, a) + 1 .
After running out of the computational budget, the MCTS
algorithm returns a sequence of nodes from the root to
a leaf, which provides the best value encountered so far.
The sequence of nodes corresponds to the sequence of
communication allocations.
VI. NUMERICAL RESULTS
In the first example, we consider a collection of three
unstable linear subsystems sharing a single communication
channel. The entries of A(i) ∈ Rni×ni , B(i) ∈ Rni×mi ,
C(i) ∈ Rpi×ni , Q(i) ∈ Sni0, R(i) ∈ Smi0, W (i) ∈ Sni0 and
V (i) ∈ Spi0 are sampled independently from Uni(0, 1). The
dimensions are set as ni = 2, mi = 1, and pi = 1 for all
i ∈ {1, 2, 3}. Via exhaustive search, we first determine the
optimal period and the associated communication sequence
as well as the corresponding control loss as listed in Table II.
As highlighted in Table II, T0 = 7 gives the lowest control
loss. For sufficiently large computational budgets, the MCTS
with c = 1.2 finds the communication sequences that provide
the same control loss obtained by the exhaustive search. In
this example, we set the maximum number of iterations,
performed by the MCTS, as 40, 000 when T0 = 12. Notice
that the exhaustive search requires performing 312 function
evaluations.
TABLE II
OPTIMAL PERIODIC SCHEDULES FOR THREE FEEDBACK LOOPS WHILE
SHARING A SINGLE CHANNEL
Period T0 Periodic sequence Total loss J∞
3 {2, 3, 1} 576.2013
4 {2, 1, 3, 1} 385.9708
5 {2, 1, 3, 1, 1} 399.8308
6 {2, 1, 2, 1, 3, 1} 385.3658
7 {2, 1, 3, 1, 2, 1, 1} 380.4944
8 {2, 1, 3, 1, 2, 1, 1, 1} 385.4990
9 {2, 1, 2, 1, 3, 1, 2, 1, 1} 390.7592
10 {2, 1, 2, 1, 3, 1, 2, 1, 3, 1} 385.6078
11 {2, 1, 1, 2, 1, 3, 1, 2, 1, 3, 1} 382.4858
12 {2, 1, 2, 1, 3, 1, 2, 1, 2, 1, 3, 1} 385.3658
In the second example, we consider a group of five unsta-
ble subsystems that communicates over a network with two
channels. Similar to the previous example, the entries of the
matrices are randomly sampled from the same distribution,
and their dimensions are set as ni = 4, mi = 3 and pi = 2
for all i ∈ {1, 2, 3}. After performing 150, 000 iterations, for
T0 = 10, the MCTS with c = 1.4 finds the communication
sequence, shown in Table III. Its control loss is computed as
J∞ = 4108.4376.
TABLE III
FIVE FEEDBACK LOOPS SHARING TWO COMMUNICATION CHANNELS
t 0 1 2 3 4 5 6 7 8 9 . . .
σ
(1)
t 0 0 1 0 0 0 1 0 0 1 . . .
σ
(2)
t 0 1 0 1 0 1 0 0 1 0 . . .
σ
(3)
t 1 0 0 1 0 1 0 1 0 1 . . .
σ
(4)
t 1 0 1 0 1 0 1 0 1 0 . . .
σ
(5)
t 0 1 0 0 1 0 0 1 0 0 . . .
The reader can download the code used to create the tables
in this paper from https://github.com/demirelbu and run them
to reproduce the results.
VII. CONCLUSIONS
This paper considers a networked control system that
consists of a multitude of independent feedback loops closed
over a shared network. We employ a centralized scheduler
that generates a set of periodic communication sequences
for allocating all available channels. Under the exogenous
scheduling decisions made by the periodic scheduler, we
design an optimal output feedback controller and derive
analytical expressions for quantifying the quadratic control
loss. Finally, we find the length of the periodic schedules
that attains the lowest overall control loss by using both the
exhaustive search and the Monte Carlo tree search.
VIII. APPENDIX
Proof of Lemma 3. Suppose that {σ(i)t }t≥0 is T0-periodic,
and there is at least one t ∈ N0 such that σ(i)t+T0 = σ
(i)
t = 1.
As can be seen in (4), {τ (i)t }t≥0 is generated by {σ(i)t }t≥0.
If τ (i)kT0 = τ
(i)
0 , ∀k ∈ N, holds, then τ (i)t+T0 = τ
(i)
t , ∀t ∈ N0,
(i.e., T0-periodicity) holds. This statement can be verified by
the inspection of (4). Bear in mind that, from (4), we get
σ
(i)
t = 1 ⇒ τ (i)t = 0, ∀t ∈ N0. To verify the periodicity of
{τ (i)t }t≥0, we have to investigate the following three cases:
(a) Suppose that σ(i)kT0 = 1, ∀k ∈ N0. Then, σ
(i)
kT0
= σ
(i)
0 =
1⇒ τ (i)kT0 = τ
(i)
0 = 0, ∀k ∈ N.
(b) Suppose that σ(i)kT0 = 0 and σ
(i)
(k+1)T0−1 = 1, ∀k ∈ N0.
Then, σ(i)kT0 = σ
(i)
0 = 0 ⇒ τ (i)kT0 = τ
(i)
0 = 1, ∀k ∈ N
since τ (i)t = 0, ∀t < 0 and τ (i)(k+1)T0−1 = 0, ∀k ∈ N0.
(c) Suppose that σ(i)kT0 = 0 and σ
(i)
(k+1)T0−1 = 0, ∀k ∈ N0.
Since there is at least one t ∈ N0 such that σ(i)t+T0 =
σ
(i)
t 6= 0, we introduce m that is the largest integer
in {1, · · · , T0 − 2} such that σ(i)kT0+m = 1, ∀k ∈ N0.
Then, σ(i)kT0 = σ
(i)
0 = 0 ⇒ τ (i)kT0 6= τ
(i)
0 , ∀k ∈ N0 since
τ
(i)
0 = 1 and τ
(i)
kT0
= T0 −m, ∀k ∈ N.
For the cases (a) and (b), {τ (i)t }t≥0 is T0-periodic, whereas,
for the case (c), {τ (i)t }t≥0 is not T0-periodic. For the case
(c), after t = T0 − 1, {τ (i)t }t≥0 becomes periodic because
τ
(i)
kT0
= T0−m, ∀k ∈ N. Hence, it is eventually T0-periodic.
This concludes the proof. 
Proof of Lemma 5. The proof of this lemma follows the
similar steps of the proof of Lemma 3. 
Proof of Theorem 6. The proof of (i), (ii), and (iii) can be
found in [15]. In subsequent, we only focus on the proof of
(iv). As described in [15], the expected minimum infinite-
horizon control loss can be obtained as
J (i)∞ = lim
T→∞
1
T
J
(i)
T = Tr
(
S(i)∞W
(i)
)
+ Tr
(
F s(i)∞ Γ
(i)
∞
)
+ lim
T→∞
1
T
T−1∑
t=0
E
[
e
(i)>
t|t Γ
(i)
t e
(i)
t|t
]
. (18)
The last term of (18) can be re-written as
lim
T→∞
1
T
T−1∑
t=0
E
[
e
(i)>
t|t Γ
(i)
t e
(i)
t|t
]
= lim
T→∞
1
T
T−1∑
t=0
Tr
(
Γ(i)∞Σ
(i)
t
)
+ lim
T→∞
1
T
T−1∑
t=0
Tr
(
(Γ
(i)
t − Γ(i)∞ )Σ(i)t
)
. (19)
For any initial matrix S(i)0 ∈ Sni0, there is a steady state
S
(i)
∞ ∈ Sni0 because the pairs (A(i), B(i)) are controllable
while the pairs (A(i), Q(i)1/2) are observable for all i ∈ [N ].
Therefore, Γ(i)t converges element-wise to Γ
(i)
∞ , i.e., Γ
(i)
∞ =
limt→∞ Γ
(i)
t . Hence, the second term of (19) becomes zero;
see [13] for the details.
Let a(i)t = Tr
(
Γ
(i)
∞Σ
(i)
t
)
. Because Γ(i)∞ ∈ Sni0 and Σ(i)t ∈
Sni0, a
(i)
t ∈ R0. Therefore,
∑T−1
t=0 a
(i)
t is non-decreasing.
Because {Σ(i)t }t≥0 is eventually periodic with a period of
T0, {a(i)t }t≥0 is also eventually periodic with a period of
T0. Assume T ≥ T0, then we have T = t˜T0 + rT with
0 ≤ rT ≤ T0 for some t˜ ∈ N. By the definition of T ,
t˜T0 ≤ T ≤ (t˜ + 1)T0 holds for every t˜ ∈ N. Hence, we
have:
t˜T0−1∑
t=0
a
(i)
t ≤
T−1∑
t=0
a
(i)
t ≤
(t˜+1)T0−1∑
t=0
a
(i)
t , (20)
or equivalently,
c+
t˜T0−1∑
t=T0
a
(i)
t ≤
T−1∑
t=0
a
(i)
t ≤ c+
(t˜+1)T0−1∑
t=T0
a
(i)
t , (21)
where c =
∑T0−1
t=0 a
(i)
t . Since, after a pre-period of length
t◦ = T0, {a(i)t }t≥0 becomes periodic with a period of T0,
(21) is equal to
c+ (t˜− 1)
2T0−1∑
t=T0
a
(i)
t ≤
T−1∑
t=0
a
(i)
t ≤ c+ t˜
2T0−1∑
t=T0
a
(i)
t . (22)
Taking the reciprocal of both sides of t˜T0 ≤ T ≤ (t˜+ 1)T0,
we get:
1
(t˜+ 1)T0
≤ 1
T
≤ 1
t˜T0
. (23)
Since a(i)t ∈ R0 and
∑T
t=0 a
(i)
t is non-decreasing, we can
combine (22) and (23) as
c
(t˜+ 1)T0
+
t˜− 1
t˜+ 1
1
T0
2T0−1∑
t=T0
a
(i)
t ≤
1
T
T−1∑
t=0
a
(i)
t
≤ c
t˜T0
+
1
T0
2T0−1∑
t=T0
a
(i)
t . (24)
Since t˜−1
t˜+1
→ 1, 1
t˜+1
→ 0 and 1
t˜
→ 0 as T →∞, we obtain:
lim
T→∞
1
T
T−1∑
t=0
Tr
(
Γ(i)∞Σ
(i)
t
)
=
1
T0
2T0−1∑
t=T0
Tr
(
Γ(i)∞Σ
(i)
t
)
.
This concludes the proof. 
REFERENCES
[1] “5G-TSN integration meets networking requirements for industrial
automation,” White Paper, Ericsson, July 2019.
[2] R. W. Brockett, “Stabilization of motor networks,” in Proceedings of
the 34th IEEE Conference on Decision and Control, Dec. 1995, pp.
1484–1488.
[3] D. Hristu-Varsakelis and P. R. Kumar, “Interrupt-based feedback
control over a shared communication medium,” in Proceedings of the
41st IEEE Conference on Decision and Control, Dec. 2002.
[4] H. Rehbinder and M. Sanfridson, “Scheduling of a limited commu-
nication channel for optimal control,” Automatica, vol. 40, no. 3, pp.
491–500, March 2004.
[5] D. Hristu-Varsakelis and L. Zhang, “LQG control of networked control
systems,” International Journal of Control, vol. 81, no. 8, pp. 1266–
1280, 2008.
[6] L. Shi, P. Cheng, and J. Chen, “Optimal periodic sensor scheduling
with limited resources,” IEEE Transactions on Automatic Control,
vol. 56, no. 9, pp. 2190–2195, Sept. 2011.
[7] L. Orihuela, A. Barreiro, F. Gómez-Estern, and F. R. Rubio, “Pe-
riodicity of Kalman-based scheduled filters,” IEEE Transactions on
Automatic Control, vol. 50, no. 10, pp. 2672–2676, Oct. 2014.
[8] S. Joshi and S. Boyd, “Sensor selection via convex optimization,”
IEEE Transactions on Signal Processing, vol. 57, no. 2, pp. 451–462,
Feb. 2009.
[9] Y. Mo, R. Ambrosino, and B. Sinopoli, “Sensor selection strategies
for state estimation in energy constrained wireless sensor networks,”
Automatica, vol. 47, no. 7, pp. 1330–1338, July 2011.
[10] M. Zanon, T. Charalambous, H. Wymeersch, and P. Falcone, “Optimal
scheduling of downlink communication for a multi-agent system with
a central observation post,” IEEE Control Systems Letters, vol. 2, no. 1,
pp. 37–42, Jan. 2018.
[11] V. Gupta, T. H. Chung, B. Hassibi, and R. M. Murray, “On a stochastic
sensor selection algorithm with applications in sensor scheduling and
sensor coverage,” vol. 42, pp. 251–260, 2006.
[12] Y. Mo, E. Garone, A. Casavola, and B. Sinopoli, “Stochastic sensor
scheduling for energy constrained estimation in multi-hop wireless
sensor networks,” IEEE Transactions on Automatic Control, Special
Issue on Wireless Sensor and Actuator Networks, vol. 56, no. 10, pp.
2489–2495, Oct. 2011.
[13] B. Demirel, A. S. Leong, V. Gupta, and D. E. Quevedo, “Tradeoffs in
Stochastic Event-Triggered Control,” IEEE Transactions on Automatic
Control, vol. 64, no. 6, pp. 2567–2574, June 2019.
[14] C. B. Browne, E. Powley, D. Whitehouse, S. M. Lucas, P. I. Cowling,
P. Rohlfshagen, S. Tavener, D. Perez, S. Samothrakis, and S. Colton,
“A Survey of Monte Carlo Tree Search Methods,” IEEE Transactions
on Computational Intelligence and AI in Games, vol. 4, no. 1, pp.
1–43, Mar. 2012.
[15] K. J. Åström, Introduction to Stochastic Control Theory. Dover
Publications Inc., 2006.
