The typical AI problem is that of making a plan of the actions to be performed by a robot so that the robot could get into a set of final situations, if it started with a certain initial situation. The planning problem is known to be generally very complex. Even within the case of 'well-balanced' actions, strong planning under uncertainty about the effects of actions, or games such as 'Robot against Nature', is EXPTIME-complete. As a result, AI planners are very sensitive to the number of the variables involved in making a plan, the inherent symmetry of the problem, and the nature of the logical formalisms being used. This paper shows that linear logic provides a convenient and adequate tool for representing strong and weak planning problems in non-deterministic domains.
Introduction and motivating examples
The aim of this paper is to show that linear logic can automatically exploit peculiarities of some AI systems, and achieve a significant speedup over traditional approaches by decreasing the combinatorial costs associated with searching large spaces.
The AI systems we consider have the following features: A robot is dealing with a finite number of objects. Each of the actions performed by the robot results in correlations newly established between the objects, with some old correlations being destroyed. The conditions enabling an action includes the presence of certain old correlations.
The typical AI problem is that of making a plan of the actions to be performed by the robot so that it could get into a set of final situations Z , if it started with a certain initial situation W (see, for instance, [30, 3, 28, 11, 24, 22, 5] ).
In addition to [30, 3, 11] , we consider here two kinds of non-determinism related to the points from which the robot activity could be regarded [28, 22, 5] :
(1) First, the robot makes its own choice between the actions from a given set. (2) Second, the effect of the action chosen may be non-deterministic because the robot does not know, in advance, what the reaction of Nature would be under the particular circumstances.
We will address the following versions of the planning problem in non-deterministic domains under uncertainty about the effects of the actions [5, 8] :
(a) Strong planning, in which the planning objective is to find a plan that is guaranteed to achieve the goal even within the "worst-case scenario". (b) Weak planning, in which the planning objective is to find an "optimistic" plan that has non-zero probability of achieving the goal.
There are a number of logical formalisms for handling the above AI planning problem (see, for instance, [30, 3, 28, 11, 24, 22, 5] ).
As a logical formalism to specify and sort out planning problems under uncertainty, we use linear logic introduced by Girard [16] as a resource-sensitive refinement of traditional logic. Linear logic provides a convenient and adequate tool for sorting out planning problems in deterministic as well as in non-deterministic domains [28, 29, 22] . The fundamental advantage of linear logic is that it yields a direct and transparent correspondence between proofs for Horn linear logic sequents and plans for AI problems [28, 29, 19, 22] .
Along the way, a linear logic formalism allows us to establish the complexity bounds for the strong planning problem under uncertainty, as well as for the weak planning problem under uncertainty.
Notice that even the simple existence problem (that is whether there is a strong plan for the above task W ⇒ Z ) is PSPACE-complete for propositional deterministic domains [6] , and EXPTIME-complete for propositional nondeterministic domains [22, 27, 18] .
But a simple decision procedure is not satisfactory for our purposes: planners should sort out the much more complicated problem of making an actual plan. The effect is that the planners are much more sensitive to the number of the variables involved in making plans, functional similarity among objects, and the nature of the logical formalism being used.
In particular, computer-aided planners run into difficulties caused by the combinatorial costs associated with searching large spaces for the following planning problems in AIPS Planning Competitions [1, 2] and the like (whereas their common sense solutions are obvious from the human point of view!). Example 1.1. "Gripper" [1] : There is a robot with two grippers. It can carry a ball in each. The goal is to take N balls from one room to another. 1 Example 1.2. "Elevator" [2] : There is an elevator that allows only 6 people to ride at a time. The goal is to move N passengers to their destination. Example 1.3. "Pigeonhole Principle": The goal is to put N balls into k containers so that there is no container with more than one ball.
As a matter of fact, the combinatorial explosion in the search spaces related to these examples stems primarily from the fact that the domains under consideration contain a large number of objects, which gives rise to a exponentially large number of reachable configurations.
On the other hand, the domains are highly symmetrical, since the balls, grippers, people and containers in question are supposed to be identical, indistinguishable, interchangeable, etc.
Our ambition here is, by means of a specific erasing individuality method, to turn this symmetry feature to our favour and to obtain polynomial solutions in polynomial time. Example 1.4. "Towers of Hanoi". A one-handed robot deals with N plates a 1 , .., a n , a n+1 , .., a N of increasing size, and three boxes B 1 , B 2 , B 3 .
Initially, the plates are stacked inside B 1 in the natural order, the largest plate being the bottom one.
The goal is to move the first n plates from B 1 to B 2 , one plate at a time, in such a way that no plate is ever placed on a smaller one. Box B 3 may be used for temporary storage of plates.
The reason for showing Example 1.4 here is that it has no symmetry among the plates, so we could not have relied upon symmetry for the production of polynomial plans promised for the previous examples. And this is in full accordance with the fact that every plan for Example 1.4 has exponential length Ω (2 n ) at least.
Within the above examples, the effect of each of the actions involved happened to be deterministic. The situation becomes much more complicated in the case of the strong planning under uncertainty about the effects of actions. Within this non-deterministic paradigm, the strong planning objective is to find a plan that is guaranteed to achieve the goal even within the "worst-case scenario". In particular, we will consider knowledge acquisition games where a plan we have to look for becomes a winning strategy against Nature, as in the following folklore examples. Example 1.5. "Socks": You have a drawer full of socks, N red socks (all identical) and N blue socks. The challenge is to pick out a minimal number of socks to assure that you have at least one matching pair. Example 1.6. "Omelette": We assume to have N eggs that can be grabbed and broken into a bowl. Eggs can be unpredictably good or bad. It is possible to determine whether an egg is good or bad only after the egg is broken into the bowl. The rotten egg in the bowl has the effect of spoiling the bowl, but the bowl can always be cleaned by discarding its contents.
The intended goal is to have n good eggs in the bowl, so that an omelette can be prepared. (The case where N = ∞ and n = 2 is discussed in [8] .)
We observe the combinatorial explosion in the search spaces within these examples, as well: the real search spaces contain Ω (2 N ) configurations.
But, in addition to the previous deterministic domains, there is another trouble-making dimension here: the strong plans we have to look for will be of hyper-exponential size Ω (2 2 N ), whenever we take these plans in the form of tree-like winning strategies over these real search spaces exploded.
In spite of this discouraging fact, we will show how to use the symmetry caused by the indistinguishability of socks and eggs within the above non-deterministic domains in order to circumvent the combinatorial explosion in their real search spaces and produce plans (in a folded form) in polynomial time.
Our paper focuses on strong and weak planning problems in non-deterministic domains involving an unbounded number of functionally identical objects. To address the key issue: 'How to recognize functional similarity among objects and break the combinatorial explosion caused by the large number of identical objects', we show that linear logic can radically reduce the number of variables involved in making plans and provide thereby polynomial solutions to such planning problems. The main idea of our present approach is the following:
(1) First, having detected symmetry within a given system, we break it by replacing the unbounded number of specific names of objects with one 'generic' name, so that we can solve a mock 'generic' problem with a drastically smaller state space (polynomial instead of exponential) but over the 'generic' object.
(2) Second, each of the mock solutions dealing with one 'generic' object is proved to be directly translatable into an (optimal) polytime solution to the original real planning problem dealing with the unbounded number of 'real' objects.
In other words, for a problem in which N objects, say b 1 , b 2 ,.., b N , cannot be individualized within the system, (1) First, we intend to treat them as identical copies of a single 'generic' object, say b, with the set {b 1 , b 2 , .., b N } being replaced with the multiset {b, b, .., b}. This is expected to provide a polynomial search space but over one 'generic' b. (2) Second, having found a solution to the 'generic' planning problem, we have to convert it (in polytime) into a real solution to the original real problem.
The basic problems to be sorted out within our approach are as follows:
(a) Detect symmetry within a given system related to functional similarity among certain objects. This can be done by analysis of the actions allowed and the format of inputs and outcomes. (b) Reformulate a real problem as a 'generic' one.
This can be easily done by 'erasing indices'. (c) Find 'generic' plans (or winning strategies) over the 'generic' configurations.
This can be done by means of a number of techniques including direct search for the shortest paths, theorem proving, BDDs, generalized BDDs, SAT, Petri nets, game theory, linear logic programming, etc. (d) Convert the 'generic' plan found into a real plan over the real configurations. This is readily seen to be applicable only for a restricted class of systems. Here we give a transparent syntactic condition (see Definition 4.4) that guarantees our approach work properly for a very wide class of problems (including the above examples and the like). (e) Provide the feasibility of each of the above steps.
(e1) The syntactic condition introduced in Definition 4.4 allows us to detect the symmetry we can use for making plans of polynomial size. (See, for instance, Example 4.1 and Comment 4.4) (e2) Reformulation of the real problem as a 'generic' one is easy. (e3) Generally, the 'generic' search space happens to be small, so that 'generic' plans can be found, if they exist, in polynomial time. (e4) Based on our syntactic condition, we will show how any 'generic' plan can be easily transformed into a real plan over the real configurations.
Summary of the paper: When and why it works
The present paper is a follow-up to the papers that started linear logic applications to AI [28, 22] : in [28] AI planning problems are encoded and solved within linear logic; in [22] the complexity of planning problems encoded in linear logic is studied. The present paper is based on our conference paper [23] .
To make this paper more easily comprehensible, in Section 1.2 we give a brief review of linear logic, and in Section 1.3 we give basic details about the tool STRIPS that is currently used in solving AI planning problems.
Closing the introductory part, in Section 1.4 we illustrate in details how our 'generic' approach works for deterministic domains.
In Section 2 we are listing the basic features of the linear logic paradigm that support our approach to planning problems. In addition, as a working fragment of linear logic for the planning problems, we introduce Horn linear logic.
In Section 3 we introduce our central concept of strong and weak solutions to planning problems under uncertainty caused by actions with non-deterministic effects.
In Section 4 we prove Theorem 4.1 that justifies our 'generic' approach. Among other things, we establish a transparent correspondence between strong solutions to planning problems under uncertainty and linear logic proofs for the corresponding Horn sequents.
The complexity issues are considered in Section 5. In Section 6 we show how to extend our results to the weak planning problems under uncertainty.
Linear logic syntax: Background
Let us recall the background material on linear logic with which we are dealing in this paper (see, for instance, Girard [16] ).
In this section we give a short sketch of syntactic peculiarities of linear logic; we will address interpretation issues in Section 2. (par) and ⊕ (plus).
The so-called 'multiplicative' connective ⊗ is governed by the following inference rules:
while the 'additive' connective & is governed by the following inference rules: and ⊕ are defined in a straightforward dual manner. In particular, for ⊕ we have the following: . . . . . . . . , nor embedded implications), linear logic proof machinery provides the extreme expressive power of the Horn-like fragments of linear logic (see Section 2).
AI planning: Backgrounds
Here we recap the background material on AI planning, following Nilsson's STRIPS [30, 11] , which is the base for most of the languages for expressing automated planning problem instances. Definition 1.1. Given an AI system with pure deterministic actions, (a) A situation, or a state, within, the AI system is described as a set of atomic predicate formulas and/or their negations that are true in it; (b) Each action α is specified in terms of its precondition Pre(α), which consists of atomic predicate formulas and/or their negations, and two lists of atomic predicate formulas: add-list Add(α) and delete-list Del(α); (c) The action specification is applied to edit descriptions of situations instead of being used as an axiom in deducing properties of situations. Namely, if α's precondition Pre(α) is met, generating a new situation description from an old one is a matter of deleting all the atomic formulas taken from Del(α) and adding all the atomic formulas taken from Add(α). Example 1.8. Within "Towers of Hanoi" in Example 1.4, action move 124 -that the robot makes to take plate a 1 stacked on plate a 2 and place a 1 on plate a 4 , can be specified in STRIPS as:
Here on(x, y) means "plate x is on plate y", and clear(x) stands for "no plate is on plate x". Accordingly, applying this 'deletion-addition' machinery of action move 124 to a state of the form a 1 a 2 a 3 a 4 described in STRIPS by the set
we result in the following set: The AI planning problem is known to be generally very complex.
(a) Even for a propositional STRIPS, deciding the simple existence of a plan is PSPACE-complete [6] .
(b) As for making plans themselves, we run into additional difficulties with the fact that certain examples require plans of exponential length (see Example 1.4).
Linear logic versus STRIPS
The above complexity results are in accordance with the following obstructions to resolving AI planning problems in purely logical terms discussed in the literature -that within the traditional logical paradigm we can express only STRIPS without 'deletion' effects (in fact, the latter corresponds to a Horn fragment of Boolean logic). In order to cope with 'deletion' effects, STRIPS [30, 11] was invented as a non-logical system in which an action specification was applied to edit descriptions of situations instead of being used as an axiom in deducing properties of situations.
But later it was shown that the whole of STRIPS, with 'deletion' effects included, received an adequate and comprehensive purely logical representation within linear logic [28, 22] .
The main idea of the logical approach in [28, 22] is as follows:
(a) do not change the "naive" Horn-like specification language, (b) but refine the system of logical inference rules as linear logic rules, with the result that AI systems can be properly handled in purely logical terms.
In fact, [28, 22] invoke a syntactically simple fragment of linear logic comprised of Horn-like formulas, providing the desired 'deletion-addition' effects by linear logic proof machinery (see also Section 2). Example 1.10. According to [28, 22] , action move 124 from Example 1.8 is axiomatized as the following pure Horn sequent 2 :
Accordingly, state (1) is encoded in linear logic as an 'elementary product' of the form
and state (2) is encoded as
The act of producing state (2) from state (1) by means of action move 124 is expressed by the fact that the corresponding sequent
is derived from sequent (3) in linear logic.
Our generic approach within purely deterministic domains
We illustrate our approach with Example 1.11, which combines basic features of the deterministic domains from the above combinatorially exploded Examples 1.1-1.3. Example 1.11. "Briareus" 3 : a robot has k grips. It can carry a ball in each. The goal is to take N balls from one room to another.
The number of configurations to be investigated in the planning process seems to be at least exponential Ω (2 N ), since each of the balls, say b 1 ,b 2 ,..,b N , has at least two independent states: "in room 1", or "in room 2". Idea: Deal with the multiset {b, b, .., b} consisting of N copies of one 'generic' ball, say b. (Bear in mind that, because of commutativity of multisets, the number of the corresponding 'generic configurations' is expected to be polynomial at the most)
Another source of a combinatorial explosion Ω (2 k ) here is the unbounded number of grips, say h 1 ,h 2 ,..,h k . Idea: Since the grips are also indistinguishable and interchangeable within the system, the collection of all grips could be thought of as the multiset {h, h, .., h} consisting of k copies of one 'generic' grip h. To be more formal, let (a) Room(x) mean "the robot is in room x", (b) Hold(y, z) stand for "grip y holds ball z", (c) Empty(y) mean "grip y of the robot is empty", and (d) Floor(x, z) stand for "ball z is on the floor of room x".
Here x is a variable of sort 'room', y is of sort 'grip', z is of sort 'ball'. The 'pick up' action pick(x, y, z): "Being in room x and having the empty grip y, grasp ball z with y", is formalized by the following
The 'put down' action put(x, y, z):
"Being in room x and holding ball z in grip y, put z down on the floor, and leave y empty", is specified as
The 'move' action move(x 1 , x 2 ):
"Move from room x 1 to room x 2 ", is axiomatized as
Within the original planning problem in Example 1.11:
we look for a plan leading from the initial situation formally represented as:
into a situation where "All N balls are in room 2" or, formally,
According to our erasing individuality approach, we first abstract this original real problem (7) with the following 'generic' planning problem
where
The advantage of the trick is that the number of all 'generic configurations' formally generated from the initial 'generic configuration' In N ,k (h, .., h, b, .., b) by means of actions (4)- (6) turns out to be polynomial O(k N ). See Fig. 1 where each of the arrows represents a formal application of one of the actions (4)- (6) .
Fig. 1. The 'generic' search space for N = 3, k = 2. Here "Room(1)" is abbreviated as " 1 ", "Room(2)" as " 2 ", "Empty(h)" as "ε", "Hold(h, b)" as "c", "Floor(1, b)" as "1", and "Floor(2, b)" as "2".
The effect is that we can find (in polytime) the shortest plan but for our 'generic' problem (10) (see Theorem 5.2). Thus, for N = 3, k = 2, one of the three shortest plans can be taken as:
To perform the second stage within our approach -that is to show how to convert the mock plan found into a plan of the actions within the real world, and thereby to justify our approach, we individualize all occurrences of the 'generic' names in a coherent way (see Theorems 4.1 and 4.2), to obtain the desired real plan:
(1) apply pick(1,
(3) apply move(1, 2); etc., etc., eventually reaching the real goal (a) The 'real' planning problem in Example 1.12 is as follows:
(b) Similar to Example 1.11, by erasing individuality we abstract it as the 'generic' planning problem:
In contrast to Example 1.11, there is a violent discrepancy between solutions to our 'generic' planning problem (12) and solutions to our real planning problem (11) In Section 4 we intend to remove the mystery of when and why our 'generic' approach can be successfully applied to the planning problems. (See also Example 4.1)
Why Linear Logic?
As a logical formalism to specify and sort out planning problems under uncertainty, we use linear logic introduced by Girard [16] as a resource-sensitive refinement of traditional logic (see also Section 1.2).
In Table 1 we collect the rules of so-called multiplicative-additive fragment of linear logic, which we are actually dealing with. For a more complete presentation, we refer the reader to [16] . See also [28, 22] .
Basic clues from linear logic
We will exploit the following basic ideas from the linear logic paradigm: (A) Implication as an Action Within linear logic, a statement of the form X Y can be interpreted as a specification of a certain action enabled by precondition X and resulting in postcondition Y , with X being consumed in the process; and vice versa. In other words, its application to a current 'configuration' presupposes both negative and positive effects: first, 'deleting' X from the current 'configuration', and then getting the next 'configuration' by 'adding' Y .
(B) Sets versus Multisets. The traditional first-order theories deal with sets, and, therefore, they are based on the traditional Boolean interpretation for formulas built up from atomic formulas like Q(z) or (z ∈ q), with the Boolean connectives ∧ and ∨ being polysemantic in some respects.
As opposed to traditional logics, linear logic is capable of directly handling multisets by refining the traditional ∧ connective into two connectives ⊗ (tensor) and & (with):
(i) The intended meaning of A⊗ B is "A and B co-exist together".
(ii) Whereas A&B is intended to represent "any of A and B".
For instance, the fact that "two copies of b have property Q" can be directly expressed as the formula (Q(b) ⊗ Q(b)) within the linear logic framework. Comment 2.1. To be fair, linear logic interpretations are much more subtle. E.g. a formula of the form (P(b) ⊗ Q(b)) can be interpreted (and used!) in two different ways: (1) "one and the same copy of b has both properties P and Q", or (2) "one copy of b has property P, and another has property Q". Moreover, (1) Specifying actions, we intend to use the first interpretation.
Notice that we have to take precautions against making an error. For instance, in the case of a system with a single action of the form
the above erasing individuality trick generally fails.
In particular, a 'real' planning problem of the form
) has no solution, notwithstanding that the corresponding problem of the 'generic' form
) has a one-step solution, namely, "apply action (13)". Table 1 The inference rules of intuitionistic affine logic
(2) The second interpretation is intended to be used in the case where
configuration of the system. To circumvent the conflict of these mutually exclusive tendencies, we will invoke actions that are monadic with respect to such a z. (See Definition 4.4) (C) A branching behaviour of ⊕, the dual to &. Dually to &, A⊕ B is intended to represent "either A or B". This allows us to handle uncertainty about the effects of actions in a direct way. Thus the performance of an action represented by the following disjunctive form X (A⊕ B) yields a non-deterministic effect:
• X is transformed either into A or into B. From a point of view of the game 'Robot against Nature', (a) a robot's move is to choose one of the actions, say X (A⊕ B), to be performed; (b) an opponent's move is to respond with A, or to respond with B.
Disjunctive Horn linear logic
We will handle the planning aspects of AI systems in purely logical terms, where the difficulties of being overcomplicated are obviated within the framework of a Horn fragment of linear logic in the sense of [19] .
At the very beginning, we use Horn linear logic as a specification language for describing the robot systems in question. The actions performed by a robot are specified in terms of Horn axioms introduced below in Definition 2.2: disjunctive Horn axioms are used for specifying the actions with non-deterministic effects.
The planning problem is represented as a sequent of the form W Z , where W specifies a given initial situation, and Z describes the desired set of final partial situations [28] . We will use the following syntactic conventions. Definition 2.1. A number of sorts τ 1 ,..,τ s are assumed. A formula of the form
where Q 1 ,..,Q m are predicate symbols, t 1,1 ,..,t m,k m are variables or constants of some sorts, is called an LL-monomial of degree m. The trivial LL-monomial V of degree 0 is allowed, for which X ⊗V = X .
Formulas of the form (Z 1 ⊕· · ·⊕ Z k ), with Z 1 ,..,Z k being LL-monomials, are called LL-polynomials. LL-monomials and LL-polynomials are taken modulo commutativity and associativity of ⊗ and ⊕. A Horn sequent of the form X Y 1 will be also called a pure Horn sequent.
HLL theories and HLL derivation rules
Definition 2.3. A theory T is specified by means of a recursive set of its 'axiom sequents' (denoted by Ax T ). We will call these sequents 'proper axioms' of T to distinguish them from standard logical axioms like A A.
A proof within a theory T is a finite list of sequents (without repetitions) in which each sequent is the result of applying a derivation rule from a given logical system to sequents appearing earlier in the list.
If the proof terminates with the sequent W Z then W Z is said to be proved within theory T .
Definition 2.4. For a theory T such that its set of 'proper axioms' Ax T consists of disjunctive Horn sequents, we introduce the following derivation rules:
(a) Horn rule: For X Y , an instance of a sequent from Ax T , and any LL-monomial V ,
, an instance of a sequent from Ax T , and any LL-monomial V ,
(c) Logical Axioms: For any LL-monomial Z and 1 ≤ i ≤ k,
Here Z is an LL-polynomial of the form (
The rules are taken modulo commutativity and associativity of ⊗ and ⊕.
Comment 2.2.
(a) A rule of the form (14) can be conceived as an abbreviated version of the linear logic rule (15) is an abbreviated version of the linear logic rule (16) is a weak version of the Weakening Rule applied only to standard axioms as X X , and, actually, it belongs to affine logic.
The relative completeness of the above HLL rules is stated in the following strong version of the normalization lemma for Horn linear logic (cf. [20] ).
Lemma 2.1. Let T be a theory such that the set of its 'proper axioms' Ax T consists of disjunctive Horn sequents.
Given an LL-monomial W and an LL-polynomial Z , a sequent of the form W Z is derivable from Ax T by the inference rules of affine logic if and only if the sequent W Z can be proved within theory T equipped only with the above derivation rules (14) , (15) , and (16).
For the sake of clarity and non-redundancy in our examples like Fig. 2 , a rule of the form (14) or (15), say
being an instance of a proper axiom of theory T , will be depicted as:
This gives rise to the following definition of 'folded' derivations within theory T , with identical parts being glued together (see also Fig. 2 
):
Definition 2.5. Given a theory T such that the set of its 'proper axioms' Ax T consists of disjunctive Horn sequents, an HLL-canonical representation of a proof within T is defined as a finite directed graph having no directed cycles such that (a) each node v with no incoming edges is labelled by a logical axiom of the form (16); (b) each node v with incoming edges (w 1 , v), .., (w m , v) is labelled by a sequent, say Γ ∆, so that Γ ∆ is obtained by applying a rule of the form (14) or (15) to the sequents Γ 1 ∆ 1 , . . . , Γ m ∆ m that label the above nodes w 1 , .., w m .
The extreme expressive power of Horn linear logic
At first glance, the class of planning problems expressible in Horn linear logic seems to be a very specific subclass of those planning problems that can be expressed, say, in STRIPS with its 'deletion-addition' effects (see Section 1.3), since, for instance, neither negations nor embedded implications appear in the HLL representation of problems.
Recall that any STRIPS action, say, assuming the precondition A 1 , A 2 , and A 3 , delete A 1 , and then add B 1 , is simulated by a linear logic sequent of the Horn-like form
It turns out that the linear logic formalism perfectly captures the 'deletion-addition' effects of STRIPS: the reason is that within linear logic, whatever linear logic sequent Γ ∆ we take, its application to a current 'configuration' always presupposes both negative and positive effects: first, 'deleting' Γ from the current 'configuration', and then obtaining the next 'configuration' by 'adding' ∆.
Furthermore, from the complexity point of view, Horn linear logic is much more expressive than we need for the purposes of STRIPS simulation:
(a) pure Horn linear logic simulates the reachability problem for Petri nets [15] ; (b) disjunctive Horn linear logic even simulates Minsky machines [21] and, hence, is undecidable; (c) linear logic with weakening (a.k.a. affine logic) is decidable [25, 26] , but the Horn fragments of affine logic are still very complex.
To obviate the problem of overestimating complexity bounds, in [22] we have shown that some well-known AI planning problems, in particular, the whole of STRIPS, can be faithfully represented within Horn linear logic syntactically restricted to well-balanced axioms (in which the 'size' of the left-hand side equals the 'size' of the right-hand side).
Along the way, Horn linear logic machinery guarantees PSPACE and EXPTIME upper bounds for planning in deterministic and non-deterministic domains, respectively (cf. Section 5).
The formal syntactic similarity -that the Horn fragment of Boolean logic and the pure Horn fragment of propositional linear logic use the same formulas, might have caused a certain misunderstanding about their comparative expressive power for AI purposes. To clear up this point, (a) the expressive power of the Horn fragment of Boolean logic is very weak (it is good, for instance, only for propositional STRIPS without 'deletion' effects); (b) whereas the Horn fragment of propositional linear logic is extremely powerful because of the refined linear logic machinery (on top of that, we impose additional syntactic constraints on HLL in order to lower its power to the complexity level of the whole of STRIPS).
Planning versus decidability: Plans ⇐⇒ LL proofs
It should be pointed out that we are looking for plans; hence, a simple decision procedure is not a satisfactory solution (the simple existence of a plan is almost evident in many practical cases). Compared to many existing logic formalisms for planning, the advantage of linear logic here is that it provides a direct and clear correspondence between proofs and plans [28, 29, 19, 22] .
Plans as programs. Strong and weak plans
According to Definition 1.2, for systems with pure deterministic actions, a plan P is defined as a chain of commands, or moves, to perform certain actions [30, 3, 28] In order to cover the general case where actions with non-deterministic effects are allowed, we extend this definition to plans P, in which a command prescribing the execution of such an action should anticipate all possible responses of Nature.
Definition 3.1. Suppose that the actions within a given system are specified with disjunctive Horn sequents from Ax T , the set of 'proper axioms' of the theory T .
A plan P based on Ax T is a set of labeled commands, with one command being designated as the initial one. The following labelled commands are invoked here: given a state of the form
which is an instance of a sequent from Ax T ; upon getting response Y 1 (d 1 , ..., d ) , go to the command labeled with l , upon getting response
The command schema (18) is a generalized version of (17) .
(c) A halting command is of the form
The commands in plan P are assumed to have pairwise distinct labels.
Taking labels as nodes and making arrows from a label l to each of the labels l , l ,. . . , l (m) in accordance with the corresponding command of the form (17) or (18), we obtain the control chart of plan P.
An additional assumption is that the control chart of P must form an acyclic graph: no loop is allowed in the control chart of P.
Notice that the case of actions with deterministic effects is covered by (18) by letting m = 1:
.,D be sets of constants of the theory T ;
given a state of the form
which is an instance of a sequent from Ax T ; go to the command labelled l .
(20)
Comment 3.1. The classical definition of branching plans (see, for instance, [4] ) assumes their tree-like structure, which implies generally their exponential size. The concise representation of plans above as 'acyclic programs with parameterized commands' allows us to show the difference between situations in which the winning strategy in the form of a game tree is exponential per se, and situations in which the winning strategy in the form of a game tree is exponential only because the number of different positions that should be mentioned within the game tree happens to be exponential. For instance, for any game on the N × N -board, its game trees are generally exponential regardless to the complexity of the game itself. (Cf. Example 4.2)
Invoking commands with parameters is usual practice in many cases:
(a) Like calculi where one axiom with free variables represents a potentially infinite number of instances obtained by replacing free occurrences of variables in the axiom with any constants, a command schema of the form (18) is introduced to represent a set of 'command instances' dealing with constants ranging over the prescribed domains D 1 ,..,D . (b) It is quite typical to game strategies. For instance, in chess a move to promote a pawn to a queen can be recorded in the algebraic notation as "x7-x8Q" where x ∈ {a, b, c, d, e, f, g, h}. (c) Common-sense instructions such as "take any ball" (meaning no matter which one from a given set), are typical within solutions made by humans.
An unrestricted choice of values for parameters within a command schema seems to cause a non-deterministic behaviour of our plans. But we will require that a correct plan must yield the correct result under whichever choice of admissible values of the parameters is made.
Definition 3.2. Given an initial configuration specified with an LL-monomial W , we can develop a game tree according to a plan P as follows.
First, we define a partial game tree as a rooted tree, in which each of its nodes is labelled by a pair (U, l) where U is a configuration of the system, and l labels a command in P, so that We will say that the partial game tree ends in {Z 1 , .., Z k } if each of its branches ends in a node labelled by (U, l 0 ) such that l 0 is the label of a halting command in P, and U is of the form (Z i ⊗ Z ), for some i = 1, .., k. A plan P based on Ax T is called a strong solution to a planning problem
if any partial game tree developed according to plan P for the given initial W , can be completed to a game tree T so that T ends in {Z 1 , .., Z k }.
Definition 3.3 guarantees a strong plan will achieve the goal under any circumstances and without deadlocks: the plan envisages all possible reactions of Nature on the road from the initial situation W to any final one from the set Z 1 ,.., Z k . The weakest form of a solution -that is achieving the goal under extremely favorable circumstances, is given below: Definition 3.4. Let W specify an initial situation and Z 1 ,.., Z k represent a set of goal situations.
We will say that a plan P based on Ax T is a weak solution to a planning problem
if there is a partial game tree developed according to plan P for the given initial W , such that at least one of its branches terminates in a node labelled by (U, l 0 ) with l 0 , the label of a halting command in P, and U of the form (Z i ⊗ Z ), for some i = 1, .., k.
In Section 6 we will resolve the weak planning problem as well.
As for the strong planning problem, we rely upon the following direct correlation between complete game trees and derivations in Horn linear logic.
Theorem 3.1 (cf. Kanovich [19] ). Let T be a theory such that the set of its 'proper axioms' Ax T consists of disjunctive Horn sequents.
Given an LL-monomial W and an LL-polynomial (Z 1 ⊕ · · · ⊕ Z k ), the following three statements are equivalent:
(a) There exists a complete game tree based on actions specified in Ax T leading from W to the set of goals {Z 1 , .., 4. 'Generic' proofs ⇒ 'real' plans Definition 4.1. Let A be a formula that may contain variables. For a fixed sort τ , we will write A(z 1 , z 2 , .., z n ) to indicate distinguished variables z 1 , z 2 ,.., z n of sort τ that may occur in the formula A. The symmetrical closure A Sym (z 1 , z 2 , .., z n ) of A(z 1 , z 2 , .., z n ) is defined as:
where π ranges over all permutations of {1, .., n}.
A formula A(z 1 , z 2 , .., z n ) is symmetrical if it is equivalent to its symmetrical closure, that is, for any permutation π, a sequent of the form
is derivable in linear logic. 
The desired correlation "generic proofs ⇐⇒ real proofs" is explained in Definition 4.3. A given sort τ will be called generic within theory T if for any variables z, z 1 , z 2 ,.., z n of sort τ , an LL-monomial W (z 1 , z 2 , .., z n ), in which each of the z i has exactly one occurrence, and an LL-polynomial Z (z 1 , z 2 , .., z n ) such that # z i ( Z ) ≤ 1 for each z i , the following holds: If a sequent of the form
is derivable from Ax T by the rules of affine logic, then a sequent of the form
is also derivable from Ax T by the rules of affine logic. (a) The condition on the number of occurrences of z i makes sense. Let, for instance,
and
is derivable, but
is not. (b) We have need of the permutations and the symmetrical closure Sym in Definition 4.3.
Let, for instance,
is not.
By replacing variables with constants in Definition 4.3, we obtain the following proposition:
Proposition 4.1. Let τ be a generic sort within a theory T . Let z 1 ,z 2 ,..,z n be variables of sort τ , and W (z 1 , z 2 , .., z n ) be an LL-monomial in which each of the z i has exactly one occurrence, and Z (z 1 , z 2 , .., z n ) be an LL-polynomial such that # z i ( Z ) ≤ 1 for each z i .
Then for any constants b, b 1 ,b 2 ,..,b n of sort τ that have no occurrence in Ax T , W , and Z , the sequent
is derivable from Ax T in affine logic if and only if a sequent of the 'generic' form
is derivable from Ax T by the rules of affine logic.
Informally, Proposition 4.1 says that in the case of a generic sort τ , the original planning problem (23) dealing with a variety of n 'real objects' can be fully sorted out in terms of the 'generic' planning problem (24) dealing with only one 'generic object'.
To guarantee the main hypothesis of Proposition 4.1 -that τ is a generic sort within a theory T , we rely upon the following syntactic property of the proper axioms of T . 
The following theorem plays the key role on the road from 'generic proofs' to 'real proofs'. Theorem 4.1. For a given sort τ , let Ax T consist only of τ -monadic disjunctive Horn sequents. Then the sort τ is generic within the theory T .
The following lemma gives the important information about derivations:
Lemma 4.1. For a given sort τ , let Ax T consist only of τ -monadic disjunctive Horn sequents.
Let z 1 , z 2 ,.., z n be variables of sort τ , and W (z 1 , z 2 , .., z n ) be an LL-monomial in which each of the z i has exactly one occurrence, and Z (z 1 , z 2 , .., z n ) be an LL-polynomial. Suppose that D is a derivation in HLL-theory T developed for the sequent
Then every sequent occurring in D is of the form U (z, .., z) Z (z, .., z), for some LL-monomial U (z 1 , z 2 , .., z n ) in which each of the z i has at most one occurrence.
Proof. This follows by passing through D bottom-up: from the root sequent (25) to the leaves, which are logical axioms (16) . Take into account that our rules (14) and (15) preserve the inductive statement in the case of τ -monadic axioms from Ax T .
Proof of Theorem 4.1. Given an affine logic proof for (21), first, by Lemma 2.1 we translate it into a derivation with rules (14), (15), and (16). Then we assemble the desired proof for (22) by the top-down induction. It suffices to examine the most complicated case where rule (14) invokes an instance of a τ -monadic Horn sequent from Ax T , say X (v) (Y 1 (v)⊕Y 2 (v)), with v a variable of sort τ , and produces a sequent of the form
from sequents of the form
Lemma 4.1 implies that V (z, .., z) is an instance of an LL-monomial V (z 2 , .., z n ) in which each of the z 2 ,.., z n has at most one occurrence.
By the inductive hypothesis, both sequents of the form
are derivable by HLL-rules, where u 1 ,..,u n , and v 1 ,..,v n are permutations of z 1 ,..,z n . Since Z Sym (z 1 , z 2 , .., z n ) is symmetrical,
are also HLL-derivable, and the same rule (14) yields the derivability of
All other cases are proved in a similar way.
With Theorem 4.2 we obtain a basic technical tool to convert any 'generic proof' into a 'real plan'.
Theorem 4.2. For a given sort τ , let Ax T consist only of τ -monadic disjunctive Horn sequents. Let z 1 ,z 2 ,..,z n be variables of sort τ , and W (z 1 , z 2 , .., z n ) be an LL-monomial in which each of the z i has exactly one occurrence, and Z (z 1 , z 2 , .., z n ) be an LL-polynomial such that for each z i ,
., b n be constants of sort τ having no occurrence in Ax T , W , and Z . Then every cut-free affine logic proof within theory T for a sequent of the form
which deals with one 'generic object' b, can be converted (in polytime) into a strong solution to the original planning problem specified as
which deals with n 'real objects'.
Proof. By Lemma 2.1, a given affine logic proof for sequent (26) can be transformed into an HLL-canonical derivation D having no repetitions. According to Lemma 4.1, each of the nodes in this D is of the form
for some LL-monomial U (z 1 , .., z n ).
The strong plan P we are looking for is assembled as a list of commands introduced step-by-step in the following top-down manner.
With each of the nodes U (b, .., b) Z (b, .., b) occurring in D we will associate the following command labelled by l U :
For a logical axiom U (b, .., b) Z (b, .., b), the associated command is defined to be
Suppose that U (b, .., b) Z (b, .., b) has been produced by rule (14) from preceding sequents
invoking an instance of a τ -monadic sequent from Ax T of the form (29) The command associated with the root W (b, .., b) Z (b, .., b) is designated to be the initial one in our plan P.
It remains to prove that the plan P just assembled is a strong solution to the original planning problem
In order to develop an appropriate induction, we assign an 'intermediate' plan P U to each node of the form
Namely, P U consists of all commands associated with ancestors of this node; the command labeled with l U is designated to be the initial command of P U . (Notice that any command of the form (29) refers only to commands associated to ancestors of the node in question.) By induction on D we prove that every plan P U is a strong solution to the 'intermediate' planning problem
Given U (b 1 , .., b n ) as an initial configuration, let T be an arbitrary partial game tree developed according to plan P U .
The root of T , say v 0 , is labelled by (U (b 1 , . ., b n ), l U ), which means that the command labelled with l U must be performed at the first execution step.
It suffices to examine only a non-trivial case where our command is of the form (29) , which, in particular, presupposes that U (b, .., b) Z (b, .., b) has been produced by rule (14) from the sequents just above
invoking an instance of a sequent from Ax T of the form
and, for some LL-monomial V (z 2 , .., z n ) (see Lemma 4.1),
Since the command labelled with l U has been executed with some d chosen among b 1 , .., b n , the root v 0 of the game tree T must have exactly m sons, say w 1 ,.., w m , such that, for some permutation π:
Let T 1 , .., T m be subtrees of T with the roots w 1 ,.., w m , respectively. It is readily seen that each T j can be viewed as a partial game tree developed according to plan P U j for an initial configuration of the form
By the inductive hypothesis, each plan P U j is a strong solution to a planning problem of the form
which implies, in particular, that each T j can be completed to a game tree T j so that T j ends in {Z 1 , .., Z k }. Replacing each T j by its completion T j yields the desired completion T of the original game tree T . Thus each of the 'intermediate' plans P U is proved to be a strong solution to the corresponding planning problem (30) .
The proof of Theorem 4.2 is completed by stating that the 'big' plan P constructed above is of the form P W , and thereby plan P is a strong solution to the original planning problem (27) . 
Bearing in mind Theorem 4.1, it seems more natural to make such a large step in a number of smaller steps like "generic proofs ⇒ real proofs ⇒ real plans".
Unfortunately, for many planning instances, the corresponding real proofs happen to be of exponential size (see, for instance, Comment 4.5 for Example 4.2). As a result, we could not have obtained polynomial strong solutions if we had followed the strategy of line (34).
Strong planning in deterministic domains
Now we can explain why our technique provides automatically a correct solution to Example 1.11.
Corollary 4.1. Within Example 1.11, the 'real' planning problem
can be fully sorted out in terms of the 'generic' planning problem
Proof. This follows immediately from Theorem 4.2, since each of the action specifications there is 'ball'-monadic and 'grip'-monadic. Notwithstanding the confusion in Example 1.12 with N 2 = N 1 = 1, our machinery is still capable of providing polytime solutions to Example 4.1.
The problem with Example 4.1, as well as with Example 1.12, is that the goal is not symmetric with respect to all N 1 + N 2 variables together.
But we can break down these variables into two groups: u 1 , .., u N 1 , representing the first N 1 balls, and v 1 , .., v N 2 , representing the last N 2 balls. It is clear that our goal is symmetrical with respect to u 1 , .., u N 1 , and our goal is symmetrical with respect to v 1 , .., v N 2 .
We will think about u 1 , .., u N 1 as copies of a 'generic ball', say u, and we take v 1 , .., v N 2 as copies of a 'generic ball' v. Now it remains to apply Theorem 4.2 and 5.2 but to these two 'generic balls' u and v. 
Strong planning under uncertainty: "Rouge ou Noir"
We illustrate the machinery of our approach with a knowledge acquisition game 'Robot against Nature' in Example 4.2, which combines combinatorially exploded features of a deterministic "Gripper" [1] and a nondeterministic "Socks". Example 4.2. "Rouge ou Noir": A robot deals with a heap of N balls wrapped with paper. Each ball is either red or black; the robot can unwrap any ball revealing its colour. There are k containers; each of them may contain only one ball. The robot can put a red (black) ball into a container and mark the container red (black, respectively).
Initially, all containers are empty. The goal is to make sure the robot fills all containers with balls of one and the same colour.
Compared to the deterministic domains discussed above (which can be conceived of as specific versions of the Pigeonhole Principle), the non-deterministic Example 4.2 can be thought of as a simplified version of Ramsey's Theorem [32] , a generalization of the Pigeonhole Principle. 5 It is readily seen that there is a winning strategy in "Rouge ou Noir" if and only if N ≥ 2k −1. The full picture is more subtle (see also Example 6.1):
We introduce the following predicates:
(a) Wrap(z) stands for "ball z is wrapped with paper", (b) Red(z) means "an unwrapped ball z has turned out to be red", (c) Black(z) means "an unwrapped ball z has turned out to be black", (d) Empty(y) stands for "container y is empty", (e) Place R (z, y) means "a red ball z is put into container y, with y being marked red", and (f) Place B (z, y) means "a black ball z is put into container y, with y being marked black".
The 'learn' action learn(z):
"Unwrap ball z revealing its color", is formalized as
the disjunctive ⊕-form of which emphasizes uncertainty about the effects of such an unwrapping action: the robot does not know, in advance, which colour the ball chosen will be. The 'put-and-mark' actions put R (z, y) and put B (z, y):
"Put ball z of the known colour into container y, and mark y with this colour", are formalized, respectively, as
For N balls, say b 1 , b 2 ,.., b N , and k containers, say c 1 , c 2 ,.., c k , the initial configuration is defined as
Empty(c j ), 5 Ramsey's Theorem [32] declares, in particular, that "For any positive integer k, there exists a positive integer N such that no matter how the complete graph with N nodes is coloured in red and black, it will contain a red complete subgraph with k nodes or a black complete subgraph with k nodes." the goal is represented as a formula of the form
where (i 1 , .., i k ) ranges over all permutations of {1, .., N } taken k at a time. The 'real' planning problem in Example 4.2
In N ,k (b 1 , b 2 , .., b N , c 1 , c 2 , .., c k ) ⇒ Goal N ,k (b 1 , b 2 , .., b N , c 1 , c 2 , .., c k ) .
is to achieve the goal within the "worst-case scenario": a plan we are looking for must envisage all possible reactions of Nature on the road from the initial position to one of the final positions. Any solution to this strong planning problem seems to be at least exponential, since the number of the corresponding 'red-black' distributions we might have met with is Ω (2 N ). Our erasing individuality trick yields the mock 'generic' planning problem In N ,k (b, b, .., b, c, c, . ., c) ⇒ Goal N ,k (b, b, .., b, c, c, .., c) ,
with In N ,k (b, b, .., b, c, c, .., c) being of the form
).
Searching a 'generic' proof
To resolve the generic planning problem (39), first, we have to prove the following sequent:
The number of all 'generic' configurations in question is O (N 2 k 2 ) . Hence, an HLL-canonical derivation for (40), if there is one, can be assembled in polytime in a bottom-up manner (a similar technique is used in Theorem 5.2).
For the case where N = 3, k = 2, an HLL-canonical derivation for sequent (40) is shown in Fig. 2 . Here we abbreviate certain LL-monomials, namely, W stands for Wrap(b), R for Red(b), B for Black(b), and ε for Empty(c), 
Converting to a strong 'real' plan
For the sake of clarity, first we plot a control chart of a plan P we are looking for by reversing arrows in the derivation found. For N = 3, k = 2, the result is shown in Fig. 3 .
The plan P itself is assembled by collecting all commands associated with nodes of the derivation (we merge the halting commands for brevity): To compare our folded plans with tree-like plans, notice that any successful game tree for Example 4.2 must involve at least 2 k distinct positions. Therefore, for any HLL-canonical derivation D for the sequent representing our 'real' planning problem (38):
The effect is that, in particular, any tree-like plan is of the exponential size Ω (2 k ).
Complexity
In this section we address complexity issues related to practical applications of our approach.
Decidability in general
A general case of non-deterministic domains has been investigated in KanovichVauzeilles [22] . It has been shown there that the case of so-called 'exact goals' is expressed in linear logic proper, whereas the case of so-called 'partial goals' is expressed in affine logic.
Since the corresponding fragment of linear logic is undecidable [20] , the general case of 'exact goals' is undecidable, as well. Fortunately, propositional affine logic turns out to be decidable [25, 26] . And we take advantage of our linear logic formalism to show decidability of the general planning problem under uncertainty dealing with 'partial goals'.
Corollary 5.1 (Decidability).
There is an algorithm applicable to the following pair of inputs:
(i) to any theory T over a finite signature such that the set of its proper axioms Ax T is a finite set of disjunctive Horn sequents, and, (ii) to any closed LL-monomials W , Z 1 ,..,Z k , which:
(a) determines whether there is a strong plan that is based on Ax T leading from W to {Z 1 , .., Z k }, and, (b) if the answer is positive, produces such a plan.
Proof. By Theorem 3.1 we express the planning problem considered as a derivability problem in affine logic, which is decidable [25, 26] .
Weighted balance −→ EXPTIME planning
The only drawback of the proof in Corollary 5.1 is that it yields a very complex algorithm, since the related decision procedure in [25, 26] is based on the parallel execution of two competitive complex processes: one process is looking for an affine logic derivation for a given sequent, while the another process is checking finite 'phase models' aiming at a counter-example to this sequent.
Here, with the help of a 'mixed balance', we design much more feasible planning algorithms for a reasonably wide class of AI robot systems (cf. [22] ).
Definition 5.1. Suppose that sorts τ 1 , τ 2 ,..., τ are fixed.
Given an LL-monomial X , we define its mixed weight ω τ 1 τ 2 ..τ (X ) as follows:
where M is the number of occurrences of atomic formulas in X that do not contain an occurrence of a variable of any of the sorts τ 1 , τ 2 , ..., τ . Notice that the degree of X (that is ⊗-rank in terms of [22] ) is less or equal to ω τ 1 τ 2 ..τ (X ).
E.g., for Y = (Room(x) ⊗ Hold(y, z)), we get: ω ball,gri p (Y ) = 3; for X = (Room(x) ⊗ Empty(y) ⊗ Floor(x, z)), we get: ω ball,gri p (X ) = 3. Definition 5.2. Let Ax T consist of disjunctive Horn sequents. We will say that Ax T is well-balanced with respect to given sorts τ 1 , ..., τ ( ≥ 0) if for any sequent X (Y 1 ⊕· · ·⊕Y m ) taken from Ax T ,
For instance, the system of axioms in Example 1.11 turns out to be well-balanced with respect to sorts ball and grip.
(As compared to [22] , some axioms in Example 1.11 are not well-balanced with respect to the degree of LL-monomials, and, hence, Example 1.11 is not within the direct reach of [22, Theorem 5.2] ).
Theorem 5.1. Let Ax T be well-balanced with respect to some sorts τ 1 , ..., τ .
Then we can construct an algorithm α running in exponential time, so that for any closed LL-monomials W , Z 1 ,..,Z k , algorithm α (a) determines whether there is a strong plan that is based on Ax T and leads from W to {Z 1 , .., Z k }, and, (b) if the answer is positive, produces such a strong plan.
Proof. Take the proof of Theorem 5.2 in [22] , and replace the degree of X with ω τ 1 τ 2 ..τ (X ).
Comment 5.1. Recalling that "Towers of Hanoi" in Example 1.4 requires plans of exponential length, we see that Theorem 5.1 gives the best upper bound for time complexity of planning in some deterministic domains.
Monadic & balanced −→ polytime planning
Lemma 5.1. For a given sort τ , let Ax T consist only of τ -monadic disjunctive Horn sequents. In addition, let Ax T be well-balanced with respect to some sorts τ 1 , ..., τ .
Let z 1 , z 2 ,.., z n be variables of sort τ , and W (z 1 , z 2 , .., z n ) be an LL-monomial in which each of the z i has exactly one occurrence, and Z (z 1 , z 2 , .., z n ) be an LL-polynomial. Suppose that D is a derivation in the HLL-theory T developed for the sequent
Then every sequent occurring in D is of the form U (z, .., z) Z (z, .., z), for some LL-monomial U (z 1 , z 2 , .., z n ) in which each of the z i has at most one occurrence and for which:
Proof. Similar to Lemma 4.1.
Theorem 5.2. For a given sort τ , let Ax T consist only of τ -monadic disjunctive Horn sequents, and let Ax T be wellbalanced with respect to some sorts τ 1 , ..., τ . Let z 1 ,z 2 ,..,z n be variables of sort τ , and let W (z 1 , z 2 , .., z n ) be an LL-monomial in which each of the z i has exactly one occurrence, and Z (z 1 , z 2 , .., z n ) be a symmetrical LL-polynomial such that # z i ( Z ) ≤ 1 for each z i .
Let b 1 ,b 2 ,..,b n be constants of sort τ having no occurrence in Ax T , W , and Z . Then we can determine in polynomial time (with respect to n) whether there is a strong plan for the planning problem
and, if the answer is positive, produce such a strong plan in polynomial time.
Proof. According to Theorem 4.2, the original planning problem is equivalent to HLL-derivability of a 'generic' sequent of the form
Take m = ω τ 1 τ 2 ..τ (W (z 1 , z 2 , .., z n )).
Because of Lemma 5.1, we can confine ourselves to HLL-canonical derivations D where each of the sequents is of the form for some LL-monomial U (z 1 , z 2 , .., z n ) in which each of the z i has at most one occurrence and for which:
The number of all U (b, .., b) whose degree does not exceed m is bounded by some polynomial p; the degree of p is determined by the number of predicate symbols, their arity, and the number of constants in Ax T , W (b, .., b), and  Z (b, .., b) .
Applying a bottom-up technique (see details, for instance, in [22, Corollary 5 .1]), we can construct in polytime an HLL-canonical proof D without repetitions for sequent (43). The number of distinct sequents in D turns out to be bounded by the above polynomial p, at least. Theorem 4.2 transforms D into a plan P that is a strong solution to the original planning problem
Comment 4.2 guarantees that P is of polynomial size.
Weak planning under uncertainty
According to Definition 3.4, the weak planning problem is related to the chance of fortunate events. To illustrate the difference between strong planning and weak planning, we invoke the same Example 4.2 but with specific parameters N and k.
Example 6.1. "Rouge ou Noir": A robot deals with a heap of N balls wrapped with paper. Each ball is either red or black; the robot can unwrap any ball revealing its colour. There are k containers; each of them may contain only one ball. It is assumed that
The robot can put a red (black) ball into a container and mark the container red (black, respectively).
Initially, all containers are empty. The goal is to make sure the robot fills all containers with balls of one and the same color.
There is no strong solution to Example 6.1, since the robot would have failed if Nature had entrapped the robot by preparing no more than k −1 red balls and no more than k −1 black balls.
On the other hand, the planning situation is not absolutely hopeless: Expecting the most optimistic outcomes, say "each ball is red", the robot has a lucky chance to accomplish its task. Hence, a weak solution to the planning problem still exists.
We prove that the weak planning problem can be fully handled within the pure deterministic paradigm. 
is replaced with m pure Horn sequents of the form:
Thus the 'learn' action (35) with non-deterministic effects:
will be 'weakened' into two actions with deterministic effects:
We show that the weak plans within a theory T are exactly the strong plans within its weakened theory T W .
Theorem 6.1. Given a planning problem W ⇒ Z within a theory T , any plan P that is a strong solution to W ⇒ Z within the theory T W can be straightforwardly rewritten as a weak solution to W ⇒ Z within T ; and vice versa.
Proof. The most interesting direction is to show how weak plans for the original problem can be extracted from strong solutions within the weakened theory T W . (The converse is justified by the same token.) The weakened theory T W invokes only pure Horn sequents to specify its actions. Therefore, the control chart of any strong plan P within T W must be a chain. In particular, in each of its commands of the form (18) with parameters d 1 ,..,d we can contract their domains D 1 ,..,D to singletons. The effect is that each of the non-halting commands in this strong plan P within T W is of the form:
l: apply the action specified with X Y i , which is an instance of a sequent from Ax T W ; go to the command labelled with l .
(46)
To obtain a weak solution to the original planning problem within T , we replace the body of (46) with a body from Ax T in the following way.
Let X Y i in (46) come up from a sequent of the form
Then we replace each of these (46) As a result, we obtain a plan, say P , such that its control chart is almost the same as the control chart of P: the only difference is that a number of additional arrows leading to a halting command.
It is readily seen that P provides a game tree having at least one successful branch, and, hence, P is a weak solution to the original planning problem within T . Corollary 6.1. For a given sort τ , let Ax T consist only of τ -monadic disjunctive Horn sequents.
Let z 1 ,z 2 ,..,z n be variables of sort τ , and W (z 1 , z 2 , .., z n ) be an LL-monomial in which each of the z i has exactly one occurrence, and Z (z 1 , z 2 , .., z n ) be an LL-polynomial such that for each z i ,
., b n be constants of sort τ having no occurrence in Ax T , W , and Z . Then every cut-free affine logic proof within the weakened theory T W for a sequent of the form
which deals with one 'generic object' b, can be converted (in polytime) into a weak solution to the original planning problem specified in theory T as
Proof. This follows immediately from Theorems 6.1 and 4.2.
Corollary 6.2. For a given sort τ , let Ax T consist only of τ -monadic disjunctive Horn sequents, and let Ax T be well-balanced with respect to some sorts τ 1 , ..., τ .
Let z 1 ,z 2 ,..,z n be variables of sort τ , and W (z 1 , z 2 , .., z n ) be an LL-monomial in which each of the z i has exactly one occurrence, and Z (z 1 , z 2 , .., z n ) be an LL-polynomial such that # z i ( Z ) ≤ 1 for each z i .
Let b 1 ,b 2 ,..,b n be constants of sort τ having no occurrence in Ax T , W , and Z . Then we can determine in polynomial time (with respect to n) whether there is a weak plan for the planning problem
and, if the answer is positive, produce such a weak plan in polynomial time.
Proof. This follows immediately from Theorems 6.1 and 5.2.
Concluding remarks

A comparison with a bisimulation approach
In our general theorems such as Theorem 4.1 the symmetry of a planning goal plays an important role. Such a constraint can be significantly relaxed in the case of actions with only deterministic effects.
Theorem 7.1. For a given sort τ , let Ax T consist only of τ -monadic pure Horn sequents.
Then for any variables z, z 1 ,z 2 ,..,z n of sort τ the following holds: Whatever LL-monomial W (z 1 , z 2 , .., z n ) in which each of the z i has exactly one occurrence, and LL-polynomial Z (z 1 , z 2 , .., z n ) such that # z i ( Z ) ≤ 1 for each z i , we take, if a sequent of the form
is derivable from Ax T by the rules of affine logic, then for some permutation π, a sequent of the form
is also derivable from Ax T by the rules of affine logic.
Proof. Similar to Theorem 4.1 Theorem 7.1 suggests an idea of a certain bisimulation equivalence induced by symmetry of the system at hand.
Definition 7.1. Namely, for fixed variables z 1 ,z 2 ,..,z n of a sort τ , we will consider LL-monomials
and (π is a permutation)
as equivalent; here U (z 1 , z 2 , .., z n ) is an LL-monomial such that # z i (U ) ≤ 1 for each of these z i .
The main hypothesis in Theorem 7.1 -that Ax T consists only of τ -monadic pure Horn sequents, automatically guarantees bisimilarity of the above equivalence, namely: Proposition 7.1. Let LL-monomials U and U be equivalent (with respect to variables z 1 ,z 2 ,..,z n of a sort τ ), and let U be transformed into an LL-monomial V by means of an instance of a τ -monadic pure Horn sequent
Then there is an LL-monomial V such that V is equivalent to V , and U can be transformed into V by means of an instance of the same pure Horn sequent. Comment 7.1. There have been certain attempts to automatically detect symmetries and explore them in other areas such as SAT checking [31] . Their approach to problem solving is to start with an exponential state space and then partition it with respect to the symmetry detected.
But the symmetry by itself does not help to reduce the number of the variables involved in making plans, since any representative for an equivalence class is of the form U (z 1 , z 2 , .., z n ), and still deals with a variety of variables z 1 ,z 2 ,..,z n .
Our approach to the planning problem is quite opposite. It was our trick that an LL-monomial in one variable z of the form
served as a 'generic' representative for the corresponding equivalence class. In that way, we started from a small 'generic' space, and then produced efficient solutions to the real planning problem at hand by exploring this 'generic' space only, without touching the combinatorially exploded real space at all.
In fact, a real plan P provided by Theorems 7.1 and 4.2 can be conceived of as a representative of some abstract path over the corresponding equivalence classes.
It should be pointed out that the above line of reasoning works properly only for deterministic domains. As for the general case of actions with non-deterministic effects, both Theorem 7.1 and the related bisimulation generally fail.
Example 7.1. Let Ax T consist of the following axioms:
Then a 'generic' sequent of the form
is derivable from (51), but neither
is derivable from (51) by affine logic rules.
Indeed, in full accordance with Theorem 4.1, the sequent with a completely symmetrical goal:
is derived from (51) by linear logic rules.
Corollary 7.1. In fact, Example 7.1 reflects a deeper borderline related to the so-called disjunctive property.
(a) For the case where each action has a deterministic effect, we can prove that any planning problem of the form
has a strong solution if and only if one of the planning problems:
has a strong solution.
(b) On the other hand, Example 7.1 gives a strongly solvable planning problem of the form W ⇒ (Z 1 ⊕ Z 2 ) such that a planning problem of the form W ⇒ Z 1 has no strong solution, and neither has a planning problem of the form W ⇒ Z 2 .
Proof. (a) Since we use here only pure Horn sequents, the control chart of any strong solution P to W ⇒ (Z 1 ⊕ Z 2 ) is a chain. This allows us to select an appropriate Z i so that P will be a strong solution to W ⇒ Z i .
7.
2. Yet another formalism . . .
One could say that some examples given in the paper (e.g. Example 1.11) could be reformulated and solved in several logical planning formalisms, such as the situation calculus, functional STRIPS [14] , etc. A number of works exploit symmetries, for instance, for deterministic planning [12, 13] or for SAT representations of transition systems [33] .
What arguments could we offer about the superiority of linear logic as a modelling formalism for the planning domain considered here (save its being novel compared to the others) ?
(A) First, linear logic provides a uniform approach to specifying deterministic and non-deterministic domains in user terms, without radical reformulation of the original problem. On top of that, the linear logic approach provides a direct and clear correspondence between proofs and plans. (B) As for the 'symmetrical' domains with numerous but identical elements, we employ the ability of linear logic to reason about multisets, which in this instance are created by identifying several distinct objects as being functionally equivalent for the problem at hand (think of a number of balls, each of which must be moved to some new location -the balls are distinct, but are functionally equivalent for the problem within Example 1.11).
We have established a clear syntactic condition (see Definition 4.4) that allows us to show that solving a generic planning problem where there is only one generic object, directly implies a solution to the original real planning problem over several real objects, the isomorphic 'copies' of the generic object.
Moreover, this correspondence also guarantees to produce a real solution that works in polynomial time.
Thus linear logic allows us to circumvent the combinatorial explosion in real state spaces instead of straight overcoming the real spaces exploded.
It seems very problematic to reformulate and justify these results within traditional logic formalisms. (C) No changes in the user structure of the planning problem is made by linear logic in order to figure out plans of polynomial size. Quite the contrary, the linear logic approach reveals a much deeper 'generic structure' behind the original 'surface structure' for a wide class of deterministic and non-deterministic domains with numerous but identical elements.
This new phenomenon provides a radical reduction of the number of variables involved in making plans, which accounts for the surprising fact that, for such systems, the plan existence becomes polynomial, while it is known to be generally PSPACE-complete for deterministic domains, and EXPTIME-complete for non-deterministic domains. (D) In front of actions with non-deterministic effects, plans as winning strategies (that is, trees) are generally of exponential size. Nevertheless, following linear logic proofs, we can assemble plans in a concise and adequate form of 'acyclic programs with parameterized commands'.
This allows us to explore the difference between situations in which winning strategies are exponential per se, and situations in which winning strategies are exponential only because of that the number of different positions that should be mentioned within a game tree happens to be exponential. (See also Comment 3.1) Schematically, our approach to solving planning problems involves the following steps shown in Fig. 5: (a) 'Generic' Planning Problem ⇒ 'Generic' Plans On the road from a specification of a generic problem to its solution, we take advantage of the fact that the generic search space is guaranteed to be polynomial. Because of that, we can choose among a wide spectrum of known techniques: direct searching for the shortest paths, theorem proving, BDDs, SAT, etc. Notice that a simple decision procedure is not satisfactory for our purposes: planners should resolve the much more complicated problem of making actual plans.
Compared to many existing logic formalisms for planning, the advantage of linear logic here is that it provides a direct and clear correspondence between proofs and plans. (b) 'Generic' Plans ⇒ 'Real' Plans
The idea that any generic plan in which we abstract away any differences between real objects, can be transformed into a correct plan over the real world seems 'orthogonal' to what traditional set-theoretical logical systems are doing.
But such a concretizing procedure is easily specified and justified within the linear logic paradigm.
In closing, we have shown that linear logic can automatically exploit peculiarities of some AI systems, and achieve a significant speedup over traditional approaches by decreasing the combinatorial costs associated with searching large spaces.
We have established a clear and easy-to-check syntactic condition for detecting symmetry in non-deterministic planning domains, and developed techniques to break it by construction of a more abstract formulation whose solution can automatically aid in solving the original problem, providing, in particular, a radical reduction of the number of variables involved in making plans, and thereby giving polynomial time solutions to the original planning problems.
Our results are 'orthogonal' to traditional logical systems but are easily specified and handled in terms of linear logic, forming a bridge between human common-sense reasoning and problem solving, on one hand, and computeraided planning and the ability of the automated systems to reason effectively in complex but natural domains, on the other hand.
From the methodological point of view, we have proposed an approach to planning which does not take the unique names assumption for granted -indeed, it shows how this unique names assumption can be a considerable hindrance -and shows, also, that there is a rigorous correspondence between proofs and plans (and thus that proof theory might be a more appropriate theoretical discipline for these problems than Tarski-style set-theoretical semantics).
