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English summary
BOW-SHOCK CHEMISTRY IN THE INTERSTELLAR MEDIUM
Stars are bad neighbors: they often disturb their surroundings. They sometimes travel
very fast through the interstellar medium (ISM). They frequently undergo violent ejection
events which leave an imprint on their neighborhood (jets, winds, supernovae). These su-
personic flows generate shocks both in the ejected material and in the stellar environment.
The study of these shocks constitute the subject of this thesis, and we model them with
the Paris-Durham planar shock code, which incorporates a wealth of micro-physics and
chemical processes relevant to the magnetized ISM.
First, we use this code to model 3D magnetized axisymmetric bow shocks with arbitrary
shapes, thanks to a formalism which links mathematically the shape of shocks to an equiv-
alent statistical distribution of 1D shocks. For the first time, we examine systematically
the effect of the geometry, age, and various other parameters on the H2 excitation diagram
and emission line profiles. For example, we unveil a geometrical effect which shows that
1D planar shocks emission fits to 3D bow shocks are biased towards small velocities.
We also apply our models to spatially integrated H2 observations of bow-shocks in Orion
BN-KL and BHR71 where a much better match is obtained with only a limited number
of additional parameters compared to former planar models. We illustrate on the Herbig-
Haro object HH54 how spectrally resolved H2 line emission profiles can be used to extract
a wealth of dynamical information.
Second, we include in the Paris-Durham shock code a minimum set of processes nec-
essary to describe asymptotic giant branch (AGB) wind models: geometrical dilution,
external interstellar radiation, radiative pressure on grains, gravity, heating from stellar
radiation pumping, three-body reactions, and sonic-point crossing. With this tool, we
started to examine the time-dependent chemistry of hydrogen in winds of hot and cool
AGB stars. We suggest that the low abundance of HI inferred from observations is due to
hydrogen locked in its molecular form, and we use our model to try and reproduce HI line
observations lines in a hot AGB (Y CVn) and a cold AGB (CW Leo).
Although we have mainly focused on atomic or molecular hydrogen in this study it would
be straightforward to extend it to other molecules with optically thin transitions. These
simplified tools to model chemistry for complex geometries and dynamics are proving
v
very useful at a time when new instruments such as ALMA discover a wealth of spectral
and spatial information for a multitude of chemical tracers, and also when the JWST will
soon provide complementary data in the infrared H2 and ionic lines with unprecedented
resolution and sensitivity.
E´cole Doctorale d’Astronomie et d’Astrophysique d’Iˆle de France
Re´sume´ franc¸ais
CHIMIE DES CHOCS D’E´TRAVES DANS LE MILIEU INTERSTELLAIRE
Les e´toiles sont de tre`s mauvaises voisines: elles perturbent souvent leur environnement.
Parfois, elles se de´placent a` grande vitesse dans le milieu interstellaire (MIS). Souvent,
elles subissent des soubresauts violents qui laissent une empreinte dans leur voisinage
(jets, vents, supernovae). Ces flots supersoniques ge´ne`rent des chocs a` la fois dans le
mate´riau e´jecte´ par l’e´toile et dans l’environnement stellaire. L’e´tude de ces chocs con-
stituent le sujet de cette the`se, et nous les mode´lisons avec le code de chocs station-
naires plan paralle`le Paris-Durham, qui incorpore une riche panoplie de processus micro-
physiques et chimiques adapte´s au MIS magne´tise´.
Tout d’abord, nous utilisons ce code pour mode´liser des chocs magne´tise´s 3D pour des
formes arbitraires a` syme´trie axiale, grace a` un formalisme qui lie mathe´matiquement la
forme des chocs a` une fonction de distribution de chocs 1D e´quivalente. Pour la premie`re
fois, nous examinons syste´matiquement l’effet de la ge´ome´trie, de l’aˆge, et de quelques
autres parame`tres sur le diagramme d’excitation de H2 re´sultant et la forme des profils
raies d’e´mission de H2. Par exemple, nous de´voilons un effet ge´ome´trique qui montre que
l’ajustement par des mode`les 1D de l’e´mission de H2 observe´e sur un choc 3D est sujette
a` un biais vers les basses vitesses. Nous appliquons aussi nos mode`les a` l’observation
de H2 spatialement inte´gre´e de chocs d’e´trave dans Orion BN-KL et BHR71 ou` nous
obtenons un bien meilleur ajustement des observations avec un nombre a` peine plus grand
de parame`tres compare´ aux mode`les pre´ce´dents. Nous illustrons sur l’objet de Herbig-
Haro HH54 la grande richesse d’information dynamique que renferme le profil des raies
d’e´mission re´solues de H2.
Ensuite, nous incluons dans le code de Paris-Durham un ensemble minimal de processus
ne´cessaires pour de´crire les mode`les de vents d’e´toiles de la branche asymptotique des
ge´antes (AGB): la dilution ge´ome´trique, l’irradition externe, la pression de radiation sur
les grains, la gravite´, le chauffage duˆ au pompage radiatif par l’e´toile, les re´actions a` trois
corps et le passage du point sonique. Avec cet outil, nous commenc¸ons a` examiner la
cine´tique chimique de l’hydroge`ne dans les vents d’e´toiles AGB chaudes et froides. Nous
sugge´rons que la faible abondance de HI de´duite des observations s’explique par la forme
principalement mole´culaire que prend l’hydroge`ne. Nous ge´ne´rons le choc terminal dans
le vent et nous essayons avec nos mode`les de reproduire les observations de la raie HI
dans une AGB chaude (Y CVn) et une froide (CW Leo).
vii
Bien que nous ayons principalement concentre´ notre attention sur l’hydroge`ne (atomique
ou bien mole´culaire) dans cette e´tude, l’extension de ce travail a` des transitions optique-
ment minces d’autres mole´cules est assez directe. Ces mode`les simplifie´s pour mode´liser
la chimie dans des ge´ome´tries et dynamiques ne´anmoins complexes se re´ve`lent tre`s utiles
au moment ou` de nouveaux instruments comme ALMA de´voilent une grande richesse
spectrale et spatiale pour une multitude de traceurs chimiques. Ceci alors que le JWST
est sur le point d’apporter dans l’infra-rouge de l’information comple´mentaire sur les raies
de H2 et les raies ioniques avec une re´solution et une sensibilite´ ine´gale´es.
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INTRODUCTION
1
Chapter 1
INTERSTELLAR SHOCKS
1.1 Introduction
The gas in between stars is usually much colder than them. As a result of the slow velocity
of sound, flows can easily become supersonic. The relative motions of stars or gaseous
clouds can be sufficient to trigger shocks. On top of that, stars are subject to violent
events during their life. Immediately after their birth, the gas which does not make it onto
the surface can be ejected and impact the surrounding interstellar medium (ISM) through
outflow cavities and protostellar jets. Later in their evolution, stars launch winds which
can become supersonic very quickly with respect to their cold environment. At the end
of their lives, some stars end up in a burst of supernovae ejecta which generate shocks at
extremely large velocities. Finally, large scale galaxy collisions can also shake the gas su-
personically and generate shocks. The interstellar gas inside galaxies is thus continuously
permeated by traveling shock waves, which heat up and illuminate the gas. The emission
of light, which can be observed by astronomers, gives us as many opportunities to access
informations on the galactic dynamics.
1.2 Shock waves
A wave is a perturbance propagating in a fluid without changing. A shock wave is a
pressure wave that moves faster than the speed of sound in that fluid. In nature, shock
waves or simply shocks are common phenomena. In principle, an object will deflect the
gas molecules when it penetrates through it. If the speed of the object is much smaller
than the speed of sound, the density of gas remains approximately constant (Figure 1.1,
top). If it is comparable (but lower) to the speed of sound, its motion is always behind
2
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FIGURE 1.1: Wave, subsonic and supersonic motions of a source point.
the sound wave launched from the previous position (Figure 1.1, bottom left), and the gas
is swept away and its density is compressed by the object. This compressive gas flow is
then nearly reversible and its properties are well described by the isentropic condition,
with entropy remaining constant. When the object moves faster than the speed of sound,
all the compressive waves sent ahead to sweep the gas are caught up by the object, and
gathered in an abrupt structure: a shock wave is formed (Figure 1.1, bottom right) with an
opening angle of the cone µ. This angle allows us to estimate the speed of the supersonic
motion through the Mach number (M ), defined as M = v/cs with v and cs the speed of
the object and the speed of sound. The opening angle of the cone satisfies
sin(µ) =
cs
v
=
1
M
. (1.1)
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FIGURE 1.2: Sketch of shock wave geometries: normal shock, oblique shock, and bow
shock.
FIGURE 1.3: Oblique shocks around the T-38 Talon aircraft in supersonic flight over the
Mojave desert (credit: NASA & US Air Force, 2015)
.
Unlike sound waves, shock waves are non linear waves and they largely change the gas
properties. Across the shock wave, the pressure, the density, the temperature and the
entropy of the gas abruptly jump. Downstream, the kinetic and thermal energy of the
gas in the shock wave dissipate rapidly with respect to the distance: a shock wave is
an irreversible (or non-isentropic) process which dissipates kinetic energy into heat and
radiation. If not sustained, a shock wave loses its energy over some distance as it heats
gas and it degenerates into a conventional sound wave.
Typically, there are three types of shock waves around a moving solid object (Figure 1.2).
A shock wave is called normal if its front is perpendicular to the direction of the entrance
velocity. In this case, the flow direction does not change. However, during the motion of
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FIGURE 1.4: Geometric condition of the supersonic object in order to form a bow shock.
The bow shock is formed when the size-angle of the infinite-wedge object δ exceeds its
maximum value at a given Mach number. θ is the angle of the oblique shock (Figure 1.2,
middle panel).
the object, it may not remain perpendicular to the flow direction. When the shock wave
front is inclined with respect to the flow direction, it is called an oblique shock. Oblique
shocks are more easily generated by pointy parts of an object such as the nose, the edge
of the wing, and the trailing edges of the supersonic plane shown in Figure 1.3. Oblique
shocks are not always the preferred form around supersonic objects. If we consider a
supersonic infinite-wedge object with size-angle δ, the possible oblique shock is defined
by the angle θ (Figure 1.2, middle), which differs from the supersonic angle µ above.
At Mach number M > 1, the existence of the oblique shock around this infinite-wedge
object can be determined via Figure 1.4 (more details can be found in the lecture of Daniel
Guggenheim School of Aerospace Engineering1). For example, if the object is moving
with M = 3, and its size-angle is larger than 34o, there is no oblique shock around it. In
this case, the solution is a bow shock (or detached shock), which sits ahead and does not
attach to the object (Figure 1.2, right). Bow shocks cover all ranges of oblique shocks
from the strongest normal shock at the centerline and to weaker shocks in the curving
wings of the bow. In practice, bow shocks need to be considered in the design for return
capsules from space missions (Figure 1.5) for two reasons: (1) the drag of the capsule in
1http://seitzman.gatech.edu/classes/ae3450/outline.html
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FIGURE 1.5: Bow shock around a model of the blunt re-entry body (credit: NASA, 1960)
.
supersonic motion is significantly increased by the surrounding bow shock; and (2) the
capsule is not directly in contact with the bow shock, so that its temperature is kept below
the melting point.
1.3 Astrophysical shocks probe stellar evolution
In astrophysics, shocks are ubiquitous. They form at three stages in stellar evolution: at
early stages, when stars are born, shocks are formed by the interaction of young stellar
objects outflows with the ISM; at near the end of the lives of low- and intermediate-mass
stars, stellar winds produce shocks; and at the end of the life of high mass stars, the
supernova phase generates extremely high velocity shocks.
This mass loss behavior leads to chemical enrichment of galaxies, reprocessing of matter,
and generation of turbulence; it also influences star-formation processes, and thus impacts
the further evolution of stellar systems and galaxies.
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FIGURE 1.6: Stellar evolution diagram. (Left) Evolution of a low-mass star. (Middle)
Evolution of an intermediate-mass star. (Right) Evolution of a high-mass star.
1.3.1 Early stellar evolution and outflow shocks
In general, stars form in dense molecular regions such as the cores inside the interstellar
clouds, which contain gas and dust. At some point, these regions cannot resist their own
gravity and they collapse. While collapsing, the density of the core increases, the inner
region becomes optically thick, and the core is heated by the released gravitational energy.
Once more material concentrates on the center, the increasing pressure stops the free fall
to the central point and the core reaches a quasi-hydrostatic equilibrium, thus forming a
protostar. Gradually, the envelope matter is depleted by accretion processes onto the new
stellar surface. The protostar is further heated by the released gravitational energy. There,
the thermal energy is converted into radiant energy that contributes to the luminosity of
these objects. The angular momentum of the collapsing envelope is reduced by magnetic
breaking the ejected outflow along the polar direction of the protostar, as confirmed by
observation (e.g., Konigl and Pudritz 2000). The first model of outflow was derived by
Snell et al. (1980) who discovered 2 lines of CO from a large molecular outflow in the
L1551. Figure 1.7 shows two outflows in opposite directions, the outflow sweeps out most
of the ambient gas into a dense shell supported by the strong stellar wind and the shell
itself also moves through the molecular cloud.
Since then, many observational evidences of outflows have been observed in young stellar
objects with higher resolution (http://casa.colorado.edu/hhcat/ ). These outflows have su-
personic motion and are driven by jets, which are narrow and difficult to detect. However,
supersonic jets interact with the surrounding ambient medium and create one of the most
beautiful astrophysical phenomenon: a shock (see section 1.2). These shocks are easier
to detect and to observe, and their properties allow us to deduce the properties of jets or
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FIGURE 1.7: Outflow model in the L1551 cloud (Snell et al. 1980).
even further of the protostar. Figure 1.8 displays the bipolar jet from the Herbig-Haro ob-
ject HH212 in the Orion cloud. The left side panel shows an infrared image observed by
the ground telescope of the European Southern Observatory (ESO). The right side panel
shows the map of 2.12 µm H2 emission, captured by the Infrared Astronomical Satellite
(IRAS) (Zinnecker et al. 1996). One can see the bipolar structure of the jet traced by
the shock-excited rovibrational v=1-0, J=3-2 line of molecular hydrogen. This delineated
bipolar structure is an important tool for revealing protostars. First, it allows us to de-
termine their locations, where they are obscured, due to the drop of gas and dust density
away from the source (McCaughrean et al. 1994). Second, it allows us to determine the
proper motion of the jet without using another reference star (e.g., McCaughrean et al.
2002,Correia et al. 2009).
INTRODUCTION 9
FIGURE 1.8: HH212 outflow in the Orion constellation. (Left) captured
by a ground telescope VLT, and created by ESO/M, McCaughrean in 2015
(http://www.eso.org/public/images/potw1541a/ ). (Right) 2.12 µm H2 1-0S(1) emission
captured by the space craft IRAS (Zinnecker et al. 1996).
1.3.2 Low and intermediate mass late stellar evolution and shocked
wind
When the temperature of a protostar exceeds 8 106 K, hydrogen fusion reactions start.
Hydrogen is burnt into helium and energy is released out. Then stars begin their life on
the main-sequence. After central hydrogen is exhausted, the helium core shrinks, and is
heated again by the released gravitationally energy. The hydrogen is then continuously
burnt, surrounding an inactive helium core. During this stage, the star approaches the red
giant branch (RGB). From this point on, the lifetime and shock strength depend on its
initial mass.
Low-mass stars (Mi ≤ 2M): fusion gradually exhausts hydrogen during stellar evo-
lution in the main-sequence, but hydrogen burning still continues in a thick shell, moving
outwards through the envelope. The still dormant helium core becomes electron degener-
ate and remains continuously fed by additional helium from that hydrogen burning shell.
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As the degeneracy sets in during the main-sequence phase, the temperature of the he-
lium core is minimum, close to the surrounding H burning shell. Then the temperature
decreases due to the degenerate electrons. The star globally starts to expand its own enve-
lope. The He-core becomes denser, but the temperature did not reach yet the critical value
required for helium fusion. During this phase, the luminosity increases drastically and the
outer layers become convective. The convective region can reach down to the hydrogen
burning shell, converted to helium and nitrogen via a CNO cycle. The newly formed el-
ements are then mixed upwards to the upper layers through convection. This convection
process mixing nuclear processed materials into the outer layer is called first dredge-up.
It leads to the enrichment of the surface layers. Finally, the thermal pressure from fusion
is no longer sufficient to counter the gravity. The stars start to contract and to increase in
temperature until the stars eventually becomes compressed enough so that the helium core
becomes highly electron degenerate. This degeneracy pressure is finally sufficient to stop
further collapse of the most central material. When the temperature reaches around 108
K, the helium ignites and starts to fuse at the center through the triple-alpha process, by
which three 4He nuclei transform into 12C and other heavier elements, 16O, 20Ne, 24Mg.
When the helium fusion begins with the triple-alpha process, the fusion rate raises rapidly,
which again increases the temperature. This thermal run-away process is called He-core
flash. However, the total pressure only weakly depends on the temperature, since the de-
generacy pressure (which is only a function of density) dominates thermal pressure that
is proportional to the product of density and temperature. Therefore, the steep increase
in temperature only causes a slight increase in pressure, so that the core cannot cool by
expansion. However, the run-away process can make the temperature quickly rises to the
point that thermal pressure is again dominant, eliminating the degeneracy. From then on,
the core can expand and cool down, maintaining temperature to the critical value of 108 K,
where stable He-burning starts. During the phase of core He burning, the central He sup-
ply gradually exhausts and an oxygen-carbon core develops. After the exhaustion of the
central helium, the star evolves to the early asymptotic giant branch (AGB) phase. In this
phase, the stellar luminosity of the star increases at almost constant temperature, and the
stellar radius strongly increases. Surrounding the carbon-oxygen core is a helium-burning
shell and a hydrogen-burning shell. These provide the energy output of the star. Above
the He- and H-burning shells lies a deep convective stellar envelope (Figure 1.9). At this
stage, most of the luminosity of the star is provided by the H-burning shell. From now,
the evolution of the low-mass stars is similar to the intermediate-mass star. This entire
process is displayed in Figure 1.6 (left).
Intermediate-mass stars (2 M < M < 8 M): due to higher mass, and hence
higher temperature, a convective core has developed because the nuclear burning in the
core is sensitive to the temperature. This convective core contracts as hydrogen converts to
helium. After H-core exhaustion, the convective He core remains and the stellar envelope
expands, but H-burning continues in a shell. In this phase, the first dredge-up also appears.
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FIGURE 1.9: Not to scale schematic structure of a low-mass AGB star showing the
He-burning shell above a degenerate C/O core, and the H-burning shell below a deep
convective envelop. Between the two shells is an intershell region rich in helium and
carbon (Karakas et al. 2002).
From now, the star evolves upward on the red giant branch (RGB) at a nearly constant
surface temperature, and its radius also increases. During this phase, the central He core
is contracting and heated by the gravitational energy. Again, when the central temperature
exceeds 108 K, the helium is ignited at the central region and forms carbon nuclei 12C
through the triple-alpha process and other heavier elements. Contrary to low-mass stars,
the He-core has burnt under non-degenerate conditions, which avoids the He-core flash.
After the ignition of helium, the star starts moving to the left on the Hertzprung-Russel
Diagram (HRD), to higher surface temperature and higher luminosity. When temperature
at the center is lower than the critical value, the He core-burning stops but the He still
continues to burn in the thick shell. The He-exhausted core again contracts and heats,
while the hydrogen envelope expands and cools down. In the HRD, the star evolves again
toward to the giant branch. The convective envelope penetrates the dormant hydrogen
shell and mixes 4He and 14N upwards to the outer layers. This mechanism is called second
dredge-up. The He shell burning heats up the base of the convective envelope and then
makes the H burning to be reignited on top the He-shell. In the HRD, the star has reached
the asymptotic griant branch (Figure 1.6, middle).
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FIGURE 1.10: Variation in surface luminosity (solid line), hydrogen-burning luminosity
(dashed line) and helium-burning luminosity (dotted line) during a flash cycle for a 2M
star (Wood and Zarro 1981).
FIGURE 1.11: Inner structure of an AGB and dredge-up process due to thermal pulse.
There are two convective zones, which mix the nuclear products to the stellar surfaces
during TP-AGB phase (Busso et al. 1999).
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Since the He-shell is thin compared to the radius of the shell (Figure 1.9), its expansion
is essentially isobaric. The temperature of the shell, therefore, must increase. This makes
the He-shell thermally unstable (Schwarzschild and Ha¨rm 1965). A slight increase in
temperature leads to a steep increase in the release of the nuclear energy through triple-
alpha process, which further increases the temperature since the shell is extending. This
thermal run-away process is able to increase the luminosity of the He-shell upto 105L.
Upon reaching the luminosity peak, the He-shell is widely extended and thermally stable.
Then the whole region contracts again, the H-shell is reactivated, and the flash cycle is
repeated. This increase in luminosity is referred to as He-shell flash or thermal pulse.
The star, therefore, is now located on the thermally pulsing AGB phase (TP-AGB). The
thermal pulse process is shown in Figure 1.10. During the TP-AGB phase, there are
two convective zones: the inner convective zone is located in the intershell convection
zone and mixes the processed matters from the He-shell (mainly 12C) upwards to the H-
burning shell (Figure 1.11). After the He-shell flash and before the next shell flash, the
outer convection zone reaches down to the intershell region and convects the material from
this region upwards to the stellar surface. This mechanism enriches the newly processed
matter from the inner region out to the outer envelope. This is called the third dredge-
up. During this dredge-up process, 12C is enriched outward, and the C/O ratio increases
from a value lower than 1 to a value higher than 1. Therefore, the third dredge-up is
responsible for the formation of carbon-rich stars. The timescale of the star on AGB and
TP-AGB phases depends on its initial mass and its metallicity. A star with M∗ = 1M
and Z = 0.006, for example, spends ∼ 107 yr on the early AGB phase and ∼ 106 yr on
the TP-AGB phase (Rosenfield et al. 2014).
The star has lost most of its own mass during the AGB phase, mainly due to stellar winds
that are supersonic, and therefore generate shocks when they interact with the ambient
gas (Lamers and Cassinelli 1999). Figure 1.12 illustrates the shock created by the wind
from an AGB star named IRC +10216 (Sahai and Chronopoulos 2010). The observation
is performed by the Galaxy Evolution Explorer (GALEX) satellite in two wavelength
ranges: 1344–1786 A˚ (near ultraviolet band - NUV) and 1771–2831 A˚ (far ultraviolet
band - FUV). The asymmetry of the ring from east to west direction demonstrates that the
IRC +10216 star moves eastward into the ISM. In fact, Figure 1.12 shows the emission
of the extended ring in the FUV band that is not visible in the NUV band. The strong
FUV emission ring delineates the shock caused by the interaction between the wind from
IRC +10216 with the surrounding ISM rather than by the dust scattering. Three are two
reasons: first, in the case of dust scattering, the FUV/NUV ratio is expected to be ∼ 2.4
(Whittet 1992), where the observed value is ∼ 6. Second, the collisional excitation of
the molecular hydrogen with the electrons in the shocked gas is the mechanism that best
produces detectable FUV radiation, but no detectable NUV radiation. The region between
the ring and the star position is a freely expanding stellar wind (unshocked wind). In this
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FIGURE 1.12: Shocked wind around the carbon star IRC +10216. (a) Composite of FUV
(green) and NUV (red). (b) FUV image itself. The position of the star is indicated by
the ? symbol. The asymmetry of the ring manifests the motion of the IRC +10216 star
eastward to the ISM. The strong emission in FUV band is proposed to trace the collisional
excitation of H2 with electrons in the shocked gas (Sahai and Chronopoulos 2010).
region, the emission is seen in both the NUV and FUV bands due to the scattering of
ambient galactic starlight on dust particle in the stellar wind.
After the thin nuclear active shell burning around the central core stops because the fuel
supply runs out, the core of the star moves to the left on the HRD and can be observed as
a planetary nebula. The star is then deceased. The remnant core becomes a white dwarf
and cools down.
1.3.3 High mass late stellar evolution and supernovae shocks
High-mass stars (M > 8 M): the helium-core of such stars is ignited before they reach
the RGB, which leads to the production of Fe, the strongest bound nucleus. Then, the stars
no longer produce energy through fusion reactions and cannot hold up the gravitational
forces any more. Eventually, electron captures on iron nuclei suppress the pressure sup-
port, with subsequent implosion and rebound leaving either a neutron star or a black hole,
depending on the mass of the star (Figure 1.6, right).
The explosion of massive stars creates one of the brightest phenomenon in the Universe,
known as supernovae. The huge energy (≈ 1051 erg) produced by the explosion is able
to create a tremendous shock in the surrounding medium (Nadyozhin 2008). 1987A is the
brightest supernova blast observed from earth in more than 400 years (Figure 1.13). The
shock velocity ranges from 300 to 1700 km s−1 (Zhekov et al. 2006).
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FIGURE 1.13: Image of a shock in the supernovae remnant 1987A from NASA’s Hubble
Telescope (credit: NASA, ESA, P. Challis and R. Kirshner, Harvard-Smithsonian Center
for Astrophysics).
FIGURE 1.14: Jet-driven bow shock configuration (Gusdorf, 2008).
As we don’t have the tools to describe such powerful shocks, we will not hereafter study
the shocks in supernovae remnants.
INTRODUCTION 16
FIGURE 1.15: Stellar wind-driven bow shock configuration
(credit: N. Cox, KU Leuven).
1.4 Jet-driven and stellar wind-driven bow shock models
1.4.1 Jet-driven bow shock configuration
The configuration of the jet-driven bow shock model is described in Figure 1.14 that
shows a strong supersonic jet propagating in the surrounding interstellar medium, and the
interaction between the jet and the ambient medium creating a thin outflow around the jet.
Ahead of the jet, two shocks are also created: a jet shock (or termination shock) and a bow
shock (or ambient shock). The impacted gas in between the shocks has a high pressure
and is ejected out, thus creating an outflow cavity around the jet. The properties of the
jet-driven bow shock model are detailed in Arce et al. (2007) and Gusdorf (2008).
1.4.2 Stellar wind-driven bow shock configuration
The stellar wind-driven bow shock model is described in Figure 1.15. Basically, the phys-
ical process is similar to the case of the jet-driven bow shock model. The freely supersonic
stellar wind sweeps up the surrounding interstellar materials, causing the development of
an astrosphere. At the inner edge of the astrosphere, the free flowing stellar wind switches
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from supersonic to subsonic through the wind shock (or termination shock). The wind ma-
terial in the astropause is separated from the interstellar matter by a contact discontinuity,
where turbulent features form due to shear forces and density differences between the two
fluids. If the speed of the star relative to the ambient medium is supersonic, a bow shock
(or ambient shock) is formed at the outer edge of the astropause.
1.5 Outline of the thesis
The structure of this thesis follows the delineation of the bow shock model in section 1.4.
It consists of three parts. First, we build a bow shock model with a three dimensional
morphology characterizing the shocked ambient material in the ISM, and we compare it
to observations. Second, we study the stellar wind-driven termination shock. From an
observational point of view, both jets and stellar winds create a bright termination shock
which can be studied, but the launch mechanism of the jet is unclear and debatable, while
the mechanisms and initial conditions that generate the wind are well studied (e.g., De
Greve et al. 1997, Le Bertre et al. 1999, Gail and Sedlmayr 2013) and the outcomes
match well to observations. Furthermore, we are collaborating with observers who have
studied stellar winds, such as Le Bertre and Ge´rard (2004), Matthews et al. (2013), and
Hoai et al. (2017), so we focus on winds rather than on jets. Third, we develop a spherical
termination shock model, which physically and chemically couples the freely expanding
stellar wind model (described in the second part) and the surrounding ISM.
Chapter 2
BOW SHOCKS
2.1 Molecular hydrogen: one of the best shock tracers
Molecular hydrogen H2, the most abundant molecule in the universe, naturally exists in
shocked regions. Since molecular hydrogen is homonuclear, it has no dipole moment and
the rovibrational transitions only occur by electric quadrupole radiation (∆J = 0,±2).
No dipole moment leads to the weakness of the quadrupole transitions. Consequently, the
first observable rotational transition (J=2) state lies at 509 K (28.2 µm) above the ground
state, while the first vibrational transition (v=1) approximately lies at 6330 K (2.2 µm)
above the ground state. The full rovibrational levels of H2 used in this thesis are given in
Appendix F.
Molecular hydrogen is a particularly important tracer, the mass fraction of which is im-
portant enough to determine the density of the gas. H2 is one of the necessary element
in order to help define the chemical state because it is at the origin of almost all chem-
ical reaction chains that produce other molecules. In shocked regions, the temperature
can rise up quickly and generate excitation both for rotational and vibrational levels as
mentioned above. This makes H2 a major coolant for the shocked gas. The strong emis-
sion of rovibrational lines, therefore, is a good tracer for the shock structure. In addition,
because of rapid cooling, molecular hydrogen can be complemented by the excitation of
other molecules such as CO, SiO, etc that have lower energy levels. As an example, Fig-
ure 2.1 is the BHR71 outflow composed of several data sets (Giannini et al., 2004). The
structure of the outflow is mapped by CO on the left hand side and by H2 on the right
hand side. This figure visually indicates that CO and H2 clearly probe the entire structure
of the whole BHR71 outflow.
18
INTRODUCTION 19
FIGURE 2.1: The whole BHR71 outflow. (Left) CO(6-5) in white contours associated
with CO(3-2) in color, observed by APEX telescope. (Right) 8 µm emission in color
with H2 0-0S(5) emission in white contour both detected by the Spitzer satellite (Gusdorf
et al., 2015).
2.2 Excitation diagram
H2 is one of the main tracers in shocked regions. In the following, we explain how to use
it to deduce information on shocked regions. One effective way is to study the integrated
intensity of rovibrational transitions to provide a good visualization of the physical condi-
tions of the medium. This tool is known as the excitation diagram. The latter is a way to
visualize the molecular hydrogen excitation state, by showing the logarithm of the column
density of the excited rovibrational levels, divided by their statistical weight (lnNvJ/gvJ
with NvJ in cm−2) against their excitation energy EvJ(K). Here, vJ denotes the excited
rovibrational levels and the statistical weight gvJ = Is(2J + 1), where the nuclear spin
statistical weight Is equals 1 (even rotational level J), and 3 (odd rotational level J).
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The column density NvJ of a rovibrational level of H2 is deduced from its line intensity
IvJ through the spontaneous probability of deexcitation given by the Einstein coefficient
AvJ . If one assumes that a given line of H2 emission is optically thin (which is usually the
case given the very smal values of Avj) the column density is then calculated by
NvJ =
4pi
hc
λvJ
AvJ
IvJ (2.1)
where λvJ is the central wavelength of the line transition, h = 6.626 10−27 erg s is the
Planck constant and c = 2.998 1010 cm s−1 is the speed of light in vacuum. If the gas
is thermally excited at temperature Tex, the column density NvJ is proportional to the
product between the statistical weight gvJ and the Boltzmann factor e
− EvJ
kBTex . If Tex is
constant, lnNvJ/gvJ andEvJ should be proportional with a slope equal to T−1ex . Therefore,
this diagram allows us to roughly estimate the excitation temperature. In the situation of
local thermal equilibrium, the excitation temperature Tex is equal to the gas temperature.
Hereafter, we introduce how to use the H2 excitation diagram to interpret observations.
2.3 Single shock model to interpret observations
H2 emissions from pure shocked regions are the most interesting targets to study shock
properties and to test shock models. Some shocks have been studied extensively, such as
in the Orion Molecular Cloud - Peak1 (hereafter OMC-1 Peak1) (Rosenthal et al., 2000)
(the brightest source of H2 emission in the sky) and the BHR71 outflows (Gusdorf et al.,
2015).
H2 emission from the OMC-1 Peak1 is suggested to arise from shocks (Gautier et al. 1976,
Brand et al. 1989). Over decades, single shock models have been investigated to answer
the question of the physical nature of shocks, and the calculated excitation diagram has
been widely used to fit to the observable shocks. However, Rosenthal et al. (2000) came
to the conclusion that such models cannot fit the low and high excitation population levels
simultaneously as shown in Figure 2.2. A combination of two single planar C-shocks
(Kaufman and Neufeld, 1996) provides a good fit of the low excitation population levels
corresponding to v = 0, J = 3 to 9, while it overestimates populations of higher levels. On
the contrary, a single planar J-shock model (Brand et al., 1988) can match the medium and
high excitation population levels, although it overestimates the population of lower levels.
To conclude, no single stationary planar shock model can reproduce the observed H2 level
populations for the OMC-1 Peak1. Hence, a combination of at least two different shock
models, one for the low excitation level populations and one for the higher excitation
levels, may be required.
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FIGURE 2.2: Fit of single shock models to OMC-1 Peak1 shock (Rosenthal et al., 2000),
except the S91 (bow shock model) (Smith et al., 1991a).
Le Bourlot et al. (2002) indicate that a two-component shock model including two pla-
nar shocks with different speeds, magnetized media and initial abundances of H can
match well the observed H2 from the OMC-1 Peak1 extending upto the rotational level
v = 0, J = 27, which corresponds to an excitation energy of 42515 K (Figure 2.3).
Specifically, the model with vs = 40 km s−1, B0 = 400µG, n(H)/n(H2) = 7.4 10−4 fits
well the lower excitation level populations v = 0, J < 7 and the higher level populations
are in good agreement with the model characterized by vs = 60 km s−1, B0 = 100µG,
n(H)/n(H2) = 0.5. Despite the good fit, the origin of the difference between the two
compounded shocks and why they should be linked remain unclear, as well as the prop-
erties of the ambient gas. Furthermore, the retrieved pre-shock density (104 cm−3), cor-
responding to the best fit is lower by 2 orders of magnitude than the value (∼ 106 cm−3)
derived by (Draine and Roberge 1982, White et al. 1986, Brand et al. 1988, Hollenbach
and McKee 1989, Kaufman and Neufeld 1996, Kristensen et al. 2008).
Can a non-stationary planar shock model match better the observations? To constrain the
physical conditions of the shocked gas from the BHR71 outflow, Gusdorf et al. (2015)
calculate the pure low rotational H2 excitation diagram for 1200 models (Flower et al.,
2003a), comprising both stationary shocks and non-stationary shocks and then they com-
pare them with diagram observed from the outflow. These authors figured out that the
best fit is a non-stationary shock, and they estimated its age (Figure 2.4). However, the
best diagram is different from that of the observed diagram: it falls down and crosses the
observed one. That means that the non-stationary planar model overestimates the excited
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FIGURE 2.3: Double shock models fits to OMC-1 Peak1 shock. The observational data
is symboled by the empty circles, and the best diagrams is symboled by the black circles
and plotted in solid lines (Le Bourlot et al., 2002).
H2 column densities of the BHR71 outflow for levels at excitation energy less than that of
the intersection point, otherwise it underestimates for the rest.
2.4 Bow shock models to observations
To go beyond the discussion in section 2.3, it is fair to examine more complex shock mod-
els with a higher number of spatial dimensions. One solution is to run 2D or 3D numerical
simulations, but they have been so far limited to single-fluid ”jump” bow shocks, J-type
(e.g., Suttner et al. 1997, Raga et al. 2002). Up to now multidimensional bow shocks with
”continuous” C-type shocks, where ion-neutral decoupling occurs in a magnetic precursor
(Draine and McKee, 1993), have not been modeled. However, orthogonal and oblique pla-
nar shocks have been treated in simulations by Mac Low et al. (1995), Toth (1995), and
Stone (1997). Such a situation is encountered in the bow shock whenever the entrance
speed drops below the magnetosonic speed in the charged fluid. To address this case,
one can predict H2 emission from bow shocks by prescribing a bow shape and treat each
surface element as an independent 1D plane-parallel J-type or C-type shock, assuming
that the emission zone remains small with respect to the local curvature. This approach
was first proposed by Smith and Brand (1990a) and Smith et al. (1991a) who used sim-
plified equations only for the 1D C-shock structure and cooling. In the same way, Smith
et al. (1991b) reproduced the line profile of H2 emission from OMC-1 Peak1, observed
by Moorhouse et al. (1990) (Figure 2.5). However, this model requires an extremely high
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FIGURE 2.4: Single planar shock models fits to BHR-71 shock. The black symbols
denote the observational data, the red circles indicate the best fit (Gusdorf et al., 2015).
magnetic field (>50 mG), when independent measurements show that it should range
from 3 mG (Norris, 1984) to 10 mG (Chrysostomou et al., 1994) in the same region.
The validity of this approach was actually recently investigated by Kristensen et al. (2008)
and Gustafsson et al. (2010) who used refined 1D steady-state shock models from Flower
and Pineau des Foreˆts (2003) that solve the full set of magneto-hydrodynamical equations
with non-equilibrium chemistry, ionization, and cooling.
Kristensen et al. (2008) studied high angular resolution H2 images of a bow shock in the
Orion BN-KL outflow region, performing several 1D cuts orthogonal to the bow trace in
the plane of the sky. They fitted each cut separately with 1D steady shock models. They
found that the resolved width, combined with the peak brightness required C-shocks, and
that the variation of the fitted shock velocity and the transverse magnetic field along the
bow surface was consistent with a steady bow shock propagating in a uniform medium.
This result provided some validation for the ”local 1D-shock approximation” when mod-
eling H2 emission in bow shocks, at least for this parameter regime. Following this idea,
Gustafsson et al. (2010) built 3D stationary bow shock models by stitching together 1D
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FIGURE 2.5: Bow shock models fits to OMC-1 Peak1 shock. The points denote the
observational data, the solid line is the best fit (Smith et al., 1991b).
shock models. Then they projected them to produce maps of the H2 emission in several
lines that they compared to observations. They obtained better results than Kristensen
et al. (2008) thanks to the ability of the 3D model to account both for the inclination of
the shock surface, with respect to the line of sight, and the multiple shocks included in the
depth of their 1D cuts. The width of the emission maps was better reproduced. The best
fit density, bow shock inclination and ambient magnetic field all agreed with independent
constraints.
2.5 Power-law statistical equilibrium assumption
Neufeld and Yuan (2008) (hereafter NY08) and Neufeld et al. (2009, 2014) came up with
a simple model assuming statistical equilibrium for a power-law temperature distribution
T−bdT . The corresponding column density of gas at temperature between T and dT is
dN = aT−bdT (2.2)
with a, b adjustable parameters. The temperature ranges between 100 K and 4000 K. This
assumption turns out to be very effective at reproducing the pure rotational lines of H2
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(Figure 2.6). To interpret their results, these authors proposed the effect of the three-
dimensional bow shock geometry. Owing to an accumulation of the bow shock surface,
the mass of material crossing the working surface dA with velocity from v to v + dv
perpendicular to the shock surface should be
dM ∝ N(H2)dA. (2.3)
For a parabolic shape of shock, Smith and Brand (1990b) showed that dA ∝ v−4 (∀ v
< vbow terminal velocity at the head of bow shock). Neufeld et al. (2006) found that the
column density of H2 was proportional to velocity as v−0.75 and the velocity was related to
temperature as T1/1.35 for a single C-shock. Combining all of those relations, Equation 2.3
yields
dM ∝ v−0.75v−4dv ∝ T−3.77dT . (2.4)
Therefore, in the specific case of a parabolic shock shape, the power-index is expected to
be b=3.77.
2.6 Aims and outline
Several models have been designed to reproduce the properties of bow shocks, most of
them are one-dimensional (see section 2.3). In order to better match the observations, we
will investigate shock models with more complex geometries. Based on the method of
Kristensen et al. (2008) and Gustafsson et al. (2010), we have built a 3D shock model
made of 1D shock models stitched together. To extend the scope of the works of Gustafs-
son et al. (2010), we provide a general way to encode the 3D geometry of a bow-shock as
a distribution of shock models. In addition, we consider the effect of young shock ages,
where the shock is not stationary, and we investigate thoroughly the impact of various
shock characteristics on the excitation diagram and line profiles integrated over the bow
of the molecular hydrogen. Then we compare our 3D bow shock model with observations.
The best fit provides us with constraints on some physical parameters of the bow shock.
We structure this part as below:
• Chapter 4: we recall the principles of the 1D Paris-Durham shock model (Flower
and Pineau des Foreˆts 2015a, Flower et al. 2003a) and we introduce the physical
and chemical input parameters.
• Chapter 5: we describe how to build the 3D bow shock by stitching several 1D
Paris-Durham shock models.
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FIGURE 2.6: Best fitting of the power-law statistical equilibrium assumption. Dia-
monds indicate the observed values, and the solid lines are the best fitting procedure by
the power-law statistical equilibrium assumption from Neufeld and Yuan (2008) (Equa-
tion 2.2). In this studies, the values of the power-index is in the range 2.3-3.3 (Neufeld
et al., 2009).
• Chapter 6: we describe the procedure to fit the 3D bow shock model to the obser-
vations.
• Chapter 7: we summarize the achievements of our model and we sketch the prospects
for future improvements and applications.
Chapters 5 and 6 follow very closely Tram et al. (2018), with only a few additions.
Chapter 3
WIND AND TERMINATION SHOCKS
Beside bow shocks occurring in the ambient material (chapter 2), a termination shock
also forms at the head of jet outflows and in the bulk of the stellar wind surrounding the
stars. As mentioned in section 1.5, our study is focused on the termination shocks around
Asymptotic Giant Branch (AGB) stars. In this chapter, we introduce the characters of
AGB star winds and their interaction with the ISM.
3.1 Stellar winds from AGB stars
As described earlier, low- and intermediate-mass stars (1M ≤ M∗ ≤ 8M) reach the
AGB phase, which is the last stage of their evolution before they become a white dwarf.
During this phase, the star has lost most of its material throughout mass loss mechanisms.
Material can be lost only when its flow exceeds the star’s gravity. In the absence of a
pressure gradient, for example when it has accelerated and its speed exceeded the escape
speed, there is no turning back.
While the flow remains subsonic, several mechanisms for initiating winds close to the
star have been suggested: gradient of gas pressure (thermal wind), acceleration through
waves (sound wave, Alfve´n wave), or pulsations. Pulsations are currently the dominant
paradigm (e.g., Hoefner and Dorfi 1997, Willson 2000) to lift up materials from the stellar
surface into cooler regions (dust shell acceleration zone in Figure 3.1), where molecules
and dust grains can form. The latter scatter and absorb the stellar photons, which leads to
a net force pushing them away from the star. Then they move through the gas and transfer
momentum to gas molecules due to collisions. Tielens (1983) and Krueger et al. (1994)
found that the dust grains always move with their equilibrium drift velocity with respect
to the gas, which is of the order of the isothermal sound speed or higher. Therefore, while
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FIGURE 3.1: Schematic physical structure of the CSE around an AGB star (Ziurys 2006).
the grains are not position-coupled to the gas, they are momentum-coupled to the gas.
Those collisions produce a drag force (Gilman 1972), which acts as an additional force
sufficient for the gas to overcome the gravitational well of the star. In this case, the wind
is called a dust-driven wind or a radiation-driven wind.
3.2 Circumstellar envelopes around AGB stars
Mass-loss from stars builds up an expanding circumstellar envelope (CSE) around the
star, containing dust and gas. The mass-loss mechanism affects the geometry of the CSE.
Most of the time, the CSE is not observed as a spherical symmetric or a homogeneous
envelope, which hints that the mass-loss is not an isotropic process.
Circumstellar envelopes of AGB stars can be considered as the most significant chemical
laboratories in the universe (Table 3.1 and Figure 3.2). The effective temperature of those
stars is usually low (T∗ ≈ 2000 K - 3500 K) (comes from Infrared observations), and
the timescale of the mass-loss is long, so that molecules and dust can form in the enve-
lope through chemical and physical processes. Then they are blown into the interstellar
medium. This material can dominate about 80% of the ISM by mass (Jorgensen, 1994).
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Carbon-rich star Oxygen-rich star
CO SiC2 CO
SiO CCH SiO
SiS NaCN SiS
CS l-C3H CS
CN c-C3H CN
HCN H2C0 HCN
HNC H2CS HNC
NaCl HC3N NaCl
PN C4H PN
HCO+ CH3CN HCO+
PH3 CH3CCH NS
CH2NH Unidentified PO
CP AlO
SiC AlOH
AlCl SO
KCl H2O
AlF SiO
SiN H2S
HCP Unidentified
TABLE 3.1: Chemical species observed by the Submillimeter Telescope (SMT) of the
Arizona Radio Observatory (ARO) toward IRC +10216 and VY CMa in Figure 3.2
(Tenenbaum et al., 2010).
3.2.1 Circumstellar gas molecules
The origin of the circumstellar gas lies inside the stellar core through its evolution stages
(see section 1.3). Briefly, 12C, 14N and 16O are produced through the fusion of helium
and alpha process. The dredged-up processes then bring those nuclear products up to the
stellar surface.
Most of the known circumstellar gas molecules are detected in carbon-rich stars (mostly
only in IRC +10216). Observations toward IRC +10216, have detected about 71 chemical
components in its CSE (e.g., Cernicharo et al. 2000, He et al. 2008). However, despite
speculations that the oxygen-rich CSEs are less chemically diverse (Olofsson, 2005), re-
cent observations of VY CMa star (Tenenbaum et al., 2010) demonstrate that oxygen-rich
stars are also chemically complex: about 32 different chemical species have been identi-
fied in their CSEs. Figure 3.2 shows the spectral line survey of the Submillimeter Tele-
scope (SMT) of the Arizona Radio Observatory (ARO) toward the carbon-rich star (IRC
+10216) and oxygen-rich star (VY CMa). The names of detected species are listed in
Table 3.1.
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FIGURE 3.2: Chemical species observed by the Submillimeter Telescope (SMT) of the
Arizona Radio Observatory (ARO) toward IRC +10216 and CY CMa. (Upper panel)
Complete spectra of the ARO SMT survey in 214.5-285 GHz. (Lower panel) Detailed 1
GHz selection centered at 267 GHz of the survey (Tenenbaum et al., 2010).
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FIGURE 3.3: Schematic chemical structure of the CSE of an oxygen-rich AGB star
(Decin et al., 2010).
Chemical models have been created to explain the formation mechanisms of those species
in order to understand the chemical processes in the ISM (e.g., Willacy and Cherchneff
1998, Agu´ndez and Cernicharo 2006, Cherchneff 2006, Decin et al. 2010, Li et al. 2016).
Based on these studies, the authors demonstrate that the temperature and density in the in-
ner envelope (r≤5R∗), although high, does not satisfy the thermal equilibrium conditions
as a result of shock propagation, and chemistry is also out of equilibrium. ”In any case,
molecular abundances derived from TE calculations should not be used in the interpreta-
tion of observational data which are not of the photosphere” (Cherchneff, 2006).
The chemistry strongly depends on the radius and remarkably varies through the circum-
stellar envelope as indicated in Figure 3.3. In the inner region, the inner shocks trigger
the formation of molecules and dust. Those molecules are called ”parent” abundances.
As molecules flow outward to the outer envelope, the ”parent” abundances freeze out,
and photons, cosmic rays and interstellar radiation field initiate new types of chemical
processes, such as ion-molecule, photo-dissociation/ionization reactions that create new
molecules (e.g., Millar et al. 2000, Decin et al. 2010, Li et al. 2016). Those newly formed
molecules are called ”daughter”. Beyond ∼ 1000 AU, the photo-dissociation by the in-
terstellar radiation field is so strong that the gas molecules cannot subsist (Figure 3.1).
The dissociation radius is different for each molecule depending on the efficiency of its
screening to photo-dissociation, and it also depends on the mass-loss rate and expansion
velocity.
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3.2.2 Circumstellar dust
Beside molecules, the circumstellar envelope is made of a various circumstellar dust par-
ticles and is identified by their properties. The dust is thought to be formed by a mecha-
nism of gas-phase molecule condensation (Kwok, 2004) during the expansion of the CSE
(Figure 3.1). The conditions for dust formation are low temperature (to allow for con-
densation) and high density (to allow for sufficient interaction rate). Typical condensation
radii of dust range from 5 to 10 stellar radii, corresponding to a temperature varying from
1000 K down to 600 K and a total number density varying from 1010 to 108 cm−3.
Since oxygen and silicon are amongst the most abundant molecules in the universe, sil-
icates are believed to be reasonably common in the CSE of AGB stars. Most of the
identified silicates are amorphous, which satisfies the expectation of rapid formation of
amorphous material in gas-phase environment. Some materials, in particular, have high
condensation temperatures and can condense at ∼2 photospheric radii and act like seed
particles for further grain growth (Lorenz-Martins and Pompeia, 2000).
Dust grains are classified by their spectral features and they correspond to a special kind
of envelope properties. Amorphous silicates, identified at 9.7 and 18 µm, have been de-
tected in more than 4000 oxygen-rich stars (Kwok et al., 1997), thus they are considered
as a major feature of oxygen-rich stars. In addition, Jaeger et al. (1998) found clear evi-
dence for the existence of crystalline silicates in the spectra measured by the Short Wave-
length Spectrometer (SWS) of the Infrared Space Observatory (ISO). The crystalline sil-
icates are found in two forms: olivine (Mg2yFe2−2ySiO4) and pyroxene (MgxFe1−xSiO3)
(Dorschner et al., 1995). Jager et al. (1998) also point out that crystalline silicate in the
CSE of the oxygen-rich stars is magnesium-rich, which means that x, y are close to unity.
However, the abundance of the crystalline form is smaller than that of the amorphous form
(Kwok, 2004).
Silicate carbide, which has a 11.3 µm-feature is the most common dust grain condensed
in the CSE of carbon-rich stars. It has been detected in over 700 carbon-rich stars (Kwok
et al., 1997). In more evolved carbon-stars (the abundance of C is much larger than O), the
silicon carbide, however, becomes weaker and the amorphous carbon increasingly dom-
inates (Kwok, 2004). In addition to silicon carbide and amorphous carbon, the Infrared
Astronomical Satellite (IRAS) observations with Low Resolution Spectrometer (LRS) to-
ward carbon-rich stars find an evidence for 21 µm emission (Kwok et al., 1989). The
solid-state structure of this strong emission is uncertain. Some possible candidates have
been proposed, such as large polycyclic hydrocarbon (PAH) (> 100 C atoms) cluster, hy-
drogenated amorphous carbon (HAC) grain (Buss et al., 1990), nanodiamonds (Hill et al.,
1998), etc.
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FIGURE 3.4: Observation of dust shells around AGB stars. (left) IR emission of a dust
shell around U Hya star, observed by the Herschel (Cox et al., 2012). (Middle) Scattered
light by a dust shell around R Scl star, observed by the Hubble Space Telescope (Olofsson
et al., 2010). (Right) Polarized light by dust shell around W Aql star, observed by the
Nordic Optical Telescope (Ramstedt et al., 2011).
Dust grains are opaque, and scatter the stellar light. Therefore, the size of the condensation
dust shell can be determined by: (i) IR emission since stellar photons heat up grains,
which then produce IR radiation by cooling (Figure 3.4, left panel), (ii) the scattered light
(Figure 3.4, central panel), and (iii) polarized light since light becomes polarized when it
is scattered by grain particles (Figure 3.4, right panel).
3.3 Interaction with the ISM
As it reaches the ISM, the stellar wind interacts with it and sweeps up the surrounding
materials. Thanks to infrared observations from Herschel, Cox et al. (2012) showed dif-
ferent kinds of morphology of the interaction modes. The hydrodynamic mechanisms are
well studied (e.g., Cox et al. 2012, Villaver et al. 2012).
As described in section 2.1, hydrogen is the best tracer for the interaction between the
stellar wind and the ISM. Studies of HI 21 cm emission (e.g., Ge´rard and Le Bertre 2006,
Ge´rard et al. 2011, Libert et al. 2007, 2008, 2010a,b, Matthews and Reid 2007, Matthews
et al. 2008, 2011, 2013) conclude that neutral hydrogen is a good tracer of the extended
CSEs. Since in the absence of strong UV, hydrogen is not easily ionized, its emission can
therefore trace the very large scales of CSEs, larger than CO, which is easily dissociated
by the interstellar radiation field (ISRF) at a distance of ∼ 1017 cm from the stars.
Although part of the hydrogen is locked into non-linear molecules, such as H2O, most of
it is in either atomic or molecular form (Ge´rard and Le Bertre, 2003). The fractional ratio
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FIGURE 3.5: (left panel) Y CVn integrated spectrum of HI and best fit results using Lib-
ert et al. (2007)’s model. (right panel) resulting HI profile when using the time dependent
model of Villaver et al. (2002). (Hoai et al., 2015).
between atomic and molecular hydrogen in the CSEs has been discussed by Glassgold
and Huggins (1983). For ”high” stellar effective temperature (Teff > 2500 K), hydrogen
should be mainly in atomic form. In contrast, for stars with ”low” effective temperature
(Teff ≤ 2500 K) it should be in molecular form in the upper atmosphere and in the
inner CSE. This hypothesis seems to be confirmed by the detection of a 21 cm emission
line in CSEs of ”hot” AGB stars, such as Mira (Bowers and Knapp, 1988), RS CnC
(Ge´rard and Le Bertre, 2003), EP Aqr (Le Bertre and Ge´rard, 2004), Xher (Gardan et al.
2006, Matthews et al. 2011), Y CVn (Le Bertre and Ge´rard, 2004), and the detection of
FUV emission from the ”cold” AGB star IRC +10216 (Sahai and Chronopoulos, 2010),
which is believed to trace the interaction between molecular hydrogen and electrons (see
subsection 1.3.2). However, Matthews et al. (2015) recently discovered a thin shell of HI,
the total mass of which is less than 1% compared with the total predicted mass of the CSE
of the ”low” stellar effective temperature (IRC +10216). These authors suspect that this
small amount of HI results from the photo-dissociation of H2 by the ISRF as suggested
by Glassgold and Huggins (1983)’s model.
Despite all the above, the physical-chemical mechanisms that transfer hydrogen from the
stellar surface into the inner part of the CSEs, and then into its outer part, as well as its
conversion processes, have not been well studied.
Some of the observed HI lines have been successfully interpreted by simple hydrodynamic
models (Libert et al. 2007, Hoai et al. 2015, 2017). Their ”standard” stationary model is
described in Figure 3.6. The free wind expansion takes place at R∗ < r < r1. The
termination shock is located at r1. The bow-shock is located at r2. The wind and ambient
materials are separated at rf . For the region of freely expanding wind, the temperature and
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FIGURE 3.6: Standard stationary model of the CSE around AGB star. (Left panel)
Schematic view (Libert et al., 2007). (Right panel) Wind properties (Hoai et al., 2015).
hydrogen number density are assumed to depend on radius as a power-law, T ∼ r−0.5,
and nH ∼ r−2. For the terminal shock region (r1 ≤ r ≤ rf ), the temperature, the
velocity and the density are derived by solving the set of fluid dynamic equations for ideal
gases, adopting the upstream conditions: velocity is obtained from observations, density
is calculated from the mass-loss rate, and temperature is equal to T0 = 20 K (Libert et al.,
2007). For the external region (rf < r < r2), the density is again assumed to be r−2, and
temperature is constant.
This simplified model that only accounts for the main hydrodynamic processes already
nicely reproduces the spectrum of HI, such as for Y CVn (Figure 3.5, left panel). In
this work we will attempt to improve the dynamical treatment by adding the coupling
between the dust grains and gas and by including heating and cooling processes as done
in steady-state wind models (Justtanont et al. 1994, Winters et al. 1994, Decin et al. 2006).
Finally, we will also include time-dependent chemistry, in a hope to predict the fractional
abundance of HI in the CSE.
In addition, Villaver et al. (2002) carefully studied the time dependent hydrodynamics of
the circumstellar envelope. These authors took into account the thermal pulsation effect
and the influence of the external ISM. Hoai et al. (2015) use this model to reproduce the
Y CVn HI line shape. They compute the model at three different epochs corresponding
to the first two thermal pulses and to the end of the last thermal pulse. However, the
gas temperature in the CSE remains large (> 5000 K), which makes thermal broadening
dominating the line profile. Consequently, the full-width at half-maximum (FWHM) is
larger than the observed one (Figure 3.5, right panel).
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3.4 Aims and outline
During the AGB phase, dredge-up processes mix the nuclear products deep inside the
core up to the surface, and a mass-loss mechanism ejects them into the ambient medium.
AGB stars lose most of their material through stellar winds, which eventually make up the
circumstellar material around the star. The mechanisms that launch the material from the
stellar surface into the CSE are well studied (see section 3.1). Since the temperature dra-
matically cools down further away from the stellar surface, the parent molecules and dust
form (see section 3.2). Then the dust absorbs stellar radiation, and it couples and transfers
momentum to the gas. This impact acts like an acceleration processes which pushes the
gas away from star. The gas flow thus crosses the ”critical point” where its speed ex-
ceeds the thermal sound speed, and the wind becomes supersonic. This supersonic wind
eventually interacts with the ISM.
The whole collection of processes which take place in the CSE makes it look like a chem-
ical factory. Among chemical species, hydrogen turns up as an important tool for tracing
the larges scale of the CSE (see section 3.3). The hydrodynamical models, whose out-
comes match well the existing HI observations, could be improved to interpret better the
hydrogen atomic and molecular fractions. Hence, in this part, we aim at studying the
hydrogen chemistry in the CSE.
• Chapter 8: from the Paris-Durham shock code, we re-create a stationary hydro-
dynamic wind model in 1D spherical geometry. Although the preferred driving
mechanism in the sub-sonic region is thermal pulsations, we assume that pressure
gradient that lifts material up from the stellar surface. We also introduce a chemical
network, which is coupled with the hydrodynamic model above.
• Chapter 9: we calculate the line profiles of the atomic hydrogen, including the
termination shock, and compare them to observations.
• Chapter 10: we discuss the results and future prospects of our model.
Part II
BOW SHOCK MODEL
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Chapter 4
1D-SHOCK MODEL:
PARIS-DURHAM
The Paris-Durham1 shock code is born from a long term collaboration between David
Flower in Durham and G. Pineau des Foreˆts in Paris. The first version of the Paris-Durham
code was introduced by Flower et al. (1985) with the main objective of simulating 1D
steady-state shocks propagating through the interstellar medium. That version included
gas-phase chemical processes, studied by Flower and Pineau des Foreˆts in a series of ar-
ticle published from 1985 to 1989. The solid-phase chemical processes were included
in the next series of papers (e.g., Flower and Pineau des Foreˆts 1994, 1995, Pineau des
Foreˆts and Flower 1996). As shown by Lesaffre et al. (2004a,b), the Paris Durham shock
code can also compute approximations to 1D non steady-state magnetohydrodynamical
shocks by glueing together pieces of steady-state models. Over the time, motivated by
spectroscopy data acquired from satellites (ISO, Herschel, and Spitzer), the code has been
improved to study the intensities of the molecular lines in sub-mm and in the infrared. In
its recent state-of-the-art version, the Paris-Durham code is mainly written in FORTRAN
90, except for a few routines that are coded in FORTRAN 77. It uses the DVODE algo-
rithm2 to solve the ODE equations. Flower and Pineau des Foreˆts (2015a) presents the
official up to date version.
4.1 Magnetohydrodynamic shock wave
Magnetohydrodynamic (MHD) shock waves have been well studied in astrophysics be-
cause the astrophysical gas is usually magnetized, with a magnetic pressure comparable
1Also known as the Durham-Paris shock code on the other side of the Channel
2https://computation.llnl.gov/casc/odepack/
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to the turbulent pressure of the gas. That kind of wave is very common in the interplan-
etary medium, the interstellar medium and in the star formation regions. The ionization
fraction of the gas is very important to the study of shock waves, because the magnetic
field directly interacts with the ionized gas and indirectly with the neutral gas via the col-
lisions between the charged particles and the neutral particles. If the gas is ionized enough
in a shock wave, the coupling between the charged particles and the neutral particles is
strong so that the gas behaves like a single-fluid. Conversely, if the gas is weakly ionized,
the collisions occur and the gas behaves like a multi-fluid. The principles of MHD shock
waves and the main differences between those fluids are discussed below.
4.1.1 Set of conservation equations
In general, the dynamical state of the gas is identified by the number density n, the mass
density ρ, the velocity v and the temperature T , which are calculated from a set of conser-
vation equations of number density, mass density, momentum and energy of neutral and
charged fluids. The subscript ”n” is used for the neutral particles and ”i” for the ionized
particles. In the shock plane, let us denote: (1) z an independent variable, which defines
the positive coordinate of the gas flow with respect to an arbitrary reference point in the
pre-shock gas, (2) t the corresponding traveling time of the flow, and (3) B the transverse
magnetic field perpendicular to the flow. With this simplified hypothesis, we can ignore
the inherent complication of the oblique model, in which the magnetic field and the shock
propagation creates an angle different from 90o with respect to the z-direction.
The conservation equation for the number density of neutral particles is
∂nn
∂t
+
∂
∂z
(nnvn) = Nn. (4.1)
where Nn is the number of neutral particles created per unit volume and time. A corre-
sponding equation holds for the charged particles
∂ni
∂t
+
∂
∂z
(nivi) = Ni. (4.2)
The mass conservation of neutral fluid is written by
∂ρn
∂t
+
∂
∂z
(ρnvn) = Sn (4.3)
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where Sn is the neutral mass change due to chemical reactions. The corresponding equa-
tion for the positive charged fluid is
∂ρi
∂t
+
∂
∂z
(ρivi) = −Sn. (4.4)
The momentum of the fluid is also conserved. For the neutral fluid, the equation of mo-
mentum conservation is
∂
∂t
(ρnvn) +
∂
∂z
(
ρnv
2
n + nnkBTn + piv
)
= An (4.5)
where An denotes the change of momentum of the neutral fluid per unit volume and time.
kB is the Boltzmann constant and nnkBTn is the thermal pressure of the neutral fluid.
piv = ρnλ0c0
∂vn
∂z
is a viscous pressure built with a constant viscous length and velocity
λ0 = 3.10
14 cm and c0 = 1 km s−1. The viscous term hence diffuses momentum over a
typical length scale λ0 at a dispersion speed c0. It is switched on when we want to trigger
a viscous discontinuity (J-type, see subsubsection 4.1.3.2) in the flow, and it is switched
off whenever piv gets back below one part per million of the thermal pressure. In effect,
viscosity dissipates ordered kinetic energy into heat.
If the magnetic field is accounted for, it acts directly onto the charged fluids and indirectly
onto the neutral fluid through collisions and it adds a magnetic pressure termB2/8pi to the
equation of momentum conservation. Thereby, the equation of momentum conservation
for ion-election fluid is
∂
∂t
(ρivi) +
∂
∂z
[
ρiv
2
i + nikB(Ti + Te) +
B2
8pi
]
= −An. (4.6)
The equation of conservation of energy for the neutral fluid yields
∂
∂t
(
1
2
ρnv
2
n + 
)
+
∂
∂z
(
1
2
ρnv
3
n +
γ
γ − 1vnnnkBTn + vnpiv
)
= Bn (4.7)
where Bn is the change of energy of the neutral fluid per unit volume and time,  is the
internal specific energy, and γ is the adiabatic index. For the ion-electron fluid, similarly,
the magnetic field adds one more term B2/4pi due the magnetic energy flux:
∂
∂t
(
1
2
ρiv
2
i + 
)
+
∂
∂z
[
1
2
ρiv
3
i +
γ
γ − 1vinikB(Ti + Te) +
B2vi
4pi
] = Bi +Be. (4.8)
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4.1.2 Source terms
The source terms N , S, A and B which appear on the right hand side of the equations
of conservation respectively represent the rate of change in number density, mass, mo-
mentum and energy per unit volume of the neutral to charged fluids through irreversible
micro-physics processes. These mechanisms in fact depend on the context being consid-
ered. In this section, we summarize some of the main source terms that may appear in
interstellar molecular clouds. Further details can be found in Flower et al. (1985) and
Flower and Pineau des Foreˆts (2015b).
4.1.2.1 Number and mass of particles source terms
If α is a particular atomic or molecular species, and Cα is the net production of species
α per unit volume, the rates of change of the total number of neutral species and positive
ion per unit volume are
Nn =
∑
α
(neutral species)
Cα (4.9)
Ni =
∑
α
(ionized species)
Cα. (4.10)
The changing rate of neutral and positive ion mass are then
Sn =
∑
α
(neutral species)
Cαmα (4.11)
Si =
∑
α
(ionized species)
Cαmα. (4.12)
4.1.2.2 Momentum source terms
Let us denote Cαβ the creation (Cαβ > 0) or the destruction (Cαβ < 0) rates of species α
through the reaction β. Therefore,
Cα =
∑
β
Cαβ . (4.13)
Chapter 1. 1D-Shock model: Paris-Durham shock code 42
Through the ion-neutral reactions, the charged fluid transfers momentum to the neutral
fluid at rate A(1)n
A(1)n =
∑
α
(neutral speci)
∑
β
Cαβmαvβ(CM) (4.14)
where vβ(CM) is the collision center-of-mass velocity defined as
vβ(CM) =
mivi +mnvn
mi +mn
(4.15)
where mi, mn are the mass of ions and neutral reactants, and β is the dummy index for
ion-neutral reactions with net rate Cαβ . Equation 4.14 indicates that species are created
and destroyed at the center-of-mass collision velocity vβ(CM).
Owing to elastic scattering on the ions, the neutral fluid gains momentum at a rate A(2)n
A(2)n =
ρnρi
µn + µi
< σv >in (vi − vn) (4.16)
where the rate coefficient is defined by
< σv >in= 2.41e
(
αn
µin
) 1
2
(4.17)
in unit of cm3 s−1, with αn the polarizability of the neutral fluid, µ the mean molecular
weight and µin = µiµn/(µi + µn) the reduced mass.
In the case of a dense cloud medium where the ionization degree of the gas is small,
momentum transfer between the neutral fluid and the charged grains is important. The
collision cross-section can be approximated by the grain cross-section pia2g, where ag is
the grain radius, and the collision speed is close to the ion-neutral drift |vi − vn|. Hence,
the rate of momentum transfer between the neutral fluid and the charged grains derives
from Equation 4.16 with µg  µn as
A(3)n = ρnngpia
2
g|vi − vn|(vi − vn). (4.18)
The total rate of change for the neutral fluid momentum is then the sum of momentum
transfer from those processes An = A
(1)
n + A
(2)
n + A
(3)
n .
4.1.2.3 Energy source terms
The micro-physical processes along the shock also lead to energy exchanges between the
charged and the neutral fluids, as well as between the charged grains and the neutral fluid.
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Chemical reactions are responsible for part of the kinetic energy transfer from the charged
to the neutral fluids. The exchange rate per unit volume through the chemical reactions β
is derived from Equation 4.14
B(1)n =
∑
α
(neutral species)
∑
β
Cαβ
1
2
mαv
2
β(CM). (4.19)
When an ion at temperature Ti dissociatively recombines with an electron at temperature
Te to form two neutral species, an amount of energy 3/2kB(Ti + Te) is transferred to the
neutral fluid. On the contrary, when a neutral is photo-ionized, it loses an amount of heat
3/2kBTn. The heat rate transfer to the neutral fluid per unit volume is then
B(2)n =
∑
α
(neutral species)
 ∑
β
(Cαβ>0)
Cαβ
3
2
kB(Ti + Te) +
∑
β
(Cαβ<0)
Cαβ
3
2
kBTn
 . (4.20)
The chemical reactions can also affect the thermal balance of the medium via the chemical
energy released ∆E. This heats the neutral fluid with a corresponding rate
B(3)n =
∑
α
(neutral species)
∑
β
Cαβ
Mβ −mα
Mβ
∆β (4.21)
where Mβ is the total mass of the products from reaction β and ∆β is the net chemical
energy released by this reaction.
The elastic scattering of the neutral fluid on the ions results to a rate of heating for the
neutral fluid as
B(4)n =
ρnρi
µnµi
< σv >in
2µnµi
(µn + µi)2
[
3
2
kB(Tn + Ti) +
1
2
(vi − vn)(µivi + µnvn)
]
.
(4.22)
The elastic scattering of the neutral fluid on the electrons results to the same rate of heating
for the neutral fluid, except for the fact that me  mn
B(5)n =
ρnρe
µnµe
< σv >en
2µe
µn
[
3
2
kB(Tn + Te) +
1
2
(vi − vn)µnvn
]
(4.23)
where the scattering cross section is
< σv >en= 10
−15
(
8kBTe
pime
) 1
2
. (4.24)
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The rate of energy transfer from the charged grains to the neutral fluid is derived from
Equation 4.18
B(6)n = ρnngpia
2
g|vi − vn|(vi − vn)vi (4.25)
The total rate of energetic change for the neutral fluid (Bn) is also the sum all of those
processesBn = B
(1)
n +B
(2)
n +B
(3)
n +B
(4)
n +B
(5)
n +B
(6)
n . The total rate of energetic change
for the ionized fluid (Bi) proceeds similarly to the neutral fluid.
The electron particles can transfer energy via three main processes: (1) dissociatively
recombining with an ion, (2) scattering on ions and (3) through photo-ionization.
As described in Equation 4.20, when an electron at temperature Te dissociatively recom-
bines with an ion to create neutral species, it loses an amount of heat
B(1)e =
∑
α
(ionized species)
∑
β
(Cαβ<0)
Cα,β
3
2
kBTe. (4.26)
The heat can also be transferred between the fluid of electrons and the fluid of ions through
collisions. The heating rate can be determined as
B(2)e =
4e4
µikBTe
(
2pime
kBTe
) 1
2
lnΛ
(
ρi
µi
)2
kB(Ti + Te) (4.27)
where
Λ =
3
2e3
(
k3BT
3
e µi
piρi
) 1
2
. (4.28)
The rate of heating through photo-ionization should be
B(3)e =
∑
α
δEαγαnα (4.29)
where δEα is the mean energy of the photo-electron created by the photo-ionization of the
species α, with density nα and photo-ionization rate γα.
The total rate of energetic change for the electron fluid is Be = B
(1)
e +B
(2)
e +B
(3)
e .
In addition, the Paris-Durham code incorporates a wide range of cooling and heating
processes relevant to the ISM. Lyman α cooling is included as well as line excitation
cooling from neutral atoms and ions: C, N, O, S, Si, C+, N+, O+, S+, Si+, Fe+. We use
tables for the line cooling from molecules: H2O, OH and CO from Neufeld and Kaufman
(1993). H2 line cooling is treated thanks to the level by level time-dependent treatment of
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all populations. Photo-electric heating from dust grains and cosmic ray ionization heating
are also included.
4.1.3 Transverse stationary shock wave
The stationary hypothesis is a simplified way to analyze the shock structure. An MHD
shock wave is called stationary if its structure does not change in time, so that the time
derivative in all conservation equations above vanishes in the frame of motion of the
structure. In addition, the MHD shock wave is called transverse if the direction of the
ambient magnetic field is perpendicular to the direction of the shock propagation.
4.1.3.1 Rankine-Hugoniot relation
For a single fluid, mass and momentum are conserved. The source terms S, B and A,
therefore, on the right hand side of Equation 4.3 and Equation 4.5 are equal to zero. In
general, number density and energy can vary because of the neutral-neutral reactions,
such as the collisional dissociation of H2. However, those chemical collisional processes
are all inelastic, for which the time (and distance) scales are larger compared to the corre-
sponding elastic collision process. Therefore, the first few mean free-paths of the shock,
where the viscous transition takes place, qualify as adiabatic, which means that the shock
does not exchange energy with the shock’s ambient medium.
Owing to all of those approaches, we enable relations to be obtained between the pre-
shock (upstream) and the postshock (downstream) gas. Those relations are referred to as
the Rankine-Hugoniot relations
ρ1v1 = ρ2v2 (4.30)
ρ1v
2
1 + n1kBT1 +
B21
8pi
= ρ2v
2
2 + n2kBT2 +
B22
8pi
(4.31)(
1
2
ρ1v
2
1 +
γ
γ − 1n1kBT1 +
B21
4pi
)
v1 =
(
1
2
ρ2v
2
2 +
γ
γ − 1n2kBT2 +
B22
4pi
)
v2 (4.32)
B1v1 = B2v2 (4.33)
where the subscripts (1) and (2) represent the pre-shock and the post-shock gas, respec-
tively; and γ adopts the value 5/3. The combination of equations 4.30-4.33 yields an
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equation for the compression ratio ρ2/ρ1 across the adiabatic shock front
2(2− γ)b
(
ρ2
ρ1
)2
+
[
(γ − 1)M2 + 2γ(1 + b)] ρ2
ρ1
− (γ + 1)M2 = 0. (4.34)
In Equation 4.34, M = vs/c1 is the Mach number, which is the ratio of the shock speed
to the isothermal sound speed in the pre-shock medium corresponding to the pressure
p1 = n1kBT1; and b = B21/(8pip1) is the ratio of the magnetic pressure to the pre-shock
pressure. The positive solution of the quadratic Equation 4.34 yields an analytical expres-
sion for the compression ratio of the gas caused by a discontinuity adiabatic shock:
ρ2
ρ1
=
2M2(γ + 1)
D +
√
D2 + 8bM2(2− γ)(γ + 1) (4.35)
where D is
D = (γ − 1)M2 + 2γ(1 + b). (4.36)
When there is no magnetic field (b1 = 0), the Mach number is
M2 =
γ + 1
2
p2
p1
+
γ − 1
2
(4.37)
and Equation 4.34 gives the simplified expression of the compression ratio:
ρ2
ρ1
=
M2(γ + 1)
(γ − 1)M2 + 2γ =
p1 + hp2
p2 + hp1
(4.38)
where h = (γ + 1)/(γ − 1). When the value of γ is 5/3, the value of h is 4. In the
shock region, the shock transition process leads to an increase of entropy, this increase
consequently forces p2 > p1. We can demonstrate that the gas density in the post-shock
region is always greater than in the pre-shock region from Equation 4.38.
Equation 4.38 also shows that in the extreme case where M  1 (strong shock), ρ2/ρ1 =
h = 4. Then, from Equation 4.30, we come up with
v2
v1
=
ρ1
ρ2
=
1
4
(4.39)
and the temperature change across the adiabatic front is given by
T2
T1
=
p2
p1
ρ1
ρ2
=
[
p2 + hp1
p1 + hp2
]
p2
p1
. (4.40)
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In the extreme limit case where p2  p1:
T2/T1 = p2/hp1 →∞
T2 =
5
4
ρ1
n2kB
v21
(4.41)
To summarize, across the viscous discontinuity, the gas is compressed, the gas pressure
and temperature increase, while the velocity of the gas decreases in the shock frame.
4.1.3.2 C-type and J-type shocks
As seen in Equation 4.30-4.33, the existence of the magnetic field affects the structure of
the fluid. Two main approximations accordingly apply: single or multi-fluids.
Single fluid flow: J-type shock wave
If the magnetic field is weak or absent, all components (neutral, ion and electron) are
assumed to have the same velocity and the fluid behaves like a single flow. The shock
caused by the supersonic propagation is sometimes called ”hydrodynamic” with an extra
contribution from the magnetic pressure. If the speed of the shock is greater than the signal
speed in the pre-shock medium. The latter cannot ”feel” the shock wave before it arrives.
Across the shock front, the variables (pressure, density, velocity, etc.) of the fluid vary as
a viscous discontinuity jump (the so-called J-type shock). After being heated, accelerated
and compressed by the shock wave, the gas cools down through radiative emission.
Multi-fluid flow: C-type shock wave
If the magnetic field is significant, its interaction with the charged component (including
the grains) leads to the multifluid situation, where the neutral and charged components
have different velocities. The magnitude difference strongly depends on the collisional
coupling efficiency between the neutral and charged fluids.
When the ionization fraction is small, the magnetosonic speed vm in the charges in the
direction of shock propagation is defined as
vm =
√
c2s +
B2
4piρc
' B√
4piρc
(4.42)
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FIGURE 4.1: Thermal profile of the stationary (J-type and C-type) shocks (Flower
et al. 2003b). The calculations were implemented with 30 km s−1 for the shock speed,
104 cm−3 for the pre-shock density, and 0µG/100µG for the initial strength of the mag-
netic field in the J-type and C-type shock respectively.
where cs and B2/4piρc, the speed of sound and the Alfve´n speed of the charged fluid, can
be greater than the shock entrance velocity. Then a magnetic precursor forms upstream
of the discontinuity, where the charged and neutral fluids dynamically decouple. The
resulting friction between the two fluids heats up and accelerates the neutral fluid. If the
intensity of the magnetic field keeps increasing, the precursor size also increases, and the
neutrals are compressed sooner before the arrival of the shock front. This leads eventually
to the disappearance of the discontinuity, and the shock variables change continuously (the
so-called C-type shock). Because of friction between the neutral and charged components,
the kinetic energy dissipation is a much more gradual process and is spread over a much
larger volume.
Figure 4.1 illustrates the difference of the thermal profile between J-type and C-type
shocks.
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4.1.4 Transverse non-stationary shock wave: CJ-type
In the previous section, the shock properties were described in the case of steady state
(∂/∂t = 0). This assumption is also satisfied if the time to reach the steady state is short
compared to the age of the shock wave. Chie`ze et al. (1998) provided the time scale for a
MHD shock reach steady state related to the shock speed, the initial gas density and the
initial magnetic induction as ∣∣∣∣dvndz
∣∣∣∣−1 ≈ (ni < σv >in)−1 (4.43)
However, the authors demonstrated that the shock speed and the magnetic induction have
tiny influence on this time scale, of which is mostly influenced by the initial gas density.
For instance, the time required to attend at steady state of a shock with the initial con-
ditions of nH=103 cm−3, vn=10 km s−1 and B=10µG is about 5 105 yr. That definitely
raises a need to develop a non − stationary shock model. In addition, some previous
studies pointed out the need of non stationary shock models to explain observational H2
emissions originating from outflows (i.e., Giannini et al. 2004; Gusdorf 2008; Gusdorf
et al. 2015).
Smith and Mac Low (1997) studied the formation and time-evolution of a 1D C-type
shock. In this simple case, the chemistry was ignored and the ionization fraction was
a power law of gas density. They found that the evolution of C-shock approached the
analytic steady-state solution in all cases. Chie`ze et al. (1998) also studied the time-
dependent evolution of C-type and J-type shock, including the state of ionization of the gas
by taking into account a chemical network. They showed that young C-type shocks looked
like truncated steady-state: this yielded techniques to produce time-dependent snapshots
from pieces of steady-state models (Flower and Pineau des Foreˆts, 1999, Lesaffre et al.,
2004b). Following the approach of Lesaffre et al. (2004b) in the large compression case,
the J-type front in a young C-type shock is thus inserted when the flow time in the charged
fluid is equal to the age of the shock (so-called CJ-type shock). This approach is illustrated
by Figure 4.2. The J-type shock is truncated when the total neutral flow time across the
J-type part reaches the age of the shock (the same holds for young J-type shocks). As the
shock gets older, the magnetic precursor grows larger and the velocity entrance into the
J-type front decreases due to the ion-neutral drag. As a result, the maximum temperature
at the beginning of the J-type front decreases with age, as illustrated in the bottom panel
of Figure 4.2. If the magnetic field is strong enough, the J-type tail eventually disappears
and the shock becomes stationary. The resulting structure forms a continuous transition
between the pre-shock and the post-shock gas (a stationary C-type shock).
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FIGURE 4.2: Velocity and thermal profiles of the non-stationary (CJ-type) shock. (Top)
Velocity profile of a non-stationary shock with a shock speed of 15 km s−1, a pre-shock
density of 102 cm−3, and a dynamical shock age of 104 yr. (Bottom) Thermal profiles
of the non-stationary shock (same shock speed and pre-shock density) for the various
dynamical shock ages.
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4.1.5 Influence of chemistry
Shocks play an important role in the interstellar gas evolution from both a dynamical
and a chemical point of view. Through chemical processes, species are either formed or
destroyed, ions and neutrals in fluid react, which affects the gas thermal balance. Pineau
des Foreˆts et al. (1997) investigated the effect of the chemistry on the time-dependent
shock calculations: when the chemistry is switched off, the ionization fraction changes
only through the differential compression of the ionized and neutral fluids. So this fraction
is the same in the pre-shock and post-shock regions. When the chemistry is accounted
for, the ionization fraction is much lower which leads to a weaker ion-neutral coupling.
Consequently, the shock region is broader than in the case of no chemistry as shown in the
top panel of Figure 4.3. Therefore, the maximum of the temperature is also lower because
the energy is dissipated over a larger region, as shown in the bottom panel of Figure 4.3.
It is also clear that the dynamics and the chemistry are closely linked and that they need
to be treated in parallel.
4.2 Input parameters
In this section, we present the input parameters of the Paris-Durham shock code, with
typical ranges, as well as the initial species abundances and chemical networks.
4.2.1 Physical inputs
1- Type of shocks
• C represents the stationary C-type,
• J represents the stationary J-type,
• S represents the isochore evolution towards thermal and chemical steady state
(for pre-shock computation).
• T represents the evolution at constant temperature and density.
2- Number of fluids
• 1 used for J and S single-fluid computations,
• 2 used for C computation, with neutral and charged fluid separated,
• 3 same as 2 but the temperature of the positive and negative fluids are decou-
pled (although they keep the same velocity).
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FIGURE 4.3: Effect of chemistry. (Top) Ionization fraction predicted by a model in which
vs = 10 km s−1, nH = 103 cm−3 andB0 = 25µG. (Bottom) Corresponding temperature
profile of the ionized and the neutral fluids (Pineau des Foreˆts et al., 1997).
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3- Magnetic field
• b = B0(µG)/
√
nH (cm−3), with B0 the ambient traverse magnetic field.
4- Initial density of hydrogen nuclei (cm−3)
• nH = n(H) + 2n(H2) + n(H+) + ...
5- Shock speed (km s−1)
6- Initial difference in velocity (cm s−1) between the ionized and neutral fluid: ∆v =
10−3 cm s−1
7- Kinetic temperature of the gas: T0 taken from the steady state computation.
8- Grain surface temperature: Tg = 15 K
9- Method of molecular cooling calculation (except H2): Neufeld and Kaufman (1993)
LVG tables or simple analytic formula (low density regime).
10- Environment
• cosmic ray ionization rate: 3 10−17 s−1
• local radiation field: multiplicative factor with respect to the Draine (1978)
field G0 =1
• visual extinction of the incident radiation field: Av = 0.1
11- H2 parameters
• initial value of the ortho/para ratio of H2: usually O/P=3
• number of rovibrational levels of H2: usually 150 levels
• number of H2 transitions to be output: 50 lines
• method of determination for the internal energy distribution of H2 when it
forms on grains, usually assumed proportional to the Boltzmann distribution
at 17249 K (4.48eV/3).
• method of determination for the kinetic energy of H2 newly formed on grains,
usually a third of the formation energy.
12- Parameters of the numerical methods
• maximum number of integration steps: 105
• inverse of the collision cross-section to characterize the viscosity: 3 1014 cm−2
• tolerance on DVODE’s numerical integration:  = 10−8
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• dynamical age (years) of shock in CJ-type shock.
• maximum evolutionary age (years) of the shock: 106 years. Note that if this
parameter is lower than the dynamical age of shock, no CJ-type shock is cal-
culated
4.2.2 Chemical inputs
We use 134 chemical species consisting of neutrals, positive ions, negative ions and grains
(mantles and cores), the list of which is given in Appendix G. The initial elemental com-
positions of the most abundant species are listed in Table 4.1. The net formation and
destruction rate of the chemical species per unit volume is carried out by a chemical
network with 1180 chemical reactions, including: cosmic-ray ionization or dissociation,
cosmic-ray-induced desorption from grains, H2 formation on grains, three-body reactions
on grain surfaces, sputtering of grain mantles, erosion of grain cores, adsorption onto
grain surfaces, collisional dissociation of H2, all other reactions, and reverse (endoergic).
The form of the rate coefficient varies from on reaction to another, but all the rate coeffi-
cients are described by three parameters α, β, γ, which are parameterized in the chemical
network through an Arrhenius form: k = γ(T/300)αe−T/β . Table 4.2 shows the first five
reactions of the full chemical network.
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element Xtot gas PAH Mantle Core
H 1.000E+00 1.000E+00 1.800E-05 2.300E-14
He 9.999E-02 9.999E-02
C 3.549E-04 1.380E-04 5.400E-05 6.999E-15 1.629E-04
N 7.939E-05 7.939E-05 3.000E-15
O 4.419E-04 3.020E-04 1.400E-14 1.399E-04
Mg 3.700E-05 9.999E-16 3.700E-05
Si 3.707E-05 3.370E-06 3.000E-15 3.370E-05
S 1.860E-05 1.860E-05 2.000E-15
Fe 3.231E-05 1.500E-08 9.999E-16 3.230E-05
G 4.627E-11 4.627E-11
TABLE 4.1: Initial elemental compositions of the most abundant species in the ISM
(Flower and Pineau des Foreˆts 2003).
R1 R2 P1 P2 P3 γ α β
H H H2 8.14E-17 0.5
H e− H+ e− e− 9.20E-10 0.5 157890.0
H2 e− H+2 e
− e− 1.40E-09 0.5 179160.0
H H+ H+ H+ e− 1.30E-13 0.5 157890.0
H H+3 H
+
3 H
+ e− 1.30E-13 0.5 157890.0
TABLE 4.2: First five reactions of the full chemical network.
Chapter 5
BOW SHOCK MODEL
As in Gustafsson et al. (2010), we assume that the 3D bow shock is made of independent
planar shocks. We actually neglect the curvature effects and the friction between different
1D shock layers, the gradients of entrance conditions in the planar shock models, and the
possible geometrical dilution in the post-shock: our approximation is valid as long as the
curvature radius of the bow shock is large with respect to the emitting thickness of the
working surface.
5.1 Geometry and coordinate system
Let’s consider an axisymmetric 3D bow shock around a supersonic star (or a jet) traveling
at the speed of −u0 relative to an ambient molecular cloud assumed to be at rest. In the
frame of the star, the impinging velocity of ambient gas is uniform and equal to u0. The
apex of the bow shock is at position A and the star at position O (Figure 5.1). The axis
of symmetry (z-axis) along the direction (AO). The observer is assumed to stand in the
(Oxz) planeThe axisymmetric shape of the bow shock is completely determined by the
function z = f(x). The local position along the planar shock can be specified by the
angle between the incoming flow and the tangent to the surface α = arcsin(u⊥/u0) (see
Smith and Brand, 1990a, figure 1), and by the angle ϕ between the radius and the x-axis
in the (xy) plane of projection.
The impinging velocity can be expressed as u0 = tˆu‖+nˆu⊥ = u0(ˆt cosα+nˆ sinα), where
nˆ(− cosα cosϕ,− cosα sinϕ, sinα) is the unit normal vector pointing inside the bow and
tˆ(sinα cosϕ, sinα sinϕ, cosα) is the unit tangent vector along the working surface and
directed away from apex. The effective shock speed at the local point is vs = u⊥ =
u0 sinα. Away from the axis of symmetry, the effective entrance velocity into the shock
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FIGURE 5.1: Morphology of a magnetized bow shock in the frame of a star or a jet. The
direction of the magnetic field is expressed by the angles ψ and φ. The observer lies at
an angle i to the z-axis in the Oxz plane.
decreases down to the sound speed cs in the ambient medium. Beyond this point, the shock
working surface is a cone of opening angle α0 = arcsin(cs/u0), wider as the terminal
velocity is closer to the sound speed. Here, we mainly focus on the “nose” of the bow
shock where u⊥ > cs, and we neglect the very weak emission from these sonic conical
“wings”, assuming that they fall outside the observing beam.
The orientation of the line-of-sight of the observer in the (x, z) plane is defined by the
inclination angle i: lˆ(sin i, 0, cos i). The ambient uniform magnetic field is identified by
the obliqueness ψ and the rotation φ: B/B0 = (cosψ cosφ, cosψ sinφ, sinψ). ψ and φ
are fixed for each bow shock.
5.2 Distribution of effective 1D-shock velocity
This section aims at computing the fraction P (u⊥)du⊥ of planar shocks with an entrance
shock speed u⊥ within du⊥ in a given bow shock shape. This will help us building a
model for the full bow shock from a grid of planar shocks.
Considering the shock geometry as described in section 5.1, we aim at obtaining the
formula for the unit area ds corresponding to these shocks as a function of du⊥.
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The norm of a segment dl on the (x, z) section of the bow shock surface is:
dl =
√
dx2 + dz2 =
√
1 + f ′2(x)dx. (5.1)
Now, take that segment and rotate it around the z-axis, over a circle of radius x. The area
(ds) of the bow shock’s surface swept by this segment can be expressed as:
ds = 2pixdl = 2pix
√
1 + f ′2(x)dx. (5.2)
Note that the angle α defined in Figure 5.1 is also the angle between the segment dl and
the differential length dz along the z-axis. The tangent of the angle α can then be set as
tanα =
dx
dz
=
1
f ′(x)
. (5.3)
The relationship between α and u⊥ will be realized according to whether we consider the
shock in the ambient medium or in the stellar wind or jet. Then, ds can be obtained as a
function of du⊥ by replacing that relation into Equation 5.2. However, we will only focus
here on the bow shock in the ambient material. In that case, the norm of the effective ve-
locity (i.e., the effective normal velocity u⊥) is related to the norm of the incident velocity
u0 through the angle α
u⊥ = u0 sinα→ α = arcsin(u⊥
u0
). (5.4)
x can now be expressed as a function of u⊥ by substituting Equation 5.4 into Equation 5.3:
tan[arcsin(
u⊥
u0
)] =
1
f ′(x)
→ x = f ′−1{cot[arcsin(u⊥
u0
)]} = g(u⊥). (5.5)
In Equation 5.2, the unit area ds of the shock is a function of the coordinate x, while in
Equation 5.5, the coordinate x is a function of the effective shock velocity u⊥. To sum up,
we can obtain ds as a function of u⊥:
ds(u⊥) = 2pig(u⊥)
√
1 + cot2[arcsin(
u⊥
u0
)]g′(u⊥)du⊥
= pi
√
1 + cot2[arcsin(
u⊥
u0
)] d[g2(u⊥)]
(5.6)
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Finally, the distribution function of shock velocities is simply defined as
P (u⊥) =
ds(u⊥)∫ u0
cs
ds
, (5.7)
where the integral of P (u⊥) is normalized to unity. Note that the lower limit of the integral
is the sound speed in the ambient medium. This implicitly assumes that we only focus
on the “nose” of the bow shock, where u⊥ < cs. One could include the conical “wings”
by adding a Dirac distribution δ(u⊥ = cs). Conversely, one could also narrow down the
integration domain if the beam intersects a smaller fraction of the bow. We implemented
this mathematical formulation numerically to compute the distribution P from an arbitrary
input function f . The results we obtained agree with those obtained using the analytical
expressions when the shape assumes a power-law dependence z ∼ xβ (see Appendix B
for detail).
In an elegant and concise article, Wilkin (1996) derived an analytical description of the
shape of a bow shock around a stellar wind when it is dominated by the ram pressure of the
gas. When dust grains control the dynamics of the gas, the main forces are the gravitation
pull and the radiation pressure from the star, therefore the shape of the shock should be
very close to the grains avoidance parabola derived in Artymowicz and Clampin (1997).
In fact, the ISM mixes gases and dust grains, so the actual bow shock shape should lie
in-between.
If dust dominates, the bow shock shape is the Artymowicz parabola expressed as z =
1
4R0
x2−R0 withRc = 2R0 the curvature radius at apex,R0 being the star-apex distance. If
gas dominates, the bow shock shape follows the Wilkin formulaR = R0
sin θ
√
3
√
1− θ cot θ
with Rc = 5/4R0 the curvature radius at the apex and θ the polar angle from the axis of
symmetry as seem by star.
Finally, in the case of the tip of a jet, Ostriker et al. (2001) showed that the shape of the
bow shock was cubic z = x3/R20 − zj with an infinite curvature radius at apex (R0 and
zj are length-scale parameters). Figure 5.2 displays the distributions obtained for various
bow shock shapes. Note that low-velocity shocks (u⊥ ≤ 15 km s−1) always dominate
the distribution: this stems from the fact that the corresponding surface increases further
away from the axis of symmetry, where entrance velocities decrease. The distribution for
the cubic shape has a spike due to its flatness (infinite curvature radius) near the apex.
The Wilkin shape has a cubic tail but a parabolic nose. In Figure 5.3 we display the
dimensionless surface S/piR20 where S is the total surface of the bow shock out to u⊥=cs,
and R0 an estimate of the radius of the nose of the bow. For elongated shapes such
as the parabolic shape, the total surface can be much bigger than the nose cross-section
piR20. We will subsequently essentially consider an ambient shock with a parabolic shape
(Artymowicz shape).
Chapter 5. Bow shock model 60
FIGURE 5.2: Statistical distributions of 1D planar shock along the bow shock obtained
for various bow shock shapes. These distributions are dominated by low-velocity shocks.
FIGURE 5.3: Total surface of the bow shock for various bow shock shapes and terminal
velocities, in units of piR20, where R0 is the length-scale parameter of the bow (on the
order of the nose’s curvature radius).
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5.3 Distribution of effective magnetic field
The magnetic field decouples the ions from the neutral fluid in the shock. However, as dis-
cussed by Smith (1992), the effective magnetic field is the component of the field parallel
to the shock surface. The vector of the magnetic field can be expressed as B = tˆB‖+nˆB⊥,
where the perpendicular component is defined by B⊥ = nˆ.B. If the homogeneous pre-
shock density is nH , the strength scale factor of the ambient uniform magnetic field is
defined as b0 = B0(µG)/
√
nH [cm−3]. The component of the field parallel to the working
surface (scale factor b‖ = B‖(µG)/
√
nH [cm−3] ) is therefore given by(
b‖
b0
)2
= cos2 α sin2(ϕ− φ) + [cosψ sinα + sinψ cosα cos(ϕ− φ)]2 (5.8)
where the angles α and ϕmonitor the position in the bow shock (this expression is actually
valid regardless of the bow shock shape). Figure 5.4 displays how this component (b‖)
changes along the shock surface in a few cases. For each given direction of the ambient
magnetic field (φ, ψ fixed), b‖ actually varies along two directions: along the bow shock
shape (ϕ fixed, α varied), visualized in the top panel, and along the annulus surface at one
position on the bow shock surface (α fixed, ϕ varied), visualized in the bottom panel.
5.4 Grid of 1D-shock models
We set all the parameters to values corresponding to typical conditions encountered in
the molecular interstellar gas in our Galaxy (Table 5.1). We assume that the ambient
gas is initially at chemical and thermal equilibrium and we compute the initial state as in
Lesaffre et al. (2013) by evolving the gas at constant density during 1012/nH yr. Our initial
elemental abundances in the gas, grain cores and ice mantles are the same as in Flower and
Pineau des Foreˆts (2003) (Table 4.1). We also include PAHs with ratio n(PAH)/nH =
10−6. The irradiation conditions are for a standard external irradiation field (G0 = 1)
but an additional buffer of Av0 = 0.1, N0(H2) = 1020 cm−2 and N0(CO) = 0 cm−2
is set between the source and the shock so that the gas is mainly molecular (Lesaffre
et al., 2013). In our calculations, the atomic hydrogen fractions n(H)/nH are 7.85 10−2,
5.94 10−4 and 5.89 10−6 for pre-shock gas densities of 102, 104 and 106 cm−3, respectively.
These initial conditions at steady state are then used as pre-shock conditions to compute
the grid of planar shock models.
The shock velocities range from 3 to 40 km s−1 as in Lesaffre et al. (2013), with a step
of ∆u = 1 km s−1. However, we take into account the effect of the finite shock age by
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FIGURE 5.4: Variation of the effective transverse magnetic field b‖ along the bow shock
surface for various directions of b (top) and a fixed direction depending on the position
on an annulus circle (bottom).
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Parameter Value Note
nH 10
2cm−3, 104cm−3 Pre-shock density of H nuclei
Aν 0.1 Extinction shield
N0(H2) 10
20cm−2 Buffer H2 column density
N0(CO) 0 cm−2 Buffer CO column density
G0 1 External radiation field
ζ 3.10−17 s−1 Cosmic ray flux
OPR 3 Pre-shock H2 ortho/para ratio
u⊥ 3, 4, 5, . . . 40 km s−1 Effective shock velocity
b‖vm1/u⊥ 0, . . . , 1 Range of b‖ parameter for J-type shocks
b‖vm1/u⊥ 1, . . . , vm13 km s−1 Range of b‖ parameter for CJ-type shocks
age ×nH/100 cm−3 102, 103, 104, 105 yr Shock age
TABLE 5.1: Main input parameters of model.
considering snapshots at 4 different values of age: 102, 103, 104, and 105 years for a
density of nH = 102 cm−3, and a hundred times shorter for a density of nH = 104 cm−3.
Note that the typical time to reach the steady-state in a C-type shock with G0 = 1 is about
ts = 10
6yr/(nH/102cm−3) (with little or no magnetic field dependence Lesaffre et al.,
2004a).
The projected value of the magnetic field parallel to the shock B‖ varies along the shock
surface, so we need to sample the range of attainable values in our grid. The first constraint
for a shock to exist is that its entrance velocity u⊥ be greater than the Alfve´n velocity
vA =
B‖√
4piρ
' b‖ 1.85 km s−1 where we defined the dimensionless value of the transverse
magnetic field using the standard scaling b‖ = B‖/µG/(nH/cm−3)1/2. The condition
u⊥ > vA translates as b‖ < u⊥/1.85 km s−1, and we use as upper limit of our grid b‖ <
b‖max = u⊥/3 km s−1 (Figure 5.5).
Another important parameter is the magnetosonic speed in the charged fluid (Equation 4.42)
defined as the fastest signal speed in a partially ionized medium. Due to the low ionization
degree in the molecular ISM, it is almost proportional to the local magnetization parame-
ter: vm '
√
B2‖/4piρc = b‖vm1 where vm1 is the magnetosonic speed obtained when the
magnetization parameter is equal to unity. In our calculations, we find vm1 = 18.5 km s−1
or vm1 = 19.2 km s−1 for respective densities of nH = 102 cm−3 or nH = 104 cm−3. The
charged fluid mass is dominated by the dust grains: the gas-to-dust ratio turns out to be
ρ/ρd = 180 for the cores and mantle composition used in our simulations.
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FIGURE 5.5: Grid of 1D models in the parameter space(u⊥, b‖).
5.5 H2 excitation diagram
The average column-density of a given excited level of H2 along the bow shock can be
expressed as:
N totvJ (age, u0, b0, ψ) =
∫ 2pi
0
dϕ
2pi
∫ u0
cs
Pu0(u⊥)NvJ(age, u⊥, b‖)du⊥ (5.9)
where Pu0(u⊥) is the distribution computed in section 2 and N
tot
vJ and NvJ are the column-
densities of H2 in the excited level (v, J) in the whole bow shock and in each planar shock,
respectively.
5.5.1 H2 excitation in C-type and J-type shocks
A H2 rovibrational level (v, J) can be populated after a collision with another species,
mainly H2, H, He and e− provided that the temperature yields more energy per particle
than the energy level EvJ . In a J-type shock, the sudden surge of viscous heat in the
adiabatic shock front easily leads to high temperatures (TJ = 53K(u/km s−1)2, Lesaffre
et al. (2013)) which are able to excite high energy levels. The plots a and b of Figure 5.6
Chapter 5. Bow shock model 65
show the level populations for young ages, where even CJ-type shocks are dominated by
their J-type tail contribution. These figures illustrate the threshold effect for two differ-
ent energy levels: their population quickly rises and reaches a plateau when u > uvJ ,
with uvJ a critical velocity depending on the energy level. Note the weak dependence
of the plateau on the shock magnetization for J-type shocks, as magnetic pressure only
marginally affects their thermal properties. The critical velocity uvJ mainly depends on
the energy level (EvJ ' kBTJ ) and only weakly depends on the magnetization.
On the other hand, C-type shocks dissipate their energy through ion-neutral friction, a pro-
cess much slower than viscous dissipation: at identical velocity, C-type shocks are much
cooler than J-type shocks, but their thickness is much larger. C-type shocks dominate
the emission of old CJ-type shocks, when the J-type front contribution almost disappears
(Figure 5.6c in C-type shocks). Due to their low temperature, high energy levels can never
be populated (Figure 5.6d). This enhances the threshold effect, with a discontinuous jump
at u = bvm1. On the contrary, energy levels lower than kBTC , with TC the typical temper-
ature of a C-type shock, will be much more populated in a C-type shock than in a J-type
shock due to the overall larger column-density. This is illustrated in the Figure 5.6c for a
low energy level. The discontinuous jump at u = bvm1 becomes a drop instead of a surge
and a peak appears in the level population. Magnetization in C-type shocks controls the
compressive heating which, in turn, impacts the temperature: excitation of H2 low-energy
levels in C-type shocks decreases systematically with larger magnetization, but the effect
remains weak within C-type shocks. However, the magnetization is important insofar as
it controls the transition between C-type and J-type shocks, which have very different
emission properties.
To summarize, at a density of nH = 102 cm−3, the column density excitation of a given
H2 level follows a threshold in velocity after which a plateau is reached, with little or no
magnetic field dependence. However, low energy levels at old ages, for velocities below
the magnetosonic speed, can be dominated by C-type shock emission. In that case, the H2
level population peaks at the magnetosonic speed before reaching a plateau. Therefore,
H2 emission in bow shocks is likely to be mostly dominated by J-type shocks.
At higher density of 104 cm−3, the picture is essentially unchanged, except for the effect of
H2 dissociation which is felt when the velocity is larger than the H2 dissociation velocity
(vs ∼ 25 km s−1): the value of the plateau decreases beyond this velocity (see the right
half of each panel in Figure 5.7, which is in other respects similar to Figure 5.6). At even
higher densities, H2 dissociation completely shuts off H2 emission in J-type shocks, and
we reach a situation where the bow shock emission is dominated by C-type shocks, as in
Gustafsson et al. (2010).
As demonstrated, NvJ sharply increases as a function of u⊥ at a given threshold velocity
uvJ before reaching a plateau. We also showed that the statistical distribution of shock
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FIGURE 5.6: Overview of our model results for a pre-shock density nH = 102/cm3. The
natural logarithm of the integrated column-densities of H2 populations is normalized by
their statistical weight. They are given as a function of the velocity u for various values
of the magnetic field parameter b‖. Left panels are for the level (v, J) = (0, 3), the
upper level of the 0-0S(1) line and the right panels are for the level (v, J) = (1, 3), the
upper level of the 1-0S(1) line. Upper panels are for a young age of 103 yr while bottom
panels are nearly steady-state at an age of 105 yr. In each panel, the symbol ’o’ marks the
transition between CJ-type shocks (on the left-hand side) and J-type shocks (on the right
hand side), when the velocity u is equal to the magnetosonic speed bvm1.
speeds P(u⊥) in a bow shock was steeply decreasing as a function of u⊥. As a result, the
product of the two peaks at around uvJ and its integral over u⊥ is a step function around
uvJ (Figure 5.8). This situation is reminiscent of the Gamow peak for nuclear reactions.
Then, N totvJ (u0) tends to a finite value when u0 is much greater than the threshold velocity
uvJ . The final value depends both on magnetization and age.
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FIGURE 5.7: Same as Figure 5.6 but for the denser case nH = 104 cm−3. The corre-
sponding ages are: upper panels at a young age of 10 yr while the bottom panels are
nearly steady-state at an age of 103 yrs.
5.5.2 Effect of the terminal velocity
Figure 5.9a shows the influence of the terminal velocity on the excitation diagrams of H2
at an age of 104 yr. As expected, the excitation diagram saturates at large velocity, when
u0 is larger than all the individual uvJ of the levels considered. That saturation occurs
quicker at low energy levels, as the corresponding critical velocity is lower.
5.5.3 Effect of the ambient density
Figure 5.9b illustrates the effect of density on the excitation diagram. Roughly speaking,
the column-densities are proportional to the density, but in this example (40 km s−1 bow
shock), higher energy levels are subject to H2 collisional dissociation, and they are slightly
less populated relative to their low energy counter part.
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FIGURE 5.8: Illustration of the “Gamow-peak” effect on the integration of the total col-
umn densities of the H2 level (v, J) = (1, 3) in a bow shock with terminal velocity
u0 = 30 km s−1, nH = 102cm−3, and the age is 105 yr.
5.5.4 Effect of shock age
At young ages, shocks are dominated by the emission properties of J-shock: as time
passes, C-type shocks increase the emission of low energy levels and the excitation di-
agram of the bow shock is slightly steeper at the origin (Figure 5.9c). Interestingly, the
energy level just above 2000K does not seem to be affected by age (it is also weakly
affected by all of the other parameters) and all the curves converge on this point.
5.5.5 Effect of shock shape
As mentioned in section 5.2, the shape of bow shocks affects the velocity distribution and
the relative weight of the large velocities increases when one moves from a parabola to a
Wilkin shape. As a result, a bow shock with a Wilkin shape has more excited high energy
levels than a parabolic bow shock (Figure 5.9d).
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FIGURE 5.9: Excitation diagrams of H2 showing the effect of varying some of the pa-
rameters of the model. The reference model (nH=102 cm−3, age=105 yr, b0=1, Ψ=0,
parabola shape, u0=40 km s−1) is displayed in blue. The circle symbols correspond to
v = 0 (pure rotational levels) and the square symbols to v = 1.
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5.5.6 Effect of ambient magnetic field
The magnetic field tends to shift the transition between C-type and J-type shocks in the
bow shock to larger velocities. At early age, it does not matter much, since both C-type
and J-type shocks are dominated by J-type shock emission. At later ages, though, the low
energy levels get an increasing contribution from C-type shocks and see their excitation
increase. Conversely, high energy levels are less excited because the overall temperature
of the shock decreases (Figure 5.9e). The orientation of the magnetic field azimuthally
affects the range of values of b (as ϕ varies) but its main systematic effect is to shift the
maximum magnetization from low velocities to large velocities as it gets more and more
perpendicular to the axis of symmetry (Figure 5.4). Figure 5.9f shows the differential
effect caused by varying the angle Ψ: tending Ψ to 0o amounts to increasing b (high
energy levels are less excited, whereas low energy levels are more excited). The resulting
change is subtle but we show below that it might still be probed by observations.
5.5.7 Bias between 1D- and 3D-shock models
Observations often consider low energy transitions (pure rotational or low vib-rotational
levels): although we included the first 150 levels in our calculations, here we mainly
consider the levels with an energy up to 104K. The two lowest rotational states (J=0 and
1) are, of course, unobservable in emission. The James Webb Space Telescope (JWST)
will observe pure rotational transitions up to energies of about 5900K (seven levels in-
volved). This is similar to the performances of the Infrared Space Observatory (ISO) and
the Spitzer telescope. These two telescopes that have been used to observe shocked re-
gions generate excitation diagrams and maps around Young Stellar Objects (YSOs) (i.e.,
Giannini et al. 2004; Neufeld et al. 2009) or supernova remnants (SNRs) (i.e., Cesarsky
et al. 1999; Neufeld et al. 2014) shocks. The AKARI mission has also been used for
similar purposes in SNRs environments (i.e., Shinn et al. 2011). The JWST will also tar-
get rovibrational transitions. Finally, the Echelon-Cross-Echelle Spectrograph (EXES) on
board the Stratospheric Observatory For Infrared Astronomy (SOFIA) operating between
4.5 and 28.3 µm (DeWitt et al., 2014) should allow observations of pure rotational tran-
sitions of H2, but no program has been explicitly dedicated to the observation of shocked
H2 with this instrument so far.
Most observations are unable to resolve all details of a bow shock, and the beam of the
telescope often encompasses large portions of it, therefore mixing together planar shocks
with a large range of parameters. However, it is customary to use 1D models to interpret
observed excitation diagrams. In addition, previous work (NY08; Neufeld et al. 2009;
Chapter 5. Bow shock model 71
Neufeld et al. 2014) have also shown that statistical equilibrium for a power-law temper-
ature distribution T−bSE dT could be quite efficient at reproducing the observed H2 pure
rotational lines (see section 2.5). We thus seek to explore how accurately these two sim-
ple models perform compared to 3D bow shocks. We consider the worst case scenario
where the whole nose of a parabolic bow shock is seen by the telescope: the effective
entrance velocity u⊥ varies from the speed of sound cs (in the wings of the bow shock) to
the terminal velocity u0 (at the apex of the bow shock).
The following χ function is used to estimate the distance between 1D and 3D models:
χ2 =
1
L
∑
vj
[ln(
N totvj
gvj
)− ln(N
u⊥
vj
gvj
)− C]2 (5.10)
with L the number of observed rovibrational levels (v, j), and gvj the statistical weight of
each level (v, j). The constant C reflects the fact that the beam surface at the distance of
the object may not match the actual emitting surface of the bow-shock, either because of
a beam filling factor effect or because the bow-shock surface is curved. We assume here
that the observer has a perfect knowledge of the geometry and we take C = 0, which
means that the 1D shock model has the same surface as the 3D bow-shock to which it is
compared with. The best 1D model and power-law assumption selected is the one yielding
the smallest χ2 value on our grid of 1D models.
Figure 5.10 shows the result of the fit on a 30 km s−1 bow shock at age 105 years, density
nH = 10
2 cm−3, and magnetization parameter b0 = 1 (Ψ = 90o). 1D models have the
same parameters (same age, pre-shock density and b‖ = 1) except the entrance velocity
u⊥. We find that the best velocity is either 7 or 13 km s−1 depending on the range of
lines considered. This is way below the terminal velocity and this illustrates again the
fact that the resulting 3D excitation diagram is dominated by low velocity shocks. As a
consequence, the use of higher energy lines reduces the bias, and a cubic shape for the
bow shock yields less bias towards low velocity than a parabolic shape (not shown here).
In the left hand sides of the panels (b)-(d), the resulting χ2 is around one in all cases:
it corresponds to an average mismatch of about a factor of 3 between the 3D and 1D
column-densities, a common result when comparing 1D models and observations.
Figure 5.11 systematically explores this bias as a function of the bow shock terminal
velocity: the best 1D model usually has an entrance velocity smaller than the terminal
velocity of the 3D bow-shock. Moreover, when the 3D excitation diagram saturates at
large u0, the best 1D model does not change.
Following the approach of NY08 (described in section 2.5), we calculate the H2 lev-
els population in statistical equilibrium for temperatures ranging from 100K to 4000K
and we convolve this with a power-law distribution of the gas temperature. We explore
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FIGURE 5.10: Results of the fit of 1D models and statistical equilibrium approximations
to a 3D bow shock. (a-b) Transitions with upper level Evj < 5900 K (JWST-like) are
used. (c-d) Fitted transitions have 5900 K< Evj < 10 000 K. (a-c) Comparison of the
excitation diagrams of the bow shock to the best 1D fit and the best NY08 fit , (b-d)
standard deviation of the natural logarithm difference between the two diagrams (χ =√
χ2) as the entrance velocity in the 1D model and the power-index in NY08 assumption
vary. The bow shock parameters are: pre-shock density 102 cm−3, b0 = 1, ψ = 90o, and
the age is 105 yr. Connected circle symbols all have v = 0 (pure rotational levels) while
square symbols have v = 1.
power-indices (bSE) varying from 3 to 6 (as in NY08) with steps of 0.2. We confirm that
that the NY08 approximation performs very well in the low energy regime of pure rota-
tion. In the case displayed in Figure 5.10(a), the optimal power-index is 3.6, close to the
estimation of 3.77 for parabolic bow-shocks calculated by equation (4) in NY08. How-
ever, Figure 5.10(c) shows that this simple approach fails for higher energy vibrational or
rotational levels.
We then turn on recovering magnetization from 1D models. We first fix the terminal ve-
locity of the bow shock to u0 = 40 km s−1 and explore several values of the magnetization
b0, while keeping Ψ = 90o. Once the best matching 1D velocity is found, we further let
the magnetization parameter b of the 1D model vary freely and explore which value best
fits the 3D model (while keeping u⊥ fixed). The result of this second adjustment is shown
in Figure 5.12: the magnetization parameter of the best 1D model is only slightly below
Chapter 5. Bow shock model 73
FIGURE 5.11: Velocity bias between 1D and 3D model. Blue circle symbols fit only
Evj < 5900 K (JWST-like), the green square symbols fit only Evj > 5900K (ground
based) and the red triangles fit both ranges. The parameters of the bow shock are the
same as for Figure 5.10. The dotted black line is ubest⊥ = u0.
and represents a good match to the original magnetization parameter of the bow shock.
Next, we assume that a priori information about the bow shock velocity (usually by look-
ing at some molecular line width, for example) is available. We now fix b0 = 1 for the
underlying 3D model and assume that u⊥ = u0 in the 1D models while searching for
the best b‖ value. The retrieved magnetization parameter is usually too high, which may
lead to an overestimation of the magnetization parameter when the dynamics have been
constrained independently.
5.6 H2 line shape
Smith and Brand (1990c) pioneered the study of the emission-line profile of molecular
hydrogen from a simple C-type bow shock. We revisit their work with our models that
better takes into account shock age, charge/neutrals momentum exchange, cooling/heating
functions, the coupling of chemistry to dynamics, and the time-dependent treatment of the
excitation of H2 molecules. We also introduce line broadening due to the thermal Doppler
effect.
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FIGURE 5.12: Magnetization bias between 1D and 3D models. The top panel is at
u0 = 40 km s−1 and for each value of b0, it gives the best b‖ after the best u⊥ has been
determined. The bottom panel is at b0 = 1 and for each value of u0, it gives the best
matching b‖ when u⊥ = u0 is assumed. Symbols are the same as in Figure 5.11. The
remaining parameters of the bow shock are the same as in Figure 5.10.
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In the shock’s frame, the velocity of the gas equals v(r, u⊥, ϕ) = tˆ u‖ + nˆ u(r, u⊥, b‖),
where r is the distance within the shock thickness (orthogonal to the bow shock surface)
and u(r, u⊥, b‖) is the shock orthogonal velocity profile as computed in the 1D model.
Because of the large compression, the shock frame is moving very slowly with respect to
the star, which use adopt as the observer’s frame. In the observer’s frame, the emission
velocity becomes
vobs ∼ v = v − u0 + u0
= nˆu(r, u⊥, b‖)− nˆu⊥ + u0
= nˆu⊥(ξ − 1) + u0
(5.11)
where 0 ≤ ξ(r, u⊥, b‖) ≤ 1 is the ratio between the local velocity u(r, u⊥, b‖) to the
orthogonal entrance velocity u⊥.
However, the observer only senses the component along the line of sight: vobs .ˆl with lˆ a
unit vector on the line of sight, pointing towards the observer. Adopting the geometric
symmetry, that unit vector relates to the viewing angle (i) as
lˆ = sin(i) iˆ + cos(i) kˆ (5.12)
where iˆ, kˆ are the unit vectors on the x and z axes.
When this is expressed in the observer’s frame, the emission velocity becomes
vrad = −vobs .ˆl
= nˆu⊥(1− ξ).ˆl− u0ˆl
= 0.5 u0(ξ − 1) cos(ϕ) sin(2α) sin(i) + (1− ξ)u
2
⊥
u0
cos(i)− u0 cos(i)
(5.13)
with α defined at Equation 5.4, u⊥/u0 = sinα and we have used nˆ at above section 5.1.
We assume the H2 emission to be optically thin. Then the line profile is defined by in-
tegration over the whole volume of the bow shock, including the emission coming from
each unit volume inside each planar shock composing the bow shock. The line emission
at velocity Vr can be computed as follows:
f(Vr, i) =
∫
u⊥
P (u⊥)du⊥
∫
ϕ
dϕ
2pi∫
r
dr
R20√
2piσT (r, u⊥, b‖)
(r, u⊥, b‖)e
− [vrad(r,u⊥,b‖)−Vr ]
2
2σ2
T
(r,u⊥,b‖) (5.14)
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which includes Doppler broadening with σ2T (r, α) = (kB/mH2)TH2(r, u⊥, b‖), the ther-
mal velocity of the H2 molecule. Note that the azimuthal angle ϕ occurs both in the
expression of b‖ (see Equation 5.8) and in the projection of vobs onto the line-of-sight
direction lˆ.
5.6.1 Effect of viewing angle
Figure 5.13a shows the effect of the viewing angle i on the 1-0S(1) line shape. When
the observer looks at the bow-shock from the point of view of the star (i = 0o), all the
emission is blue-shifted, with a stronger emission at a slightly positive velocity, coming
from the part of the shock structure closest to the star, close to the J-type front where
this line is excited. As i increases, the line of sight intercepts two sides of the working
surface, one going away and the other going towards the observer. The line profile then
becomes doubly peaked. We checked that the integrated line emission did not vary with
the viewing angle.
5.6.2 Effect of shock age
Figure 5.14a shows how the age affects the 1-0S(1) line profile at the viewing angle i=60o.
As the shock becomes older, the J-tail entrance velocity decreases: this explains why
the two peaks of the line profile get closer to each other as age proceeds. The velocity
interval between the two peaks is proportional to the entrance velocity in the J-type tail
of the shocks. Furthermore, as the entrance velocity decreases, the temperature inside the
J-shock decreases accordingly and the Doppler broadening follows: the line gets narrower
as time progresses. The width of the 1-0S(1) could thus serve as an age indicator, provided
that the shock velocity is well known.
The 0-0S(1) line corresponds to a much lower energy level than the 1-0S(1) line: while the
1-0S(1) is sensitive to temperature and shines mostly around the J-type front, the 0-0S(1)
line emits in the bulk of the shock, where gas is cooler. Since the 0-0S(1) line probes a
colder medium, the resulting profiles are much narrower (Figure 5.13b). For early ages
(100 and 1000 yr), one can however still notice the double peak signature of the J-front
(Figure 5.14b). Because at these early ages the temperature in the magnetic precursor is
much colder than the transition’s upper level temperature of 1015 K for level (0,3), the
0-0S(1) line is shut off in the magnetic precursor (see the bottom panel of Figure 4.2, for
example) and it therefore probes the J-shock part.
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FIGURE 5.13: Line profiles of a whole bow shock parameterized by u0 = 40 km s−1, age
= 102 years, b0 = 1 and φ = 0o. (a) for the H2 1-0S(1) line and (b) for the H2 0-0S(1) line.
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FIGURE 5.14: Line profiles of a whole bow shock parameterized by u0 = 40 km s−1, i =
60o, b0 = 1 and φ = 0o. (a) for the H2 1-0S(1) line and (b) for the H2 0-0S(1) line.
Chapter 6
BOW SHOCK MODELS TO
INTERPRET OBSERVATIONS
6.1 H2 excitation diagram
In this section, we briefly show how 3D bow shock models can be used to interpret and
constrain the parameters of observations.
6.1.1 BHR71
Located at a distance of about 175 pc (Bourke et al., 1995), BHR71 is a double bipo-
lar outflow (Bourke et al. 1997, Bourke 2001) emerging from a Bok Globule visible in
the southern sky. The two outflows are spectrally distinguishable (Parise et al., 2006).
Their driving protostars, IRS 1 and IRS 2, have luminosities of 13.5 and 0.5 L (Chen
et al., 2008) and are separated by about 3400 AU. For this double star system, the time
since collapse has been evaluated to about 36000 yr (Yang et al., 2017). Many observa-
tions have been performed from infrared to sub-millimeter wavelength ranges. Bright HH
objects HH320 and HH321 have been detected (Corporon and Reipurth, 1997), as well
as chemical enhancement spots (Garay et al., 1998) and several other knots of shocked
gas (Giannini et al., 2004). By combining H2 observations performed by Spitzer (Neufeld
et al. 2009, Giannini et al. 2011) and SiO observations obtained from the APEX telescope,
Gusdorf et al. (2011) were able to characterize the non-stationary CJ-type shock waves
propagating in the northern lobe of the biggest outflow. They more tightly constrained the
input parameters of Paris-Durham shock models by means of successive observations of
low- to higher-Jup CO (Gusdorf et al. 2015) using APEX and SOFIA. The most recent
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Parameter Value Description
nH 10
4 cm−3 Pre-shock density of H nuclei
age 103 yr Shock age
∆u⊥ 21-23 km s−1 Range of u⊥
b0 1.5 Strengh of the magnetic field
ψ −50o ± 20o Orientation of the magnetic field
u0 and β N.A. Bow shock terminal velocity and
shape are irrelevant because of
the narrow range of velocities
TABLE 6.1: Parameters that best reproduce the excitation diagram in BHR71. We also
give a 3σ uncertainty range for the parameter Ψ (see text).
studies based on Herschel observation report the presence of an atomic jet arising from
the driving IRS1 protostar (Nisini et al. 2015, Benedettini et al. 2017). This does not
challenge the existence of a molecular bow-shock around the so-called SiO knot position
in the northern lobe of the main outflow, where most attempts have been made to com-
pare shock models with observations (Gusdorf et al. 2011, 2015, Benedettini et al. 2017).
These studies have placed constraints on shock models of the H2 emission over a beam of
24” centered on this position: pre-shock density nH = 104 cm3, magnetic field parameter
b = 1.5, shock velocity vs = 22 km s−1, and age of 3800 years. The influence of the
external ISRF or from the driving protostar was neglected, with an equivalent G0 factor
set to 0. The excitation diagram that was used can be seen in Figure 6.1, where the large
error-bars reflect the uncertainty on the filling factor and the proximity of the targeted
region to the edge of the Spitzer-IRS H2 map.
Here we attempt to reproduce the same H2 emission data around the SiO knot position as
in Gusdorf et al. (2015). To fit a 3D model to this data, we should in principle adjust all the
parameters in Table 6.1, which would be a bit tedious and very likely underconstrained by
the observations. Instead, we started up from already published parameters and expanded
around these values. We hence use a narrow range of velocities around u0 = 22 km s−1,
b0 = 1.5 and nH = 104cm−3 as indicated by Gusdorf et al. (2015). These authors found
an age of 3800 yr, so we took our grid models at an age of 1000 yr, as 104yr would
not be compatible with the extent of the shock. A speed of 22 km s−1 during 1000 yr
already results in a shock width of 0.02 pc, about the same size of the beam (24” at 200pc
according to Gusdorf et al. (2015)), although the H2 lines emission region is a factor of a
few smaller.
Figure 6.1 illustrates the comparison between our models and the observational values.
We first restrict the velocity range in the bow shock velocity distribution to the narrow
interval [21,23] km s−1 that is close to the solution of Gusdorf et al. (2015). This also
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FIGURE 6.1: Comparison between BHR71 observations and several bow shock models.
Red circles: best fit with the 1D model of Gusdorf et al. (2015), blue triangles: our own
corresponding 1D model (a 3D model with velocity close to 22 km s−1, ψ = 90o, age =
1000 yr, G0 = 1 and b0 = 1.5 so that the transverse magnetic field is uniform), blue
diamonds: best fit with our 3D model (same as the previous model, but with magnetic
field orientation ψ = −45o).
accounts for the fact that the beam selects a local portion of the bow-shock and one might
expect to find a privileged velocity.
First, we examine the case ψ = 90o when the magnetization is close to b0 and is uniform
throughout a transverse annulus of the bow-shock. Technically this is still a 3D model, but
it is very close to the model in our grid of planar shocks with similar parameters because
we use a very narrow range of velocities combined with uniform magnetization. The
excitation diagram for this model is noted as the blue triangles in Figure 6.1. Although it
slightly differs from the best model of Gusdorf et al. (2015), it is not much further away
from the observational constraints (χ = 1.0 in the model in Gusdorf et al. (2015) and
χ = 1.5 in our model at ψ = 90o).
Second, we leave the orientation of the magnetic field Ψ free and we find the best model
at ψ = −45o: this greatly improves the comparison with observations (χ = 0.2). In par-
ticular, the curvature of the excitation diagram that was difficult to model, is now almost
perfectly reproduced. At this orientation, the model is a mixture of planar shocks with
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FIGURE 6.2: Same as Figure 6.1, with in addition the best-fitting power-law statistical
equilibrium assumption model (see text). yellow hexagons: best fit with power-index
bSE = 2.6. The other symbols are the same as in Figure 6.1.
transverse magnetization between b0 and a small minimum value. Because we limited the
velocity to such a narrow range, this model is effectively a 2D model.
Third, we checked that increasing the velocity range, changing the shock shape, or lim-
iting the integration range for the angle ϕ (to account for the fact that the observational
beam probably intersects only one flank of the bow shock) did not improve the fit: the
interpretation capabilities of our 3D model seems to be reached. Table 6.1 sums up our
constraints on the parameters of our model. We estimate 3-σ error bars for Ψ by investi-
gating the shape of the χ2 well around the best value: we vary Ψ with all other parameters
kept fixed and we quote the range of values where χ2 is below four times its minimum
value.
Finally, we checked the NY08 approximation. As mentioned in subsection 5.5.7, that
simple assumption surprisingly works well in the case of low pure rotational excitation.
Figure 6.2 shows the best fit from the NY08 assumption with the value of the power-index
at bSE = 2.6, consistent with the value 2.5 in Neufeld et al. (2009) for the same object.
The accuracy obtained as close to the data as our 3D model, with χ = 0.2.
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6.1.2 Orion BN-KL outflow
The BN-KL region in the Orion molecular cloud (OMC-1) is one of the well studied mas-
sive star forming regions. A central young stellar object generates a strong outflow that
shocks the surrounding gas and yields a wealth of H2 infrared emission lines previously
observed by Rosenthal et al. (2000). These authors however indicated that the full range
of H2 level population could not be reproduced by a single shock model. In fact, Le
Bourlot et al. (2002) showed that only a mixture between two C-type shock models could
account for the population of both the low and the high energy levels (see section 2.3).
In this work, we try to reproduce the observed excitation diagram of H2 and strongest H2
1-0S(1) line profile from the OMC-1 Peak1 with one of our bow shock models.
We ran a new grid of models at the pre-shock conditions in Orion, nH = 106 cm−3 (White
et al. 1986, Brand et al. 1988, Hollenbach and McKee 1989, Kaufman and Neufeld 1996,
Kristensen et al. 2008). We limited the age to 1000 yr, which roughly corresponds to
the dynamical age of the outflow (Kristensen et al., 2008). At these densities, the shocks
should have reached steady-state long ago.
Then we explore the parameter space of all possible bow-shocks and seek the best fitting
model. We considered u0 between 20 and 100 km s−1 and we varied b0 from 1 to 6 with
step 0.5. For each value of b0, we let the angle ψ vary from 0o to 90o with step 5o. Finally
we explore the shape of the shock for β in the interval from 1.0 to 3.0 with step of 0.2.
In the simplified case, we compute the χ2 for the 17 pure rotational transitions, with the
vibrational levels v = 0 among the 55 transitions which have been measured, discard-
ing the upper limits (table 3 of Rosenthal et al. 2000). The parameters that best fit the
excitation diagram are listed in Table 6.2. We also provide an estimation of the 3−σ un-
certainty range for some parameters by investigating the shape of the χ2 well around the
best value, as we did above for the parameter ψ in the case of BHR71. The best model
convincingly reproduces most of the lines (χ = 0.4), as long as the terminal velocity is
greater than 30 km s−1. The comparison to the observations is displayed in Figure 6.3:
both the low and high energy regimes of the excitation diagram are simulated by the same
model. Two best matching models found by Rosenthal et al. (2000), which are a mixture
of two C-type shock models from Kaufman and Neufeld (1996) and a single J-type shock
model from Brand et al. (1988), are also displayed for comparison. We also checked the
NY08 approximation as shown in Figure 6.4. Our best fit value is obtained at bSE = 3.2
for χ = 0.6. Again, this approach yields satisfying results for levels with a low excitation
energy but tends to deviate at high excitation energy.
Finally, we extend our computation of χ2 until 44 rovibrational transitions, for which
the vibrational levels v varies from 0 to 4 (the upper limits are also discarded). The
best comparison to observation (χ = 0.45) is showed in Figure 6.4. The parameters
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Parameter Value Description
nH 10
6 cm−3 Pre-shock density of H nuclei
b0 4.5± 0.9 Strength of the magnetic field
u0 ≥ 30 km s−1 3D terminal velocity
age 103 yr shock’s age
ψ 90o ± 30o Orientation of the magnetic field
β 2.1± 0.2 Shock shape
TABLE 6.2: Optimal parameters of the OMC-1 Peak1 (pure rotational levels) found with
our model (see Figure 6.3).
FIGURE 6.3: Pure rotational H2 excitation diagram observed in OMC-1 Peak1 (Rosen-
thal et al., 2000) compared with various models: our best-fit 3D-model of bow shock
(open symbols), and the best fit models from Rosenthal et al. (2000): a combination of
two planar C-shocks models from Kaufman and Neufeld (1996) (KN96) and one J-type
shock model from Brand et al. (1988) (B88).
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FIGURE 6.4: Same as Figure 6.3, with in addition the best-fitting power-law statistical
equilibrium assumption models (see text). yellow hexagons: best fit with power-index
bSE = 3.2, while the other symbols are the same.
Parameter Value Description
nH 10
6 cm−3 Pre-shock density of H nuclei
b0 3
+2.5
−1.5 Strength of the magnetic field
u0 ≥ 30 km s−1 3D terminal velocity
age 103 yr shock’s age
ψ 70o ± 25o Orientation of the magnetic field
β 2.4± 0.27 Shock shape
TABLE 6.3: Optimal parameters of the OMC-1 Peak1 (44 rovibrational levels) found
with our model (see Figure 6.5).
that reproduce this best fit are listed in Table 6.3. The 3-σ uncertainty range for some
parameters is also provided.
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FIGURE 6.5: Rovibrational H2 Excitation diagram observed in OMC-1 Peak1 (Rosen-
thal et al., 2000) compared with various models: our best-fit 3D-model of bow shock is
indicated by the open symbols.
6.2 H2 line shape
The previous section 5.6 shows that a wealth of dynamical information is contained in the
line shapes. However, this information is difficult to retrieve, as the line shaping process is
quite convoluted. In particular, each line probes different regions of the shock depending
on the upper level sensitivity to temperature.
6.2.1 HH54
We plot the normalized line shapes for three different transitions in a 20 km s−1 bow
shock with pre-shock density 104 cm−3, age 1000 yr and b0 = 1 (Figure 6.6). This figure
compares well with the figure 2 in Santangelo et al. (2014), which plots resolved obser-
vations of H2 lines in HH54. These observations come from two different slit positions:
a CRIRES slit for 1-0S(1) and 0-0S(9) near the tip of the bow, orthogonal to the outflow
axis, and a VISIR slit for the 0-0S(4) line along this axis. On the other hand, our models
cover the whole extent of our bow shock, which questions the validity of the comparison.
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FIGURE 6.6: Line profiles of three different transitions in a bow shock at age 100 yr with
parameters u0=20 km s−1, nH=104 cm−3, b0=1, and viewing angle i = -60o.
Despite this, some similarities are striking: the two lines 1-0S(1) and 0-0S(9) perfectly
match and are blue-shifted. The insight from our computations allows us to link the good
match between the line profiles of 1-0S(1) and 0-0S(9) to the very similar energy of the
upper level of the two transitions. Furthermore, we checked that the emission from the low
energy 0-0S(4) in our model is completely dominated by the C-type parts of our shocks,
where the velocity is still close to the ambient medium velocity: this explains why this
line peaks around Vr = 0. This C-type component should shine all over the working sur-
face of the bow shock, and the VISIR slit along the axis probably samples it adequately.
Conversely, we checked that the emission coming from lines 1-0S(1) and 0-0S(9) is com-
pletely dominated by the J-type parts of our shocks. Hence they should shine near the tip
of the bow shock (traversed by the CRIRES slit) at a velocity close to that of the star and
its observed radial speed should lie around −u0 cos(i), blue-shifted for an acute angle i.
6.2.2 Orion BN-KL outflow
Brand et al. (1989) managed to observe a few wide H2 line profiles from OMC-1 Peak1
by using the UKIRT telescope, configured at a 5′′ sky aperture and with a resolution of
12 km s−1 full width at half maximum (FWHM). A single shock model was not able to
reproduce these wide observed lines (as indicated by Brand et al. 1989 and Rosenthal
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FIGURE 6.7: Comparison of the H2 line profile between OMC-1 Peak1 observation and
a bow shock model. Black square: the observational data (Brand et al., 1989). Solid
lines: our 3D model using parameters in Table 6.2 with different values of u0. The best
3D model constrains the terminal shock velocity to about 100 km s−1.
et al. 2000). A C-type bow shock model of Smith et al. (1991b) could reproduce these
lines and widths, but this assumed a extremely high magnetic field strength of ≥ 50 mG
(which amounts to b‖ ≥ 50 for nH ∼ 106 cm−3) while independent measurements in the
same region gave much lower values: 3 mG by Zeeman splitting (Norris, 1984) or 10mG
by polarization (Chrysostomou et al., 1994). Here we use the best parameters listed in
Table 6.2 to try and reproduce the profile of the H2 1-0S(1) line with a more reasonable
magnetization. As mentioned in the previous subsection, the excitation diagram alone did
not allow to constrain the terminal shock velocity. Now, the width of the profile allows
us to constrain the velocity to about u0 = 100 km s−1 as illustrated by Figure 6.7. The
viewing angle i '90o can be adjusted to the position of the peak of the line profile. Note
that shock models with u⊥ >40km s−1 are not included in these line shape models. They
should contribute little to the emission since H2 molecules are dissociated at high shock
velocities (both due to the high temperatures experienced in these shocks and to their
radiative precursors).
Chapter 7
CONCLUSIONS AND
PERSPECTIVES
7.1 Conclusions and remarks
In this study, we provide a mathematical formulation which links an arbitrarily shaped
bow shock to a distribution of planar shocks. Then, a simple convolution of this distri-
bution with a grid of planar shocks allows to produce intensities and line shapes for any
transition of the H2 molecule.
We used that property to explain the dependence of the excitation diagram of a bow shock
to its parameters: terminal velocity, density, shape, age, and magnetization properties
(magnitude and orientation). The combination of a steeply decreasing distribution with a
threshold effect linked to the energy of the upper level of each transition yields a “Gamow-
peak” effect. A given H2 level then reaches a saturation value of column density when the
terminal velocity is above a threshold which depends directly on the energy of the level.
The magnetic field and the age dependence enter through the transition between the J-type
and the C-type part of a time-dependent magnetized shock.
The wings of a bow shock usually have a larger surface than its nose. From this, it follows
that the distribution and hence the global emission properties of a bow shock are generally
dominated by low-velocity shocks. A direct consequence is that the excitation diagram of
a whole bow shock resembles a 1D planar shock with a lower velocity: data interpretation
with 1D models is likely to be biased towards low velocity. However, if the terminal
velocity of the bow shock was estimated independently (from line Doppler broadening
measurements, for example), we suggest that a magnetization adjustment from 1D models
to the excitation diagram will over estimate the magnetization parameter. Previous authors
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(NY08, Neufeld et al., 2009) have suggested that the statistical equilibrium approximation
could accurately reproduce observed intensities of low-energy pure rotational levels. We
confirm this result, and its probable link to the distribution of entrance velocities as pointed
out by NY08. However, we remark that this simple model does not satisfyingly reproduce
the observations of the higher-lying transitions. A possible interpretation is that these
levels are more sensitive to J-type shocks, where the sudden temperature jump is more
likely to put the gas away from statistical equilibrium.
We provide some illustrations of how our results could improve the match between model
and observations in BHR71 and Orion OMC-1. We show that 3D models largely improve
the interpretation. In particular, we are able to obtain much better match than in previous
works with relatively little effort (and with the addition of only one or two parameters
compared to the 1D models: the magnetic field orientation and the shape of the bow
shock).
We compute line shapes with an unprecedented care and examine their dependence on age
and viewing angle. Although line shapes result from a convoluted process, they contain
a wealth of dynamical information. In particular, we link the double peaked structure
of 1-0S(1) in young bow shocks to the dynamics of their J-type part components. The
line width results from the combined effects of geometry, terminal velocity, and thermal
Doppler effect. We show how different lines probe different parts of the shocks depending
on the temperature sensitivity of the excitation of their upper level. We show how our 3D
model can reproduce the broad velocity profile of the H2 1-0S(1) line in Orion Peak1
with a magnetization compatible with other measurements. The excitation diagram fails
to recover dynamical information on the velocity (it only gives a minimum value), but
the line shape width provides the missing constraint, which agrees with proper motion
∼ 100 km s−1 of the tips of the H2 ”fingers” in the region.
7.2 Perspectives
All models presented here were run for a pre-shock ortho-para ratio of 3 (Appendix A).
However, the dilute ISM is known to experience much lower ratios and that should vary as
a function of the excitation temperature (Neufeld et al., 2006). This variation is illustrated
in Figure 7.1. David Neufeld suggested we should explore the effect of this parameter on
the excitation diagrams of bow-shocks in future work and compare again to the observable
data from shocks in BHR71 and OMC-1 Peak1 (chapter 6).
We have started to investigate a grid of models with a lower ortho/para ratio. For ex-
ample, Figure 7.2 shows the comparison between BHR71 observations and the best bow
shock model, for which the initial ortho/para ratio is 1. Due to the jagged variation of
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FIGURE 7.1: Correlation between H2 ortho/para ratio and rotational temperature for the
HH54 object. The black curve shows the behavior for gas with an initial ortho/para ratio
of 0.4. The orange curve shows the ortho/para ratio in LTE. The cyan curves and asterisks
show the model predictions of Wilgenbus et al. (2000).
the statistical weight of H2 levels (which differ for even and odd rotational number J), the
excitation diagram at low ortho-para ratios show a characteristic oscillation between ortho
and para levels. Contrary to the one in Figure 6.1, the best fit diagram is not a smooth
curve anymore and displays the similar weak oscillations as the observations. At low ex-
citation energy, the fit is better than in the previous case with ortho/para=3, while it looks
worse for higher excitation levels. We will investigate it further with David Neufeld and
examine systematically the effect of the ortho-para ratio on 3D models of bow-shocks.
We are co-Is of two observational program with SOFIA-EXES, that will target pure rota-
tional H2 lines: S(1) and S(5)) in a sample of Galactic supernova remnants (IC443, W28,
W44, 3C391), while S(4) and S(7) in a sample of molecular cloud (HH7). These obser-
vations will provide the first velocity resolved H2 spectra in SNRs and in molecular cloud
(velocity resolution of a few km s−1). Our objective for those studies is to confront our
models with H2 spectra in simple geometries (spherical, in the case of IC443), in order to
pinpoint the kind of shocks that are propagating in these environments (whether they are
magnetized or not, stationary or not, dissociative or not), and to formulate diagnostics for
their physical conditions.
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FIGURE 7.2: Comparison between BHR71 observations and a bow shock model, whose
initial ortho/para ratio is 1. The symbols are the same as Figure 6.1.
Previous H2 maps of 3D bow-shocks (Gustafsson et al., 2010) assumed that the direction
of the flow was unperturbed (z-axis approximation). This is valid for C-type shocks, but
not for J-type shocks. We plan to model both C-type and J-type shock trajectories by using
a local planar approximation and to compare the resulting H2 maps to previous work.
Our methods could be used to model other molecules of interest, provided that we know
their excitation properties throughout the shock and that their emission remains opti-
cally thin. We expect that such developments will improve considerably the predictive
and interpretative power of shock models in a number of astrophysical cases. In par-
ticular, if some excited CO lines can be assumed optically thin, they will allow direct
probes of the dynamics of the gas. For the optically thick lines, one will need to be
much more careful with the radiative transfer, but we could think using our method
to build a 3D map with the correct CO abundance, and post-process it with a 3D ra-
diative tool such as RADMC (Dullemond et al., 2012, or seelook at http://www.ita.uni-
heidelberg.de/ dullemond/software/radmc-3d/ ).
Further work will address some of the shortcomings of our method. First, it will be
straightforward to apply similar techniques to the shocked stellar wind side of the bow
shock working surface, helping us to access knowledge on the reverse shock (see chap-
ter 9). Second, the different tangential velocities experienced on the outside and on the
inner side of the working surface will very likely lead to Kelvin-Helmoltz instabilities,
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generate turbulence and hence mixing, as multidimensional simulations of J-type bow
shocks show. A challenge of the simplified models such as the ones presented here will
be to include the mixing inside the working surface. One way of proceeding will be
to bracket the true behaviour between the two extreme situations. In the first situation,
the contact discontinuity between the two forward and reverse shocks remain stable, and
the observations can be simply modeled through the same methods presented here. In
the second situation, one can assume the fluid in between the two forward and reverse
shocks is completely mixed, just as Wilkin (1996) did for mass and momentum, but ex-
tending this property to energy and chemical composition. This will allow to compute
self-consistently the shape of the working surface, its chemical composition, temperature,
emission properties, etc... Note the same method can be utilized in the context of shocks
in binary winds, where we can expect to build powerful tools to synthesize observations
(see section 10.2).
Part III
STELLAR WIND MODEL
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Chapter 8
GOVERNING EQUATIONS
The hydrodynamic model of the stellar wind from a AGB star is the solution of a set of
hydrodynamic equations (subsection 4.1.1), associated with a chemical network. In order
to achieve a set of simplified numerical equations of that system, we assume spherical
symmetry of the central star and its circumstellar envelope. This assumption satisfies
observations at least in the outer region of the circumstellar envelope (e.g., Figure 1.12),
but is uncertain very close to the star. Observing the CO lines from AGB stars (e.g., RS
Cancri and EP Aquarii, Mira Ceti, Red Rectangle), our collaborators 1 found significant
evidences for an asymmetric morphology close to the star. (e.g., Anh et al. 2015, Nhung
et al. 2015b, Diep et al. 2016, Hoai et al. 2016)
8.1 Hydrodynamics
The velocity and density profiles of the circumstellar outflow are determined by the phys-
ical laws of mass conservation and momentum conservation. Throughout this work, we
mostly consider an ideal fluid, so that the viscous and conducting phenomena are ne-
glected, except in the case of a terminal wind shock, where we trigger a viscous jump.
For the hydrodynamics of this gas, we consider a multicomponent fluid made of several
gaseous chemical species and micron scale solid particles. Under these assumptions, the
continuity equation of the gas can be derived from mass conservation as
∂ρ
∂t
+
1
r2
∂
∂r
(r2ρv) = 0 (8.1)
1https://vnsc.org.vn/dap/
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with ρ the total mass density, t the time, r the radial coordinate, and v the gas velocity.
Note that the mass conservation equation for the neutrals is equivalent to Equation 4.3
with z = r−r0 (r0 is the starting radius of the computation) and Sn → Sn−2ρnvn/r: the
only additional contribution compared to the original planar mass conservation equation
in the Paris-Durham shock code is geometrical dilution. Similarly, chemical equations
have their source term transformed as Nn → Nn − 2nnvn/r for the neutrals and Ni →
Ni − 2nivi/r for the ions. The neutral momentum source has An → An − 2ρnv2n/r and
the corresponding energy source has Bn → Bn − 2(12ρv2n + γγ−1nnkBTn)vn/r, etc... This
is the convenient way we use to introduce geometrical dilution due to spherical geometry
in the Paris-Durham planar shock code.
In the case of stationarity, Equation 8.1 can be integrated to yield
M˙ = 4pir2ρv (8.2)
where the mass loss rate M˙ is one of the fundamental model parameters and does not
depend on the radius.
Similarly, the stationary equation of motion in spherical symmetry is derived from the law
of momentum conservation
v
∂v
∂r
=
1
ρ
f − 1
ρ
∂P
∂r
(8.3)
with f the algebraic sum of the external forces acting on a unit volume and P the internal
gas pressure. Once dust-grains form, the radiation force from the star acting on the dust
particles accelerates them outward. The surrounding gas particles then will be dragged
along by collisions with the dust. Therefore, the external force f = fgrav + fdrag. Grav-
itation force (fgrav) attracts the gas inward to the stellar center, while drag force (fdrag)
drives it outward.
The gravitation force per a unit volume is simply proportional to r−2
fgrav = −GM∗ρ
r2
(8.4)
The drag force, on the other hand, is somewhat more complicated. This force depends on
the relative drift speed, vdrift between the gas and dust components
vdrift = vd − v (8.5)
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where vd is the flow speed of the dust and vd > v. There are two expressions for the drag
force depending on the thermal sound speed of gas
cs =
√
γ
P
ρ
=
√
γkBT
µmH
(8.6)
where γ is the ratio the specific heats, µ is molecular weight of gas and mH is the mass of
a proton. Depending on the composition of the gas, its molecular weight can be different.
For example, µ ≈ 2.33 for a mixture between helium and molecular hydrogen, while a
mixture with atomic hydrogen has µ ≈ 1.4.
If the drift speed is much faster than the thermal sound speed of the gas particles, the
ram pressure acting on the gas is ρv2drift; and the drag force per unit volume of gas,
therefore, is the product of that ram pressure times the cross-section of the dust grain:
fdrag(a) = pia
2ρv2driftng, where a is the radius of a single grain. On the other hand, if the
drift speed is lower than the thermal speed of the gas particles, the drag force fdrag(a) =
pia2ρcsvdriftng. To combine two those limits, we can express the drag force as below
fdrag(a) = pia
2ngρvdrift
√
v2drift + c
2
s. (8.7)
Since the mean free path of the gas is higher than the typical dust radii and the velocities
of gas and dust are different from each other, the grains are not position coupled to the
gas. Despite the fact that the grains collide with only a small fraction of the gas particles,
Gilman (1972) indicates that the subsequent collisions among the gas molecules allow the
momentum that they receive from the radiation field to be transfered to the gas. Gilman
(1972) also demonstrates that the small grains rapidly reach the terminal drift velocity.
The grains move at the terminal drift velocity when the radiation force balances with the
drag force:
fdrag = frad (8.8)
where nd is the dust number density and frad is the radiation force acting on one grain,
defined by
frad =
σdQ¯rpL∗
4pir2cl
(8.9)
where σd = pia2 is the grain cross-section (assumed circular here) and cl is the speed of
light. Qrp is the radiation pressure efficiency and Q¯rp is the wavelength averaged radiation
pressure efficiency weighted by the stellar spectrum. L∗ is the total stellar luminosity. It is
determined through the absorption Qext(a, λ) and scattering Qsca(a, λ) coefficients which
are calculated by using the Mie theory with complex radiative indices (subsection 8.3.1).
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Let us assume that the grains are moving at terminal drift velocity, the momentum Equa-
tion 8.3 now expands as
v
∂v
∂r
+
1
ρ
∂P
∂r
= −GM∗
r2
+ nd
σd
ρ
Q¯rpL∗
4pir2cl
(8.10)
The two terms on the right hand side in Equation 8.10 vary as r−2 , it is hence convenient
to group them in a simple form of the momentum equation
v
∂v
∂r
+
1
ρ
∂P
∂r
= (Γ− 1)GM∗
r2
(8.11)
with the radiative acceleration on one spherical species of dust
Γ(a) = nd
σdQ¯rp(a)L∗
4piclGM∗ρ
. (8.12)
Equation 8.11 can be rewritten in the form of the standard wind equation
(
v2 − c2i
v
)
∂v
∂r
=
2c2i
r
− ∂c
2
i
∂r
+ (Γ− 1)GM∗
r2
(8.13)
with c2i = P/ρ. When the temperature profile (hence the isothermal sound speed profile)
is prescribed, this equation shows the existence of a critical point at r = rci, where the
speed of the gas reaches the isothermal sound speed. That point is called the isothermal
sonic point.
In the more realistic case where the temperature evolution is solved along the wind, we
can also get an expression for the velocity gradient by combining mass, momentum and
energy conservation so as to eliminate the pressure gradients. We arrive at
∂v
∂r
=
1
2
γ+1
γ−1Snv
2 − γ
γ−1Anv +Bn
γ
γ−1P − 1γ−1ρv2
(8.14)
which is expressed after some simplifications as
(
v2 − c2s
v
)
∂v
∂r
=
2v2
r
+ (Γ− 1)GM∗
r2
+ (γ − 1) Λ
ρv
(8.15)
where Λ is the net radiative cooling. This last form closely resembles Equation 8.13 and
applies in the general case. It shows that the sonic point when cooling and heating are
introduced occurs when the velocity crosses the adiabatic sound speed.
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However, we experienced numerical issues when integrating Equation 8.15, and we were
never able to cross the sonic point with this form. We found a compromise by using
Equation 8.13 with cs in place of ci for the space derivative of the velocity from the stellar
surface to the adiabatic sonic point r = rc. We revert to the more proper Equation 8.15 af-
ter the sonic point has been crossed. The standard temperature gradient is used throughout
to control the temperature profile.
Once the grains form, the thermal sound speed and its radial derivative are small compared
to the last term on the right hand side of Equation 8.13. Therefore, the sonic point occurs
at a radius just before the point where Γ starts to be greater than unity.
We now consider a collection of spherical grain particles, with a constant size distribution
dnd = f(a)da. The resulting equivalent Γ¯ of the radiative acceleration on dust is obtained
through the relation
Γ¯ =
∫
daΓ(a)f(a)/nd (8.16)
where nd =
∫
daf(a) is the total density of grain particles, we adopt a standard spectrum
of grain-size distribution f(a) = AabnH . For the interstellar dust, the spectral index b
is usually assumed to be equal to -3.5 from the famous MRN law (Mathis et al. 1977).
For the circumstellar dust shell, (Dominik et al., 1989) deduced a steeper slope for the
spectral distribution and estimated the spectral index b ∼ −5. However, Decin et al.
(2006) suggest that the choice of the slope has little influence on the resulting dynamics.
Thus, we consider the term A, which is the factor giving the number of dust particles per
H atom, to be a constant for the case of the interstellar dust. Its value is estimated to
be 10−25.10 cm2.5/H for Silicate grains and 10−25.13 cm2.5/H for carbon grains with size
minimum and maximum boundaries amin = 0.005µm and amax = 0.25µm (Draine and
Lee 1984).
8.2 Thermodynamics
The temperature profile of the multicomponent outflow circumstellar envelope, consisting
of gas molecules and solid grain particles, is determined by the laws of thermodynamics.
The gas molecules are assumed to be characterized by their local kinetic temperature
T (r). Each grain particle characterized by its radius a is also assumed to be a thermal
emitter, characterized by the size-dependent temperature Td(a, r).
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8.2.1 Gas temperature
In this section, we describe only the cooling and heating terms specific to the stellar wind
situation. The standard heating and cooling terms of the Paris-Durham shock code as
described in chapter 4 still apply and are considered in our wind models.
8.2.1.1 Grain-gas collisional heating
As mentioned in section 8.1, the grains rapidly reach their terminal drift velocity. They
move at the terminal velocity if the drag force balances with the radiation force. The
balance of these terms for grain of size a leads to
Q¯rp(a)L∗
4pir2cl
= ρvdrift
√
v2drift(a) + c
2
s (8.17)
The expression for the drift velocity is derived by taking the square at both sides of Equa-
tion 8.17
v4drift(a) + c
2
sv
2
drift(a)−
(
Q¯rp(a)L∗
4pir2ρcl
)2
= 0. (8.18)
Solving the second order Equation 8.18 in vdrift and combining the solution with Equa-
tion 8.2 give
vdrift(a) =
1
2
{( 2v
M˙cl
Q¯rp(a)L∗
)2
+ c4s
}0.5
− c2s
0.5 . (8.19)
In the limiting case where the sound speed cs is small compared to the outflow speed v,
this expression reduces to
vdrift(a) =
√
Q¯rp(a)L∗v
M˙cl
. (8.20)
This expression for the drift velocity shows the dependence on the mass-loss rate M˙ and
the outflow speed v. The gas-grain collisions, therefore, become increasingly important as
the distance from the star increases and v reaches its terminal value. The resulting heating
rate corresponds to the work done by the drag force. For the whole distribution of grains,
this yields:
qdrift = ρ
∫
daf(a)
1
2
σdv
3
drift(a). (8.21)
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8.2.1.2 Molecular pumping from stellar radiation
Close to the star, the molecular gas receives energy from the radiation field that is able to
excite the molecules into higher excitation levels. Then, molecules cool down by sponta-
neous de-excitation processes, or by collisional de-excitation, in which case the radiation
energy is transferred to the gas as thermal energy. In this section, we study the pumping
effect from the stellar radiation to molecules.
Let’s consider a system of two levels, with ni and nj column densities of the upper and
lower levels, respectively. The corresponding energies are Ei and Ej , where ∆E = Ei −
Ej = hνij . The number of density of atoms in the level i changes basically due to: (1)
spontaneous emission, (2) stimulated emission, (3) photon absorption, and (4) collisions.
This variation per unit time is defined as:
dni
dt
= −ni [Aij +Bijρ(νij) + Cij] + nj [Bjiρ(νij) + Cji] (8.22)
where ρ(ν) is the spectral energy density at frequency ν of the radiation field and Tij =
∆E/kB. If we consider the star as a black-body, ρ(νij) is defined by Planck’s law as:
ρ(νij) =
1
4
(
R∗
r
)2
F (νij)
eTij/T∗ − 1 (8.23)
with R∗ the stellar radius, and F (νij) a function defined as
F (νij) =
8pihν3ij
c3l
(8.24)
where Aij , Bij , Bji are the Einstein coefficients. Aij is the probability in unit time that a
particle in state i spontaneously decays to the stage j. Bij is the probability per unit time
per unit spectral energy density of the radiation field that a particle in the stage i decays
by stimulation to the stage j. Bji is the probability per unit time per unit spectral energy
density of the radiation field that a particle in state j absorbs a photon to jump to state i.
Cij and Cji are the collional de-excitation and excitation coefficients. These coefficients
are linked with each others by
Aij = F (νij)Bij (8.25)
Bij =
gj
gi
Bji (8.26)
Cij =
n
nCij
Aij (8.27)
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Cji = Cij
gi
gj
e−Tij/Tkin (8.28)
with n the total density of colliders, nCij the critical density of the transition, and T the
gas temperature. We can rewrite Equation 8.22 in a simple form
dni
dt
= −ni(Aij + Cij) + (njBji − niBij)ρ(νij) + njCji (8.29)
Substituting those expressions into Equation 8.29, while keeping Aij as a reference coef-
ficient, we have:
dni
dt
= −ni
(
Aij +
n
nCij
)
+ nj
n
nCij
Aij
gi
gj
e−Tij/Tkin +
Aij
F (ν)
(
nj
gi
gj
− ni
)
1
4
(
R∗
r
)2
F (ν)
eTij/T∗ − 1
= Aij
[
−ni + n
nCij
(
−ni + nj gi
gj
e−Tij/Tkin
)
+
nj
gi
gj
− ni
eTij/T∗ − 1
1
4
(
R∗
r
)2]
(8.30)
In thermodynamic equilibrium, the density ni (nj) is proportional to the product between
the statistical weight gi (gj) and the Boltzmann factor at the temperature T :
ni = nM
gi
Z
e−Ti/Tex
nj = nM
gj
Z
e−Tj/Tex
nj
ni
=
gj
gi
e(Ti−Tj)/Tex =
gj
gi
eTij/Tex
(8.31)
with nM the density of the molecule considered and Z(T ) =
∑
i gie
−Ti/T the partition
function. At high density we are close to steady-state and dni/dt = 0. Thus, the net rate
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of energy lose for the gas through collisions is then:
Λi = hνij(njCji − niCij)
= Aijhνij
n
nCij
(
−ni + nj gi
gj
e−Tij/Tkin
)
= Aijhνij
[
−ni +
nj
gi
gj
− ni
eTij/T∗ − 1
(
R∗
r
)2
1
4
]
= −Aijnihνij
[
1− e
Tij/Tex − 1
eTij/T∗ − 1
(
R∗
r
)2
1
4
]
.
(8.32)
As long as the local thermal equilibrium (LTE) is satisfied, Tkin = Tex = T . Then the rate
of energy lose is:
Λi = −Aijnihνij
[
1− e
Tij/T − 1
eTij/T∗ − 1
(
R∗
r
)2
1
4
]
. (8.33)
If T, T∗  Tij , one might replace eTij/T − 1 1 and eTij/T∗ − 1 by eTij/T and eTij/T∗ , Λi
approximates to
Λi = −Aijnihνij
[
1− 1
4
(
R∗
r
)2
eTij(
1
T
− 1
T∗ )
]
(8.34)
If T, T∗  Tij , one might replace eTij/T and exp(Tij/T∗) by 1 + Tij/T and 1 + Tij/T∗,
Λi approximates to
Λi = −Aijnihνij
[
1− 1
4
T∗
T
(
R∗
r
)2]
(8.35)
This last case is valid next to the star where the temperature is high compared to the typical
transition energies of the molecules. Note that −Aijnihνij in unit of erg cm−3 s−1 is the
cooling term, which is already embedded into the Paris-Durham shock code (chapter 4).
Therefore, close to the star, where LTE applies, the pumping of molecules by the stellar ra-
diation field can be considered simply by multiplying by a factor of
[
1− (1/4) (T∗/T ) (R∗/r)2
]
the molecular cooling term. Far from the star, this factor is close to 1 and the standard
ISM non-LTE cooling functions apply.
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8.2.2 Grain temperature and condensation radius
The grain temperature evolution is determined by a balance between the heating and the
cooling rate. In principle, the grains can be heated either by collisions with the gas parti-
cles or by direct absorption of stellar or ambient radiation. The grains also can be cooled
either by collisional energy transfer or by thermal radiation. We assume here that the stel-
lar radiation dominates. The balance that determines the grain temperature Td, henceforth,
is based on the radiative equilibrium condition∫ ∞
0
kλBλ(Td)dλ =
∫ ∞
0
kλJλdλ (8.36)
with kλ the opacity related to the cross-section of a grain σQabs(a, λ). The left hand
side of Equation 8.36 is the radiative cooling of a grain assumed to be a black-body at
wavelength λ and temperature Td. The right hand side of Equation 8.36 is the radiative
heating from the monochromatic mean intensity Jλ of the stellar radiation field, for which
the average of the radiation intensity Iλ is
Jλ =
1
4pi
∫ 4pi
0
IλdΩ. (8.37)
Far from to the star, the radiation is well approximated by a diluted Black-body radiation:
Jλ = W (r)Bλ(T∗) (8.38)
where W (r) ∼ 1
4
(R∗/r)2 is the geometrical dilution factor.
The radiation condition from Equation 8.36 for a grain is expanded to∫ ∞
0
pia2Qabs(a, Td)Bλ(Td)dλ =
∫ ∞
0
pia2Qabs(a, T∗)Bλ(T∗)W (r)dλ. (8.39)
Dividing both sides of Equation 8.39 by
∫∞
0
Bλ(T ), the left and right integrations are
simply reformulated as the Planck mean efficiency QPabs(a, T ). Therefore, the grain tem-
perature is a function of the radius r, which satisfies the relation
T 4dQ
P
abs(a, Td) = T
4
∗W (r)Q
P
abs(a, T∗), or
Td = T∗W 1/4
{
QP (a, T∗)
QP (a, Td)
}1/4 (8.40)
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Close to the star, the geometrical dilution factorW equals 1/2 and Equation 8.40 indicates
that the grain temperature is almost as high as the stellar temperature. In fact, at such
high temperature, the grains can not exist because of sublimation. However, we can find
the innermost distance rc where the grains may form by replacing the grain temperature
Td by the grain condensation temperature Tc in the Equation 8.36. In the simple case
when the grain absorption efficiency can be approximated as a power-law of wavelength
(Qabs ≈ λ−p), the innermost distance rc is determined as
rc =
R∗
2
(
T∗
Tc
) 4+p
2
. (8.41)
8.3 Interaction between grain particles and
stellar radiation
8.3.1 Mie theory for spherical grains
As shown in Equation 8.9, in order to calculate the radiative acceleration on dust Γ¯, the
quantity of the radiation pressure coefficient Qrp is required.
The radiation pressure coefficient is given by
Qrp(a, λ) = Qabs(a, λ) + (1− g)Qsca(a, λ) (8.42)
whereQabs,Qsca and g are the absorption coefficient, scattering coefficient and anisotropy
parameter. In the case of perfect forward-scatteringQrp = Qabs, isotropy scatteringQrp =
Qabs +Qsca = Qext and perfect back-scattering Qrp = Qabs + 2Qsca. In the more general
case of scattering, the anisotropy parameter has to be in between ±1.
The absorption and scattering coefficients are calculated by solving the appropriate boundary-
value problem for Maxwell′s equation, which is known as the Mie theory (more detail can
be found in Gail and Sedlmayr 2013). The result for those coefficients from Mie theory
are given by the expression
Qext =
2
x2
∞∑
j=1
(2j + 1) Re(aj + bj) (8.43)
Qsca =
2
x2
∞∑
j=1
(2j + 1) (|a|2j + |b|2j) (8.44)
Qext = Qabs +Qsca. (8.45)
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The quantity x is defined as
x =
2pianm
λ
(8.46)
where λ/nm represents the wavelength in a surrounding medium of refractive index nm
where the dust is embedded. In the vacuum nm equals 1.
The coefficients aj and bj are defined by
aj =
mψj(mx)ψ
′
j(x)− ψj(x)ψ′j(mx)
mψj(mx)ξ
′
j(x)− ξj(x)ψ′j(mx)
,
bj =
ψj(mx)ψ
′
j(x)−mψj(x)ψ′j(mx)
ψj(mx)ξ
′
j(x)−mξj(x)ψ′j(mx)
.
(8.47)
The quantity m = nd/nm is the ratio between the complex indices of refraction of the
dust material nd and the surrounding. nd depends on the optical properties of each grain
(see subsection 8.3.2).
The wave functions ψ and ξ are determined by the recurrence relation
ψj+1(x) =
2j + 1
x
ψj(x)− ψj−1(x)
ξj+1(x) =
2j + 1
x
ξj(x)− ξj−1(x).
(8.48)
The calculations start with
ψ−1(x) = cos x, ψ0(x) = sin x
ξ−1(x) = cos x+ i sinx, ξ0(x) = sin x− i cosx.
(8.49)
8.3.2 Optical constants of dust materials
In order to construct the optical properties of grains and calculate the radiation pressure
on the dust grains, the complex indices of refraction of the grain materials should be
known. Although they are called optical ’constants’, they are wavelength dependent and
they vary depending on the grain type. They cannot be straightforwardly determined
from observations. But they can be measured in the laboratory. The comparison between
laboratory spectra and IR spectra from circumstellar shells (e.g., Figure 8.2) hence allows
us to derive the possible features of grains. According to the elemental composition of
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FIGURE 8.1: (left panel) Absorption coefficient and (right panel) extinction coefficient
of a spherical grain of 0.005µm radius. The indices of refraction nd are described in
subsection 8.3.2
.
Species Star References
Armorphous olivine Oxygen-rich Dorschner et al. (1995)
Armorphous pyroxene Oxygen-rich Jaeger et al. (1994)
”Astronomical silicate” Oxygen-rich Draine and Lee (1984), Laor and Draine (1993)
Graphite Carbon-rich Draine and Lee (1984), Laor and Draine (1993)
Armorphous carbon Carbon-rich Maron (1990), Jager et al. (1998)
Silicon carbide Carbon-rich Laor and Draine (1993)
TABLE 8.1: Some dust species identified in circumstellar envelopes for oxygen-rich and
carbon-rich stars.
the stars and the thermal stability of condensed states, the grain material can be identified.
The selection of grain material consistent with the stellar material composition (C/O ratio)
is essential (see subsection 3.2.2). The first classification of grain material was studied by
Gilman (1969) and Woolf and Ney (1969) by using the earliest IR spectra in circumstellar
envelopes. Table 8.1 presents some dust species representative of oxygen-rich and carbon-
rich stars. Based on their weak emission in the IR spectra (Figure 8.2), stars from the
transition region between those two types (hereafter called S stars) can be considered as
oxygen-rich stars.
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FIGURE 8.2: Examples of IR spectra from circumstellar dust shells, which represent the
main different types of AGB stars forming dust shells at different stages of their evolution:
o Ceti (M-type), pi1 Gru (S-type) and RScl (C-type); PZ Cas is a super-giant with an M
type spectrum (Gail and Sedlmayr, 2013).
Chapter 8. Basic equations 109
Element Composition Initial density (n/nH) Formation enthalpy
H 01000000000000 1 51.634
He 00000010000000 8.414(-02) 0.0000
C 00050000000000 2.455(-04) 169.98
N 00001000000000 7.244(-05) 112.53
O 00000100000000 2.455(-04) 58.980
Mg 00000000100000 3.467(-05) 35.000
Si 00000000001000 3.311(-05) 106.70
S 00000000010000 1.380(-05) 65.600
Fe 00000000000010 2.818(-05) 98.700
TABLE 8.2: Initial elemental composition of the most abundant species in the solar pho-
tosphere when C/O equals 1.5 (Lodders et al. 2009). Numbers in parentheses are powers
of 10.
8.4 Chemistry
8.4.1 Initial photospheric elemental compositions
Along the stellar wind, the evolution of chemical species essentially depends on the initial
elemental composition at the stellar photosphere. We assume the elemental photospheric
abundance to be the same as the solar abundance except for the C/O ratio. Each value
of this ratio corresponds to an AGB type (Cherchneff 2006). Carbon-rich stars have C/O
larger than 1 and on the contrary oxygen-rich stars have C/O lower than 1.
Most of the elemental abundances at the solar photosphere are deduced by spectroscopy:
the emitted spectra are first calculated by atmospheric models; then calculated spectra
are compared to the observed spectrum; and finally the abundances are returned based
on those comparisons. However, the conversion from the spectrum to the value of abun-
dances requires the theoretical knowledge of line position, transition probability and life-
time of excited levels. The local thermal equilibrium (LTE) for which excited levels are
populated regarding the relations of Boltzmann and Saha is therefore usually used to cal-
culate solar abundances. Table 8.2 shows most of the initial element compositions at the
solar photosphere (Lodders et al. 2009).
8.4.2 Chemical network
In this study, we use the network from the Paris-Durham code (subsection 4.2.2), but
we will focus on hydrogen chemistry. The Paris-Durham chemical network is opti-
mized and includes most of the recent bimolecular reactions relevant for the interstellar
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medium (Appendix G). However, the gas density in the inner envelope is sufficiently
high (n & 1010 cm−3) that the trimolecular processes can be initiated. Through those re-
actions, which matter for hydrogen, two atomic hydrogens react together, when another
atomic hydrogen or a molecular hydrogen acts as a third body to evacuate the binding
energy of the H2 molecule
H + H2
k1−−⇀↽ −
k2
H + H + H (8.50)
H2 + H2
k3−−⇀↽ −
k4
H + H + H2. (8.51)
In a such dense medium, molecular hydrogen is formed by three-body recombination of
hydrogen with rate coefficients k2 and k4, while it is destroyed by the collisional dissoci-
ation with rate coefficients k1 and k3. The values of those coefficients are discussed in the
next section.
Finally, the formation of dust grains is not treated self-consistently throughout the model.
Dust grains are turned on whenever the gas temperature is below the condensation temper-
ature and then they remain constant. Thus, we turn off gas-grain reactions in the chemical
network, except for the formation of H2 at the grains’ surface.
8.4.3 Formulation of hydrogen chemistry on the stellar surface
8.4.3.1 Discussion of selected reaction rate coefficients
The evolution of the abundance of molecular hydrogen (x2 = n(H2)/nH) is generally
expressed in the Lagrangian form (Glassgold and Huggins 1983) as:
dx2
dt
= P −Dx2 (8.52)
where P and D are the production and destruction rates of H2. When it reaches equi-
librium, these two rates must be equal. In chemical equilibrium, thus, the forward and
backward rates in Equation 8.50 balance:
n(H)n(H2)k1 = n
3(H)k2 (8.53)
and the Saha relation gives
n(H2)
n2(H)
=
Z(H2)
Z(H)2
(
h2
pimHkBT
)3/2
e
Ediss
kBT =
k2
k1
(8.54)
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where Ediss = 4.48eV is the dissociation energy of H2. The partition function of H
is Z(H) = 2 (Flower and Harris, 2007) or Z(H) = 4 if discernibility and electron
degeneracy is taken into account (Forrey, 2013). The partition function of H2 is defined
by
Z(H2) =
∑
i
gie
− Ei
kBT (8.55)
where gi and Ei are the statistical weight and energy for the excitation level i. According
to the table of the excitation energy (Appendix F), Flower and Harris (2007) fit the parti-
tion Z(H2) as a function of temperature up to ∼ 2000 K. The best fit gives the formula
Z(H2) ' 0.028T 0.985. (8.56)
Knowing the rate coefficient k1 allows us to derive the rate coefficient k2. Figure 8.3 shows
a few rate coefficients of H2 collisional dissociation. The evolution of this rate coefficient
with respect to the temperature differs between laboratory experiments (e.g., Jacobs et al.
1967, Breshears & Bird 1973 cited by Lepp and Shull 1983) and theoretical studies (e.g.,
Lepp and Shull 1983, Martin et al. 1996), and even with the UMIST database (Figure 8.3,
top, this coefficient in UMIST has no precise reference cited in but ”literature search”).
As many previous authors, we used the experimental rate coefficient from Jacobs et al.
(1967). However, the latter is not the same in different citations as shown in the bottom of
Figure 8.3. We chose
k1 = 1.38 10
−4 T−1.025 e(−52000/T ) (8.57)
in unit of cm3 s−1 (Jacobs et al. 1967; Flower and Harris 2007). Then Equation 8.54
allows us to derive
k2 = 1.44 10
−26 T−1.54 (8.58)
in unit of cm6 s−1. This derived rate coefficient, however, differs from Jacobs et al.
(1967)’s deduced coefficient as
k2,J = 5.52 10
−29 T−1 (8.59)
and from the theoretical study of Forrey (2013)
k2,F = 6 10
−32 T−1/4 + 2 10−31 T−1/2 (8.60)
in the same unit. Figure 8.4 illustrates the discrepancy between those three rate coeffi-
cients. In this work, we have chosen the rate coefficient of the recombination of three
atomic hydrogen (k2) as in Equation 8.58.
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FIGURE 8.3: Studies of H-H2 collisional dissociation rate coefficients. (Top) Discrep-
ancy of collisional dissociation rate coefficients between experiments and theoretical
studies. (Bottom) Discrepancy between citations of Jacobs et al. (1967)’s collisional dis-
sociation rate coefficient.
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FIGURE 8.4: Three-body recombination of atomic hydrogen (Jacobs et al. 1967, Flower
and Harris 2007, and Forrey 2013.
The connection of the rate coefficients between Equation 8.50 and Equation 8.51 is
k1
k2
=
k3
k4
(8.61)
In practice, the rate coefficient k4 (or k3) in Equation 8.51 is easier to measure in the
laboratory than the rate coefficient k2 (or k1) in Equation 8.50. Ham et al. (1970) and Co-
hen and Westberg (1983) made experiments at low temperature (up to room temperature
∼ 300 K) to measure k4, for which hydrogen is initially mainly molecular. Cohen and
Westberg (1983) extrapolated it for high temperature and recommended the relation
k4,C = 2.8 10
−31 T−0.6 (8.62)
in unit of cm6 s−1. In addition, Jacobs et al. (1967) showed that this rate coefficient related
to the rate coefficient k2 as k4 = k2/8, and adopting Equation 8.58 for k2, we get
k4 = k2/8 = 1.8 10
−27 T−1.54 (8.63)
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in the same units. Nevertheless, these two rate coefficients differ between each other by
a factor of 10 at 1000 K. That is k4,C ' 4.4 10−33 cm6 s−1, while k4 ' 4 10−32 cm6 s−1
at T = 1000 K. Even so, in this work, we have chosen the rate coefficient k4 (Equa-
tion 8.63). This choice bases on two reasons, which have been discussed by Flower and
Harris (2007). First, the extrapolation of Cohen and Westberg (1983) to higher tempera-
ture remains uncertain; and second, the inverse reaction in Equation 8.50 is less important
than in Equation 8.51 since atomic hydrogen is initially dominant at stellar surface, which
is the opposite to the laboratory situation. Finally, the last rate coefficient (k3) in unit of
cm3 s−1 is derived from Equation 8.61, which yields
k3 = k1/8 = 1.73 10
−5 T−1.025 e(−52000/T ). (8.64)
The corresponding chemical timescales of these four reactions are
tchem1 =
1
nHk1
=
0.72 104
nH
T 1.025 e52000/T
tchem2 =
1
n2Hk2
=
0.69 1026
n2H
T 1.54
tchem3 =
1
nHk3
=
0.58 105
nH
T 1.025 e52000/T
tchem4 =
1
n2Hk4
=
0.56 1027
n2H
T 1.54.
(8.65)
in unit of s. In general, the timescales are dependent on both density and temperature. The
timescale of the collisional dissociation t1 and t3 are inversely proportional to the density,
while the ones of the three-body recombination t2 and t4 are inversely proportional to
density squared.
8.4.3.2 Glassgold and Huggins critical effective temperature
As presented in equations 8.50 and 8.51, at high densities close to the surface and in
the absence of dust, the hydrogen molecule is formed with rate coefficients k2 and k4,
while it is destructed with rate coefficients k1 and k3. Taking them into account, chemical
equilibrium yields:
1 =
k2x
3 + k4x
2x2
k1x2x+ k3x22
nH
=
k2(1− 2x2)3 + k4x2(1− 2x2)2
k1x2(1− 2x2) + k3x22
nH .
(8.66)
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We rewrite Equation 8.66 as:
(1− 2x2)2x2 + k2
k4
(1− 2x2)3 − 1
nH
[
k1
k4
(1− 2x2)x2 + k3
k4x22
]
= 0. (8.67)
Solving Equation 8.67 allows us to determine x2, the equilibrium fractional abundance of
molecular hydrogen x2. Since the reaction rate coefficients are a function of temperature,
the hydrogen fractional abundance at the stellar photosphere is a function of both stellar
temperature and density. Figure 8.5 shows the relation between H2 fractional abundance
and stellar temperature for several density values. Depending on the stellar temperature,
hydrogen can be either in molecular or in atomic form at the stellar surface. The hydrogen
is in molecular form for ”cold” stars, and in atomic form for ”hotter” stars. This transi-
tion point varies over the density of stellar surface. For stars with nH ≥ 1014 cm−3, the
transition is around at 2500 K, which means that stars with T∗ ≤ 2500 K contains mostly
molecular hydrogen, and mostly atomic hydrogen with T∗ > 2500 K. That was concluded
also by (Glassgold and Huggins, 1983). The use of the rates by Forrey (2013) leads to
a shift of this critical temperature of about 200K towards lower temperatures. This cor-
responds to a 4-fold increase of atomic hydrogen in the molecular side of the diagram,
which has a similar impact on the predicted HI emissivities for given hot (i.e., hotter than
the critical temperature) AGB stars observations of HI.
8.4.4 Collisional dissociation of H2 level by level
Collisional dissociation of H2 is included in the Paris-Durham code, as it is important for
dissociative shocks. In the dilute conditions of the ISM, LTE is not realized for the H2
levels, and it is important to consider the dissociation level by level (Le Bourlot et al.,
2002). Our level by level implementation assumes that the dissociation energy barrier for
a given level is lowered precisely by its excitation energy:
Di = D00e
Ti/T (8.68)
where D00 is the rate for collisional dissociation of the ground level (v = 0, J = 0). In
the former version of the Paris-Durham code, the input list of chemical reactions assumes
that the rate for D00 is given. For instance, the rate used for H + H2 → 3H was D00 =
10−10 exp(−52000/T ) cm3 s−1 (Dove and Mandy, 1986). However, the rates we provide
now are for the total rate at LTE:
DLTE =
∑
i
Di
gi
Z(H2)
e−Ti/T = D00
∑
i gi
Z(H2)
 D00. (8.69)
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FIGURE 8.5: Thermal equilibrium of abundance of molecular hydrogen at stellar photo-
sphere. Dotted lines correspond to the use of the rates by Forrey (2013) instead of Flower
and Harris (2007).
In order to recover the correct rate at LTE near the stellar surface, and to keep our as-
sumed level by level behavior in the dilute ISM phase, we therefore need to use the new
prescription:
Di = DLTE
Z(H2)∑
i gi
eTi/T (8.70)
which we implemented in the Paris-Durham code. Note that in our assumption, the barrier
compensation due to excitation exactly compensates the Boltzmann factor: at LTE, each
level contributes roughly in proportion of its statistical weight. This means in particular
that we need to include a large number of H2 levels in order get convergence for the
hydrogen chemistry (see Figure 8.6). It would be desirable to implement a more efficient
treatment for the discarded levels in order to achieve better computational efficiency for
the winds. For example, one could assume that all discarded levels are populated as a
Boltzmann population with respect to the last included level.
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FIGURE 8.6: Convergence of H2 abundance with respect to the number of H2 levels
treated at 3226 K and nH = 109 cm−3.
8.5 Extinction
Radiation from nearby stars is able to photo-ionize species and photo-dissociate molecules.
Dust grains, however, will absorb the radiation and protect the chemical elements against
photo-destruction. In the Paris-Durham shock code, the impact of the dust is modeled
through the extinction variable Av. This is computed with a plane-parallel geometry. We
also assume the interstellar radiation comes from upstream (Lesaffre et al., 2013), allow-
ing us to integrate Av alongside the model calculation:
Ashockv = Av0 +
∫ z
z0
dzαAvnH (8.71)
where Av0 is the starting extinction upstream of the shock and αAv = 5.34 × 10−22cm2
is a cross-section parameter which characterizes the optical properties of interstellar dust
and their abundance with respect to nH .
In the wind situation, however, the chemically active radiation comes from the outside, at
the tip of the wind, and we don’t know the density profile. However, we can nevertheless
resort to approximations, as many authors before (e.g., Mamon et al. 1987). We assume
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FIGURE 8.7: Some chemical abundances for comparison with figure(2) of Mamon et al.
(1987).
that the terminal velocity is already reached and that the density profile decays exactly as
1/r2. We also assume that the dust properties behave like standard ISM dust
Awindv (r) = Av0 + rαAvnH(r). (8.72)
As nH varies as 1/r2, this expression diverges close to the star, where the extinction is
so large that the photo-reactions don’t matter anymore. Far from the star, dust properties
are more likely to behave as standard ISM dust, so the approximation is also appropriate.
We checked that this yields photo-dissociation profiles comparable to the results found by
Mamon et al. (1987), as illustrated in Figure 8.7.
Self-shielding functions for the photo-dissociation of H2 and CO was also included in
the Paris-Durham code (Lee et al., 1996, Lesaffre et al., 2013). These functions require
column-densities as entry parameters, and we made similar assumptions as for Equa-
tion 8.72:
N shieldH2 = NH20 + r.n(H2) (8.73)
and
N shieldCO = NCO + r.n(CO). (8.74)
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Extinction also occurs in the line cooling: when photons need to go through a large quan-
tity of matter to find the exit to the circumstellar envelope, radiation becomes optically
thick, and line cooling effectively shuts off. This is accounted for by a velocity-gradient
parameter in the molecular cooling tables of Neufeld and Kaufman (1993). We use their
recommended value for spherical symmetry:
dvn
dz
=
27
2
cs
r
+ 2
vn
r
. (8.75)
8.6 Validation
Finally, we ran a stellar wind model for GX Mon star and we checked that the dynamical
properties of the gas that we calculated are comparable to the results of Justtanont et al.
(1994), as showed in Figure 8.8
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FIGURE 8.8: Dynamical properties of gas in the CSE of GX Mon star (bottom) for
comparison with Justtanont et al. (1994)’s model (top). The blue line in the bottom panel
is the speed of sound. GX Mon parameters: M∗ = M, M˙∗ = 7.2 10−6 M yr−1,
T∗ = 2500 K.
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9.1 IRC +10216 star
9.1.1 Hydrodynamics
IRC +10216 or CW Leonis is the nearest carbon-rich AGB star, at a distance of ∼130
pc, and it has been extensively observed. IRC +10216 is believed to be close to the stage
where it becomes a protoplanetary nebula (e.g., Skinner et al. 1998). Because of this,
there is no doubt that IRC-10216 has high mass-loss rate (≈ 2 10−5 M yr−1; i.e., Crosas
and Menten 1997; Groenewegen et al. 1998). The main parameters of IRC +10216 are
summarized in Table 9.1
The effective temperature is uncertain due to the thickness of the dust envelope. Quoted
values are 2300 K (Cohen, 1979), 2330 K (Ridgway and Keady, 1988), 2200 K (Ivezic´
and Elitzur, 1996), or 1915− 2105 K (Bergeat et al., 2001). We, therefore, choose a mean
value of 2200 K (Matthews et al., 2015).
The stellar mass is adopted to be 0.8 M as a mean value ranges from 0.7 to 0.9 M
(Ladjal et al., 2010). Thanks to VLA observations, Menten et al. (2012) determines the
luminosity of IRC +10216 at about 8640 L. Adopting these stellar effective temperature
and luminosity allows us to derive its radius R∗ ≈ 4.5 1013 cm. The carbon-to-oxygen
ratio is assumed to be 1.5 (e.g., Willacy and Cherchneff 1998, Cherchneff 2006). Since
we are concerned with dust condensation, and since IRC +10216 is an extreme carbon-
rich star, we use the spherical amorphous carbon dust grains, with the refraction index
from Maron (1990) (see subsection 8.3.2).
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Parameter value
Stellar radius (R∗) 4.5 1015 cm
Stellar effective temperature (T∗) 2200 K
Stellar luminosity (L∗) 8640 L
Stellar mass (M∗) 0.8 M
Mass-loss rate (M˙∗) 2 10−5 M yr−1
Carbon/oxygen ratio (C/O) 1.5
Γ¯ ' 1.25
TABLE 9.1: Input model parameters for IRC +10216.
9.1.1.1 Freely expanding wind region
Using the parameters of Table 9.1, the physical profiles of the gas in the freely expanding
wind region are shown in Figure 9.1. The top panel indicates that the terminal velocity
is about 14 km s−1, which is in good agreement with the observed value for IRC +10216
(e.g., Olofsson et al. 1993, Knapp et al. 1998). In addition, the gas flow starts reaching
this stationary value at ∼ 1015 cm, which is also in good agreement with Agu´ndez et al.
(2012).
Inside the dust-free region, we fit the gas kinetic temperature and the gas number density
to a power-law of radius as rα. The number density varies with α = −2. While the gas
temperature varies with α = −0.33, where r ≤ 6.5 1013 cm.
9.1.1.2 Detached shell region
Matthews et al. (2015) reported the discovery of a faint HI shell at a radius ∼ 1.2 1018 cm
around the IRC +10216 star. The kinematics of this shell are consistent with matter that
has been slowed down by interaction with the ISM. In addition, the HI emission from the
freely expanding wind is broad (Hoai et al., 2015), therefore it is not the main reason for
this detection. Based on the FUV radial intensities obtained by GALEX observations (see
subsection 1.3.2), Sahai and Chronopoulos (2010) estimated the detached shell defined
by a termination shock with the inner radius of ∼ 8.58 1017 cm and the outer radius of
∼ 1.008 1018 cm.
Since we neglect the effect of the magnetic field, we run a 1D J-type shock (see subsub-
section 4.1.3.2) with entrance conditions provided in Table 9.2. The gas profiles in the
termination shock region, plotted in the shock frame, are shown in Figure 9.2: the gas
is decelerated by a factor of ∼ 4 when it crosses the termination shock and is heated as
mentioned in Hoai et al. (2015). It cools down thereafter, and its velocity continues to
decrease via expansion, while the density is increasing. Due to the J-type shock character,
the maximum of the gas temperature is large ∼ 104 K, corresponding to the 14 km s−1
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FIGURE 9.1: Physical profiles of gas in the freely expanding wind region of the
IRC+10216’s CSE.
Parameter Value Note
nH 52 cm−3 Pre-shock density of H nuclei
Aν 0.022 Extinction shield
N0(H2) 10
20cm−2 Buffer H2 column density
N0(CO) 0 cm−2 Buffer CO column density
G0 1 External radiation field
ζ 3.10−17 s−1 Cosmic ray flux
OPR 3 Pre-shock H2 ortho/para ratio
vs 14 km s−1 Effective shock velocity
T 56 K Initial gas temperature
Td 11 K Initial grain temperature
b‖ 0 No magnetic field
TABLE 9.2: Main input parameters of termination shock in the CSE of IRC +10216.
Note that we neglect the motion of the termination shock.
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FIGURE 9.2: Physical profiles of gas in the termination shock region of the IRC +10216
CSE. These properties are plotted in shock frame.
shock (see Lesaffre et al. 2013, equation 10). To sum up, Figure 9.3 displays the prop-
erties of gas in the CSE of IRC+10216, starting from the stellar surface through the CSE
medium until its interaction with the ISM.
9.1.2 Hydrogen profile
The profile of hydrogen in the CSE of IRC +10216 is displayed in Figure 9.4. At such a
low effective temperature (2200 K), the IRC+10216 star should have a surrounding CSE
mostly composed of molecular hydrogen. Figure 9.3 indicates that the initial gas density
(nH) in the stellar photosphere is ∼ 1014 cm−3. Reporting this value in Figure 8.5, we
see that the initial fractional abundance of atomic hydrogen in the stellar photosphere is
∼ 0.1, while that of molecular hydrogen is ∼ 0.45.
Close to the star, where the wind starts to launch, the velocity of the gas is increasing but
its absolute value is still small, so that the dynamical timescale remains longer than the
chemical timescale. Thus the chemistry including the three-body reactions impacts on
the variation of the hydrogen abundances. The chemical timescale depends on both the
density and the temperature of the gas. However, these timescales weakly depend on the
density since its decreasing slope is less steep than the temperature (Figure 9.1). There-
fore, the timescales of the three-body recombination tchem2 and t
chem
4 are shorter than the
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FIGURE 9.3: Physical profiles of gas in the IRC +10216 CSE.
ones of the collisional dissociation tchem1 and t
chem
3 (subsection 8.4.3). This characterizes
the cumulation of the molecular hydrogen in the subsonic region. In addition to this, when
forming dust grains, the hydrogen abundance is enhanced furthermore due to its forma-
tion on grain surface by adsorbing atomic hydrogen. The hydrogen abundance therefore
is significantly increased (x(H2) ∼ 0.495, corresponding to x(H) ∼ 0.01).
At such a higher radius, where the gas velocity is high enough, the dynamical timescale
becomes shorter than the chemical timescales. Hence the chemical reactions could not
occur, which makes the abundance of hydrogen freeze-out.
At the radius of ∼ 9 1017 cm, where the detached shell appears, the chemical timescale
turns back to be shorter than the dynamical timescale because the termination shock slows
down the gas. The abundance of molecular hydrogen is now reduced due to the photo-
dissociation by the ISRF. Crossing this region, the abundance of H terminates at ∼ 0.2,
with a corresponding abundance of atomic hydrogen at x(H2) ∼ 0.4.
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FIGURE 9.4: Abundance of hydrogen in CSE of IRC +10216.
9.2 Y Canum Venaticorum (Y CVn)
9.2.1 Hydrodynamics
Y CVn is a spectral-type J carbon-rich star. Contrary to IRC +10216, the evolution state
of Y CVn is not well known. Some authors have suggested that it could evolve on the
red giant branch (RGB), in which the carbon composition might be produced by the core
He flash (Dominy, 1984). However, the high mass-loss rate, as derived from observations
of the detached dust shell (Izumiura et al., 1996) conforts the belief that Y CVn is on the
AGB phase. Other authors suggest that it has not reached the thermal pulse yet, because
there is no detection of technetium (Little et al., 1987) and a lack of s-process elements
(Utsumi, 1985), which are enhanced by the Third Dredge-up process. This convection
process is an indication of the TP-AGB phase (see subsection 1.3.2). Its luminosity (L ∼
6200 L) (Libert et al. 2007), which is converted from a bolometric magnitude of 1.96
(Le Bertre et al. 2001) at a distance of 218 pc (Perryman et al. 1997), probably locates Y
CVn on the early AGB.
Nevertheless, the distance to Y CVn is also uncertain. According to the analysis of Per-
ryman et al. (1997) on the Hipparcos parallax measurement, the distance is estimated at
about 218 pc, while other authors come up with different results by re-analyzing this mea-
surement. For instance, the distance is approximated as ∼ 272 pc (Knapp et al. 2003) or
∼ 312 (van Leeuwen 2007). In this work, we take the value of ∼ 218 pc as Libert et al.
(2007).
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Parameters value
Stellar radius (R∗) 2.45 1013 cm
Stellar effective temperature (T∗) 2760 K
Stellar luminosity (L∗) 6200 L
Stellar mass (M∗) 1.6 M
Mass-loss rate (M˙∗) 1.5 10−7 M yr−1
Carbon/Oxygen ratio (C/O) 1
Γ¯ ' 1.015
TABLE 9.3: Input model parameters for Y CVn.
The effective temperature of Y CVn is ∼ 2760 K (Bergeat et al. 2001). The mass-loss
rate is adopted as 1.5 10−7 M yr−1 (Scho¨ier et al. 2002). Unfortunately there is no clear
constraint on its mass, we thus use the arbitrary value of 1.6 M (mass of RS CnC star)
following a suggestion by Thibaut Le Bertre. The main parameters of Y CVn are listed in
Table 9.3.
9.2.1.1 Freely expanding wind region
The implementation of the stellar wind model with these parameters gives us the physical
properties of the gas in the region of free expansion. The top panel of Figure 9.5 indicates
that a terminal wind velocity of about 8.7 km s−1, which is similar to the value obtained
from the estimate standard radiative modeling of CO observations (Olofsson et al. 1993,
Scho¨ier and Olofsson 2001), or from high-resolution observations of the CO spectrum
(Knapp et al. 1998). We also fit the thermal properties of the gas to a power law in radius
as rα. α equal −1.32 in the range 3.22 1013 cm ≤ r ≤ 3 1015 cm. Beyond this range,
it turns positive due to the photoelectric heating effect. α = −1.92 where 3 1015 cm
< r ≤ 1.5 1016 cm, and α = −0.18 where r > 1.5 1016 cm.
9.2.1.2 Detached shell region
A shell in the HI 21-cm line in Y CVn was detected by Le Bertre and Ge´rard (2004),
Ge´rard and Le Bertre (2006) and Libert et al. (2007) with the Nanc¸ay Radio Telescope
(NRT), and Matthews et al. (2013) with the VLA telescope. As discussed in subsubsec-
tion 9.1.1.2, a detached shell is likely to be the main cause for this emission. Thanks to
the ISO 90 µm observation, Izumiura et al. (1996) clearly showed a quasi-circular shell
with an inner radius of rin ∼ 5.48 1017 cm and an outer radius of rout ∼ 7.24 1017 cm -
∼ 9.98 1017 cm by adopting the distance of ∼ 218 pc. Therefore, we turn on the J-shock,
whose input parameters are in Table 9.4, at a radius of rin.
Figure 9.6 shows the gas profiles in the termination shock of Y CVn in shock frame, Like
in subsubsection 9.1.1.2, this figure indicates a factor of 4 of the acceleration of gas when
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FIGURE 9.5: Physical profiles of gas properties in the freely expanding wind region of
the Y CVn CSE.
Parameter Value Note
nH 2.06 cm−3 Pre-shock density of H nuclei
Aν 0.0004 Extinction shield
N0(H2) 10
20cm−2 Buffer H2 column density
N0(CO) 0 cm−2 Buffer CO column density
G0 1 External radiation field
ζ 3.10−17 s−1 Cosmic ray flux
OPR 3 Pre-shock H2 ortho/para ratio
vs 8.7 km s−1 Effective shock velocity
T 73 K Initial gas temperature
Td 12.8 K Initial grain temperature
b‖ 0 No magnetic field
TABLE 9.4: Main input parameters of termination shock in the CSE of Y CVn. Note that
we neglect the motion of the termination shock.
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FIGURE 9.6: Physical profiles of the gas in the detached shell region of the Y CVn CSE.
FIGURE 9.7: Physical profiles of the gas in the CSE of Y CVn.
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FIGURE 9.8: Abundance of hydrogen in the CSE of YCVn.
it crosses the termination shock and is heated. The gas flow also cools down thereafter, and
its velocity also continues decreasing via expansion, while the density is increasing. Due
to the J-type shock character, the maximum of the gas temperature is also large∼ 2500 K.
To sum up, Figure 9.7 displays the properties of gas in the CSE of YCVn, starting from
the stellar surface through the CSE medium until its interaction with the ISM.
9.2.2 Hydrogen profile
The profile of molecular and atomic hydrogen is displayed in Figure 9.8. Because of its
high effective temperature (2760 K), the CSE around Y CVn is expected to contain mostly
atomic hydrogen (HI). Similar to subsection 9.1.2, the variation of hydrogen in the CSE of
Y CVn is explained by the interplay between dynamical and chemical timescales. On the
stellar photosphere, the initial fractional abundance of atomic hydrogen ∼ 0.94, and that
of molecular hydrogen is ∼ 0.03 due to the gas density nH ∼ 1013 cm−3 (Figure 9.7). In
the innermost region, molecular hydrogen is enhanced through the three-body recombina-
tion reactions. Both profiles freeze-out when the gas velocity is sufficient high and atomic
hydrogen is finally more enhanced due to the photo-dissociation of molecular hydrogen
by the termination shock and the ISRF.
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FIGURE 9.9: HI 21-cm line formation. Hyperfine splitting at ground state emits a 21-cm
wavelength radiation. I is the spin of electron, J is the nuclear angular momentum, and
F (F = I + J) is the total angular momentum.
9.3 HI modeling
As discussed in section 3.3, the 21-cm line (λ = 21 cm) of HI is an excellent probe of
the CSE of AGB stars. The radiation comes from the transition between the two split
levels of atomic hydrogen in its ground state, which is caused by the interaction between
the electron spin and the nuclear spin. This splitting is known as hyperfine structure
(Figure 9.9). The relevant frequency of the 21-cm line radiation is:
ν10 =
cl
λ
= 1.420 109 s−1. (9.1)
The probability of this transition is defined by:
A10 =
64pi4
3hc3l
ν310
∣∣∣∣ e~2mecl
∣∣∣∣2 = 2.8688 10−15 s−1 (9.2)
where ~ = h/2pi is the reduced Planck’s constant, e is the charge of the electron, and
me is its mass. This extremely small value means that, for a single atomic hydrogen, the
emission of radiation in the 21-cm line pasts ∼ 107 yr, therefore it is very difficult to
observe. As the total number density of atomic hydrogen is very large in the ISM, this
radiation, however, is easy to detect by radio telescopes.
The specific intensity of the radiation Iν changes according to the absorption and/or emis-
sion processes along the ray (Figure 9.10). The radiative transfer equation states that
dIν
ds
= ν − kνIν (9.3)
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FIGURE 9.10: Sketch of the general radiative transfer problem. ds is the differential
line-of-sight, dσ is the differential cross-section.
where ν and kν are the emissivity and absorption coefficients in the line of sight ds. The
analytical solution of Equation 9.3 is
Iν = e
− ∫ s0 kν ds
(∫ s
0
νe
∫ s′
0 kν ds
′
ds+ const.
)
(9.4)
As in subsubsection 8.2.1.2, we consider the two levels system, named 0 (lower) and 1
(upper) of the 21-cm line (Figure 9.9). Three processes are considered to formulate ν and
kν : (1) spontaneous emission from the upper to the lower level, (2) absorption from the
lower to the upper level, and (3) stimulated emission from the upper to the lower level.
Differential energy emitted spontaneously:
dEe(ν) = hν10A10n1φ(ν)dν
dω
4pi
dtdV . (9.5)
Differential energy absorbed:
dEa(ν) = hν10n0B01
4pi
cl
Iνφ(ν)
dω
4pi
dνdtdV . (9.6)
Differential energy of stimulated emission:
dEs(ν) = hν10n1B10
4pi
cl
Iνφ(ν)
dω
4pi
dνdtdV (9.7)
where n1 and n0 are the densities of the upper level, and the lower level, respectively.
dV = dσds is the unit volume. A and B are the Einstein coefficients, which were in-
troduced in subsubsection 8.2.1.2. As in section 5.6, we also introduce a line broadening
function φ(ν) due to the thermal Doppler effect.
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The intensity of the radiation is the contribution the three terms above, which yields:
dIνdωdνdtdσ = dEe(ν) + dEs(ν)− dEa(ν)
or
dIν
ds
=
hν10
4pi
A10n1φ(ν) +
hν10
cl
Iνφ(ν)[n1B10 − n0B01].
(9.8)
By comparing Equation 9.8 to Equation 9.3, the emission and adsorption coefficients are:
ν =
hν0
4pi
A10n1φ(ν) (9.9)
and
kν =
hν0
cl
φ(ν)(n0B01 − n1B10). (9.10)
Using the relation of the Einstein coefficients (Equation 8.25 and Equation 8.26) and
assuming the system is in LTE (Equation 8.31), we have:
kν =
c2l
8piν210
φ(ν)n0
g1
g0
A10
(
1− e−
hν10
kBT
)
. (9.11)
At small frequency (hν10/kB ∼ 0.07 K), one can replace e−hν10/kBT by 1−hν10/kBT and
Equation 9.11 can be rewritten as:
kν =
c2l
8piν210
φ(ν)n0
g1
g0
A10
hν10
kBT
. (9.12)
For 21-cm line, g0 = 1 and g1 = 3, and the population is in statistical equilibrium n0 =
1/4nH and n1 = 3/4nH , where nH is the total density of hydrogen in ground state.
In practice, observers mostly express the spectra as a function of the radial velocity vr.
Hence, we replace φ(ν) ∼ φ(vr). The line function as a function of vr is defined by:
φ(vr) =
λ√
2piσ
e−
(vrad−vr)2
2σ2 (9.13)
where σ2 = (kB/mH)T is the thermal velocity of atomic hydrogen. The emission veloc-
ity vrad is illustrated in Figure E.1. With these transformations, the emission coefficient
(Equation 9.9) and the adsorption coefficient (Equation 9.12) can be rewritten as:
vr =
3hν10
16pi
nHA10φ(vr) (9.14)
kvr =
3c2l
32piν10
nHA10
h
kBT
φ(vr) (9.15)
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and the specific intensity (Equation 9.4) is become:
Ir(r0) = e
− ∫ sout−sout kvr ds
(∫ sout
−sout
vre
∫ s
−sout kvr ds
′
ds+ const
)
. (9.16)
As discussed earlier, we consider a spherical geometry for the CSE around an AGB star.
In that simple case, the computational technique of these integrations in Equation 9.16
is described in Appendix E. The only needed parameter is Rout, which defines the outer
radius of the detached shell. Finally, the observed flux density on earth is defined by:
Fvr =
∫ Rmax
0
2pir0Ir(r0)dr0
d2
. (9.17)
where d is the distance of the star and Rmax is the size of the observation beam. We also
verify our method by using the same physical properties as Hoai et al. (2015) and com-
paring the calculated flux density with their method. Figure E.2 is flux density calculated
for the two cases of M˙∗ = 10−7 M yr−1 and M˙∗ = 10−5 M yr−1, which are compatible
to Hoai et al. (2015)’s figure(2).
9.3.1 HI modeling for IRC +10216
Figure 9.11 shows the line profile of the HI 21-cm line profile in the CSE of IRC +10216
with ∝ 100” beam side of radius (corresponding to Rmax ∼ 9.45 1016 cm). To our knowl-
edge, it is the first modeling attempt. Top panel shows the flux density profile, which
is computed by using the physical profile of IRC +10216 (Figure 9.3) extended up to
Rout ' 1.008 1018 cm (subsubsection 9.1.1.2). The emission from the detached shell
characterizes the central peak, while double-horned structure identifies the freely expand-
ing wind. Bottom panel shows the zoom-in profile in comparison with the Green Bank
Telescope (GBT) observations (Matthews et al., 2015). The observational data is the dif-
ference between the spectrum integrated over a 100” aperture on the IRC +10216 position
with reference spectra extracted over 1100” east of the star (outside the HI shell). Unfor-
tunately, there are two drawbacks in our model: first, the simulated flux density is about
10 times higher than the value inferred from observations in the freely expanding region,
which means that the abundance of atomic hydrogen computed by our model is about 10
times higher than it should be in this regions. Second, our model greatly overestimates
the emission of the detached shell.
Now, if we consider the motion of the termination shock (see Appendix D for detail)
and assume that the density of the ISM is on the order of the stellar wind medium, the
termination shock’s frame will move at the velocity us = vw/2. Therefore, the input
shock velocity now is vw/2 = 7 km s−1 in the termination shock’s frame. Furthermore,
instead of using the J-type, we also consider a C-type shock for the magnetized ambient
medium with the typical value b = 1. Updating the parameters in Table 9.2 on these new
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values, we recompute the termination shock. Because of the lower compression factor,
the emission in the detached shell with a C-type shock is now negligible and we can free
ourselves from the second problem above (Figure 9.12).
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FIGURE 9.11: (Top) HI 21-cm line profile in the CSE of IRC +10216 obtained by model
with 14 km s−1 J-type termination shock. (Bottom) Comparison with GBT observations.
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FIGURE 9.12: Same as Figure 9.11, but using 7 km s−1 C-type terminal shock.
9.3.2 HI modeling for Y CVn
Figure 9.13 shows the HI 21-cm line profile in the CSE of Y CVn computed by our model
with only one free parameter Rmax (Rout = Rmax). Top panel shows the comparison with
NRT observations (Libert et al., 2007) and with the fit from a parametric model with 5
free parameters (Hoai et al., 2015). Bottom panel shows the comparison with the Five
hundred-meter Aperture Spherical radio Telescope (FAST) simulation (Hoai et al., 2017),
which is based on VLA observations (Matthews et al., 2013).
Our model matches quite well the observations, however, the width of the central line is
narrower than observations, which means that the temperature computed by our model
is cooler than the observational one in the detached shell. On contrary, the width of
the wings is broader, which is synonymous with the fact that the temperature computed
by our model is hotter than the observational one in the freely expanding wind region.
Therefore, our total flux integrated over velocity is quite comparable to observations. It is
about 2.14 Jy km s−1 from our model and about 2.34 Jy km s−1 from NRT observations.
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FIGURE 9.13: Y CVn HI 21-cm line profile computed by the HI model in comparison
with the NRT observations (top panel) and the FAST simulation (bottom panel). The
profile obtained with Rmax ∼ 7.47 1017 cm.
Chapter 10
CONCLUSIONS AND
PERSPECTIVES
10.1 Conclusions and remarks
In the last part of this thesis, we incorporated to the Paris-Durham shock code a few
new physical ingredients to allow it to compute steady-state solutions of AGB winds.
We included the geometrical dilution due to the spherical symmetry. We provided the
code with the gravitation and radiation pressure forces, with the net effect of pushing the
grains outwards and launching the wind. We modified the dynamical integration to help
go through the sonic point. We now compute the dust temperature subject to radiation
equilibrium. We modified the computation of the extinction so that the irradiation field
is external and spherical geometry is accounted in the line cooling opacity. We found an
approximation to easily account for gas heating by the radiation pumping near the stellar
surface. Finally, we added three-body reactions necessary to form H2 at the high densities
experienced near the stellar surface.
With this new powerful tool, we started to examine the time-dependent conversion of
atomic to molecular hydrogen along the wind trajectories, and we proceeded to model
two AGB stars with surface temperatures below and above the critical temperature for
hydrogen to be in atomic or molecular form. In the ”low” temperature case, we show that
hydrogen quickly becomes molecular in the wind, which might explain the difficulty to
detect HI with instruments such as the VLA in AGB winds.
We have tried to reproduce the HI 21-cm line profile from the CSE of the AGB stars in
two example cases: IRC +10216 and Y CVn. In the case of IRC +10216, our model
can produce the ”double-horned” structure but it contains about 10 higher of the atomic
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hydrogen than the observational expectation. In the case of Y CVn, our model reproduces
quite well observations but the temperature computed from our model seems cooler than
observations in the detached shell region. Hopefully, the FAST telescope will provide us
with better sensitivity in the future and thus bring better statistics for a greater number of
stars.
10.2 Perspectives
Although H2 is the dominant molecular species in the ISM, H2 is a tracer only at the high
temperatures caused by shocks and at large scales when excited by UV radiation from
the ISM. Alternatively, CO is one of the major molecules used to determine the dynam-
ics of stellar wind and also its interaction with the ISM. Therefore, we aim at updating
the chemical network for CO and calculating CO emission from stellar winds. The CO
chemistry will have to incorporate more three-body reactions which are not yet present
in the Paris-Durham code. Fortunately, now that the framework has been developed in
the code, it will be simply a matter of updating the network input file, and finding which
reactions are relevant. Once we have a good description of the CO chemistry, we will be
in a good position to synthesize the results of many observable data (e.g., Truong-Bach
et al. 1991, Groenewegen et al. 1998, Knapp et al. 1998, Hoai et al. 2014) thanks to the
post-processing tools for the emissivity of CO lines (and other molecules) developed by
Gusdorf et al. (2008) which can be directly fed to outputs of the Paris-Durham code (as-
suming spherical symmetry). In particular, we shall be able to control the validity of the
LTE approximation made to infer temperatures from observations by Hoai et al. (2014)
and Nhung et al. (2015a).
In these stellar wind models, the formation and evolution of circumstellar dust grains is
not yet properly treated. We assumed that the grain radii follow a “standard” (MRN)
grain-size distribution as soon as the gas temperature is lower than the condensation tem-
perature. The slope of -3.5 (MRN distribution) is believed to be appropriate for typical
interstellar dust (Mathis et al., 1977), while other studies suggest that it should be steeper
for circumstellar dust shells (Dominik et al., 1989). Therefore, we will thus aim at study-
ing in a consistent way the processes of coagulation of the circumstellar dust grains. One
place to start would be to introduce Hirashita’s simple coagulation model in the code, with
a bin size by bin size treatment (Hirashita and Omukai, 2009).
Pulsations are the dominant theory to lift the wind from the stellar surface. Material
is pushed away from the star during each period of pulsation, then the gravitational force
becomes dominant and forces them backward on to the star. The falling flow meets the up-
ward drafts from the next pulsation, and are slowed down by shocks and pushed outward
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FIGURE 10.1: Positions of selected mass shells in AGB atmospheres showing how pul-
sation can affect on the large scale motion of the gas (Hoefner and Dorfi, 1997).
again. The process is repeated until the gas flow condensates solids and gets accelerated
by the newly formed dust grains (see Figure 10.1). With a prescribed scaling for the shock
strength vs. radius, we can trigger a shock in the flowing wind every period thanks to the
versatility of the Paris-Durham shock code. This way, we could model such thermally
pulsing winds with our shock code.
Thanks to ALMA high resolution data, Decin et al. (2015) found evidence for a spiral
structure in inner wind of IRC +10216, which could be caused by a binary companion. We
thus started to simulate the trajectory of a wind in a binary star system in the hypersonic
regime. In the hypersonic regime, the pressure gradients are negligible, and the fluid
parcels paths can be computed independently from each other. This allows to recover
spiral shocks structures where two flows meet as shown in Figure 10.2. We are currently
able to model only trajectories in the equatorial plane, and the full 3D structure of the
wind still escapes us, but we feel this can eventually be done, and we could generate in
3D each individual fluid parcel trajectory, as well as the characteristic of the 2D manifold
of the shocks generated by inter-penetrating trajectories. We then plan to post-process
with our code the thermal and chemical properties of the gas along these trajectories to
reproduce detailed observations and help interpret ALMA data.
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FIGURE 10.2: Effect of binary system on stellar wind. The star positions are symbolized
by the signs ”+” and ”x”.
The above remark on hypersonic flows is valid for more simple winds and we expect to
recover wind asymmetries such as detected by Hoai et al. (2016) on W Aquilae star. This
simple assumption can also be used to model the influence of a magnetic field, provided
we neglect the back-reaction of the flow of the field (i.e., we can easily compute fluid
parcel trajectories for a prescribed magnetic field configuration).
We thus claim that such simple models can easily provide predictions for complex dy-
namics and chemistry, and greatly help observers interpret the ever increasing wealth of
details unveiled by the new generations of instruments such as ALMA. Thanks to their
policy of quick release, ALMA observations are a gold mine for researchers who have not
yet easy access to powerful facilities, as is still the case in Vietnam. We hope this work
will help foster research projects in Vietnam’s flowering astrophysics for quite a few years
to come.
Appendix A
H2 Ortho/Para ratio
A molecule of hydrogen consists of two atoms. Each nucleus of these atoms can have
its own spin. Depending on the direction of the nuclei’s spin, hydrogen can exist in two
different configurations: ortho in which spins of both nuclei are in the same direction,
and para in which spins of both nuclei are in the opposite direction. The difference
between these two configurations manifests itself in the rotational energy of H2. The
rotational energy relates to the rotational quantum level J as EJ = BJ(J + 1), where
B ∼ 60.85 cm−1 is the rotational constant of H2. In fact, the rotational ground state
(EJ = 0) of hydrogen is only occupied by para (J = 0), while the lowest state (J = 1)
for ortho (Erot = 2B/kB = 170.5 K) is the first rotational state. The difference in rota-
tional energy between ortho and para is thus ∆EJ ∼ 170 K.
At LTE, the ratio between ortho and para populations is:
ortho
para
(Trot, LTE) =
∑
J odd 3(2J + 1)e
−EJ/kBTrot∑
J even(2J + 1)e
−EJ/kBTrot (A.1)
The conversion between ortho-H2 to para-H2 can occur via four main mechanisms:
• First, proton from H2 exchanges to H+, H+3 or other cations: The proton exchange
can be expressed as (Dalgarno et al., 1973)
H2(J−1) + H+ −−⇀↽ − H2(J−0) + H+ + 170.5 K (A.2)
This process is dominant at low temperature (T ≤ 50 K) (Flower et al., 2006)
and releases the amount of energy 170 K. Therefore, if the temperature is less than
170 K, this reaction destroys ortho-H2 and forms para-H2.
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• Second, active H and H2 collisions (Dalgarno et al., 1973)
H2(para) + H −−⇀↽ − H2(ortho) + H. (A.3)
This process mainly occurs at high temperature (T ∼ 3900 K) and this is therefore
negligible in cold molecular clouds.
• Third, interaction H2 with interstellar dust grains:
H2(para) + g −−⇀↽ − H2(ortho) + g (A.4)
This process is inefficient in low-velocity shocks (Timmermann, 1998).
• Fourth, the formation of H2 onto the surface of dust grains:
H(adsorb) + H(g) −−→ H2 (A.5)
This formation is not an important process in low-velocity shocks, because these
shocks insufficiently produce atomic hydrogen and the rate coefficient for H2 for-
mation on dust is small (Timmermann, 1998).
Appendix B
Analytical expression of the distribution
function of shock velocities for a
parabolic bow shock
In section 5.2, we show the numerical methodology to calculate the distribution function
of single shocks (defined by their velocities u⊥) for a given arbitrary axisymmetric bow
shock shape. Here we examine the accuracy of this method in the special case of the
parabolic shape z = x2/R0 − R0, where R0 is a curvature radius. In this case, the norm
of a segment dl defined in Equation 5.1 becomes
dl =
√
dx2 + dz2 =
√
1 +
4 x2
R20
dx. (B.1)
Therefore, the element area ds (Equation 5.2) can be rewritten as:
ds = 2pi
√
1 +
4 x2
R20
x dx. (B.2)
Following Equation 5.3, the tangent of the angle α is tanα = dx/dz = 2R/x, and noting
that α = 90− θ, u⊥ = u0 cos θ, we can find the relation between ds and u⊥ as
ds =
pi R20
2
cosα
sin4 α
dα =
piR20
2
sin θ
cos4 θ
dθ =
piR20
2
u30
du⊥
u4⊥
. (B.3)
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FIGURE B.1: An example of the accuracy of the numerical method for the PDF calcula-
tion.
Integrating Equation B.3 over u⊥ from c to u0, we obtain
Sshock =
piR20
2
u30
∫ u0
c
du⊥
u4⊥
=
piR20
6
u30 − c3
c3
. (B.4)
Therefore, the probability density function in the case of a parabolic shape will be:
PDFparabola =
ds∫
ds
=
3 u30 c
3
u4⊥(u
3
0 − c3)
. (B.5)
Figure B.1 shows the comparison in PDF calculation between our numerical method for
arbitrary shapes and the exact analytical method. This figure also shows that the numerical
calculation has an error of 0.06% relative to the analytical one.
Appendix C
L’Hoˆpital’s rule for stellar winds at the
sonic point
The l’Hoˆpital’s rule gives us an expression for the first derivative of a function at a singular
point.
Assume that the function y(x) is described the the differential equation
dy(x)
dx
=
f(x)
g(x)
. (C.1)
The point x = rc is called a singular point of this function, when and only when f(rc) =
g(rc) = 0. Then the derivative dy(x)/dx can be developed by using the Taylor series
expansion:
dy
dx
∣∣∣∣
rc
=
f(rc) +
x−rc
1!
f
′
(rc) +
(x−rc)2
2!
f
′′
(rc) + ...
g(rc) +
x−rc
1!
g′(rc) +
(x−rc)2
2!
g′′(rc) + ...
(C.2)
with the function f(x) expanded at rc as
f(x) = f(rc) +
x− rc
1!
f
′
(rc) +
(x− rc)2
2!
f
′′
(rc) + .... (C.3)
Therefore, the first order differential Equation C.2 becomes
dy
dx
∣∣∣∣
rc
=
f
′
(rc)
g′(rc)
. (C.4)
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If f ′(rc) and g
′
(rrc) are also equal to 0, one goea to the next order and a similar method
gives us:
dy
dx
∣∣∣∣
rc
=
f
′′
(rc)
g′′(rc)
. (C.5)
This rule is very convenient to treat the velocity profile at the sonic point of stellar winds.
The momentum equation in a stellar wind is usually formulated as:
1
v
∂v
∂r
=
(
2c2s
r
− ∂cs
∂r
− GM∗
r2
+ f
)
/(v2 − c2s) (C.6)
where the function f expresses the other forces acting on the gas, such as the radiation
force from dust grains. At the sonic point rc, the numerator and the denominator of this
equation both equal to zeros, we thus apply the l’Hoˆpital’s law Equation C.4. Assuming
constant sound speed, the application on Equation C gives us:(
1
v
∂v
∂r
)∣∣∣∣
rc
=
[
−2c
2
s
r2c
− ∂
2c2s
∂2r
∣∣∣∣
rc
+
2GM∗
r3rc
+
∂f
∂r
∣∣∣∣
rc
]
/
[
2
(
v
∂v
∂r
)∣∣∣∣
rc
]
(C.7)
with v(rc) = cs. Finally, the differential equation for the velocity of the stellar wind at rc
is:
∂v
∂r
∣∣∣∣
rc
=
√
−c
2
s
rc
+
GM∗
r3c
− 1
2
∂2c2s
∂2r
∣∣∣∣
rc
+
1
2
∂f
∂r
∣∣∣∣
rc
. (C.8)
In practice, we use this rule whenever 0.99cs < vn < 1.01cs and it allows us to go through
the sonic point even in the cases where the numerator of does not vanish. We then adjust
the starting velocity at the base of the wind so that this numerator is close to zero at the
sonic point.
Appendix D
Motion of termination shock
In subsubsection 9.1.1.2 and subsubsection 9.2.1.2, the stellar wind velocity is computed
in the star frame, while the termination shock velocity is considered in the shock frame.
However, since we neglect the motion of the termination shock’s frame, we use the termi-
nation wind velocity as an input parameter for the termination shock. In this section, we
will examine the relationship between the termination shock’s velocity in the shock frame
and the terminal wind velocity in the star frame, which can infer the effect of the motion
of the termination shock’s frame. The diagram of interaction between the stellar wind and
the ISM is shown in Figure D.1.
In the termination shock’s frame, we call vr the velocity of the termination shock and vf
the bow shock velocity. The balance of ram-pressure between both sides of the shock
region gives us:
ρwv
2
r = ρav
2
f (D.1)
where ρw and ρa are the density of the inner wind region and the outer ISM ambient.
In the star’s frame, the terminal wind velocity (vw) is:
vw = ∆vr + ∆vf (D.2)
where ∆ is the difference of the pre-shock velocity to the post-shock velocity. As indi-
cated in Equation 4.38, the compression factor is 1/M2 in the case of isothermal (γ = 1),
these differences are then:
∆vr = vr − vr
M2r
' vr
∆vf = vf − vr
M2f
' vf
(D.3)
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FIGURE D.1: Schematic diagram of the interaction between the stellar wind and the
surrounding ISM.
where Mr and Mf are the Match numbers of the reverse and the forward shocks. Substi-
tuting vf from Equation D.1 and Equation D.3, we get the relationship between vr and vw
as:
vr =
vw
1 +
√
ρa
ρw
(D.4)
If ρw  ρa: vr = vw. Thus, the motion of the termination shock’s frame can be negligible.
If ρw ' ρa: vr = vw/2. Thus, The termination shock’s frame moves at the velocity
us ' vw/2. If ρw  ρa: vr ' 0. Thus, only forward shock occurs.
Appendix E
Calculation the specific intensity of the
HI radiation from the detached shell
To calculate the specific intensity of the HI 21-cm line radiation (Equation 9.16), we need
to calculate two integrations over the whole space.
Adopting the spherical symmetry of the CSE around star as in Figure E.1. At one point
of a distance r0 in the detached shell, we have:
r2 = s2 + r20 → s =
√
r2 − r20 (E.1)
where s is the coordinate along the line-of-sight. Therefore, the integrated specific inten-
sity along one line-of-sight (r0) is:
Ivr(r0) = e
− ∫ ba kvr (√s2+r20) ds
(∫ b
a
vr(
√
s2 + r20)e
∫ s
a kvr (
√
s′2+r20) ds
′
ds+ const.
)
.
(E.2)
with a = −
√
r2 − r20 and b =
√
r2 − r20.
To verify our method, we took the radial physical profiles of temperature, velocity and
density of Hoai et al. (2015) and computed the HI line profile in two cases of 10−7 M yr−1
and 10−5 M yr−1. Our results (Figure E.2) match well the figure (2) of Hoai et al. (2015),
except at the central velocity.
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FIGURE E.1: Spherical symmetry of the detached shell.
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FIGURE E.2: HI line profiles of shells in free expansion for two mass loss rates with no
background.
Appendix F
Table of H2 rovibrational excitation
levels
154
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TABLE F.1: Table of H2 rovibrational excitation levels with v = 0, 2.
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TABLE F.2: Table of H2 rovibrational excitation levels with v = 3, 5.
TABLE F.3: Table of H2 rovibrational excitation levels with v = 6, 8.
Appendix G
Input chemical species for the
Paris-Durham shock code
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!---- list of chemical species --- Steady state at T =   10.00 K ---
!---- Original abundance file
!---- Elemental abundances: Flower & Pineau des Forêts (2003), tables 1 and 2.
!---  The  following 3 lines of comment are copied to species.out.
!---- WARNING : order = neutrals, species on mantles, ions >0, ions <0 ---------
!---- name, composition, initial density(n/nH), formation enthalpy (kCal/mol) --
!-------------------------------------------------------------------------------
  1  H        01000000000000 5.743D-06    51.634            
  2  H2       02000000000000 5.000D-01     0.00000                       
  3  He       00000010000000 1.000D-01     0.00000                       
  4  C        00050000000000 1.000D-15   169.980     --> C/H = 8.27e-5
  5  CH      01010000000000 1.000D-15   141.600         A&G : 3.55e-4 
  6  CH2    02010000000000 1.000D-15    93.9000                       
  7  CH3     03010000000000 1.000D-15    34.8000                       
  8  CH4      04010000000000 1.000D-15   -15.970                       
  9  O        00000100000000 1.240D-04    58.9800     --> O/H = 3.02e-4 
 10 O2       00000200000000 1.000D-15     0.00000         A&G : 7.41e-4 
 11 OH       01000100000000 1.000D-15     9.25000                       
 12 H2O      02000100000000 1.000D-15   -57.100                       
 13 CO       00010100000000 1.000D-15   -27.200                       
 14  CO2      00010200000000 1.000D-15   -93.965                       
 15  C2       00020000000000 1.000D-15   198.200                       
 16  C2H      01020000000000 1.000D-15   113.300                       
 17  C2H2     02020000000000 1.000D-15    56.3200                       
 18  C3       00030000000000 1.000D-15   194.000                       
 19  C3H      01030000000000 1.000D-15   177.000   ***                 
 20  C3H2     02030000000000 1.000D-15   114.000   ***                 
 39  CH3OH   04010100000000 1.000D-15   -99.999                       
 42  H2CO     02010100000000 1.000D-15   -99.999                       
 42  HCO2H   02010200000000 1.000D-15   -99.999                       
 21  N        00001000000000 6.390D-05   112.530     --> N/H = 7.94e-5 
 22  NH       01001000000000 1.000D-15    90.000         A&G : 9.33e-5 
 23  NH2      02001000000000 1.000D-15    46.2000                       
 24  NH3      03001000000000 1.000D-15    -9.2990                       
 25  CN       00011000000000 1.000D-15   103.200                       
 26  HCN      01011000000000 1.000D-15    32.3900                       
 27  HNC      01011000000000 1.000D-15    48.0000                       
 28  N2       00002000000000 1.000D-15     0.00000                       
 29  NO       00001100000000 1.000D-15    21.4600                       
 32  S        00000000010000 1.000D-15    65.6000         A&G : 1.86e-5 
 33  SH       01000000010000 1.000D-15    32.6000                       
 34  H2S      02000000010000 1.000D-15    -4.2300                       
 35  CS       00010000010000 1.000D-15    63.0000                       
 36  SO       00000100010000 1.000D-15     1.20000                       
 37  SO2      00000200010000 1.000D-15   -70.300                       
 38  OCS      00010100010000 1.000D-15   -34.000                       
 37  Si       00000000001000 1.000D-15   106.700         A&G : 3.55e-5 
 38  SiH      01000000001000 1.000D-15    89.6900                       
 39  SiH2     02000000001000 1.000D-15    69.1400   *                   
 40  SiH3     03000000001000 1.000D-15    48.5400   *                   
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 41  SiH4     04000000001000 1.000D-15    11.0000                       
 42  SiO      00000100001000 1.000D-15   -24.300                       
 43  SiO2     00000200001000 1.000D-15   -73.000                       
 44  Mg       00000000100000 1.000D-15    35.0000                       
 39  Fe       00000000000010 1.000D-15    98.7000                       
 38  C54H18  18540000000000 1.000D-06   -99.999     PAH/nH  =1(-6)    
 63  G        00600000000000 2.107D-12   -99.999    Ngrain = 8.30(-11) 
 41  H2O*     02000100000001 1.034D-04               H2O*/nH =1.03(-4) 
 42  O2*      00000200000001 1.000D-15                                 
 42  CO*      00010100000001 8.270D-06               CO*/nH  =8.27(-6) 
 43  CO2*     00010200000001 1.340D-05               CO2*/nH =1.34(-5) 
 39  CH4*     04010000000001 1.380D-06               CH4*/nH =1.55(-6) 
 44  NH3*     03001000000001 1.550D-05               NH3*/nH =1.55(-5) 
 44  N2*      00002000000001 1.000D-15                                 
 39  CH3OH* 04010100000001 1.860D-05             CH3OH*/nH =1.86(-5) 
 42  H2CO*    02010100000001 6.200D-06              H2CO*/nH =6.20(-6) 
 42  HCO2H* 02010200000001 7.240D-06             HCO2H*/nH =7.24(-6) 
 42  OCS*     00010100010001 2.070D-07               OCS*/nH =2.07(-7) 
 55  H2S*     02000000010001 3.720D-06               H2S*/nH =3.72(-6) 
 62  Fe*      00000000000011 1.000D-15                                 
 41  SiH4*    04000000001001 1.000D-15                                 
 42  SiO*     00000100001001 1.000D-15                                 
 43  SiO2*    00000200001001 1.000D-15                                 
 59  O**      00000100000002 1.400D-04              Noyaux = 4*3.50(-5)
 60  Si**     00000000001002 3.370D-05              Noyaux = 3.370(-5) 
 61  Mg**     00000000100002 3.700D-05              Noyaux = 3.700(-5) 
 62  Fe**     00000000000012 3.230D-05              Noyaux = 3.230(-5) 
 63  C**      00010000000002 1.630D-04              Noyaux = 1.630(-4) 
 48  H+       01000001000000 1.000D-15   365.200                       
 49  H2+      02000001000000 1.000D-15   355.700                       
 50  H3+      03000001000000 1.000D-15   265.000                       
 51  He+      00000011000000 1.000D-15   567.000                       
 52  C+       00010001000000 8.270D-05   429.700    --> C/H = 1.38e-4  
 53  CH+      01010001000000 1.000D-15   387.000         A&G : 3.55e-4 
 54  CH2+     02010001000000 1.000D-15   331.000                       
 55  CH3+     03010001000000 1.000D-15   262.000                       
 56  CH4+     04010001000000 1.000D-15   272.000   **                  
 57  CH5+     05010001000000 1.000D-15   216.000   *                   
 58  O+       00000101000000 1.000D-15   373.000                       
 59  O2+      00000201000000 1.000D-15   278.400                       
 60  OH+      01000101000000 1.000D-15   309.310                       
 61  H2O+     02000101000000 1.000D-15   233.700                       
 62  H3O+     03000101000000 1.000D-15   143.000                       
 63  CO+      00010101000000 1.000D-15   295.970                       
 64  HCO+     01010101000000 1.000D-15   197.300                       
 65  HCO2+   01010201000000 1.000D-15   141.000    *                  
 66  C2+      00020001000000 1.000D-15   476.000                       
 67  C2H+     01020001000000 1.000D-15   404.000                       
 68  C2H2+    02020001000000 1.000D-15   317.500                       
 69  C2H3+    03020001000000 1.000D-15   267.900        
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 70  C3+      00030001000000 1.000D-15   479.000    *                  
 71  C3H+     01030001000000 1.000D-15   381.000    *                  
 72  C3H2+    02030001000000 1.000D-15   330.000   * **                
 73  C3H3+    03030001000000 1.000D-15   282.000   * **                
 74  N+       00001001000000 1.000D-15   447.690                       
 75  NH+      01001001000000 1.000D-15   401.100                       
 76  NH2+     02001001000000 1.000D-15   302.700                       
 77  NH3+     03001001000000 1.000D-15   224.900                       
 78  NH4+     04001001000000 1.000D-15   151.000    *                  
 79  CN+      00011001000000 1.000D-15   429.300                       
 80  C2N+     00021001000000 1.000D-15   410.000    *                  
 81  HCN+     01011001000000 1.000D-15   346.000                       
 83  H2CN+   02011001000000 1.000D-15   226.000    *                  
 84  H2NC+    02011001000000 1.000D-15   265.000    *                  
 85  N2+      00002001000000 1.000D-15   359.298                       
 86  N2H+     01002001000000 1.000D-15   247.500                       
 87  NO+      00001101000000 1.000D-15   235.330                       
 88  HNO+     01001101000000 1.000D-15   256.800                       
 92  S+       00000001010000 1.470D-05   304.000     --> S/H = 1.86e-5 
 93  SH+      01000001010000 1.000D-15   271.800         A&G : 1.86e-5 
 94  H2S+     02000001010000 1.000D-15   237.000                       
 95  H3S+     03000001010000 1.000D-15   190.000 *                     
 96  CS+      00010001010000 1.000D-15   324.000                       
 97  HCS+     01010001010000 1.000D-15   243.000                       
 98  SO+      00000101010000 1.000D-15   239.200                       
 99  HSO+     01000101010000 1.000D-15   210.000                       
100 HSO2+   01000201010000 1.000D-15   143.000                       
101 HOCS+  01010101010000 1.000D-15   181.000                       
 51  Si+      00000001001000 1.000D-15   295.000                       
109  SiH+     01000001001000 1.000D-15   271.820                       
110  SiH2+    02000001001000 1.000D-15   276.360   *                   
111  SiH3+    03000001001000 1.000D-15   237.320   *                   
112  SiH4+    04000001001000 1.000D-15   279.900                       
113  SiH5+    05000001001000 1.000D-15   219.380   *                   
114  SiO+     00000101001000 1.000D-15   239.520                       
115  SiOH+    01000101001000 1.000D-15   -99.999                       
102  Fe+      00000001000010 1.500D-08   280.240     LM: Fe/nH=1.5(-8) 
103  C54H18+ 18540001000000 1.228D-11   -99.999                       
 63  G+       00600001000000 1.319D-12   -99.999                       
104  C54H18- 18540000000100 1.000D-11   -99.999        PAH/nH = 1(-8) 
 63  G-       00600000000100 4.257D-11   -99.999    Ngrain = 8.30(-11) 
TABLE G.1: List of input chemical species for the Paris-Durham shock code.
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