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HOMOGENIZATION OF THE NEUMANN PROBLEM FOR
ELLIPTIC SYSTEMS WITH PERIODIC COEFFICIENTS
T. A. SUSLINA
Abstract. Let O ⊂ Rd be a bounded domain with the boundary of
class C1,1. In L2(O;Cn), a matrix elliptic second order differential
operator AN,ε with the Neumann boundary condition is considered.
Here ε > 0 is a small parameter, the coefficients of AN,ε are periodic
and depend on x/ε. There are no regularity assumptions on the co-
efficients. It is shown that the resolvent (AN,ε + λI)−1 converges in
the L2(O;Cn)-operator norm to the resolvent of the effective operator
A0N with constant coefficients, as ε → 0. A sharp order error estimate
‖(AN,ε+λI)−1−(A0N+λI)−1‖L2→L2 6 Cε is obtained. Approximation
for the resolvent (AN,ε + λI)−1 in the norm of operators acting from
L2(O;Cn) to the Sobolev spaceH1(O;Cn) with an error O(√ε) is found.
Approximation is given by the sum of the operator (A0N + λI)−1 and
the first order corrector. In a strictly interior subdomain O′ a similar
approximation with an error O(ε) is obtained.
Introduction
The paper concerns homogenization theory for periodic differential oper-
ators (DO’s). A broad literature is devoted to homogenization problems in
the small period limit. First of all, we mention the books [BeLPa], [BaPan],
[ZhKO].
0.1. Operator-theoretic approach to homogenization problems. In
a series of papers [BSu1-4] by M. Sh. Birman and T. A. Suslina an operator-
theoretic (spectral) approach to homogenization problems was suggested
and developed. By this approach, the so-called operator error estimates in
homogenization problems for elliptic DO’s were obtained. Matrix strongly
elliptic DO’s acting in L2(R
d;Cn) and admitting a factorization of the form
Aε = b(D)∗g(x/ε)b(D), ε > 0, (0.1)
were considered. Here g(x) is a periodic bounded and positive definite
matrix-valued function, and b(D) is a first order DO. The precise assump-
tions on g(x) and b(D) are given below in §1.
In [BSu1-4], the equation Aεuε+uε = F with F ∈ L2(Rd;Cn) was consid-
ered. The behavior of the solution uε for small ε was studied. The solution
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uε converges in L2(R
d;Cn) to the solution u0 of the ”homogenized” equation
A0u0 + u0 = F, as ε→ 0. Here A0 = b(D)∗g0b(D) is the effective operator
with the constant effective matrix g0. In [BSu1,2], it was proved that
‖uε − u0‖L2(Rd) 6 Cε‖F‖L2(Rd).
In operator terms, it means that the resolvent (Aε + I)−1 converges in the
L2(R
d;Cn)-operator norm to the resolvent of the effective operator, as ε→ 0,
and we have
‖(Aε + I)−1 − (A0 + I)−1‖L2(Rd)→L2(Rd) 6 Cε. (0.2)
In [BSu3], more accurate approximation (including the corrector) for the
resolvent (Aε + I)−1 in the L2(Rd;Cn)-operator norm with an error term
O(ε2) was obtained. (Here we do not go in details.)
In [BSu4], approximation of the resolvent of Aε in the norm of operators
acting from L2(R
d;Cn) to the Sobolev space H1(Rd;Cn) was found:
‖(Aε + I)−1 − (A0 + I)−1 − εK(ε)‖L2(Rd)→H1(Rd) 6 Cε; (0.3)
this corresponds to approximation of uε in the energy norm. Here K(ε) is
a corrector. It contains rapidly oscillating factors, and so depends on ε.
Estimates of the form (0.2), (0.3) are called operator error estimates.
They are order-sharp; the constants in estimates are controlled explicitly in
terms of the problem data. The method of [BSu1–4] is based on the scal-
ing transformation, the Floquet-Bloch theory and the analytic perturbation
theory.
0.2. A different approach to operator error estimates in homogeniza-
tion problems was suggested by V. V. Zhikov. In [Zh1, Zh2, ZhPas, Pas],
the scalar elliptic operator −div g(x/ε)∇ (where g(x) is a matrix with real
entries) and the system of elasticity theory were studied. Estimates of the
form (0.2) and (0.3) for the corresponding problems in Rd were obtained.
The method was based on analysis of the first order approximation to the
solution and introduction of an additional parameter. Besides the prob-
lems in Rd, homogenization problems in a bounded domain O ⊂ Rd with
the Dirichlet or Neumann boundary condition were studied. Approximation
of the solutions in H1(O) was deduced from the corresponding results in
R
d. Due to the boundary influence, estimates in a bounded domain become
worse and the error term is O(ε1/2):
‖A−1♭,ε − (A0♭ )−1 − εK♭(ε)‖L2(O)→H1(O) 6 Cε1/2, ♭ = D,N. (0.4)
Here AD,ε and AN,ε are operators with the Dirichlet or Neumann bound-
ary conditions, A0D, A0N and KD(ε), KN (ε) are the corresponding effective
operators and correctors, respectively.
In [ZhPas], an estimate ‖A−1♭,ε − (A0♭ )−1‖L2→L2 6 Cε1/2 was obtained as a
(rough) consequence of (0.4). Refinement of this estimate is a natural prob-
lem. In [ZhPas], for the case of the scalar elliptic operator −div g(x/ε)∇
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(where g(x) is a matrix with real entries) with the Dirichlet boundary con-
dition an estimate for ‖A−1D,ε − (A0D)−1‖L2→L2 of order ε
d
2d−2 for d > 3 and
of order ε| log ε| for d = 2 was obtained. The proof essentially relies on the
maximum principle which is specific for scalar elliptic equations.
Similar results for the operator −div g(x/ε)∇ in a bounded domain with
the Dirichlet or Neumann boundary conditions were obtained in the papers
[Gr1, Gr2] by G. Griso by the ”unfolding” method. In [Gr1] estimate of the
form (0.4) was obtained, and in [Gr2] the sharp order estimate
‖A−1♭,ε − (A0♭ )−1‖L2(O)→L2(O) 6 Cε, ♭ = D,N, (0.5)
was proved for the first time (for the same scalar elliptic operator).
0.3. Operator error estimates for matrix elliptic operators in a
bounded domain. In the recent papers [PSu1,2], [Su1,2], the Dirichlet
problem for the equation AD,εuε = F with F ∈ L2(O;Cn) in a bounded
domain O ⊂ Rd with the boundary of class C1,1 was studied. Here AD,ε
is a matrix operator of the form (0.1) with the Dirichlet condition on ∂O.
In [PSu1,2], estimate of the form (0.4) for the operator AD,ε was obtained.
The method was based on using estimates (0.2), (0.3) for the problem in
R
d and on estimates for the discrepancy (of the boundary layer type); some
technical tricks were borrowed from [ZhPas].
In [Su1,2], the author succeeded in proving a sharp order error estimate
of the form (0.5) for the same matrix operator AD,ε. The problem was to
obtain an estimate of order ε for the L2-norm of the discrepancy; for this
purpose, estimate of the form (0.4) was applied and the duality arguments
were used.
In a recent paper [KeLiS], homogenization problems for uniformly elliptic
systems in a bounded domain with the Dirichlet or Neumann boundary
conditions have been studied. Under the assumptions that the coefficients
are real-valued and Ho¨lder continuous the authors obtained estimate of the
form (0.5) in the corresponding problems.
Note that the class of strongly elliptic operators (0.1) that we consider is
wider than the class of operators studied in [KeLiS]. Moreover, we do not
impose any regularity assumptions on the coefficients, which extends the
area of possible applications.
0.4. Main results. In the present paper, analogs of the results from
[PSu1,2], [Su1,2] for the Neumann problem are obtained. Note that the
homogenization problem with the Neumann boundary condition is more
complicated than that with the Dirichlet condition. Main difficulty is re-
lated to the fact that the boundary conditions in the initial and homogenized
problems are different. Indeed, the conormal derivative of the solution con-
tains rapidly oscillating coefficients, while in the homogenized problem the
conormal derivative has constant coefficients. (For the Dirichlet problem,
boundary conditions in the initial and homogenized problems are one and
the same.)
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We study matrix DO’s AN,ε in a bounded domain O ⊂ Rd with the
boundary of class C1,1. The operator AN,ε is given by the differential ex-
pression (0.1) with the Neumann condition on ∂O. The effective operator
A0N is given by the expression b(D)∗g0b(D) with the Neumann condition.
The behavior of the solutions of the equation (AN,ε + λI)uε = F for small
ε is studied. Here F ∈ L2(O;Cn), and λ is subject to the restriction which
ensures that the operator AN,ε + λI is positive definite. The case where
λ = 0, which is important for applications, is studied separately in §9. In
this case, additional orthogonality conditions on F and uε are imposed.
In operator terms, the following estimates are obtained:
‖(AN,ε + λI)−1 − (A0N + λI)−1‖L2(O)→L2(O) 6 Cε, (0.6)
‖(AN,ε + λI)−1 − (A0N + λI)−1 − εKN (ε)‖L2(O)→H1(O) 6 Cε1/2. (0.7)
Here KN (ε) is the corresponding corrector. The form of the corrector de-
pends on the properties of the periodic solution Λ(x) of the auxiliary prob-
lem (1.7). In general case, the corrector contains an auxiliary smoothing
operator. If Λ is bounded, the corrector has a standard form. Besides ap-
proximation of the solution uε in H
1(O;Cn), we also obtain approximation
of the flux pε = g
εb(D)uε in L2(O;Cm). For a strictly interior subdomain
O′, the following sharp order estimate is proved:
‖(AN,ε + λI)−1 − (A0N + λI)−1 − εKN (ε)‖L2(O)→H1(O′) 6 Cε. (0.8)
The author considers estimate (0.6) as the main achievement of the paper.
0.5. The method is based on using estimates (0.2), (0.3) for homogeniza-
tion problem in Rd and taking the boundary influence into account. Main
difficulties are related to estimation of the ”boundary layer correction term”
wε which is solution of the Neumann problem for the homogeneous equa-
tion Aεwε + λwε = 0 in O with the boundary condition ∂ενwε = ρε on ∂O.
Here ∂ενwε is the conormal derivative of wε, ρε is some function defined in
terms of the solution u0 of the homogenized problem and containing rapidly
oscillating coefficients (see §4).
Some technical tricks, in particular, using the Steklov smoothing operator,
are borrowed from [ZhPas].
First we prove estimate (0.7). For this, it is necessary to estimate the
H1-norm of wε by Cε
1/2‖F‖L2(O). Next we obtain (0.6) by estimating the
L2-norm of wε in terms of Cε‖F‖L2(O). For this, we rely on the (already
proved) estimate (0.7) and use the duality arguments.
0.6. Plan of the paper. The paper consists of nine sections. In §1, we
introduce the class of operators in L2(R
d;Cn) that we consider, describe the
effective operator and the corrector, and give the results from [BSu2,4] and
[PSu2] needed in what follows. Precisely, we deduce theorems about approx-
imation of the resolvent (Aε + λI)−1 for arbitrary λ > 0 from the known
results for the operator (Aε + I)−1. In §2, the statement of the Neumann
problem in a bounded domain is discussed, some auxiliary material is given,
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and the homogenized problem is described. In §3, different auxiliary state-
ments are collected. Main results (Theorems 4.1 and 4.2) are formulated in
§4. Also, in §4 the first part of the proof is given: the boundary layer correc-
tion term is introduced, and the proofs of Theorems 4.1 and 4.2 are reduced
to the estimates for this correction term. §5 contains the proof of Theorem
4.2, and §6 contains the proof of Theorem 4.1. In §7 the case where Λ ∈ L∞
is studied; in this case it is possible to get rid of the smoothing operator
in the corrector. In §8, estimates in a strictly interior subdomain O′ of the
domain O are obtained: it is shown that estimate (0.6) and the results in
R
d imply estimate (0.8). Finally, §9 is devoted to the case where λ = 0:
the corresponding results are deduced from the theorems for the case where
λ > 0.
0.7. Notation. Let H and H∗ be complex separable Hilbert spaces. The
symbols (·, ·)H and ‖ · ‖H stand for the inner product and the norm in H; the
symbol ‖ · ‖H→H∗ stands for the norm of a linear continuous operator acting
from H to H∗. By I = IH we denote the identity operator in H.
The symbols 〈·, ·〉 and | · | stand for the inner product and the norm
in Cn; 1 = 1n is the identity (n × n)-matrix. If a is an (n × n)-matrix,
the symbol |a| denotes the norm of a as an operator in Cn. We denote
x = (x1, . . . , xd) ∈ Rd, iDj = ∂j = ∂/∂xj , j = 1, . . . , d, D = −i∇ =
(D1, . . . ,Dd). The Lp-classes of C
n-valued functions in a domain O ⊂ Rd
are denoted by Lp(O;Cn), 1 6 p 6 ∞. The Sobolev classes of Cn-valued
functions in a domain O ⊂ Rd are denoted by Hs(O;Cn). Next, H10 (O;Cn)
is the closure of C∞0 (O;Cn) in H1(O;Cn). If n = 1, we write simply Lp(O),
Hs(O), etc., but sometimes we use such abbreviated notation also for the
spaces of vector-valued or matrix-valued functions.
0.8. Acknowledgements. The results of the paper have been obtained
and the paper was written during the author’s visit to the Mittag-Leffler
Institute (Sweden) in September and October 2012. The author is grateful
to the director of the Institute A. Laptev, to the organizers of the program
G. Rozenblum and G. Raikov, to the team of the Institute for warm hospi-
tality and creation of excellent conditions for scientific research.
§1. Homogenization problem for a periodic elliptic operator in
L2(R
d;Cn)
In this section, we describe the class of matrix elliptic operators that we
consider and give the results for homogenization problem in Rd obtained
in [BSu2], [BSu4], and also in [PSu2]. Precisely, from the known results
about approximation of the resolvent (Aε+ I)−1 we deduce theorems about
approximation of the resolvent (Aε + λI)−1 for any λ > 0.
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1.1. Lattices in Rd. Let Γ ⊂ Rd be a lattice generated by the basis
a1, . . . ,ad ∈ Rd:
Γ = {a ∈ Rd : a =
d∑
j=1
νjaj, νj ∈ Z},
and let Ω be the (elementary) cell of the lattice Γ:
Ω := {x ∈ Rd : x =
d∑
j=1
τjaj, −1
2
< τj <
1
2
}.
We use the notation |Ω| = measΩ. The basis b1, . . . ,bd in Rd dual to
a1, . . . ,ad is defined by the relations 〈bi,aj〉 = 2πδij . This basis generates
a lattice Γ˜ dual to the lattice Γ. Below we use the notation
r0 =
1
2
min
06=b∈Γ˜
|b|, r1 = 1
2
diamΩ.
By H˜1(Ω) we denote the subspace of all functions in H1(Ω) whose Γ-
periodic extension to Rd belongs toH1loc(R
d). If ϕ(x) is a Γ-periodic function
in Rd, we denote
ϕε(x) := ϕ(ε−1x), ε > 0.
1.2. The class of operators. In L2(R
d;Cn), consider a second order DO
Aε formally given by the differential expression
Aε = b(D)∗gε(x)b(D), ε > 0. (1.1)
Here g(x) is a measurable Hermitian (m×m)-matrix-valued function (in
general, with complex entries). We assume that g(x) is periodic with respect
to the lattice Γ, bounded and uniformly positive definite, i. e.,
c1m 6 g(x) 6 c˜1m, x ∈ Rd; 0 < c 6 c˜ <∞.
Next, b(D) is a homogeneous (m× n)-matrix first order DO with constant
coefficients:
b(D) =
d∑
l=1
blDl. (1.2)
Here bl are constant matrices (in general, with complex entries). The symbol
b(ξ) =
∑d
l=1 blξl, ξ ∈ Rd, corresponds to the operator b(D). It is assumed
that m > n and
rank b(ξ) = n, 0 6= ξ ∈ Rd. (1.3)
This condition is equivalent to the following inequalities
α01n 6 b(θ)
∗b(θ) 6 α11n, θ ∈ Sd−1, 0 < α0 6 α1 <∞, (1.4)
with some positive constants α0 and α1. From (1.4) it follows that
|bl| 6 α1/21 , l = 1, . . . , d. (1.5)
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The precise definition of the operator Aε is given in terms of the corre-
sponding quadratic form
aε[u,u] =
∫
Rd
〈gε(x)b(D)u, b(D)u〉 dx, u ∈ H1(Rd;Cn).
Under the above assumptions this form is closed in L2(R
d;Cn) and nonneg-
ative. Using the Fourier transformation and condition (1.4), it is easy to
check that
c0
∫
Rd
|Du|2 dx 6 aε[u,u] 6 c1
∫
Rd
|Du|2 dx, u ∈ H1(Rd;Cn), (1.6)
where c0 = α0‖g−1‖−1L∞ , c1 = α1‖g‖L∞ .
The simplest example of the operator (1.1) is the scalar elliptic operator
Aε = −div gε(x)∇ = D∗gε(x)D. In this case we have n = 1, m = d,
b(D) = D. Obviously, condition (1.4) is valid with α0 = α1 = 1. Another
example is the operator of elasticity theory which can be written in the
form (1.1) with n = d and m = d(d + 1)/2. These and other examples are
discussed in [BSu2] in detail.
1.3. The effective operator. In order to formulate the results, we need
to introduce the effective operator A0.
Let an (n × m)-matrix-valued function Λ(x) be the (weak) Γ-periodic
solution of the problem
b(D)∗g(x) (b(D)Λ(x) + 1m) = 0,
∫
Ω
Λ(x) dx = 0. (1.7)
In other words, for the columns vj(x), j = 1, . . . ,m, of the matrix Λ(x) the
following is true: vj ∈ H˜1(Ω;Cn), we have∫
Ω
〈g(x)(b(D)vj (x) + êj), b(D)η(x)〉 dx = 0, ∀η ∈ H˜1(Ω;Cn),
and
∫
Ω vj(x) dx = 0. Here ê1, . . . , êm is the standard orthonormal basis in
C
m.
The so-called effective matrix g0 of size m×m is defined as follows:
g0 = |Ω|−1
∫
Ω
g˜(x) dx, (1.8)
where
g˜(x) := g(x) (b(D)Λ(x) + 1m) . (1.9)
It turns out that the matrix g0 is positive definite. The effective operator
A0 for the operator (1.1) is given by the differential expression
A0 = b(D)∗g0b(D)
on the domain H2(Rd;Cn).
Below we need the following estimates for Λ(x) proved in [BSu3, (6.28)
and Subsection 7.3]:
‖DΛ‖L2(Ω) 6 |Ω|1/2m1/2α−1/20 ‖g‖1/2L∞‖g−1‖
1/2
L∞
, (1.10)
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‖Λ‖L2(Ω) 6 |Ω|1/2m1/2(2r0)−1α−1/20 ‖g‖1/2L∞‖g−1‖
1/2
L∞
. (1.11)
1.4. Properties of the effective matrix. The following properties of the
effective matrix are proved in [BSu2, Chapter 3, Theorem 1.5].
Proposition 1.1. The effective matrix satisfies the estimates
g 6 g0 6 g. (1.12)
Here
g = |Ω|−1
∫
Ω
g(x) dx, g =
(
|Ω|−1
∫
Ω
g(x)−1 dx
)−1
.
If m = n, the effective matrix g0 coincides with g.
In homogenization theory for specific DO’s, estimates (1.12) are known
as the Voight-Reuss bracketing. We distinguish the cases where one of the
inequalities in (1.12) becomes an identity. The following statements were
obtained in [BSu2, Chapter 3, Propositions 1.6 and 1.7].
Proposition 1.2. The identity g0 = g is equivalent to the relations
b(D)∗gk(x) = 0, k = 1, . . . ,m, (1.13)
where gk(x), k = 1, . . . ,m, are the columns of the matrix g(x).
Proposition 1.3. The identity g0 = g is equivalent to the relations
lk(x) = l
0
k + b(D)wk, l
0
k ∈ Cm, wk ∈ H˜1(Ω;Cn), k = 1, . . . ,m, (1.14)
where lk(x), k = 1, . . . ,m, are the columns of the matrix g(x)
−1.
Obviously, (1.12) implies the following estimates for the norms of the
matrices g0 and (g0)−1:
|g0| 6 ‖g‖L∞ , |(g0)−1| 6 ‖g−1‖L∞ . (1.15)
Note that, by (1.4) and (1.15), the symbol of the effective operator A0
satisfies the following inequality:
b(ξ)∗g0b(ξ) > c0|ξ|21n, ξ ∈ Rd, c0 = α0‖g−1‖−1∞ . (1.16)
1.5. Smoothing in Steklov’s sense. Let Sε be the operator in
L2(R
d;Cm) given by
(Sεu)(x) = |Ω|−1
∫
Ω
u(x− εz) dz (1.17)
and called the Steklov smoothing operator. Note that
‖Sε‖L2(Rd)→L2(Rd) 6 1. (1.18)
Obviously, DαSεu = SεD
αu for u ∈ Hs(Rd;Cm) and |α| 6 s. Therefore,
‖Sε‖Hs(Rd)→Hs(Rd) 6 1, s ∈ N. (1.19)
We mention some properties of the operator (1.17), see [ZhPas, Lemmas
1.1 and 1.2] or [PSu2, Propositions 3.1, 3.2].
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Proposition 1.4. For any u ∈ H1(Rd;Cm) we have
‖Sεu− u‖L2(Rd) 6 εr1‖Du‖L2(Rd), ε > 0.
Proposition 1.5. Let f(x) be a Γ-periodic function in Rd such that f ∈
L2(Ω). Let [f
ε] be the operator of multiplication by the function f ε(x). Then
the operator [f ε]Sε is continuous in L2(R
d;Cm), and
‖[f ε]Sε‖L2(Rd)→L2(Rd) 6 |Ω|−1/2‖f‖L2(Ω), ε > 0.
1.6. The results for homogenization problem in Rd. Consider the
following elliptic equation in Rd:
Aεuε + λuε = F, (1.20)
where F ∈ L2(Rd;Cn), and λ > 0 is a parameter. It is known that the
solution uε converges in L2(R
d;Cn) to the solution of the ”homogenized”
equation
A0u0 + λu0 = F, (1.21)
as ε→ 0.
Theorem 1.6. Let uε be the solution of the equation (1.20), and let u0 be
the solution of the equation (1.21). Then
‖uε − u0‖L2(Rd;Cn) 6 C1(λ)ε‖F‖L2(Rd;Cn), ε > 0,
or, in operator terms,
‖(Aε+λI)−1− (A0+λI)−1‖L2(Rd;Cn)→L2(Rd;Cn) 6 C1(λ)ε, ε > 0. (1.22)
Here C1(λ) = Cˇ1λ
−1/2, and the constant Cˇ1 depends only on the norms
‖g‖L∞ , ‖g−1‖L∞ , on the constants α0, α1 from (1.4) and the parameters of
the lattice Γ.
Proof. In [BSu2, Chapter 4, Theorem 2.1], estimate (1.22) was proved in
the case where λ = 1 for 0 < ε 6 1. We only have to explain how this
estimate is carried over to the general case.
Note that for λ = 1 and ε > 1 the left-hand side of (1.22) is obviously less
than 2, and then also less than 2ε. Therefore, we start with the estimate
‖(Aε + I)−1 − (A0 + I)−1‖L2(Rd)→L2(Rd) 6 Cˇ1ε, ε > 0. (1.23)
Here the constant Cˇ1 depends only on ‖g‖L∞ , ‖g−1‖L∞ , α0, α1, and the
parameters of the lattice Γ.
Next, by the scaling transformation, (1.23) is equivalent to the inequality
‖(A + ε2I)−1 − (A0 + ε2I)−1‖L2(Rd)→L2(Rd) 6 Cˇ1ε−1, ε > 0. (1.24)
Here A = b(D)∗g(x)b(D). Using (1.24) with ε replaced by ελ1/2 and ap-
plying the inverse transformation, we arrive at (1.22) with the constant
C1(λ) = Cˇ1λ
−1/2. •
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In order to approximate uε in H
1(Rd;Cn) it is necessary to take the first
order corrector into account. We put
Kλ(ε) = [Λ
ε]Sεb(D)(A0 + λI)−1. (1.25)
Here [Λε] is the operator of multiplication by the matrix-valued function
Λ(ε−1x), and Sε is the smoothing operator defined by (1.17). The operator
(1.25) is a continuous mapping of L2(R
d;Cn) into H1(Rd;Cn). Indeed, the
operator b(D)(A0+λI)−1 is continuous from L2(Rd;Cn) toH1(Rd;Cm). The
operator [Λε]Sε is a continuous mapping of H
1(Rd;Cm) into H1(Rd;Cn). It
can be easily checked by using Proposition 1.5 and relation Λ ∈ H˜1(Ω). We
have ε‖Kλ(ε)‖L2→H1 = O(1) for small ε. (See the proof of Theorem 1.7
below, where this is checked for λ = 1.)
”The first order approximation” to the solution uε is given by
vε = u0 + εΛ
εSεb(D)u0 = (A0 + λI)−1F+ εKλ(ε)F. (1.26)
Theorem 1.7. Let uε be the solution of the equation (1.20), and let u0
be the solution of the equation (1.21). Suppose that vε is defined by (1.26).
Then
‖uε − vε‖H1(Rd;Cn) 6 C2(λ)ε‖F‖L2(Rd;Cn), ε > 0, (1.27)
or, in operator terms,
‖(Aε+λI)−1− (A0+λI)−1− εKλ(ε)‖L2(Rd;Cn)→H1(Rd;Cn) 6 C2(λ)ε, ε > 0.
(1.28)
Here C2(λ) = Ĉ2(λ
−1/2 + 1), and the constant Ĉ2 depends only on
d,m,α0, α1, ‖g‖L∞ , ‖g−1‖L∞ , and the parameters of the lattice Γ.
Proof. In [BSu4, Theorem 10.6], a similar result was proved for λ = 1, but
with a different smoothing operator instead of Sε. In [PSu2, Theorem 3.3],
it was shown that it is possible to pass to the smoothing operator Sε, and
(1.28) was proved for λ = 1 and 0 < ε 6 1. We only have to explain how
this estimate can be carried over to the general case.
Thus, we start with the estimate
‖(Aε+I)−1−(A0+I)−1−εK1(ε)‖L2(Rd)→H1(Rd) 6 Cˇ2ε, 0 < ε 6 1. (1.29)
The constant Cˇ2 depends only on d,m,α0, α1, ‖g‖L∞ , ‖g−1‖L∞ , and the pa-
rameters of the lattice Γ.
For ε > 1 estimates are trivial: each operator under the norm sign in
(1.29) is estimated separately. From the lower inequality (1.6) it follows
that
min{c0, 1}‖(Aε + I)−1v‖2H1(Rd) 6 ((Aε + I)−1v,v)L2(Rd) 6 ‖v‖2L2(Rd)
for v ∈ L2(Rd;Cn), whence
‖(Aε + I)−1‖L2(Rd)→H1(Rd) 6 max{1, c
−1/2
0 } = max{1, α−1/20 ‖g−1‖1/2L∞}.
(1.30)
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By (1.15), the norm of (A0 + I)−1 satisfies the same estimate:
‖(A0 + I)−1‖L2(Rd)→H1(Rd) 6 max{1, c
−1/2
0 }. (1.31)
Now we estimate the (L2 → H1)-norm of the operator εK1(ε) =
ε[Λε]Sεb(D)(A0 + I)−1. Let F ∈ L2(Rd;Cn). Then, by Proposition 1.5,
‖εK1(ε)F‖L2(Rd) 6 ε|Ω|−1/2‖Λ‖L2(Ω)‖b(D)(A0 + I)−1F‖L2(Rd).
Using the Fourier transformation and (1.4), (1.16), we obtain:
‖b(D)(A0 + I)−1F‖2L2(Rd) 6
∫
Rd
|b(ξ)|2|(b(ξ)∗g0b(ξ) + 1)−1|2|F̂(ξ)|2 dξ
6 α1
∫
Rd
|ξ|2(c0|ξ|2 + 1)−2|F̂(ξ)|2 dξ 6 α1(2c0)−1‖F‖2L2(Rd).
(1.32)
Here F̂(ξ) is the Fourier image of F(x). Hence,
‖εK1(ε)F‖L2(Rd) 6 ε|Ω|−1/2‖Λ‖L2(Ω)α
1/2
1 (2c0)
−1/2‖F‖L2(Rd). (1.33)
Consider the derivatives
ε∂j(K1(ε)F) = [(∂jΛ)
ε]Sεb(D)(A0 + I)−1F+ ε[Λε]Sεb(D)∂j(A0 + I)−1F.
By Proposition 1.5, we have:
d∑
j=1
‖ε∂j(K1(ε)F)‖2L2(Rd) 6 2|Ω|−1‖DΛ‖2L2(Ω)‖b(D)(A0 + I)−1F‖2L2(Rd)
+ 2ε2|Ω|−1‖Λ‖2L2(Ω)
d∑
j=1
‖b(D)∂j(A0 + I)−1F‖2L2(Rd).
(1.34)
Similarly to (1.32),
d∑
j=1
‖b(D)∂j(A0 + I)−1F‖2L2(Rd)
6 α1
∫
Rd
|ξ|4(c0|ξ|2 + 1)−2|F̂(ξ)|2 dξ 6 α1c−20 ‖F‖2L2(Rd).
(1.35)
As a result, from (1.32), (1.34), and (1.35) it follows that
d∑
j=1
‖ε∂j(K1(ε)F)‖2L2(Rd) 6 |Ω|−1‖DΛ‖2L2(Ω)α1c
−1
0 ‖F‖2L2(Rd)
+ 2ε2|Ω|−1‖Λ‖2L2(Ω)α1c−20 ‖F‖2L2(Rd).
(1.36)
By (1.33) and (1.36),
‖εK1(ε)‖L2(Rd)→H1(Rd) 6 |Ω|−1/2α
1/2
1 c
−1/2
0 ‖DΛ‖L2(Ω)
+ ε|Ω|−1/2α1/21 ‖Λ‖L2(Ω)(2c0)−1/2(1 + 4c−10 )1/2.
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Combining this with (1.10) and (1.11), we obtain
‖εK1(ε)‖L2(Rd)→H1(Rd) 6 C3 + C4ε, ε > 0, (1.37)
where
C3 = m
1/2α
1/2
1 α
−1
0 ‖g‖1/2L∞‖g−1‖L∞ ,
C4 = 2
−3/2m1/2r−10 α
1/2
1 α
−1
0 ‖g‖1/2L∞‖g−1‖L∞
(
1 + 4α−10 ‖g−1‖L∞
)1/2
.
Relations (1.30), (1.31), and (1.37) imply that
‖(Aε + I)−1 − (A0 + I)−1 − εK1(ε)‖L2(Rd)→H1(Rd)
6 2max{1, α−1/20 ‖g−1‖1/2L∞}+ C3 + C4ε, ε > 0.
Obviously, for ε > 1 the right-hand side does not exceed C˜2ε, where C˜2 =
2max{1, α−1/20 ‖g−1‖1/2L∞}+C3 +C4. Combining this with (1.29), we obtain
estimate of the form (1.29) for all ε > 0:
‖(Aε + I)−1 − (A0 + I)−1 − εK1(ε)‖L2(Rd)→H1(Rd) 6 Ĉ2ε, ε > 0, (1.38)
where Ĉ2 = max{Cˇ2, C˜2}.
A similar approximation for the operator (Aε+λI)−1 with arbitrary λ > 0
can be easily deduced from (1.38). Indeed, (1.38) is equivalent to
‖(−∆+ I)1/2 ((Aε + I)−1 − (A0 + I)−1 − εK1(ε)) ‖L2(Rd)→L2(Rd) 6 Ĉ2ε
(1.39)
for ε > 0. By the scaling transformation, (1.39) is equivalent to
‖(−∆+ ε2I)1/2 ((A+ ε2I)−1 − (A0 + ε2I)−1 − ΛSb(D)(A0 + ε2I)−1) ‖L2→L2
6 Ĉ2, ε > 0.
(1.40)
Here S = S1 is the operator (1.17) with ε = 1. From (1.40) with ε replaced
by ελ1/2, applying the inverse transformation, we obtain:
‖(−∆+λI)1/2 ((Aε + λI)−1 − (A0 + λI)−1 − εKλ(ε)) ‖L2(Rd)→L2(Rd) 6 Ĉ2ε
for ε > 0. This implies (1.28) with C2(λ) = Ĉ2(λ
−1/2 + 1). •
Theorem 1.7 allows one to obtain approximation for the flux pε :=
gεb(D)uε in L2(R
d;Cm).
Theorem 1.8. Let uε be the solution of the equation (1.20), and let u0 be
the solution of the equation (1.21). Let pε := g
εb(D)uε. Then we have
‖pε − g˜εSεb(D)u0‖L2(Rd;Cm) 6 C5(λ)ε‖F‖L2(Rd;Cn), ε > 0. (1.41)
Here g˜(x) is the matrix (1.9), C5(λ) = C
′
5λ
−1/2+C ′′5 , and the constants C
′
5,
C ′′5 depend only on d,m,α0, α1, ‖g‖L∞ , ‖g−1‖L∞ , and the parameters of the
lattice Γ.
Proof. By (1.4) and (1.27),
‖pε − gεb(D)vε‖L2(Rd) 6 εα
1/2
1 ‖g‖L∞C2(λ)‖F‖L2(Rd), ε > 0. (1.42)
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From (1.2) and (1.26) it follows that
gεb(D)vε = g
εb(D)u0 + g
ε(b(D)Λ)εSεb(D)u0 + ε
d∑
l=1
gεblΛ
εSεb(D)Dlu0.
(1.43)
Using (1.5) and Proposition 1.5, we estimate the last term in the right-hand
side of (1.43):
ε
∥∥∥∥∥
d∑
l=1
gεblΛ
εSεb(D)Dlu0
∥∥∥∥∥
L2(Rd)
6 ε‖g‖L∞α1/21 |Ω|−1/2‖Λ‖L2(Ω)d1/2‖Db(D)u0‖L2(Rd).
(1.44)
Next, by Proposition 1.4,
‖gεb(D)u0 − gεSεb(D)u0‖L2(Rd) 6 ε‖g‖L∞r1‖Db(D)u0‖L2(Rd). (1.45)
By (1.9), we have
gεSεb(D)u0 + g
ε(b(D)Λ)εSεb(D)u0 = g˜
εSεb(D)u0. (1.46)
Combining (1.43)–(1.46) and (1.11), we arrive at
‖gεb(D)vε − g˜εSεb(D)u0‖L2(Rd) 6 C6ε‖Db(D)u0‖L2(Rd), ε > 0, (1.47)
where C6 = (dm)
1/2(2r0)
−1α
1/2
1 α
−1/2
0 ‖g‖3/2L∞‖g−1‖
1/2
L∞
+ r1‖g‖L∞ .
Similarly to (1.35),
‖Db(D)u0‖2L2(Rd) 6 α1
∫
Rd
|ξ|4(c0|ξ|2 + λ)−2|F̂(ξ)|2 dξ 6 α1c−20 ‖F‖2L2(Rd).
(1.48)
Combining (1.42) and (1.47), (1.48), we obtain (1.41) with the constant
C5(λ) = C
′
5λ
−1/2 + C ′′5 , where C
′
5 = Ĉ2α
1/2
1 ‖g‖L∞ , C ′′5 = Ĉ2α1/21 ‖g‖L∞ +
C6α
1/2
1 α
−1
0 ‖g−1‖L∞ . •
Now we distinguish the case where the corrector is equal to zero. Next
statement follows from Theorem 1.7, Proposition 1.2, and equation (1.7).
Proposition 1.9. Let uε be the solution of the equation (1.20), and let u0
be the solution of the equation (1.21). If g0 = g, i. e., relations (1.13) are
satisfied, then Λ = 0, Kλ(ε) = 0, and we have
‖uε − u0‖H1(Rd;Cn) 6 C2(λ)ε‖F‖L2(Rd), ε > 0.
1.7. The results for homogenization problem in Rd in the case
where Λ ∈ L∞. It turns out that under some additional assumptions on
the solution of the problem (1.7) the smoothing operator Sε in (1.25) can
be removed (replaced by the identity operator). We impose the following
condition.
Condition 1.10. Suppose that the Γ-periodic solution Λ(x) of the problem
(1.7) is bounded : Λ ∈ L∞.
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We need the following multiplicative property of Λ, see [PSu2, Corollary
2.4].
Proposition 1.11. Under Condition 1.10 for any function u ∈ H1(Rd) and
ε > 0 we have∫
Rd
|(DΛ)ε(x)|2|u|2 dx 6 β1‖u‖2L2(Rd) + β2‖Λ‖2L∞ε2
∫
Rd
|Du|2dx.
The constants β1, β2 are given by
β1 = 16mα
−1
0 ‖g‖L∞‖g−1‖L∞ ,
β2 = 2(1 + 2dα
−1
0 α1 + 20dα
−1
0 α1‖g‖L∞‖g−1‖L∞).
We put
K0λ(ε) = [Λ
ε]b(D)(A0 + λI)−1.
By Proposition 1.11, it is easily seen that under Condition 1.10 the operator
K0λ(ε) is a continuous mapping of L2(R
d;Cn) to H1(Rd;Cn). Instead of
(1.26), consider another first order approximation of uε:
vˇε = u0 + εΛ
εb(D)u0 = (A0 + λI)−1F+ εK0λ(ε)F. (1.49)
Theorem 1.12. Suppose that Condition 1.10 is satisfied. Let uε be the
solution of the equation (1.20), and let u0 be the solution of the equation
(1.21). Let vˇε be defined by (1.49). Then
‖uε − vˇε‖H1(Rd;Cn) 6 C7(λ)ε‖F‖L2(Rd;Cn), ε > 0, (1.50)
or, in operator terms,
‖(Aε+λI)−1− (A0+λI)−1− εK0λ(ε)‖L2(Rd;Cn)→H1(Rd;Cn) 6 C7(λ)ε, ε > 0.
For the flux pε = g
εb(D)uε we have
‖pε − g˜εb(D)u0‖L2(Rd;Cm) 6 C8(λ)ε‖F‖L2(Rd;Cn), ε > 0, (1.51)
where g˜(x) is the matrix (1.9), C7(λ) = C
′
7λ
−1/2 + C ′′7 , C8(λ) =
C ′8λ
−1/2 + C ′′8 , and the constants C
′
7, C
′′
7 , C
′
8, C
′′
8 depend only on
d,m,α0, α1, ‖g‖L∞ , ‖g−1‖L∞ , the parameters of the lattice Γ, and the norm
‖Λ‖L∞ .
Proof. For the proof of (1.50) we need to estimate the H1-norm of the
function εΛε(I−Sε)b(D)u0. We start with the L2-norm. By Condition 1.10
and (1.18),
ε‖Λε(I − Sε)b(D)u0‖L2(Rd) 6 2ε‖Λ‖L∞‖b(D)u0‖L2(Rd). (1.52)
Consider the derivatives
∂l(εΛ
ε(I − Sε)b(D)u0) = (∂lΛ)ε(I − Sε)b(D)u0 + εΛε(I − Sε)b(D)∂lu0.
(1.53)
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The second term in the right-hand side of (1.53) is estimated with the help
of Condition 1.10 and (1.18):
d∑
l=1
‖εΛε(I − Sε)b(D)∂lu0‖2L2(Rd) 6 4ε2‖Λ‖2L∞‖Db(D)u0‖2L2(Rd). (1.54)
Using Proposition 1.11, we estimate the first term in the right-hand side of
(1.53):
d∑
l=1
‖(∂lΛ)ε(I − Sε)b(D)u0‖2L2(Rd)
6 β1‖(I − Sε)b(D)u0‖2L2(Rd) + β2ε2‖Λ‖2L∞
d∑
l=1
‖(I − Sε)b(D)Dlu0‖2L2(Rd).
(1.55)
By Proposition 1.4,
‖(I − Sε)b(D)u0‖L2(Rd) 6 εr1‖Db(D)u0‖. (1.56)
Now from (1.55), (1.56), and (1.18) it follows that
d∑
l=1
‖(∂lΛ)ε(I−Sε)b(D)u0‖2L2(Rd) 6 ε2
(
β1r
2
1 + 4β2‖Λ‖2L∞
) ‖Db(D)u0‖2L2(Rd).
(1.57)
As a result, combining (1.53), (1.54), and (1.57), we arrive at
d∑
l=1
‖∂l(εΛε(I − Sε)b(D)u0)‖2L2(Rd)
6 2ε2
(
4(1 + β2)‖Λ‖2L∞ + β1r21
) ‖Db(D)u0‖2L2(Rd).
(1.58)
Similarly to (1.32), we have
‖b(D)u0‖2L2(Rd) 6 α1
∫
Rd
|ξ|2(c0|ξ|2+λ)−2|F̂(ξ)|2 dξ 6 α1(2λc0)−1‖F‖2L2(Rd).
Together with (1.52), (1.58), and (1.48) this yields
‖εΛε(I − Sε)b(D)u0‖H1(Rd) 6 C9(λ)ε‖F‖L2(Rd), (1.59)
where C9(λ) = C
′
9λ
−1/2 + C ′′9 , C
′
9 =
√
2‖Λ‖L∞α1/21 α−1/20 ‖g−1‖1/2L∞ ,
C ′′9 =
√
2α
1/2
1 α
−1
0 ‖g−1‖L∞
(
2(1 + β2)
1/2‖Λ‖L∞ + β1/21 r1
)
.
As a result, the desired estimate (1.50) follows from (1.26), (1.27), (1.49),
and (1.59); the constant C7(λ) is given by C7(λ) = C
′
7λ
−1/2 + C ′′7 , where
C ′7 = Ĉ2 + C
′
9, C
′′
7 = Ĉ2 + C
′′
9 .
To prove (1.51), note that from (1.50) and (1.4) it follows that
‖pε − gεb(D)vˇε‖L2(Rd) 6 εC7(λ)‖g‖L∞α
1/2
1 ‖F‖L2(Rd). (1.60)
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Next, by (1.2), (1.9), and (1.49)
gεb(D)vˇε = g˜
εb(D)u0 + ε
d∑
l=1
gεblΛ
εb(D)Dlu0. (1.61)
The last term in the right-hand side of (1.61) is estimated with the help of
(1.5), (1.48), and Condition 1.10:∥∥∥∥∥ε
d∑
l=1
gεblΛ
εb(D)Dlu0
∥∥∥∥∥
L2(Rd)
6 ε‖g‖L∞‖Λ‖L∞α1c−10 d1/2‖F‖L2(Rd). (1.62)
Now relations (1.60)–(1.62) imply (1.51) with the constant C8(λ) =
C ′8λ
−1/2 + C ′′8 , where C
′
8 = C
′
7‖g‖L∞α1/21 ,
C ′′8 = C
′′
7 ‖g‖L∞α1/21 + d1/2‖Λ‖L∞α1α−10 ‖g‖L∞‖g−1‖L∞ . •
In some cases Condition 1.10 is valid automatically. Next statement was
proved in [BSu4, Lemma 8.7].
Proposition 1.13. Condition 1.10 is a fortiori valid if at least one of the
following assumptions is fulfilled :
1◦. d 6 2;
2◦. d > 1 and Aε = D∗gε(x)D, where g(x) has real entries;
3◦. dimension is arbitrary, and g0 = g, i. e., relations (1.14) are satisfied.
Note that Condition 1.10 is also ensured if g(x) is smooth enough.
We distinguish the special case where g0 = g. In this case the matrix
(1.9) is constant: g˜(x) = g0 = g; moreover, Condition 1.10 is satisfied.
Applying the statement of Theorem 1.12 concerning the fluxes, we arrive at
the following statement.
Proposition 1.14. Suppose that uε is the solution of the equation (1.20),
u0 is the solution of the equation (1.21), and pε = g
εb(D)uε. Let g
0 = g,
i. e., relations (1.14) are satisfied. Then we have
‖pε − g0b(D)u0‖L2(Rd;Cm) 6 C8(λ)ε‖F‖L2(Rd;Cn), ε > 0.
§2. The Neumann problem in a bounded domain: preliminaries
2.1. Coercivity. Let O ⊂ Rd be a bounded domain with the boundary
of class C1,1. We impose an additional condition on the symbol b(ξ) =∑d
l=1 blξl for ξ ∈ Cd.
Condition 2.1. The matrix-valued function b(ξ), ξ ∈ Cd, is such that
rank b(ξ) = n, 0 6= ξ ∈ Cd. (2.1)
Note that Condition 2.1 is more restrictive than (1.3). According to
[Ne] (see Theorem 7.8 in §3.7), Condition 2.1 is necessary and sufficient for
coercivity of the form ‖b(D)u‖2L2(O) on H1(O;Cn) (moreover, this is true in
any bounded domain O with the Lipschitz boundary).
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Proposition 2.2. [Ne] Condition 2.1 is necessary and sufficient for exis-
tence of constants C1 > 0 and C2 > 0 such that the Ga¨rding type inequality
‖b(D)u‖2L2(O) + C2‖u‖2L2(O) > C1‖Du‖2L2(O), u ∈ H1(O;Cn), (2.2)
is satisfied.
Remark 2.3. The constants C1 and C2 depend on the matrix b(ξ) and the
domain O, but in general case it is difficult to control these constants ex-
plicitly. However, often for particular operators they are known. Therefore,
in what follows we indicate the dependence of other constants on C1 and C2.
In what follows, we assume that Condition 2.1 is satisfied.
2.2. Statement of the problem. In L2(O;Cn), consider the operator
AN,ε formally given by the differential expression b(D)∗gε(x)b(D) with the
Neumann condition on ∂O. The precise definition of AN,ε is given in terms
of the quadratic form
aN,ε[u,u] :=
∫
O
〈gε(x)b(D)u, b(D)u〉 dx, u ∈ H1(O;Cn). (2.3)
By (1.2) and (1.5),
aN,ε[u,u] 6 dα1‖g‖L∞‖Du‖2L2(O), u ∈ H1(O;Cn). (2.4)
From (2.2) it follows that
aN,ε[u,u] > ‖g−1‖−1L∞
(
C1‖Du‖2L2(O) − C2‖u‖2L2(O)
)
, u ∈ H1(O;Cn).
(2.5)
By (2.4) and (2.5), the form (2.3) is closed and lower semibounded. By
definition, AN,ε is the selfadjoint operator in L2(O;Cn) generated by the
quadratic form (2.3).
Let λ > 0 be a parameter subject to the following restriction:
λ > C2‖g−1‖−1L∞ . (2.6)
Then (2.5) implies that
aN,ε[u,u] + λ‖u‖2L2(O) > cλ‖u‖2H1(O), u ∈ H1(O;Cn),
cλ := min{C1‖g−1‖−1L∞ , λ− C2‖g−1‖−1L∞}.
(2.7)
Hence, the operator AN,ε + λI is positive definite.
Our goal is to approximate the inverse operator (AN,ε + λI)−1 for small
ε in the operator norm in L2(O;Cn) and in the norm of operators acting
from L2(O;Cn) to H1(O;Cn). In terms of solutions, we are interested in
the behavior of the generalized solution uε ∈ H1(O;Cn) of the Neumann
problem
b(D)∗gε(x)b(D)uε(x) + λuε(x) = F(x), x ∈ O; ∂ενuε|∂O = 0, (2.8)
where F ∈ L2(O;Cn). Then uε = (AN,ε + λI)−1F.
Here the notation ∂εν for the ”conormal derivative” was used. Let ν(x) =∑d
j=1 νj(x)ej be the unit outer normal vector to ∂O at the point x ∈ ∂O.
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Here e1, . . . , ed is the standard orthonormal basis in R
d. Introduce the
matrix b∗(ν(x)) =
∑d
l=1 b
∗
l νl(x). Then formally the conormal derivative is
given by
∂ενu(x) := b
∗(ν(x))gε(x)b(∂)u(x) =
d∑
l,j=1
b∗l g
ε(x)bjνl(x)∂ju(x), x ∈ ∂O.
Note that, under our assumptions, (2.8) has formal sense. By definition,
we say that uε ∈ H1(O;Cn) is the generalized solution of the problem (2.8)
if uε satisfies the following integral identity∫
O
(〈gεb(D)uε, b(D)η〉+ λ〈uε,η〉) dx =
∫
O
〈F,η〉 dx, ∀η ∈ H1(O;Cn).
(2.9)
Taking (2.4) and (2.7) into account, we can view the form aN,ε[u,η] +
λ(u,η)L2(O) as a (new) inner product in H
1(O;Cn). The right-hand side of
(2.9) is an antilinear continuous functional of η ∈ H1(O;Cn). By the Riss
theorem, there exists unique solution uε; by (2.7), it satisfies the estimate
‖uε‖H1(O) 6 c−1λ ‖F‖L2(O). (2.10)
In operator terms, (2.10) means that
‖(AN,ε + λI)−1‖L2(O)→H1(O) 6 c−1λ . (2.11)
2.3. The trace and extension operators. It is well known that, under
our assumption on the domain O (that the boundary is of class C1,1), the
trace operator γ taking a function u in O into its trace on the boundary ∂O
is defined correctly as a linear continuous operator
γ : Hs(O;Cn)→ Hs−1/2(O;Cn), s = 1, 2. (2.12)
Herewith,
‖γ‖H1(O)→H1/2(∂O) 6 ĉ1,
‖γ‖H2(O)→H3/2(∂O) 6 ĉ2,
(2.13)
where the constants ĉ1 and ĉ2 depend only on the domain O.
There exists a linear continuous extension operator taking a function at
the boundary into its extension to the domain O (this is the right inverse
to the operator (2.12)). Obviously, such an operator is not unique. It
is convenient to choose this operator in the following way. Consider the
Dirichlet problem
−∆u+ u = 0 in O, u|∂O = ϕ, (2.14)
where ϕ ∈ H1/2(∂O;Cn). It is well known that there exists a unique solution
u ∈ H1(O;Cn), and it satisfies the estimate ‖u‖H1(O) 6 c˜1‖ϕ‖H1/2(∂O). The
constant c˜1 depends only on the domain O. Denote by T the operator taking
a function ϕ into the solution u of the problem (2.14): u = Tϕ. Then
T : H1/2(∂O;Cn)→ H1(O;Cn) (2.15)
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is a linear continuous operator, T is the right inverse of the operator (2.12)
(with s = 1), and
‖T‖H1/2(∂O)→H1(O) 6 c˜1. (2.16)
By the theorem about regularity of solutions (see, e. g., [McL, Chapter
4]), if ϕ ∈ H3/2(∂O;Cn), then u ∈ H2(O;Cn) and the operator
T : H3/2(∂O;Cn)→ H2(O;Cn) (2.17)
is continuous. Its norm satisfies the estimate
‖T‖H3/2(∂O)→H2(O) 6 c˜2, (2.18)
where the constant c˜2 depends only on the domain O. The operator (2.17)
is the right inverse of the operator (2.12) with s = 2.
2.4. Definition of the conormal derivative. The Neumann problem
for the homogeneous equation. We need to give the precise definition of
the conormal derivative (corresponding to the operator Aε). The conormal
derivative ∂ενf is defined as an element of H
−1/2(∂O;Cn), definition is based
on the Green formula, in which the function f ∈ H1(O;Cn) and the right-
hand side of the equation are given. For our purposes, it suffices to give the
definition of the conormal derivative for a function f ∈ H1(O;Cn) in the
case where Aεf belongs to L2(O;Cn).
Thus, let f ∈ H1(O;Cn) and Φε ∈ L2(O;Cn) be such that Aεf = Φε
inside O, which is understood as the integral identity∫
O
〈gεb(D)f , b(D)η〉 dx =
∫
O
〈Φε,η〉 dx, ∀η ∈ H10 (O;Cn). (2.19)
Let lε[ϕ] be the following antilinear functional of ϕ ∈ H1/2(∂O;Cn):
lε[ϕ] =
∫
O
〈gεb(D)f , b(D)u〉 dx −
∫
O
〈Φε,u〉 dx, (2.20)
where u ∈ H1(O;Cn) is a function such that γu = ϕ. By (2.19), the right-
hand side of (2.20) does not depend on the choice of an extension u of the
function ϕ; therefore, definition of the functional (2.20) is correct. It is
convenient to put u = Tϕ, where the operator T is defined in Subsection
2.3. Then, by (1.2), (1.5), and (2.16), the functional (2.20) is continuous:
|lε[ϕ]| 6 ‖Φε‖L2(O)‖u‖L2(O) + α1d‖g‖L∞‖Df‖L2(O)‖Du‖L2(O)
6 c˜1
(‖Φε‖L2(O) + α1d‖g‖L∞‖f‖H1(O)) ‖ϕ‖H1/2(∂O). (2.21)
Recall that the space H−1/2(∂O;Cn) is dual to H1/2(∂O;Cn) with re-
spect to the L2(∂O;Cn)-duality. It is common to write the meaning of
the functional ψ ∈ H−1/2(∂O;Cn) on the element ϕ ∈ H1/2(∂O;Cn) as
(ψ,ϕ)L2(∂O) (which is extension of the inner product in L2(∂O;Cn) for the
pairs in H−1/2(∂O;Cn)×H1/2(∂O;Cn)). Herewith,
‖ψ‖H−1/2(∂O) = sup
06=ϕ∈H1/2(∂O)
|(ψ,ϕ)L2(∂O)|
‖ϕ‖H1/2(∂O)
. (2.22)
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For the antilinear continuous functional lε[ϕ] on H
1/2(∂O;Cn) defined by
(2.20) there exists a unique element ψε ∈ H−1/2(∂O;Cn) such that
lε[ϕ] = (ψε,ϕ)L2(∂O), ϕ ∈ H1/2(∂O;Cn). (2.23)
By definition, we say that ψε is the conormal derivative of a function f and
write ψε = ∂
ε
νf . From (2.21)–(2.23) it follows that
‖∂ενf‖H−1/2(∂O) 6 c˜1
(‖Φε‖L2(O) + α1d‖g‖L∞‖f‖H1(O)) .
Now we discuss the statement of the Neumann problem for the ho-
mogeneous equation with the nonhomogeneous boundary condition. Let
ψ ∈ H−1/2(∂O;Cn). Consider the generalized solution rε of the problem
Aεrε + λrε = 0 in O; ∂ενrε = ψ on ∂O. (2.24)
By definition, the generalized solution of the problem (2.24) is an element
rε ∈ H1(O;Cn) satisfying the identity∫
O
(〈gεb(D)rε, b(D)η〉+ λ〈rε,η〉) dx = (ψ, γη)L2(∂O), ∀η ∈ H1(O;Cn).
(2.25)
The following statement is checked in a standard way.
Proposition 2.4. Let ψ ∈ H−1/2(∂O;Cn). Then the generalized solution
rε ∈ H1(O;Cn) of the problem (2.24) exists, it is unique and satisfies the
estimate
‖rε‖H1(O;Cn) 6 c−1λ ĉ1‖ψ‖H−1/2(∂O;Cn), (2.26)
where the constant cλ is defined by (2.7), and ĉ1 by (2.13).
Proof. As has been already mentioned, the form in the left-hand side of
(2.25) can be viewed as an inner product in H1(O;Cn). By (2.13) and
(2.22), the right-hand side of (2.25) is an antilinear continuous functional of
η ∈ H1(O;Cn), and we have
|(ψ, γη)L2(O)| 6 ĉ1‖ψ‖H−1/2(∂O)‖η‖H1(O), η ∈ H1(O;Cn).
Then, by the Riss theorem, the solution rε exists and is unique. By (2.7),
it satisfies the estimate (2.26). •
2.5. The ”homogenized” problem. In L2(O;Cn), consider the selfad-
joint operator A0N generated by the quadratic form
a0N [u,u] =
∫
O
〈
g0b(D)u, b(D)u
〉
dx, u ∈ H1(O;Cn). (2.27)
Here g0 is the effective matrix defined by (1.8). By (1.15), estimates (2.4),
(2.5) remain true for the form (2.27).
Suppose that λ still satisfies (2.6). Let u0 ∈ H1(O;Cn) be the generalized
solution of the Neumann problem
b(D)∗g0b(D)u0(x) + λu0(x) = F(x), x ∈ O; ∂0νu0|∂O = 0, (2.28)
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where F ∈ L2(O;Cn). Then u0 = (A0N + λI)−1F. Here the formal differen-
tial expression for the conormal derivative (corresponding to A0) is of the
form
∂0νu(x) = b
∗(ν(x))g0b(∂)u(x) =
d∑
l,j=1
b∗l g
0bjνl(x)∂ju(x), x ∈ ∂O. (2.29)
We say that u0 ∈ H1(O;Cn) is the generalized solution of the problem
(2.28) if it satisfies the integral identity∫
O
(〈g0b(D)u0, b(D)η〉+ λ〈u0,η〉) dx = ∫
O
〈F,η〉 dx, ∀η ∈ H1(O;Cn).
(2.30)
The solution exists, it is unique and satisfies the estimate
‖u0‖H1(O) 6 c−1λ ‖F‖L2(O). (2.31)
In operator terms, (2.31) means that
‖(A0N + λI)−1‖L2(O)→H1(O) 6 c−1λ . (2.32)
By the condition ∂O ∈ C1,1, the solution u0 of the problem (2.28) satisfies
u0 ∈ H2(O;Cn) and
‖u0‖H2(O;Cn) 6 Ĉλ‖F‖L2(O;Cn). (2.33)
Here the constant Ĉλ depends only on the constants C1 and C2 from (2.2), on
α0, α1, ‖g‖L∞ , ‖g−1‖L∞ , λ, and the domain O. To justify this fact, we note
that the operator b(D)∗g0b(D) is a strongly elliptic matrix operator with
constant coefficients and refer to the theorems about regularity of solutions
for strongly elliptic systems (see, e. g., [McL, Chapter 4]).
From what was said it follows that the left-hand side of (2.28) belongs
to L2(O;Cn); equation is valid almost everywhere in O. The conormal
derivative ∂0νu0 is defined correctly by (2.29) as an element of H
1/2(∂O;Cn);
the boundary condition in (2.28) can be understood in the sense of the trace
theorem. Estimate (2.33) can be written as
‖(A0N + λI)−1‖L2(O;Cn)→H2(O;Cn) 6 Ĉλ. (2.34)
In what follows, it is shown that the solution uε of the problem (2.8)
converges in L2(O;Cn) to the solution u0 of the homogenized problem (2.28),
as ε→ 0. We will estimate the error term ‖uε−u0‖L2(O). Also, we will find
approximation of uε in H
1(O;Cn).
§3. Auxiliary statements
This section contains various auxiliary statements needed below.
3.1. Next statement is a version of the traditional lemma used in homoge-
nization theory (see, e. g., [ZhKO, Chapter 1, §1]).
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Lemma 3.1. Let fl(x), l = 1, . . . , d, be Γ-periodic (n ×m)-matrix-valued
functions in Rd such that
fl ∈ L2(Ω),
∫
Ω
fl(x) dx = 0, l = 1, . . . , d;
d∑
l=1
Dlfl(x) = 0, (3.1)
where the last equation is understood in the distribution sense. There exist
Γ-periodic (n × m)-matrix-valued functions Mlj(x) in Rd, l, j = 1, . . . , d,
such that
Mlj ∈ H˜1(Ω),
∫
Ω
Mlj(x) dx = 0, Mlj(x) = −Mjl(x), l, j = 1, . . . , d,
(3.2)
fl(x) =
d∑
j=1
∂jMlj(x), l = 1, . . . , d. (3.3)
We have
‖Mlj‖L2(Ω) 6 (2r0)−1
(‖fl‖L2(Ω) + ‖fj‖L2(Ω)) , l, j = 1, . . . , d. (3.4)
Proof. Let Φl(x), l = 1, . . . , d, be Γ-periodic (n ×m)-matrix-valued func-
tions in Rd such that
∆Φl(x) = fl(x),
∫
Ω
Φl(x) dx = 0, l = 1, . . . , d. (3.5)
The solvability condition fl = 0 for the equation in (3.5) is satisfied. The
solution Φl exists, it is unique, and Φl ∈ H˜2(Ω), since fl ∈ L2(Ω). We put
Mlj(x) := ∂jΦl(x)− ∂lΦj(x), l, j = 1, . . . , d. (3.6)
Then Mlj ∈ H˜1(Ω), Mlj = 0, and Mlj(x) = −Mjl(x). We have
d∑
j=1
∂jMlj(x) =
d∑
j=1
(∂2jΦl(x)− ∂j∂lΦj(x)) = ∆Φl(x) − ∂l
 d∑
j=1
∂jΦj(x)
 .
(3.7)
Note that, by (3.1) and (3.5),
0 =
d∑
j=1
∂jfj(x) =
d∑
j=1
∂j∆Φj(x) = ∆
 d∑
j=1
∂jΦj(x)
 .
Thus,
∑d
j=1 ∂jΦj is a periodic harmonic function with zero mean value.
Hence,
∑d
j=1 ∂jΦj = 0. Now from (3.5) and (3.7) it follows that fl(x) =∑d
j=1 ∂jMlj(x). Relations (3.2) and (3.3) are proved.
It remains to check estimate (3.4). Using (3.5), it is easily seen that Φl
satisfies the estimate
‖DΦl‖2L2(Ω) 6 ‖fl‖L2(Ω)‖Φl‖L2(Ω).
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Note that for any Γ-periodic function ϕ ∈ H˜1(Ω) with zero mean value we
have ‖ϕ‖L2(Ω) 6 (2r0)−1‖Dϕ‖L2(Ω). Hence,
‖DΦl‖L2(Ω) 6 (2r0)−1‖fl‖L2(Ω), l = 1, . . . , d.
Together with (3.6) this implies (3.4). •
3.2. Estimates for integrals over the neighborhood of the bound-
ary. The following statement is rather standard (see [PSu2, Lemma 5.1]).
Lemma 3.2. Let O ⊂ Rd be a bounded domain with the boundary of class
C1. Denote Bε = {x ∈ O : dist {x, ∂O} < ε}. Suppose that the number
ε0 ∈ (0, 1] is such that Bε0 can be covered by a finite number of open sets
admitting diffeomorphisms of class C1 rectifying the boundary ∂O. Then
for any function u ∈ H1(O) we have∫
Bε
|u|2dx 6 βε‖u‖H1(O)‖u‖L2(O), 0 < ε 6 ε0.
The constant β = β(O) depends only on the domain O.
The following statement is an analog of Lemma 2.6 from [ZhPas]; in the
present form it was proved in [PSu2, Lemma 5.3].
Lemma 3.3. Let O ⊂ Rd be a bounded domain with the boundary of class
C1. Denote (∂O)ε =
{
x ∈ Rd : dist {x, ∂O} < ε}. Suppose that the number
ε0 ∈ (0, 1] is such that (∂O)ε0 can be covered by a finite number of open sets
admitting diffeomorphisms of class C1 rectifying the boundary ∂O. Let Sε
be the operator (1.17). Let f(x) be a Γ-periodic function in Rd such that
f ∈ L2(Ω). Then for any function u ∈ H1(Rd;Cm) we have∫
(∂O)ε
|f ε|2|Sεu|2 dx 6 β∗ε|Ω|−1‖f‖2L2(Ω)‖u‖H1(Rd;Cm)‖u‖L2(Rd;Cm),
0 < ε 6 ε1,
where ε1 = ε0(1 + r1)
−1, β∗ = β
0(1 + r1), the constant β
0 depends only on
the domain O, and 2r1 = diamΩ.
In what follows, the number ε0 is chosen as in Lemma 3.3. Then ε0 also
satisfies the assumptions of Lemma 3.2.
3.3. The Dirichlet problem. We need the properties of solutions of the
Dirichlet problem for the equation −∆s + s = f in the domain O. Recall
that the space H−1(O;Cn) is defined as the space dual to H10 (O;Cn) with
respect to the L2(O;Cn)-duality. If f ∈ H−1(O;Cn) and η ∈ H10 (O;Cn),
the symbol (f ,η)L2(O) is understood as the meaning of the functional f on
the element η. Herewith,
|(f ,η)L2(O)| 6 ‖f‖H−1(O)‖η‖H1(O). (3.8)
The following lemma is checked in a standard way.
Lemma 3.4. Let f ∈ H−1(O;Cn), and let s ∈ H10 (O;Cn) be the generalized
solution of the Dirichlet problem
−∆s+ s = f in O, s|∂O = 0. (3.9)
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Then the following ”energy estimate” is valid :
‖s‖H1(O) 6 ‖f‖H−1(O). (3.10)
Proof. By definition of the generalized solution of the problem (3.9), we
have∫
O
(
d∑
l=1
〈Dls,Dlη〉+ 〈s,η〉
)
dx =
∫
O
〈f ,η〉 dx, ∀η ∈ H10 (O;Cn). (3.11)
Substituting η = s in (3.11) and using (3.8), we obtain (3.10). •
Next statement concerns the Dirichlet problem for the homogeneous equa-
tion; it is deduced from Lemma 3.4.
Lemma 3.5. Let φ ∈ H1(O;Cn), and let h ∈ H1(O;Cn) be the solution of
the problem
−∆h+ h = 0 in O; h|∂O = φ|∂O. (3.12)
Then we have
‖h‖H1(O) 6 2‖φ‖H1(O). (3.13)
Proof. By (3.12), the function h − φ ∈ H10 (O;Cn) is the solution of the
problem
(−∆+ I)(h −φ) = f in O; (h− φ)|∂O = 0,
where f = −(−∆+ I)φ. Since (f ,η)L2(O) = −(φ,η)H1(O), η ∈ H10 (O;Cn),
then f ∈ H−1(O;Cn), and we have
‖f‖H−1(O) = sup
06=η∈H1
0
(O)
|(φ,η)H1(O)|
‖η‖H1(O)
= ‖φ‖H1(O). (3.14)
By Lemma 3.4 and (3.14),
‖h− φ‖H1(O) 6 ‖f‖H−1(O) = ‖φ‖H1(O).
This implies (3.13). •
§4. Homogenization of the Neumann problem: main results
4.1. Formulations of the main results. Now we formulate main results
of the paper. We start with approximation of the operator (AN,ε + λI)−1
in the L2-operator norm for small ε.
Theorem 4.1. Suppose that O ⊂ Rd is a bounded domain with the boundary
of class C1,1, and the matrix g(x) and DO b(D) satisfy the assumptions of
Subsection 1.2. Suppose that Condition 2.1 is satisfied. Let λ be subject to
the restriction (2.6). Let uε be the solution of the problem (2.8), and let u0
be the solution of the problem (2.28) with F ∈ L2(O;Cn). Then there exists
a number ε1 ∈ (0, 1] depending on the domain O and the lattice Γ such that
‖uε − u0‖L2(O;Cn) 6 C0(λ)ε‖F‖L2(O;Cn), 0 < ε 6 ε1, (4.1)
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or, in operator terms,
‖(AN,ε + λI)−1 − (A0N + λI)−1‖L2(O;Cn)→L2(O;Cn) 6 C0(λ)ε, 0 < ε 6 ε1.
(4.2)
The constant C0(λ) depends on m, d, α0, α1, ‖g‖L∞ , ‖g−1‖L∞ , λ, the pa-
rameters of the lattice Γ, the constants C1 and C2 from the inequality (2.2),
and the domain O.
Our second result concerns approximation of the resolvent of AN,ε in
the norm of operators acting from L2(O;Cn) to H1(O;Cn). In order to
formulate this result, it is necessary to introduce the corrector.
We fix a linear continuous extension operator
PO : H
2(O;Cn)→ H2(Rd;Cn), (4.3)
and put u˜0 = POu0. Then
‖u˜0‖H2(Rd;Cn) 6 CO‖u0‖H2(O;Cn), (4.4)
where CO is the norm of the operator (4.3).
Let Sε be the smoothing Steklov operator defined by (1.17). By RO we
denote the operator of restriction of functions in Rd onto the domain O.
The corrector for the Neumann problem is given by
KN,λ(ε) = RO[Λ
ε]Sεb(D)PO(A0N + λI)−1. (4.5)
The operator b(D)PO(A0N + λI)−1 is a continuous mapping of L2(O;Cn)
to H1(Rd;Cm). As was mentioned in Subsection 1.6, the operator [Λε]Sε
is continuous from H1(Rd;Cm) to H1(Rd;Cn). Hence, the operator (4.5) is
continuous from L2(O;Cn) to H1(O;Cn).
The first order approximation to the solution uε is given by
vε = (A0N + λI)−1F+ εKN,λ(ε)F. (4.6)
Consider the following function in Rd:
v˜ε = u˜0 + εΛ
εSε(b(D)u˜0) = u˜0 + εKλ(ε)u˜0, (4.7)
Here Kλ(ε) is the operator (1.25). Then
vε = v˜ε|O. (4.8)
Theorem 4.2. Suppose that the assumptions of Theorem 4.1 are satisfied.
Let vε be the function defined by (4.5), (4.6). Then there exists a number
ε1 ∈ (0, 1] depending on the domain O and the lattice Γ such that
‖uε − vε‖H1(O;Cn) 6 C(λ)ε1/2‖F‖L2(O;Cn), 0 < ε 6 ε1, (4.9)
or, in operator terms,
‖(AN,ε + λI)−1 − (A0N + λI)−1 − εKN,λ(ε)‖L2(O;Cn)→H1(O;Cn) 6 C(λ)ε1/2.
(4.10)
For the flux pε := g
εb(D)uε we have
‖pε − g˜εSεb(D)u˜0‖L2(O;Cm) 6 C′(λ)ε1/2‖F‖L2(O;Cn), 0 < ε 6 ε1, (4.11)
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where g˜(x) is the matrix (1.9). The constants C(λ) and C′(λ) depend on m,
d, α0, α1, ‖g‖L∞ , ‖g−1‖L∞ , λ, the parameters of the lattice Γ, the constants
C1 and C2 from the inequality (2.2), and the domain O.
Now we distinguish the case where the corrector is equal to zero. Next
statement follows from Theorem 4.2 and Proposition 1.2.
Proposition 4.3. Let uε be the solution of the problem (2.8), and let u0
be the solution of the problem (2.28). If g0 = g, i. e., relations (1.13) are
satisfied, then Λ = 0, KN,λ(ε) = 0, and we have
‖uε − u0‖H1(O;Cn) 6 C(λ)ε1/2‖F‖L2(O;Cn), 0 < ε 6 ε1.
4.2. The first part of the proof: introduction of the boundary layer
correction term. The proof of Theorems 4.1 and 4.2 relies on application
of the results for the homogenization problem in Rd (Theorems 1.6, 1.7, 1.8)
and on estimation of the boundary layer correction term.
Consider the function u˜0 = POu0 ∈ H2(Rd;Cn). Clearly,
F˜ := A0u˜0 + u˜0 ∈ L2(Rd;Cn).
Herewith, F˜|O = F. Using the Fourier transformation and (1.4), (1.15), we
obtain
‖F˜‖2L2(Rd) =
∫
Rd
∣∣(b(ξ)∗g0b(ξ) + 1)û0(ξ)∣∣2 dξ
6
∫
Rd
(α1|g0||ξ|2 + 1)2|û0(ξ)|2 dξ 6 (max {α1‖g‖L∞ , 1})2 ‖u˜0‖2H2(Rd).
(4.12)
Here û0(ξ) is the Fourier-image of the function u˜0(x). Combining (4.12)
and (4.4), (2.33), we arrive at
‖F˜‖L2(Rd) 6 C3(λ)‖F‖L2(O),
C3(λ) = ĈλCOmax{α1‖g‖L∞ , 1}.
(4.13)
Let u˜ε ∈ H1(Rd;Cn) be the generalized solution of the equation
Aεu˜ε + λu˜ε = F˜. (4.14)
Applying Theorems 1.6, 1.7, and 1.8, we obtain
‖u˜ε − u˜0‖L2(Rd) 6 C1(λ)ε‖F˜‖L2(Rd), ε > 0, (4.15)
‖u˜ε − v˜ε‖H1(Rd) 6 C2(λ)ε‖F˜‖L2(Rd), ε > 0, (4.16)
‖gεb(D)u˜ε − g˜εSεb(D)u˜0‖L2(Rd) 6 C5(λ)ε‖F˜‖L2(Rd), ε > 0. (4.17)
Here v˜ε is defined by (4.7).
Consider the difference uε − u˜ε in the domain O. By (2.8) and (4.14),
this difference is the solution of the Neumann problem for the homogeneous
equation:
(Aε + λI)(uε − u˜ε) = 0 in O;
∂ε
ν
(uε − u˜ε) = −ψε on ∂O,
(4.18)
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where ψε := ∂
ε
ν
u˜ε. Since u˜ε|O ∈ H1(O;Cn) and Aεu˜ε = F − λu˜ε ∈
L2(O;Cn), we can apply the definition of the conormal derivative from Sub-
section 2.4. According to (2.20) and (2.23), the element ψε ∈ H−1/2(∂O;Cn)
is defined by
(ψε,ϕ)L2(∂O) =
∫
O
(〈gεb(D)u˜ε, b(D)Tϕ〉+ λ〈u˜ε, Tϕ〉) dx−
∫
O
〈F, Tϕ〉 dx,
ϕ ∈ H1/2(∂O;Cn).
(4.19)
Here T is the operator (2.15) defined in Subsection 2.3.
We wish to approximate the difference u˜ε − uε by a function wε, which
is solution of the Neumann problem for the homogeneous equation with a
simpler given function ρε in the boundary condition. The choice of ρε is
prompted by approximation of the solution (4.15) and approximation of the
flux (4.17). We define ρε ∈ H−1/2(∂O;Cn) by the relation
(ρε,ϕ)L2(∂O) =
∫
O
(〈g˜εSεb(D)u˜0, b(D)Tϕ〉+ λ〈u0, Tϕ〉 − 〈F, Tϕ〉) dx,
ϕ ∈ H1/2(∂O;Cn).
(4.20)
Clearly, the right-hand side of (4.20) is an antilinear continuous functional
of ϕ ∈ H1/2(∂O;Cn), so that definition (4.20) is correct. Let us estimate
the norm ‖ψε − ρε‖H−1/2(∂O). From (4.19) and (4.20) it follows that
(ψε − ρε,ϕ)L2(∂O) =
∫
O
〈gεb(D)u˜ε − g˜εSεb(D)u˜0, b(D)Tϕ〉 dx
+ λ
∫
O
〈u˜ε − u0, Tϕ〉 dx, ϕ ∈ H1/2(∂O;Cn).
Together with (4.15) and (4.17) this implies
|(ψε − ρε,ϕ)L2(∂O)|
6 ε‖F˜‖L2(Rd)
(
C5(λ)‖b(D)Tϕ‖L2(O) + λC1(λ)‖Tϕ‖L2(O)
)
,
ϕ ∈ H1/2(∂O;Cn), ε > 0.
(4.21)
Combining (4.21) with (1.2), (1.5), (2.16), and (4.13), we obtain
‖(ψε − ρε,ϕ)L2(∂O)| 6 C4(λ)ε‖F‖L2(O)‖ϕ‖H1/2(∂O),
ϕ ∈ H1/2(∂O;Cn), ε > 0,
where C4(λ) = C3(λ)c˜1
(
C5(λ)(dα1)
1/2 + λC1(λ)
)
. From here and (2.22) it
follows that
‖ψε − ρε‖H−1/2(∂O) 6 C4(λ)ε‖F‖L2(O), ε > 0. (4.22)
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Now we introduce the correction term wε ∈ H1(O;Cn) which is the gen-
eralized solution of the Neumann problem
(Aε + λI)wε = 0 in O;
∂ε
ν
wε = ρε on ∂O.
(4.23)
Lemma 4.4. Let uε be the solution of the problem (2.8), and let u˜ε be the
solution of the equation (4.14). Let wε be the solution of the problem (4.23).
Then for ε > 0 we have
‖uε − u˜ε +wε‖H1(O) 6 C5(λ)ε‖F‖L2(O), (4.24)
where C5(λ) = c−1λ ĉ1C4(λ).
Proof. By (4.18) and (4.23), the function uε − u˜ε + wε is the solution of
the problem
(Aε + λI)(uε − u˜ε +wε) = 0 in O;
∂ε
ν
(uε − u˜ε +wε) = ρε −ψε on ∂O.
Applying Proposition 2.4, we obtain
‖uε − u˜ε +wε‖H1(O) 6 c−1λ ĉ1‖ρε −ψε‖H−1/2(∂O).
Together with (4.22) this implies (4.24). •
Conclusions. 1. Combining (4.8), (4.13), (4.16), and (4.24), we arrive
at
‖uε − vε +wε‖H1(O) 6 (C5(λ) + C2(λ)C3(λ)) ε‖F‖L2(O), ε > 0. (4.25)
Hence, it is clear that, in order to prove main estimate (4.9) from Theorem
4.2, it suffices to estimate ‖wε‖H1(O) by Cε1/2‖F‖L2(O).
2. Replacing theH1(O;Cn)-norm by the L2(O;Cn)-norm in the left-hand
side of (4.24), we obtain:
‖uε − u˜ε +wε‖L2(O) 6 C5(λ)ε‖F‖L2(O), ε > 0. (4.26)
Combining (4.26) and (4.13), (4.15), we arrive at
‖uε − u0 +wε‖L2(O) 6 (C5(λ) + C1(λ)C3(λ)) ε‖F‖L2(O), ε > 0. (4.27)
This shows that, in order to prove estimate (4.1) from Theorem 4.1, it
suffices to estimate ‖wε‖L2(O) in terms of Cε‖F‖L2(O).
Thus, the problem is reduced to estimation of the function wε which can
be interpreted as the boundary layer correction term. First we estimate the
norm of wε in H
1(O;Cn), and so prove Theorem 4.2 (see §5). Next, using
already proved Theorem 4.2, we will estimate the norm of wε in L2(O;Cn)
(see §6).
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§5. Proof of Theorem 4.2
5.1. According to Subsection 2.4, the generalized solution wε ∈ H1(O;Cn)
of the problem (4.23) satisfies the identity∫
O
(〈gεb(D)wε, b(D)η〉+ λ〈wε,η〉) dx = (ρε, γη)L2(∂O), ∀η ∈ H1(O;Cn).
(5.1)
Using (4.20) and (2.30), we represent the right-hand side of (5.1) as
(ρε, γη)L2(∂O) =
∫
O
(〈g˜εSεb(D)u˜0, b(D)Tγη〉+ λ〈u0, Tγη〉 − 〈F, Tγη〉) dx
=
∫
O
〈g˜εSεb(D)u˜0 − g0b(D)u0, b(D)Tγη〉.
(5.2)
From (5.1) and (5.2) it follows that∫
O
(〈gεb(D)wε, b(D)η〉+ λ〈wε,η〉) dx = Iε[η], ∀η ∈ H1(O;Cn), (5.3)
where we denote
Iε[η] :=
∫
O
〈g˜εSεb(D)u˜0−g0b(D)u0, b(D)Tγη〉 dx, η ∈ H1(O;Cn). (5.4)
For further estimates, it is convenient to represent the functional (5.4) as
Iε[η] = I(1)ε [η] + I(2)ε [η], (5.5)
where
I(1)ε [η] =
∫
O
〈g0Sεb(D)u˜0 − g0b(D)u0, b(D)Tγη〉 dx, (5.6)
I(2)ε [η] =
∫
O
〈(g˜ε − g0)Sεb(D)u˜0, b(D)Tγη〉 dx. (5.7)
The term (5.6) can be easily estimated with the help of Proposition 1.4
and relations (1.2), (1.5), and (1.15):
|I(1)ε [η]| 6 |g0|‖(Sε − I)b(D)u˜0‖L2(Rd)‖b(D)Tγη‖L2(O)
6 ε‖g‖L∞r1‖Db(D)u˜0‖L2(Rd)(dα1)1/2‖Tγη‖H1(O), ε > 0.
(5.8)
By (1.4), (2.33), and (4.4),
‖Db(D)u˜0‖L2(Rd) 6 α
1/2
1 ‖u˜0‖H2(Rd)
6 α
1/2
1 CO‖u0‖H2(O) 6 α1/21 COĈλ‖F‖L2(O).
(5.9)
Now, combining (5.8), (5.9), (2.13), and (2.16), we arrive at
|I(1)ε [η]| 6 C6(λ)ε‖F‖L2(O)‖η‖H1(O), η ∈ H1(O;Cn), ε > 0,
C6(λ) = d1/2r1α1‖g‖L∞COĈλĉ1c˜1.
(5.10)
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5.2. Analysis of the term I(2)ε . Transform the term (5.7), using (1.2):
I(2)ε [η] =
∫
O
d∑
l=1
〈f εl Sεb(D)u˜0,DlTγη〉 dx, (5.11)
where we denote
fl(x) := b
∗
l (g˜(x)−g0) = b∗l (g(x)(b(D)Λ(x)+1m)−g0), l = 1, . . . , d. (5.12)
Then fl(x) are Γ-periodic (n×m)-matrix-valued functions, fl ∈ L2(Ω), and,
by the definition (1.8) of the effective matrix, we have fl = 0. Finally, from
the equation (1.7) for Λ it follows that
d∑
l=1
Dlfl(x) = b(D)
∗g(x)(b(D)Λ(x) + 1m) = 0.
Thus, the set of functions fl(x), l = 1, . . . , d, satisfy the assumptions of
Lemma 3.1. By this lemma, there exist matrix-valued functions Mlj(x),
l, j = 1, . . . , d, such that relations (3.2), (3.3) are valid. Then
f εl (x) = ε
d∑
j=1
∂jM
ε
lj(x). (5.13)
We will need estimates for the L2(Ω)-norms of the functions (5.12). From
(1.5), taking into account that g˜ − g0 is the orthogonal projection of g˜ onto
the space orthogonal to constants, we obtain
‖fl‖L2(Ω) 6 α1/21 ‖g˜ − g0‖L2(Ω) 6 α1/21 ‖g˜‖L2(Ω).
Combining this with (1.2), (1.5), (1.9), and (1.10), we have
‖fl‖L2(Ω) 6 α1/21 ‖g‖L∞(|Ω|1/2+(dα1)1/2‖DΛ‖L2(Ω)) 6 |Ω|1/2C, l = 1, . . . , d,
(5.14)
where C = α
1/2
1 ‖g‖L∞(1 + (dm)1/2α1/21 α−1/20 ‖g‖1/2L∞‖g−1‖
1/2
L∞
). Hence, by
(3.4),
‖Mlj‖L2(Ω) 6 r−10 |Ω|1/2C, l, j = 1, . . . , d. (5.15)
By (5.13),
f εl Sεb(D)u˜0 = ε
d∑
j=1
(
∂jM
ε
lj
)
Sεb(D)u˜0
= ε
d∑
j=1
∂j
(
M εljSεb(D)u˜0
)− ε d∑
j=1
M εljSεb(D)∂ju˜0.
(5.16)
According to (5.16), the term (5.11) can be represented as
I(2)ε [η] = I˜(2)ε [η] + Î(2)ε [η], (5.17)
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where
I˜(2)ε [η] = ε
∫
O
d∑
l,j=1
〈∂j
(
M εljSεb(D)u˜0
)
,DlTγη〉 dx, (5.18)
Î(2)ε [η] = −ε
∫
O
d∑
l,j=1
〈M εljSεb(D)∂j u˜0,DlTγη〉 dx. (5.19)
The term (5.19) can be easily estimated by using Proposition 1.5:
|Î(2)ε [η]| 6 ε
d∑
l,j=1
|Ω|−1/2‖Mlj‖L2(Ω)‖b(D)∂j u˜0‖L2(Rd)‖DlTγη‖L2(O).
Together with (2.13), (2.16), (5.9), and (5.15) this implies:
|Î(2)ε [η]| 6 C7(λ)ε‖F‖L2(O)‖η‖H1(O), η ∈ H1(O;Cn), ε > 0,
C7(λ) = dr−10 Cα1/21 COĈλc˜1ĉ1.
(5.20)
5.3. Estimate for the term I˜(2)ε . Recall the notation (∂O)ε for the ε-
neighborhood of the boundary ∂O in Rd. Assume that 0 < ε 6 ε1, where
the number ε1 was defined in Lemma 3.3. We fix a smooth cut-off function
θε(x) in R
d such that
θε ∈ C∞0 (Rd), supp θε ⊂ (∂O)ε, 0 6 θε(x) 6 1,
θε(x)|∂O = 1, ε|∇θε(x)| 6 κ = const.
(5.21)
Obviously, such a function exists. The constant κ depends only on the
domain O.
Note that∫
O
d∑
l,j=1
〈∂j
(
M εlj(1− θε)Sεb(D)u˜0
)
,DlTγη〉 dx = 0, η ∈ H1(O;Cn).
(5.22)
Indeed, since the left-hand side of (5.22) is an antilinear continuous func-
tional of η ∈ H1(O;Cn), it suffices to prove this identity for some dense
set in H1(O;Cn). Assume that η ∈ H2(O;Cn), and, integrating by parts,
rewrite the left-hand side of (5.22) as
−i
∫
O
〈(1− θε)Sεb(D)u˜0,
d∑
l,j=1
(M εlj)
∗∂j∂lTγη〉 dx.
This expression is equal to zero since
∑d
l,j=1(M
ε
lj)
∗∂j∂l = 0 due to Mlj =
−Mjl (see (3.2)).
By (5.22), the term (5.18) takes the form
I˜(2)ε [η] = ε
∫
O
d∑
l,j=1
〈∂j
(
θεM
ε
ljSεb(D)u˜0
)
,DlTγη〉 dx. (5.23)
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Consider the following expression
ε
d∑
j=1
∂j
(
θεM
ε
ljSεb(D)u˜0
)
= εθε
d∑
j=1
M εljSε(b(D)∂j u˜0)
+ ε
d∑
j=1
(∂jθε)M
ε
ljSεb(D)u˜0 + θε
d∑
j=1
(∂jMlj)
εSεb(D)u˜0.
Take into account that
∑d
j=1 ∂jMlj = fl (see (3.3)). Then
ε
∥∥∥∥∥∥
d∑
j=1
∂j
(
θεM
ε
ljSεb(D)u˜0
)∥∥∥∥∥∥
L2(O)
6 J
(1)
l (ε) + J
(2)
l (ε) + J
(3)
l (ε), (5.24)
where
J
(1)
l (ε) = ε
d∑
j=1
‖θεM εljSε(b(D)∂j u˜0)‖L2(O), (5.25)
J
(2)
l (ε) = ε
d∑
j=1
‖(∂jθε)M εljSεb(D)u˜0‖L2(O), (5.26)
J
(3)
l (ε) = ‖θεf εl Sεb(D)u˜0‖L2(O). (5.27)
In order to estimate the term (5.25), apply (5.21), Proposition 1.5, and
relations (5.9), (5.15):
J
(1)
l (ε) 6 ε
d∑
j=1
|Ω|−1/2‖Mlj‖L2(Ω)‖b(D)∂j u˜0‖L2(Rd) 6 C(1)(λ)ε‖F‖L2(O),
(5.28)
where C(1)(λ) = r−10 Cd
1/2α
1/2
1 COĈλ.
The term (5.26) is estimated with the help of (5.21) and Lemma 3.3:
(J
(2)
l (ε))
2
6 dκ2
d∑
j=1
∫
(∂O)ε
|M εlj|2|Sεb(D)u˜0|2 dx
6 εdκ2β∗|Ω|−1
d∑
j=1
‖Mlj‖2L2(Ω)‖Sεb(D)u˜0‖2H1(Rd), 0 < ε 6 ε1.
(5.29)
From (1.19), (1.4), (2.33), and (4.4) it follows that
‖Sεb(D)u˜0‖H1(Rd) 6 ‖b(D)u˜0‖H1(Rd)
6 α
1/2
1 ‖u˜0‖H2(Rd) 6 α1/21 COĈλ‖F‖L2(O).
(5.30)
Combining (5.29), (5.30), and (5.15), we obtain
J
(2)
l (ε) 6 C
(2)(λ)ε1/2‖F‖L2(O), 0 < ε 6 ε1, (5.31)
where C(2)(λ) = κdβ
1/2
∗ r
−1
0 Cα
1/2
1 COĈλ.
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The term (5.27) is estimated in a similar way by using (5.21) and Lemma
3.3:
(J
(3)
l (ε))
2
6
∫
(∂O)ε
|f εl |2|Sεb(D)u˜0|2 dx
6 εβ∗|Ω|−1‖fl‖2L2(Ω)‖Sεb(D)u˜0‖2H1(Rd), 0 < ε 6 ε1.
(5.32)
From (5.14), (5.30), and (5.32) it follows that
J
(3)
l (ε) 6 C
(3)(λ)ε1/2‖F‖L2(O), 0 < ε 6 ε1, (5.33)
where C(3)(λ) = β
1/2
∗ Cα
1/2
1 COĈλ.
Finally, relations (5.24), (5.28), (5.31), and (5.33) imply that
ε
∥∥∥∥∥∥
d∑
j=1
∂j
(
θεM
ε
ljSεb(D)u˜0
)∥∥∥∥∥∥
L2(O)
6 C˜(λ)ε1/2‖F‖L2(O), 0 < ε 6 ε1,
(5.34)
where C˜(λ) = C(1)(λ) + C(2)(λ) + C(3)(λ). Combining (2.13), (2.16), (5.23),
and (5.34), we arrive at
|I˜(2)ε [η]| 6 C8(λ)ε1/2‖F‖L2(O)‖η‖H1(O), η ∈ H1(O;Cn), 0 < ε 6 ε1,
(5.35)
where C8(λ) = C˜(λ)d1/2c˜1ĉ1.
5.4. Completion of the proof of Theorem 4.2. Now relations (5.5),
(5.10), (5.17), (5.20), and (5.35) imply that
|Iε[η]| 6 C9(λ)ε1/2‖F‖L2(O)‖η‖H1(O), η ∈ H1(O;Cn), 0 < ε 6 ε1,
(5.36)
where C9(λ) = C6(λ) + C7(λ) + C8(λ).
From (5.36) and (5.3) with η = wε it follows that∫
O
(〈gεb(D)wε, b(D)wε〉+ λ|wε|2) dx 6 C9(λ)ε1/2‖F‖L2(O)‖wε‖H1(O)
for 0 < ε 6 ε1. Together with (2.7) this yields the desired estimate
‖wε‖H1(O) 6 c−1λ C9(λ)ε1/2‖F‖L2(O), 0 < ε 6 ε1. (5.37)
As a result, (4.25) and (5.37) imply (4.9) with the constant
C(λ) = C5(λ) + C2(λ)C3(λ) + c−1λ C9(λ).
It remains to obtain approximation (4.11) for the flux. By (4.9), taking
(1.2) and (1.5) into account, we have
‖pε − gεb(D)vε‖L2(O) 6 ‖g‖L∞(dα1)1/2C(λ)ε1/2‖F‖L2(O), 0 < ε 6 ε1.
(5.38)
Let v˜ε be defined by (4.7). Note that, by (4.8),
‖gεb(D)vε − g˜εSεb(D)u˜0‖L2(O) 6 ‖gεb(D)v˜ε − g˜εSεb(D)u˜0‖L2(Rd). (5.39)
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Let us use the proof of Theorem 1.8. By (1.47),
‖gεb(D)v˜ε − g˜εSεb(D)u˜0‖L2(Rd) 6 C6ε‖Db(D)u˜0‖L2(Rd), ε > 0. (5.40)
From (5.39), (5.40), and (5.9) we obtain
‖gεb(D)vε − g˜εSεb(D)u˜0‖L2(O) 6 C6α1/21 COĈλε‖F‖L2(O), ε > 0. (5.41)
Finally, (5.38) and (5.41) imply the required estimate (4.11) with the con-
stant C′(λ) = ‖g‖L∞(dα1)1/2C(λ) + C6α1/21 COĈλ. This completes the proof
of Theorem 4.2. •
§6. Proof of Theorem 4.1
6.1. As was mentioned in the end of §4, for the proof of Theorem 4.1 we
need to estimate the norm ‖wε‖L2(O) by Cε‖F‖L2(O). Comparing (5.5),
(5.10), (5.17), and (5.20), we see that
|Iε[η]| 6 (C6(λ) + C7(λ))ε‖F‖L2(O)‖η‖H1(O) + |I˜(2)ε [η]|,
η ∈ H1(O;Cn), ε > 0.
(6.1)
In the identity (5.3) which is valid for any function η ∈ H1(O;Cn), now
we choose η in a special way. Namely, let Φ ∈ L2(O;Cn), and let ηε ∈
H1(O;Cn) be the generalized solution of the Neumann problem
b(D)∗gεb(D)ηε + ληε = Φ in O; ∂ενηε|∂O = 0, (6.2)
i. e., ηε = (AN,ε + λI)−1Φ. By (2.11),
‖ηε‖H1(O) 6 c−1λ ‖Φ‖L2(O). (6.3)
By definition of the generalized solution of the problem (6.2), we have∫
O
(〈gεb(D)wε, b(D)ηε〉+ λ〈wε,ηε〉) dx =
∫
O
〈wε,Φ〉 dx. (6.4)
Combining (6.4) and (5.3), we obtain∫
O
〈wε,Φ〉 dx = Iε[ηε], Φ ∈ L2(O;Cn). (6.5)
Now (6.1), (6.3), and (6.5) imply that
|(wε,Φ)L2(O)| 6 (C6(λ) + C7(λ))c−1λ ε‖F‖L2(O)‖Φ‖L2(O) + |I˜(2)ε [ηε]|,
Φ ∈ L2(O;Cn), ε > 0.
(6.6)
6.2. Analysis of the term I˜(2)ε [ηε]. Clearly, the required estimate for
‖wε‖L2(O) will be proved, if we succeed to estimate the last term in the
right-hand side of (6.6) by Cε‖F‖L2(O)‖Φ‖L2(O).
We apply the (already proved) Theorem 4.2 in order to approximate the
solution ηε of the problem (6.2) in the H
1(O;Cn)-norm. Denote by η0 the
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solution of the corresponding homogenized problem: η0 = (A0N + λI)−1Φ.
Let η˜0 = POη0. Note that, by (2.34),
‖η˜0‖H2(Rd) 6 CO‖η0‖H2(O) 6 COĈλ‖Φ‖L2(O). (6.7)
From (4.10) it follows that
‖ηε − η0 − εΛεSεb(D)η˜0‖H1(O) 6 C(λ)ε1/2‖Φ‖L2(O), 0 < ε 6 ε1. (6.8)
Represent I˜(2)ε [ηε] (see (5.23)) as the sum of three terms
I˜(2)ε [ηε] = I˜(2)ε [(AN,ε + λI)−1Φ] = J (1)ε [Φ] + J (2)ε [Φ] + J (3)ε [Φ], (6.9)
where
J (1)ε [Φ] = ε
∫
O
d∑
l,j=1
〈∂j
(
θεM
ε
ljSεb(D)u˜0
)
,DlTγ(ηε−η0−εΛεSεb(D)η˜0)〉 dx,
(6.10)
J (2)ε [Φ] = ε
∫
O
d∑
l,j=1
〈∂j
(
θεM
ε
ljSεb(D)u˜0
)
,DlTγη0〉 dx, (6.11)
J (3)ε [Φ] = ε
∫
O
d∑
l,j=1
〈∂j
(
θεM
ε
ljSεb(D)u˜0
)
,DlTγ(εΛ
εSεb(D)η˜0)〉 dx. (6.12)
The term (6.10) is easily estimated by using (6.8), (2.13), (2.16), and
(5.34):
|J (1)ε [Φ]| 6 ε1/2C˜(λ)‖F‖L2(O)d1/2c˜1ĉ1‖ηε − η0 − εΛεSεb(D)η˜0‖H1(O)
6 C(1)(λ)ε‖F‖L2(O)‖Φ‖L2(O), Φ ∈ L2(O;Cn), 0 < ε 6 ε1,
(6.13)
where C(1)(λ) = C˜(λ)d1/2c˜1ĉ1C(λ).
In order to estimate the term (6.11), we apply (5.21) and (5.34):
|J (2)ε [Φ]| 6 ε1/2C˜(λ)‖F‖L2(O)
d∑
l=1
‖DlTγη0‖L2(Bε). (6.14)
According to Lemma 3.2,
‖DlTγη0‖2L2(Bε) 6 βε‖DlTγη0‖H1(O)‖DlTγη0‖L2(O), 0 < ε 6 ε0.
Hence,
d∑
l=1
‖DlTγη0‖L2(Bε) 6 ε1/2(βd)1/2‖Tγη0‖1/2H2(O)‖Tγη0‖
1/2
H1(O)
, 0 < ε 6 ε0.
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Applying estimates (2.13), (2.16), (2.18), (2.32), and (2.34), we obtain
d∑
l=1
‖DlTγη0‖L2(Bε) 6 ε1/2(βd)1/2(c˜2ĉ2c˜1ĉ1)1/2‖η0‖1/2H2(O)‖η0‖
1/2
H1(O)
6 ε1/2(βd)1/2(c˜2ĉ2c˜1ĉ1)
1/2Ĉ
1/2
λ c
−1/2
λ ‖Φ‖L2(O), 0 < ε 6 ε0.
(6.15)
Now (6.14) and (6.15) imply that
|J (2)ε [Φ]| 6 C(2)(λ)ε‖F‖L2(O)‖Φ‖L2(O), Φ ∈ L2(O;Cn), 0 < ε 6 ε0,
(6.16)
C(2)(λ) = C˜(λ)(βd)1/2(c˜2ĉ2c˜1ĉ1)1/2Ĉ1/2λ c
−1/2
λ .
6.3. Estimate of the term J (3)ε [Φ]. It remains to estimate the term
(6.12). Denote
zε := Tγ(εΛ
εSεb(D)η˜0). (6.17)
By (5.34), the term (6.12) satisfies
|J (3)ε [Φ]| 6 ε1/2C˜(λ)‖F‖L2(O)
d∑
l=1
‖Dlzε‖L2(O), 0 < ε 6 ε1. (6.18)
By definitions of the operators γ and T (see Subsection 2.3), the function
(6.17) is the generalized solution of the Dirichlet problem
−∆zε + zε = 0 in O;
zε|∂O = εΛεSεb(D)η˜0|∂O.
(6.19)
Now we estimate the norm of zε in H
1(O;Cn). Consider the following
function in Rd:
φε(x) = εθε(x)Λ
ε(x)(Sεb(D)η˜0)(x). (6.20)
Taking (5.21) into account, we can rewrite the problem (6.19) in a different
way: −∆zε + zε = 0 in O and zε|∂O = φε|∂O. By Lemma 3.5,
‖zε‖H1(O) 6 2‖φε‖H1(O). (6.21)
Thus, the question is reduced to the following statement.
Lemma 6.1. Let φε be the function (6.20). Then we have
‖φε‖H1(O) 6 C10(λ)ε1/2‖Φ‖L2(O), 0 < ε 6 ε1. (6.22)
Proof. The proof is similar to that of Lemma 7.4 from [PSu2].
First, we estimate the L2(O;Cn)-norm of the function (6.20). By (5.21)
and Proposition 1.5, we have
‖φε‖L2(O) 6 ε‖ΛεSεb(D)η˜0‖L2(Rd) 6 ε|Ω|−1/2‖Λ‖L2(Ω)‖b(D)η˜0‖L2(Rd).
(6.23)
From (1.4) and (6.7) it follows that
‖b(D)η˜0‖L2(Rd) 6 α
1/2
1 ‖η˜0‖H1(Rd) 6 α1/21 COĈλ‖Φ‖L2(O). (6.24)
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Now relations (6.23), (6.24), and (1.11) imply that
‖φε‖2L2(O) 6 γ0(λ)ε2‖Φ‖2L2(O), (6.25)
where γ0(λ) = m(2r0)
−2α1α
−1
0 ‖g‖L∞‖g−1‖L∞C2OĈ2λ.
Consider the derivatives
∂jφε = ε(∂jθε)Λ
εSεb(D)η˜0 + θε(∂jΛ)
εSεb(D)η˜0
+ εθεΛ
εSεb(D)∂j η˜0, j = 1, . . . , d.
Then
‖Dφε‖2L2(O) 6 3ε2
∫
O
|∇θε|2|ΛεSεb(D)η˜0|2 dx
+ 3
∫
O
|(DΛ)ε|2|θεSεb(D)η˜0|2 dx+ 3ε2
d∑
j=1
∫
O
|θε|2|ΛεSεb(D)Dj η˜0|2 dx.
(6.26)
Denote the summands in the right-hand side of (6.26) by A1(ε), A2(ε), and
A3(ε), respectively.
The easiest task is to estimate A3(ε). By (5.21) and Proposition 1.5,
A3(ε) 6 3ε
2
d∑
j=1
‖ΛεSεb(D)Dj η˜0‖2L2(Rd)
6 3ε2|Ω|−1‖Λ‖2L2(Ω)‖Db(D)η˜0‖2L2(Rd).
(6.27)
Similarly to (5.9), by (6.7),
‖Db(D)η˜0‖2L2(Rd) 6 α1C2OĈ2λ‖Φ‖2L2(O). (6.28)
From (6.27), (6.28), and (1.11) it follows that
A3(ε) 6 γ3(λ)ε
2‖Φ‖2L2(O), (6.29)
where γ3(λ) = 3m(2r0)
−2α1α
−1
0 ‖g‖L∞‖g−1‖L∞C2OĈ2λ.
The first term in the right-hand side of (6.26) can be estimated by using
(5.21) and Lemma 3.3. For 0 < ε 6 ε1 we have
A1(ε) 6 3κ
2
∫
(∂O)ε
|ΛεSεb(D)η˜0|2 dx
6 3κ2β∗ε|Ω|−1‖Λ‖2L2(Ω)‖b(D)η˜0‖2H1(Rd).
(6.30)
Note that, by (1.4) and (6.7),
‖b(D)η˜0‖H1(Rd) 6 α1/21 ‖η˜0‖H2(Rd) 6 α1/21 COĈλ‖Φ‖L2(O). (6.31)
As a result, (6.30), (6.31), and (1.11) yield
A1(ε) 6 γ1(λ)ε‖Φ‖2L2(O), 0 < ε 6 ε1, (6.32)
where γ1(λ) = 3κ
2β∗m(2r0)
−2α1α
−1
0 ‖g‖L∞‖g−1‖L∞C2OĈ2λ.
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It remains to consider the second term in the right-hand side of (6.26).
By (5.21),
A2(ε) 6 3
∫
(∂O)ε
|(DΛ)ε|2|Sεb(D)η˜0|2 dx.
Applying Lemma 3.3, for any 0 < ε 6 ε1 we obtain
A2(ε) 6 3β∗ε|Ω|−1‖DΛ‖2L2(Ω)‖b(D)η˜0‖2H1(Rd).
Together with (1.10) and (6.31) this implies that
A2(ε) 6 γ2(λ)ε‖Φ‖2L2(O), 0 < ε 6 ε1, (6.33)
where γ2(λ) = 3β∗mα1α
−1
0 ‖g‖L∞‖g−1‖L∞C2OĈ2λ.
Finally, from (6.26), (6.29), (6.32), and (6.33) it follows that
‖Dφε‖2L2(O) 6 A1(ε) + A2(ε) + A3(ε)
6 (γ1(λ) + γ2(λ) + γ3(λ))ε‖Φ‖2L2(O), 0 < ε 6 ε1.
Together with (6.25) this yields (6.22) with the constant
C10(λ) = (γ0(λ) + γ1(λ) + γ2(λ) + γ3(λ))1/2 . •
From (6.21) and Lemma 6.1 it follows that
‖zε‖H1(O) 6 2C10(λ)ε1/2‖Φ‖L2(O), 0 < ε 6 ε1. (6.34)
Now (6.18) and (6.34) imply that
|J (3)ε [Φ]| 6 C(3)(λ)ε‖F‖L2(O)‖Φ‖L2(O), Φ ∈ L2(O;Cn), 0 < ε 6 ε1,
(6.35)
where C(3)(λ) = 2C˜(λ)d1/2C10(λ).
6.4. Completion of the proof of Theorem 4.1. Let us summarize the
results. From (6.9), (6.13), (6.16), and (6.35) it follows that
|I˜(2)ε [ηε]| 6 (C(1)(λ) + C(2)(λ) + C(3)(λ))ε‖F‖L2(O)‖Φ‖L2(O),
Φ ∈ L2(O;Cn), 0 < ε 6 ε1.
Together with (6.6) this yields
|(wε,Φ)L2(O)| 6 C11(λ)ε‖F‖L2(O)‖Φ‖L2(O), Φ ∈ L2(O;Cn), 0 < ε 6 ε1,
where C11(λ) = (C6(λ)+ C7(λ))c−1λ + C(1)(λ)+ C(2)(λ)+ C(3)(λ). The desired
estimate follows:
‖wε‖L2(O) 6 C11(λ)ε‖F‖L2(O), 0 < ε 6 ε1. (6.36)
Finally, relations (4.27) and (6.36) imply (4.1) with the constant C0(λ) =
C5(λ) + C1(λ)C3(λ) + C11(λ). Theorem 4.1 is proved. •
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§7. Homogenization of the Neumann problem in the case Λ ∈ L∞
7.1. As for the homogenization problem in Rd (see Subsection 1.7), the
smoothing operator Sε in the corrector (4.5) can be removed under addi-
tional assumptions on the matrix Λ(x).
Assume that Condition 1.10 is satisfied, i. e., Λ ∈ L∞. Denote
K0N,λ(ε) = [Λ
ε]b(D)(A0N + λI)−1. (7.1)
By (2.34), the operator b(D)(A0N + λI)−1 is a continuous mapping of
L2(O;Cn) into H1(O;Cm). Under Condition 1.10 the operator [Λε] is con-
tinuous from H1(O;Cm) to H1(O;Cn) which easily follows from Propo-
sition 1.11 and existence of a linear continuous extension operator from
H1(O;Cm) to H1(Rd;Cm). Hence, the corrector (7.1) is a continuous map-
ping of L2(O;Cn) to H1(O;Cn).
Instead of (4.6), we consider another approximation of the solution uε of
the problem (2.8):
vˇε = (A0N + λI)−1F+ εK0N,λ(ε)F = u0 + εΛεb(D)u0. (7.2)
Theorem 7.1. Suppose that the assumptions of Theorem 4.1 and Condition
1.10 are satisfied. Let vˇε be defined by (7.2). Then there exists a number
ε1 ∈ (0, 1] depending on the domain O and the lattice Γ such that
‖uε − vˇε‖H1(O;Cn) 6 Cˇ(λ)ε1/2‖F‖L2(O;Cn), 0 < ε 6 ε1, (7.3)
or, in operator terms,
‖(AN,ε + λI)−1 − (A0N + λI)−1 − εK0N,λ(ε)‖L2(O;Cn)→H1(O;Cn) 6 Cˇ(λ)ε1/2.
For the flux pε = g
εb(D)uε we have
‖pε − g˜εb(D)u0‖L2(O;Cm) 6 Cˇ′(λ)ε1/2‖F‖L2(O;Cn), 0 < ε 6 ε1, (7.4)
where g˜(x) is the matrix (1.9). The constants Cˇ(λ) and Cˇ′(λ) depend on m,
d, α0, α1, ‖g‖L∞ , ‖g−1‖L∞ , λ, the parameters of the lattice Γ, the constants
C1 and C2 from the inequality (2.2), the norm ‖Λ‖L∞ , and the domain O.
Proof. According to (4.5), (4.6), and (7.2), in the domain O we have
vˇε − vε = εΛε(I − Sε)b(D)u˜0. (7.5)
Let us estimate the norm of the function (7.5) in H1(O;Cn). Since the
right-hand side of (7.5) is defined in the whole Rd, it suffices to estimate its
norm in H1(Rd;Cn). We apply the proof of Theorem 1.12. By (1.52) and
(1.58),
ε‖Λε(I − Sε)b(D)u˜0‖L2(Rd) 6 2ε‖Λ‖L∞‖b(D)u˜0‖L2(Rd), (7.6)
d∑
l=1
‖∂l(εΛε(I − Sε)b(D)u˜0)‖2L2(Rd)
6 2ε2
(
4(1 + β2)‖Λ‖2L∞ + β1r21
) ‖Db(D)u˜0‖2L2(Rd).
(7.7)
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Together with (5.9), (5.30), and (7.5) this implies that
‖vˇε − vε‖H1(O) = ε‖Λε(I − Sε)b(D)u˜0‖H1(Rd) 6 C12(λ)ε‖F‖L2(O), ε > 0,
(7.8)
where C12(λ) = α1/21 COĈλ
(
2(3 + 2β2)
1/2‖Λ‖L∞ + (2β1)1/2r1
)
.
As a result, combining (4.9) and (7.8), we arrive at the estimate (7.3)
with the constant Cˇ(λ) = C(λ) + C12(λ).
It remains to check (7.4). From (7.3), taking (1.2) and (1.5) into account,
we obtain
‖pε − gεb(D)vˇε‖L2(O) 6 ε1/2d1/2α1/21 ‖g‖L∞ Cˇ(λ)‖F‖L2(O), 0 < ε 6 ε1.
(7.9)
By (1.2), (1.9), and (7.2),
gεb(D)vˇε = g˜
εb(D)u0 + ε
d∑
l=1
gεblΛ
εb(D)Dlu0. (7.10)
Using Condition 1.10 and relations (1.2), (1.5), and (2.33), we estimate the
norm of the second term:
ε
∥∥∥∥∥
d∑
l=1
gεblΛ
εb(D)Dlu0
∥∥∥∥∥
L2(O)
6 εα1‖g‖L∞‖Λ‖L∞
d∑
l,j=1
‖DjDlu0‖L2(O)
6 εdα1‖g‖L∞‖Λ‖L∞ Ĉλ‖F‖L2(O).
(7.11)
Now (7.9)–(7.11) imply estimate (7.4) with the constant Cˇ′(λ) =
d1/2α
1/2
1 ‖g‖L∞ Cˇ(λ) + dα1‖g‖L∞‖Λ‖L∞Ĉλ. •
Recall that some sufficient conditions which ensure Condition 1.10 are
given in Proposition 1.13.
7.2. Special case. We distinguish the special case where g0 = g. Then
g˜(x) = g0 = g and, by Proposition 1.13, Condition 1.10 is satisfied. Applying
the statement of Theorem 7.1 concerning the flux, we arrive at the following
statement.
Proposition 7.2. Let uε be the solution of the problem (2.8), and let u0 be
the solution of the problem (2.28). Let pε = g
εb(D)uε. Assume that g
0 = g,
i. e., relations (1.14) are satisfied. Then we have
‖pε − g0b(D)u0‖L2(O;Cm) 6 Cˇ′(λ)ε1/2‖F‖L2(O;Cn), 0 < ε 6 ε1.
§8. Approximation of solutions in a strictly interior subdomain
8.1. Let O′ be a strictly interior subdomain of the domain O. Applying
Theorem 4.1 and the results for the problem in Rd (Theorems 1.7 and 1.8),
it is easy to obtain a sharp order error estimate for approximation of the
solution of the problem (2.8) in H1(O′;Cn).
Theorem 8.1. Suppose that the assumptions of Theorem 4.2 are sat-
isfied. Let O′ be a strictly interior subdomain of the domain O. Let
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δ := dist {O′; ∂O}. Then there exists a number ε1 ∈ (0, 1] depending on
the domain O and the lattice Γ such that
‖uε − vε‖H1(O′;Cn) 6 Cδ(λ)ε‖F‖L2(O;Cn), 0 < ε 6 ε1, (8.1)
or, in operator terms,
‖(AN,ε + λI)−1 − (A0N + λI)−1 − εKN,λ(ε)‖L2(O;Cn)→H1(O′;Cn) 6 Cδ(λ)ε.
(8.2)
For the flux pε = g
εb(D)uε we have
‖pε − g˜εSεb(D)u˜0‖L2(O′;Cm) 6 C′δ(λ)ε‖F‖L2(O;Cn), 0 < ε 6 ε1, (8.3)
where g˜(x) is the matrix (1.9). The constants in estimates are given by
Cδ(λ) = C1(λ)δ
−1 + C2(λ), C
′
δ(λ) = C
′
1(λ)δ
−1 + C′2(λ), where C1(λ), C2(λ),
C′1(λ), and C
′
2(λ) depend on m, d, α0, α1, ‖g‖L∞ , ‖g−1‖L∞ , λ, the parameters
of the lattice Γ, the constants C1 and C2 from (2.2), and the domain O.
Proof. We fix a smooth cut-off function ζ(x) such that
ζ ∈ C∞0 (O), 0 6 ζ(x) 6 1,
ζ(x) = 1 for x ∈ O′; |∇ζ(x)| 6 κ′δ−1. (8.4)
Here the constant κ′ depends only on the domain O. Let uε be the solution
of the problem (2.8), and let u˜ε be the solution of the equation (4.14). Then
(Aε + λI)(uε − u˜ε) = 0 in the domain O. Hence,∫
O
(〈gεb(D)(uε − u˜ε), b(D)η〉+ λ〈uε − u˜ε,η〉) dx = 0, ∀η ∈ H10 (O;Cn).
(8.5)
Substitute η = ζ2(uε − u˜ε) in (8.5). By (1.2),
b(D)
(
ζ2(uε − u˜ε)
)
= ζb(D) (ζ(uε − u˜ε)) +
d∑
l=1
bl(Dlζ)ζ(uε − u˜ε), (8.6)
ζb(D)(uε − u˜ε) = b(D) (ζ(uε − u˜ε))−
d∑
l=1
bl(Dlζ)(uε − u˜ε). (8.7)
From (8.5)–(8.7) it follows that
J(ε) :=
∫
O
(〈gεb(D) (ζ(uε − u˜ε)) , b(D) (ζ(uε − u˜ε))〉+ λζ2|uε − u˜ε|2) dx
= J1(ε) + J2(ε),
(8.8)
where
J1(ε) = −
∫
O
〈gεb(D) (ζ(uε − u˜ε)) ,
d∑
l=1
bl(Dlζ)(uε − u˜ε)〉 dx
+
∫
O
〈gε
d∑
j=1
bj(Djζ)(uε − u˜ε),
d∑
l=1
bl(Dlζ)(uε − u˜ε)〉 dx,
(8.9)
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J2(ε) =
∫
O
〈gε
d∑
l=1
bl(Dlζ)(uε − u˜ε), b(D) (ζ(uε − u˜ε))〉 dx. (8.10)
The term (8.10) is estimated with the help of (1.5) and (8.4):
|J2(ε)| 6 ‖(gε)1/2b(D) (ζ(uε − u˜ε)) ‖L2(O)‖(gε)1/2
d∑
l=1
bl(Dlζ)(uε − u˜ε)‖L2(O)
6
1
4
J(ε) + ‖g‖L∞α1d(κ′)2δ−2‖uε − u˜ε‖2L2(O).
(8.11)
Similarly for the term (8.9) we obtain:
|J1(ε)| 6 1
4
J(ε) + 2‖g‖L∞α1d(κ′)2δ−2‖uε − u˜ε‖2L2(O). (8.12)
Now (8.8), (8.11), and (8.12) imply that
J(ε) 6 6‖g‖L∞α1d(κ′)2δ−2‖uε − u˜ε‖2L2(O). (8.13)
Extending the function ϕε := ζ(uε − u˜ε) by zero to Rd \ O, note that
J(ε) = aε[ϕε,ϕε] + λ‖ϕε‖2L2(Rd) and apply the lower inequality (1.6). We
obtain
J(ε) > α0‖g−1‖−1L∞‖Dϕε‖2L2(Rd) + λ‖ϕε‖
2
L2(Rd)
,
whence
‖ζ(uε − u˜ε)‖2H1(O) 6 max{α−10 ‖g−1‖L∞ , λ−1}J(ε). (8.14)
By (4.26) and (6.36),
‖uε − u˜ε‖L2(O) 6 (C5(λ) + C11(λ))ε‖F‖L2(O), 0 < ε 6 ε1. (8.15)
Combining (8.13)–(8.15) and (8.4), we arrive at
‖uε − u˜ε‖H1(O′) 6 ‖ζ(uε − u˜ε)‖H1(O) 6 C1(λ)δ−1ε‖F‖L2(O), 0 < ε 6 ε1,
(8.16)
where
C1(λ) = max{α−1/20 ‖g−1‖1/2L∞ , λ−1/2}‖g‖
1/2
L∞
(6α1d)
1/2κ′(C5(λ) + C11(λ)).
(8.17)
Taking (4.8), (4.13), and (4.16) into account, we check that
‖u˜ε − vε‖H1(O) 6 C2(λ)C3(λ)ε‖F‖L2(O), ε > 0. (8.18)
Now relations (8.16) and (8.18) imply (8.1) with the constant Cδ(λ) =
C1(λ)δ
−1+C2(λ), where C1(λ) is defined by (8.17), and C2(λ) = C2(λ)C3(λ).
It remains to check (8.3). From (8.16) and (1.2), (1.5) it follows that
‖pε − gεb(D)u˜ε‖L2(O′) 6 ‖g‖L∞α1/21 d1/2C1(λ)δ−1ε‖F‖L2(O), 0 < ε 6 ε1.
(8.19)
By (4.13) and (4.17), we obtain
‖gεb(D)u˜ε − g˜εSεb(D)u˜0‖L2(O) 6 C5(λ)C3(λ)ε‖F‖L2(O), ε > 0. (8.20)
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Now relations (8.19) and (8.20) imply (8.3) with the constant C′δ(λ) =
C′1(λ)δ
−1 + C′2(λ), where
C
′
1(λ) = ‖g‖L∞α1/21 d1/2C1(λ), C′2(λ) = C5(λ)C3(λ). • (8.21)
8.2. The case where Λ ∈ L∞. Similarly, under Condition 1.10, Theorems
4.1 and 1.12 imply the following result.
Theorem 8.2. Suppose that the assumptions of Theorem 7.1 are satisfied.
Let O′ be a strictly interior subdomain of the domain O. Denote δ :=
dist {O′; ∂O}. Then there exists a number ε1 ∈ (0, 1] depending on the
domain O and the lattice Γ such that
‖uε − vˇε‖H1(O′;Cn) 6 Cˇδ(λ)ε‖F‖L2(O;Cn), 0 < ε 6 ε1, (8.22)
or, in operator terms,
‖(AN,ε + λI)−1 − (A0N + λI)−1 − εK0N,λ(ε)‖L2(O;Cn)→H1(O′;Cn) 6 Cˇδ(λ)ε.
For the flux pε = g
εb(D)uε we have
‖pε − g˜εb(D)u0‖L2(O′;Cm) 6 Cˇ′δ(λ)ε‖F‖L2(O;Cn), 0 < ε 6 ε1, (8.23)
where g˜(x) is the matrix (1.9). The constants in estimates are given by
Cˇδ(λ) = C1(λ)δ
−1 + Cˇ2(λ), Cˇ
′
δ(λ) = C
′
1(λ)δ
−1 + Cˇ′2(λ), where C1(λ), Cˇ2(λ),
C′1(λ), and Cˇ
′
2(λ) depend on m, d, α0, α1, ‖g‖L∞ , ‖g−1‖L∞ , λ, the parameters
of the lattice Γ, the constants C1 and C2 from (2.2), the norm ‖Λ‖L∞ , and
the domain O.
Proof. The inequality (8.16) remains true. Instead of (8.18), now we use
the next estimate which follows from Theorem 1.12 and (4.13):
‖u˜ε − vˇε‖H1(O) 6 C7(λ)ε‖F˜‖L2(Rd) 6 C7(λ)C3(λ)ε‖F‖L2(O), ε > 0. (8.24)
Then (8.22) is a direct consequence of (8.16) and (8.24), herewith, Cˇδ(λ) =
C1(λ)δ
−1+ Cˇ2(λ), where C1(λ) is defined by (8.17) and Cˇ2(λ) = C7(λ)C3(λ).
In order to prove (8.23), we use (8.19) and the next estimate which follows
from Theorem 1.12 and (4.13):
‖gεb(D)u˜ε − g˜εb(D)u0‖L2(O) 6 C8(λ)ε‖F˜‖L2(Rd)
6 C8(λ)C3(λ)ε‖F‖L2(O), ε > 0.
As a result, we obtain (8.23) with the constant Cˇ′δ(λ) = C
′
1(λ)δ
−1 + Cˇ′2(λ),
where C′1(λ) is defined by (8.21) and Cˇ
′
2(λ) = C8(λ)C3(λ). •
Remark 8.3. Theorems 8.1 and 8.2 can be applied also in the case where δ
depends on ε and a strictly interior subdomain O′ε approaches the boundary
∂O. For instance, if δ(ε) = O(εα), then the error estimate in (8.1) or in
(8.22) is of order O(ε1−α). Clearly, in the case where α < 1/2 the error
estimate in a strictly interior subdomain O′ε is better in order than in the
whole domain O. If α > 1/2, then Theorems 4.2 and 7.1 give better results
(in the whole domain O) and it does not make sense to apply Theorems 8.1
and 8.2.
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§9. Homogenization of the Neumann problem in the case λ = 0
9.1. Statement of the problem. For applications, it is interesting to
study the Neumann problem for the equation AN,εuε = F, i. e., in the
case where λ = 0. In this case, the right-hand side of the equation must
be subject to the solvability conditions, and the solution is subject to the
additional condition of orthogonality to the kernel of the operator. In the
present section, we deduce the results for this case from the results of §4
and §7.
We denote
Z = {z ∈ H1(O;Cn) : b(D)z = 0}. (9.1)
Then Z is a (closed) subspace of H1(O;Cn). Note that for sure Z contains
the n-dimensional subspace {u ∈ H1(O;Cn) : u(x) = c ∈ Cn} consisting of
constant vector-valued functions. From (2.2) it follows that
‖Dz‖2L2(O) 6 C−11 C2‖z‖2L2(O), z ∈ Z. (9.2)
Due to compactness of the embedding H1(O;Cn) ⊂ L2(O;Cn), inequality
of the form (9.2) can be satisfied only on a finitedimensional subspace in
H1(O;Cn). Consequently, Z is finitedimensional.
Obviously, the finitedimensional space (9.1) is also a (closed) subspace of
L2(O;Cn). We denote H(O) := L2(O;Cn)⊖ Z, H1⊥(O;Cn) = H1(O;Cn) ∩
H(O). In other words,
H1⊥(O;Cn) = {u ∈ H1(O;Cn) : (u, z)L2(O) = 0, ∀z ∈ Z}. (9.3)
Clearly, H1⊥(O;Cn) is a (closed) subspace of H1(O;Cn).
Proposition 9.1. The form ‖b(D)u‖L2(O) defines a norm in the space (9.3)
equivalent to the standard H1-norm.
Proof. The estimate ‖b(D)u‖2L2(O) 6 α1d‖u‖2H1(O) obviously follows from
(1.2) and (1.5) and is valid for all functions u ∈ H1(O;Cn).
Let us prove the opposite estimate: there exists a constant C˜1 > 0 such
that
‖u‖2H1(O) 6 C˜1‖b(D)u‖2L2(O), u ∈ H1⊥(O;Cn). (9.4)
Assume the opposite. Suppose that for any k ∈ N there exists a function
uk ∈ H1⊥(O;Cn) such that
‖uk‖2H1(O) > k‖b(D)uk‖2L2(O).
Then for the sequence vk = ‖uk‖−1H1(O)uk we have ‖vk‖H1(O) = 1 and
‖b(D)vk‖L2(O) < 1/
√
k → 0, as k →∞. Due to compactness of the embed-
ding H1(O;Cn) ⊂ L2(O;Cn) there exists a subsequence {vkj} converging
in L2(O;Cn). Applying the inequality (2.2) with u = vkj − vkl and using
convergence of vkj in L2(O) and convergence of b(D)vkj in L2(O), we con-
clude that {vkj} is a fundamental sequence in H1(O;Cn). Consequently, it
tends to some function v∗ ∈ H1⊥(O;Cn). Then ‖v∗‖H1(O) = 1, and, from
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the other side, b(D)v∗ = 0, i. e., v∗ ∈ Z. Since Z ∩H1⊥(O;Cn) = {0}, we
arrive at a contradiction. •
Let AN,ε be the operator corresponding to the form (2.3). Ob-
viously, KerAN,ε = Z. Therefore, the orthogonal decomposition
L2(O;Cn) = Z ⊕H(O) reduces the operator AN,ε. Denote by BN,ε the self-
adjoint operator in H(O) which is the part of AN,ε in H(O). Equivalently,
the operator BN,ε is the selfadjoint operator in H(O) generated by the qua-
dratic form
bN,ε[u,u] =
∫
O
〈gε(x)b(D)u, b(D)u〉dx, u ∈ H1⊥(O;Cn).
This form is closed and, by (9.4), positive definite. We have
‖g−1‖−1L∞ C˜−11 ‖u‖2H1(O) 6 bN,ε[u,u] 6 ‖g‖L∞dα1‖u‖2H1(O), u ∈ H1⊥(O;Cn).
(9.5)
Our goal in this section is to approximate the inverse operator B−1N,ε for
small ε. In terms of solutions, we study the behavior of the generalized
solution uε ∈ H1⊥(O;Cn) of the Neumann problem
b(D)∗gε(x)b(D)uε(x) = F(x), x ∈ O;
∂ε
ν
uε|∂O = 0; (uε, z)L2(O) = 0, ∀z ∈ Z,
(9.6)
where F ∈ H(O). Then uε = B−1N,εF.
By definition, we say that uε ∈ H1⊥(O;Cn) is the generalized solution of
the problem (9.6) if it satisfies the identity∫
O
〈gεb(D)uε, b(D)η〉 dx =
∫
O
〈F,η〉 dx, ∀η ∈ H1⊥(O;Cn). (9.7)
By (9.5), the form bN,ε[u,v] can be viewed as an inner product in the space
H1⊥(O;Cn). The right-hand side of (9.7) is an antilinear continuous func-
tional of η ∈ H1⊥(O;Cn). By the Riss theorem, the solution uε exists and is
unique. It satisfies the estimate
‖uε‖H1(O) 6 ‖g−1‖L∞ C˜1‖F‖L2(O). (9.8)
9.2. The homogenized problem. Let A0N be the operator gener-
ated by the form (2.27). Obviously, KerA0N = Z. The decomposition
L2(O;Cn) = Z ⊕H(O) reduces the operator A0N . Denote by B0N the selfad-
joint operator in H(O) which is the part of A0N in H(O). In other words,
B0N is the selfadjoint operator in H(O) generated by the quadratic form
b0N [u,u] =
∫
O
〈g0b(D)u, b(D)u〉dx, u ∈ H1⊥(O;Cn). (9.9)
By (1.15), the form (9.9) satisfies twosided estimates of the form (9.5) with
the middle part replaced by the form (9.9); the constants remain the same.
Then the operator B0N is positive definite:
B0N > ‖g−1‖−1L∞ C˜−11 IH(O). (9.10)
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Let u0 ∈ H1⊥(O;Cn) be the generalized solution of the Neumann problem
b(D)∗g0b(D)u0(x) = F(x), x ∈ O;
∂0νu0|∂O = 0; (u0, z)L2(O) = 0, ∀z ∈ Z,
(9.11)
where F ∈ H(O). Then u0 = (B0N )−1F.
The solution u0 is defined similarly to (9.7). It exists, is unique, and
satisfies the estimate
‖u0‖H1(O) 6 ‖g−1‖L∞ C˜1‖F‖L2(O). (9.12)
By the theorem about regularity of solutions, we have u0 ∈ H2(O;Cn) and
‖u0‖H2(O) 6 Ĉ‖F‖L2(O). (9.13)
Note that the estimate (9.13) can be derived from (2.33) and the fact that
u0 is the solution of the problem (2.28) with the right-hand side F + λu0.
Then, by (2.33) and (9.12),
‖u0‖H2(O) 6 Ĉλ‖F + λu0‖L2(O) 6 (Ĉλ + λ‖g−1‖L∞ C˜1)‖F‖L2(O).
Fixing λ = λ0 = C2‖g−1‖−1L∞ + 1, we obtain (9.13) with the constant Ĉ =
Ĉλ0 + λ0‖g−1‖L∞ C˜1.
9.3. Approximation of solutions in L2(O;Cn). Next theorem is an
analog of Theorem 4.1 for the case where λ = 0.
Theorem 9.2. Suppose that O ⊂ Rd is a bounded domain with the bound-
ary of class C1,1. Suppose that the matrix g(x) and DO b(D) satisfy the
assumptions of Subsection 1.2. Suppose that Condition 2.1 is satisfied. Let
uε be the solution of the problem (9.6) and let u0 be the solution of the prob-
lem (9.11) with F ∈ H(O). Then there exists a number ε1 ∈ (0, 1] depending
on the domain O and the lattice Γ such that
‖uε − u0‖L2(O;Cn) 6 C˜0ε‖F‖L2(O;Cn), 0 < ε 6 ε1, (9.14)
or, in operator terms,
‖B−1N,ε − (B0N )−1‖H(O)→H(O) 6 C˜0ε, 0 < ε 6 ε1.
The constant C˜0 depends on m, d, α0, α1, ‖g‖L∞ , ‖g−1‖L∞ , the parameters of
the lattice Γ, the constants C1 and C2 from the inequality (2.2), the constant
C˜1 from (9.4), and the domain O.
Proof. We apply Theorem 4.1. Let λ be subject to the restriction (2.6).
Since BN,ε is the part of AN,ε in H(O) and B0N is the part of A0N in the same
subspace, it follows from (4.2) that
‖(BN,ε + λI)−1 − (B0N + λI)−1‖H(O)→H(O) 6 C0(λ)ε, 0 < ε 6 ε1. (9.15)
Obviously, the solution uε of the problem (9.6) also satisfies the equa-
tion (BN,ε + λI)uε = Fε, where Fε = F + λuε ∈ H(O). Consequently,
uε = (BN,ε + λI)−1Fε. By (9.8), we have
‖Fε‖L2(O) 6 ‖F‖L2(O) + λ‖uε‖L2(O) 6 (1 + λ‖g−1‖L∞ C˜1)‖F‖L2(O). (9.16)
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We put u0,ε := (B0N + λI)−1Fε. By (9.15),
‖uε − u0,ε‖L2(O) 6 C0(λ)ε‖Fε‖L2(O), 0 < ε 6 ε1. (9.17)
From the other side, the solution u0 of the problem (9.11) also satisfies
the equation (B0N + λI)u0 = F0, where F0 = F + λu0 ∈ H(O). Therefore,
u0 = (B0N + λI)−1F0. We have:
u0,ε − u0 = (B0N + λI)−1(Fε − F0) = λ(B0N + λI)−1(uε − u0). (9.18)
Consequently,
uε − u0 = uε − u0,ε + λ(B0N + λI)−1(uε − u0),
whence (
I − λ(B0N + λI)−1
)
(uε − u0) = uε − u0,ε. (9.19)
By (9.10),
‖λ(B0N + λI)−1‖H(O)→H(O) 6 λ
(
λ+ ‖g−1‖−1L∞ C˜−11
)−1
< 1,
and so the operator I − λ(B0N + λI)−1 is invertible, and the norm of the
inverse operator satisfies the estimate
‖ (I − λ(B0N + λI)−1)−1 ‖H(O)→H(O) 6 1 + λ‖g−1‖L∞ C˜1. (9.20)
As a result, (9.19) implies that
uε − u0 =
(
I − λ(B0N + λI)−1
)−1
(uε − u0,ε). (9.21)
Combining (9.16), (9.17), (9.20), and (9.21), we obtain
‖uε − u0‖L2(O) 6 (1 + λ‖g−1‖L∞ C˜1)2C0(λ)ε‖F‖L2(O), 0 < ε 6 ε1. (9.22)
Estimate (9.22) is proved for any λ satisfying (2.6). We can fix λ, for in-
stance, putting λ = λ0 := 1 + C2‖g−1‖−1L∞ . Then we obtain (9.14) with the
constant C˜0 = (1 + λ0‖g−1‖L∞ C˜1)2C0(λ0). •
9.4. Approximation of solutions in H1(O;Cn). The corrector for the
problem (9.6) is defined similarly to (4.5):
KN (ε) = RO[Λ
ε]Sεb(D)PO(B0N )−1. (9.23)
The operator (9.23) is a continuous mapping of H(O) into H1(O;Cn). The
first order approximation to the solution uε of the problem (9.6) is given by
vε = (B0N )−1F+ εKN (ε)F = u0 + εΛεSεb(D)u˜0, (9.24)
where u˜0 = POu0. Note that vε belongs to H
1(O;Cn) but (in general) does
not belong to H1⊥(O;Cn).
The following result is an analog of Theorem 4.2 in the case where λ = 0.
Theorem 9.3. Suppose that the assumptions of Theorem 9.2 are satisfied.
Let vε be defined by (9.24). Then there exists a number ε1 ∈ (0, 1] depending
on the domain O and the lattice Γ such that
‖uε − vε‖H1(O;Cn) 6 C˜ε1/2‖F‖L2(O;Cn), 0 < ε 6 ε1, (9.25)
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or, in operator terms,
‖B−1N,ε − (B0N )−1 − εKN (ε)‖H(O)→H1(O;Cn) 6 C˜ε1/2.
For the flux pε := g
εb(D)uε we have
‖pε − g˜εSεb(D)u˜0‖L2(O;Cm) 6 C˜′ε1/2‖F‖L2(O;Cn), 0 < ε 6 ε1, (9.26)
where g˜(x) is the matrix (1.9). The constants C˜ and C˜′ depend only on m,
d, α0, α1, ‖g‖L∞ , ‖g−1‖L∞ , the parameters of the lattice Γ, the constants C1
and C2 from (2.2), the constant C˜1 from (9.4), and the domain O.
Proof. We apply Theorem 4.2. Suppose that λ satisfies condition (2.6). De-
note by P the orthogonal projection of L2(O;Cn) onto the subspace H(O).
Multiplying operators under the norm sign in (4.10) by the projection P
from the right, we arrive at
‖(BN,ε + λI)−1 − (B0N + λI)−1 − εΛεSεb(D)PO(B0N + λI)−1‖H(O)→H1(O)
6 C(λ)ε1/2, 0 < ε 6 ε1.
(9.27)
As in the proof of Theorem 9.2, we use that uε = (BN,ε + λI)−1Fε and
consider the function u0,ε = (B0N + λI)−1Fε. By (9.27) and (9.16),
‖uε − u0,ε − εΛεSεb(D)u˜0,ε‖H1(O) 6 C(λ)ε1/2‖Fε‖L2(O)
6 C(λ)(1 + λ‖g−1‖L∞ C˜1)ε1/2‖F‖L2(O), 0 < ε 6 ε1,
(9.28)
where u˜0,ε = POu0,ε.
Note that from (2.32) and (2.34), by multiplying operators under the
norm sign by the projection P from the right, it follows that
‖(B0N + λI)−1‖H(O)→H1(O) 6 c−1λ , (9.29)
‖(B0N + λI)−1‖H(O)→H2(O) 6 Ĉλ. (9.30)
Combining (9.18), (9.14), and (9.29), we obtain
‖u0,ε − u0‖H1(O) = λ‖(B0N + λI)−1(uε − u0)‖H1(O)
6 λc−1λ ‖uε − u0‖L2(O) 6 λc−1λ C˜0ε‖F‖L2(O), 0 < ε 6 ε1.
(9.31)
Now we consider the function εΛεSεb(D)(u˜0,ε − u˜0). It is required to
estimate its norm in H1(O;Cn). Since this function is defined on the whole
R
d, we will estimate its norm in H1(Rd;Cn). By Proposition 1.5 and (1.4),
‖εΛεSεb(D)(u˜0,ε − u˜0)‖L2(Rd) 6 ε|Ω|−1/2‖Λ‖L2(Ω)α
1/2
1 ‖u˜0,ε − u˜0‖H1(Rd).
(9.32)
Consider the derivatives
∂j (εΛ
εSεb(D)(u˜0,ε − u˜0)) = (∂jΛ)εSεb(D)(u˜0,ε − u˜0)
+ εΛεSεb(D)∂j(u˜0,ε − u˜0).
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By Proposition 1.5 and (1.4), we have:
d∑
j=1
‖∂j(εΛεSεb(D)(u˜0,ε − u˜0))‖2L2(Rd)
6 2|Ω|−1‖DΛ‖2L2(Ω)α1‖u˜0,ε − u˜0‖2H1(Rd)
+ 2ε2|Ω|−1‖Λ‖2L2(Ω)α1‖u˜0,ε − u˜0‖2H2(Rd).
Together with (9.32) this implies that
‖εΛεSεb(D)(u˜0,ε − u˜0)‖2H1(O)
6 |Ω|−1α1(3ε2‖Λ‖2L2(Ω) + 2‖DΛ‖2L2(Ω))‖u˜0,ε − u˜0‖2H2(Rd).
(9.33)
From (9.14), (9.18), and (9.30) it follows that
‖u˜0,ε − u˜0‖H2(Rd) 6 CO‖u0,ε − u0‖H2(O)
6 COλĈλ‖uε − u0‖L2(O) 6 εCOλĈλC˜0‖F‖L2(O), 0 < ε 6 ε1.
(9.34)
Combining (9.33), (9.34), (1.10), and (1.11), we obtain
‖εΛεSεb(D)(u˜0,ε − u˜0)‖H1(O) 6 Cˇλε‖F‖L2(O), 0 < ε 6 ε1, (9.35)
where Cˇλ = m
1/2α
1/2
1 α
−1/2
0 ‖g‖1/2L∞‖g−1‖
1/2
L∞
(
2 + 3(2r0)
−2
)1/2 COλĈλC˜0.
As a result, relations (9.28), (9.31), and (9.35) imply that
‖uε − vε‖H1(O) 6 ε1/2
(
C(λ)(1 + λ‖g−1‖L∞ C˜1) + λc−1λ C˜0 + Cˇλ
)
‖F‖L2(O)
(9.36)
for 0 < ε 6 ε1. Estimate (9.36) is proved for any λ satisfying (2.6). Putting
λ = λ0 := 1 + C2‖g−1‖−1L∞ , we obtain estimate (9.25) with the constant
C˜ = C(λ0)(1 + λ0‖g−1‖L∞ C˜1) + λ0c−1λ0 C˜0 + Cˇλ0 .
It remains to prove (9.26). The arguments are similar to the proof of
(4.11) (see Subsection 5.4). By (9.25), (1.2), and (1.5), we have
‖pε−gεb(D)vε‖L2(O) 6 ‖g‖L∞(dα1)1/2C˜ε1/2‖F‖L2(O), 0 < ε 6 ε1. (9.37)
Similarly to (5.40),
‖gεb(D)vε − g˜εSεb(D)u˜0‖L2(O) 6 C6ε‖Db(D)u˜0‖L2(Rd). (9.38)
By (1.4) and (9.13),
‖Db(D)u˜0‖L2(Rd) 6 α
1/2
1 ‖u˜0‖H2(Rd)
6 α
1/2
1 CO‖u0‖H2(O) 6 α1/21 COĈ‖F‖L2(O).
(9.39)
As a result, (9.37)–(9.39) imply (9.26) with the constant C˜′ =
‖g‖L∞(dα1)1/2C˜ + C6α1/21 COĈ. •
9.5. Results in the case where Λ ∈ L∞. Under Condition 1.10, instead
of the corrector (9.23), it is possible to use a simpler corrector
K0N (ε) = [Λ
ε]b(D)(B0N )−1,
50 T. A. SUSLINA
which is a continuous mapping of H(O) into H1(O;Cn). Instead of (9.24),
we consider another approximation of the solution uε of the problem (9.6):
vˇε = (B0N )−1F+ εK0N (ε)F = u0 + εΛεb(D)u0. (9.40)
Next result is an analog of Theorem 7.1 in the case where λ = 0.
Theorem 9.4. Suppose that the assumptions of Theorem 9.2 and Condition
1.10 are satisfied. Let vˇε be defined by (9.40). Then there exists a number
ε1 ∈ (0, 1] depending on the domain O and the lattice Γ such that
‖uε − vˇε‖H1(O;Cn) 6 Cˇε1/2‖F‖L2(O;Cn), 0 < ε 6 ε1, (9.41)
or, in operator terms,
‖B−1N,ε − (B0N )−1 − εK0N (ε)‖H(O)→H1(O;Cn) 6 Cˇε1/2.
For the flux pε = g
εb(D)uε we have
‖pε − g˜εb(D)u0‖L2(O;Cm) 6 Cˇ′ε1/2‖F‖L2(O;Cn), 0 < ε 6 ε1, (9.42)
where g˜(x) is the matrix (1.9). The constants Cˇ and Cˇ′ depend on m, d, α0,
α1, ‖g‖L∞ , ‖g−1‖L∞ , the parameters of the lattice Γ, the constants C1 and
C2 from the inequality (2.2), the constant C˜1 from (9.4), the norm ‖Λ‖L∞ ,
and the domain O.
Proof. The proof is similar to that of Theorem 7.1. It is required to estimate
the H1-norm of the function vˇε − vε = εΛε(I − Sε)b(D)u˜0.
From (1.4) and (9.13) it follows that
‖b(D)u˜0‖L2(Rd) 6 α
1/2
1 ‖u˜0‖H1(Rd) 6 α1/21 CO‖u0‖H2(O) 6 α1/21 COĈ‖F‖L2(O).
(9.43)
Estimates (7.6) and (7.7) can be applied. Together with (9.39) and (9.43)
they yield
‖vˇε − vε‖H1(O) = ‖εΛε(I − Sε)b(D)u˜0‖H1(O) 6 C012ε‖F‖L2(O), (9.44)
where C012 = α1/21 COĈ
(
2(3 + 2β2)
1/2‖Λ‖L∞ + (2β1)1/2r1
)
.
Now (9.25) and (9.44) imply (9.41) with the constant Cˇ = C˜ + C012.
It remains to check (9.42). From (9.41), (1.2), and (1.5) it follows that
‖pε−gεb(D)vˇε‖L2(O) 6 ε1/2d1/2α1/21 ‖g‖L∞ Cˇ‖F‖L2(O), 0 < ε 6 ε1. (9.45)
Similarly to (7.10) and (7.11), taking (9.13) into account, we have
‖gεb(D)vˇε − g˜εb(D)u0‖L2(O) 6 εdα1‖g‖L∞‖Λ‖L∞‖u0‖H2(O)
6 εdα1‖g‖L∞‖Λ‖L∞Ĉ‖F‖L2(O).
(9.46)
Relations (9.45) and (9.46) imply (9.42) with the constant Cˇ′ =
d1/2α
1/2
1 ‖g‖L∞ Cˇ + dα1‖g‖L∞‖Λ‖L∞Ĉ. •
9.6. Special cases. Now we distinguish special cases. Next statement
follows from Theorem 9.3 and Proposition 1.2.
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Proposition 9.5. Let uε be the solution of the problem (9.6), and let u0
be the solution of the problem (9.11). If g0 = g, i. e., relations (1.13) are
satisfied, then Λ = 0, KN (ε) = 0, and we have
‖uε − u0‖H1(O;Cn) 6 C˜ε1/2‖F‖L2(O;Cn), 0 < ε 6 ε1.
Applying Propositions 1.3, 1.13 and the statement of Theorem 9.4 con-
cerning the flux, we obtain the following statement.
Proposition 9.6. Let uε be the solution of the problem (9.6), and let u0
be the solution of the problem (9.11). Let pε = g
εb(D)uε. If g
0 = g, i. e.,
relations (1.14) are satisfied, then
‖pε − g0b(D)u0‖L2(O;Cm) 6 Cˇ′ε1/2‖F‖L2(O;Cn), 0 < ε 6 ε1.
9.7. Approximation of solutions in a strictly interior subdomain.
As in §8, it is possible to obtain a sharp order error estimate for approxima-
tion of the solution in H1(O′;Cn), where O′ is a strictly interior subdomain
of the domain O.
Theorem 9.7. Suppose that the assumptions of Theorem 9.3 are sat-
isfied. Let O′ be a strictly interior subdomain of the domain O. Let
δ := dist {O′; ∂O}. Then there exists a number ε1 ∈ (0, 1] depending on
the domain O and the lattice Γ such that
‖uε − vε‖H1(O′;Cn) 6 C˜δε‖F‖L2(O;Cn), 0 < ε 6 ε1, (9.47)
or, in operator terms,
‖B−1N,ε − (B0N )−1 − εKN (ε)‖H(O)→H1(O′;Cn) 6 C˜δε, 0 < ε 6 ε1.
For the flux pε = g
εb(D)uε we have
‖pε − g˜εSεb(D)u˜0‖L2(O′;Cm) 6 C˜′δε‖F‖L2(O;Cn), 0 < ε 6 ε1, (9.48)
where g˜(x) is the matrix (1.9). The constants in estimates are given by
C˜δ = C˜1δ
−1+ C˜2, C˜
′
δ = C˜
′
1δ
−1+ C˜′2, where C˜1, C˜2, C˜
′
1, C˜
′
2 depend on m, d, α0,
α1, ‖g‖L∞ , ‖g−1‖L∞ , the parameters of the lattice Γ, the constants C1 and
C2 from the inequality (2.2), the constant C˜1 from (9.4), and the domain O.
Proof. We apply Theorem 8.1. Assume that λ satisfies (2.6). Multiplying
operators under the norm sign in (8.2) by the projection P from the right,
we arrive at
‖(BN,ε + λI)−1 − (B0N + λI)−1 − εΛεSεb(D)PO(B0N + λI)−1‖H(O)→H1(O′)
6 Cδ(λ)ε, 0 < ε 6 ε1.
(9.49)
Next, we proceed like in the proof of Theorem 9.3. We write uε as uε =
(BN,ε + λI)−1Fε and consider u0,ε = (B0N + λI)−1Fε. By (9.16) and (9.49),
‖uε − u0,ε − εΛεSεb(D)u˜0,ε‖H1(O′) 6 Cδ(λ)ε‖Fε‖L2(O)
6 Cδ(λ)(1 + λ‖g−1‖L∞ C˜1)ε‖F‖L2(O), 0 < ε 6 ε1.
(9.50)
52 T. A. SUSLINA
Now relations (9.31), (9.35), and (9.50) imply that
‖uε − vε‖H1(O′) 6 ε
(
Cδ(λ)(1 + λ‖g−1‖L∞ C˜1) + λc−1λ C˜0 + Cˇλ
)
‖F‖L2(O)
(9.51)
for 0 < ε 6 ε1. The inequality (9.51) is valid for any λ satisfying (2.6).
Putting λ = λ0 = 1 + C2‖g−1‖−1L∞ , we obtain (9.47) with the constant C˜δ =
C˜1δ
−1 + C˜2, where
C˜1 = C1(λ0)(1 + λ0‖g−1‖L∞ C˜1), (9.52)
C˜2 = C2(λ0)(1 + λ0‖g−1‖L∞ C˜1) + λ0c−1λ0 C˜0 + Cˇλ0 .
It remains to prove (9.48). From (9.47), (1.2), and (1.5) it follows that
‖pε − gεb(D)vε‖L2(O′) 6 ‖g‖L∞d1/2α1/21 C˜δε‖F‖L2(O), 0 < ε 6 ε1. (9.53)
Combining (9.53), (9.38), and (9.39), we arrive at
‖pε − g˜εSεb(D)u˜0‖L2(O′) 6
(
‖g‖L∞d1/2α1/21 C˜δ + C6α1/21 COĈ
)
ε‖F‖L2(O)
for 0 < ε 6 ε1. This yields (9.48) with the constant C˜
′
δ = C˜
′
1δ
−1+ C˜′2, where
C˜
′
1 = ‖g‖L∞d1/2α1/21 C˜1, C˜′2 = ‖g‖L∞d1/2α1/21 C˜2 + C6α1/21 COĈ. • (9.54)
Under Condition 1.10, we obtain the following result.
Theorem 9.8. Suppose that the assumptions of Theorem 9.4 are satis-
fied. Let O′ be a strictly interior subdomain of the domain O, and let
δ := dist {O′; ∂O}. Then there exists a number ε1 ∈ (0, 1] depending on
the domain O and the lattice Γ such that
‖uε − vˇε‖H1(O′;Cn) 6 Cˇδε‖F‖L2(O;Cn), 0 < ε 6 ε1, (9.55)
or, in operator terms,
‖B−1N,ε − (B0N )−1 − εK0N (ε)‖H(O)→H1(O′;Cn) 6 Cˇδε, 0 < ε 6 ε1.
For the flux pε = g
εb(D)uε we have
‖pε − g˜εb(D)u0‖L2(O′;Cm) 6 Cˇ′δε‖F‖L2(O;Cn), 0 < ε 6 ε1, (9.56)
where g˜(x) is the matrix (1.9). The constants in estimates are given by
Cˇδ = C˜1δ
−1+ Cˇ2, Cˇ
′
δ = C˜
′
1δ
−1+ Cˇ′2, where C˜1, Cˇ2, C˜
′
1, Cˇ
′
2 depend on m, d, α0,
α1, ‖g‖L∞ , ‖g−1‖L∞ , the parameters of the lattice Γ, the constants C1 and
C2 from the inequality (2.2), the constant C˜1 from (9.4), the norm ‖Λ‖L∞ ,
and the domain O.
Proof. We apply the proof of Theorem 9.4. Under Condition 1.10, (9.44) is
true. Together with (9.47) it implies (9.55) with the constant Cˇδ = C˜1δ
−1 +
Cˇ2, where C˜1 is defined by (9.52) and Cˇ2 = C˜2 + C012.
Let us check (9.56). From (9.55), (1.2), and (1.5) it follows that
‖pε − gεb(D)vˇε‖L2(O′) 6 ‖g‖L∞d1/2α1/21 Cˇδε‖F‖L2(O), 0 < ε 6 ε1. (9.57)
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Under Condition 1.10, (9.46) is true. Now relations (9.46) and (9.57) implies
(9.56) with the constant Cˇ′δ = C˜
′
1δ
−1+ Cˇ′2, where C˜
′
1 is defined by (9.54) and
Cˇ′2 = ‖g‖L∞d1/2α1/21 Cˇ2 + dα1‖g‖L∞‖Λ‖L∞ Ĉ. •
What was said in Remark 8.3 concerns also Theorems 9.7 and 9.8.
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