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Abstract
We initiate a mathematical analysis of hidden effects induced by binning spike
trains of neurons. Assuming that the original spike train has been generated by a
discrete Markov process, we show that binning generates a stochastic process which is
not Markov any more, but is instead a Variable Length Markov Chain (VLMC) with
unbounded memory. We also show that the law of the binned raster is a Gibbs mea-
sure in the DLR (Dobrushin-Lanford-Ruelle) sense coined in mathematical statistical
mechanics. This allows the derivation of several important consequences on statistical
properties of binned spike trains. In particular, we introduce the DLR framework as
a natural setting to mathematically formalize anticipation, i.e. to tell "how good" our
nervous system is at making predictions. In a probabilistic sense, this corresponds to
condition a process by its future and we discuss how binning may affect our conclu-
sions on this ability. We finally comment what could be the consequences of binning
in the detection of spurious phase transitions or in the detection of wrong evidences
of criticality.
1 Introduction
The development of multi-electrode arrays (MEA) technology offers an efficient way to
record the spiking activity of populations of neurons, in the retina or in the cortex. Cur-
rently, up to 4096 neurons can be recorded simultaneously Ferrea et al. [2012]. This pro-
vides new insights to better understand how a population of neurons encodes information.
The analysis of MEA data requires however preliminary specific treatments such as
spike sorting, which allows to distinguish spikes coming from a specific neuron from the elec-
tric variations of potential recorded from nearby electrodes Delescluse and Pouzat [2006],
Einevoll et al. [2012], Marre et al. [2012]. Once spikes have been sorted, and as spikes are
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sparse with a spike time subject to some indeterminacy, a usual strategy consists of binning
data. That is, one defines first a time window of ∼ 5 − 20 ms (binning window), larger
than the typical duration of a spike (∼ 1 − 2 ms). The whole spike train is then divided
into contiguous, non overlapping such windows and for each neuron a binary variable is
defined: it takes value 0 if the neuron has not spiked in the binning window, and it is 1 if
the neuron has spiked at least once; that is, windows containing 1, 2 or more spikes are all
given the value 1.
Spike sorting, as well as binning, are operations which can have a strong impact on raw
data, especially on spike train statistics. In this paper, we concentrate on the mathematical
consequences of binning. Assuming that the original spike train has been generated by
a Markov chain (i.e. a process with finite memory), we show that binning generates a
process losing the Markov property. Instead, the stochastic process describing this raster
is a Variable Length Markov Chain (VLMC) with unbounded memory. We will discuss
in Section 4 that in some cases such a mechanism is expected to generate long range
space and time correlations which might be misunderstood as fallacious evidence of phase
transition or criticality. In our situation however, no phase transition and no phenomenon
of criticality arises.
Anticipation plays a key role in the nervous system. A natural question is how "good"
our nervous system is at making predictions. To assess the efficiency of prediction, a
possible strategy is to measure the information that neurons carry about the future of
sensory experiences. In this spirit, illuminating experiments have been done, in the retina,
by S. Palmer et al. Palmer et al. [2015], who conclude that groups of neurons in the
retina are indeed close to maximally efficient at separating predictive information from the
non-predictive background. From a probabilistic point of view, such prediction amounts to
condition a process by its future. In the context of mathematical statistical mechanics, this
corresponds to the Dobrushin-Lanford-Ruelle (DLR) approach to rigorously define Gibbs
measures and phase transitions Georgii [1988]. DLR measures are measures consistent
with regular systems of two-sided conditionings (i.e. conditionings w.r.t. the outside of
finite sets), which corresponds to conditioning w.r.t. future and past in dimension one.
To see whether binning affects the capacity of prediction, we provide a first step to-
wards this direction by proving that the Gibbs property in the DLR sense is preserved in
our case. This means, loosely speaking, that the law of the binned raster behaves well in
terms of capacity of prediction. We also discuss how one might get other situations where
the Gibbs property is lost and what would be the consequences in the detection of spurious
phase transitions or in the detection of wrong evidences of criticality.
The paper is organized as follows. In Section 2 we give the main ideas explaining the
effects announced above. Section 3 provides a rigorous setting for these statement. Finally,
Section 4 is devoted to a discussion on the effect of binning in the context of MEA analysis.
All mathematical proofs are given in the Appendix.
2
2 Qualitative description
2.1 Definitions
2.1.1 Spike trains
We consider the joint activity of N neurons, characterized by the emission of action poten-
tials ("spikes"). The membrane potentials of neurons evolve according to known biophysi-
cal mechanisms Dayan and Abbott [2001], Gerstner and Kistler [2002], Ermentrout and Terman
[2010]. Here, we consider that all what we are able to measure is spiking activity, e.g. via
Multi-Electrode Arrays measurement followed by spike sorting.
We also assume that the spiking activity has been recorded at a time scale δ which is
sufficiently small so that a neuron can at most fire one spike within a time window of size
δ (we can set δ = 1 without loss of generality). This provides a time discretization labeled
with an integer time n. Each neuron’s activity is then characterized by a binary variable
ωk(n) = 1 if neuron k fires at time n and ωk(n) = 0 otherwise.
The state of the entire network at time n is thus described by a vector ω(n)
def
=
[ωk(n) ]
N
k=1. A spike block ω
n
m, n ≥ m, is the sequence of vectors ω(m), ω(m+1), . . . , ω(n);
blocks will be denoted by ωnm. The "time-range" (or "range") of a block ω
n
m is given by
n −m + 1 which is the number of time steps needed to go from m to n. A "raster" (or
"spike train") is a block ωTn0 where n0 is the initial time of the experiment and T the final
time. For convenience we shall often consider n0 → −∞ and T → +∞, i.e. a bi-infinite
raster. Thus, time index runs over Z. For simplicity, we shall also use the notation ω for
a raster.
2.1.2 Markov chain
We consider here the simple case where the spike train is a realization of a homogeneous
Markov chain with memory D > 0. The evolution of the chain is characterized by a family
of transition probabilities P
[
ω(D)
∣∣∣ωD−10
]
. "Homogeneous" means that these transition
probabilities do not depend on time. To consider the simplest situation we assume that
P
[
ω(D)
∣∣∣ωD−10
]
> 0 for all ωD0 . Thus, the chain is primitive: there exists an n such that
for any pair of blocs w′, w of range D there is a path of length n and of positive probability
joining w′ to w.
An immediate consequence of primitivity is the existence and uniqueness of a unique in-
variant probability (equilibrium state). Additionally, time correlations decay exponentially
fast Seneta [2006], Brémaud [1999].
2.1.3 Binning
We fix an integer τ > 1, the "binning window size". To a raster ω we associate a binned
raster ̟ defined in the following way. We divide Z into contiguous binning windows,
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Fm = [mτ, (m+1)τ −1]∩Z, m ∈ Z. We construct
1 the binned raster ̟(m) = [̟k(m)]
N
k=1
̟k(m) =
{
1, ∃n ∈ Fm, ωk(n) = 1;
0, ∀n ∈ Fm, ωk(n) = 0.
(1)
Thus ̟k(m) = 1 if neuron k has spiked at least once in window Fm, and ̟k(m) = 0 if
neuron k has never spiked in window Fm.
2.2 The consequences of binning
2.2.1 The simplest example
To start up, consider the case where N = 1 (one neuron), D = 1 (the Markov chain has
memory one) and τ = 2. This simple situation already captures the main features of the
procedure. Thus, we can drop the neuron index 1 on the variable ̟1(m) and write ̟(m).
As τ = 2, the binned symbol ̟ = 0 corresponds to the successive events (0, 0) in the
initial raster. On the opposite, ̟ = 1 corresponds either to (0, 1), (1, 0) or (1, 1). Thus, we
associate to the symbol ̟ = 1 three symbols of the initial Markov chain. This operation
is called "factorization". As we will show in Section 3, factorization leads in general to a
loss of the Markov property with the creation of a memory of variable length. We illustrate
this here. A general mathematical proof is given in the appendix.
We note P the probabilities for the initial chain and P(b) the probability for the binned
chain. We want to show first how the binned chain loses the Markov property. For this we
first show that
P
(b)[̟(2) = 0|̟(1) = 1,̟(0) = 1] 6= P(b)[̟(2) = 0|̟(1) = 1]. (2)
We have
P
(b)[̟(2) = 0|̟(1) = 1] =
P
(b)[̟(2) = 0,̟(1) = 1]
P(b)[̟(1) = 1]
.
The complete formulation of P(b)[̟(2) = 0|̟(1) = 1] in terms of the transition proba-
bilities P[·|·] of the initial Markov chain is easy using this formula and the Markov property,
but the computation is relatively heavy, although simple. Thus, to make computations eas-
ier we use a diagrammatic expansion. An example is given in Fig. 1.
In order to compute P(b)[̟(2) = 0,̟(1) = 1] in terms of the initial chain, one has to
consider the symbols appearing on the line "P" of the diagram. Symbol u|v corresponds
to P [u | v ], u to P [u ], and we read the diagram from the left to the right, going from the
present (on the left) to the past (on the right). One multiplies the probabilities on each
path made with arrows, this gives a weight to this path. Finally, one adds all weights to
obtain the probability. In this way we obtain (Fig. 1 left)
P
(b)[̟(2) = 0,̟(1) = 1] =
P [ω(5) = 0 |ω(4) = 0 ]P [ω(4) = 0 |ω(3) = 0 ]P [ω(3) = 0 |ω(2) = 1 ]P [ω(2) = 1 ]
+ P [ω(5) = 0 |ω(4) = 0 ]P [ω(4) = 0 |ω(3) = 1 ]P [ω(3) = 1 |ω(2) = 1 ]P [ω(2) = 1 ]
+ P [ω(5) = 0 |ω(4) = 0 ]P [ω(4) = 0 |ω(3) = 1 ]P [ω(3) = 1 |ω(2) = 0 ]P [ω(2) = 0 ]
1This construction is similar to scaling transformations with non-overlapping blocks performed within
the RG framework, such as decimation Kadanoff or majority-rule transformations. It is known in mathe-
matical statistical mechanics that these transfomations can generate hidden long-range orders due to un-
typical discontinuities, see e.g. van Enter et al. [1993], van Enter and Ny [2016], Kadanoff [1966], Wilson
[1975] .
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and (Fig. 1 right)
P
(b)[̟(1) = 1] =
P [ω(3) = 0 |ω(2) = 1 ]P [ω(2) = 1 ]
+ P [ω(3) = 1 |ω(2) = 1 ]P [ω(2) = 1 ]
+ P [ω(3) = 1 |ω(2) = 0 ]P [ω(2) = 0 ]
Figure 1: Left: P [̟(2) = 0,̟(1) = 1 ]. Right: P [̟(1) = 1 ].
Finally, P(b)[̟(2) = 0|̟(1) = 1] is given by the ratio Left DiagramRight Diagram, where by each
"Diagram" we mean the product weight of admissible paths, see below.
As we have implicitly assumed stationarity here, we can in fact drop the time indexes
as well, ending up with
P
(b)[0|1] = P[0 | 0 ]P[0 | 0 ]P[0 | 1 ]P[ 1 ]+P[0 | 0 ]P[0 | 1 ]P[1 | 1 ]P[ 1 ]+P[0 | 0 ]P[0 | 1 ]P[1 | 0 ]P[ 0 ]
P[0 | 1 ]P[ 1 ]+P[1 | 1 ]P[ 1 ]+P[1 | 0 ]P[ 0 ] . (3)
We shall use this shorthand notation from now on.
From the diagram in Fig. 2 we obtain P(b)[0|11] = P
(b)[011]
P(b)[11]
as well.
Figure 2: Left: P [ 011 ]. Right: P [ 11 ].
Now, the reason why (2) holds can be readily seen on the graphs. The denominator
of left hand side and right hand side are sums corresponding to paths either ending with
P [ 1 ] or P [ 0 ]. There is therefore no general way to simplify terms in the numerator and
denominator so that the left-hand side equals the right-hand side.
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Numerical example. We instanciate the above discussion by a concrete numerical ex-
ample. We consider a Markov chain with transitions given by P [0 | 1 ] = P [1 | 0 ] = 34 ,
starting from ω(0) = 0, and propose to calculate P(b)[̟(2) = 0|̟(1) = 1]. Applying
formula (3), we obtain that P(b)[0|1] = 5·3
3+3
42(33+7) =
138
16·34 ∼ 0, 2536. On the other hand,
we calculate in the same way P(b)[0|10] = 3
4
42·57 ∼ 0, 0888 which is clearly different from
P
(b)[0|1]. Therefore,
P
(b)[̟(2) = 0|̟(1) = 1,̟(0) = 0] 6= P(b)[̟(2) = 0|̟(1) = 1],
which shows that the binned chain is not Markov of order one any more.
Let us come back to our general considerations. The situation is different when the
conditioning term contains a “0”. Let us show that
P
(b)[0|101] = P(b)[0|10]. (4)
The probability P(b)[0|101] = P
(b)[0101]
P(b)[101]
is represented in Fig. 3.
Figure 3: Left: P [ 0101 ]. Right: P [ 101 ].
Applying the rules of our diagrams, we see that P(b)[0101] and P(b)[101] can be factor-
ized into two subgraphs on the left and on the right of the central symbol 00. Thus the
term on the right of these graphs disappears when computing the ratio P
(b)[0101]
P(b)[101]
and we
end up with P
(b)[010]
P(b)[10]
= P(b)[0|10].
We conclude now the above example. For a binned block ̟sr we have
P
(b)[̟(s+ 1)|̟sr ] = P
(b)[̟(s+ 1)|̟sl ], (5)
where l is the first occurrence of the symbol 0 when going from s to r (we set l = r, if ̟
does not contain the symbol 0). That is, the binned process is a Variable Length Markov
Chain (VLMC) in the sense of Rissanen Rissanen [1983], where memory goes back up to
the first occurrence of a 0 in the past (see also next the section where we formalise this
idea).
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2.2.2 Generalization
Let us now generalize this statement to N neurons (the rigorous proof is given in Section
3 and in the appendix). Consider first τ = 2 and N = 2. We want to show e.g. that
P
(b)
[
0
0
∣∣∣∣ 1 00 1
]
6= P(b)
[
0
0
∣∣∣∣ 10
]
.
The situation is basically the same as in the previous section. When computing
P
(b)
[
0 1 0
0 0 1
]
and P(b)
[
1 0
0 1
]
, one has to construct a tree weighted by the transition
probabilities of the initial chain.
To further generalize, we classify binned spikes patterns ̟(m) in two sets. The first
set contains the unique pattern2, denoted z, where all spikes in the window are 0. The
second set contains all other patterns (at least one 1); all elements of this set are denoted
by the symbol u. Now, (5) generalizes readily to this case, replacing "0" by "z" so that
l becomes "the first occurrence of the symbol z when going from s to r". We provide a
schematic representation of this chain in Fig. 4.
Figure 4: Schematic representation of the binned VLMC.
Let us now discuss the mathematical consequences of the fact that binning leads to a
VLMC.
2.2.3 Consequences
The transformation of a Markov chain into a VLMC via binning has several consequences.
We sketchy present them in this section. The mathematical justifications are given in
Section 3.
1. The memory of the VLMC can extend arbitrarily far in the past. This is the case
even if the initial raster is sparse. To obtain the symbol "u" one needs at least one
spike in the binned window. In general, the probability of this event increases with
τ , the binning window size, and N , the number of neurons.
2From a general mathematical perspective the fact that z is a block of zeroes plays no specific role.
The same argument works with z being any "end registry". We thank one of the referees for this remark.
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2. The binned chain has therefore a long range memory, purely induced by binning.
3. This could induce fallacious long range time correlations as well as long range space
correlations. Let us give a basic example. Assume that neurons are connected on a
regular Z2 lattice with nearest neighbors interactions which are excitatory. Suppose
neuron i0 spikes and triggers a cascade of spikes (avalanche) spreading through the
lattice. After τ + 1 time steps the avalanche has reached neurons at distance τ + 1
from i0. Binning will make those neurons and i0 fire in contiguous time steps. This
might create a fallacious causal interaction between them.
So, natural questions arise: "How much does binning impact the estimation of spikes
statistics? How far can we mathematically control this impact ?" The next section is
devoted to these questions.
3 Mathematical results
We write A = { 0, 1 }N for the set of possible vectors with entries 0, 1 in a network of N
neurons. The set of spike trains is Ω ≡ AZ. Moreover, for any fixed n ∈ Z, we write An−∞
for all infinite sequences (ω(k))−∞<k≤n, and we write ω
n
−∞ for short for such an infinite
sequence.
We introduce the canonical random variable Xn on Ω defined as a projection by
Xn(ω) = ω(n) for all n ∈ Z. We endow Ω with the product topology and the associated
Borel σ−algebra F which is generated by all projection maps Xn, i.e. F = σ{Xn,−∞ <
n < ∞}. Finally we introduce Fk−∞ = σ{Xn,−∞ < n ≤ k}, the history before time k.
Moreover, for any subset Λ ⊂ Z, we introduce FΛ = σ{Xn, n ∈ Λ}.
A spike train (ω(n))n can be seen as a stochastic process defined on the space (Ω,F),
and its law is entirely determined by a probability law P on (Ω,F).
3.1 Transition probabilities
In this paper, we want to analyze the effects of binning on inferring the present statistics of
spike, given the history, but we also want to consider its effects on anticipation mechanism,
where one conditions the present statistics by possible futures.
In a mathematical setting, this leads us to consider "one-sided" or "two-sided" de-
pendencies. By "one-sided", we mean that the conditioning depends only on one side
of the evolution – the past – and not on the other side – the future. By "two-sided",
one means that the conditioning is prescribed outside finite sets from both "sides". In
dimension one this amounts to considering a prescribed future. The two notions are not
mathematically equivalent. In the simple case of range one dependencies, they are de-
signed by Local Markov versus Global Markov properties, see Föllmer [1980], Goldstein
[1980] or Fernandez and Pfister [1997] in higher dimension. In this paper we are con-
sidering a one dimensional situation, where the dimension is time. But, more generally,
considering one-sided or two-sided conditionings in larger dimensions is precisely the topic
of rigorous mathematical statistical mechanics, see van Enter et al. [1993], Georgii [1988].
These notions are also related to equilibrium states and Gibbs properties. We warn the
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interested reader that the vocabulary can change depending on the point of view which is
adopted. Indeed, slight differences exist between the approaches coming from probability
theory Georgii [1988], mathematical statistical mechanics Dobrushin [1968] or dynamical
systems/ergodic theory Bowen [2008]. See also Fernandez et al. [2011] for a discussion on
different notions.
For the sake of clarity and to avoid usual confusions, we precise here what we mean by
Markov chains or fields, and which (different) Gibbs measures might be considered.
In the one-sided setting, we focus first on the probabilistic framework and consider
stochastic processes (Xn)n∈Z defined on (Ω,F). We follow Fernandez et al. [2011] and
introduce systems of transition probabilities:
Definition 1 A system of transition probabilities (or transition kernels) is a
family {pn(·|·) : n ∈ Z} of functions pn : A × A
n
−∞ −→ [0, 1], such that the following
conditions hold for all n ∈ Z.
1. Measurability : For each a ∈ A, the function pn(a|·) is F
n−1
−∞−measurable.
2. Normalization : For each ωn−1−∞ ∈ A
n−1
−∞ ,
∑
a∈A
pn
(
a|ωn−1−∞
)
= 1.
A system of transition probabilities defines the intrinsic dynamics of the process (Xn)n :
pn(a|ω
n−1
−∞ ) gives the probability of the event {Xn = a}, knowing that X
n−1
−∞ = ω
n−1
−∞ . In
other words, the law P of (Xn)
n=∞
n=−∞ corresponds to the dynamics prescribed by (pn)n∈Z.
This is formalized in the following definition.
Definition 2 A probability measure P on (Ω,F) is consistent with a system of tran-
sition probabilities (pn)n if
P
[
Xn = ω(n)|X
n−1
−∞ = ω
n−1
−∞
]
= pn
(
ω(n)|ωn−1−∞
)
, (6)
for all n ∈ Z and for P−almost all ωn−1−∞ ∈ A
n−1
−∞ .
Here, P
[
Xn = ω(n)
∣∣Xn−1−∞ = ωn−1−∞ ] denotes a regular version 3 of the conditional
probability P
[
Xn = ω(n)
∣∣Fn−1−∞ ] on the event {Xk = ω(k),−∞ < k ≤ n− 1}.
Let us emphasize that stationarity is not assumed in these definitions and the kernel
pn may depend on n as well. This means that seasonality can be included in the definition
of the dynamics, although in the following we mainly assume stationarity.
Other related notions are those of stochastic chains with memory of variable length
(VLMC, see below and Galves and Löcherbach [2008]), chains with complete connections,
3This technical notion means the following: The transition kernel pn
(
ω(n)|ωn−1−∞
)
is one possi-
ble choice – within the L2−equivalence class of possible choices – ensuring that for all A ∈ An−1−∞ ,
E(1{Xn=ω(n)}1A) = E(pn(Xn|X
n−1
−∞ )1A). The notion regular does not refer to any regularity of the function
ωn−1−∞ 7→ pn
(
ω(n)|ωn−1−∞
)
here, it is rather related to the fact that - very roughly speaking - it is possible to
condition on an event of probability 0, that is, to condition on the event {Xk = ω(k),−∞ < k ≤ n− 1}.
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g-measures or chains of infinite order (see e.g. Fernandez et al. [2011], Verbitskiy [2011]
and the references cited therein).
Homogeneous and primitive Markov chains are a particular case of such processes, see
Definition 4 below. In the following, we assume stationarity so that it is sufficient to
consider kernels p defined on A× A−1−∞. Often, some additional continuity conditions (in
the product topology of the discret topology on our alphabet) are required that we recall
now.
Definition 3 A transition kernel p : A×A−1−∞ → [0, 1] is continuous if for all a ∈ A
and for all x−1−∞, p(a|x
−1
−ky
−k−1
−∞ ) converges as k → ∞, for any y
−1
−∞. Here, x
−1
−ky
−k−1
−∞
denotes the concatenated past given by the left-infinite sequence having element y(l) for
any l ≤ −k − 1 and x(l) for any −k ≤ l ≤ −1.
The continuity rate β(k) ≡ βp(k) of the kernel p is defined by
β(k) = sup
a
sup
x−1−k
sup
y−1−∞,z
−1
−∞
∣∣p(a|x−1−ky−k−1−∞ )− p(a|x−1−kz−k−1−∞ )∣∣.
In other words, the dependency of the past decays with the distance between present and
past, and this decay is described by the rate β(k).
Markov chains are the simplest (non-independent) examples of processes consistent
with a continuous kernel, because the conditioning depends on the immediate past only –
more precisely, the immediate future Xn+1 depends on the present Xn only. By extension,
we call Markov chain of order D a stochastic chain having a transition kernel p which
depends only of a finite portion, of length D, of the past. Such processes are trivial
examples of processes having continuous transition kernels.
Definition 4 A system of transition kernels pn : A × A
n−1
−∞ → [0, 1] is a system of
Markov kernels of order D > 0 if for all a ∈ A, ω ∈ Ω and for all n ∈ Z, pn(a|ω
n−1
−∞ )
depends only on ωn−1n−D. A probability measure P on (Ω,F) is called Markov measure of
order D if it is consistent with a system of transition probabilities (pn)n which are Markov
kernels of order D.
In this frame, a stochastic chain (Xn)n∈Z canonically defined on (Ω,F ,P) is a Markov
chain of order D if and only if P is a Markov measure of order D.
For homogeneous Markov chains of order D, i.e. chains where pn does not depend on n,
it suffices to study p(ω(0)|ω−1−∞). Since this transition does only depend on ω
−1
−D, we shall
write p(ω(0)|ω−1−D) instead of p(ω(0)|ω
−1
−∞) in this case.
3.2 Modeling spike trains as Markov chains and binning
Wemodel spike trains as realizations of a homogeneous and primitive Markov chain of order
D > 0 having a transition kernel p(ω(0)|ω−1−D), where we suppose that p(ω(0)|ω
−1
−D) > 0
for all ω0−D. We write P for the unique Markov measure on (Ω,F) which is consistent with
this family of transition probabilities, where consistency has to be understood in the sense
of Kolmogorov’s consistency of marginals Brémaud [1999].
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As in Section 2.1.3, we associate a binned raster (̟(n))n to a raster (ω(n))n.Moreover,
we extend the notion of binning to binned blocks and write for any block aml ∈ A
m
l ,
̟ml = a
m
l if all ̟(r) = a(r), r = l, . . . ,m. We define a map π : A
τ−1
0 → A, π = [πk]
N
k=1,
called aggregation map, by
πk(ω
τ−1
0 ) =
{
0, ωk(n) = 0 for all 0 ≤ n ≤ τ − 1;
1, else.
(7)
π is extended in a canonical way to finite sequences ω
(m+1)τ−1
lτ . As in Section 2.2.2, we
write z for the element [0]Nk=1 ∈ A. Thus, the set π
−1 (zml ) is the set of blocks ω
(m+1)τ−1
lτ ,
in the original raster, such that each window Fr, r = l, . . . ,m, contains only 0
′s. Finally,
we denote by P(b) the law of the binned raster, i.e. P(b) = L((π(X
(n+1)τ−1
nτ )n∈Z)|P). We
write E(b) for the associated expectation whereas E denotes expectation with respect to
the original measure P.
3.3 The binned raster is a Variable length memory chain (VLMC)
An immediate consequence of binning is that the resulting chain is not Markov any more,
as we have argued in Section 2.2. Indeed, as we will show in this section, now rigorously
and in a more general set-up, it is a chain of infinite memory having variable length
memory. Stochastic chains with memory of variable length constitute an interesting family
of stochastic chains of infinite order on a finite alphabet. The idea is that for each infinite
past, a finite part of the past is enough to predict the next symbol, but the length of
this past varies and can be arbitrarily long. These models were first introduced in the
information theory literature by Rissanen Rissanen [1983] as a universal tool to perform
data compression. For more details, we refer the reader to Galves and Löcherbach [2008]
for a survey of the subject.
In our framework, the variable length memory structure is given as follows. Write A−1−∞
for the set of all infinite pasts and define for any x−1−∞ ∈ A
−1
−∞,
l(x−1−∞) = inf {m : x(−m) = z}
where we recall that z denotes the "null" configuration for which no neuron has spiked.
Here, by convention, inf ∅ = −∞. Thus, l(x−1−∞) is the first index, in the binned raster
and back to the past starting from −1, where the symbol z is met (i.e. the corresponding
block contains no spike).
The following proposition shows that the memory of the chain is precisely l(x−1−∞) ,
as anticipated in Section 2.2.2. Thus, the length of the memory depends on the spike
sequence.
Proposition 1 Suppose that τ ≥ D. Then for any infinite past x−1−∞ belonging to A
−1
−∞
and any symbol a ∈ A,
P
(b)
[
X(0) = a|X−1−∞ = x
−1
−∞
]
= P(b)
[
X(0) = a|X−1
−l(x−1−∞)
= x−1
−l(x−1−∞)
]
. (8)
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Here, P(b)
[
X(0) = a|X−1−∞ = x
−1
−∞
]
denotes a version of the conditional probability
P
(b)
[
X(0) = a|F−1−∞
]
. The proof of this proposition is postponed to the appendix.
As a consequence, consider the tree T represented in Figure 4 and defined by
T = {ak1z, k ≥ 0, a(i) ∈ A, a(i) 6= z, 1 ≤ i ≤ k},
where ak1z represents the sequence x
−1
−k−1 such that x(−i) = a(k − i+ 1) for all 1 ≤ i ≤ k
and x(−k − 1) = z. We associate transition probabilities to each leaf ak1z of the tree via
p(a|ak1z) = P
(b) [X(0) = a|X−1 = a1,X−2 = a2, . . . ,X−k = ak,X−k−1 = z] .
The ordered pair (T , p), where
p = {p(.|ak1z), k ≥ 0}
is called probabilistic context tree on {0, 1}N . It defines entirely the evolution of the binned
chain (Xn)n∈Z on (Ω,F ,P
(b)) by (8).
Therefore, the binning procedure gives rise to a process which is a Variable Length
Markov Chain (VLMC) where the memory extends to the last symbol z encountered in
the past. Such a process is not Markov anymore, and we cannot bound a priori the memory
depth of the chain. Indeed, this memory can go quite far back into the past. However,
P
(b)(∃ infinitely many binning windows Fm such that Xm ≡ z) = 1,
since the original chain is primitive. Thus, with probability 1, the initial raster gives rise
to a binned raster whose transition probabilities have memory depth which is finite (but
not fixed, since the memory depends on the realization of the blocks).
3.4 Continuity properties of the binned transition operator
The transition kernel p(b) of the binned chain (̟(n))n is defined by:
p(b) : A×A−1−∞ → [0, 1]
(a, x−1−∞) 7→ p
(b)[a|x−1−∞] := P
(b)
[
X0 = a|X
−1
−∞ = x
−1
−∞
]
. (9)
By Proposition 1, p(b)[a|x−1−∞] depends only on x
−1
−ℓ , if l(x
−1
−∞) = ℓ. But since l(x
−1
−∞) is not
bounded, p(b) is not of bounded memory.
We expect that the influence of past events on the probability p(b)(a|x−1−∞) of a decreases
with their distance to this event: the further one goes back to the past, the less the past
events influence the present. This question is related to the continuity properties of the
kernel p(b). In general, this effect can decay either fast (e.g. exponentially) or slowly (e.g.
sub-exponentially or algebraically). The consequences are quite different. In our situation,
this decay is exponential as shows the following proposition.
Proposition 2 [Theorem 3.1 of Chazottes and Ugalde [2011]] The transition kernel
p(b) of the binned chain is continuous and there exists a constant α > 0, depending on N ,
such that
βp
(b)
(k) = O(e−αk) as k →∞.
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As a consequence of the above proposition, the transition operator of the binned chain
is of infinite memory, but it is continuous and it has furthermore an exponential decay of
the continuity rate. Note however that the decay rate, α, will in general depend on the
number of neurons (see Section 4).
3.5 Does binning affect anticipation ?
In the context of VLMC’s or more generally of chains of infinite order, exponential conti-
nuity is enough to ensure the existence and uniqueness of a probability measure consistent
with the system of transition probabilities (see Section 3.1 and/or Fernandez and Maillard
[2005]). This is a sought property as it means that there is a unique invariant probability
for the chain. However Proposition 2 states only the continuity of the one-sided transition
probabilities obtained by conditioning upon the past. If we want to consider the effects
of binning on anticipation, we might also want to consider conditioning on the future. In
mathematical terms, this amounts of considering the Gibbs property in the DLR sense
of mathematical statistical mechanics. In general, continuity with respect to the past
does not imply that the law of the binned chain is also Gibbs in the DLR sense (Georgii
[1988], Dobrushin [1968], see also Fernandez et al. [2011] where an example is exhibited).
Therefore, it is not a priori clear that the law of the binned raster is Gibbs in the DLR
sense.
In the present section, we show that the law of the binned raster is a Gibbs measure
in the DLR sense, i.e. that, roughly speaking, it behaves well when also conditioning with
respect to the future. Here, to behave well means that the binned chain possesses the
same good anticipation properties as the non-binned original chain and that a law of large
numbers holds as well as good mixing properties. The main reason why this is so here
is that the binned chain has very good regularity properties, i.e. the continuity rate is
exponential 4as shown in Proposition 2.
Let us start be recalling the following definitions of Gibbs measures in the DLR sense
from mathematical statistical mechanics (see e.g. Fernandez et al. [2011]).
Definition 5 A specification is a family of transition kernels γ = {γΛ}Λ⊂Z,|Λ|<∞,
γΛ : F × Ω→ [0, 1], on (Ω,F) such that
(a) For each Λ ⊂ Z, |Λ| <∞ and each B ∈ F , the function γΛ(B|· ) is FΛc−measurable.
(b) For each Λ ⊂ Z, |Λ| <∞ and each B ∈ FΛc , γΛ(B|ω) = 1B(ω).
(c) For any pair of regions Λ and ∆, with Λ ⊂ ∆ ⊂ Z, |∆| <∞, and any B ∈ F ,
∫
Ω
γΛ(B|ω
′)γ∆(dω
′|ω) = γ∆(B|ω) (10)
for all ω ∈ Ω.
4Note that this condition is not necessary.
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In our frame, we are mainly interested in positive specifications, i.e. γΛ(B|ω) > 0 for all
B 6= ∅, for all ω ∈ Ω. In this case, a specification is uniquely determined by the so-called
one-point specification {γ{i}(·|ω), i ∈ Z, ω ∈ Ω}, see Georgii [1988]. We write for short
γi(ω(i)|ω) = γ{i}({ω(i)}|ω). Intuitively, this is a candidate for the conditional law of Xi
conditionally on {Xn = ω(n), n 6= i}.
We can now introduce the notion of continuity for specifications as we did before for
systems of transition probabilities, see again Fernandez et al. [2011].
Definition 6 (a) A specification γ is called continuous if for all i ∈ Z, γi(ω(i)|·)
is continuous for all ω(i) ∈ A, i.e.
sup
x,y∈Ω:xm−n=y
m
−n
|γi(x(i)|x) − γi(y(i)|y)| → 0
as n,m→∞.
(b) A specification γ is called strongly non-null if there exists a constant c > 0 such
that for all ω(i) ∈ A, γi(ω(i)|ω) ≥ c > 0.
Thus, being "continuous" means that at the same time the dependency on the past and on
the future decays with their distance to the present. Condition (a) without (b) concerns
so-called quasilocal specifications in mathematical statistical mechanics Georgii [1988].
We now recall the notion of a Gibbs measure in the sense of mathematical statistical
mechanics, i.e. in the DLR sense.
Definition 7 A shift invariant measure P on (Ω,F) is a Gibbs measure if it is
consistent with a continuous and strongly non-null specification γ, i.e. for all i ∈ Z,
P
[
Xi = ω(i)|X
i−1
−∞ = ω
i−1
−∞,X
∞
i+1 = ω
∞
i+1
]
= γi(ω(i)|ω)
for P−almost all ω ∈ Ω.
Thus, roughly speaking, a Gibbs measure corresponds to a chain giving weight to every
event (non-nullness) where the influence of both past and future on the current state decays
with the distance.
Let us now return to the problem stated in the beginning of this section: Is there a
unique probability measure compatible with a given past and a given future ? In mathe-
matical terms, this means : Is the invariant measure P(b) of the binned chain (one-sided)
a Gibbs measure in the DLR sense (two-sided)? The following theorem gives a positive
answer.
Theorem 1 The law P(b) of the binned chain is a Gibbs measure.
The proof of this theorem is given in the Appendix. It relies on the well-known Gibbsian
character of processes having exponential continuity rate.
As a conclusion, the influence of past and future in estimating the probability to be in
the present state decays exponentially with the distance, and there is a unique probability
compatible with a given past and future.
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4 Consequences and conclusion
In this paper we have considered rigorously mathematical effects of the binning procedure
on the spike train analysis. Especially, we have shown that binning induces naturally long
memory effects, even if the initial process is Markovian.
For a fixed system size, we have excluded possible spurious mathematical consequences
of this artificial memory, such as a qualitatively different behavior of the binned chain
from the behavior of the original, non-binned, chain. Indeed, when starting with a Markov
chain, i.e. a process having finite memory, as a model for spike trains, then the binned
chain, though of unbounded memory with variable length, will automatically present all
good statistical features needed to study its longtime behavior. These good features are
the renewal property, implying factorization of the past, and the exponential decay of the
continuity rates. Here, "renewal property" means that the past can be cut into i.i.d. parts
of pieces of history in between successive renewal events, implying the ergodic theorem as
a simple consequence of the law of large numbers. In other words, for both, binned and
original chain, we dispose of a law of large numbers and the convergence to equilibrium will
be exponentially fast. Of course, statistical averages of functions will not be the same in
the two processes, but their longtime behavior is of the same type. Moreover, although the
Markov property is lost here in the one-sided situation, we prove that the Gibbs property
– in the DLR sense – remains.
Notice that our proof holds only when the number of neurons is finite, and specific
singularities in the binned chain, thoroughly analyzed in the context of mathematical
statistical physics and coined in terms of phase transitions, could arise as N →∞. Indeed,
the exponential decay coefficient α in Proposition 2 is positive. But it depends on N, and
we cannot exclude that it converges to 0 as N → +∞. In this case, there might exist
evidence of first order phase transition, even if the number of neurons is finite, because
estimation of probabilities is based on finite rasters: taking a raster of length T with a given
number of neurons N and extrapolating statistical properties of the underlying probability
for an increasing number of neurons n0 < n1 < · · · ≤ N could lead to such effects.
A second order phase transition, associated to the notion of critical phenomena, corre-
sponds to the situation where we have a unique probability compatible with the specifica-
tion, but where space and time correlations decay algebraically instead of exponentially.
A small perturbation on one neuron could in this case trigger long range effects which are
power law distributed. Critical phenomena are interesting because they can be classified
according to a set of numbers called critical exponents. Remarkably, critical phenomena
observed in nature can be classified into a few "universality classes" sharing the same set
of critical exponents, see Hohenberg and Halperin [1977], Ma [1976]. There exist various
methods to compute critical exponents, the most well known being the renormalization
group analysis, Kadanoff [1966], Wilson [1975]. For this reason, researchers are actively
seeking evidence of critical phenomena e.g. in the retina Tkačik et al. [2009]. In our case,
the binned system cannot exhibit a critical behavior for N finite. This is excluded by clas-
sical results on primitive Markov chains and the Perron-Frobenius theorem (spectral gap).
However, again, one cannot exclude that binning induces spurious evidence of criticality
as extrapolating with a growing number of neurons and we fear that, as N →∞, binning
could dramatically change the value of the critical exponents, leading to wrong conclusions
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concerning the universality class.
Let us finally point out some mathematical directions of situations in which the math-
ematical consequences of the artificial memory spanned by the binning procedure could be
much worse than in the situation described above. Suppose e.g. that the law of the original
chain is given by a two-sided model exhibiting a phase transition5, like e.g. the long-range
Dyson model with pair potentials that decay polynomially with parameter 1 < α < 2
(see Redig and Wang Redig and Wang [2010], van Enter et al. van Enter and Ny [2016]).
Then we suspect that the extra memory due to binning added to long range interactions
could give rise to a non-Gibbsian measure as a consequence of the creation of a point of
(two-sided) discontinuity. This discontinuity is NOT a critical phenomena but could be
fallaciously interpreted as a manifestation of criticality; the discontinuity is just a proof
of the fact that the measure is non-Gibbs, it does not correspond to a phase transition
of any order. It might even be possible that – starting from a uniqueness measure of the
Dyson-Ising specification – the binning procedure could yield a lower temperature long-
range model for which a hidden phase transition occurs, and this could be misunderstood
as the creation of criticality by binning.
Binning shares similarities with renormalization group transformations for which these
types of pathologies (due to scaling transformations van Enter et al. [1993]) have also been
detected, and explained as the manifestation of discontinuities of the renormalized (i.e.
binned) process. These discontinuities could as well wrongly be interpreted as a critical
phenomena. In other words, the mathematical question which is interesting in this context
is the following. "Can binning induce fallacious evidences of phase transitions?". Heuris-
tically, in statistical physics, a phase transition is observed in a system whose number of
degrees of freedom (here: neurons) tends to infinity. On practical grounds, where neu-
rons number is always finite, one proceeds by considering increasing sizes and extrapolate
to infinity. Efficient methods such as Finite-Size Scaling (see Privman and Fisher [1984])
allow to nicely extrapolate the properties of the system in the infinite size limit (thermo-
dynamic limit). So, in our case, one has to determine how binning could affect such an
extrapolation.
From another point of view the effect of binning has been nicely discussed in a recent
paper by I. Mastromatteo and M. Marsili Mastromatteo and Marsili [2011]. They have
shown that inference procedures used in statistical mechanics are likely to yield models
which are close to a phase transition. Distinguishable models tend to accumulate close
to critical points, where the susceptibility diverges in infinite systems in a region where
the estimate of inferred parameters is most stable. Their paper suggests that spurious
evidences of criticality can be inherent to the way data are considered. Our paper gives a
similar warning, in a different context.
Ackwnowledgment. We could like to thanks the referees for helpful and constructive
criticism.
5Starting by an invariant measure for the two-sided model, not for the one-sided.
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5 Appendix
Proof of Proposition 1 Fix x−1−∞. If l(x
−1
−∞) = +∞, then (8) is trivially satisfied. There-
fore, suppose that l(x−1−∞) = ℓ < ∞. Notice that this event is F
−1
−ℓ−measurable. Let
A ∈ F−ℓ−1−∞ . Denote by 1A the indicatrix function of event A. Then by definition of l(x
−1
−∞)
and by definition of the binned raster by means of the aggregation map π,
E
(b)[1a(X0)1A1X−1−ℓ=x
−1
−ℓ
] = E[1π−1(a)(X
τ−1
0 )1π−1(A)(X
−ℓτ−1
−∞ )1π−1(x−1−ℓ+1)
1
X
(−ℓ+1)τ−1
−ℓτ ≡z
].
(11)
But the RHS can be written as
E[1π−1(a)(X
τ−1
0 )1π−1(A)(X
−ℓτ−1
−∞ )1π−1(x−1−ℓ+1)
1
X
(−ℓ+1)τ−1
−ℓτ ≡z
]
= E
[
E
(
1π−1(a)(X
τ−1
0 )1π−1(x−1−ℓ+1)
|F
(−ℓ+1)τ−1
−∞
)
1π−1(A)1X(−ℓ+1)τ−1−ℓτ ≡z
]
= E
[
E
(
1π−1(a)(X
τ−1
0 )1π−1(x−1−ℓ+1)
|X
(−ℓ+1)τ−1
−ℓτ ≡ z
)
1π−1(A)1X(−ℓ+1)τ−1−ℓτ ≡z
]
, (12)
where the second line holds trivially because the events π−1(A) and {X
(−ℓ+1)τ−1
−ℓτ ≡ z}
are F
(−ℓ+1)τ−1
−∞ −measurable, whereas the last line follows from the Markov property of
(Xn)n under P of order D, the fact that τ ≥ D and the fact that the block X
(−ℓ+1)τ−1
−ℓτ is
constrained to be equal to z.
If we define
p(a|x−1−ℓ ) :=
E
(
1π−1(a)(X
τ−1
0 )1π−1(x−1−ℓ+1)
|X
(−ℓ+1)τ−1
−ℓτ ≡ z
)
E
(
1π−1(x−1−ℓ+1)
|X
(−ℓ+1)τ−1
−ℓτ ≡ z
) , (13)
we obtain, comparing to (11) and (12),
E
(b)[1a(X0)1A1X−1−ℓ=x
−1
−ℓ
]
= E
[
p(a|x−1−ℓ )E
(
1π−1(x−1−ℓ+1)
|X
(−ℓ+1)τ−1
−ℓτ ≡ z
)
1π−1(A)1X(−ℓ+1)τ−1−ℓτ ≡z
]
= p(a|x−1−ℓ )E
[
E
(
1
π−1(x−1−ℓ+1)
|X
(−ℓ+1)τ−1
−ℓτ ≡ z
)
1π−1(A)1X(−ℓ+1)τ−1−ℓτ ≡z
]
= p(a|x−1−ℓ )E
[
1π−1(A)1π−1(x−1−ℓ+1)
1
X
(−ℓ+1)τ−1
−ℓτ ≡z
]
,
whence
E
(b)[1a(X0)1A1X−1−ℓ=x
−1
−ℓ
] = p(a|x−1−ℓ )E
(b)[1A1X−1−ℓ=x
−1
−ℓ
],
and as a consequence, we have shown that p(a|x−1−ℓ) is a regular version of the conditional
probability of P(b)
[
X(0) = a|F−1−∞
]
on {X−1−∞ = x
−1
−∞}, when l(x
−1
−∞) = ℓ. Note that being
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of variable length, this system of transition kernels is by definition continuous on the set of
all semi-infinite past sequences containing at least one z. Indeed, on this set, the transition
kernels depend only on a finite portion of the past and are therefore, a fortiori, continuous.
This concludes our proof. •
Proof of Proposition 2 We suppose first that τ ≥ D. Introduce Yn := X
(n+1)τ−1
nτ , n ∈ Z.
Since τ ≥ D, Yn is a primitive and homogeneous Markov chain of order 1 under P, and
P
(b) = L((π(Yn))n∈Z) is the law of the factor chain obtained through the factor map π
introduced in (7). Write q for the transition kernel of Y. By our assumptions, q is a strictly
positive continuous transition kernel which is locally constant, i.e.
βq(k) = 0 for all k ≥ 2.
Then Theorem 1.1 of Verbitskiy [2011] can be applied, and it implies that βp
(b)
(k)→ 0 as
k →∞, without however giving a precise rate of convergence.
In order to obtain a control on the rate of convergence, we rely on the results obtained in
Chazottes and Ugalde [2011]. The notations used there are slightly different from ours, in
particular, they work with right infinite sequences of symbols drawn fromA which represent
all possible pasts. If we translate our objects into their framework, then µ := L(X0−∞|P)
is a D−step Markov measure in the sense of Chazottes and Ugalde [2011]. Then Equation
(7) of Theorem 3.1 of Chazottes and Ugalde [2011] implies that there exists a function
Φ(b) : A0−∞ → R such that we have convergence
lim
n→∞
log p(b)(a|a−1−n) = Φ
(b)(a0−∞) (14)
for all a0−∞ ∈ A
0
−∞ and such that
sup
a0−∞,b
0
−∞∈A
0
−∞:a
0
−n=b
0
−n
|Φ(b)(a0−∞)− Φ
(b)(b0−∞)| ≤ Ce
−αn, (15)
for some α > 0. Due to the uniform continuity of ]−∞, 0] ∋ x 7→ ex, this implies also that
βp
(b)
(n) ≤ Ce−αn,
for all n, and this concludes the proof.
Finally, if τ < D, let N = min{k : kτ ≥ D} and set Y˜n = X
(n+N)τ−1
nτ , n ∈ Z. Then the
above proof remains true, working with Y˜n instead of Yn. •
Proof of Theorem 1 Our proof follows ideas given in Chazottes and Ugalde [2011]. In
Chazottes and Ugalde [2011], the authors prove the Gibbs property of a factor chain (i.e.
of the law of the binned raster) in the sense of "Sinai-Ruelle-Bowen”, see e.g. Bowen [2008].
One speaks also shortly of "SRB"-Gibbs measures (cf. to Definition 2.3 and Theorem 3.1 of
Chazottes and Ugalde [2011]). The SRB-Gibbs property is weaker than the standard DLR-
Gibbs property in mathematical statistical mechanics and does not imply that conditioning
with respect to the future behaves well. We refer to Fernandez et al. [2011] for the hierarchy
between the two notions.
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The following proof shows that it is nevertheless possible to use the same approach as
the one given in Chazottes and Ugalde [2011] to prove the Gibbs property also in the DLR
sense.
By Theorem 2.8 of Fernandez et al. [2011], it is sufficient to show the uniform conver-
gence of
P
(b)
[
X0 = a(0)|X
−1
−m = a
−1
−m,X
n
1 = a
n
1
]
,
as m,n→∞. Under the conditions of our paper, this convergence follows easily from the
considerations that we have developed in the proof of Proposition 2.
Indeed, let us rewrite
P
(b)
[
X0 = a(0)|X
−1
−m = a
−1
−m,X
n
1 = a
n
1
]
=
P
(b)
[
Xn−m = a
n
−m
]
∑
c∈A P
(b)
[
Xn−m = a
−1
−mca
n
1
] . (16)
We rewrite the numerator of this expression as
P
(b)
[
Xn−m = a
n
−m
]
= P(b)
[
X−1−m = a
−1
−m
]
P
(b)
[
X0 = a(0)|X
−1
−m = a
−1
−m
]
P
(b)
[
Xn1 = a
n
1 |X
0
−m = a
0
−m
]
.
The same kind of expression applies to the denominator. As a consequence,
P
(b)
[
X0 = a(0)|X
−1
−m = a
−1
−m,X
n
1 = a
n
1
]
=
P
(b)
[
X0 = a(0)|X
−1
−m = a
−1
−m
]
P
(b)
[
Xn1 = a
n
1 |X
0
−m = a
0
−m
]
∑
c∈A P
(b)
[
X0 = c|X
−1
−m = a
−1
−m
]
P(b)
[
Xn1 = a
n
1 |X
0
−m = a
−1
−mc
] . (17)
But by (14), and following Chazottes and Ugalde [2011], we have uniform convergence of
P
(b)
[
X0 = a(0)|X
−1
−m = a
−1
−m
]
→ eΦ
(b)(a0−∞)
and of
P
(b)
[
X0 = c|X
−1
−m = a
−1
−m
]
→ eΦ
(b)(a−1−∞c),
as m→∞.
Moreover,
P
(b)
[
Xn1 = a
n
1 |X
0
−m = a
0
−m
]
=
n∏
k=1
P
(b)
[
Xk = a(k)|X
k−1
−m = a
k−1
−m
]
such that we can rewrite (17) as
P
(b)
[
X0 = a(0)|X
−1
−m = a
−1
−m,X
n
1 = a
n
1
]
= P(b)
[
X0 = a(0)|X
−1
−m = a
−1
−m
]
·
∑
c∈A
P
(b)
[
X0 = c|X
−1
−m = a
−1
−m
] n∏
k=1

 P(b)
[
Xk = b(k)|X
k−1
−m = b
k−1
−m
]
P(b)
[
Xk = a(k)|X
k−1
−m = a
k−1
−m
]




−1
(18)
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where b(k) = a(k) for all k 6= 0, b(0) = c. It remains to show that
n∏
k=1

 P(b)
[
Xk = b(k)|X
k−1
−m = b
k−1
−m
]
P(b)
[
Xk = a(k)|X
k−1
−m = a
k−1
−m
]


converges as m,n→∞. For any fixed k, we have, still by (14), that
P
(b)
[
Xk = b(k)|X
k−1
−m = b
k−1
−m
]
P(b)
[
Xk = a(k)|X
k−1
−m = a
k−1
−m
] → eΦ(b)(ak−∞)−Φ(b)(bk−∞) as m→∞.
Moreover, we have that
P
(b)
[
Xk = b(k)|X
k−1
−m = b
k−1
−m
]
P(b)
[
Xk = a(k)|X
k−1
−m = a
k−1
−m
] ≤ eCe−αk , (19)
which follows from the representation
P
(b)
[
Xk = b(k)|X
k−1
−m = b
k−1
−m
]
=
∫
Ω
p(b)(b(k)|bk−1−mω
−m−1
−∞ )P
(b)(dω)p(b)(b(k)|bk−1−mω
−m−1
−∞ ),
from (14) and from the fact that bk1 = a
k
1 .
Now, (19) implies by Lebesgue’s theorem of dominated convergence that
n∑
k=1
log
(
P
(b)
[
Xk = b(k)|X
k−1
−m = b
k−1
−m
])
− log
(
P
(b)
[
Xk = a(k)|X
k−1
−m = a
k−1
−m
])
converges, as n→∞, and this concludes our proof. •
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