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Motivation // Wo ist über?
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Bisherige Forschung // Regier und Carlson (2001, Exp. 5 & 6)
(Bildquellen: Regier & Carlson, 2001, S. 287-288)
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Attentional Vector Sum (AVS) Modell
(Regier & Carlson, 2001)
→
Akzeptanz Bewertung
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→ AVS Modell → Akzeptanz Bewertung
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rAVS Modell // Motivation
∑
δ
AVS nimmt eine Verschiebung
von visueller Aufmerksamkeit
vom RO zum LO an
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Visual World Paradigm // Burigo und Knoeferle (2015)
(Bildquelle: Burigo & Knoeferle, 2015, S. 6)
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rAVS Modell // Hauptidee
AVS Modell
=⇒
umgedrehtes („reversed“) AVS Modell
(Kluth, Burigo & Knoeferle, 2016)
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rAVS Modell // Relative Distanz
relative Distanz = |LO,P|xROBreite +
|LO,P|y
ROHöhe
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Modellvergleich
auf den existierenden Daten (Regier & Carlson, 2001) liefern
beide Modelle gleich gute Ergebnisse (siehe Kluth et al., 2016)
Welches Modell erklärt den menschlichen Gebrauch von
räumlicher Sprache besser?
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Vorhersagen // Asymmetrie – AVS
AVS: mehr Vektoren von links → größere Abweichung für das
rechte LO → linkes LO wird höher bewertet als rechtes LO
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Vorhersagen // Asymmetrie – rAVS
×
×
rAVS: Asymmetrie ist nur im Schwerpunkt repräsentiert
→ gleiche Bewertung
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Vorhersagen // Relative Distanz
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Vorhersagen // Relative Distanz – AVS
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Vorhersagen // Relative Distanz – AVS
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Vorhersagen // Relative Distanz – rAVS
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Methode // parameter space partitioning (PSP, Pitt et al., 2006)
(Bild adaptiert nach: Pitt, Kim, Navarro & Myung, 2006, S. 60)
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rAVS: 00-1
AVS: 11?
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Vorhersagen: 2 / 27
→ einfacher zu falsifizieren
AVS:
PSP bestätigt nicht die
„intuitiven“ Vorhersagen
→ schwieriger, die Mechanismen
des Modells zu verstehen
generiert mehr Vorhersagen:
7 / 27
→ schwieriger zu falsifizieren
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Quelltext unter einer Open
Source Lizenz verfügbar unter
Kluth (2016)
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Vielen Dank für die Aufmerksamkeit!
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Ausblick // PSP – Gleichheit von Bewertungen
Wann sollten zwei Bewertungen als gleich betrachtet werden?
Regier und Carlson (2001): 0,17 / 0,2 / 0,3 / 0,7
Carlson-Radvansky, Covey und Lattanzi (1999): 0,3
Hörberg (2008): 0,57
Burigo, Coventry, Cangelosi und Lynott (in Druck): 0,27 /
0,34 / 0,36 / 0,43
PSP Analyse: 0,1 / 0,5 / 1,0
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above(LO,RO) = g (δ) · height(yLO)
D =
{ #   »LC + (−α · distrel. + 1) · #   »CF if (−α · distrel. + 1) > 0
C else
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Modelldetails // Angular Component
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Modelldetails // Angular Component
∑ ai · #»vi
δ
g (δ) = slope · δ + y-intercept
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Modelldetails // Height Component
height(yLO) =
sig(yLO − hightop, highgain) + sig(yLO − lowtop, 1)
2
above(LO,RO) = g (δ) · height(yLO)
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