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ЛОГИКА КАК КЛАССИФИКАЦИЯ ФОРМУЛ
А. Таутс
Кафедра математического анализа
В настоящей статье, основываясь на идеях, описанных в [1], 
определяются значения истинности фиксированными формулами, 
т. е. формулами, не содержащими переменных. При этом фикси­
рованная формула рассматривается множеством, элементами 
которого являются все подформулы данной формулы. При этом 
каждая подформула, рассматриваемая как элемент, т. е. как 
неделимое целое, называется высказыванием , а рассматривае­
мая как множество своих подформул, т. е. как подмножество 
первоначального множества, называется подформулой. Отноше­
ние порядка в данном множестве определяется так, что каждое 
высказывание предшествует высказываниям, являющимся его 
подформулами.
После такого беглого обзора основных идей перейдем к стро­
гому описанию математической аппаратуры.
Фиксированной формулой  — или просто формулой — назы­
вается любое непустое множество, в котором определены каким- 
нибудь образом отношения, удовлетворяющие ниже описанным 
условиям. Элементы этого множества будем называть высказы­
ваниями , а отношения — отношением порядка , отрицания, конъ­
юнкции. простой дизъюнкции , строгой дизъюнкции , импликации  
и эквиваленции.  Отношение порядка имеет место для некоторых 
высказываний X  и Y и имеет следующее выражение: «X пред­
шествует Y», обозначается «X У». Отрицание имеет место для 
некоторых высказываний X  и Y и выражается «X есть отрица­
ние К». Импликация имеет место для некоторых высказываний 
X, Y и Z и выражается «X есть импликация Y и Z». Отметим, 
что роли Y и Z различны. Конъюнкция, простая и строгая дизъ­
юнкция и эквиваленция имеют место для некоторых высказы­
ваний X  и некоторых подмножеств 23 данной фиксированной 
формулы — 23 может быть и пустое — и выражается «X есть 
конъюнкция (соответственно простая дизъюнкция, строгая дизъ­
юнкция или эквиваленция) элементов множества S3». Эти отно­
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шения, кроме отношения порядка, в дальнейшем будем назы ­
вать и операциями, элемент, выше обозначенный через X , будем 
называть результатом операции , a У, Z  или элементы множе­
ства 93 будем называть аргументами соответствующей операции.
Для названных отношений должны быть выполнены следую­
щие условия:
1) Множество частично упорядочено данным отношением 
порядка.
2) Для каждого высказывания множество высказываний, 
предшествующих ему, вполне упорядочено.
3) Для каждого X  и Y существует Z такое, что Z <  X, Z <  У 
и для каждого Т, для которого имеют место Т <  X  и Т <  У, 
имеет место и 7 < Z .
4) Для каждого высказывания имеет место только одна из 
следующих возможностей: оно является отрицанием некоторого 
определенного высказывания, импликацией некоторой опреде­
ленной пары высказываний в определенном порядке, конъюнк­
цией, простой или строгой дизъюнкцией или эквиваленцией не­
которого определенного подмножества высказываний.
5) Если X  есть отрицание высказывания У, то У есть един­
ственное высказывание, непосредственно следующее высказыва­
нию X.
6 ) Если X  есть импликация высказываний У и Z, то эти вы­
сказывания — и только они — следуют высказыванию X  непо­
средственно.
7) Если X  есть конъюнкция, простая или строгая дизъюнк­
ция или эквиваленция некоторого множества высказываний, то 
это множество совпадает с множеством высказываний, непосред­
ственно следующих высказыванию X.
Рассмотрим некоторые основные свойства фиксированных 
формул. Определим функцию <р(Х) на фиксированной фор­
муле 51 следующим образом. Пусть X  — произвольное высказы­
вание в 2L Если существуют высказывания, предшествующие X, 
то среди них найдется первое, так как они образуют вполне 
упорядоченное множество. Эго первое высказывание и считаем 
значением <р(Х). Если не существует высказываний, предше­
ствующих X , то считаем < р(Х )= Х .  Итак, каждому высказыва­
нию X  поставлено в соответствие ср(Х) <! X  такое, что не суще­
ствует У, удовлетворяющее отношению Y<^cp(X).
Выбираем теперь произвольные X  и У в 21. Для высказыва­
ний ф(Х) и <р(У) должно существовать высказывание Z такое, 
что Z <  <р(Х) и Z <  <p{Y). Но так как ни Z <  ср(Х), ни Z <  дэ(У) 
не может иметь места, то Z =  <p(X) и Z= 'cp (Y ),  т. е. ф (Х ) —
— (p{Y). Итак, существует высказывание А такое, что ср(Х) = А  
для любого X е  2L А так как <р{Х) ^  X, то А X для любого 
* € e 2L
Итак, доказана
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Теорема. В фиксированной формуле существует высказыеа  
ние, которому следуют все остальные высказывания.
Указанное высказывание называется главным высказыва  
нием  данной фиксированной формулы.
Выбираем теперь в некоторой фиксированной формуле про­
извольное высказывание X. Высказывание X  вместе с высказы­
ваниями, следующими ему, тоже образуют фиксированную фор­
мулу, если в ней сохранить отношения, так как условия 1) —7) 
выполнены. Это подмножество называется подформулой  данной 
фиксированной формулы, определенной высказыванием X. Вы­
сказывание X является в этой подформуле главным высказыва­
нием.
Пусть X — некоторое высказывание в фиксированной фор­
муле. Так как множество высказываний, предшествующих X, 
вполне упорядочено, то X не может непосредственно следовать 
больше, чем одному высказыванию. Значит, X  может участво­
вать не больше, чем в одной операции, и результат этой опера­
ции однозначно определен.
Определим еще некоторые понятия, связанные с фиксиро­
ванными формулами. Мощностью формулы называем мощность 
множества ее высказываний. Рангом  высказывания в данной 
фиксированной формуле называем порядковый тип вполне упо­
рядоченного множества высказываний, предшествующих Д а н ­
ному высказыванию. Высотой фиксированной формулы назы­
вают первый порядковый тип, следующий рангам высказываний 
данной формулы.
Две фиксированные формулы называются изоморфными , 
если между ними можно определить взаимно однозначное соот­
ветствие, сохраняющее отношение порядка и операции.
Пусть у нас фиксированная формула 21. Пусть выбрано ее 
подмножество {Ха} такое, что при а ф  ß  не имеет места ни 
Х а К  Х$, ни Xß <  Х а. Пусть, далее, имеется множество фиксиро­
ванных формул Ш а ), и пусть каждому высказыванию Х а по­
ставлена в соответствие формула 33а- Предположим, что фор­
мулы 93а не имеют общих высказываний как между собой, т а к  
и с формулой 21.
Подстановкой называем создание такой фиксированной фор­
мулы
которая получается от 21 тем путем, что при всех а  подформула, 
определенная высказыванием Х а, заменяется формулой 93а- При 
этом порядок и операции в 23а сохраняется, а все элементы 23а 
считаются следующими за каждым У, при которых в 2Г имело
{»«}
С )
{ * а >
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место Y <С Ха. Кроме того, если Ха был среди аргументов какой- 
нибудь операции, то теперь вместо него в этой операции будет 
участвовать главное высказывание формулы 23а.
Логикой  или системой значений истинности называется лю ­
бая классификация всех фиксированных формул такая, что:
а) Изоморфные формулы входят в один и тот же класс.
б) Если формула (*) получена она 21 подстановкой и при 
каждом а подформула, определенная высказыванием Ха, входит 
в тот же класс, куда входит и 93а, то 21 и формула (*) входят 
в один и тот же класс.
Классы такой классификации называем значениями истин­
ности.
Логика считается сильнее  другой логики, если ее каждое 
значение истинности в целом входит в некоторое значение истин­
ности другой логики.
Более слабую логику можно получить из более сильной, 
если разбить множество значений истинности на группы и в 
каждой группе объединить значения истинности в одно значе­
ние истинности. Разбиение надо провести так, чтобы условие
б) оставалось выполненным.
Самая слабая логика такая, где имеется лишь одно значе­
ние истинности, а самая сильная такая, в которой только изо­
морфные формулы имеют одно и то же значение истинности.
Прямым произведением  некоторого множества логик назы­
вается слабейшая логика, которая сильнее или равна каждой 
из данных логик.
Операции между значениями истинности определяем так, что 
выбираем по одной фиксированной формуле из каждого значе­
ния истинности и составляем фиксированную формулу, содер­
жащую все данные формулы и еще одно высказывание, кото­
рому непосредственно следуют все главные высказывания дан­
ных формул и которая является результатом данной операции, 
если аргументами будут главные высказывания данных формул. 
Значение истинности этой формулы, — а это будет зависеть 
только от значений истинности выбранных формул, а не от 
самих формул — и считаем результатом операции.
Можно, например, делить все фиксированные формулы на 
два класса: конечные и бесконечные. Также можно делить их 
по мощности. Эти логики рассматривают фиксированную фор­
мулу как множество, не обращая внимания на ее структуру.
Если учесть и отношение порядка высказываний, то можно 
классифицировать, например, по высоте. Но операции и здесь 
не играют никакой роли.
Больше интереса представляют логики, в которых учтены и 
операции. Например, логика, описанная в [1], в терминах дан­
ной статьи оказалась бы следующей.
Каждому порядковому числу а поставим в соответствие
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классы a -необходимых и a -невозможных формул, предполагая, 
что для порядковых чисел, меньших чем а, эти классы уже 
определены. Д ля  а  эти классы определяются следующим обра­
зом:
а) Пусть главное высказывание формулы 21 является резуль­
татом конъюнкции. Если все подформулы, определенные конъ­
юнктивными членами, имеют порядок необходимости, меньший, 
чем а, то 21 есть a -необходимое. Если среди них имеется одна 
невозможная подформула порядка, меньшего, чем а, то 21 есть 
а-невозможное.
б) Если главное высказывание формулы 21 есть результат 
простой дизъюнкции, то 21 считается a -необходимым, если среди 
подформул, определенных дизъюнктивными членами, имеется 
хоть одна подформула, необходимая, порядка меньшего, чем «. 
Если все эти подформулы имеют порядок невозможности, мень­
ший, чем «, то Ж есть «-невозможное.
в) При строгой дизъюнкции для «-необходимости 21 должна 
одна из названных подформул быть необходимой и все осталь­
ные невозможными, конечно, порядка, меньшего, чем а. Для 
«-невозможности 2Г все названные подформулы должны быть 
невозможными или среди них должны быть по меньшей мере 
две необходимых, порядка, меньшего, чем а.
г) При отрицании «-необходимость формулы 21 следует от 
невозможности и «-невозможность от необходимости подфор­
мулы аналогичным образом, т. е. порядок необходимости и не­
возможности подформулы должен быть меньше а.
д) При импликации для a -необходимости аналогичным об­
разом требуется необходимость второй или невозможность пер­
вой подформулы, т. е. подформулы, определенной вторым, соот­
ветственно первым членом импликации, а для «-невозможности 
требуется, чтобы первая подформула была необходима, а вто­
рая — невозможна.
е) При эквиваленции аналогично требуется для «-необходи­
мости, чтобы все указанные подформулы были необходимыми 
или все были невозможными или чтобы множество этих под­
формул вообще не содержало более одного элемента. Для «-не­
возможности требуется, чтобы среди этих подформул имелась 
хоть одна необходимая и хоть одна невозможная.
Индукцией можно показать, что не существует порядковых 
чисел « и ß  таких, чтобы некоторая 2t была и «-необходимая и 
^-невозможная.
Теперь делим фиксированные формулы на три класса: необ­
ходимые, случайные и невозможные. Необходимыми, соответ­
ственно невозможными, считаем те формулы, которые для неко­
торого « являются «-необходимыми, соответственно «-невозмож­
ными. Все остальные формулы считаем случайными. Легко ви­
деть, что требования логики выполнены.
I
В описанной логике значение истинности подформулы, ранг 
главного высказывания которой бесконечен, не играет в опре­
делении значения истинности самой формулы никакой роли. 
Рассматриваем теперь другую логику, где и такие подформулы 
могут играть некоторую роль.
Называем означением  фиксированной формулы присваива­
ние некоторым ее высказываниям знаков «4~» или «—». Выска­
зывание, которому присвоено знак, называется означенным.
Означение называется элементарным, если выполнены сле­
дующие условия:
а) Высказывание, предшествующее некоторому означенному 
высказыванию, должно быть означено.
б) Если высказывание есть результат конъюнкции и оно 
имеет знак « + » ,  то все конъюнктивные члены имеют знак «-(-». 
Если высказывание имеет знак «—», то точно один из конъюнк­
тивных членов имеет знак «—», остальные не имеют знака.
в) Если высказывание есть результат простой дизъюнкции и 
оно имеет знак « + » ,  то один из дизъюнктивных членов имеет 
знак « + » ,  остальные не имеют знака. Если оно имеет знак «—», 
то все дизъюнктивные члены имеют знак «—».
г) Если высказывание есть результат строгой дизъюнкции 
и оно имеет знак «+»> то один из его дизъюнктивных членов 
имеет знак « + » ,  а остальные имеют знак «—». Если оно имеет 
знак «—», то или все дизъюнктивные члены имеют знак «—», 
или два из них имеют знак «-}-», а остальные не имеют знака.
д) Если высказывание есть результат отрицания, то оно 
имеет знак « + » ,  если отрицаемое имеет знак «—» и наоборот.
е) Если высказывание есть результат эквиваленции и оно 
имеет знак « + » ,  то или имеется вообще не больше одного ар­
гумента этого эквиваленца, или все аргументы имеют знак и 
при этом один и тот же. Если оно имеет знак «—», то точно один 
из аргументов имеет знак « + »  и точно один из них имеет знак 
«---».
з) Если высказывание есть результат импликации и оно 
имеет знак «+»* то или первый компонент имеет знак «—», а 
второй не имеет знака, или второй имеет знак « + » ,  а первый 
не имеет знака. Если оно имеет знак «—», то первый компонент 
имеет знак «-J-», а второй имеет знак «—».
ж) Если некоторое вполне упорядоченное подмножество со­
стоит из означенных высказываний и не имеет последнего вы­
сказывания, то эти высказывания, начиная с некоторого из 
них, имеют один и тот же знак и имеется первое высказывание, 
следующее всем этим высказываниям, которое имеет тот же 
знак.
Правильным  означением называем означение, если при любом 
означенном высказывании можно в подформуле, определенной 
этим высказыванием, путем удаления знаков получить элемен-
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тарное означение для этой подформулы, при котором знак дан 
ного высказывания сохраняется.
Спрашиваем, найдутся ли для некоторой формулы элемен­
тарные означения, при которых главное высказывание имеет 
разные знаки? Фиксируем два таких означения. Называем нор­
мальным вполне упорядоченное подмножество, состоящее из 
высказываний, имеющих разные знаки при данных означениях. 
Нормальные подмножества можно частично упорядочить по 
объему. При этом сумма возрастающей последовательности 
нормальных подмножеств тоже есть нормальная. Значит, по 
лемме Цорна найдется максимальное нормальное подмножество. 
Но если это имеет последнее высказывание, то среди высказы­
ваний, следующих за ним, должно быть высказывание, имеющее 
разные знаки при данных означениях. А если последнего нет, то 
первое высказывание, следующее за этим нормальным подмно­
жеством, имеет разные знаки при данных означениях. В обоих 
случаях можно прибавить это высказывание и получить еще 
большее нормальное подмножество. Это приводит к противоре­
чию. Значит, главное высказывание имеет при всех элементар­
ных означениях тот же знак.
Из этого следует, что при правильных означениях никакое 
высказывание не может иметь разных знаков. Но это значит, 
что для каждой формулы имеется максимальное правильное 
означение, где каждое высказывание, имеющее знак хоть при 
одном означении, имеет знак и при этом.
Теперь определим значения истинности по следующему. Фор­




при некоторых {Ха } и {(£<*} и если каждое Х а имеет некоторый 
знак при максимальном правильном означении формулы 21, а 
главное высказывание формулы ©а имеет тот же знак при мак­
симальном правильном означении формулы (За­
требования, поставленные логикам, при такой классифика­
ции выполнены.
Индукцией по ß  можно показать, что в описанной трехзнач­
ной логике каж дая ^-необходимая формула в своем максималь­
ном правильном означении имеет « + »  в качестве знака глав­
ного высказывания. Поэтому формулы, необходимые в трехзнач­
ной логике, входят в последней логике все в один и тот же 
класс. Так же в один и тот же класс входят формулы, невоз­
можные в трехзначной логике, так как их главное высказыва­




1 Т а  у т е  A., Определение значений истинности формулами. Уч. зап. Тар- 
туск. ун-та, 1967, 206, 3—9.
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LOOGIKA KUI VALEMITE KLASSIFIKATSIOON  
A. Tauts
Re s ü me e
Käesolev artikkel esitab m atemaatil ise  apara tuuri  autori eelmises art iklis  
«Tõeväärtuste defineerimine valemitena» toodud idee jaoks. Kõigepealt definee­
ri takse fikseeritud valemi mõiste. Fikseeritud valemiks n im etatakse iga o sa ­
liselt jä r jes ta tud  hulka, mille elementide jaoks on defineeritud loogika opera t­
sioonid ning mille puhul on täidetud tingimused:
a) Igale elemendile eelnevate elementide hulk on täielikult jä r jesta tud .
b) Iga kahe elemendi jaoks leidub viimane element, mis eelneb mõlemale
c) Iga element on para jast i  ühe loogilise operatsiooni resultaa t,  kusjuures 
nende elementide hulk, mis on selle operatsiooni argum entideks, langeb ühte 
nimetatud elemendile vahetult jä rgneva te  elementide hu lgaga.
Kahte fikseeritud valemit nimetatakse isomorfseteks, kui nende elementide 
vahel saab korra ldada üksühese vastavuse, mis säilitab suhted.
Valemi elementi koos kõigi talle jä rgn eva te  elementidega n imetatakse 
osavalemiks.
Substitutsiooniks nim etatakse operatsiooni, mis annab  ühest valemist te ise 
sel teel, et mõned osavalemid asendatakse  uute valemitega.
Loogikaks nim etatakse valemite sellist klassif ikatsiooni, mille puhul iso- 
morfsed valemid kuuluvad sam asse  klassi ja mille puhul substituts ioon, mis 
osavalemid asendab sam as t  klassis t valemitega, ei muuda valemi klassi.
Klasse n im etatakse sel juhul tõeväärtusteks.
Artiklis võrreldakse mitmeid selliseid loogikaid.
DIE LOGIK ALS KLASSIFIKATION DER AUSDRÜCKE 
A. TautsI
Z u s a m m e n f a s s u n g
Der vorliegende Artikel gibt eine mathematische Apparatur für die im 
Artikel des Autors «Das Definieren der W ahrheitswerte  als Ausdrücke» beschrie­
bene Ideen.
Zuerst definiert man den Begriff eines fixierten Ausdrucks. Jede halbgeord­
nete Menge, für einige Elemente derer die logischen Operationen definiert sind, 
wird ein fixierte Ausdruck genannt,  wenn die folgenden Bedingungen erfült sind.
a) Für jedes Element ist die Menge der ihm vorangehenden Elemente 
eine vollgeordnete Menge.
b) Für jede zwei Elemente g ib t es das letzte Element, das  ihnen beiden 
vorangeht.
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с) Jedes Element ist das Resultat genau einer logischen Operation, wobei 
die M enge dieser Elemente, die die Argumente dieser Operation sind, die ist 
M enge dieser Elemente, die dem genannten  Element unmitte lbar folgen.
Zwei fixierte Ausdrücke nennt man isomorph, wenn zwischen ihren Elemen­
ten  eine eineindeutige Entsprechung möglich ist, die die Beziehungen bewahrt.
Ein Element des Ausdrucks zusammen mit den ihm folgenden Elementen 
nennt man einen Teilausdruck.
Die Operation, die aus einem Ausdruck einen anderen in solcher Weise 
zieht, daß man einige Teilausdrücke des ersten Ausdrucks durch irgendwelche 
andere Ausdrücke ersetzt, nennt man eine Substitution.
Eine solche Klassifikation der Ausdrücke, bei der isomorphe Ausdrücke 
zu derselben Klasse gehören und bei der eine Substitution, die Tei'ausdrücke 
durch die Ausdrücke derselben Klasse ersetzt, die Klasse des gesam ten Aus­
drucks nicht ändert,  nennt man eine Logik.
In dem Artikel vergleicht man einige solcher Logiken.
ПЕРЕЧИСЛЕНИЕ И ОРБИТЫ ПОДГРУПП ЛИ ГРУППЫ  
Д В И Ж Е Н И Й  В ЕВК Л И ДО ВО М ПРОСТРАНСТВЕ R 4
. . jv * ■:?&■* rW'\
Ю. Лумисте и К. Рийвес
Кафедра алгебры и геометрии
1. Подгруппам Ли групп движений в вещественных евклидо­
вых пространствах R n или в псевдоевклидовых пространствах 
'/?„ посвящен уже ряд исследований. Из наиболее ранних иссле­
дований следует отметить установление подгрупп Ли группы 
движений в /?3 Жорданом (1869) (затем также А. П. Котель­
никовым (1895)) и подгрупп Ли группы вращений в R 4 Медичи 
(1908). В последнее время Г. Врынчану [14] и С. Исхихара [12] 
еще раз рассматривали подгруппы Ли групп вращений в У?4. 
В. Г. Копп [2] перечислил подгруппы Ли групп движений в ^ з .  
Подгруппы Ли группы вращений установили в *Н4 Г. И. Круч- 
кович [6] и В. Г. Копп [4], в R 5 К. Телеман [13] и В. Г. Копп [5], 
в R6 и 'R 6 В. Г. Копп (5]. Рассматривались также подгруппы 
Ли группы движений в ]R 4 (В. Г. Копп [3]).
2. В настоящей работе дается систематическое перечисление 
подгрупп Ли группы движений 0 (4 )  *Т4 в вещественном евкли­
довом пространстве J?4. Метод исследования отличается от ме­
тода, примененного в (3] при изучении подгруппы Ли группы 
движений в lR 4. М ы  будем пользоваться методом подвижного 
орторепера Картана. Нетранзитивные подгруппы Ли движений 
в R 4 выделяются в ходе изучения их орбит — кривых, поверх­
ностей и гиперповерхностей в /?4 с постоянными дифференци­
альными инвариантами. Это позволяет представить результаты 
в совершенно инвариантном и геометрически хорошо интерпре­
тируемом виде. Выясняется полная картина действия подгруп­
пы Ли движений в /?4.
Исследование опирается на следующий результат Э. Кар­
тана ((П, стр. 247): подмногообразие V однородного простран­
ства G/I1 является орбитой в G/H  относительно некоторой под­
группы Ли К  в группе Ли G тогда и только тогда, когда все 
дифференциальные инварианты различных порядков подмного­
образия V постоянны. Кроме того, используется то известное 
обстоятельство ({9], стр. 250—255), что дифференциальные инва­
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рианты подмногообразия V в являются коэффициентами в 
выражениях форм инфинитезимального перемещения канониче­
ского ортонормированного репера многообразия У, линейно з а ­
висящих от базисных форм на V.
§ 1. Метод исследования и результаты
I. П о н я т и е  п р и в о д и м о с т и  и и н в а р и а н т н о г о  
ф л а г а .  Важное значение при исследовании подгрупп в группе 
движений в евклидовом пространстве R n имеет понятие флага 
в R n. Обозначим m -мерную плоскость в R n через R m, a Vm s= 
=  V (R m) пусть является векторным пространством, составлен­
ным из ее векторов.
Точечным флагом {то, m t, . . .  , т к) в R n называется после­
довательность плоскостей R mo a  R ml а  . . . с= R mk при О <  т0 <  
<  ГП\ <  . . . <  /71/5 <  п.
Векторным флагом [mi, . . . , m k] в R n называется последо­
вательность векторных подпространств Vmx а  . . .  a  V,„k про­
странства Vn — V (R n) при 0 <  mi <[ . . .  <С m k <  п.
Векторно-точечным флагом [ти . . .  , mr, m l+i, . . . , m k} в Rn 
называется последовательность векторных подпространств 
Vm] а  . . . с= Vmi с О <С mi <С • • • <С mi и плоскостей R mt+i а . . .  а  
a  R mk с Ш /<  rrii+i <  . . .  <  m k <  п при Vmicz Vm[+] ~  V (Rmi+, ).
Все эти понятия объединяются под общим названием флаг Ф.
Если все векторные подпространства или плоскости некото­
рого флага Ф инвариантны при всех движениях подгруппы G, 
то подгруппа G в группе движений R n называется приводимой  
с инвариантным флагом Ф; при этом она называется подгруп­
пой стационарности флага Ф, если G содержит все движения 
в R n, относительно которых флаг Ф инвариантен, и винтовой 
подгруппой  с инвариантным флагом Ф в противном случае.
Д ва флага Ф и Ф' называются эквивалентными, если их 
подгруппы стационарности сопряжены в группе движений R n.
Лемма {.Точечные флаги {т0,т \,  . . . ,  m k} и {т'0, т ' ь . .  . ,  m 'k,} 
эквиваленты тогда и только тогда, когда k ' — k и либо  
m'i — m L при всех i, 0 < ? ' < £ ,  либо m'j-i =  m r i, m'j  -f- т. =  
~  m.j-i -j- /71+1, rn'j+i —  mj+1 при некоторых j, 0 < j  <  k (mk+\ — n ) . 
Д ва  векторных (векторно-точечных) флага эквивалентны, если 
у них k' — k ( k ' — k и / ' = / )  и либо m ' i— mi при всех i,
I <  i <  k, либо m'j-i =■ nij-i, m'j -j- m f =  m ~ i - f  mj+i, m'j+x — m j+1 
при некоторых j , , 1 <  j <  k (m 0 =  0, mk+i — n).
Д о к а з а т е л ь с т в о .  Достаточно отметить, что каждая при­
водимая подгруппа Ли с инвариантным векторным подпро­
странством Vmj, погруженным в инвариантное подпространство 
Vmj+ 1 и содержащим инвариантное обладает такж е инва­
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риантным подпространством Vm,jy являющимся линейной обо­
лочкой Vmj_\ и ортогонального дополнения Vmj в Vm/+1; при этом 
m'i -f- trij — т ,-j -f- rrij+i. Следует учитывать также, что эквива­
лентность двух флагов равносильна тому, что существует движ е­
ние в R n, которое совмещает эти флаги или флаги, которые по­
лучаются из них заменой одного или нескольких Vт. с \7т,..
2. Ф о р м у л и р о в к а  р е з у л ь т а т о в .  Теперь легко пере­
числить все подгруппы Ли стационарности флагов группы дви­
жений в /?4. Достаточно перечислить представители всех клас­
сов эквивалентности флагов в /?4. Они следующие:
(a) точечные флаги {0}, {0, 1}, {0, 2}, {0, 1, 2}, {1}, {1, 2 ), 
{1, 2, 3), {2 }, {2, 3}, {3};
(b) векторные флаги [1], ;[1, 2], [1, 2, 3], [2];
(c) векторно-точечные флаги fl;  2 }, [1; 3}, [1; 2, 3}, [1, 2 ; 3}.
Получается 18 типов подгрупп Ли стационарности флагов
группы движений в /?4. В следующей таблице они перечислены 
в той последовательности, в которой они получаются в ходе 
нашего исследования всевозможных подгрупп Ли группы дви­
жений в /?4. Согласно применяемому методу они упорядочива­
ются по возрастанию максимальной размерности их орбит.








Их р аш ер -  
ность
О .  2, 3} 1 прямые 1
{0, 1, 2} 1 окружности 1
[1; 2, 3} 2 плоскости 2
(1, 2} 2 цилиндры  вращ ения  (в R 3) 2
(0. 2} 2 поверхности Клиф форда 2
{2, 3} 3 плоскости 2
{0, 1} 3 сферы (в R 3) 2
[1, 2; 3} 3 гиперплоскости 3
[1; 2} 3 гиперцилиндры  с плоскими обра 
зую щ им и
3
(2} 4 3
{1} 4 гиперцилиндры  с прямолинейными  3 
образую щ ими
[1; з> 4 гиперплоскости 3
{3} 6 -п - 3
{0} 6 гиперсферы 3
[1, 2, 3] 4 все R t 4
И. 2] 5 “м” 4




Для сравнения отметим, что вся группа движений в /?д з а ­
висит от 10 параметров.
Проводимое ниже исследование показывает, что кроме этих 
18 типов подгрупп стационарности флагов существует еще 
10 типов винтовых подгрупп Ли группы движений в /?4- Они 
характеризуются следующей таблицей.











{1. 2} 1 винтовые линии  (в  R$) 1
{0, 2} 1 линии постоянных кривизн ( в R tj 1
{2} 2 цилиндры  на винтовых линиях 2 *
[1; 3} 3 гиперплоскость 3
{0} 3 гиперсфера 3
{0} 4 3
[1, 2] 4 все R 4 4 *
[2] 5 V 4
— 7 - - 4
— 8 "»Г 4
Полученные 28 типов собственных подгрупп Ли группы дви­
жений в /?4 делятся на две группы. Д ля  большинства из этих 
типов имеется с точностью до внутреннего автоморфизма только 
одна подгруппа данного типа. Такими являются, например, все 
подгруппы стационарности флагов. Однако, среди винтовых 
подгрупп Ли имеется б типов таких, что существует целое одно­
параметрическое семейство попарно несопряженных подгрупп 
Ли заданного типа (параметром является «шаг» винтового дви­
жения). Они в таблице отмечены звездочкой в последнем 
столбце.
§ 2. Однопараметрические подгруппы
Орбитами однопараметрических подгрупп движений /?4 по 
указанному выше общему результату ([1], стр. 247) являются 
линии с постоянными кривизнами в /?4. Они исследованы
О. Борувка (11], которому принадлежит следующий результат. 
Если такая линия не принадлежит гиперплоскости R 3 (т. е.» 
если все ее кривизны отличны от нуля), го она описывается 
точкой при одновременных вращениях на пропорциональные 
углы вокруг двух вполне ортогональных двумерных плоскостей, 
пересекающихся в некоторой точке О е  /?4. Следовательно, соот­
ветствующая 1-параметрическая подгруппа является винтовой 
подгруппой в подгруппе стационарности флага {0, 2).
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Что касается линии с постоянными кривизнами в гипер­
плоскости R 3, то они хорошо известны. Ими являются винтовые , 
линии, окружности и прямые. Подгруппы движений в Ri, для 
которых они являются орбитами максимальной размерности, 
следующие: в первом случае винтовая подгруппа с инвариант­
ным флагом {1, 2 ), во втором случае подгруппа стационарности 
флага (0, 1, 2 }, в третьем случае подгруппа стационарности 
флага {1, 2, 3).
Две винтовые 1-параметрические подгруппы с инвариант­
ными флагами {0, 2} и {1, 2} могут оказаться несопряженными 
в группе движений в Ri  — они могут отличаться на «шаг» 
винтового движения. В случае флага {0, 2} таким «шагом» 
является отношение постоянных скоростей вращения в двух 
вполне ортогональных плоскостях, в случае флага ( 1, 2} он 
совпадает с обычным понятием шага винтового движения в R 3.
Д ля цельности изложения приводим здесь краткое доказа­
тельство результата О. Борувка о линии с постоянными кривиз­
нами в R^. Оно в наиболее простом случае иллюстрирует приме­
няемый в дальнейшем метод исследования.
Ортонормированный репер {М, eit е2, е3, e j ,  присоединенный 
к точке М  кривой, можно канонизировать так, чтобы вектор еч 
был направлен вдоль касательной, а вектор еа (а =  2, 3, 4) — 
вдоль а-ой нормали. Тогда в формулах инфинитезимального 
перемещения репера
dM  — o/e;, (i, /', ...<==* I, 2, 3, 4)
det ' =  (o'iß j, w’i +  w‘z =  0 (2. 1)
справедливы соотношения
to2 =  (О3 — õ)4 =  (О31 '=• W4i =  W42 — 0,
' CO21 —  k iO ) 1, w 3 2 =  k 20) y, CÜ43 =  k 3G)*,
где в случае кривой, не принадлежащей R 3, имеет место 
kik2k 3 ф  0. Легко проверить, что при постоянных k if k 2 и k 3
точка с радиусом-вектором О =  М  -f- е2 -f- -г^г неподвижна,
1 1 Н
потому что dO — O. Кроме того, неподвижна также двухмерная 
плоскость в R ^  натянутая на О и векторы x  =  ei~\-  у,е3 и у  =
=  {ki — (лк2) е2 fik2ei, где [i является одним из двух веще­
ственных решений (ii и /12 уравнения
kikzfl2 —  (k?  — k 22 — k i2) ц  — k ,k2 =  0 .
Действительно, dx  =  (o'y, dij — (k\k2u — ki2)(olx. Следовательно,
1-параметрическая подгруппа, орбитами которой являются рас­
смотренные кривые в Ri) является винтовой подгруппой с инва­
риантным флагом {0, 2}.
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§ 3. Подгруппы Ли, максимальные орбиты которых двумерны
1. К а н о н и з а ц и я  р е п е р а .  Ортонормированный репер 
Ш , ей в2, е3, е4), присоединенный к точке М двумерной поверх­
ности в /?4 можно канонизировать следующим образом: векторы 
в\ и вг можно направить в касательной плоскости поверхности 
так, чтобы им соответствовали концы М\ и М 2 большей оси 
индикатрисы нормальной кривизны (являющейся, как известно, 
эллипсом или некоторой ее вырожденной формой — отрезком 
или точкой ,[9]), а векторы е3 и е4 можно направить по главным
направлениям индикатрисы так, чтобы M iM 2~  —  2 ае3, а >  0 . 
Кроме того, можно добиться, чтобы при положительном пово­
роте направления вектора х  =  е< cos ср -{- ег sin <р в касательной
плоскости направление вектора OX ~ е 3а cos 2<р -f~ е4 b sin 2q> 
(где О — центр индикатрисы, а X  — точка на индикатрисе, со­
ответствующая направлению вектора я) также вращалось в по­
ложительном направлении. Тогда а >  b >  0 и индикатриса опре­
деляется относительно репера {М, е3, е4} уравнениями
х3 =  а +  a cos 2tp,
x^ — ß -^ -b  sin 2 (p. 1 '
Кроме того (см. [9], стр. 253),
w3i =  (а +  а) о)\ оА — ß(ol - f  ha>2, 
oj32 =  (а — а)со2, cü42 — b(ol -f- ßo>2.
Поверхность является орбитой некоторой подгруппы Ли 
движений в /?4 'тогда и только тогда, когда ее инварианты
а, ß, а и b являются постоянными. Тогда дифференциальное 
продолжение системы (3. 2 ) с помощью условий интегрируемо­
сти
da)1 =  Д  (о1(, 
rfüi'y =  0)kj Д  0)lk 
уравнений (2 . 1) приводит к уравнениям
—ßoj^a =  А\(оу А 2{о2г 
2 ü ( i) 2i  —  b o )^з =  Л 2о) 1 - f -  А  i a j 2,
—-2bco2i -J- ((z -J- а ) (о̂ з =
2b(o2i ~h (а — а)(о^з —  А^ш2, 
где А и А 2, А 3 и Л4 в случае орбиты подгруппы Ли движений в 
/?4 также являются постоянными.
Эту систему можно рассматривать как систему линейных 
уравнений для определения форм со21 и &)43- Она должна быть 
совместна. Это налагает на а, ß, а и b ряд условий. Кроме 
того, должны быть удовлетворены уравнения, вытекающие из 
(3. 3):
doj21 =  —К(о1 Д  о)2, dopз *= —2abu)l A (t)2- (3. 5)
где
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/C-=e* +  j8* — d* — ft* (3.6)
— гауссова кривизна поверхности.
2. О р б и т ы ,  и н д и к а т р и с ы  к о т о р ы х  я в л я ю т с я  
т о ч к а м и .  При исследовании системы (3.4) целесообразно в 
первую очередь выделить случай, когда а — 0. Тогда', в силу 
а >  b >  0, также Ь<= 0, т. е. индикатриса вырождается в 
точку О. Прежняя канонизация репера теряет силу и векторы
е3, е4 можно выбрать так, чтобы ОМ —  —ае3, тогда ß ^ O .
Система (3. 4) принимает особенно простой вид:
асо4 з — 0.
Отсюда либо а =  0, либо а ф  0, <а4з =  0.
В первом случае =  w4i •=• <у32 =  о>42 '=  0 и орбита пред­
ставляет собой плоскость, натянутую на М , ei и е2. Подгруппа 
Ли группы движений в /?4, для которой двумерные плоскости 
являются орбитами максимальной размерности, представляет 
собой трехпараметрическую подгруппу стационарности флага 
{2, 3}. Она, в свою очередь, имеет подгруппу Ли движений, 
транзитивную на этих плоскостях — ею является двухпарамет­
рическая подгруппа стационарности флага [1; 2, 3}.
Во втором случае d (M  + ~ ^ з )  '= ' 0, de^ —  0, т. е. получается
подгруппа стационарности флага (0, 1} и орбиты максимальной 
размерности представляют собой сферы в параллельных гипер­
плоскостях R3.
3. О р б и т ы ,  и н д и к а т р и с ы  к о т о р ы х  я в л я ю т с я  
о т р е з к а м и .  Если индикатриса нормальной кривизны вырож­
дается в отрезок, то Ь —  0, а >  0. Система (3.4) сводится к
—ß(i)bз — Aico1 -у- А 2(о2,
2 асо21 — А 2ш1 +  Ai(o2, 7
(a +  a)oS3 -= A 3.u\ п
(а — а) соА3 =  Л4й)2.
I. Пусть эта система однородна, т. е.
А j := А 2 =  А з '=■ А 4 =  0.
Тогда со21 =  0, и из (3.5) и (3.6) следует, что а2— а2 ß 2. Так 
как в рассматриваемом случае а >  0, то либо а - \ - а ф Ъ ,  либо 
а  — а Ф  0. Тогда и <у43= -0 .
Соответствующая подгруппа Ли группы движений в /?4 вы­
деляется вполне интегрируемой пфаффовой системой 
<i)3 =  6ü4 =  0,
<ü3i =  (a-\- У а2 4- ß 2) о*, « 41 •=  ßü)\ ^  ^
й)Э2 —  (а — У<22 +  ß2) СО2, <Ок2 =  ßu>2,
а)21 =  <у4з =  0, а2 ß2 ф  0 .
Если здесь ß ~ 0 y то при а  ]> 0 имеют место со31*= 2 асо1, 
o h  ^  о>41 =■ 6j42 =  0, при а  <  0 — (о3 2 =  2 ao)2, o)3i =  (о\  =  со4г =  0.
В первом случае d (М е3) o)2e2l de2'=  0, de^ =  0, а второй
случай отличается от него только заменой индекса 1 на 2. 
Следовательно, рассматриваемая 2-параметрическая подгруппа 
Ли является подгруппой стационарности флага {1, 2}, а ее ор­
биты максимальной размерности — цилиндрами вращения в 
гиперплоскостях R3.
Если ß  ф  0, то точка О — М  -f- /?- 1е4 неподвижна, потому что 
dO  0. Кроме того, неподвижна также двумерная плоскость,
натянутая на О и векторы Х '=  ße3 — (а У  а 2 +  /32)е4 и
у  =  е2, потому что, в силу (3 .8 ),  d x  = —2 \ / а 2 4- ß W y ,
et — Vö2 “f- ß2
dy =  - - - , r  ty1*. Следовательно, в этом случае подгруп­
па Ли является 2-параметрической подгруппой стационарности 
флага {0, 2 }, а ее орбиты максимальной размерности — дву­
мерными поверхностями на гиперсфере пространства /?4, кото­
рые при отождествлении диаметрально противоположных точек 
переходят в поверхности Клиффорда трехмерного эллиптиче­
ского пространства (ср. [9], стр. 245).
II. Пусть система (3.7) неоднородна. Так как имеют место 
Ь —  0, а^>0,  (3.3) и (3 .5 ),  то
dco^3 =  0, doj1 =  (ох А  со2, da)2 —  -^ 2 - w 1 Л  <о2,
2 а 2а
и из первого уравнения и последних двух уравнений системы 
(3.7) после внешнего дифференцирования получается, что 
Л {А2 — АзА2 =  А^А\ =  0.
Из последних двух уравнений (3.7) следует, в силу а >  0,
что
Аз . A i  2
(i)kз =  т,—  « -----õ— w ■2 а 2 а
При подстановке результата в первое уравнение (3. 7) получа­
ется, что
A t =  —  J — A 3 , л —  ß  л
2 а "  ‘ 2а *'
Таким образом, /М 3Л4 =  0. Оказывается, что здесь ß Ф  0 невоз­
можно. Действительно, тогда либо Ах — А 3 — 0, либо Л2 =  
=  Л4 =  0. В первом случае из (3.7) следует: —ßo)^3 <= А 2ы2л 
{а +  а) <у4з — 0, (а — а)сок3 =  Л4со2. Здесь в рассматриваемом 
случае неоднородной системы (3.7) равенство &>43 =  0 невоз­
можно, потому что оно приводит к А г ~  Л4 ■= 0. Следовательно. 
а —  —а > 0 .  Теперь из второго уравнения (3.7) при внешнем 
дифференцировании получается равенство —4a2ß2 =  A 22, кото­
рое невозможно при вещественных а ф  0, ß Ф  0 и Л2. Аналогич­
ное противоречие получается во втором случае А 2=  Л4 .= 0 .
2*
Таким образом, ß — О и,' следовательно, A i< = A 2 — 0. Из 
<о21^ = 0, также как и выше, вытекает, что а2 — а 2 —  0, т. е. 
либо а — а — 0, либо a -f- а  =  0. В первом случае получается 
следующая вполне интегрируемая пфаффовая система, опреде­
ляющая некоторую подгруппу Ли группы движений в R c  
(о3 '=  (ok =  0,
aj31 =  2 aojiy <y4i =  й>32=  <у42 ^  0, 
cü2i — 0, w43'=  Ло»1.
Система, получаемая во втором случае, отличается от нее 
только перестановкой индексов 1 и 2.
Движение ортонормированного репера под действием эле­
ментов этой подгруппы определяется следующими формулами: 
dM  =  dse i -J- dte2, 
de 1 =  2adse3, 
de2 = '  0 ,
с?ез =  —2 adse\ -j- 
c?g4 '= —
где d.s*= 6)1, =  ü)2. Отсюда следует, что при s =  const точка AI 
опишет прямую с направляющим вектором е г ^  const, а при 
t — const — винтовую линию в некоторой гиперплоскости Ri, 
ортогональной к е2. Подгруппа является винтовой подгруппой 
с инвариантным флагом {2}, изоморфной прямому произведе­
нию однопараметрической подгруппы винтовых движений в R г 
и однопараметрической подгруппы переносов в направлении век­
тора е2 =  const, ортогонального к R 3 с= /?4. Орбитами макси­
мальной размерности этой подгруппы являются двумерные пря­
мые цилиндры, построенные на винтовых линиях в параллель­
ных гиперплоскостях.
4. Н е с у щ е с т в о в а н и е  о р б и т  с и н д и к а т р и с а м и  
о б щ е г о  в и д а .  Если индикатриса орбиты подгруппы движе­
ний Ri  в произвольной ее точке невырождена, то а >  6 >  0 . 
Тогда приходится иметь дело с первоначальной системой (3.4).
I. Пусть система (3.4) однородна, т. е.^пусть Л г = Л 2 =  
= •  А з =  А 4 !=  0. Тогда из первого уравнения (3.4) следует, что 
j8k>43!= 0. Здесь <у43 — 0 невозможно, потому что оно, в силу
(3 .5 ),  приводит к противоречию с а ^ Ь ^ >  0. Следовательно, 
ß  —  0, и все определители второго порядка матрицы системы 
(3.4) равны нулю, т. е. а2 — Ь2 -f- аа =  0, а2 — Ь2 — аа —  0. 
Отсюда а —  0 и а =  Ь. Вся система (3.4) сводится к 2оД •— о)к3', 
теперь внешнее дифференцирование с помощью (3. 5) приводит 
к противоречию.
II. Пусть система (3.4) неоднородна. Из нее следует, что
—/?й)43 =  А iGJ1 -f- A 2Ü)2, .п.
2acü43 — А 3(о1 -J- Л4&>2. ^
а) Пусть Ai2-\- А 22 ф  0; тогда ß = £ 0  и из системы (3.4)
следует, что
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Л 3  = -------- - А и  Л  4 = ---------—  Л  о,
р ^
2aw2i =  — — Л 1 +  A 2j  -г у — ~  А 2 -\- А 1 j  <tf2,
2öü>2i =  - ^ -  Л ,« 1 -  Л2й)2. 
ß ß
Отсюда для Л 1 и Л2 получается следующая однородная система
с'A i  -}- bßA2 == О, 
bßAi -j- с"Л2 — О, 
где с'<=а2— Ь2 — аа, с" — а2 — Ь2 -\-аа. Так как Л42 Л22 =7̂  
ф  0, то
b2ß 2 ■===> с'с", (3.10)
и Л2 =  — т~гГ Л 1 = ---- — Аи  т. е. Л< =£ 0. Подстановка в
ö/ž с
(3. 5) дает теперь следующие результаты:
+  (3. i l )
<3 1 2 >
и отсюда
W ( e  +  fl) - C"2( a - a ) ]  =
=  a .[ö 2j82 ( a  +  a ) 2 - f -  c " 2 ( a  —  a ) 2]. W -
Из (3.10) и (3. 13) можно а и ß  выразить через а и Ь. 
Именно, из (3. 10)
ß 2 =  ~ [  (а2 —  Ь2) 2 —  а2а2] , (3. 14)
и теперь (3.13) сводится, в силу (3 .6),  к биквадратному урав­
нению относительно а:
л 4 _  2a-2(a2~  3A2L a 2 +  a2(ß2 _  462) =  0,
а2 — Ь2
из которого
а 2 =  - 4 Ч г  (°3 — Заб2 ±  2&3) . (3.15)
а 2 —  ö 2
(Здесь а2 — ft2 ф  0, потому что при а2 — Ь2 из (3.14) следо­
вало бы a2 - \ -ß 2 = 0 , что противоречит предположению ß ф  0 .)
Оказывается, что в (3. 15) следует выбрать верхний знак. 
Действительно, при подстановке а 2 и ß2 из (3. 14) и (3. 15) в
(3.6) получается равенство К с= Ч 1 2аЬ, которое, в силу 
>  b >  0, согласуется с (3. 11) только в случае верхнего знака. 
Из (3. 14) следует, что 
а
а 2
если учитывать также (3. 15), выбирая в нем верхний знак, то 
получаются неравенства
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О <  — U - (а3 —  ЗаЬг +  2ft») <  (а? Р * . (3.16) 
а 2 — о2 ' а 5̂
Обозначим Я = у ;  тогда Я >  1 в силу а > 6 > 0  и (3. 16) 
сводится к
Я ( Я - 1 ) ( А  +  2) ( Я2 _ 1 ) 2
Я - f  1 Я2 ‘
Нетрудно проверить, что это неравенство равносильно с
( Я - 1 ) ( 2 Я + 1 )
Я +  1
которое несовместимо с А >  1.
Ь) Пусть Ai2 - \ -A 22 —  0, Л32- |-Л 42 ^=0. Тогда, в силу (3.9)
Л j — Л 2 =  уЗ =  0, а ф  О,
<t)4з =  (Лз^ 1 -f- Л4<у2) ,
и из второго уравнения (3. 4) следует, что
(o2i =  - (Лзй)1 -j- Л4су2) .
Теперь подстановка в последние два уравнения (3 .4) дает
с'Л3=  с"Л4 =  0.
Здесь с ' — с" =  0 невозможно, потому что это приводит к 
а =  0. Следовательно, либо с' =  Л4 =  0, либо с" — Л3 =  0.
Теперь полстановка во второе уравнение (3.5) дает в пер­
вом случае Л32 = — 16а2а2, во втором случае Л42 — — 16ö2a 2. 
В обоих случаях получается противоречие.
§ 4. Подгруппы Ли, максимальные орбиты которых трехмерны
f*
1. П е р е ч и с л е н и е  п о д г р у п п  Л и  с т а ц и о н а р н о ­
с т и  ф л а г о в  с т р е х м е р н ы м и  о р б и т а м и. Ортонормиро- 
ванный репер, присоединенный к точке М  гиперповерхности в 
Т?4 можно канонизировать так, чтобы е4 был направлен по нор­
мали гиперповерхности, а еи е2 и е3 — по ее главным направ­
лениям. Тогда
о)4 — 0, <у4г =  бку1, о)к2 — k 2o)2, (о̂ з — кза;3.
Если гиперповерхность является орбитой некоторой под­
группы Ли группы движений в /?4, то k l} k2 и k 3 постоянны и 
продолжение этой системы приводит к уравнениям 
(k2 — k\) (о21 — А оj3,
(&з — ki)(i)3i =  Аа)2,
(k3 — k2) о)32 “  Л а)1, 
где Л такж е некоторая постоянная.
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Оказывается, что здесь k lt k2 и k 3 не могут быть попарно 
различными (это доказывается в следующем пункте). Пусть 
ki — k2>= k\ тогда А =  0 и
(k3 —  k)co3i =  (k3 —  k)a)32 - = 0 .
a) Если k3'=  k, то получается подгруппа Ли группы дви­
жений в /?4, которая выделяется вполне интегрируемой пфаффо­
вой системой
«у4 =  ыА1 — ka)1 =  а)кз — ka)2 ■=• £ü43 — — 0 (4.1) 
и является, следовательно, 6-параметрической.
Если здесь k =  0, то w4i ■= сок2 =  w43 == 0 и соответствующей 
орбитой является гиперплоскость R 3 в R 4, натянутая на точку М  
и векторы ей е2, е3. Подгруппа является подгруппой стационар­
ности флага {3}. Она, в свою очередь, имеет подгруппы Ли 
движений, транзитивные на гиперплоскости — ими являются 
подгруппы стационарности флагов [1; 3} и [1, 2; 3}.
Если k Ф  0, то d{M  +  -^-е4) =  0, т. е. подгруппа совпадает
с подгруппой стационарности флага {0}. Ее орбитами макси­
мальной размерности являются гиперсферы в /?4. Здесь также 
имеются подгруппы, транзитивные на этих гиперсферах, но они 
уже не являются подгруппами стационарности некоторых ф ла­
гов и поэтому рассматриваются в п. 3 настоящего параграфа.
b) Если k 3 Ф  k, то o)3t =  а)32 =  0. При внешнем дифференци­
ровании отсюда получается kk 3= 0 .  Следовательно, либо
k =  ki ■== k2 ф  0 , k 3 <=■ 0,
либо
ki — k2 —  0, k3 Ф  0.
В первом случае d (M  -f- у  е4) — а)3е3, de3 —  0, т. е. подгруппа
совпадает с подгруппой стационарности флага ( 1); ее орбиты 
максимальной размерности — гиперцилиндры вращения с пря­
молинейными образующими.
Во втором случае d (М  -}- е4) =  a^ei -{- а)2е2, de 1 *= а)2\в2у
de2 1=  — (o2iei, т. е. подгруппа совпадает с подгруппой стацио­
нарности флага {2}; ее орбиты максимальной размерности — 
гиперцилиндры вращения с двумерными плоскими образую­
щими. Она, в свою очередь, имеет подгруппу Ли движений, 
транзитивную на этих гиперцилиндрах — ею является 3-пара- 
метрическая подгруппа стационарности флага [1; 2 }.
2. Н е с у щ е с т в о в а н и е  т р е х м е р н ы х  о р б и т  с п о ­
п а р н о  р а з л и ч н ы м и  г л а в н ы м и  к р и в и з н а м и .  Пусть 
ki ф  k2 ф  k 3, ki ф  k 3, тогда
o)2i == A 3(i)3,
<i)3i — A 2ü)2t
<U32=  AiO)1,
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( k 3 - -  k l )  { k i  —  k 2)
2
( k o  -
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2
k  2 --- ki k 3— ki * ko —  k 2
нем дифференцировании этих форм получается, в силу (3 .3),  
— А \/К2 — А и4з +  А 2А 3 —  —k\k.2,
А iA2 +  AiAs -}- А 2А 3 = — kik3,
А 1А 2 — А 1А 3 — А 2Аз = ---k 2k3.
Подстановка сюда выражений А и А 2, А 3 приводит к следую 
щей системе относительно А 2:
2 А 2 =  — kik2,
А 2 =  — kikz,
/1 . w . , ч 4̂2 =  —k 2k3,(k2 —  k l )  {ko— kl)
Д ля совместности этой системы необходимо, чтобы 
kik2{k3 —  &i) •=■ — k lk 3(k2 —  k i) ,  
klk2{k3 — k 2) =  k2k 3(k2 — kl) .
Отсюда получаются равенства
ki [— kik2 +  k 3 (2k 2 — ki) ] — 0,
*2'[—k\ki  -}- k 3(2ki — ^2)] — 0.
a) Если ki —  0, то из второго равенства получается &22&з — 0; 
отсюда либо
* 2 = 0 ,
либо
k 3 ^ = 0 .
Оба случая противоречат предположению, значит соответствую­
щих орбит не существует. Аналогичное противоречие получается, 
если k 2 =  0 .
b) Если ki Ф  0, /г2 ф  0, то
k 3{2k2 —  ki) — kiki, 
k 3(2ki —  k2) — kik2.
Но эта система совместна только тогда, когда ki — k 2, что про­
тиворечит сделанному предположению. Следовательно, трехмер­
ных орбит с попарно различными главными кривизнами не су­
ществует.
3. В и н т о в ы е  п о д г р у п п ы  с т р е х м е р н ы м и  о р б и ­
т а м и .  В предыдущих пунктах были найдены все существующие 
типы трехмерных орбит относительно подгрупп Ли группы дви­
жений в /?4 и перечислены все эти подгруппы, являющиеся под­
группами стационарности некоторых флагов. Оказывается, что 
существуют также винтовые подгруппы, транзитивные на этих 
трехмерных орбитах. Все они перечисляются ниже.
Так как для двухмерной плоскости и сферы в R 3 не суще­
ствует (кроме группы параллельных переносов в плоскости) 
транзитивных подгрупп Ли группы движений в R3, допускаемых
ими и не являющихся подгруппами их стационарности, то ж е­
лаемые винтовые подгруппы следует искать только в подгруп­
пах стационарности флагов {3} и (О).
В первой из них такая подгруппа существует. В применяе­
мом нами репере она выделяется вполне интегрируемой пфаф­
фовой системой:
О)4 =  СгД =  0)42 — 6J43 — О,
(О1 =  k(032, Ct)2l =  CÜ3l =  О 
и является, как видно, 3-параметрической; кроме того, она со­
держится в подгруппе стационарности флага ( 1; 3}.
Такие подгруппы существуют также в подгруппе стационар­
ности флага (0). Для их нахождения рассмотрим линейную 
группу изотропии в точке гиперсферы, т. е. в (4. 1) полагаем 
<о1 =  со2 =  (о3 =  0. Эта группа изотропии является в интересую­
щем нас случае собственной подгруппой вращений касательного 
пространства R 3, т. е. является либо однопараметрической под­
группой вращений вокруг прямой, либо тривиальной подгруппой, 
состоящей только из тождественного преобразования.
Если в первом случае е3 направить по оси вращения, то 
o h  =  со32 — 0 (mod бД о»2, со3) т. е.
<У32 —  CLa.СОа , (О31 =  Ь а (л)а  (<2 = 1 , 2 , 3) , 
где аа и Ьа — постоянные. Отсюда при внешнем дифференциро­
вании с помощью (3.3) получаются, в силу линейной независи­
мости форм йД (о2, о)3 и со21, следующие равенства: 
ai =  — bz, а2 =  bi, а3 =■ b3 =  0, а^а2 =  0, а 22 — at2 =  — k2. 
Следовательно,
а2 ~  а3 =  bi <= Ь3 •= 0, =  ±  k, ö2=  =F /г.
Здесь разница в знаках несущественна, так как она отражает 
свободу в выборе направления вектора е3. Таким образом, суще­
ствует 4-пара?летрическая винтовая подгруппа, транзитивная на 
гиперсфере, определяемая вполне интегрируемой пфаффовой 
системой
<х)4 < =  6J41 ----k ü J1 —  СО42 -----  k (0 2 =  Ш4з ----  k ü )3 • =
’=  Cl)32 — ka)1 — 0)31 +  kiO2 —  0 .
Во втором случае, когда линейная группа изотропии в 
точке гиперсферы состоит из одного лишь тождественного 
преобразования, имеют место сравнения <x>2i =  <w3i =  o>32 =  0 
(mod со1, о)2, со3) , т. e.
CO32 ~Cla(Oa, 0)3i ~ b a<Oa, (02l — Ca(JL>a, (a =  1 ,2 ,3) ,  (4.2) 
где aa, ba, ca — постоянные.
Здесь для упрощения выкладок целесообразно часть коэф­
фициентов обратить в нуль путем надлежащего преобразования 
орторепера в точке гиперсферы. Возможность такого преобразо­
вания подтверждается следующим образом.
Среди кривых, являющихся орбитами относительно одно­
параметрических подгрупп исследуемой подгруппы, транзитив­
ной на гиперсфере, для каждой точки последней существует
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проходящая через нее большая окружность гиперсферы. Это 
следует из того, что среди орбит каждой однопараметрическон 
подгруппы вращений вокруг точки в /?4 по крайней мере одна 
большая окружность существует (см. § 2), а, в силу транзитиз- 
ности рассматриваемой подгруппы на гиперсфере, орбита, яв­
ляющаяся большой окружностью, должна проходить через каж 
дую точку гиперсферы.
Если вектор выбрать на касательной такой орбиты, то 
должно быть de i =  йЛе4 (mod со2, w3), т. е. аД  — co3i =  О 
(mod со2, <х)3) , и, следовательно, bi — ci =  0. Теперь можно повер­
нуть орторепер вокруг направления вектора ei на такой угол, 
что после поворота имеет место а 3= 0 .  Тогда из уравнений 
(4.2) после внешнего дифференцирования получается система 
а2с2 — 0 , <22(^1 с3) =  0, ß i(c2 — ^з) ^2(^3 ~Ь с2) —  0, 
а2(Ь2 +  с3) =  0 , а2(с2 — b3) — 0 , a i(c2 —  b3) +  с3(Ь3-{- с2) =  0 , 
axb2 — aiс3 — Ьгс3 +  b3c2 -j- а22 =  — k2,
a.\b2 - f  а ^ з  — b2c3 +  b32 — — k2,
—ü\b2 — aic3 +  b2c3 -\-c22 — — k2.
Нетрудно убедиться, что единственными вещественными ре­
шениями этой системы являются
а2 — Ь3 — с2’=  0, üi =  с3 =  -J-fe, Ь2= -\-k.
Разница в знаках здесь несущественна и может быть устранена 
путем изменения направления одного из векторов. Таким обра­
зом, существует еще одна винтовая подгруппа Ли групп движе­
ний в /?4, транзитивная на гиперсферах, определяемая вполне 
интегрируемой пфаффовой системой
й)4 =  <x)4i —  kco1 =  cu42 —  k o ß  =  а>4з —  k(j)3 =
'=  (O32 — k(Dl =  (O31 -f- k(02 — (021 — ka)3 —  0 .
Она, как видно, 3-параметрическая.
§ 5. Транзитивные подгруппы Ли группы движений в /?4
1. О с н о в н а я  л е м м а .  Примененный выше метод непри­
меним к исследованию транзитивных подгрупп Ли движений 
/?4 — в случае такой подгруппы орбита каждой точки M ^ R t 
совпадает с /?4. Здесь целесообразно применить другие методы 
исследования, которые можно развивать в общем виде сразу 
для «-мерного случая.
Пусть в R n дана фиксированная точка О. Тогда каждое 
движение в Rn можно единственным образом разложить на не­
которое вращение д вокруг О и некоторый параллельный пере­
нос, определяемый вектором т; это движение удобно обозначить 
через (т,д). Оказывается, что
(т, д) (г', д') = (т '+ т о д ',  д д ') , (5. 1)
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где t õ g  обозначает вектор, получаемый из г  вращением д. Д ей ­
ствительно, если точки X е  R n задать с помощью столбцов 
( 1, х) =  ( 1, лс1, . . .  , х п), где х 1 — координаты точки X  относи­
тельно некоторого ортонормированного репера в R n с началом 
в О, то новое положение X' точки X при заданном движении 
определяется формулой
( 1, *') =  (!, * ) ( 0  ' )
(в правой части которой имеется в виду обычное матричное 
умножение); так как
/ I  П / 1  t ' \ _ ( \  t' +  t r ' \
\ 0  г / \  0 г Ч  \ 0  гг' Г  
то (5. 1) справедливо.
Единицей труппы движений в R tl является (0 ,г), где е — 
единица группы вращений вокруг О. Поэтому
( г .е ) - 1 =  (—г о р - 1, Q-'). (5.2)
Движения (0, д) составляют подгруппу вращений R n вокруг 
точки О, изоморфную с ортогональной группой О (п),  движения 
(г, е) — подгруппу параллельных переносов в R n, изоморфную 
аддитивной группе Т векторов /2-мерного векторного простран­
ства. При этом из (5.1) следует, что вторая подгруппа является 
нормальным делителем. Следовательно, группа движений в R n 
изоморфна полупрямому (или нормальному) произведению 
О(п) * Т (см. [10], стр. 106) и может быть с ним отождествлена.
Лемма 2. Если T n G ~ T ' ^ 0  для некоторой подгруппы  
JJu G движений в R n, то G обладает структурой полупрямого  
произведения G' * Т', где G' — приводимая подгруппа Л и  дви­
жений в R n, инвариантный точечный флаг которой имеет своей 
максимальной плоскостью некоторую R m с размерностью m — 
*= п — dim Т', вполне ортогональную к векторному подпростран­
ству Т'\ при этом G' изоморфна некоторой подгруппе Л и
G 'сz O ( n ) ,  оставляющей инвариантной Т'. Если G транзитивна 
в R n, то G' транзитивна в R m.
Д о к а з а т е л ь с т в о .  Любая подгруппа Ли параллельных 
переносов в R n совпадает со своей коммутативной подалгеброй 
Ли. Поэтому Т' является векторным подпространством. С дру­
гой стороны, Т' как пересечение нормального делителя Г и 
подгруппы G является нормальным делителем в G (см. [7], 
стр. 67). Поэтому из ( г ' , £ ) е Г  при (т, g) ^  G вытекает 
(т, д) (т', е) (т, £>)-1 е  Т', т, е. ( г 'о р ,  е) е Г .  Отсюда следует, что 
векторное подпространство Т' инвариантно при движениях под­
группы G.
Нормальный делитель Т' a  G является в то же время ядром 
гомоморфизма cp: G в О (п) ,  определяемого формулой (р{т,д) =  д. 
Следовательно, факторгруппа G/Т', действующая на многообра­
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зии орбит относительно Т  в R n (т. е. параллельных (d im T ') -  
мерных плоскостей) изоморфна некоторой подгруппе Ли
G ' a O ( n ) .  Это действие подобно действию (может быть неэф­
фективному) некоторой подгруппы Ли G' движений в R n, изо­
морфной с G/Т', на некоторой плоскости с размеренностью 
m =  n — dim Г', вполне ортогональной к Т'. При этом G' пред­
ставляет собой секущую поверхность главного фактор-расслое­
ния в G с базой G/Т', следовательно G является полупрямым 
произведением G ' *Т'. Если G транзитивна в R n, то G/Т' тран- 
зитивна на многообразии орбит относительно Т', и следователь­
но, G' транзитивна на R m. Лемма доказана.
2. П е р е ч и с л е н и е  т р а н з и т и в н ы х  п о д г р у п п .  С 
помощью доказанной леммы нетрудно перечислить все транзи­
тивные подгруппы Ли G движений в R 4. Так как размерности 
орбит подгруппы G в У?4 не превосходят dim G, то для транзи­
тивных G должно быть dim G >  4.
Оказывается, что транзитивные G возможны только при 
dim Т' >  3. В самом деле, если dim Г '=  О, то G изоморфна не­
которой подгруппе Ли размерности > 4  в 0 ( 4 ) ,  т. е. G изо­
морфна самой группе 0 (4 )  и так как 0 (4 )  является простой 
группой Ли, то ее аффинное представление в Ri имеет неподвиж­
ную точку (см. [8]); следовательно, G не может быть транзи­
тивной.
Если dim Т'<= 1, то dim G' >  3. Так как G', в силу леммы, 
оставляет инвариантной некоторую гиперплоскость R 3, то 
0 ' /{е ,л}  (где Е — единичное движение, а л  — отражение отно­
сительно R 3 в Rn) изоморфна простой группе 0 ( 3 ) .  Следова­
тельно, аффинное представление G' в R 3 имеет неподвижную 
точку и G' не может быть транзитивной в R 3. В силу леммы 
тогда и G нетранзитивна в /?4.
Если d i m P '= 2 ,  то dim G' >  2 и G' является приводимой 
подгруппой с инвариантной 2-мерной плоскостью R2. Так как G',
с другой стороны, изоморфна подгруппе G 'c z O ( 4 ) ,  оставляю­
щей инвариантной V  с d im 7v =  2, то G' изоморфна прямому 
произведению подгрупп вращений в Г' и в его ортогональном 
дополнении. Следовательно, G' не может быть транзитивной в /?г; 
поэтому G нетранзитивна в R^.
В случае dim7v =  3 существует транзитивная подгруппа 
Ли G движений /?4 — она является полупрямым произведением 
G' * Т \  где G' — однопараметрическая группа винтовых движе­
ний вокруг прямой Ri, ортогональной к Т'. Ортонормированный 
репер в R/t можно выбрать так, что М  и е\ принадлежат прямой 
Ru  а е2 и е3 тому двумерному направлению, которое инвари­
антно в R 3 при этих винтовых движениях. Тогда рассматривае­
мая подгруппа Ли G выделяется вполне интегрируемой пф аф ­
фовой системой
(Л)32 =  kw i (k =  const) , СО2! = ’ СО3! 1 =  бД '=  С043 *= 0.
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Она является 4-параметрической винтовой подгруппой с инва 
риантным флагом [1, 2].
В случае dim Т' =  4, когда Т ' — Т, положение весьма про­
стое: для каждой подгруппы G' группы вращений в /?4 суще­
ствует соответствующая ей подгруппа группы движений в У?4, 
транзитивная в /?4 и являющаяся полупрямым произведением 
G' * Т.
Кроме подгрупп стационарности флагов [ 1], ( 1, 2], [1, 2, 3] и 
(2] существуют еще винтовые подгруппы, которые соответствуют 
винтовым подгруппам группы вращений в /?4. Их по проведен­
ной выше классификации существует три: одна из них получена 
в § 2, две других — в § 4, п. 3. Первая-из них 5-параметриче- 
ская, оставляет инвариантным флаг [2] и выделяется вполне 
интегрируемой пфаффовой системой
(031 =  С041 '=  СО32 =  а>42 == 0, Cü43 =  kü)2y (k =  const) , 
вторая — 8-параметрическая и выделяется системой
(О31 =  —Cü42, (032 — o>4i,
третья 7-параметрическая и выделяется системой
ü)3i —  ---- W42, 0 )32 ' =  OJ4!, О)2 ! =  0 )43-
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EUK L EID IL ISE  RUUMI R4 LIIK UM ISTE RÜHMA LIE ALAMRÜHMAD 
JA N EN DE O RB IID ID
0 .  Lumiste ja  K. Riives
Re s ü me e
Töõs leitakse eukleidilise ruumi R4 li ikumiste rühma kõik paarikaupa 
mittekonjugeeritud Lie alam rühm ad. Mittetransit iivsed a lam rühm ad era lda takse  
valja nende orbiitide — konstantsete  d iferents iaa linvariantidega kõverate, 
pindade ja hüperpindade uurimise käigus Ё. C artani liikuva ortoreeperi mee­
todiga. Transiti ivsete a lam rühm ade leidmisel kasu ta takse  kombineeritud meeto­
deid. Selgub, et Ri li ikumiste rühm sisaldab 23 eri tüüpi Lie alamrühmi. 
Tulemused on kokkuvõtlikult esita tud §-s 1 kahes tabelis .
ENUMERATION OF LIE S U B G R O U PS IN THE GRO UP OF MOTIONS IN 
EUCLIDEAN SPACE Rt AND TH EIR  ORBITS
Ü. Lumiste and  K. Riives
S u m m a r y
In the paper all Lie subgroups unconjugated  in pairs  are  found in the 
group of motions in Euclidean space Ri- The nontransit ive subgroups are 
separated  in the course of s tudying  their orbits — the curves, surfaces and 
hypersurfaces with the constan t differential invar ian ts  — by the method of 
repere mobile by Ё. Cartan . In finding the transit ive subgroups combined 
m ethods are used. It appears tha t the group of motions in RA contains 28 
different types of Lie subgroups. The results  are briefly presented in two 
charts  in § 1.
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ГЕОМЕТРИЧЕСКОЕ СТРОЕНИЕ СЕМЕЙСТВА  
ПЛОСКОСТЕЙ, ЗА ДА Н Н Ы Х  НЕКОТОРОЙ СИСТЕМОЙ  




Кафедра алгебры и геометрии
1. В статье рассматриваются квазилинейные системы диф­
ференциальных уравнений первого порядка с двумя независи­
мыми переменными, не содержащих самих неизвестных и з а ­
данных На некотором комплексном многообразии. Как известно, 
такую систему можно привести к каноническому виду, в кото­
ром ее матрица имеет жорданову нормальную форму. Рассмот­
рение проведено по некоторым специальным видам канонической 
системы, охватывающим всевозможные. Рассматриваемая си­
стема преобразована в некоторую систему внешних уравнений. 
Изучено геометрическое строение интегральных элементов в 
произвольной точке многообразия.
2. Пусть задано комплексное многообразие М т с локаль­
ными координатами х, у , «3, и4, . . .  , ит и на нем система диф­
ференциальных уравнений1
dus т ди1
- К -  =  2  М * .  у) - щ -  + f  (*. у. и ”) ■ 
t = 1 у
где и ~  и [х, у ) и 5, р ==' 3 ,4 , . . .  , т.
Известно, что рассматриваемую нами систему можно при не­
которых дополнительных предположениях, которые в дальнейшем 
считаются выполненными, привести к каноническому виду 
([1], стр. 73):
1 Здесь и всюду в дальнейшем полагаем s, t =  3, 4, . . . .  m;  i =  I,
2, . .  . , k\ Si =  3, 4, . . . , П\ — 1, s,-, =  1, 2. ..  . , nv — 1; if =  2, 3, . . . , k.
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du3 du3
- f a  =  Л1 (*, #) +  f 3(л, У, wp) ,
Öü4 cto3 . . duk
- f a  =  Ö3 ( x ,  0 )  —  +  X j ( * ,  0 )  _  +  /%  (X , y ,  U P )  .
dwn‘ , . dw71' . ,,
~ < Э л Г  =  +  A l ( * ’ ^  +  / « , ( * , £ .  U P ) ,
dun,+i dun 1+1
— = А 2(ДС,У) - f /* „ 1+i (*,*/, ыр).
r)/yn*+n* r)un i+n2—1 dun,~̂ n2
-  = /5 » 2- i(x ,  </) — ^ ----- + Л 2(*. y) ——  + / ' • , + » ; (*, У, « ”),
(A)
ö«rn- nA+i „ . .
—  A k { x ,  y) ~ß~ f  m - n h+ l ( x ,  y, U ) ,
дит~пк+2 4 dum- 7J*+i , dw™-nA+2
— ^ -----=  <»,(*, 1/) — ^ —  +  Як(дс, 9) ^  +
+  / V n i+2(JC, */, « p),
f9//m c?i/m
=  <ünft- i(* , y) — ------h Ял (x, y) — —  +  f m(x, У, up),dx 0lJ . - v  di/
где Ai(*, */), Л2(*, у ) ,  . . .  , A*(x, у) — корни уравнения 
det (||As/(x, £/) И — IE )  = 0 ,  a as (x ,y ) ,  ß s ( x ,y ) ,  . . .  , <os (x ,y )  —  
некоторые дифференцируемые функции.
Уравнения
dus , , dus ,
dus =  — =— dx  H-----s— dudx dy
dus dus
при заданных определяют в каждой точке многообра­
зия М т в соответствующем касательном пространстве некоторую 
двумерную плоскость, причем ее дуальными грассмановыми
ди8 ди3 , _
координатами являются ~djj~' Следовательно, система
(А) в каждой точке многообразия М т задает (т — 2) соотно­
шений на 2 (т  — 2) грассмановых координат такой плоскости, 
т. е. выделяет в касательных пространствах к многообразию М,„ 
некоторые подсемейства двумерных плоскостей. В § 1 изу­
чается строение такого подсемейства двумерных плоскостей в 
одной точке многообразия М т, т. е. полагается, что на дуаль­
ные грассмановы координаты плоскости наложены линейные
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уравнения с постоянными коэффициентами вида (А). Как из­
вестно, с помощью некоторой замены переменных, в которой 
участвуют решения системы (А), можно систему (А) привести 
к такому виду, в которой /%=• 0. Полагаем, что такая замена 
переменных проделана. Если еще проделать замену 
и'а =  а 0а 0+1 • . • a ni- iu a, где 3 ^  о ^  rii — 1,
«/р =  ßpßp+i • • • ßnz- iu p, где rii - f  1 ^  Q <  tii +  п2 — 1,
и ' 6 — (0 (>(i)6+i • • • (om- \u ö, где т  — nh +  1 ^  ö  ^  т  — 1, 
u'ni =  Uni,
то система (А) приводится к виду, где все отличные от нуля 
asp  ß S/, . . .  , (oSk — равные единице. В зависимости от соотно­
шений между Яз, Я*, . - - , Ят  и от того, сколько среди as l* 
ß S2, . . .  , (oSk равных нулю, получаются различные виды канони­
ческой системы (А). В дальнейших исследованиях целесооб­
разно различать следующие конкретные случаи канонической 
системы (А ) :
1 Ai =  /l2=  • • • : = Ягг ( = Ai) , Яп1+ 1 == ^+2 == • • • 1 Ягг j + п 9 ( = Я г )  *
. . . , Ят—п +̂1 =  Ят—nÄ+2 =  . • . =  Ят ( =  Яй) i
2 Я1 . • . =  Яп j ( — Я1) , . . . . , Ят —п^-И — • • • === Ят ( == Afc) J
j —  == • • •  == —Ifo—p ---  ß n  Р —
== &п I —р+1 == • • • -— ß n 1—1 == 0 , 
ßm j =  yöm j +т о ~ • ■ • == 2—т  , :г== • • • == 0, • ■ • ,
(oti =  (Ot ̂ -\-t 2  = ' . . .  =  0 ;
3 Я1 =  . . . =  Яп j ( =  Я1) , . . .  , Ят—71, +1 =:: • • • ==: Ят ( Я /j) i
(Zs j =  jös2 r== • • • == =  0 ;
4° As —  Яь
5° Я5'=  Я,; ai ~  аг =  . . . =  a/-i — 0, где 1 <  j <  т ;
6° Я5 =  Яг, оц =  0;
7° Ф  At при s ф  t.
Здесь случай 1° является самым общим и охватывает все 
дальнейшие — имеется k  различных корней Я1? Яг, . . .  , Я*, крат­
ности которых соответственно «i — 2, л2, . .  . , nk; на а.С1, & 2, ..  . ,
нет никаких зависимостей. Случай 2° есть такой его подслу- 
чай, когда некоторые среди as i , /3SL„ . . .  , cüSä равны нулю, а в 
случае 3° все a si, ß S2, . . .  , (oSft равны нулю.
В случае 4° имеется один корень Я кратности т  — 2. Если 
кроме того, часть из a s i , ß s.2, . . .  , (oSk равны нулю, получим слу­
чай 5°, а если все «S1, ß S2, . . .  , со3к равны нулю — случай 6°.
Наконец, случай 7° получится из 1° тогда, когда различных 
корней т  — 2, т. е. кратность любого корня равна единице.
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3. Преобразуем систему (А) к некоторому более удобному 
для дальнейшего рассмотрения виду. Находим эти преобразо­
ванные виды уже для перечисленных конкретных случаев. Более 
подробно рассмотрим лишь случай 4°, в остальных случаях з а ­
пишем лишь окончательный результат. Вид преобразованной 
системы (А) в случае 1° следующий
du 3 Д  d (Ai* - f  у)  — О,
duk Д  d (Ai* у) +  du3 Д  dx  =  О,
. т ...............................................
dun 1 Д  d (Ai* -f- у) +  dunr* Д  dx  =  О,
d u n\+l Д  d (A2* +  у) ~  0. ( I )
d u ni+2 Д  d  ( A2*  +  */) +  dw ni+1 / \ d x ~  0 ,
d u ni+n2 Д  с?(A2* +  ž /) +  Д с ( х = 0 ,
d u m~nk+l Л  d (A** +  </) =  0,
dum~nk+2 Л  d (AjfeX +  y)  +  dum~nk+i A  dx ^  0,
d a m Д  d (А*дс +  у) r  dum~l / \  dx —  0;
I
в случае 2°
du3 Л, d (Ai* +  </) =  0 ,
du4 Л  d  (Ai* -j- У )  +  du3 Д  dx — 0,
d u 11 Д  с/ (Ai* +  «/)'-f- du lr l Д ^ “ 0,
flfa 'i41 Д  с?(A i*  +  г/) —  0 ,
rfu'i+2 Д  d (Ai* -j- t/) +  Д  dx  — 0,
с /м г1+ /2 Д  d (A i*  +  / / )  +  d u li+l2~l / \ d x  = 0 ,
d u W '  Д  d ( A i *  +  y) = 0 ,
d u li+/2+2 Д  d  (A i*  +  t /)  +  d u l\+l2+l / \ d x  —  0 ,
dun\~lk~ ^  Д  ^ (Ai* +  y)  =  0,
d u nr lk~p+2/ \ d  (Ai* +  */) -f- d u nr lk~p+l / \ d x  — 0,
dunrP Д  d  ( A i*  - j-  г/) +  dunrP~1 Д  d x  =  0, 
dun\~P+l Д  c? (Ai* +  */) = 0 » 
dunrP+2 Д  d  (Ai* - j-  y) = 0 ,
Д  d(Ai* +  г/) =  0, 
duni+1 Д  d (Аг* +  ž/) — 0, 





du3 Д  d (Äi* +  у) —  О,
duk Д  d (fax -j- y) — 0,
.................................................  '  (3)
dun 1 Д  d(fax  +  y) =  0, 
dunj+1 Д  d (A2x +  y) —  0,
duni+n2 A  d (Ä2x  +  у) = 0 ,
dum~nk+i A  d ( h x  +  y) — 0, 
dum/ \ d { X kx  +  y) s== 0.
Рассмотрим теперь случай 4°. Запишем систему (А) в этом 
случае
ди3 _ ди3
~ д х ~  ~ д у '





, du3 , . ди3 , 
du3 —  dx  +  ——  dy  
dx . dy *
. d u 3 d u s
соотношения ( e ) на —=^- и —, получим
^ 3 =  - ^ - б / ( Я х  +  г/),
^//4 ди3
du4 =  d (Я* +  у) +  dx, (е")
дит дит~хd u™ =  - ^ — d ( l x  +  y) + ^ - — dx. 
dy  • dy
Если переумножать внешним образом первое уравнение полу­
ченной системы (е") на d ( h x - \ - y ) ,  затем второе уравнение на 
d x , а третье на d (X x - \ -y )  и два последние результаты сложить 
и т. д. предпоследнее уравнение на dx  и последнее на d{7ix-\-.y) 
и результаты сложить, то в результате этого система (е") при­
водится к виду
з* . 3 5
d u 3 Д  d (Ax -j- у) —  О,
d u k Д  d (Ах -j- у)  -f- du3 / \ d x ~ 0 ,
d u "1 / \ d ( A x  +  y)  +  dum~l / \ d x  — 0.
4
Обратно, система (4) равносильна системе
du 3 — a3d(Ax  -f- У),
d u k a^d (Ax -f- y) -j- a3dx,
( 4 )
dum — amd{Ax 
где a3, Ö4, . . .
«/) +  CLm-ldx,
am — произвольные функции. Так как 
du3 ди4 дит ^
ду ' ду
такж е произвольные функции, то системы (е') и (4) равно­
сильны.
Далее в случае 5° получим систему
du3 Д  dy — 0, 
duk / \ d y  —  0,
dui Д  dy  =  0 
dui+l Д  dy  -j- du‘ Д  dx  =  О
Д  dy  -f- d a "1-1 / \ d x  —  О 
в случае 6° — систему
cfa3 / \  dy =  О 
duk / \ d y  =  О
в случае 7° — систему
/ \ d y  —  О
d «3 Д  d (АзХ у) ~  О 




dum Д  с/ (Amx - f  */) =  0.
4. Рассмотрим, как в каждом из перечисленных случаев 
устроено семейство плоскостей, определяемое системой





дх и связаны между собой уравнениями (А), т. е.
определяемое соответственно системами ( 1), (2), (3), . . .  , (7 ). 
Как было уже отмечено, такая система задает семейство дву­
мерных подпространств, которые мы в дальнейшем будем назы ­
вать плоскостями; в иных случаях говорим — подпространство.
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4. 1. Начнем со случая 4°, как наиболее простого. Пусть 
As — A t— Л. Первое уравнение системы (4) задает семейство 
S 1 из ( т — 1)-мерных подпространств Е 1т- и осью семейства 
является подпространство определяемое уравнениями
du3 — 0, d ( A x - \ -y )  —  0. Плоскости, определяемые системой (4), 
должны принадлежать этим подпространствам E lm-i, т. е. коор­
динаты точек плоскостей должны удовлетворять соотношению 
ди3
d u 3 = - щ - d ( А х у ) . Внесем последнее соотношение в систе­
му (4) и обозначим через а3. Получим, что в каждом из
подпространств E l,n-1 семейства 5 1 искомые плоскости выделя­
ются системой
du4 / \  d (Ах —(— у ) -j— a3d (Ах —)— у ) / \  dx  =  0 , 
du5 Д  d (Ах -j- у) 4- duk Д  dx —  0,
dum Д  d (Ах -}- у) +  dum~l / \ d x  —  0,
или, что то же самое, системой 
d ( « 4— а3х)  Д  d(Ax  +  у) —  0, 
dub Д  d (Ах -j- у) - f  d (м4 — а3х) Д  dx  0, 
duG Д  d (Ах +  у) '-f dub А  dx — 0,
dum Д  d (Ах -f- у)  4 -  dum~l Д  dx —  0.
Обозначим и4 — а3х  через «4. Тогда в произвольном подпро­
странстве E irn- 1 из семейства 5 1 в переменных dx, dy, du1, 
dub, . . .  , dum полученная система, которая выделяет искомые 
плоскости, имеет такое же строение, как система (4) во всем 
пространстве Em(dx,dy , du3, difi, . . .  , dum) .
Следовательно, в каждом подпространстве E lm-1 семейства S 1
первое уравнение полученной системы duk Д  d(Ax  4- у) — 0 опре­
делит семейство S2 из (т  — 2) -мерных подпространств Е2т- 2
с осью Н2т- з, определяемой уравнениями du4 =  0, d ( A x Jr y)  = 0 .  
В любом из подпространств £ 2т_2 семейства 5 2 искомые плоско­
сти определяются системой
du5 Д  d (Ах 4- у )  —  0,
du6 Д  d (Ах 4 - у )  4- du 5 Д  dx —  0,
dum Д  d (Ах 4- у) 4* dum~l Д  dx —  0,
дик
где иь =  и5 — а4, а4 = и т. д., в любом из ( т  — Г 4 - 2)-
, , » - 2
мерных подпространств t+2, где
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Em-i+2(du3 =  a3d (Ax +  у ) , duk =  a^d(Ax - f  у) ,  . . .  ,
du™-' =  am-id(Ax  - f  у ) ) cz
cz E n?i+2(du3 =  asd(Ax  +  y ) ,  duk =  akd(Ax  - f  y ) , . . .  ,
du™-*-' =  am-i-id (Ax - f  y ))  cz . . .  c :
c :  Era-2  (du3 =  a3d (Ax - f  y ) , du11 =  akd (Ax - f  y ) ) cz
cz (dw3 =  a3d (Ax - f  y ) ),
j_2
семейства S' 2 с осью Я т _1+1, где
Hn-i-\-\(du3 =  0, duk =  О, . . .  , du™-' =  0, d(Ax -f- г/) =  0) :zd 
zd H l~-i+2 (du3 =  0, duk =  0, . . .  , dü™-*'-1 =  0, d(A* +  у)  =  0 ) zd
ZD . . .  ZD
ZD Л fn—3 (du3 =  0 , d «4 =  0, d(Ax - f  г/) =  0) zd
\
ZD H m- 2 (du3 =  0, d (Ax -f- y)  =  0) 
искомые плоскости выделяются системой 
d u 1 A  d (Ax -\- y)  = 0 ,  
d u i+1 A  d (Ax -f- */) -|- dw* / \ d x - 0 ,
dum A  d(A.ic +  у) -j-jdum~l A  dx —  0,
j_2 ~
которая в подпространствах £ m_,+2 в переменных d a m , . . .  ,
d a m, d x ;  dy  имеет такое же строение как система (4) во всем
пространстве Е гп.
В результате получатся последовательности вложенных друг
в друга подпространств
Ят —2 _ гг in—3 _ _ г r**i—2—1 _ _ гг 21 _ г j 1 / у1 с= Н2 CZ .... си Я , cz . . .  а  Нт - 3 cz Я т _2, (и) где Н{т~г~~ определяются уравнениями_  о, =  a ^ - id x ,  и  —  4, 5, . . . ,  т  —  * +  1, d(Ax +  */) ■= 0,
и
£
771—3__р 771—4 __  __2 i ________ __ р __ p i  / Yз cz £4 4— • • • cz El2-1 cz . . .  cz Efp—2 cz £m -i? (v) 
где £ / |Т г1  определяются уравнениями
d a 3 =  a 3d  (A x  +  * / ) , d /f*1 =  (A x  - } - / / ) ,  =  4 ,  5 ,  . . . ,  m  —  i - f -  1. 
Здесь 11 есть ось семейства S ™-*'-1 из ( /+ 1 )  мерных под-
m—i—iпространств t i+1
Искомые плоскости проходят через подпространство /УГ 2,
Яга- i - li цепочки38
(и) и заполняют при этом подпространство £ Г  , принадлежа 
каждому из подпространств Е?~'  цепочки (v).
Как видно, между пучками подпространств-осей Н™ и под-
р 7П 3пространств , возникает взаимно-однозначное соответствие
дит ~1 дит ~2 ди4
по величинам а т - 1 ч , а т _2 =  -—------ , . . . ,  а^ =  —  ,
d y  d y  d y
a3 =  , далее — между Я 2т ~3 и по величинам
Q,m—3, . . . .  , ß4, (2g И Т. Д.
. Интерпретируем нашу систему в  случае т —  4 в проектив­
ном пространстве Р3. Определится некоторое семейство прямых 
Pi, которые проходят через точки H 0(du3 — 0, d u ^ - a ^ d x ,  
d \ h x у)  — 0 ) прямой H i(du 3 ~  0 , d {X x - \-y )  = 0) и заполняют 
при этом плоскости E 2(du3 =  a3d(hx - \ у ) .  В таких отношениях 
находятся прямые, которые являются касательными к линейча­
той поверхности.
4.2. Перейдем к рассмотрению системы (1). Используя 
связь случаев 1° и 4° и результаты, полученные при исследова­
нии системы (4), можно сказать, что 1) искомые плоскости 
должны пересекать каждую из подпространств H lP i , определяе­
мых уравнениями dun,—i+t ■= dun[-1+2 =  . . .< =  duni=  d (Atx -f- y) =  
■= 0, где n0 =  2. Здесь pi =  m  — tii — 3, pL, ■— m — nL, — 1. Эти 
подпространства H lPi принадлежат ( m — 1)-мерным подпро­
странствам Т1т- Г пучка Г, определяемого уравнениями 
d ( fa x - \-y ) .  Пучок Т обладает осью, определяемой уравнениями 
dx =  dy =  0 ; 2) искомые плоскости, пересекающие подпростран­
ства Н 1р. , заполняют при этом, как и в случае 4°, соответственно 
некоторые подпространства Е ‘р. +2, которые принадлежат неко­
торой цепочке подпространств. Эти цепочки подпространств об­
ладают цепочкой подпространств-осей, которые содержат и И‘Р.. 
Каждая цепочка подпространств имеет такое же строение, как 
соответствующая цепочка в случае 4°. Следует отметить, что 
подпространства-оси Н 1Р. не пересекаются.
4. 3. Рассмотрим случай 2°.
Здесь картина аналогичная 1°, но каждая из этих цепочек 
подпространств в пространствах Т1т- 1, определенных соответ­
ственно уравнениями d(A,x у)  = 0  имеет структуру, несколько 
нарушенную. Рассмотрим случай одного корня А. Рассмотрим 
подпространство Е *р, определяемое уравнениями dur =
— ard (Ai* -f- у ) , где r =  ni — p - \ \ ,  «! — /?-{- 2, , n t. Тем 
самым часть уравнений системы удовлетворяется. Нужно выяс­
нить, что определяется оставшейся частью системы в этом под­
пространстве Е*р. Имеется семейство S 1 подпространств Ет-Р- и
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далее — семейЛво семейств S 2 подпространств Е т - Р~2, причем 
для каждого подпространства Е т -Р- 1 из их семейства S 1 будет 
ровно одно семейство S 2 подпространств Е т- р- 2 и т. д., в ка ж ­
дом из подпространств E m-p~ix+i определится свое семейство S li 
подпространств Е т-рЧ]. Семейство S li подпространств E m-P~ixt 
проходящих через подпространство-ось Е т-р~1Х-\, заполняет под­
пространство Em-p-i^i. Дальш е берется пересечение семейства 
Sh подпространств Е т~р-ц с подпространствами, определенными 
уравнением du l\+l =  ah+id(fax  - f  у ) , что и нарушит структуру 
цепочек подпространств (и) и (v). В каждом пересечении полу­
чится семейство S li+2 подпространств E m-p~ix-2, причем семейство 
S li+2 подпространств £ ’m_p_/l_2, проходящих через ось Е т-рЧх-3г 
заполняет соответствующее подпространство E m-p- lx-i и т. д.» 
семейство S nrP+l подпространств E m-ni-i заполняет подпростран­
ство Е т-П1+1. Такая картина возникает в подпространстве, опре­
деленном уравнением d (fax у ) . Аналогичная будет она и во 
всех других подпространствах, определяемых соответственно 
уравнениями d ( X - x у)  =  0 в случае более чем одного корня Я.
4 .4. Приступим к рассмотрению системы (3). Разобьем эту 
систему уравнений на k подсистем, начиная с уравнений соот­
ветственно с номерами п и п2, . . .  , n k. Тогда г-ая система опре­
деляет семейство 5* из /?г мерных подпространств E Pv где 
pi — т — п и pL, — т  — rii. -f- 2 , которые имеют (pL — 1) -мерные 
оси Н 1Р.~ 1, определяемые соответственно уравнениями
du'li—1+1 “  duni—1+2 dun =  d (Ах у) =  0 ,
где п0 —  2. Каж дая ось есть подпространство одного из (т  — 1)- 
мерных подпространств Т1т- 1 семейства Т, определяемого урав­
нениями d(A[X -(- у) —  0, которая, в свою очередь, имеет ось, опре­
деляемую уравнениями dx =  dy =  0. Оси H Pri не пересекаются. 
Значйт, у нас имеется одно семейство Т из ( m — 1)-мерных под­
пространств Т1т- 1, в г-ом подпространстве этого семейства опре­
делено свое семейство 5 1 из /7г мерных подпространств Е р. с 
осью Н ‘Рг 1. Система (3) задает семейство плоскостей, которые 
пересекают каждую из этих Н РГ
4. 5. Рассмотрим систему (5). Первые (/ — 3) уравнений, вме­
сте взятые, задают семейство 5  из (т —  /  -j- 3 ) -мерных подпро­
странств E m-j+з, проходящих через подпространство Я т _/+2, опре­
деляемое уравнениями du3 =  du^ =  . . .  =  du i^  — dy =  0. Р ас ­
смотрим теперь остальные уравнения в этих подпространствах
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Etn-j+z- Оставшиеся уравнения имеют вид системы (4). Значит 
искомые плоскости проходят через прямые Н и которые принад­
леж ат некоторой цепочке подпространств-осей; они при этом 
заполняют соответствующие подпространства Е 3у которые при­
надлежат некоторой цепочке подпространств. Соответствие 
между Я 1 и Е 3 устанавливается по величинам
du* dui+i du™--*
ai =  ~õ~y'  ai+l =  =  ~ d < r  '
4. G. Рассмотрим систему (6) в случае As — Я0 =  Я^= 0. t -ое 
уравнение этой системы определяет семейство S 1 из (т — 1)- 
мерных подпространств Е 1т- и определяемых уравнениями du 1 =  
=  atdy  и проходящих через подпространство-ось Н 1т-2, опреде­
ляемое уравнениями du t — dy =  0. Оси Н (т- 2 пересекаются по 
прямой H i(du 3 — du!* —  . . .  dum =  dy —  0). Значит, система (6 ) 
задает семейство плоскостей, проходящих через эту прямую.
4.7. Наконец, рассмотрим систему (7). i-ое уравнение си­
стемы (7) задает семейство S 1 из ( т — 1)-мерных подпро­
странств Е т- j, которые имеют (т  — 2 ) -мерные оси, а именно, 
осью i-ого семейства является подпространство Я 'т _2, которое 
определяется уравнениями du l == 0, d (h Lx  -f- у) =  0. Осью i-ого 
семейства 5 г является подпространство t-oro подпространства 
семейства Т, определяемого уравнением d(Xtx  -|- у) —  0. Значит 
система (7) задает семейство плоскостей, которые пересекают 
каждую из этих подпространств Я 'т _2, определяемых уравне­
ниями du1 —  0, d(XiX-\- у) =  0 .
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TEATUD DIFERENTSIAALVÕRRANDITE SÜSTEEM IGA ANTUD 
TASANDITE P E R E  G EO M EETRILIN E EHITUS
H. Kilp
Re s ü me e
Artiklis vaadeldakse  kahe sõ l tum atu  m u u tu jaga  esimest jä rku kvaasili 
neaarseid  osa tu le t is tega  diferentsiaalvõrrandite  süsteeme, mis ei sisalda tu n d ­
m atu id  endid ja mis on an tud  mingil komplekssel muutkonnal. N agu  teada, 
võib sellist süsteemi viia kanoonilisele kujule, milles tema maatriksil on
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Jordani normaalkuju, mille kõikvõimalikud erikujud on artiklis läbi v a a d e ld u d  
Vaadeldav süsteem on te isendatud teatud välisvõrrandite  süsteemiks. K irjel­
datakse sellise süsteemi poolt muutkonna suvalises punktis vä ljae ra lda tud  
tasandite  pere ehitust .
THE GEOMETRIC STRUCTURE OF THE FAMILY OF PLAN ES GI VEN 
BY MEANS O F A CERTAIN SYSTEM OF D IFFEREN TIAL
In the paper certain systems of the first order quasi-linear partial dif­
ferential equations with two independent variables are  dealt with. It is 
supposed tha t the systems contain no unknown quantities, they are deter­
mined on a complex manifold Mm and consist of (m-2) equations. As it is 
known, such a system can be represented canonically, in which case its 
matrix  takes Jo rd a n ’s normal form. All possible instances of the latter 
have been examined in the paper. The system considered has been transformed 
into a certain system of exterior equations. The s tructure  of the family of planes 
locally determined on the manifold by such a system has been described.
H. K*!p
S u m m a r y
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Л И Н Е Й Н Ы Е  ГРУППЫ ИНВАРИАНТНОСТИ СЕМЕЙСТВ  
ПЛОСКОСТЕЙ И СООТВЕТСТВУЮЩИЕ ß -СТРУКТУРЫ
X. Кильп
Кафедра алгебры и геометрии
В статье продолжается рассмотрение квазилинейных систем 
дифференциальных уравнений первого порядка с двумя незави­
симыми переменными, не содержащих самих неизвестных и з а ­
данных на некотором комплексном многообразии М т. В системе 
(т  — 2) уравнения. Рассмотрение проведено по тем же специ­
альным видам канонической системы, что и в предыдущей 
статье [1]. В случае системы с постоянными коэффициентами 
найдены максимальные группы инвариантности системы на всем 
многообразии (или, что то же самое, соответствующего геомет­
рического образа). В заданной точке многообразия преобразо­
вания инвариантности образуют конечную линейную группу Ли. 
Найдены их матричные представления. Оказывается, что верны 
следующие утверждения: если число неравных характеристиче­
ских корней матрицы системы больше единицы, то подсистемы 
данной системы, соответствующие неравным корням Я, при пре­
образованиях инвариантности всей системы преобразуются сами 
в себя; если число неравных корней больше двух и число урав­
нений системы достаточно велико, то преобразования инвариант­
ности систем данного канонического вида существенно не отли­
чаются друг от друга, а при малом количестве уравнений си­
стемы и при малом количестве характеристических корней по­
являются некоторые особенности. Все особые случаи разобраны 
отдельно.
Для исследования данной системы с коэффициентами, по­
стоянными на всем многообразии использованы методы теории 
©-структур. Доказывается (см. § 2)
Теорег.а. Если на многообразии задана система дифферен­
циальны х уравнений указанного выше типа, но с постоянными 
коэффициентами, то ©-структура с группой инвариатности 
этой системы в качестве структурной групп  © является парал- 
лелизуемой, и наоборот, если структура с группой инва-
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риантности системы дифференциальных уравнений указанного  
выше типа в качестве структурной группы  ©, является парал-  
лелизуемой, то эта система имеет Постоянные коэффициенты .
Используя эту теорему, найдены с локальной точки зрения 
максимальные группы инвариантности для данной системы на 
всем многообразии, точнее, найдены структурные уравнения 
этой группы.
§ 1. Линейные группы инвариантности системы (А) в точке
Пусть задано многообразие М т с локальными координатами 
и1, и2, и3, . . .  , ит. В каждой его точке определено касательное 
пространство; при этом d u \  du2, du3, . . .  , dum можно рассмат­
ривать как координаты вектора в нем относительно натураль­
ного базиса. Рассмотрим в этом касательном пространстве пере­
менный базис {es} и его бесконечно малое преобразование
d e s ^ c o ^ e t ,  (s, t=> 1, 2, . . .  , т ).  ({>
Условие для того, чтобы вектор p =  uses не менялся, есть dp-=  0. 
или
dus -j- 0 .
Условие для того, чтобы прямая с направляющим вектором 
р =  uses не менялась, есть dp — вр ,  где 8  — произвольная 
форма, или, что равносильно этому
dus -j- =  6 us. (g)
Если задано одно уравнение
astdus A  du( •= 0, (h)
то условие сохранения его геометрического образа есть 
d (asidus А  du 1) •=  (pastdus А  du1, 
где (р — произвольная форма. Отсюда получим, что коэффи­
циенты и их дифференциалы должны удовлетворять соотно­
шению
dast a^co^s & si^t '—■' ipcisti (0
где ip — произвольная линейная форма. Будем рассматривать 
(f) как преобразование пространства, тогда (g) и (i) опреде­
ляют соответственно законы преобразования прямой и геомет­
рического образа (h). Если нужно, чтобы при преобразова­
нии (f) геометрический образ (h) преобразовался в себя, надо 
потребовать выполнения условия
(ast +  dast) dus A  du f =  0,
или же
dasidus А  du 1 «=*=■ 0.
Значит, dast— £ast, где |  — произвольная форма. Отсюда и 
из (4) получаем
* Q ptü)Ps ~“Ь a s tM pi е==' ß a si-
Если мы ж елаем , чтобы система
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aastdus A  dii1 =  0 (j)
преобразовалась в себя, должны выполняться условия
aaPt(ops +  a*spcoPt =  (к )
Рассматриваемые нами системы являются частным случаем си­
стемы (j), где и1 —  х, и2 — у  — независимые переменные, 
и $ = и Ц х ,у )  и acd ' = a ^ ~ 0  (с, d =  1,2; £, rj =  3, 4, m ).
Условия (к) для таких систем преобретают вид
aadt(od п ■+ «= 0, (а)
aadz(odc Чг aCLci^h  =  l aßßßc£, (b \
a aid(o*c ~ г  & a ct0^d =  0 .  - ( c )
Полученные таким образом зависимости на формы a)st выделяют 
подгруппу в полной линейной группе касательного пространства, 
а именно подгруппу инвариантности семейства плоскостей, опре­
деленного системой (j) в касательном пространстве. Это будут 
конечные линейные группы. Наша цель — найти их матричные 
представления при различных видах канонической системы (А). 
Сначала докажем следующее утверждение.
Лемма 1. Д л я  того чтобы система уравнений  (а) была рав­
носильной системе уравнений а>съ =  0, необходимо и достаточно, 
чтобы в списке отличных от нуля коэффициентов системы (j) 
каждый из индексов 1 и 2 встречался по крайней мере дважды.
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь .  Пусть уравне­
ния (а) равносильны системе <ус|  =  0. Допустим, что один из 
индексов, скажем 1, встречается в списке отличных от нуля 
коэффициентов системы (j) только один раз, например при 
а — ао и £ =  £о, т. е. ааoij Ф  0. Но выписанная для такого спи­
ска коэффициентов система (а) вообще не содержит формы 
. Мы пришли к противоречию.
Д о с т а т о ч н о с т ь  проверим сначала в случае системы (4).
Чтобы соблюдались предположения леммы и сохранился вид 
системы, нужно потребовать, чтобы m >  5. Выпишем систе­
му (а):
Aicd1̂  -j- (о\ '=  0, £ '= 4 ,5 ,  ... , m, (li)
Aicü1̂  -j- ü)\ =  0, £ =  3,5, . . .  , m, (12)
h o ) \  -j- (õ\  =  0, £ =  3,4,6, . . .  , m, (13>
4~ (o2i =  0, £ =  3,4, 5, 7, . . .  , rn, (U)
Из (li) и (13) следует, что л>1с '=  0 при £ =  4 ,6, 7 , 8, . . .  , m: 
из (12) и (13), что w13 =  w23 =  0, а из (12) и (Ц), что а>15=  со25 =  0. 
В результате (oiz =  ( о \ =  0, £ =  3,4, . . .  , т.
Аналогично можно проверить справедливость утверждения 
и в остальных случаях, причем для соблюдения предположений 
леммы и сохранения вида системы нужно потребовать выполне­
ния условия т  ^  с, где с — некоторая постоянная, определяе­
мая специально для каждой системы. Приступим к нахождению 
линейных инфинитезимальных групп инвариантности систе-
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мы (А) или соответствующего семейства плоскостей в точке. 
По сущ еству найдем матричные представления их алгебр Ли. 
Д л я  этого выпишем системы (а ) ,  (Ь), ( с ) ,  соответствующ ие д а н ­
ному каноническому виду, и упростим их.
1. Начнем опять с системы (4 ) .  Пусть Ai ф  0 и т  >  5. Тогда  
система (а) равносильна <yct =  0. Н айдем вид системы (Ь). 
П осле того, когда будут исключены все те из произвольных  
функций | aß, которые мож но исключить, получим
Al ( 0)4 — а)2г) +  О)21 —  А2iw42 —  ü)3i =  О,
(ü33 -f- 0)l l —  Cü22 — 0)44 —  2A2lO)12 =  О,
Al (йЛ —  o h )  -j- 0)3i  — №l(Ol2 ---w45 +  Cü2l =  0,
Cd43 —  (0X2 —  Oj\ =  0,
W44 +  coh —  2ZiCOl2 —  0)22 —  (oh =  0,
Al (йЛ — to33) +  (02i +  W45 — я21й>12 — C056 =  0 ,
СО5 4 ---(Ol2 ----W65 =  0,
6ü*l +  0)55 — 2AiW‘2 --- (üe6 ----(o2 2 —  o,
Al ( Cc)1! — (022) rf~ (02\ -f- 6ü°6---A21ü)12 — W67 =  0,
m—2 m—l , ~
(О т -3 —  OJm- 2  —  ^ 2  =  0 ,
m ~ 2  , „ . , m — 1  „  „
(От—2 “Г  (О 1 —  2 AiW 2 ---- (От— 1 —  2 =  0 ,
Al (<У*1 — (022) +  O im -1 +  W2i — A ^Ü )^--- (От * =  0,
m—i m . л
(От—2 —  Wm- 1  —  OJ 2 =  0 ,
(О т -1 +  б Л --- 2AlÜJ12 -----OJ™---- О J2 2 =  0 ,
Al { ( o h  —  0)22) +  (От 1 +  « А  —  A2lCO*2 =  0 ,
0) 1+2 =  Щ +3  =  . . .  =  о Л т  =  0 ;  о / 'з  —  (064 =  0 ,
m—2 m— 1 m—2 m—1 m—2 m—1
(O3 =  (Oi , (Oi —  OJ5 , . . . , 0 )m- 4 =  (О т -3,
m—1 m m—1 m m—i m
(O3 —  (O i , (O i —  CO5 , . . . , £t)m - 3  =  (O m -2-
Преобразуем полученную систему. Во-первых,
£  ̂ £_£
<W£i-2 =  Ь'ь+з =  . . .  =  (о̂ т. Из равенств вида соЦ =  a>n-i следует,
т  т —1
(Oi =  (Оз ,
т  m—i m—2
(О5 =  (Oi —  (V3 ,
m m—1 m—2 m—3
0)6 =  (O5 =:=:: —  OJ3 ,
m m—1 .
(Om- 2 =  (Om—3 =  . . . , =  йГз-
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Наконец, соотношения, содержащие формы <u*i, аА и «Л, 
можно привести к следующему виду:
A l ( ( 0 * 1 ----(üZz) 4 * (0 21 ----- A21Ö)*2 =  Cü34 =  Oik5 ----- <t>34 =  Oi56 ~  OiH  =  . . -
m—1 m— 2 m—1 , .
— OJm Oim—i — , (nii)
(0*1 ----Oi2 2 — ■ 2AlC012 =  <y44 ----- tü33 —  <^55 ----- <У4 4 =  • • • —
m—1 m—2 m m—1 . .
— Wm-1 Oim—2 — Wm Oim—ii (ГП2)
GJ*2 =  0>43 ----<i)54 =  C0 54 ----- d)65 =  . . . =
m-2 m—1 m—1 m ( ч
=  Wm- 3  —  Oirn—2 —  <4 m - 2  —  l m 3 /
После сложения всех равенств из (mi) получим 
Ai (юЧ —  &>22) 4 “ oi21 — A2iw 12 =  О,
Oi34 =  ü)45 =  . . . =  Oim 1 = 0 .
Обозначим oiii — oi22 — 2Aiw12 через ß .  Тогда из (m2) получим, 
что
W44 =  Ct)33 +  j6, 0i b 5 = Ч 0 3з + 2 Д  . . .  , 0i m m ' ~  <U33 +  (т .  —  3 )  ß .
Теперь из (ш3) следует, что
й )э4 =  W43 ----0i i 2, (Х)65 =  Ö)43 ----- 2 а>12, . • • ,
о )т —2 =  (о 1з  —  ( т  —  5 ) o i h ,  с о т - 1 =  o i!l3 —  ( т  —  4 ) o i x2- 
Система (с) принимает вид
cü3i =  Aicü32, Oih =  AicüS2-|- cü2t_1, где £ — 4,5,  . . .  , т.
Для конкретности запишем матрицу преобразования инвариант­
ности в случае т  —  7:
(к)
Oii  1 Oi21 Ai<ü32 Ai« 42 “1-  Cl)32 Aio/ ’2 +  W42 Ajü)62 +  W52 l i O i \  +  OJ62 'i
0*2 Oi2 2 Oi3 2 Cü42 0 ib 2 ÜJ62 0 ?2
0 0 Oi3 3 ÜJ43 CÜ53 0 i63 Oi13
0 0 0 W33 +  j6 (W43 --- W12 Oib 3 <x)63
0 0 0 0 0)33 +  2̂ 8 OJ4 3 --- 2ü)12 Oi5 3
0 0 0 0 0 о)3з -j- 3 £ C043 —  3ü)12
0 0 0 0 0 0 w 33 +  4/3
Здесь <ü2i =  A2iü)12— Ai(<u*i — <у22). Отдельно нужно рассматри­
вать систему (4) в случае т  =  4, т. е. когда она имеет вид 
da3 Д  d  (Ai +  г/) = 0 ,  
fifu4 Д  d  (AiJC -|- г/) +  Л  dx —  0.
В этом случае матрица инфинитезимального преобразования  
инвариантности имеет вид
CÜ!1 A2lWJ2 —  Al (Cl)1 1 - -  co22) Aiiü32 W32 +  ACt)42
<Ü42 Oi22 CÜ32 Cl)42
0ii3 r  —AiCüt3 C033 6ü43
0 Oii2 0 oi33 -— Oi22 “j- <*>*1 '— 2Aw12
2. И м еет место следую щ ая
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Лемма 2. В случае системы (1) с несколькими различными  
Xi матрица преобразования инвариантности имеет следующее  
строение-.
1) начиная с третьей строки и третьего столбца отличными 
от нуля будут диагональные клетки порядка (п\ — 2 ), п2, . . .  , пк, 
а все остальные члены матрицы в этих строках и столбцах 
равны нулю, т. е. подсистемы данной системы, соответствующие 
различным корням  А/, при преобразованиях инвариантности всей 
системы преобразуются сам.и в себя;
2) строение у этих диагональных клеток одинаково.
Д о к а з а т е л ь с т в о .  Утверждение 2) верно в силу того,
что подсистемы, соответствующие различным корням Я, имеют 
одинаковое строение. Проверка утверждения 1) вполне анало­
гична рассуждению при нахождении матрицы преобразования 
инвариантности системы (4). Д ля  нахождения конкретного вида 
диагональных клеток нужно найти группу инвариантности дан­
ной системы при одном корне Я, т. е. в случае системы (1) 
группу инвариантности системы (4), что было проделано. Если 
различных Я два, то на формы аД, оД, аА, аД  налагаются соот­
ношения вида (к) при обоих значениях Я. Из них следует, что
ы22 =  сД — (Ai Яг) сД,
сo2i =  —АДгсД, 
ßi —  (Яг — Я1) £l)12» 
ßz =  (Ai — Яг) йД, 
где через ß2 обозначено с Д — — 2А2оД. Если различных А 
больше двух, то соотношения, связывающие те же формы, сле­
дующие:
ОД =  (022 со, О)21 =  0, оД =  0.
Но тогда и ß — О, а вследствие этого
ОТ 3 =  OJ4 =  = . . .  =  О) 711—1
/-.)n 1+2 --- --- --- /-.)7ii+7i2П, + 1 П1+2 ••• П,4-712—1 ’
Ö  3 =  Cl) 4 —  СО35 =  . . .  —  (Оп ‘ ,П\
Л)П,+1 ---- Г.»П1+2 ----  ---- х.>711+П2
711+1 71 [+2 • • •  П,+П2’
Для системы (1) при т >  5 имеем оД  =  0. Система уравнений
(с) следующая:
0)31 ' =  A i O)32, <*Д =  A i Cü42 +  С032, . . . .  Cüjl1 =  A / t ) ” 1 +
Cü711+1 A2co”l+1, üj™1+2 =  Я2со̂ ,+2 -j- eo£1+1, . . . .
Используя лемму 2 и учитывая соотношения между бД, с о \  o>2it 
<хД м о ж н о  при желании выписать матрицу инфинитезимального
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преобразования инвариантности. Первые две строки и первые 
два столбца продолжаются по аналогии. Пусть т =  5. Имеются 
три подслучая
1) Ai ф  Аг, Ai ф  Аз, Яг Ф  Яз; который изучим при рассмотре­
ний системы (7);
2) Ai =  Яг, Я3 =  Яг; этот случай рассматривался в случае си 
стемы (4);
3) Ai =  A2, Аз Ф  А2, Аз Ф  0; этот случай рассмотрим подроб­
нее. Выпишем соответствующую систему уравнений:
du3 Д  d  (Ai* - f  у) —  0 
duk Д  d (Ai* -j- у) -J- du3 Д  dx =  0 
du5 Д  d (Аз* -}-«/) = 0 ;  
инфинитезимальные преобразования инвариантности имеют вид
0)22 -f- (Al -f-  Яз) С012 —ЯДзо^г AlüJ32 Aiü»42 -f- (032 AlCÜ52
(0̂ 2 0)22 С032 0)̂ 2 0J52
0 0 С033 cd43 0
0 0 0 о)3з (Аз —  Ai) 0)*2 0
0 0 0 0 <l>55
Пусть т =  4 и Ai '=  Аг =  0; 
du3 / \ d y  =  0 ; 
с?«4 Д  dy  +  d «3 Д  dx — 0.
Матрицей инфинитезимального преобразования инвариантности 
такой системы является
0 )l l 0 0 (Х)32
0 )х2 0)2г а>32 О)4 2
0 )гз со3з й)4з
СО *4 0 0 <ü33 +  Wl1 - -  0)22
Как было уже отмечено, случай Г  является самым общим слу­
чаем, а все другие конкретные виды канонической системы, ко­
торые мы изучаем, можно рассматривать как его подслучаи 
при некоторых условиях. Поэтому можно использовать некото­
рые результаты, полученные при исследовании системы ( 1) и 
при исследовании других случаев. Мы используем лемму 2 и 
зависимости на формы о)1и со \  о)2\, (о1 г при различных количе­
ствах различных корней А.
3. Рассмотрим систему (2). Достаточно рассмотреть случай 
одного корня А. Пусть А =  0 и m >  5. Если индексы 1 и 2 встре­
чаются в списке отличных от нуля коэффициентов хотя бы 
дважды, то система (а) равносильна системе о)с$ =  0 .
Система (с) имеет вид 
ü)*i =  0, / =  3, /i — 1, ti i — / — р - j - 1, rii — p 4~ 1,
rii — p -f- 2, . . .  , n i; =  0)2 ~ , где t  принимает все осталь­
ные значения от 3 до tii.
Что касается системы (Ь), то запишем ее в общем виде и
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исключим произвольные функции £st. И з соотношений, с о д е р ж а ­
щих со%  получим, что
й>44 =  со3з —  а , б Д  =  со33 —  2 а ,  . . .  ,
<0^ =  —  (^i —  3 ) а ,
" м - 1  =  " м . -  “ • " Й 1  =  " м .  -  2 а ,  . . .  .
"К="м1-
Wn ‘- ' r ? + 2  —  ^ n ,- iÄ- p + l  _  ß  > > _ 
n i - l h- p i -2 n i—lh- p + l
Сопг-Р =  wn,-ifc-P+i—  (/ft---3) «,
n , - p  n f-Zfe- p + l  v 7
где a  =  a>22 — to1!. И з уравнений на to%, вытекает, что<у21 =  0. 
Тогда из остальных уравнений следует, что
W34 —  to45 =  . . .  =  w '1_1 —  О,
to 'l+ 1„ =  оУ'+2 =  . . .  =  =  О,11“Ъ2 /iH-З fi-Нг
w n , - i fc- p + l  =  . . . =  (Оп '~ Р ~ *  —  О,
«1—1ft— Р + 2  п ,—р
а затем получаем
(о \  — w 43 — to*2, to6s =  со4з — 2 to*2, • • • , to ' . —  to43 — ( / i  —  4 ) 0 ) ^l j—1 Л
"Si= "К -  "j • • •' = Чй -  -  4> "'2-
И т. д.
i6jn ,W ft- p + 3  _  w n , - / ft- p + 2 _ _  w l 2) (
n ,-Z ft- p + 2  ni-Zfe—р+1
w n , - p  =  w r2;-Z/l- p + 2 _ ( / fe_ 4 ) w l2 
n i - p - 1  7 i ,- ift- p + l
Будут у нас еще соотношения
to?3 =  i l3, toZ4 =  tož5 =  . - .  о 1 п .  —  О,
1 \
to  ft2+1 • • rii+i» ^  п j+2 '■ to  п J+3» . . .  , t o ^ j - j - ^ 2  ”—‘ О, 
to * n ,- fn 2+ l  = =  ^ П ] +712+1» ’to^n 1+ П 2 +  1 = =  • • • = =  (0 1п 1+ п 2+ п 3 === О,
<Olm-p+1 =  l^m-p+l» • • • , toZ/-i — l^-l, to^ +  to22 — Ql,
b)li+1 =  | Zm, • - • , ы1п г =-1 ni» 
где l =  rii — p + 1 ,  . . .  , Mi. Из всех выписанных соотношений 
следует, что <у'Л =  0, /г =  «i — р - f  1, . .  • , яг, /  =  3, 4, . . .  , /1 — 1, 
/ i + l ,  . . . ,  /1 +  /2— 1, /1 +  /2 + I ,  • • • »  «1 — Р — 1. Опишем 
матрицу инфинитезимального преобразования инвариантности 
системы (2) при одном корне Я, который полагаем равным 
нулю. Запишем ее в следующих обозначениях
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D 22 Dl j—2, 2 D h,2 • D pi
0 D ^ -z ,  гх-2 D l2. l {-2 . —2 гх—2
0 А  ,-2. l2 D '^2 • • D lkh D pi2
0 Д 1- 2, ■ ■ D lklk D pik
0 D l,—2, p A 2p * ^ ftP D pp
Здесь через Dqr обозначена клетка матрицы инфинитезимального 
преобразования инвариантности, состоящая из q столбцов и г 
строк. В матрице преобразования инвариантности клетка 
Dii+l>ii+1 лежит на пересечении строк с номерами 1.
l'i+2, , l'j+i и столбцов с номерами 1\ - \ -  1, 1\ - {-2, . . .  , /',• и, 
где через обозначено U 4 - k  +  . . .  +  для общности нужно 
полагать /о =  / 'о =  2. Опишем строение всех этих клеток. Между 
элементами клеток A t+1w l+, имеют место такие же зависимости
как в матрице преобразования инвариантности системы (4), на­
чиная с третьей строки и третьего столбца, а между элементами 
клеток D / -2 такие, как в первых двух строках,, начиная с 
третьего столбца при Я — 0.
Выпишем общие виды клеток А
2 + 1 *  J + 1 Dii+i.p» ^р.* j+г D p p .

















% 1  * •
r i + l~2 
* »j+1
0 0 0  .
l'i+1
0 0 0  . 0
0 0 0  . . 0
Здесь //+1 >  ti+l. Теперь D ,.+ ,tfy+1 в случае lj+x <  UH имеет вид
Dii+i,p —
оо
• 0)1 ,+l +1 n ,-p + I
0 0 . . • 0) . „ n t- p +2
,0  0 . . . < / ,+l
1 nt





f'i + l 
n,-р-И
lj+1 — 0 0 0
0 0 . 0
D p p
n!-p+ l n, —p+2 nl0l>nl—p+l
Ct)n, -p+2 ' Wnr p+i
nI—p+l nl-p+2 ni0) 0) . to




Система (2) при т —  5 следующая:
du 3 / \ d y  —  О,
du4 A  d y  du 3 Д  dx =  О,
du5 / \ d y  =  О.
Инфинитезимальные преобразования инвариантности этой си­
стемы имеют вид
(O 'i 0 0 0)32 0 0
0 )X2 (O2 2 Ct>32 0 )42 <л)52 <ü52
(u b 0 <У33 (i) k3 <о5з 0J 53
0 0 0 <i) s 3 ---- (O22 +  бь»1! 0
0 0 0 0
4. Перейдем к рассмотрению системы (3). Если различных Я
больше двух, то при т  >  5 матрицу преобразования инвариант­
ности можно выписать в следующем виде
D 2 2 D „ , - -2, 2 D n 2 , 2 • • D ” k ’ 2
0 D „ t -2 , n j- 0 0
0 0 D n 2 , n 2 ■ 0
0 0 0 • D n h ’ n h
где 
D ‘22 — ■
0) 0
0 6> » 1-2
Я * *+i» n i+l
я ( + |<а"*+1 A , + i " ” *+ * •
W 2i+1
п4+1 n,+2 
M n i+ 1 “ «,+1
«»<+*
n
0) i + 1
n .+ l  n ,+ 2  
6) (O
i+t ni + l
6>
n,-+l
ni + l 
"i + 1
^ 2< +  ‘
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5. Рассмотрим систему (5). Имеем 
du3 f \ d y  =  О,
dui / \ d y  ■=■ О,
du>+i / \ d y  -f- d y i  Д  dx  =• 0,
dum Д  dy  -j- d «m_1 Д  dx =  0. 
Матрица преобразования инвариантности ее
< х> * 1 0 0 0 .  0 0 t o ] 2  • • .  t o m " 2 2 t o m " 1 2
t o b t o 2 2 t o 3 2 t o 4 2  . t o ; 2 t o / + 1 2 .  t o m - ‘ 2 ( t ) m 2
0 0 to33 to43 . . to / - 1 3 0 0 .  0 ( ü m 3
, 0 0 to34 to4 4 • . to , - 1 4 0 0 .  0 t o m 4
0 0 t o 3 / t o 4 /  . t o 7 t o / + 1 / .  t o ™ - 1 / t o m /
0 0 0 0 .  0 0 o j i j  —  a .  t o m “ 2 / t o " 1" 1 /
0 0 0 0 . 0 0 0 . Д Я - 1
0 0 0 0 .  0 0 0 . 0
i + i
где
Qij =  coij — (tn — / -j- 1) a,
Qi.+i =  toj.+1 — (m — j  -f- ] )ü>13, j ] '
'  a £ \  =  c o £ \ - , ( r n - j ) a .
6. Система (6) имеет следующий вид 
du3/ \ d y  =  0 , 
dw4 Д  di/ — О,
dwm Д  dy  «= 0.
Это частный случай системы (4) при одном Я, равном нулю 
Матрица преобразований инвариантности ее такова
t o S 0 0 0 0
t o  * 2 t o 2 2 to 23 6 0 4 2  • .  • C O m 2
t o b 0 to33 t o 4 3  • • • (J Ü m 3
to *4 0 to34 t o 4 4  .  - . <Om 4
t o ' m 0 t o 3 m t o 4 m  .  . t o m „ ,
7. Наконец рассмотрим систему (7) 
du3 Д  d (Аз* -f- */) =  0,
du4 / \  d (Я4Х -j-  £/) == 0,
dum Д  d (Яшх +  У) *= 0.
Пусть т  >  5. Тогда матрица преобразования инвариантности 
имеет вид
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(О 0 А з ^ 32 А4<У42 А5С052 A m eom 2
0 <0 (О3 2 GJ42 Ы2Ь C0m2
0 0 со3 3 0 0 0
0 0 0 6J4 4 0 0
0 0 0 0 <У55 0
0 0 0 0 0
Рассмотрим некоторый частный вид системы (7) при т =  5: 
du3 Д  dx  =  О, 
du!i Д  dy —  О, 
du5 Д  d (х у) ■= 0.
Матрица его преобразований инвариантности есть
ft) 0 Сг з̂ 0 (0 Ь2
0 (О 0 <У42 (О5 2
0 0 <а)33 0 0
0 0 0 0>44 0
0 0 0 0 (0 Ъ 5
Пусть га — 4, т. е.
du3 Д  d (Аз* - f  у) =  0, 
du11 Д  d (А4* у)  =  0.
Тогда матрицей преобразования инвариантности является
Cü22 (A 4 A 3) ---- A 3A4fe)12 А з Ш32 A4Ü)42
Oj22 ft) J2 OJ42
ft)1 з ---- A4Ü>13 ft)33 0
ft)*4 — A sft)^ 0  . ftJ44
Пусть здесь Аз =  0, A4 
сти имеют вид
Тогда преобразования инвариантно-
ft>22 +  (0 X 2 0 0 ■ft)42
OJl 2 ft)22 ft)3 2 ü)42
(0*3 — (ü X3 ft)3 3 0
( o \ 0 0 ft)44
6L»31 •=Пусть га — 3. Тогда А3(й^ 1 — а>22) -j- о А — А23ш12 — 0,
<= ДзоЛ и вид матрицы преобразований инвариантности следую­
щий
(Ol i (O21 (O3 2
0 ) l 2 +  ft)2l —  ft)^ OJ32
(0*3 (O2 3 ft)33
Здесь Аз — 1. \
В ы в о д .  Если число неравных корней А больше двух и 
число уравнений системы достаточно велико, то инфинитези- 
мальные преобразования инвариантности систем данного кано­
нического вида существенно не отличаются, а Именно при до­
бавлении к данной системе дифференциальных уравнений еще 
одной группы уравнений с новым значением А в матрице инфи-
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нитезимального преобразования инвариантности прибавляется  
диагональная клетка такого ж е  строения как при предыдущих  
корнях, например, как клетка, начиная с третьей строки и 
третьего столбца и кончая n i -ой строкой и tti-ым столбцом, пер­
вые две  строки продолж аю тся по аналогии, первые два столбца  
п родолж аю тся нулями, остальные члены все нули.
Количество независимых форм а)х\ —  o j \  &А, о Д  зависит от 
того, сколько среди корней Я различных —  один, два или 
больше двух. В последнем случае получим на эти формы соот­
ношения, удовлетворенные лишь при ы 11 —  а) 22 — 0, o 2i —  О, 
а>21^= 0 . Если при этом количество уравнений системы д о ста ­
точно велико, т. е. система (а) эквивалентна сосg •— 0, то в точке  
многообразия или для системы дифференциальных уравнений  
с постоянными коэффициентами на всем многообразии имеем  
d a =  а) Д  w1, 
do)2 — а) Д  со2.
При двух различных корнях Я на ф Ч — а ) \  оЛ, coh наклады ва­
ются два соотношения и две из этих форм м ож но выразить  
через оставшегося. В качестве последнего мы обычно выбрали 
a)i2- Тогда
(oxi —  а)22 — (Я1 -f- Яг) (0Х2,
0)2l — ---ÄlÄ20j12-
Тогда при предположении, что один из этих различных корней 
равен нулю, структурные уравнения для форм а)1 и со2 в точке 
запишутся в виде
da)* =  (о) 22 -j- (Я1 -j- Яг) (0 *2) / \  со1 ~f" &>2, 
doj2 — 0)22 А  а)2.
Если корень Я единственный, то соотношений на формы
—  о)22, о Х2, со2 1 будет лишь одно и одну форму можно выра­
зить через две остальные, например,
й)21 =  A2iü)12 —  Я1 (to11 —  (JO22) ■
Когда количество уравнений системы настолько мало, что в 
списке отличных от нуля коэффициентов индексы 1 и 2 оба  
встречаются меньше, чем дваж ды , в матрице преобразования  
инвариантности в первых двух столбцах, начиная с третьей  
строки, появляются ненулевые формы в то время, как при д о ­
статочно большом т  там стоят нули.
Таким образом , для систем данного канонического вида пре­
образования инвариантности группируются по количеству р а з­
личных Я и по количеству уравнений системы.
Какой бы вид система (А) не имела, для нее м ож но теперь  
выписать матрицу преобразования инвариантности, используя  
для этого лемм у 2, последние рассуж дения и тот факт, что д а н ­
ную систему м ожно разбить на подсистемы, каж дая из которых 
имеет вид, рассмотренный нами.
Отметим, что структурные уравнения при системе (А) с по­
стоянными коэффициентами имеют вид da)1 =  (olk / \ c o k.
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§ 2. Максимальные линейные группы инвариантности 
системы (А) на всем многообразии
1. С любой точкой многообразия связано линейное касатель­
ное пространство, а, следовательно, и каждым касательным 
пространством в точке многообразия связана группа всех ли­
нейных невырожденных преобразований. Если во всех точках 
многообразия заданы подобные подгруппы этой линейной 
группы, то говорят, что на многообразии задана ©-структура 
типа 0 .  В силу подобия этих подгрупп ясно, что для каждой 
пары касательных пространств можно найти линейное невырож­
денное соответствие, переводящее подгруппу одного простран­
ства в подгруппу другого. Известно, что если на многообразии 
задано поле геометрических образов, то группы инвариантности, 
соответствующие различным точкам, являются подобными и оп­
ределяют ©-структуру с группой инвариантности в качестве 
структурной группы. Можно устроить взаимно однозначное со­
ответствие между множеством реперов касательного про­
странства и множеством всех линейных невырожденных преоб­
разований этого пространства. Под заданием подгруппы пони­
мают ее реализацию в качестве подсемейства реперов. При рас­
смотрении деривационных формул des =  oj^et подсемейство ре­
перов выделяется при наложении соотношений на со*5, а именно 
соотношений вида со*5 =  а*Рзсор, где — линейно независимые 
комбинации форм co*s на подгруппе и a fps — постоянные. При 
этом требуется, чтобы для выделяемых подсемейств реперов в 
различных точках a*9s были одними и темн же постоянными.
На главном расслоении всех реперов многообразия можно 
ввести дифференциальные формы со*, которые истолковываются 
как координаты векторов касательного пространства относи­
тельно переменного базиса. На этом главном расслоении формы 
<о*, со*s удовлетворяют структурным уравнениям
dcO* == Ü-̂ psCÔ / \  ОХ' ~|---— С* ps0)1' / \  COs,
dcoP =  bP ytQ v  Л  СО1 +  - -  сРахсоа Л  сох -f- 
- f-  C^atCO0 / \  СО1 -j— —  CPst(Os А  СО1,
где d c ^ p  +  ( c vqr, сор) —  с ^ с о * 7. Здесь а*рзг c<Vr — постоян­
ные, a c*ps, cPat, cf>st — некоторые функции.
Рассмотрим обычное аффинное пространство и соответствую­
щие деривационные формулы des — corset, dM =  ci)Het. Множество 
аффинных реперов и аффинных преобразований, очевидно, нахо­
дится во взаимно-однозначном соответствии. Формы cous, со** л е ­
воинвариантные и удовлетворяют структурным уравнениям
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d(0 Hs S= (jj*Ps A  Cl)**p,
dü)H =  a / s А  о)*15.
Формы ш**5, можно считать базисными в касательном про­
странстве многообразия реперов.
Пусть задана подгруппа центро-аффинной группы преобразо­
ваний, которая может быть задана реализацией уравнений 
w4s =  a**ps0 p, где в д  — какие-то линейные комбинации форм 
линейно независимые на подгруппе, и a*{ps — постоянные. 
Рассмотрим подгруппу всей аффинной группы, которая получает­
ся при дополнении заданной подгруппы центро-аффинной груп­
пы параллельными переносами, т. е. реализуются уравнения 
(о**3 =  анрз6 р на формы сои5, а формы оставляем при этом 
независимыми. Тем самым в аффинном пространстве опреде­
лится ©-структура с рассматриваемой структурной группой.
Говорят, что ©-структура данного типа на некотором много­
образии является параллелизуемой , если для любой точки мно­
гообразия можно найти окрестность и дифференцируемое отоб­
ражение этой окрестности на некоторую область аффинного 
пространства, при котором заданная ©-структура на многообра­
зии переходит в некоторую ©-структуру аффинного простран­
ства. Эта ©-структура аффинного пространства берется с такой 
аффинной группой, что соответствующая центроаффинная группа 
будет та же самая, что структурная группа на многообразии, 
при этом структурные уравнения будут 
daf1 — а1рк(о*р А  ь)*к,
dco*Р — ~  с%хо)*х Л  ш х.
Известно, что для того, чтобы ©-структура была йараллели- 
зуемой, необходимо, чтобы компоненты всех структурных тензо­
ров равнялись нулю, и достаточно, чтобы система структурных 
уравнений была в инволюции.
Докажем теперь первое утверждение теоремы, сформулиро­
ванной во введении.
Если на многообразии задана система дифференциальных  
уравнений с частными производными вида  (А) с постоянными 
коэффициентами, то ©-структура с группой инвариантности в 
качестве структурной группы является параллелизуемой.
Д о к а з а т е л ь с т в о .  Имеющееся многообразие можно при­
нять за аффинное пространство, в каждой точке которого з а ­
дано семейство плоскостей и подгруппа центроаффинной группы 
есть группа инвариантности этого семейства; так как на всем 
многообразии в каждом касательном пространстве это семей­
ство плоскостей определяется одной и той же системой диффе­
ренциальных уравнений, то все эти семейства получаются из 
одного при помощи параллельных переносов. Значит, опреде­
лена аффинная структура с той же структурной группой.
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Верно и обратное утверждение: если система дифференци­
альных уравнений  (А) задает параллелизуемую 06-структуру, то 
эта система эквивалентна системе с постоянными коэффициен­
тами; иначе говоря, заменой зависимых и независимых пере­
менных она приводится к систе-ме с постоянными коэффициен­
тами. Это так потому, что параллелизуемая ©-структура опре­
деляется однозначно.
2. Рассмотрим систему дифференциальных уравнений с коэф­
фициентами, постоянными на всем многообразии. Изучим строе­
ние алгебры Ли максимальной группы инвариантности этой си­
стемы; найдем вид структурных уравнений этой группы. Для 
этого нужно иметь в виду 1) что соответствующая ©-структура 
параллелизуемая, 2 ) необходимое и достаточное условие парал­
лелизуемости ©-структуры.
Выражения для dco1 выпишутся на основе предыдущего в 
виде
d(os — asptü)p / \  a)f — a)st А  oo1. (е)
Выражения для dcoli получаются при продолжении системы (е) 
с учетом вышеупомянутых положений
dojst =  cosp А  o)pt -f- Aüist,
где
A (0s t =  ojs tP A  ыр.
хТри этом появляются условия на некоторые из форм costp, а 
именно, часть из них должны равняться нулю. Оказывается, что 
при дальнейших продолжениях больше таких равенств вида 
<osi\i2 ..ip —  0 появиться не может, т. е. при s — const все формы 
Ao)s,y2 ...ipf где /^-произвольный индекс, р >  2, выражаются через 
одни и те же главные формы со1. Покажем это. Рассмотрим не­
которую форму cosiXi2 . Зафиксируем s. Тогда по матрице пре­
образования инвариантности в фиксированной точке можно 
судить через какие главные формы будут выражаться AaPiV 
i ~  3, 4, . . .  , tn, а именно, форма соsix встречается впервые в 
5-ой строке и дальше во всех строках до щ±.\-ой, если я г +  1 <  
<  5 <  ni+i. Значит все dcosi имеют вид Acosil — cosi^2 / \  где 
t2 пробегает значения 3, 4, . . .  , s, /21 -j- 1, п х -j- 2, . . .  , Пу -}- 
• f  s, пх +  п2 -\- 1, ,Ъ +  «2 +  2, . . . ,  rti-{-rt2 +  s, и т. д. Далее, 
AcosiXio будут выражаться через те же со1, где I пробегает те же 
значения, что и i% Следовательно, никаких зависимостей на 
(osi i f2...ip при р >> 2 не накладывается.
Может оказаться, что s nt при некотором i, но от этого 
ничего не нарушится.
Положение такое имеет место при s — 3, 4, . . .  , m; iu i2, . . . , 
. . .  f ip -= 1 ,2 ,3 ,4 ,  . . .  , m. Утверждение верно и в остальных 
случаях.
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Приступим к нахождению структурных уравнений групп ин­
вариантности систем (А) с постоянными коэффициентами. По 
существу мы находим структурные уравнения соответствующих 
параллелизуемых ©-структур. Как и в предыдущем рассмотрим 
различные канонические виды системы (А).
3. Сначала рассмотрим систему (4) (обозначения см [ 1]) 
Имеем
dto1 — tob Д  to1 +  tob A  to3,
dü)2 —  A2itob A  to1 -f- w22 A  to2 — Ai (tob — <у2г) А  to1,
do)3 =  Äi ( 0 32 A  t o 1 +  СО32 Д  СО2 А  to33 Д  СО3,
dco4 — (Aiü>42 "j- (о3г) A  to1 A tob A  to2 -{- to4з А  to3 -f- (<у3з А  ß )  А  to4. 
dcob — (Аку52 -j- tob) A to1 +  <у52 A  to2 +  to53 A  to3 -|- 
+  (cd43 —  tob) A  to4 +  (cü33 - г  2/3) A  to5,
dü/71 =  (XlCOm2 A  to2fn_1) A  to1 +  6Jm2 A  to2 -f- to™3 A  to3 -j- 
A CL>3m_1 A  to4 -f- . . .  +  (to43 — (m — 4) tob) A  to,n_1 A 
+  (to33 4 (mi — 3)j8) A  tomi, 
где ß — a)x\ — to22 — 2Aitob- 
Выражения для Acost следующие:
A tob — tobi A  to1 +  tob2 A  to2,
A C022 — to221 A  to1 4 “ to222 A. to2,
a  tob — tobi A  to1A toJ22 A  ̂ 2’
Zltob — cohs / \ o ) s,
Aoj^3 “  tô 3s A  tos, 
где s =  1, 2, 3, . . .  ,
Добавочные условия:
tobs =  0, to22s=^0, to12s — 0, S — 3,4, . . .  , m;
tos2> s+i =  0, s =  3, 4, . . .  , m  — 1;
tos3, * =  0, s =  3, 4, . . .  , m  — 1; t — s  -|- 1, . . .  , m.
4. Рассмотрим систему (1) в случае двух различных кор­
ней А. Имеем
do)x —  tob A. to1 -{- tob A  to2,
dco2 =■ (— AiA2tob) A  to1 -p (to1! —  (Ai Яг) tob) A  to2,
d o i 3 =  Alto32 A  to1 -f  'O32 A to2 - p  to33 A  to3,
dto4 =  (A ltob  A  to32) A- to1 A  to42 A  to2 - p  to43 CL)3 A  
A  (to33 -p (Аг — Ai) tob) A. to4, 
dto5 =  (Aito52 -p <У4г) A  to1 +  to'52 A  to2 -p to53 A  a)3 A  
A  (to43 — tob) A  to‘ -p (to33 4“ 2 (Аг — Ai) tob) A  to5,
dcon 1 =  (Aito2ni A  (02n 1_1) A  to1 -p to2"' A  to2 +  toŝi A  to3 -}- 
A  to3"i_1 A  to4 -j-... 4~ (to43 —  (fti —  4) tob) A  toMi-1 -}-
4- (to33 -}- [n \ —  3) (Аг —  Al) tob) A. to4 
dconl+1 =  A2to2nl+1 A  to1 4" to2ai+1 A  to2 +  toJ'+J Л to”1+1, 
dcOn 1+2 =  (A2to2nl+2 A  to2nl+1) A  to1 A to2n»+2 A  to2 -p
-f to”;+2Ato"i+1 A  «'+ *  A (Ai — A2) tob) A  toni+2,
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Выражения для Aoist следующие:
Ao)li =  (о1 ik А  o)k\ I, k — \, 2,
* .4 СО12 — ft)̂ 2 / \  ft)5,
Acol3 =  o)l3i Aft)6, 
где / =  3, 4, . . .  , rti, £ — 1, 2, 3, . .  . , /;
<4 ft)*2 === A  ftA
zW 3 =  ft>Z3'š A  ftA 
где I =  M iA  1 , /ii -j- 2, . . .  , m; |  =  1 , 2, «i - f  1 - • * I- 
Н а формы ft)s/A накладываются условия  
сo*2s ~  0, s =  3, 4, . . .  , m; 
cos2,s+i — 0, 5 = 3 ,  4, . . .  , Ml —  1, Л 1 +  1, . . .  , m — 1; 
o)s3 , * =  0, s =  3, 4, . . .  , tii —  1 , t =  s A  1 > • • • , ti i , 
ft)sni+1>f=  0, s =  rii A  1. • • • , t n —  1; t  =  s  A  1, . . .  , tn.
В случае более  чем двух различных Я добавляю тся группы урав­
нений, аналогичные по строению тем группам уравнений, кото­
рые добавляю тся в случае двух различных Я при сравнении со 
случаем одного Я. Отдельно следует рассматривать выражения  
для dco*, dco2, A (o*i, Асо*2 и соотношения, накладываемые на 
формы co*2s. В силу того, что со1! =  о) 22 +  ft) с одной стороны 
получим, ЧТО Аа) =  (0*11 A  ft) 1 =  60221 Д  ft)1, но с другой стороны 
А (о =  ö) 222 A  ft) 2 =  соЧг Д  ft)2. Значит, Лео =  асо1 Д  со2, и для за д а ­
ния подгруппы нуж но потребовать, чтобы а —  const. (З д есь  а — 
компонента второго структурного тен зор а).  Д л я  п араллелизуе­
мости ©-структуры нужно, чтобы а  =  0 .
Пусть т  =  5. Тогда  
dco1 (со22 А  (Я1 - f -  Я3 ) С0*2) Д  (01 А  0,12 Д .  ft)2, 
dco2 l== — Я1Язй)12 Д  ft)1 А  <̂ 22 Д  со2, 
dft)3 <= Яlft)32 A  ft)1 +  ft)32 A  ft)2 A  ft)33 A  ft)3,
C?ft)4 :== (Aift)42 A  ft)32) Д. ft)1 А  ^ 42 A, ft)2 "h 
A  W43 Д  СО3 А  (со33 А (Яз ---Я1 ) С0 *2) Д  ft>4,
dft)5 =  (1з(оъ2 А  <̂4г) Л  ft)1 A  w52 Д  ft)2 A  <y5s A  ft)5;
f̂t)22 '=  ftJ221 Д  ft)1 A  Д  (O2 
zift)̂  —  Д  ft)1 A  A  ft)2,
/4 ft)32 —  ft)321 A  ft)1 A  W322 A  ft)2 A  W323 Д  ft)3,
A ft)42 '=  ft)421 Д  ft)1 A  <̂422 /\ ft)2 A  W423 A  ft)3 A  W424 Д  ft)4, 
zift)33 =  ft)33i A  ft)1 A  w332 A  ft)2 A  ft)333 Д  ft)3 A  
AciX'2 =  ft)52i A  to1 A  <̂522 A  k*2 А  <У525 ft)5,
J  ft)55 =  ft)521 A  <0X A  <̂552 A  W2 A  W555 A  ft**»
zlft)43 '=  ft)43l A  to1 A  ft>432 A  <̂2 A  ft)433 A  ^ 3 “t- ft)434 A  ^ 4-
Д обавочны е условия —  следующ ие:
ft)123 =  ft)124 =  ft)324 =  ft)334 =  0.
Пусть m — 4, Я1 =  Яг =  0. В этом случае имеем 
dft)1 =  co*i Д  ft)1 A  ft)42 A  ft»2 A  (U13 Д  ft)3 A  <у44 А  ü>4, 
dft)2 =  ft)22 A  ft)2 A  A  ft)3,
fi?ft)3 =  ft)32 A  u)2 A  ft)33 /\ ft)3,
dft)4 —  ft)32 Д  ft)1 A  w42 A  to2 A  to43 A  ft)3 A  (to33 A  (to4i —  (o22) A  <y4; 
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4 to*i =  <0Xls /\< üs,
4 0)22 — OJ222 Ä  to2 +  to223 Д  to!,
4(^2 — to^s A  tos,
dto^ =  to^* A  «"s,
4to32 =  to322 A  W2 -j- to323 A  to3,
4to33 =  to332 A  to2 -j“ to333 A  to3,
4̂to42 «= to42s A  tos,
A cjS  =  to43s A  to5,
где s t=  1, 2, 3, 4. Добавочные условия будут
(О221 — to224 — to321 =  to324 fc= to331'=' to334 =  0-
5. Рассмотрим систему (2) в случае одного корня Я, равного 
нулю. Введем следующие обозначения. Пусть в матрице преоб­
разования инвариантности такой системы в точке на главной 
диагонали лежат клетки порядка 2, li — 2, /2, . . .  , /*, р. Тогда, 
1 очевидно, h  +  /2 +  • • • +  h  4" Р — т - Обозначим h  4- /2 +  . . .  li 
через l'i и будем считать, что /0— /'о =  2. Для общности можно 
считать, что имеются i —  0 , 1 , 2 ,  . . .  , k. Тогда при э ф  1,2,  
т — р 4 “ 1 , т — Р +  2 , . . .  , т  и /'t +  1 <  5 1'м  имеем 
d(os —  to5-12 A  to1 +  o)sr A  tor +  (to['i+j — (a>22 — o)1]) (s — 4) A  tos,
где r — 2 , ö, . . .  , s — Г/, /1 -j- 1, /1 -j- 2 , . . .  , /1 s — l'i, . . . .
. . . ,  1, Г, +  2........../', +  s - / ' , ,  . . .  , f i + 1 ,  /', +  2, . . .
. . .  , s , . . .  , m  — р. Здесь и в дальнейшем, если /t- >  lj может слу­
читься, что /'/ +  s — >  l'i+i. В таком случае г принимает каж­
дое значение лишь один раз. Пусть s  =  l \  -f- 1. Имеем 
d(i)l'i+i =  (ol'i+ir Л of, где г =  2,3, / ' i + l ,  / ' 2 +  1, . . .  , l'i- i + l .  
l'i +  1, //г+1 +  1 , • • • , l'k- 1 +  1 , T- e- r ^  2 , / '* +  1, 
где / =  0,1.  ••• » k — 1. При s t=  l'i+i будем иметь
do)  ̂» + • =  to', i + l / \  to1 “j“ tô .i + 1 y \  tor +
+  [ % i -  (to22 ■ to4i) ( l'i -  3) ] A  O,-,
где г принимает все значения, за исключением — 1\,
l'j-i +  s — / ' ; + ! ,  . . .  , I',- при тех /, для которых / /< / ,- . Пусть 
s =  т — р + 1 >  т  —  р - \-  2, . . .  , т. Тогда
do)s — (0 s г A  tor, где л' = 2 , 3 ,  {— 1 , 1Г2 ~\~ 1, , l'i +  1» ■ . 
m — р -f- 1, т  — р +  2 , . . .  , т,
d(Ol =  to1! A  to1 +  toi 2 A  to2,
do)2 —■ ü)22 / \  to2.
Найдем выражения для Zlto5*, где Ao)st — o)str/ \  W. Действи­
тельно, при s ф  1, 2 , m — p + l , m  — p 4 - 2 , . . .  , m получим, что 
t — 2, I'o + l ,  / ' i + l .  ^2 + 1 , , ^'fe-i+1- Если при некото­
ром i будет s = l i ,  то t принимает еще значения т  — р + 1 , 
т  — Р  +  2, . . .  т.  При 1 <1 -s <  /';+1 имеем г -f- 1,2, 3, . . .
. . . ,  s - 1 ' i ,  / ' ! +  1 , l'i -j- 2 .............  l'i — s l'i, . . . ,  / ' , +  1 .
Г/ +  2, . . .  , s, , m  — р. При s —  l'i -j-1 имеем r =  2,3, 
/ ' , 4 - 1 ,  r2 4-  1 ............/ ' i + l ,  . . . .  l'k-i +  1 При 5 =  l'i+i имеем
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^ ■ 1,  2 , 3 ,  . . .  , s  11, V j - j -  1,  l ' i  +  2 ,  . . . »  I' 1 +  -S l  /» • • • 
+  1,  / ' /  - f -  2 ,  . . .  ,  s ,  . . .  , m  —  p ,  m  —  p  +  1 ,  . • • » m - 
П р и  s  ~  m  —  p  +  1,  m  —  p  —f- 2 ,  . . .  , m  и м е е м  t  = l ' o Jr U  
/ ' г  +  1,  . . .  , V k- 1 +  1,  /71 —  p  —)— 1 ,  /71 —  p  -f -  2 ,  . . .  , /71 И 
r « =  2 ,  / ' o - j - l ,  / ' i + l ,  / ' 2 + 1 , . . . ,  l 'k - \  +  1,  tn  —  p + 1 ,  
m  —  p  +  2 ,  . . .  , m .
С л е д о в а т е л ь н о ,
А 0)*i =  to1!! / \  to1 +  / \  to2,
4  to22 ’=  to222 A  to2,
4̂to12 =  (0*21 A  to1 -j- 0)l22 A  to2.
Н а й д е м  д о б а в о ч н ы е  з а в и с и м о с т и  н а  ф о р м ы  o)str в и д а  t o V ^ O .  
П р и  t  —  2  п р е д п о л о ж и м ,  ч т о  s  = 7 ^ 1 , 2 ,  т  —  р + 1 ,  /тг —  р 2 ,  
. . . , /72; /'* —f- 1,  < с  i  < С   ̂ i + l ’> т о г д а  Г —  S —  / ' j  - р  1 ,  1\ +  5  —  l ' i  - j -  1,  
. . .  , l' j  - J -  s  —  l'i  +  1,  . . .  , s  +  1,  . . .  , l'k- 1 +  s  —  I'i - f -  1 .  П р и  
5  —  Z7,- +  1 и м е е м  г  =  4 ,  / 7i  - ) -  2 ,  / 72 +  2 ,  . . .  , Z' i - i  - j -  2 ,  - j -  2 ,  
/ ' ж  +  2 ,  . . .  , l'k- 1 +  2 .  П р и  s  =  и ,  r n  —  р  +  1,  , m  —  р  +  2 ,  
. .  . , rn  з а в и с и м о с т е й  н е  б у д е т .  П у с т ь  т е п е р ь  t  Ф  2  ( з н а ч е н и е  1 
и н д е к с  t  п р и н и м а т ь  н е  м о ж е т ) .  Т о г д а  п р и  б Ф  1,  2 ,  т  —  р + 1 ,  
r n  —  Р  +  2 ,  . . .  , m ;  l'i  +  1 <  s  <  l ' i+1 и м е е м  г  —  s  —  Г,- - j -  1,  
s  —  l ' i -f -  2 ,  . . .  , / 1, /1 —(— s  —  Г г- - j -  1» h  +  5  —  l'i~\~  2 ,  . . .  . 1'ъ • • - , 
l ' i  +  s  —  / ' t- +  1,  . . .  , l' j+1, . . .  , s + 1 ,  . . .  , Е с л и  s = / ' t + l ,  t o  
г  п р и н и м а е т  в с е  з н а ч е н и я ,  з а  и с к л ю ч е н и е м  з н а ч е н и й  г =  2 ,  3 ,  
/ '  1 + 1 ,  / ' 2 + 1 ,  . . .  , / ' , +  1,  . . .  , Z'*_i  И Гу  +  S - Z ' i ,  / ' / - 1  +  S -
—  l ' i  +  1,  . . .  , Г /  п р и  т е х  / ,  д л я  к о т о р ы х  / ; < / , • .  П р и  s  = / /  и ,  
m  —  Р + 1 ,  /72 —  р  +  2 ,  . . .  , m  з а в и с и м о с т е й  н е  б у д е т .  С л е д о в а ­
т е л ь н о ,  б у д е м  и м е т ь  t o4i r • =  0 ,  а)х2г =  0 ,  г  =  3 ,  4 ,  . . .  , / 1, / 4 +  1 ,  
Zj +  2 ,  . . .  , /72 —  р ,
t o 22r  =  0, г  =  1 ,  3 ,  4 ,  . . .  , / 1,  /1 +  1 ,  . . .  , т  —  р .
В случае т =  5 имеем
da)1 =  to4 A  to1 +  со12 A  to2 +  tob А  
d(02 =  Cl>22 A  to2, 
day3 =  to32 A  to2 +  to33 A  to3, 
dto4 =  to32 A  to1 +  to42 А  +  <W43 A  to3 +  (to33 +  to1!  to22) A
daj5 =  to52 A  w2 +  to53 A  +  ^55.A to5;
Aco'i =  to'̂ i A  to1 +  to1̂  A  &>2 +  to1̂  A  o)3,
A to22 =  to222 A to2,
A to32 =  to322 A ^ 2 +  to323 A  
id to33 =  to332 A  to2 +  to333 A  to3;
to*14 =  0, to221 •— to223 =  to224 =  0, to322 —  to324 =  0, 
to331 =  to334 =  0.
6. Приступим к рассмотрению системы (3). Рассмотрим 
случай одного корня Я.  Имеем уравнения 
da)* —  o)lk A to*,  k  =  1,  2 ,  . . .  , т .
da)2 =  ( Я 21<х)12 —  Я ^ с а Ч  — to22 ) А ^  +  to2* / \ о к, k  =  2 ,  3 , . .  . ,  т ,  
dcu3 =  Я1й)32 A  to1 +  to3* / \  tofe, k  =  2, 3, . . .  , т,
d ü ) m =  Я i t o m2 A  W1 +  to m2 A  to 2 +  0)mm A  to m.
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Как видно все dcos, 5 = 1, 2, . . .  , т  выражаются через глав­
ные формы. Точно также и все Acost будут выражаться через 
главные формы. Зависимостей вида с о ^ ^ О  не будет. В случае 
двух корней Я имеем уравнения
dco* =  ((У22 (Д-1 f a )  (012) у A ,  to1 “f" / \  СО2,
dco2 —  со21 Д  со1 +  (о22 Л  to2,
do)3 =  ЯкУ32 A. to1 -f- (03fe A  tofe,
с/(0П| =  Яко"’2 A  to1 +  to% A  (Ofe,
d(On'+l '=  Я2й)"|+12 A  to1 +  (On'+l2 A  to2-f (L)n&Xt А &У,
Ĉt/71 •=■ Я2шт2 A  to1 +  tom2 A  to2 -f- G)mi Д <0*,
где k  =  2, 3, . . .  , /ii; /■= /ii -Ь 1. Л1 +  2, . . .  , m.
Что касается форм zlco22, ЛсиЧ zl2i, то они выражаются через 
со1, Cl)2; формы Jcos* при s = 3 ,  4, . . .  , ri\ выражаются через 
Ci)1, со2, . . .  , соП|, а формы cost при s =  rii -f- 1, rii 4 - 2 , . . .  m — 
через йД со2, con‘+1, о/11*2, . . .  , a m. Зависимостей вида <ys*r =  0 
не будет. В этих двух случаях группа инвариантности в точке 
является группой инвариантности и на всем многообразии.
Изучим теперь случай более чем двух различных Я. Выпи­
шем уравнения 
dco* =  со A to1,
d(02 =  Cl) A  to2,
dco3 =  мсо32 A. to1 -]- co3i, Д co\ 
c/cl)4 <= Я1й)42 A  to1 +  СО4/, Д СО*',
ö?60n' =  ÄlCOn,2 Д to1 +  ü)n'k A tofe,
dü)n'+i <= Л2СОп'+12 A to1 -j- 0)п,+12 A  to2 -Г tô l+I A  to!2,
dct)n&ri2 =  Яга/1'4"^ A to1 +  to”1+n22 A  to2 -j- <оП|+Пг Д <оЧ
d w m -n Ä+ i =  Яьй)™-П ь+1 А  СО1 +  < 1~ пь+1 А  (О2 +  СО?—n *+l A  to'ft,z i ■ ' lh
dcOm <= hkCOm2 A  to1 +  COm2 A  to2 +  Cl)42 A  to2 +  Ci)43 
где /i =■ 2, 3, . . .  , til, к  =  « 1+ 1» « i- f -2 ,  . . .  , «2, • 
lk ?= m  — я* +  1, tn — nk -{- 2 , . . .  , m.
Здесь добавляются условия Aco =  0, a =  О (обозначения те же 
что и в случае системы (1) при более чем двух различных Я)
7. В случае системы (5) имеем уравнения 
dco1 <= соЧ A  to1 +  (0*2 A  to2, 
dco2 =  со22 A  to2, 
dco3 =  со31A  col,
dco1 *=• (o’i /\а )1 , 11= 2 , 3, . . .  , j,
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dco’+i — co'2 A to1 4~ а)/+1гУ\ со2 -j- <ü/+1y A  ~h 
-j- (G)ij —  (co22 —  со* t) Д co>+*, 
d(i)i+2 =  6J/+12 Д й Ч  W/+22 Д  W2 -j- (i)i+2i Д  Q)* 4~ 
+  (0)'+lj   (0*2) Д  to/+1 +  (ü),"| — 2 (o>22 — оЛ) Д to/+2. 
dcom~* ■= com~*2 Л  w1 4- Д  W2 4- ü/”'1, Л <*>'
+  (to/+1y — ( m  — j  — 2)  (0*2) A  cd"1-2 4-  4- • • • +
4- (to'/ — (m  — j — 1) (oj22 — аЛ) A  com~l , 
d(Om =■ 6üm-12 A to1 +  0)^2 A  to2 +  • • • -f
4 - <um, A  to/' +  (orn~*j A  to'414- w™-2, A  to'+2 4- • • • +
4 - (tô y -  (m -  j  -  1 ) (0*2) A  to--1 +
-j- ((O'j —  (m  — j )  (co22 — 0)x\)) A  to”, 
которым добавляются еще следующие 
АсО*2 —  (0*21 Л to1 +  (0*22 A to2, 
Л (X)1! =  СО* 11 A to1 4-to1« A  to2, 
zl 6J22 =  СО222 A  to2, 
Aco\i =  oSjs A  tos 
Aco’j =  CO’j2 A to2 4- to*// A  to7, 
4аЛ — CO'22 A- to2 4“ toJ2j A  0)i
A CO12 —  (0*2r A  tor, 
где t =  j, / —|— 1, . . .  , m — 1, m; s = l ,  2 , . . .  , /; r <=• 1, 2 ,
/  -j- 1, . . .  , .̂
Здесь добавочными условиями являются
toJ2/ — СО*и =  6ü22< '= to221 — О, CÜS2,S+1 ‘ О, 0^jr t =  0, to721 =  (0'2,j+i — О, 
где t  =  j, j  4-  1, . . .  , m; г =  t 4-  1, / - f  2 , . . .  , m; s =  /' 4 -  1, 
. . . , m  — 1. 
S. В случае системы (6 ) имеем уравнения 
dco* •= <o*k A  tofe, 1 , 2 , ... , m, 
d(02 =  CO22 A to2,
dcoi = c o ik Х<*Л i =  3, 4, . . .  , m; k =  2, 3, 4, . . .  , m. 
Группа инвариантности определена на всем многообразии. Эго 
имеет место и при т =  5, 4, 3.
9. В случае системы (7) структурные уравнения будут 
dco* f =  со A  to1, 
dco2 ■= со A  to2,
ü?«3 =  АзйЛ A  to1 +to32 A to2 4- to33 A to3, 
dcOk —  A4to42 A  to1 4" to42 A  to2 -j- Cl)44 Л £ü4, 
dcom — Ят<Л A to1 4 -  tom2 Ä  to2 4- tomm A tom; 
/lw — aco* A to2.
Имеется добавочное условие a —  0. И, следовательно, Асо =  0. 
При т  =  4. Имеем
dco* =  (со22 (Я4 -f- Яз) A to1 -j- to*2 A to24- 
-I- со*з A to3 -f- с о \ A to4,
dco2 = --Я3Я40>12 A  to1 4- to22 A  to2--A4tob A to3 ---Яз(У!4 A to4,
d<y3 =  Язй)32 A to1 4- ÜŽ32 A to2 4- Cl)33 A  to3, 
fifo)4 == A4CÜ42 A  to1 4~ £i)42 A to2 4- to44 A to4.
Добавочных зависимостей не будет. Рассмотрим частный вид 
системы (7), при т  =  4.
dco* — (о)22 -f- (0*2,) / \ й ) х -р (0*2 A  to2 -j- 6l)13 А  to3 -f- СО14 A  Cd4, 
d o r  *= с̂ г А о)2 — бА .A to3, 
do)3 — 0)32 A  to2 +  to33 A  Cl)3,
G?to4 '= Cl>42 A  to1 4" to42 A  to2 -f- to44 A  to4, 
iw 22 =  Cl)222 A to2 -j~ CO223 A  to3, 
4 to*3 =  to*32 A  to2 -f - 0)XZ3 A  to3;
Cl)221 ■= to224 — 0; tô i =  to*34 — 0.
Во всех случаях полученные системы
d(os —  asrto)r A  to* =  tosr A  tor, 
dcosr — cost A  tô  -f- Д 0)Sr
находятся в инволюции.
Можно сформулировать следующие результаты: В случаях, 
когда в системе (А) с постоянными коэффициентами все at 
равные нулю  (системы (3), (6 ), (7)) и различных корней Я 
всего лишь один или два, с локальной точки зрения группа  
инвариантности системы на всем многообразии совпадает с 
группой инвариантности в точке. Геометрически такие системы 
при одном корне Я задают семейство плоскостей, проходящих  
через некоторое подпространство подпространства d  (fax у) =  
•■=0, при двух различных корнях Я задают семейство плоско­
стей, проходящих через два подпространства, причем последние  
лежат соответственно в подпространствах d  (fax -4- г/) =  0 и 
d (fax -{- у) =  0 .
В случаях, когда в системе (А) все ai равные нулю, но раз­
личных  А больше двух, для выделения группы инвариантности 
системы на всем многообразии нужно к группе инвариантности 
этой системы в точке присоединить одно добавочное соотноше­
ние. В наших обозначениях это соотношение имеет простой вид  
<2 —  0 .
В остальных случаях число добавочных соотношений, кото­
рые выделяют группу инвариантности на всем многообразии, 
как мы видели, больше.
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TASANDITE PERE IN VARI ANTS US RÜHMAD JA VASTAVAD 
©-STRUKTUURID
H. Kilp
R e s ü me e
Töös jätkatakse kahe sõltumatu muutujaga esimest järku kvaasilineaarsete 
osatuletistega diferentsiaalvõrrandite süsteemide uurimist. Konstantsete korda­
ja tega süsteemi korral on leitud maksimaalsed invariantsusteisenduste rühmnl 
kogu muutkonnal. Muutkonna antud punktis invariantsusteisendused moodusta­
vad lõpliku" lineaarse Lie rühma. On leitud nende lineaarsed esitused. Kons­
tantsete kordajatega süsteemide uurimiseks kogu muutkonnal on kasutatud 
©-struktuuride teooria meetodeid. Tõestatakse teoreem: kui muutkonnal on 
määratud antud tüüpi diferentsiaalvõrrandite süsteem, siis ©-struktuur, mille 
struktuurirühmaks <5 on selle süsteemi invariantsusrühm, on paralleliseeritav 
ja vastupidi, kui ©-struktuur, mille struktuurirühm © on antud tüüpi dife­
rentsiaalvõrrandite süsteemi invariantsusrühm, on paralleliseeritav, siis see 
süsteem on konstantsete kordajatega. On leitud lokaalselt vaatekohalt antud 
süsteemi maksimaalsed invariantsusteisenduste rühmad kogu muutkonnal.
THE G R O U P S  OF I NVARIANCE A N D  C O R R E S P O N D I N G  
( 5 -STRUCTURES OF A FAMILY OF P L AN ES
H. Kilp
S u m m a r y
In the paper the study of the systems of the first order quasilinear 
partial differential equations with two independent variables has been carried 
out. In case of the system with constant coefficients the maximal transforma­
tion groups of invariance on the whole manifold have been found. The 
transformations of invariance at a given point of the manifold constitute 
a final linear group of Lie. The linear representations of these have been 
determined. In examining the systems with constant coefficients on the whole 
manifold the author has used the methods of the theory of ©-structures. The 
following theorem has been proved: If a system of differential equations 
of the above considered type is given on the manifold, then the ©-structure, 
the structuial group © of which is the transformation group of invariance 
of this system, can be parallelized, and vice versa, if the (б-structure, the 
structural group of which is the group of invariance for a system of diffe­
rential equations of the type considered, can be parallelized, then this system 
has constant coefficients. The maximal transformation groups of invariance 
for the locally determined system have been foud on the whole manifold.
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1. Пусть У — направленное1 множество. Отображение f 
направленного множества У в некоторое множество В  назы­
вается обобщенной последовательностью в В (см. [2], стр. 38) 
или также сетью в В (см. [151, стр. 143) или направленным 
семейством в В (см. [8], стр. 987). Обозначим через т(У, В) 
(или о ( У, В) )  некоторый класс обобщенных последовательно­
стей f =  {fy}uey в банаховом пространстве В.
Пусть т(У,В)  — линейное топологическое пространство, 
X — направленное множество; D — банахово пространство, 
a Ux(x ^  X)  — непрерывные линейные операторы из т(У, В)  
в D. Будем говорить, что преобразование
Uf =  { V . n x e X  О
является преобразованием типа % (У, В ) о ( Х ,  D ) , если каждая 
обобщенная последовательность [ е т ( У , б )  преобразовывается 
при помощи (1) в обобщенную последовательность Uf  <= o{X, D) .
Нас интересуют следующие классы обобщенных последова­
тельностей f = { f y ) y e y :
с ( У, В)  — класс сходящихся обобщенных последова­
тельностей2 (limy fy существует),
1 Непустое множество У называется направленным  по отношению > ,  
если пары его элементов у\ ,  у 2, для которых выполнено отношение у i >  у 2 
удовлетворяют условиям:
(a) если у х >  у 2 и у 2 >  Уз, то у \ >  уз,
(b) для всяких двух элементов у i, у 2 е  У  существует такой у з е У ,  что 
Уз >  У\ и уз  >  у 2.
2 Символ limy означает lim^6y. Для банахова пространства В обоб­
щенная последовательность f = {ftJ},,3y называется сходящейся к элементу 
р — l im y f  если для каждого е > 0  существует 1/£ е У ,  такое, что из У^ > Уг 
вытекает | |/  — р\\ <  е (ср. [2], стр. 38; или [10], стр. 535). Это означает, 
что множество {у:  \\fy — рЦ >  е) может оказаться более, чем конечным.
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т ( У , В )  класс ограниченных обобщенных последова­
тельностей3 (supy \\fy\\ <  oo), 
тс ( У, В)  — класс ограниченно сходящихся обобщенных 
последовательностей ([ ^  с(У,  В)  П m (У, В ) ) , 
г с ( У, В)  класс регулярно сходящихся обобщенных
последовательностей ( ] ^ т ( У , В )  и для 
каждого бесконечного подмножества У' из У, 
направленного по такому же правилу как и 
У, существует4 limy .fy),
/(У, ß )  класс абсолютно сходящихся обобщенных
последовательностей 5 ( 2 у | |f j[  <  оо ) , 
ТМс ( У, В)  — класс вполне измеримых сходящихся обоб­
щенных последовательностей (определение 
дается ниже в § 2 настоящей статьи), 
Мпгс(У, В)  — класс измеримых ограниченно сходящихся 
обобщенных последовательностей (см. § 2 
настоящей статьи).
Если определить в классах т ( У , В ) ,  тс ( УуВ) ,  гс(У,В) ,  
ТМс ( У , В)  и Мтс ( У,  В)  норму как \\f\\ =  supy | | у ,  а в классе 
1( У, В ) как Hfll «=■ 2 у ||fJI, то эти классы превращаются в бана­
ховы пространства.
2 . Во втором параграфе настоящей статьи выводятся необ­
ходимые и достаточные условия для того, чтобы преобразова­
ние (1) являлось преобразованием типа т(У, В)  -> тс(Х,  D). 
Полученная теорема применяется для случая, когда х(У, В) 
является одним из пространств ТМс (У, В ) , г с ( У , В ), М т с ( У , В ), 
тс (У, В) ,  1(У,В) .
В третьем параграфе исследуются условия, при которых 
преобразование ( 1) является преобразованием типов т(У, В ) +  
->- r c ( X , D ) и т(У, В) с(Х,  D ) . Д ля  преобразований последнего 
типа М. Дэй [10] доказал общую теорему для случая B =  D 
вместе с требованием регулярности lim* Uxf =  limy f , которая 
дается во втором пункте этого параграфа в несколько изменен­
ной форме.
В этом же параграфе отдельно исследуются преобразова­
ния типа т( У , В )  ->с(Х,  D), при изучении которых применяется 
теория пространств Сакса. С помощью этой теории В. Оолич
3 Символ supy означает sup,/ e y .
4 Если У — более чем счетное множество, то этот класс содержит класс 
Стс( У,  В) ,  состоящий из всех непрерывных ограниченно сходящихся обоб­
щенных последовательностей.
5 Здесь S y \ \ f y \\ =  s u p K i:y e K \\fy \\ =  l i mK 2 y e K \\fy\\, где К-конечные под­
множества из У,  упорядоченные по включению (см. [8], гл. VII, § 8). Это 
значит, что при условии Н у  ||/ || <  сю множество { y : f y p £ 6 }  является не 
более чем счетным
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доказал теорему для преобразований ти п а 6 m( N , R )  -> c(N,  R)  
(см. [13]).
В четвертом параграфе исследуется, при каких условиях 
преобразование (1) является преобразованием типов т(У, В)
+  l ( X, D)  и т{У,В)  -> m (X ,D ) .
3. Рассматриваемое в этой статье преобразование ( 1) яв­
ляется довольно общим. Так, например, если У <= X  — N,  а пре­
образование ( 1) является матричным преобразованием
Unf — Zkankfk ( n e =N) ,  (2 )
где ank — непрерывные линейные операторы из В в D,  то мы 
имеем дело с матричными преобразованиями последовательно­
стей в банаховых пространствах (см. [13]).
Если У — множество N n, состоящее из м-мерных векторов 
У — (Уи • • • , Уп), где y k е  N ( k  —  1, . . .  , п) ,  X  — множество N m, 
состоящее из m-мерных векторов, х =  {ху, . . .  , хгп), а преобра­
зование ( 1) — матричное преобразование
U xf —  2у a xJ y (x <e l X ) ,
где аху — непрерывные линейные операторы из В в D,  то мы 
имеем преобразования кратных последовательностей в бана­
ховых пространствах (см. [4, 5, 6]).
Если У — N,  X  =  R+ и В =  D =  R,  то преобразование (1) 
превращается в полунепрерывное преобразование, где
Uxf ~ 2 k ak{x) fk,
где a k ( x ) — действительные функции, определенные для x ^ R +  
(см. [7], § 10).
Преобразование (1) охватывает и интегральные преобразо 
вания (см. (7, 9])
оо
Uxf  =  J  K ( x , y ) f ( y ) d y ,  (3)
о
где x<=R+ и / (у) — функции с комплексными значениями, 
определенные на множестве R+, для которых при всех х, h ^  R+ 
существует
j  К ( х ,  y ) f ( y ) d y .  
о
При этом ядро К ( х , у )  — функция с комплексными значения­
ми — определено так, что при всех х, h <= R+ существует
f  К  (х,  у )  dy ,
о
а интеграл понимается в смысле Лебега. Агныо [7] при изуче­
6 Здесь # = { 0 , 1 , 2 ,  . . .} ,  R  — множество действительных чисел, a — 
множество положительных действительных чисел (содержащее точку О).
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нии интегральных преобразований исходил из абстрактного 
иинтеграла, которого он определил при помощи некоторых 
аксиом. Интеграл Лебега является частным случаем этого 
интеграла.
§ 2 . Преобразования типа т(У, В)  тс( Х,  D)
1. О с н о в н а я  т е о р е м а .  Пусть т(У,В)  — банахово про­
странство. Докаж ем следующее обобщение теоремы Банаха— 
Штейнхауза.
Теорема 1. Преобразование  (1) является преобразованием  
типа т(У, В) -> mc( X,  D) тогда и только тогда, когда
1° преобразование  ( 1) является преобразованием типа 
г'(У, В) -> mc( X,  D) ,  где х' (У>В)  — основное7 множество про­
странства т{У, В) ,
2° sup* \\UX\\ <  оо.
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь  условия 1° тео­
ремы 1 очевидна. Необходимость условия 2° теоремы 1 выте­
кает из факта, что если {UJ}X(=x е  mc( X,  D)  при / е т ( У , В ) ,  го 
в и р л И е д С о о  для каждого [ е г ( У ,  В) ,
а это условие равносильно условию 2° теоремы 1 (см. [2], 
стр. 79, следствие 21).
Д о с т а т о ч н о с т ь  условий теоремы 1 является прямым 
следствием принципа равномерной ограниченности (см. [2], 
стр. 67, теорема 18, стр. 72, лемма 3, и стр. 79, следствие 21).
2 . П р е о б р а з о в а н и я  к л а с с а  ТМс(У,  В) .  Если У — 
абстрактное множество, то Y называется алгеброй  (или полем) 
подмножеств из У, если конечные суммы множеств из Y содер­
жатся в У, У с  Y и дополнения (относительно У) множеств из
Y содержатся в Y (см. [10], стр. 594 или [2], стр. 110). Опреде­
лим для множества Е  с  Y характеристическую функцию срв 
через
м у ) = { 1  если у -  Е -
0, если у  е  Е.
Функцию f на У со значениями в В называют простой, если 
существует конечное число множеств E i с  Y и точек 
таких, что 8 •
l  =  2 i<k O 'e iV ) .
Функцию f из У в В называют вполне измеримой  (см. [10], 
стр. 594, или [11], §§ 2, 6 ), если существует последовательность
7 Называют также тотальным (см. [1], стр. 45) или фундаментальным 
(см. [21, стр б^) множеством.
8 Здесь Н у ) — 2  . ‘ '<pE  ( y ) bi-г г
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(fn)neft простых функций, сходящаяся равномерно к /. Класс 
ТМ вполне измеримых функций f является банаховым про­
странством с нормой Hfl! — sup.yК/(г/) ||. Если У — направленное 
множество, то через ТМс ( У, В)  обозначаем класс всех таких 
обобщенных последовательностей f ^ T M ,  для которых суще­
ствует limy fу. Это — пространство вполне измеримых сходя­
щихся обобщенных последовательностей f  — ify)yey с нормой 
||f|| =  supy | | y .
Мы будем говорить, что алгебра Y подмножеств из У удо­
влетворяет условию  (l 'i)  если для каждого Е с. Y, или Е  или 
У \ Е  не конфинально9 в У.
В дальнейшем нам нужна следующая
Лемма 1. Связанное с пространством Т М с ( У , В ) алгебра У 
подмножеств из У удовлетворяет условию  (^ i ) .
Д о к а з а т е л ь с т в о  дается в лемме 6.1 работы [10].
Для пространства ТМс ( У, В)  из теоремы 1 получается сле­
дующая
Теорема 2. Преобразование  (1) является преобразованием  
типа ТМс(У,  В)  -> mc(X,  D) тогда и только тогда, когда
1° для каждого b е  В существует lim* Uxcpyb,
2° для каждого b е  В и неконфинального в У множества 
Е a  Y существует \\mx Ux(pEb,
'3° sup* И(/*|| <  oo.
Д о к а з а т е л ь с т в о .  Пусть Е  — произвольное неконфи- 
нальное множество в У, где Е  с  Y. По лемме 1 и по определе­
нию пространства ТМс ( У, В)  обобщенные последовательности 
<рЕЬ и фуЬ, где b е  В, составляют основное множество в про­
странстве ТМс(У,  В ) . Теперь остается только использовать тео­
рему 1.
Если B =  D, то будем говорить, что преобразование (1) яв­
ляется регулярным , если lim* Uxf  =  limyfv для каждого 
f  е г ( У , Б ) .
Теорема 3. Преобразование  (1) является регулярным пре­
образованием типа ТМс(У,  В)  ->■ тс(Х,  В) тогда и только тогда, 
когда
1° lim x Ux(pyb =  b, для каждого b е  В,
2° l im * Ux(pEb =  6  для каждого Ь ^ В  и неконфинального  
в У множества E c u Y ,
3° sup* !|£/*|| <  сю.
Д о к а з а т е л ь с т в о .  Из требования регулярности следует 
lim* U xq)yb  =  Пту<ру(г/) b — Ь
и
9 Если У — направленное множество, то подмножество У'  называется 
конфинальным  в У,  если для любого у  е  У существует у  ен У' такой, чго 
t f  >  у  (см. [10], стр. 584).
lim* Ux(pEb =  V\n\y(pE(y)b  — &, 
если E не конфинально в У.
Пусть У — множество Nn. Назовем сечением  множества Nn 
всякое множество вида 10
Е =  {у е= N n : у { h =  nh, k = \ ..........р} ,
определенное для каждых 0 <  р <  п и ik <  п. Тогда каждое 
сечение является направленным подмножеством 11 в N n. Как до­
казал М. Дэй ([10], стр. 607) множество У' является направлен­
ным подмножеством в N n тогда и только тогда, когда существует 
сечение Е, такое, что пересечение Е  f] У' конфинально и в £ 
и в У', а У ' \ Е  не конфинально в У'. Отсюда вытекает, что 
пространство r c ( Nn, В)  является пространством TMc ( Nn, В),  у 
которого за Y принята наименьшая алгебра подмножеств из 
ЛЛ\ содержащая все сечения множества N n. Учитывая это, мы 
из теоремы 2 получаем следующий результат.
Теорема 4. Преобразование  (1) является преобразованием 
типа rc ( Nn, В)  - > m c ( X . D ) тогда и только тогда, когда
1° для каждого b е  В существует lim* Ux(pNnb,
2° для каждого b е  В и неконфиналъного в N n сечения Е 
существует lirnY Ux(pEb,
3° sup* \\UX\\ <  oo.
3. П р е о б р а з о в а н и я  к л а с с о в  mc (У, В) и Мтс(У,  
В).  Пусть У — абстрактное множество, a Y — а-алгебра . 12 Функ­
цию f из У в В называют измеримой , если существует последо­
вательность простых функций, всюду сходящаяся к f.
Функцию / из У в В называют полупростой, если она огра­
ничена (т. е. supy ||f (у) II оо) и если существует счетное мно­
жество подмножеств Ei cz Y и точек bt е  В , таких что 
f = J £ i ( p E ibi ( i ^ N ) .
М. Дэй получил следующий результат (см. [10], лемма 5. 1).
Лемма 2 . Класс M m  ограниченных измеримых функций со­
стоит из всех таких функций, которых можно равномерно 
апроксимировать полупростыми функциями. Множество Mm 
является банаховым пространством с нормой ||f|| =  s u p y \\f(?i)i|.
Для направленного множества У будем через Мтс( У,  В) 
обозначать класс всех таких обобщенных последовательностей 
[ е М т ( У ,  В) ,  для которых существует Y\myfy.
10 Например, если п — 2, то сечениями при фиксировании двух координат 
вектора у  (т. е. р — 2) являются одиночные элементы из N 2, при фиксиро­
вании одной координаты (р =  1) — ряды или столбцы, если оставить все 
координаты изменяющимися (р =  0), получаем все N 2.
11 При фиксаций п координат вектора у  мы имеем тривиальное направ­
ленное множество, состоящее из одного элемента.
12 Т. е. Y — алгебра, при котором сумма счетного множества подмно­
жеств' из Y содержится в Y (см. [10], стр. 579).
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Если У — счетное направленное множество 13, то пространст­
во тс ( УуВ)  совпадает с пространством М т с ( У , В ), связанной с 
которой алгеброй У является наименьшая алгебра, содержа­
щая все конечные подмножества из У (см. [2], гл. III).
Теорема 5. Преобразование  (1) является преобразованием  
типа тс(У,  В)  ->гас(Х, D) тогда и только тогда, когда 
1° для каждого b е : В существует lim* Uxcpyb,
2° для каждого f <= тс (У, В) и неконфинального в У мно­
жества Е существует 14 lim* Uxfq>E,
3° S lip *  | | 17*|| <  OO.
Д о к а з а т е л ь с т в о .  Покажем, что обобщенные последо­
вательности сруЬ, где b ее В, и fcpE, где [ е / п с ( У ,  В ), а Е  не 
конфинально в У, составляют основное множество в прост­
ранстве т с  (У, В).  Действительно, так как для каждого 
/ е т с ( У ,  В) существует lim v fy =  b, то соответственно е > 0  
найдется у £, такая что 
\ \ f y - b \ \ < e
для каждого у  >  у е. Если мы определим обобщенную последо­
вательность g e равенством
ge =  q>Et b - f  f(py\Ee =  фуЬ -f- f'q)y/Ee, 
где 15 Ег — {у е  У; у  >  уЕ}, то
\ \ g s - f \ \ < e .
Необходимость и достаточность условий теоремы 5 вытекает 
теперь из теоремы 1.
Аналогично теоремам 5 и 3 доказываются следующие тео­
ремы.
Теорема 6 . Преобразование  ( 1) является преобразованием  
типа Мтс( У,  В) ~^ тс ( Х,  D) тогда и только тогда, когда 
1° для каждого b е  В существует lim* Ux(pyb,
2° для каждого f ( = M m c { y ,  В) и неконфинального в У 
множества Е a  Y существует lim* UxfcpE,
3° sup* \\UX\\ <  cx).
Теорема 7. Преобразование  (1) является регулярным пре­
образованием типа тс(У,  В ) ^ - т с ( Х ,  В) (типа Мтс( У,  В)  ->- 
-*-тс(Х, В ))  тогда и только тогда, когда 
1° lim* UхсруЬ  —■ В для каждого b <= В,
2° limx Uxf<PE= 0  для каждого f е  тс (У, В) (f е  Мтс( У,  В)  
и неконфинального в У множества Е (множества 
Е а  У),
3° sup* \\UX\\ <  оо.
13 Мы считаем меру счетного множества равной нулю.
14 Здесь (f(pE) y  =  fy<pE(y) .  .
15 Ясно, что множества У \ Е е, где е > 0 ,  не конфинальны в У.
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З а м е ч а н и е .  Ясно, что М тс (У , В) ^  ТМс(У,  В) .  Если же 
пространство В конечномерно, то пространства М т с ( У , В)  и 
ТМс ( У, В)  совпадают (см. [10], стр. 596). Последнее обстоя­
тельство очень важно в приложениях.
4. П р е о б р а з о в а н и я  к л а с с а  /(У, В) .  Определим 
члены обобщенной последовательности сруЬ {у е  У, b е  В) ра­
венством \сруЬ)у. =  (Ру(у' )Ь(у'  е  У), где
е с л и  У =  у'*
сРу( j  0  ̂ если у ф  у/'
Лемма 3. Основным множеством класса  /(У, В) является 
множество {q)yb} (Ь ^  В, у<=У) .
Д о к а з а т е л ь с т в о .  Действительно, пусть
f =  {f»}y e y e / ( y , ß )
и
f x  ~  JŽj У(=к фу1у’
где /( — конечные подмножества множества У, направленные 
по включению. В этом случае по критерию К.оши (см. [8], 
гл. VII, определение 9 .4  и следствие 9 .6)
\ \ f - M  =  2 y S z  Ш \ < е ,
если только К  ^> Ко-
Теорема 8 . Преобразование  (1) является преобразованием, 
типа / ( У, B ) - > m c ( X , D) тогда и только тогда, когда 
1° для каждого b е  В и у  ^  У существует lim* Uxq)yb ,
2° sup* II 1/ж|| <  oo.
Д о к а з а т е л ь с т в о  следует непосредственно из леммы 3 
и теоремы 1.
5. П р и м е р ы .  Применяя теорему 2 для случая интеграль­
ных преобразований (3), где интеграл понимается в смысле 
Лебега, получаем
Следствие 1. Преобразование  (3) является преобразованием 
типа Mmc(R+, R)  - > m c ( R +, R)  тогда и только тогда, когда
оо
1° существует l im * /  /((я , y)dy,
о
2° для каждого измеримого множества Е из R +, которое не 
имеет 4- оо /сак предельную точки, существует 
limх / е К ( х , y ) d y ,
3° sup* /  |/<(х, //)[ d# <  оо. 
о
Д о к а з а т е л ь с т в о .  Докаж ем непрерывность линейных 
функционалов Ux, где а: е  /?+, в выражении (3). У нас
оо




Uh*I =  f  К  (x, y ) f ( y ) d y .  
ü
Так как sgn K(x,  у)  <= Mmc(R+, R) ,  то, положив для каждого 
фиксированного х  е  R+
f ( y )  ^sgn К ( х , у ) ,
для существования преобразования(З) при любой / е  M m c ( R +, /?) 
получим, что необходимо выполнение условия
со
/  |/<(х, у) I dy  <  oo ( xe ^ R+) .  
о
Из этого условия следует непрерывность линейных функцио­
налов Ux, где х ^  R+, на пространстве Mmc ( R+, R) . Поэтому 
можем применить 16 теорему 2 , из которой непосредственно вы­
текает следствие 1. Отметим еще, что условие 3° следствия 1 
также обеспечивает существование преобразования (3).
Мы можем исследовать и более общие интегральные преоб­
разования
Uxf =  J y f d 0 x * = f y f ( y ) 0 t ( d y ) ,  (4)
где х  ^  X,  а интеграл понимается в смысле Говурина (см. [11], 
§ 6 ). Здесь Фх аддитивные функции множества на алгеб­
ре Y подмножеств из У, т. е. ФХ{Е\ Е2) — 0 x (Ei) -f- 
- j -  Фх(Е2) ( х  е  X , Е 1, Е2 а  К ) ,  удовлетворяющие следующим усло­
виям: 1) ФХ(Е),  где х  е  X,  a E c z Y .  являются линейными опера­
торами из В в D, 2) для каждого х ^  X  функция Фх имеет ко­
нечную полувариацию, т. е.
№Ф*(У) =  sup II ̂  {<fe Фх (Ег) bi\\ C o o  ( i ^ N ) ,
где верхняя грань берется по ||6г|| <  1 и по всем делениям мно­
жества У на конечное число попарно непересекающихся мно­
жеств E i ( i ^ k )  из Y. Тогда интеграл (4) существует для ка ж ­
дой вполне измеримой функции (определяется как предел ин­
тегралов от простых функций),
и хФЕЬ =  Фх (Е)Ь (х < = Х , Ö G ß ,  Е  с  У)
\\Ux\ \ = W 0 x (y )  ( х е Х ) .
Из теоремы 3 вытекает тогда следующее
Следствие 2 . Преобразование  (4) является регулярным пре­
16 Так как \ UX f\ =  JJ К( х ,  y ) f ( y ) d y \  ^  ||/|| J  \ К(х,  y ) \ d y , то, с одной
о иО"
стороны | | £ / J < J  I K { x , y ) \ d y  ( x ^ R +). С другой стороны, \\ '̂х \ \ ^
о
ГУ) оо
t ž-S К{ х ,  у )  sgn К( х ,  y ) d y  =  J  IK ( x , y ) \ d y  для каждого фиксированного
о о
х  е / ? +. Следовательно, ||{yj| — J  \ K ( x , y ) \ d y  ( д : е ^ +),
о
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образованием типа ТМ с (У, В) тс{Х,  В)  тогда и только тогда, 
когда
1° limХ ФХ(У)Ь =  b для каждого b (= В,
2° limХ ФХ( Е ) Ь ~ &  для каждого Ь ^ В  и неконфинального  
в У множества Е  с  У,
3° sup* №ФХ(У)  <  оо.
§ 3. Преобразования типов т(У, В) rc(X,  D)  и г  (У, В ) с ( Х ,  D)
1. Для преобразований типа х(У,  В ) rc(X,  D) основой 
является
Теорема 9. Пусть х ( У, В)  — банахово пространство. Преоб­
разование  ( 1) является преобразованием типа т{У,В) ->-rc(X,D)  
тогда и только тогда, когда
1° для каждого бесконечного подмножества X ' а  X и 
f e z  г '(У , В ), где г' [У,  В)  — основное множество пространства 
г (У, В), существует lim*. Uxf,
2° sup* ||LM| <  oo.
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь  условий 1° и: 
2° теоремы 9 очевидна, так как r c ( X, D)  с= mc ( X, D) .
Д о с т а т о ч н о с т ь  условий теоремы 9 вытекает из доказа­
тельства достаточности теоремы 1 и определения пространства 
rc(X,  D ) .
Из теоремы 9, учитывая сказанное перед теоремой 4. 
следует
Теорема 10. Пусть х ( У, В)  — банахово пространство. Пре­
образование  ( 1) является преобразованием типа г (У, В)
-> r c ( Nm, D) тогда и только тогда, когда
1° для  каждого сечения F из N m и f <=х'(У, В ), где г' (У,  В) 
основное множество пространства х ( У, В) ,  существует YivdfUJ,
2° s u p * | |L y |< o o .
Из этих теорем аналогично теоремам 2—8 получаются тео­
ремы для пространств ТМс ( У , В),  r c ( Nn, В) ,  тс(У,  В) ,  Мтс { У , В) 
и /(У, В).
2 . П р е о б р а з о в а н и я  т и п а  х (У, В ) -> с(Х,  D ) . Из тео­
ремы 6.1 работы [10] мы непосредственно получаем следующую 
теорему.
Теорема 11. Пусть х{У, В)  — банахово пространство. Если 
х ( У , В ) конечномерно, или X  — счетное направленное множе­
ство, и л и 17 Я{Х)  > р( х) ,  то преобразование  (1) является пре­
17 Для направленного множества X  символ Я(Х)  служит для обозначе­
ния порядкового числа ц,  для которого подмножество из X  с мощностью 
не имеет верхнюю грань в X  Например, A (jV )=0 .
Если х{У,  В)  не конечномерно, то ц ( г )  — наименьшее из порядковых 
чисел, для которых в г (У, В)  существует основное множество с мощ­
ностью х
образованием типа т(У, В ) c( X, D)  тогда и только тогда„ 
когда
1° преобразование  ( 1) является преобразованием типа 
t ' ( y , B ) - ^ c ( X , D )  для некоторого основного множества х ' ( У , В ) 
из т (У ,В),
2° lim sup* [j£/*|| <  оо.
Аналогично теоремам 2—8 мы из этой теоремы получаем 
результаты для пространств Т Мс ( У , В ), r c ( Nn, B) ,  mc (У, В ) у 
Мтс ( У, В)  и 1(У,В) .
3. П р е о б р а з о в а н и я  к л а с с а  т( У , В ) .  Пусть У 
счетное множество. Исследуем теперь банахово пространство 
т( У, В)  с нормой [{/К '=■ supy \\fy\\. На множестве тех 
f е  m (У, В), для которых \\f\\ <  1 определяем вторую норму
Н/Н* =  ̂ 11^11, (5)
где 2уа у <  оо, а 0 <  ау (у е  У) — действительные числа. Банахово 
пространство, определенное нормой (5) в сфере \\f\\ <  1 обо­
значим т5( У, В) .  Это — пространство Сакса (см. [12]).
Аналогично как в работе [12], параграф 1.52, проверяется, 
что в пространстве т8 (У, В)  выполняется следующее условие
(22 ) . Д л я  любого элемента fo се т$(У,  В) и д^> 0 существует 
такое с? >  0 , что каждый f e m s ( y , ß ) ,  для  которого Ц/П * < d ,  
можно представить в виде f ' = f i — f?, г д е 18 f lt f2 е  /С (fo, g) ■
В дальнейшем через w( f )  обозначается19 колебание обоб­
щенной последовательности {Uxf}x(=x в точке f, т. е.
» < 0  =  1114* 8.4 » ^  t u g f - u ^ n .
Символом U* будем обозначать поле суммируемости преоб­
разования ( 1), т. е.
U* =  {f ^  ш5(У, В) : w( f )  =  0}.
Через оо обозначается наибольшее число о, для которого 
множество {f <= т 8{У, В) : w( f )  ^  о) является резидуальным 20.
Символом /но обозначается
Лемма 4. Имеет место неравенство ио <  2оо-
Д о к а з а т е л ь с т в о .  Достаточно исследовать случай
18 Через K( f o , g)  обозначаем открытую сферу, с центром / 0 и радиусом ду 
в пространстве т 5 (У, В) .
19 В настоящем параграфе в основном сохранены обозначения В. Орлича 
из статей [12, 13].
Так как Ux ( x ^ X )  являются непрерывными линейными операторами из
пространства т ( У , В )  в D,  то Ux ( x ^ X )  также непрерывные линейные опе­
раторы из пространства т 8 ( У, В )  в D.
20 Множество называют ре з иду аль ным  (или вычетным), если его допол­
нение является множеством первой категории.
Oo <C00 • Выберем e^> 0  произвольно. Предположим, что
Оо <С о <  Go +  е и пусть
S ß *o =  { /  : s u p  х,>;с,> я  II U x f  —  U  х„ f  | | <  о  —  g x \
■ { g x) £Е r c0( X , R ) ,  g x > 0 ,  lim*, g x =  lim* g x =  0}.
Тогда эти множества являются замкнутыми, 5 а == {/ :w( f ) <^  о) — 
'=  2 *5 ^ 0, а так как S 0 — множество второй категорий, то по
теореме Бэра одно из множеств 5 >7лст( л : ^ Х ) ,  скажем ,S Xia, со­
держит некоторую сферу K{fo,g) .  Ввиду условия (U2) суще­
ствует <5 >  0 такое, что из неравенства ||/||* <С d следует пред­
ставление f ~ f  1 — / 2, где / 1, /2 ^  К {f о, д).  Следовательно, для 
всех f с Ц/ll* <  õ имеем
suP* y>«, w *  f -  и *  0 ^ / ,- 1 / ,-М  +
+  sup жЧж>ЗС1 Ш х,/2 — ^  2(7 — 2^ха<  2(70 +  2£,
l ^ f l l  -  s u p ^  \ \ U J — Uxß  +  \ \ и ф  <
<  2(7о ~Ь 2£ -|- lj t /Xlfll*
Таким образом, для достаточно малых \\f\\* получаем 
|Мо — £ <  sup x>xi I! (Ух [II 2 (7o +  Зг.
Следовательно, р,о^2ао, ибо е ^ > 0  было выбрано произвольно.
Лемма 5. а) Если  ^ 0 =  0, то U* замкнуто в ть(У,В) .  
б) Если /хо^>0, то U* — множество первой категории. 
Д о к а з а т е л ь с т в о ,  а) Так как
SUP *',*">,!!и J  -  и х-/II <  2 SUP* IIи* -  f И.
то из ^о =  0 вытекает непрерывность колебания w( f )  в точке 
f  =  0.  Тогда
limv-*o w ( v f ) — 0  для каждого f ^  т 5 (У, В ) .
Отсюда для любого £ > 0  существует такое vo^>0, что при
V >  Vo, ввиду линейности операторов Ux( x ^ X ) ,
w if) |7j <С 00 для каждого \ ^ т 8 {У, В) .
Теперь из неравенства
| И 0  — w(&) l  < 2 a>( ^ ~ Y 8 - )  • U e % ( y , ß ) ,  -
справедливого для каждых конечных w([)  и w ( g ) ,  вытекает 
непрерывность w( f )  для каждого f е  m s (y,  В) ,  откуда заклю­
чаем, что U* замкнуто в т 8 {У, В) .
б) Если //о^>0, то из леммы 4 следует неравенство 
0 < ^ ^ о < 2 (7о, т. е. множество {f ^  т 5 (У, В) : w (f) Ф  0} рези- 
дуально.
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Теорема 12. Пусть У — счетное направленное множество. 
Преобразование ( 1) является преобразованием типа т 5(У, В)  
->c(X, D)  тогда и только тогда, когда
1 ° для  каждого Ь ^ В  (где ||6 || <  1) и г / е У  существует 
lim* Utfpyb,
2° /ло — 0 .
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь  условия 2° тео­
ремы 12 вытекает из леммы 5 6 , так как т 5 ( У, В) ,  как бана­
хово пространство, является множеством второй категории.
Д о с т а т о ч н о с т ь .  Покажем, что множество {сруЬ ) ( у ^ У > 
b ^ B ,  ||6 j| <  1) является основным множеством в пространстве 
т8(У,В) .  Действительно, пусть / — i fy}u&y е  т 3 {У, В) и
f  к =  2кфу!у,
где К  — конечные подмножества в У, направленные по вклю­
чению. Тогда по критерию Коши
II/ —  fa ll*  =  Л е к а *  П У  < е ,
если только К  достаточно большое. Теперь следует применить 
лемму 5а.
Из теоремы 12, учитывая определение числа fio, вытекает 
Теорема 13. Пусть У — счетное направленное множество. 
Преобразование (1) является преобразованием типа т(У, В) ->-  
->~c(X,D) тогда и только тогда, когда
Г  для каждого b е  В и у  ^  У существует lim* Uxcpyb,
2° 1| т ^ о £иРх,г „„„„в1к Л а д |  =  0 , где 2 уау <  ос, 0 < а ,  -  
действительные числа.
3. П р и м е р .  Применим теорему 12 для случая обобщен­
ных матричных преобразований (2 ), где ank — непрерывные 
линейные функционалы на В. Из существования преобразова­
ния (2 ) вытекает непрерывность линейных функционалов 
Un( n ^ N ) .  В этом случае, как известно (см. [2])
||(У|| =  s u p |m| s u p * | t / n/| =  su p jv  llanftll, . 
откуда для данного g 0 вытекает справедливость неравенств
SUpw. S ~ _ > n J  <  (6)
^ s u p N^ ; iV||ani, l | < s u p N J/r<o |C/„f|, (7)
если только v достаточно большое. С другой стороны, соответ­
ственно V можно найти число ,q ^  0 настолько малым, что
S U P « . l / f < P  \ U n ! \ <  V  S U p JV | | а " й|1 +  S U | > N  - 2 ? = ,  ( 8 )
Следовательно, если вирл/ |!««*ll <С оо, то из (6 ) и (8 ) выте­
кает, что
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fl о =  limveiVsupA. Hflnfel!.
Так как из условий (7) и (8 ) вытекает, что условие /ио =  0 экви­
валентно условиям sup/v 2k  <  оо и 1 im  ̂ ^  sup^ 2 °̂=v l!anftll =  
c= 0 , то справедливо следующее предложение.
Следствие 3. Преобразование  (2) является преобразованием  
типа m (N, В) ->■ c(N,  В) тогда и только тогда, когда 
1° для каждого b (= В и k ^ N  существует lim n ankb,
2° Iimv&v suPjv-^fc=v l,anfel1 = 0 ’
3° supjv llönfcll <
§ 4. Преобразования типов т(У, В) -*~l(X,D)  и 
т(У, В)  -> m( X,  D)
1. Для преобразований типа т(У, В)  ->■ i (X,  D)  основной 
является
Теорема 14. Пусть т (У, В) — банахово пространство. Пре­
образование  (1) является преобразованием типа г (У, В) ->  
->~l(X,D) тогда и только тогда, когда
2 x \ \ U xf \ \ <M\ \ f \ \  (9)
для каждого f из некоторого всюди плотного множества в
т(У, В).
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь .  Из теоремы 2 
работы [14] вытекает, что оператор U, где
U f = { U J } x e X ,
является непрерывным линейным оператором из т (У ,В) в 
l ( X, D) .  Это, учитывая определение нормы в l (X,  D) ,  равно­
сильно утверждению
Ž j x  н а д  <  Afllfll для каждого / е  г(У, В) ,  (10).
где постоянное М  >  0 не зависит от f. Отсюда и вытекает не­
обходимость условия (9).
Д о с т а т о ч н о с т ь .  Пусть для некоторого направленного 
множества Z
lim Z f z ' =f ,
где 1<=т(У,В) ,  а f2 <= г'(У, 5 ) ,  г' (У,  В)  — всюду плотно в 
г(У, В) .  Тогда
И х  п а д и  =  Ž K  IIUx Wmz fz\\ =  limz \\Vxfz\\ <  
<  \ imz MWfzW =  M\ \ f l
где К  — конечные подмножества X,  направленные по включе­
нию. В этом случае
Е г  11^11 =  sup ь.е 1 2 я  IIВ Д  «  *̂11/11 <  оо
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Теорема 15. Преобразование  (I)  является преобразованием  
типа ТМс(У,  В)  ->■ l ( X, D)  тогда и только тогда, когда
<  м  supi<k \\bi\\
для каждого <= В и E i ^ Y ,  где i е  N.
Д о к а з а т е л ь с т в о  следует из определения пространства 
Т Мс ( У , В ) и из теоремы 14.
Теорема 16. Преобразование  (1) является преобразованием  
типа Мтс( У,  В) l (X,  D) тогда и только тогда, когда
\ \ U x £ i(=N<PE bi\\ <  Msupjv IIM [bi E^B,  E i d Y ) .
Д о к а з а т е л ь с т в о  вытекает непосредственно из леммы 2 
и теоремы 14.
Теорема 17. Преобразование  (1) является преобразованием  
типа 1(У, В) - ^ l ( X ,  D) тогда и только тогда, когда
2 х  II УхФуЬЦ ^  М  ||6 || для  каждого Ь ^ В  и у <= У. (11)
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь  условия (11) 
следует из ( 10).
Д о с т а т о ч н о с т ь  условия (11) вытекает из теоремы 14, 
доказательства леммы 3 и из неравенства
2 х  II и х <Pyfy\\ <  II Ux(pyfy\\ <
\ Ы = М \ \ 2 к  cpyfyII,
где К — конечные подмножества X , направленные по вклю­
чению.
2. Д ля  преобразований типа т(У, В)  -> m( X,  D)  основной 
является
Теорема 18. Пусть г (У , В) — банахово пространство. 
Преобразование  ( 1) является преобразованием типа г (У, В) ->■ 
~ ^ m ( X , D )  тогда и только тогда, когда
sup* \\UX\\ <  о о .  ( 12)
Д о к а з а т е л ь с т в о .  Из [2] (стр. 79, следствие 21) выте­
кает, что условие ( 12) эквивалентно условию
supjr | |f /xf | | < o o  для каждого [ е г ( У , 6 ).
Это и доказывает теорему.
Из теоремы 18 непосредственно следует
Теорема 19. Преобразование  (1) является преобразованием  
типа т (У , В) (или тс(У, В ), или Мтс( У,  В ), или ТМс ( У , В),  
или гс(У,  В) ,  или  /(У, В) )  m( X,  D) тогда и только тогда, 
когда имеет место ( 12).
3. П р и м е р .  Если преобразование (1) является матричным 
преобразованием последовательностей в банаховых простран­
ствах в двойные последовательности в банаховых пространствах, 
т. е.
6 Труды по математике н механике V IU  Oi
Umnf —  ^k=0Clmnkfh (m, П G  N ) , (13)
где amnk — непрерывные линейные операторы из В в D, то тео­
рема 15 принимает следующий вид
Следствие 4. Преобразование  (13) является преобразова­
нием типа c(N,  В)  -> l ( N2, D) тогда и только тогда, когда  
!° ]£m,n\\]>]kamnkb\\ s ^ A f | |6 || для каждого Ь ( ^ В ,
2 У,т.п 1 j^jCtmnh fkII ^  М  sup ft<? WfhW для каждого I е  N  и 
f <=c ( N, B) .
Д о к а з а т е л ь с т в о .  Из требования существования преоб­
разования (13) (см. [5], сто. 197) следует выполнение условия
\\2 h<lamnkfk\ <  м*тп Il/il =  Мтп sup N llffell 
( m , n , l ^ N ,  f ^ c ( N , B ) ) ,
откуда, в свою очередь, вытекает непрерывность операторов 
Umn(m, п <= N)  в выражении (13). Необходимость и достаточ­
ность условий следствия 4 вытекает теперь из теоремы 15 и из 
факта, что при TMc(N,  В)  =  c(N,  В)  являются простыми функ­
циями функций
fl =  h^ ,(Ph — limJV fh) +  <pN lirnjv fh
( /e T t f ,  f =  {fk}N t E c ( N , B ) ) .
Условия 1° и 2° следствия 4 обеспечивают и существование пре­
образования (13).
Отметим, что*следствие 4 является обобщением на банахово 
пространство известной теоремы Пейеримхоффа (см. [6]).
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R e s ü m e e
Käesolevas artiklis vaadeldakse üldistatud jadade teisendusi kujul (1), 
kus Ux (x e  X — suunatud hulk) on pidevad lineaarsed operaatorid mingist 
üldistatud jadade klassist т( У, В)  (У — suunatud hulk, В — Banachi ruum) 
Banachi ruumi D.  Teisendust (1) nimetatakse teisenduseks tüüpi т(У, ß)->- 
-»• o{X,  D) ,  kui iga üldistatud jada f =  { fy } y  T(^< B)  teisendatakse (1) 
abil üldistatud jadaks U( f )  — { U X( f ) } x  ^  o( X,  D ) . Leitakse tarvilikud ja
piisavad tingimused järgmiste teisenduste tüüpide jaoks: т(У, В)  mc ( X,  D) ,  
г ( У,  В)  rC(X,  D) ,  т( У, В)  - > c ( X , D ) ,  т(У, В)  l (X,  D) ,  т(У, В) m( X,  D) ,  
kus г  (У, B)  on üks klassidest Т М с ( У , В ) ,  r c ( N n, B ), т с ( У , В ) .  М т с ( У , В ) ,  
1( У, В) .  Peale selle leitakse, millistel tingimustel on teisendus (1) tüüpi 
т( У,  В)  c ( X,  D ) , kus У on loenduv hulk.
Vaadeldav teisendus (1) on küllalt üldine, sisaldades erijuhtudena maat- 
riksteisendu"i Banachi ruumidel [3], kordsete ridade teisendusi [4, 5, 6], pool- 
pidevaid teisendusi [7], integraalteisendusi [7, 9] jt.
TRANSFORMATIONEN VERALLGEMEINTER FOLGEN
J. Lamp
Z u s a m m e n f a s s u n g
Im vorliegenden Artikel werden Transformationen verallgemeinter Folgen 
in der Form (1) betrachtet, wo U x [x e  X — gerichtete Menge) die linearen 
stetigen Operationen aus einer Klasse verallgemeinter Folgen т(У, ß )  (У — 
gerichtete Menge, В — . Banachscher Raum) in den Banachschen Raum D  dar­
stellen. Die Transformation (1) wird eine Transformation vom Typ г (У,  В ) ->■ 
- > - o ( X , D )  genannt, wenn jede verallgemeinerte Folge / =  {/^}у e  т(У, Б)
mit Hilfe von (1) in eine verallgemeinerte Folge U( f )  =  { U x (f) } x  €= a{ X,  D)  
transformiert wird. Es werden die notwendigen und hinreichenden Bedingungen 
für die folgenden Typen der Transformationen gefunden: Т М с ( У , В ) - > -  
mc ( X,  D) ,  Мтс ( У ,  В)  mc ( X ,  D) ,  тс( У,  £)->• mc t X ,  D) ,  1(У,  ß)->- mc ( X,  D) .  
ТМс( У,  В)  ->  r c ( X , D ) ,  тс( У,  В)  ->  rc ( X,  D ) , /(У, В)  r c l X,  D) ,  М т с ( У  В)  -> 
r c ( X , D ), Т М с ( У , В )  - ^ c ( X , D ) ,  Мтс ( У ,  В)  ->  m( X ,  D) ,  тс{ У,  ß)->- c ( X,  D ) r 
1(У, В)  - * ~ c ( X , D) ,  т ( У , В )  ->  c ( X , D ) ,  ТМс( У,  В)  ->  l ( X  D) ,  М т с ( У , В ) - ±  
- ^ l ( X , D ) ,  тс (У,  В)  ИХ,  D ) , 1(У,  В)  - > / ( * ,  D)  ТМс ( У,  В)  т( Х,  D) ,  
г с ( У , В ) + m ( X , D ) ,  М т с ( У , В ) - * - m ( X , D ) ,  тс( У,  В)  т( Х ,  D ) , 1 ( У , В ) - >  
- ^ т ( Х ,  D) ,  т( У,  В)  т ( Х ,  D) .
Die betrachtete Transformation (1) ist ganz allgemein: sie umfaßt als 
Sonderfälle verallgemeinerte Matrixtransformationen 13], Transformationen von 
Mehrfachfolgen [4, 5, 6], halbstetige Transformationen [7], Integraltransfor 
mationen [7, 9] u. a.
О (7-ПОЛЯХ П Р Е О Б Р А З О В А Н И Й  О Б О Б Щ Е Н Н Ы Х  
ПОСЛ Е Д О В А Т Е Л Ь Н О С Т Е Й
Ю. Ламп
Кафедра математического анализа
§ 1. Вводные замечания и основные понятия
1. В настоящей статье исследуются преобразования обоб­
щенных последовательностей1 f  — {fy)y элементов банахового 
пространства В в обобщенные последовательности
U f = { U xf}x (1)
элементов банахового пространства D, где Ux( x ^ X )  — непре­
рывные линейные операторы из некоторого класса т(У, В)  
обобщенных последовательностей f — ify)y в D, являющейся ли­
нейным топологическим пространством.
Определение 1. Пусть т — т(У,В)  и o — o ( X , D )  — некото­
рые классы обобщенных последовательностей. Преобразование  
JJ называется преобразованием типа % -> о, если каждая обоб­
щенная последовательность f ^  т преобразовывается при по­
мощи ( 1) в обобщенную последовательность Uf е  а.
В статье [6] найдены необходимые и достаточные условия 
для того, чтобы преобразование U являлось преобразованием 
типа т - > ( 7, где классами т и о взяты многие важные классы 
обобщенных последовательностей.
Определение 2 . Множество
U" =  и “ (У, В ) =  {/ =  : 3 Uxf) 
будем называть псевдополем оператора Ux. Множество 
и** =  и - ( У , В ) = ( ] х^ х и - ( У , В )
называем посевдополем преобразования U , определенного со­
отношением ( 1).
1 Здесь в основном сохранена символика статьи [6]. Символ {fy } y  
означает {fv}y6=y
Из определения обобщенной последовательности (см [2], стр. 38) ясно, 
что X и У — направленные множества.
Во всей настоящей статье предполагается, что в соотноше­
нии (1) каждый оператор Ux непрерывен на своем псевдополе. 
Определение 3. Множество2
о U =  о(Х,  D) и[У, В] =  {f =  {fy} y : f e =  0 '*(У у В ) ,  Uf es о(х,  D ) } 
будем называть о-полем  (точнее о (X, D) -полем) преобразова­
ния U. Множество
U * ^ c U  =  c ( X, D) U[ y ,  В] 
называется полем суммируемости преобразования U.
В добавок к пространствам с ( У , В ), т ( У , В ) ,  т с ( У , В ), 
г с ( У , В ), определенных в статье [6], будем рассматривать также 
следующие пространства:
гс0{У,В)  =  { / =  { f y}y : f  e z r c { y , B ) , \ i m y fy>= в} ,  
rcb [У, В) — {f =  {fy}y: 3 rcb-Yimyfy}, т. е. множество 
ty'-Wfy — rcb-Wvr y f y \ \  >» е} является конечным для каждого £ > 0, 
гсЬ0{У, В) = { f  — {fy)y: f е  лcö (У, ß ) ,  rcb-limy/^ =  0}.
Все эти пространства, кроме с ( У , В ), гд е 3 У =r= N,  оказываются 
банаховыми пространствами с нормой p( f )  —  supy Ц/^Ц.
2 . Решением вопросов, связанных с полем суммируемости 
U* — c ( N, R)  U[N, R]  матричных преобразований
u f =  { 2  a „ J k ) N
занимались Мазур и Орлич [14, 15], Виланский [17], Целлер 
[19,21], Шнайдер [16] и др. Юримяэ в работах [7,81 исследовал 
поля суммируемости U* — с (N, В) U[N,  D] матричных преобразо­
ваний в банаховых пространствах
U f  =  { ^ J k ( = N ^ n k f Л  N ’
где A nk — непрерывные линейные операторы из банахового 
пространства В в банахово пространство Д а в  работе [13] 
изучал rc-поле матричных преобразований
u f  = { 2  (fc,Z)^iV2 ^  mnh’.f hl} (m,n)^N2
двойных последовательностей, т. е. поле rc (N 2, R) U[N2, R]. 
В работах [9, 10] он рассматривал вопросы относящиеся к по- 
/  лям суммируемости матричных преобразований ряда в ряд. 
Влодарский [20] изучал c{[0, T) , R)  — поле непрерывных мат­
ричных преобразований, т. е. преобразований
и / =  { 2 к е Я  “ k ( * ) f  J  м .
2 Надо подчеркнуть, что краткие обозначения oU,  U** и особенно U* 
употребляются только в случае, если не может возникнуть недоразумения. 
Аналогично поступаем с символами г  =  х(У,  В) ,  o = o ( X , D ) ,  т  =  т { У , В )  
и т. д.
'3 Здесь N = { 0, 1, 2, N*  — множество всех вектороз у  =




где ak ( x ) ( kEEM)  — непрерывные функции на интервале [0,7),. 
где Т <  со.
В § 2 настоящей статьи выясняются свойства (7-поля преоб­
разования ( 1), которое является не только обобщением всех 
вышеупомянутых преобразований, но и ряда других, например, 
матричных преобразований кратных последовательностей в 
банаховых пространствах, полунепрерывных преобразований 
(см. [61). Оказывается, что (7-поле преобразования ( 1) является 
ЛБГ/С-пространством. Понятие JJBTK-пространства является 
обобщением введенного Целлером [21] понятия F /(-простран­
ства.
Виланский [17] впервые разделил все матричные преобразо­
вания типа c ( N, R)  c ( N, R)  на конулевые и корегулярные. 
Эти понятия на матричные преобразования типа c(N,B)->-  
->с(Л/, D)  обобщил Юримяэ [7]. В § 3 настоящей статьи эти 
понятия распространяются для преобразований типа т(У, £)->- 
->о{Х,  D)  обобщенных последовательностей и выясняется топо­
логическое значение этих понятий в таком общем случае. П о­
лученные результаты действительны при некоторых ограниче­
ниях на a -поле преобразования ( 1), что обусловлено недоста­
точно широкой областью применения теоремы о замкнутом гра­
фике.
В § 4 дается общий вид непрерывного линейного функцио­
нала на a -поле преобразований, данных соотношением ( 1), а 
в § 5 изучаются некоторые вопросы совместности преобразова­
ний обобщенных последовательностей.
§ 2. Структура (7-поля
1. Обобщая определенное Целлером понятие .Г/С-простран- 
ств а4, даем следующее
Определение 4. JIB TK -пространством называем полное от­
делимое локально выпуклое топологическое пространство обоб­
щенных последовательностей f — ify}y, в котором имеет место 
сходимость по координатам, т. е. пространство Е, в котором 
выполнены следующие условия:
1° Е  — векторое пространство над R,
2° Е снабжено локально выпуклой топологией5, определен­
ной семейством полунорм  {/?,}/,
3° из P i ( f ) — 0 ( i ^ I )  вытекает f — 6, или , что же самое, 
для каждого f ф  в ,  где f е  Е, существует по крайней мере 
одна полунорма рь для которой6 pt (f) Ф  0 ,
4 Напомним, что F /(-пространством называется полное отделимое метри­
ческое локально выпуклое пространство последовательностей, в котором имеет 
место сходимость по координатам.
6 См. [1], стр. 121.
6 См [1], стр. 122, предложение 5.
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4° оно полное пространство, т. е. каждая обобщенная ф ун­
даментальная последовательности1 имеет обобщенную предель­
ную точку,
5° из сходимости fz -> f в Е вытекает \\fzy — / v|| 0, где 
f z ~ { f zy)y,  z<=Z,  причем Z — направленное множество.
Метрическое JJBTK-пространство, т. е. J IB TK -пространство,
# топологию которого можно задать не более чем счетным числом 
полунорм 8, называем обобщенным FК-пространством.
П р и м е р  1. Пространство S =  S ( y , B )  всех обобщенных 
последовательностей f = { f y}у является ЛБГ/С-пространством с 
полунормами
Ш \ ( у ^ У ) .  (2 )
Частным случаем обобщенного F /(-пространства является 
всякое банахово пространство обобщенных последовательно­
стей, в котором имеет место сходимость по координатом. Топо­
логия такого пространства задается тогда одной полунормой — 
нормой.
Теорема 1. Пусть o( X, D)  — JJBTK-пространство, топология 
которого определена семейством полунорм  {<7/Ь, а для  каждого 
х <= X псевдополе и**х (У ,В) оператора Ux — JJ ВТ!{-простран­
ство с семейством полунорм  {PiXnc=i. Тогда псевдополе и**(У,В)  
преобразования U, заданного соотношением (1), является 
JJ В Т  К-пространством с полунормами
pix{f) (i е= /, х е е Х) ,  (3)
а о-поле преобразования U — JJ ВТ К-пространством с полунор­
мами (3) и
QiiUf)  (/ ^  -О- (4)
Д о к а з а т е л ь с т в о  аналогично доказательству теорем 4.7 
и 4 .8  работы Целлера [21], с заменой непрерывных линейных 
функционалов на непрерывные линейные операторы, а последо­
вательностей — на обобщенные последовательности.
Следствие I. Пусть o( X, D)  — J I BTK- пространство с полу­
нормами {<7,-}/. Тогда поле oU  преобразования ( 1), для которого 
и**(У, В) =  5(У , В ),  является /7£?Г/(-пространством с полунор­
мами (2) и (4).
Д о к а з а т е л ь с т в о  вытекает непосредственно из теоре­
мы 1 и примера 1.
3. В дальнейшем через 5 (У ) будем обозначать множество 
всех конечных подмножеств из У, направленное по включению.
П р и м е р  2. Пусть
V f = { S t e y A J t } x . (5)
где A xlJ — непрерывные линейные операторы из В в D. Суммы
7 См. [2], стр. 39.
8 См. [1], стр. 122, предложение 6
8 8
и  J  =  S y A J t  (6)
означают, что для каждого х е А ’
^ = { ^ к / } к е3«у,^тс(3(У).0). (7)
где
U  J =  2  „ А  f  •зсК' УеК зсу' у
Надо отметить, что условие (7) является ограничением на 
суммы (6 ), потому, что у Шокке (см. [11], гл. VII, определе­
ние 9. 1),
Vxf e c ( S ( y ) . ö )  (8 )
для каждого x e J ( ,  a czDtnc. Но если D — R, то условия (7) 
и (8 ) эквивалентны (см. [11], гл. VII, теоремы 8.2 и 8.13).
Так как UxK являются непрерывными линейными операто­
рами из S в D, то из следствия 1 вытекает, что для каждого 
х<=Х  пространство т с ( ^ ( У ) , D ) V x[y, В ] ~  и**х(У, В) является 
JJBTK-пространством с полунормами (2 ) и
suPii<=g(y) II ^ к  ^ xyf  уII ■
Так как
WUJW =  l |lim5(y) A xyf yII <  su p 5 (y)| | ^ H ^ / J I .
то каждый оператор Ux ( x ^ X )  в выражении (6 ) является не­
прерывным линейным оператором на своем псевдополе U**x. 
Теперь при помощи теоремы 1 и следствия 1 мы получаем сле­
дующее предложение.
Теорема 2. Пусть o ( X, D)  — J lB T K -пространство с полунор­
мами {qj)j . Тогда о-поле преобразования U, данного соотноше­
нием (5), является Л  ВТ К-пространством с полунормами
НУ (г/еУ),
s u p ^ y ) \ \ 2 K A x y f y \\ (х е е Х) ,  (9) 
Я ] ( { 2 У ( = у  A x J y } x )  ( /  е  / ) .  ( 1 0 )
Если для  преобразования  (5) псевдополе  (/*’ — 5, то полу­
нормы (9) можно опустить.
Так как преобразование (5) содержит в себе преобразова­
ния кратных последовательностей на банаховых пространствах 
(случай У =  N n, X — N m),  а также полунепрерывные преобра­
зования (случай В — D — R, y  =  N, X =  R +),  то из теоремы 2 
вытекают соответственные теоремы и для этих преобразований.
П р и м е ч а н и е .  Надо подчеркнуть, что определение сум­
мы (8 ), если У = =  N n, не равносильно определению суммы по 
Прингсехейму в этом случае, так как сумма кратного ряда 
определяется как предел
2 „ n f y =  \ im 2<E!R„ 2 y<!f v , ( 11)
89
где сходимость частичных сумм ряда понимается в смысле схо­
димости в пространстве c ( Nn, B) .  Аналогично как в работе [5] 
можно доказать, что последнее условие эквивалентно сходи­
мости частичных сумм ряда в смысле сходимости в m c ( N n, B) .
Как видно из рассуждений перед теоремой 2, наше доказа­
тельство остается в силе и для ( 11), если только заменить 
условие у  е= К  условием у ^  z.
§ 3 . Конулевые и нерегулярные преобразования
1. В настоящем параграфе мы ограничимся бочечными 
*/757/(-пространствами. Напомним (ср. [1], стр. 143), что ло­
кально выпуклое топологическое векторное пространство Е  на­
зывается бочечным, если каждое замкнутое поглощающее урав­
новешенное выпуклое множество в Е  есть окрестность нуля.
П р и м е р  3. Всякое /^пространство является бочечным 
(см. [1], стр. 144). Бочечным является также всякое локально 
выпуклое топологическое пространство второй категории (см. 
[12], стр. 428, теорема 6 .2 .2 ) .
В дальнейшем большое значение имеет
Лемма 1. Пусть Еу — конечномерное JI В Т  К-прост ранет во 
при Л  ВТ К-пространстве Е 2 или Ei — бочечное Л  В Т  К-прост ран- 
ство при обобщенном FК-пространстве Е2. Если Ei а  Е 2, то из 
сходимости обобщенной последовательности {fz}z к f в простран­
стве Ei вытекает сходимость {fz}z к f и в пространстве Е 2.
Д о к а з а т е л ь с т в о .  Исследуем единичное отображение / 
пространства Ei в Е 2, т. е. I f  — f  для каждого [ e f j .  Из схо­
димости по координатам в пространствах Е i и Е 2 вытекает, что 
оператор /  имеет замкнутый график. Из теоремы о замкнутом 
графике (см. [12], стр. 437, теорема 6 .4 .4 , а такж е стр. 65, след­
ствие 2 ) следует непрерывность оператора I, что влечет за со­
бой утверждение леммы.
Для следующего определения нам нужна обобщенная по­
следовательность {фаЬ)у обобщенных последовательностей 
<раЬ =  {фа (у)Ь}у(=у,  где f t e ß  и
<еНч)={°: если1 1 , если у  <£ а.
Определение 5. Преобразование U типа г(У, В) -> о(Х,  D) 
будем называть конулевым, если обобщенная последователь­
ность {фаЬ}у слабо сходится13 к нулю  в oU при всех b е  В, а во 
всех других случаях преобразование U будем называть коре- 
гулярным.
9 Тогда {Fq>a-b} у  ^  с0[У,  В)  для каждого непрерывного лингйного 
функционала F на oU.
п р и м е ч а н и е .  Как видно из определения 5, мы можем 
разделить на конулевые и корегулярные только такие преобра­
зования типа при которых т з  r/)“ö (а е  У ) . Так, напри­
мер, преобразования типов r c b -^ o ,  1 -^о , гс0 -̂ ~ о нельзя разде­
лить на конулевые и корегулярные.
Теорема 3. Пусть V — корегулярное преобразование типа 
т(У, В)  -> g(Z,  А)  и пусть U — конулевое преобразование типа 
т(У, В ) о  (Х, D ) . Пусть, далее, поле oU  — конечномерное 
ЛВТК-прост ранет во в случае Л  ВТ K-пространства gV, но oU  — 
бочечное Л  В Т  K -пространство в случае обобщенного FK-npo- 
странства gV. Тогда преобразование V не может быть сильнее10 
преобразования U.
Д о к а з а т е л ь с т в о  проведем от противного. Предполо­
жим, что o U a g V .  Тогда из леммы I вытекает, что каждый 
непрерывный линейный функционал на gV  является непрерыв­
ным линейным функционалом и на oU. Отсюда следует, что 
преобразование U должно быть корегулярным, что противоре­
чит предположение.
2. Теперь рассмотрим вопрос о существовании неограничен­
ных обобщенных последовательностей в сг-поле преобразований 
обобщенных последовательностей.
Теорема 4. Пусть U — конулевое преобпазование типа 
т(У,В) + o ( X , D )  при т гс0, и его о-поле бочечное Л 8 Т К -  
пространство. Тогда в aU всегда найдется неограниченная, обоб­
щенная последовательность п .
Д о к а з а т е л ь с т в о .  И с с л е д у е м  обобщенную последова­
тельность12 фиЬ =  {cpa ( y ) b} y = cpyb — фаЬ. Тогда
— . . , { b , если у  <С а 
Фа (у)Ь =  ] ’ *
1 0 , если у  <{: а
и, значит, фаЬ е  гс0. Из определения конулевого преобразова­
ния U следует, что
limae_y F((py b —  фаЬ) =  О
для каждого непрерывного линейного функционала F на oU. 
Отсюда вытекает (см. [31, стр. 157, следствие), что обобщенная 
последовательность фуЬ является в oU  точкой прикосновения 
пространства гсс. Так как это несправедливо в т, то утрерж- 
дение теоремы 4 вытекает из леммы 1.
10 Говорят, что преобразование V сильнее преобразования U,  если 
o V  => cU.
11 Если речь идет о преобразованиях U типа т- >  о при т ф  т,  то для 
таких преобразований o U  всегда содержит неограниченную обобщенную 
последовательнос '1 ь.
•2 у  нас (руЬ =  {<?у(у)&}У, где <ру {у)  =  1 для всех ? е У  (ср. [6]. 
стр. 70).
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Теорема 5. Пусть U ~  корегулярное преобразование типа 
х (У, В) -> о (X, D) и его о-поле — бочечное Л  ВТК-прост ранство. 
Пусть х замкнуто e m u  пусть oU содержит некоторую ограни - 
ченную обобщенную последовательность, являю щ ую ся точкой 
прикосновения пространства х в топологии поля oU. Тогда в 
oU найдется и неограниченная обобщенная последовательность
Д о к а з а т е л ь с т в о  проведем от противного^ Предполо­
жим, что oU а  т ,  и пусть f° е  oU , причем f° е т ,  но [ ° е  т 
Тогда существует обобщенная последовательность {fz)z, где 
f z ^ x ( z ^ Z ) ,  такая, что в oU имеем fz -*-f°. Так как o U a m ,  
то из леммы 1 вытекает, что f z сходится к f° и в топологии 
пространства т.  Из замкнутости т в ш вытекает, что [ ° е  т. 
Полученное противоречие и доказывает теорему.
П р и м е ч а н и е .  Хотя в доказательстве теоремы 5 мы не 
пользовались предположением, что U — корегулярное преобра­
зование, все же теорема 5 имеет смысл только для корегуляр- 
ных преобразований, так как существование неограниченной 
обобщенной последовательности в (7-поле конулевых преобра­
зований дается уже в теореме 4.
Надо еще заметить, что доказательство теоремы 5 не при­
менимо для случая, когда т замкнуто в oU.
3. Если мы имеем преобразования типа х(У,  В)  -> а(Х,  D) 
при t e r n ,  то возникает вопрос: содержат ли такие преобразо­
вания в своем (7-поле и ограниченные расходящиеся обобщен­
ные последовательности. Для матричных преобразований типа 
c ( N, R)  - > c ( N, R)  этот вопрос решен Виланским и Ц еллером [19]. 
Оказывается, что при некоторых ограничениях на (7-поле пре­
образования U методику доказательства теоремы 1 из [19] 
можно обобщить и для решения вопроса, поставленного нами 
выше.
Приведем сначала одну лемму, которая вытекает из лем­
мы 2. 12 главы VII работы [11] (ср. также теорему 3.2 из [21]).
Лемма 2. Пусть Е  — локально выпуклое векторное прост­
ранство, топология которого определена семейством полунорм  
{pi)i. Д л я  непрерывности полунормы q в Е необходимо и доста­
точно существование К  е  $ ( / )  и постоянной М  >  О таких, что
Я if)  < M s u p  i(=K Pi( f )  для каждого f <= Е.
Приведем теперь одно понятие, которое является обобще­
нием понятия стремления к бесконечности.
Определение 6 . Пусть X и У — направленные множества. 
Отображение и из X в У называется заканчиваю щ им 13, если 
для каждого у  е  У существует х' ^  X такой, что из х  >  х' 
вытекает и (X) >  у.
13 См [18], § 3.4
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П р  и м е р 4. Отображение и из N  в N'\ определенное как 
и(я) — (п , п),  является заканчивающим. Если Л — множество 
всех порядковых чисел, то никакое отображение из N  в Л не 
является заканчивающим 13.
Будем в дальнейшем через и5(У, В)  обозначать множество 
всех обобщенных последовательностей фп1 — (фа{у)[у},  где и — 
некоторое взаимно однозначное заканчивающее отображение из 
N  в У, а
Символом иб’0(У, В)  обозначаем множество, состоящее из всеч 
<puf, таких, что lim„e v/u(n) =■ О. Множество ис0 является бана­
ховым пространством с нормой
причем каждый элемент е  ис0 имеет представление <pu f =
—  2н<фщп)1щп) —  { 2 n  ФЩп)(У)!и(п)} уеУ’ гДе
Теорема 6 . Пусть У — направленное множество такое, что 
существует взаимно однозначное заканчивающее отображение 
и из N  в У. Пусть U — преобразование типа т{У,В)  ->-o(X,D)  
при ис0 а г а с .  Пусть далее, oU  — обобщенное FK-простран- 
ство с полунормами {р^ы, такими, что Р1{фп(пФ) ^  М*Л||6 ||, где 
Ь е  В, 0 <  M in(i, п е  /V) — постоянные, и ис0 не замкнуто в 
oU П 11*5- Тогда в oU найдется ограниченная расходящаяся  
обобщенная последовательность.
Д о к а з а т е л ь с т в о .  Сопоставим каждому фп\ е  oU  П uS 
и k ^ N  обобщенные последовательности q>kuf =■ 2 п<кфщп)/щп) 
и <pkuf =  фй{ — фкuf. Из незамкнутости пс0 в oU  П п£ следует 
существование (p Jm( m e i V )  e u c 0 и <puf е  oU  П itS таких, что
lirn̂ v Фи$т =  <Рц/
в oU, но
Y\m N р { ф ^ т — <puf) ф  О, 
где р — норма (12) пространства ис0. Из неравенства 
Pt(Vu(n)b) <  Alf„||6 || (t, n ^ N )  вытекает, что в oU 
lim// <p*Jm — фки/ { к  ge Ы) ,
следовательно, и
1, если и~*(у) —  п, 
О, если и~1( у ) Ф п .
( 12)
<pu(n){y) =
1, если у  =  и(/г),
О, если у Ф и ( п ) .
\ \т нф ки1т — <pkxxf ( k  ge N ). (13)
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Но так как покоординатная сходимость в oU  влечет за собой 
\imN p((pkJ m —  (pknf) =  0 ( Ае Л / ) ,
то
\ \mN р ((phnfm — (pkuf) ф  0 . ( Н)
Из (13) и (14) заключаем, что всякое подпространство 
пространства ис0, состоящее из cp^f е  исс, таких, что f u 'n) =  0  
для всех п ^  /г, где k е  N, также не замкнуто в oU  f) uS. 
Теперь следует из леммы 2, что для каждых г  е  N , е г =  2~г~2 и 
k r ^ N ,  где k r ^> пг~ 1 — 1 (nr ^ N ) ,  существует обобщенная по­
следовательность ( p j r е  ис0 такая, что
f\\(n)'= & для каждого п <  kr, (15)
suP„eJI/'4(„)li =  >• <1б>
Pi{<Pi\fr) <  для каждого i <  г. (17)
Так как limn<=\fr\\{n) =  О, то существует натуральное число 
пг ^> k r такое, что
\ \ Ы п ) \ \ < е г для каждого м >  п г. (18)
Соотношения (15), (16) и (18) влекут за собой существование 
конечного множества Kr =  \kr+1, k r+z, ••• , tir} такого, что
ii/:, =  i-
Дальше выбираем соответственно числам г —j— 1, k r+i n2 +  1 
и £r+i •— 2~г~3 обобщенную последовательность (puf r+i е  ис0, удов­
летворяющую условиям (15), (16), (17), заменяя в них г на 
г —j— 1. Соответственно f r+l выбираем nr+i так, что выполнено 
условие (18) для г —j— 1 и т. д.
Пусть g  =  {gy)y =  2 N(pvf r. Из неравенства (17) вытекает, что 
этот ряд сходится в топологий пространства oU.  Так как каж­
дое n ^ N  может попасть только в одно множество Кг(г е  N),  
то
1Ы  =  112>  M l  1 +  Ž N  2- '- ‘ =  ,
т. е. g  е  т ( У ,  В ) . Но g  — расходящаяся обобщенная последо­
вательность. Действительно, если у =  и(п)  при п  е  К г, то
Если у ф  и(п)  при n ^ N ,  то | | ^ | |  — 0. Если у = и ( п )  при 
п е  К г, то
Из этого следует, что lim inf ? g y Ф  lim s u p y ^ ,  что и доказы­
вает теорему.
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Если множество У такое, что с( У, В)  ф  т(У,  В ) , то справед­
лива следующая
Теорема 7. Если в о-поле преобразования U типа т(У,В)  -> 
^ ~ o ( X , D )  найдутся ограниченная расходящаяся и неограничен­
ная обобщенные последовательности, то в oV  найдется неогра­
ниченная расходящаяся обобщенная последовательность.
Д о к а з а т е л ь с т в о .  Пусть /  е  m, a f  е  с. Тогда обобщен­
ная последовательность /  -j- g, где g  <= т, но g ^ c ,  является 
неограниченной и расходящейся.
4. П р и м е р  5. Исследуем преобразования, заданные соот­
ношением (5), типа m c (N 2, В) ->mc(/V2, D). Как это следует из 
примера 2, поле m cU  каждого такого преобразования является 
обобщенным .Г/(-пространством с полунормами
\ м \  (k, l e z N ) ,
SUP K ^ ( N 2) II ( h , l ) ^ K ^ m n k l  f  kl II (m ’ П S  ' 
SUP (m,n)e iV2l l ^ ( k , l ) i = N ^ m n h l l h l  H'
Пусть для преобразования U существует постоянная М >  О 
такая, что
S UP ( m , n ) ^ N 2^ ^  ( k . i y ^ N ^ m n k l V  (k,l)f hl И ^
^ M S U P ,  . „ 2 И Х ь  n at 2 А  ы/ь» II (19)1 ( m , n ) ^ N 2 " ■“ » (k,l)e=N2 m n h l '  hl "
для всех f —  {fhi}y2 ^  mcU,
где
/  1, если k —  I, 
k,l) 1 0 , если k ф  I.
Если, кроме того, U — конулевое преобразование, то по дока­
зательству теоремы 4 двойная последовательность (pN-ib явля­
ется в mcU  точкой прикосновения пространства гс0. Но тогда, 
как это следует из представления полунорм в mcU, двойная 
последовательность {(p{k,i)b) {kh_ N2 является в mcU  точкой при­
косновения пространства ис0, где и(п)  — (п , п),  т. е. ис0 не 
замкнуто в mcU  П uS.
Итак, учитывая теоремы 6 , 4 и 7, а также пример 1 из 
работы [5], нами доказано следующее
Следствие 2. В поле mcU конулевого преобразования  (5) 
типа m c ( N 2, В)  -> m c(N 2, D) удовлетворяющего условию  (19), 




1. Аналогично теореме 3 .4  из [21] д о к а з ы в а е т с я
Л емма 3. Пусть Е  — локально выпуклое векторное прост­
ранство, топология которого определена семейством полунорм  
{pi)j. Тогда каждый непрерывный линейный функционал F на 
Е можно представить в виде
Ff — 2 i  Ftf,
где f  е  Е, a Fi (i е  /)  — линейные функционалы на Е, причем 
\ F d \ < M iPl(f) ( i s / ) ,  
где 0 < . M j ( / e / )  — постоянные, конечное число которых от­
лично от нуля.
Теперь сформулируем основную теорему настоящего пара­
графа.
Теорема 8 . Пусть o ( X , D)  и и * * ( У , В )  — ЛВТК-прост- 
ранства. Тогда каждый непрерывный линейный функционал F 
на о-поле преобразования U, заданного соотношением (1), 
можно представить в виде \
Ff =  Gf +  H( Uf ) ,  
где G и Н  — линейные функционалы, непрерывные соответст­
венно на U** и о.
Д о к а з а т е л ь с т в о  вытекает из леммы 3, теоремы 1 и 
теоремы Хана— Банаха о продолжении функционала.
2 . В последующем из преобразований, заданных соотноше­
нием ( 1), мы выделяем такие, для которых непрерывные линей­
ные функционалы на oU  можно представить в более конкрет­
ном виде.
Определение 7. Преобразование U, псевдополе 11**(У,В) ко­
торого есть ЛВТК-пространство, будем называть сильным, если 
на U** имеет место слабая сходимость по отрезкам, т. е. для 
каждого непрерывного линейного функционала G н а 14 U**
Gf =  G(cpyfy) =  Jj£y Gq)y(fy).
П р и м е р  6 . Всякое преобразование, для которого U** =  
=  3 ( У , В ) ,  является сильным, так как из определения тополо­
гии в 5  (см. пример 1) вытекает, что на S  имеет место даже 
(сильная) сходимость по отрезкам, т. е. для каждого г е У
lim — -2 « = k 1M z )W I  =  0 .
П р и м е р  7. Всякое преобразование, заданное соотноше­
нием (5), является сильным. Действительно, как это следует 
из примера 2, псевдополе и * * ( У , В )  преобразования (5) явлч-
14 Мы имеем (см. [6], стр. 74) <р Ъ =  {<р ( г ) Ь)  , где f t e ß  и
у у у
f 1, если z  =  у,
**<2> Н лЮт если z ? £ y .
§ 4. Непрерывные линейные функционалы на сг-поле
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ется ЛВ'ГК-пространством с полунормами (2 ) и (9). Так как 
по критерию Коши для обобщенных сумм (см. [11], гл. VII, 
определение 9. 4 и следствие 9. 6 )
1{ т *'е=3 (У) SUP x e 5 (y)ll-Sz e K^a:z^ 2 ~~ у^К'ФУ №  М   ̂ =  0>
то на U** имеет место сходимость по отрезкам.
Теорема 9. Пусть o ( X , D ) — JJBTK-пространство, a U — 
сильное преобразование типа т(У, В) -> ст. Тогда каждый непре­
рывный линейный функционал F на oU можно представить в 
виде
Ff =  H { U f ) + 2 y Gyfv, 
где Н  — непрерывный линейный функционал на a, a Gy(y е  У) 
непрерывные линейные функционалы на В.
Если , кроме того, т-банахово пространство, то
2  y \ \ Gy\ \ <  оо. (20)
Д о к а з а т е л ь с т в о  первой части теоремы вытекает не­
посредственно из определения 7 и теоремы 7.
Пусть теперь % — банахово пространство. Для существова­
ния суммы 2 у  G J y необходимо, чтобы преобразование
Uк! =  ] Ек  Gyfy,
где К ^ % ( У ) ,  являлось преобразованием типа т->■ т с ( $ ( У ) , 
R)  (см. [11], гл. VII, теоремы 8 .2  и 8 .13). Для этого необхо­
димо (см. [6], теорема 1), чтобы
SUPS(y> <  00•
или
supJ(y) s u p^ jL S k G y f y  I <  OO.
По аналогии с [4] можно доказать, что это условие эквива­
лентно условию
sup^(y) IIG J  <  оо
т. е. условию (20) (см. [11], гл. VII, теорема 8 .2 ) .
Из теоремы 9 непосредственно вытекает 
Следствие 3. Пусть г (У, В) — банахово пространство, а 
a ( Xt D) является JJ ВТ К-пространством. Тогда сильное преоб­
разование U типа т - ^ о  будет конулевым тогда и только тогда, 
когда
lim^ Н (U(pab)z= 0
для каждого b е  В и непрерывного линейного функционала И 
на пространстве о.
Для сильных преобразований можем показать, что регуляр 
ное 15 преобразование является корегулярным (ср. [7, 21]).
15 Если B — D , то преобразованиеутипа т(У, В)  о( Х,  В)  является ре 
гулярным.если limx U J  =  l i m ^  для каждого /  =  {f y }y  е  т (см. [6] 
стр. 71).
7 Труды по математике и механике VIII
Теорема 10. Пусть т(У,В)  — банахово пространство, а 
с(Х,  В)  банахово пространство, в котором имеет место покоор­
динатная сходимость, с нормой q( f )  >  supх \\fx\\- Тогда каждое 
сильное регулярное преобразование U типа т ->■ о является 
корегулярным.
Д о к а з а т е л ь с т в о .  Обозначим 2 (£//) — lim* U J.  Заме­
чая, что
ЦЯ(ОДН < s u p * | | t / j | |  <  q(Uf ) ,  
то £  — непрерывный линейный оператор и з  о  в  В.  Тогда про­
изведение /гxi, где h — непрерывный линейный функционал на 
В , является непрерывным линейным функционалом на о.  Так 
как ввиду регулярности преобразования U 
ü( Uf )  =  limx Uxf =  lim /у 
при всех f ge т, или для каждого непрерывного линейного функ­
ционала h на В
hü(U[)  =  h ( \ im x  Uxf) =  h { limy fy), 
то для каждого непрерывного линейного функционала за­
ключаем
h%(U(pab) =  h (lim (pa {y ) b ),
где b ^  В, а <= У. Но для всякого b Ф  6  существует на 
В  непрерывный линейный функционал h '  с h'b ф  ||6 || (см. [2], 
стр. 77, следствие 14). Следовательно, на о  существует непре­
рывный линейный функционал /г'й, при котором 
l im ae_y h'Z(U(pab) =  0.
Для получения утверждения теоремы остается применить след- * 
ствие 3.
3. Исследуем теперь преобразования типа т(У, В)  -> rcb (А', 
D).  Для таких преобразований можно найти необходимые и 
достаточные условия для того, чтобы преобразование являлось 
конулевым.
Лемма 4. Общий вид непрерывного линейного функцио­
нала Н на rcb (У, В) дается равенством16
-Hf =  h( rcb- l i my fy) + 2 y hy{v, (21)
где h и hy (y е  У) — непрерывные линейные функционалы 
на В причем
^ У Н М  < о о .  (22)
Д о к а з а т е л ь с т в о .  Исследуем обобщенную последова­
тельность
g K  =  f  —  V y b  —  ž K (py ( f y  —  ь ) ,
где b =  rcb-Wmy fy а / С е $ ( У ) .  Если f — {fy}y (= rcb, to 
g K e  rcb0 и
16 Напомним, что предел b =  rcb- \ \my  f существует, если множество 
{ у  е  У : \\Ь — fy \\ >■ е}  конечно для любого е >  0
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llgÄ|1 =  iim /ceT(y, suP ^ K« / „ - &" =  0 
Следовательно, для каждого f ce rcb имеем
f  =  (p Ь +  J £ y (py(fy b).
Если теперь H  — непрерывный линейный функционал на rcb, 
то
И j =  H(pvb +  V  Игр,, (I,, — ft),
Hf =  H V i b +  2 :, h Ä f « - b ) ,  (23)
где hy =■ Неру. Из существования суммы справа аналогично как 
в теореме 9 следует выполнение условия (22). Пользуясь этим, 
преобразуем (23) следующим образом:
Я / =  Н(р b +  £ у hyfy— 2 J* hyb,
откуда, обозначая Игр,>■— 2  h ,b ;/ =>hb, вытекает соотношение (21).
Обратно, если линейный функционал И  представлен в виде 
(21) с выполнением условия (22 .̂ то •
Щ  <  ЦАЦ lim sup у \\fyW +  WhyW \\fy\\
< s u p  , | | / у||(||/г|| +  ^ ;  \\hy\\) =  M\\f\\,
т. е. Н  — непрерывный линейный функционал.
Теорема 11. Пусть U — преобразование типа т(У,В)->-  
-*-rcb(X,D) ,  псевдополе U** которого — J1 ВТК-пространство. 
Тогда каждый непрерывный линейный функционал F на поле  
rcb U можно представить в виде
Ff ■= Gf +  h (rcbAlmv Uxf) -f- Z x hxUxf ),
где G —  непрерывный линейный, функционал на U**, h и 
hx(x e  X)  — непрерывные линейные функционалы на D, при­
чем выполнено условие  (22 ).
Если, кроме того, U — сильное преобразование, то сущест­
вует представление
Ff =  J g . .  Gyfy +  h (rcb-lim* Uxf) +  ^ J x  hxUxf , (24)
где G:,(y e  У) — непрерывные линейные функционалы на В.
Если же U — сильное преобразование, а г — банахово  
пространство, то в (24) выполняется условие  (20).
Д о к а з а т е л ь с т в о  вытекает из теорем 8 , 9 и из леммы 4. 
Теорема 12. Пусть т(У,В)  — банахово пространство. Тогда 
сильное преобразование U типа т(У. В) -> rcb (X, D) являетзя 
кону левым тогда и только тогда, когда
1° lim а£_у h (U x(pab) =  0 для всех  ^ e l ,  b <= В и каж­
дого непрерывного линейного функционала h на D, (25) 
2° lim „ , _ у  h (rcb-\\mx Ux(pab) =  0 для всех Ь ^ В  и каждого
непрерывного линейного функционала h на D.
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь  условия (25) 
вытекает из следствия 3 и из факта, что отображение
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Ucp^b -> hUx<pab является непрерывным линейным функционалом 
на r cb( X, D) .  Необходимость условия 2° теоремы следует из 
следствия 3 и леммы 4.
Д о с т а т о ч н о с т ь .  Так как U является преобразованием 
типа т~>~о, то (см. [6], теорема 9 )
s u p *  И U x \\ <  о о .
Отсюда вытекает, что ряд 2 Х h.xi IK(pab равномерно сходится от­
носительно а (см. [11], гл. VII, теорема 11, 6 ), потому что
J ž x  sup а^ у \hxUxq)ab\ <  У^х sup у \\hx \\ || Ux\\(pab\\ <
^ \ \ b \ ]  sup.Y | | t ;x|| 2 J x l l M < o o .
Достаточность условий 1° и 2° нашей теоремы вытекает теперь 
из теоремы 11.4 из главы VII работы [10] и леммы 4.
§ 5. Совместность преобразований обобщенных 
последовательностей
1. Дадим следующее
Определение 8 . Преобразования U и V называются совмест­
ными , если для  каждой f е  о(Х,  D) Ц[У, ß ]  П q {Z, 0)У[У,  В) 
имеем lim* Uxf'—  Hmz Vzf.
В теории матричных преобразований последовательностей 
доказан ряд теорем о совместности матричных преобразований, 
сохраняющих сходимость (см. [14, 21, 7, 10]). Здесь переносим 
некоторые из таких теорем на преобразования обобщенных по­
следовательностей.
Теорема 13. Пусть U — корегулярное преобразование типа 
х(У, В ) о { Х ,  D ) , для которого oU  — обобщенное FK-npo- 
странство (или ЛВТК-пространет во ) , а V — сильное кону- 
левое преобразование типа х(У,  В ) reb (Z, А ) , причем oU а  
<^rcbV. Тогда не найдется совместного с V сильного преобра­
зования Т типа т(У, В) reb (W, А) поле гсЬТ которого явля­
ется бочечным ЛВТК-пространством ( соответственно конечно­
мерным Л  ВТ К-пространством), для  которого rcbT — oU и вы­
полнено условие  (25).
Д о к а з а т е л ь с т в о .  Если, с одной стороны, rcbT — oU, то 
по теореме 3 преобразование Т является корегулярным.
С другой стороны, так как преобразование Т должно быть 
совместным с V, то
limz Vz<pab =  limy/ Tw(pab
для каждого а ^ У  и Ь<=:В. Из теоремы 12 заключаем, что 
преобразование Т должно быть конулевым. Полученное проти­
воречие и доказывает теорему.
Теорема 14. Пусть х ( У , В ) — обобщенное F К-прост ранет во, 
причем x ^ r e b .  Пусть а ( Х у R)  — банахово пространство с нор­
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мой p( f )  ^  supx\\fx\\, ci g ( Z , R)  — банахово пространство с 
нормой q(g)  >  supz | |g j | .  Пусть, далее , U — преобразование  
типа г о, V — преобразование типа т -> д, псевдополя кото­
рых являются JJ ВТ К-прост ранствами, причем oU  cm qV. Пусть, 
наконец, f° oU, где f° — точка прикосновения множества rcb 
в поле oU , и выполнены условия
limx Uxa . b  =  limz Vz(pvb,
* (26) 
lim* Ux(pyb =  hm z 1 ^ 6  (г/ ge У)
при всех b ^  В. Тогда lim* Uxf° —  limz V^/0.
Д о к а з а т е л ь с т в о .  Так как Ux( x ^ X )  и ^ ( г  g  Z) — 
непрерывные линейные функционалы на т, то по лемме 1 
Ux(x ^  X) и У2(г G  Z) также являются непрерывными линей­
ными функционалами на rcb. Тогда линейные функционалы 
=  lim* Uxf и =  limz V2f, являются непрерывными на rcb, 
ибо
|271 < Slip*\U J \ < sup* ||t/J|||/|| =  M'llfll
|S"f| <  supz jV-/| <  supz II VMf W =  АП1Я1 
для всех f e  rcb. Поэтому по лемме 4 мы имеем 
lim* Uxf  =  h'(rcb-Y\my fy) +  h'yfv,
limz V2f =  h"(rcb-Umy fy)-\- v y h"yfy,
где
Л'6  =  lim*: Ux<Pyb - f  ^ J y lim*- Ux<pyb, h'yb =  lim* Ux<pyb ,
/i"6 =  limz Vz(Pyb +  ^ J y limz Vz(pvb, h"yb — limz Vz(pyb, 
откуда при помощи (26) вытекает, что
lim* U J  —  limz Vzf 
для каждого f е  rcb. Из неравенств
lim* \Uxf\ <  sup* IUxf\ ^  p( Uf ) ,
\ im z\VJ\  ^  supz \Vzf\ ^ q ( V f )
следует, что 2 ' и 2 " также являются непрерывными линейными 
функционалами на oU,  откуда
lim* Uxf° =  lim* ^ ( l i m *  f®) =  Ihn«? lim* Uxfw =
-= limBz limz =  limz Vy°,
где /° =  l i m ^ (fw ^ r c b ,  W  — направленное множество) в 
пространстве сг£/.
2. Как видно из определения 8 , понятие совместности пре­
образований U и V применимо только для таких преобразо­
ваний, при которых о(Х,  D)  c c ( I , D )  и g(Z,  D) a  c(Z,  D ) . Сле­
дующее понятие применимо для иного класса преобразований.
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Определение 9. Пусть o ( X, D)  и g ( Z , A)  — нормированные  
пространства соответственно с нормами р и q. Преобразования  
U и V называем совместными по норме, если для  каждой 
f <= oU[y, В}[) дУ[У, В] имеем p(Uf )  =  q ( Uf ) .
Теорема 14. Пусть т(У,В)  — банахово пространство. Пусть, 
далее , g(Z,  А)  и õ(W,  С) — банаховы пространства, в которых 
имеет место покоординатная сходимость. Пусть, наконец, U — 
корегулярное преобразование типа г - ^ о (X, D), для которого 
oU  — обобщенное FK -пространство (Л  ВТ К-прост ранство), V — 
сильное кону левое преобразование типа г -><?, причем oUr z oV.  
Тогда не найдется совместного с V по норме сильного преобра­
зования Т типа т->-д, поле которого õT ■— oU и является бочеч­
ным Л  ВТ К-прост ранет во м ( соответственно конечномерным 
Л  В Т К-прост ранет вом ).
Д о к а з а т е л ь с т в о  аналогично теореме 13 и вытекает из 
теоремы 3 и следствия 3.
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ÜLDISTATUD JADADE TEISENDUSTE y-VÄLJADEST
J. Lamp
Re s ü me e
Selles artiklis vaadeldakse üldistatud jadade / =  {/,; }y teisendusi üldista­
tud jadadeks (1), kus U x (x e  X  — suunatud hulk) on pidevad lineaarsed 
operaatorid mingist üldistatud jadade klassist х ( У , В )  (У — suunatud hulk, 
В — Banachi ruum) Banachi ruumi D.  Samuti eeldatakse, et Ux ( x ^ X )  oil 
pidevad lineaarsed operaatorid oma pseudoväljal (Definitsioon 2). Uuritakse 
seosega (1) antud teisenduste cr-väljaga (Deiinitsioon 3) seotud küsimusi.
ÜBER DIE ö-WIRKFELDER DER TRANSFORMATIONEN 
VERALLGEMEINTER FOLGEN
J. Lamp
Z u s a m m e n f a s s u n g
Im vorliegenden Artikel werden Transformationen der verallgemeinten 
Folgen /  in verallgemeinte Folgen (1) betrachtet, wo U x (x e  X —
gerichtete Menge) die linearen stetigen Operationen aus einer Klasse ver- 
allgememter Folgen т( У, В)  (У — gerichtete Menge, В — Banachscher 
Raum) in den Banachschen Raum D  darstellen. Man untersucht die mit der 
ff-Wirkfelder (Definition 3) der Transformationen in der Form ‘(1) gebundenen 
Fragen. Als Sonderfälle werden von dieser Arbeit die bekannten Theoremen 
von Mazur und Orlicz [14, 15], Wilansky [17], Zeller [19, 21], Jünm äe 
[7, 8, 13], Wlodarsky [20] u.a. gefolgert.
/
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Пусть ( Т, 2 Т, /г), ( U, v) и ( W , 2 W, Я) — пространства 
с положительной мерой. Через £  мы обозначаем одно из про­
странств Lp( Т, 2 Т, fi) (1 <  р <  оо) или С( Т) ,  а через ^  — одно 
из пространств L P(U, Ни, v) (1 <  р <  оо) или C( U) ,  причем в 
случае пространства С мы предполагаем, что Т (соответствен­
но U)  — нормальное топологическое пространство и мера а 
(соответственно v ) — борелевская мера. Кроме того мы пред­
полагаем, что W  — неограниченное множество в т-мерном 
евклидовом пространство R m, для которого Я (1У7) = о о .
Пусть на множестве W y ^ U y ^ T  определена Я Х ^ Х М '  
измеримая функция K ( w , u , t )  такая, чтобы преобразование
k ( w , u ) x  =  f  K( w,  и, t ) x ( t ) / i ( d t )  (1)
Г
существовало для Я-почти всех w  е  W,  v-почти всех и е [ /  и 
для всех х е Ж ,  причем k ( w , u ) x  как функция от и е  U для 
Я-почти всех ш е ! 7 принадлежало пространству
Определение 1. Мы говорим, что преобразование  (1) при­
надлежит классу  (ЗЕ, L) в слабой топологии пространства % 
если
f  \ f k ( w, u) x \ A( dw)  <  оо 
w
для всех х  е  36 и f е  %*.
Определение 2. Мы говорим, что преобразование  (1) при- 
надлежит классу  (ЭЕ, L) в сильной топологии пространства 
если для всех  х е !
/ \ \k{w, и ) х II X(dw)  <  ОО. 
w
Определение 3. Мы говорим, что преобразование  ( 1) при­
надлежит классу  (£, L) в точке «0 g  U, если для всех х ^ З с
f  \k(w,  u 0) x \ X ( d w )  <  oo.
Определение 4. Если T — ö,  то преобразование  (1) назы­
вается регулярным относительно пространства С (Т),  если для  
всех и ^ О  и х ^ С ( Т )
f  k (w,  u) xh( dw)  =  х(и)
W
в смысле регулярной сходимости в пространстве R rn.
В настоящей работе мы найдем необходимые и достаточные 
условия для того, чтобы преобразование ( 1) принадлежало 
классу (£, L) в слабой топологии пространства в сильной 
топологии пространства ^  или же в некоторой точке ^  U. 
Кроме того, мы дадим некоторые применения доказанных тео­
рем для изучения абсолютной и слабо безусловной суммируе­
мости биортогональных рядов, кратных ортогональных рядов и 
преобразований Фурье. ,
§ 1. Вспомогательные результаты
Для изложения результатов, нам понадобится следующее 
модифицированное утверждение Мехди (ср. теоремой 4. 1 
из [3]).
Лемма. Пусть f ( w)  является Л-измеримой функцией, которая 
для каждого 1-конечного 1 множества Q g ü ^  принадлежит про­
странству Li (Q,  2VH Q,A)- Д л я  того, чтобы сходился интеграл
I  \ f(w ) \ h( dw) ,
w
необходимо и достаточно выполнение следующего условия  
f f ( w ) Ä ( d w ) =  0 (1)
Q
равномерно относительно Х-конечных множеств Q е
Воспользуясь вышеуказанной леммой мы докажем следую­
щие утверждения.
Теорема 1. Пусть равномерно Л-измеримый функционал  
K( w)  для Л-почти всех w ^ W  принадлежит пространству £*, 
причем для каждого Я-конечного множества имеем что
K( w)  е  Lf (Q,  2 wf \  Q,A, 36*). Д л я  того, чтобы сходился интеграл
/  \ K{w) x \ h( dw)
W
для всех  j c e X ,  необходимо и достаточно выполнение следую ­
щего условия
1 Мы скажем, что множество S является ^-конечным, если #>(S)<C°°
105
•v . ■ \ \ f K( w) X( dw) \ \  = 0 ( 1)
равномерно относительно A-конечных множеств Q е  2V-
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь .  Обозначая 
через
TQ =  j  К ( w) X( dw ) , 
я
получаем в силу леммы, что
sup \TQx\ <  оо 
Q
для каждого х е :  £. Воспользуясь принципом равномерной огра- 
ниченнсоти, из последнего условия и выводим условие тео­
ремы 1.
Д о с т а т о ч н о с т ь  вытекает в силу леммы из неравенства 
f \ K( w) x \  X(dw)  <  2 sup I /  K( w) x X{ dw)  | <
W  Q Q
<  2sup  l| [ K{w)A(aw) \ \  | |4 |.
Q Q
В теореме 2 и всюду в § 3 через Г (3) обозначаем совокуп­
ность таких f ( w)  ge vS*, для A-почти всех ш g  V7 которых 
\\ f(w)  II =  1, а через ( W , ž w,A) — такие пространства положи­
тельной меры, для которых S w — совокупность всех подмно­
жеств множества IV.
Теорег.а 2 . Пусть для A-почти всех w е  W сепарабельнознач­
ный оператор K( w)  < = ß (£ ,  ^ ) ,  причем для каждого Х-конечногэ 
множества Q < = 2W имеем, что K{iv)  е  Li {Q, 2V П Q, X, ß ( £ ,  v5))- 
Дл я  того, чтобы для каждого x g X
/  \ \K(w)x\\  X(dw)  <  00 ,
VF
необходимо и достаточно, что для всех f е  /"(%')
II f  f (w)  К (w) X(dw)  II =  0 (1 )
я
равномерно относительно Х-конечных множеств Q е  2 V
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь  вытекает в 
силу теоремы 1 из неравенства
/  \\K{w*)x\\ X(dw)  f  \ f ( w) K( w) x \ A( dw) ,
w  w
ибо f ( w ) K ( w )  является A-измеримым (см. [1], стр. 165, тео­
рема 10).
Д о с т а т о ч н о с т ь .  По теореме Хана—Банаха для всех 
w ^ W ,  для которых K ( w ) x  найдутся f ( w)  ^  Г (%) такие, 
что f ( w ) K { w ) x  =  \ \K(w)x\\ .  Следовательно, в силу теоремы 1
/  \ \K(w)x\\  X(dw)  =  f \ f ( w ) K ( w ) x \ X ( d w )  ^
W w
2 sup II f  f  ( w) K( w) X( dw)  II ||*|| <  00 .
Q Q
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Теорема 3. Пусть равномерно A-измеримые операторы K{w)  
для A-почти всех w е  W принадлежат пространству 
причем для каждого A-конечного множества Q g 2 b ?  имеем, 
что K{w)  <= Li (Q,  I w f] Q,A, ). Д л я  того, чтобы
f  \ f K{ w) x \ A{ d w) <  oo (2)
w
для всех x (=dL и f  е  %*, необходимо и достаточно, что
II f  K(w)A{dw) \ \  =  0 ( 1)
Q
равномерно относительно A-конечных множеств Q е  2V-
Д о к а з а т е л ь с т в о .  В силу леммы условие (2) равно­
сильно следующему условию:
f f  K( w) x A( dw)  = 0 ( 1)
Q
для всех j c g X ,  f e  5̂* и равномерно относительно A-конечных 
множеств Q < = 2W. Так как слабая ограниченность на простран­
стве £  равносильна сильной ограниченности, то получаем, что
II /  K( w) xA{dw)  II =  0 (1 )
Q
для всех и равномерно относительно А-кокечных множеств
Q е  2 W. Из последнего условия в силу принципа равномерной 
ограниченности мы и получаем условие теоремы 3.
§ 2 . Преобразования класса (£, L)  в слабой топологии 
пространства ^
При помощи теоремы 3 мы можем доказать следующие 
утверждения.
Теорема 4. Пусть для всех A-конечных множеств Q
/  vraisup f  \K{w,  и, t) | v ( du) A( dw)  <  oo. (3)
Q t U
Е с л и 2 мера у, является о-конечной, то для того, чтобы преобра­
зование  (1) принадлежало классу (Lu L) в слабой топологии 
пространства L\ (U,  2 u , v ) , необходимо и достаточно выполнение  
одного из следующих условий:
Г  vraisup / |  f  K( w,  и, t )A{dw)  \ v (du)  = 0 ( 1) 
t и Q
равномерно относительно A-конечных множеств Q <=
2° vraisup /  I f  K(w,  и , t )v{du)  \ A(dw)  = 0 ( 1 )
t IV R
равномерно относительно множеств R  e  2 и-
2 Мы пользуемся обозначениями и определениями из работы [1]
Д о к а з а т е л ь с т в о .  Из условия (3 ) следует, что для всех 
х е  Li (Т, 2 т, р)  и A-конечных множеств Q e ü j ?
f f f  |К (а \  и , 0 ^ ( 0 1  v(du) h( dw) pi ( dt )  <  оо, (4)
Т  Q и
откуда при помощи теоремы Тонелли заключаем, что преобра­
зование ( 1) является непрерывным линейным оператором, от­
ображающим для A-почти всех ^  W пространство Li (T,  2 Т, р,) 
в пространство (U, 2  и, v ) . Кроме того, из условия (3) следует,, 
что оператор K( w) ,  определенный преобразованием ( 1), принад­
лежит пространству L\  (Q, 2 W f) Q, A, В ( Lu L i ) ) для каждого 
A-конечного множества Q e ^ .  По теореме 3 получаем теперь, 
что нормы операторов, определенные преобразованием
/  /  K ( w , u , t ) x ( t ) l ( d w ) n ( d t ) ,  (5)
Г Q
должны быть ограниченными равномерно относительно А-конеч- 
ных множеств Q е  2 W. Из условия (4) выводим, что норма опе­
ратора, определяемого преобразованием (5), равна левой сто­
роне условия 1° теоремы 4 (см. [1] стр. 536). Из условия (4) 
следует также, что условия 1° и 2° теоремы 2 равносильны.
Теорема 5. Пусть для всех Л-конечных множеств
1
J i f  I f  \ K(W, 0 | v(du)]4f j , (dt )}  9 X(dw)  <  oo (6)
Q T  U
и пусть мера у, является a-конечной. Д л я  того, чтобы преобра­
зование  (1) принадлежало классу (Lp, L) =  1; 1 <  р <  оо)
Р ч
в слабой топологии пространства L\ (U,  2 u , v ) , необходимо и до­
статочно выполнение следующего условия •
Л / / K ( w > и> t ) h ( dw) v ( du) \ 4p i ( d t ) =  0 ( 1)
Т  R  Q
равномерно относительно l -конечных множеств Q e 2 V и всех 
множеств R  е  2  и-
Д о к а з а т е л ь с т в о .  Из условия (6 ) следует, что для 
A-почти всех w (= W  и для всех х  е  Lp(Ty 2 Т, р)  имеем
/  I /  K ( w , и , t ) x ( t ) f i ( dt )  I v(du)  <  о о ,
и т
вследствие чего преобразование (1) для A-почти всех w е  W 
является непрерывным линейным оператором из пространства 
LP( T , 2 т, у )  в пространство Li (U,  2 u , v ) . Из условия (6 ) сле­
дует также, что оператор K{ w) ,  определенный преобразова­
нием ( 1), принадлежит пространству Li (Q,  2 W fl Q, А, В (Lp, Li ) ) 
для всех A-конечных множеств Q ^ 2 w .  Следовательно, опера­
тор, определяемый преобразованием
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f  K( w,  и, t)?i(dw) x =  f f  K(w,  u, t ) A( dw) x( t ) j i ( d t )
Q T  Q
для всех Я-конечных множеств Q е  2 W является непрерывным 
линейным оператором из пространства B ( L P, Li), норма кото­
рого равна левой стороне условий теоремы 5 (ср. [1], стр. 536). 
Теперь наше утверждение непосредственно вытекает из тео­
ремы 3.
Теорема 6 . Пусть мера является о-конечной и пусть для  
всех Я-конечных множеств Q е  Z w
j _
f  vraisup { /  IK( w,  и, t)\Pv(du )} p A ( d w ) c  oo. (7)
Q t U
Для  того, чтобы преобразование  ( 1) принадлежало классу  
( LuL)  в слабой топологии пространства L n(U, 2 u ,v )  (1 < .р < о о )  „ 
необходимо и достаточно выполнение следующего условия
vraisup / 1 f  K( w, u ,  t )h(dw) \Pv(du)  = 0 ( 1 )  
t и ' Q
равномерно относительно Х-конечных множеств Q <= 2 V  
Д о к а з а т е л ь с т в о .  Из условия (7) вытекает, что
/  /  /  \K(w,  и, t ) g ( u ) x ( t ) \ v ( d u ) X( d w)  p( dt )  <  о° (8 )
Т Q и
для всех х  ge L i ( Т, 2 Т, /л) и g  е  L q(U, Zu,  v) (~- 4- ~  =  1). Сле­
довательно, преобразование (1) для Я-почти всех w <= W явля­
ется непрерывным линейным оператором из пространства 
L\ ( T , ZT, p)  в пространство L p( U, Zu , v )  ( l ^ P ^ 00)- Из усло­
вия (7) следует также, что оператор K( w) ,  определенный пре­
образованием (1),  принадлежит для каждого Я-конечного мно­
жества Q е  Z w пространству Li(Q,  Z w f) В (Lu Lp) ) • Так как 
норма оператора, определенного преобразованием
/  f  K ( w , и, t ) k ( d w) x ( t ) p ( d t )  .
Т Q
в силу [1] (см. стр. 559) равна левой стороне условий теоремы 6» 
то из теоремы 3 и вытекает утверждение теоремы 6 .
Теорема 7. Пусть Т — нормальное топологическое простран­
ство, у, е  rba(T)  и
f  J  J  \K{w,  и, t ) \ v ( d u ) р  ( dt ) h(dw)  <  оо (9)
Q т и
для всех Л-конечных Q (= Z w. Д л я  того, чтобы преобразова­
ние (1) принадлежало классу  (С, L) в слабой топологии про­
странства Ly ( U, 2u , v ) ,  необходимо и достаточно выполнение  
одного из следующих условий:
1° / |  f f  К  (w, и, t ) f i ( d t ) v ( d u ) \ X( d w) —  0 ( 1)
w  n s
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равномерно относительно множеств R  е  Z u  и борелевских мно­
жеств S  а  Т\
2° /  I /  /  0 ^ ( ^ 0 Я(^до).| i>(dw) = 0 ( 1)
и Q 's
равномерно относительно Я-конечных множеств Q е  Zw и бо­
релевских множеств S  а  Т\
3° f \ f f K ( w , u , t ) v ( d u ) Ä ( d w ) \ p i { d t ) * =  0 ( 1 )
Т  Q R
равномерно относительно Я-конечных множеств Q е  Zw и мно­
жество R <= Zu-
Д о к а з а т е л ь с т в о .  Из условия (9) следует, что преоб­
разование ( 1) является для Я-почти всех w <e e W  линейным 
непрерывным оператором, отображающим пространство С(Т)  
в пространство Li (U,  Z u ,v ) , причем оператор K( w) ,  опре­
деленный преобразованием ( 1), принадлежит пространству 
Li (Q,  Zw  П Q,A, В (С, Ly) ) для всех A-конечных множеств Q ^ Z W. 
Так как норма оператора
f  K( w) A( dw)  e ß ( C , L i )
Q
равна (см. (11, стр. 536) верхней грани по R ^ Z u  левой части 
условия 3°. то из теоремы 3 получаем теорему 7, так как в силу 
условия (9) условия 1°—3° теоремы 7 равносильны.
Теорема 8 . Ппсть мера (л является о-конечной, U — би­
компактное хаусдорфово пространство, v е  rca (U ) , для Я-почти 
всех w е= W  функционал
f  K( w,  и, t ) x( t )  fj,(dt) 
т
непрерывен по и е  U для всех х  е  Li(T,  Z T, ß)  и
f  sup vraisup \K{w,  и , /) | Ä(dw)  <  оо ( 10)
Q u  t
для всех h-конечных множеств Q е  Zw- Д л я  того, чтобы преоб­
разование  (1) принадлежало классу (Li. L) в слабой тополо­
гии пространства C( U) ,  необходимо и достаточно выполнение 
следующего условия
sup vraisup f  IK( w,  и , t ) \ h ( dw)  <  oo.
и t w
Д о к а з а т е л ь с т в о .  Из условия (10) заключаем, что пре­
образование (1) является для Я-почти всех ш е  1F непрерыв­
ным линейным оператором, отображающим пространство 
Li(T,  Z t, ß)  в пространство C( U) ,  причем оператор K( w) ,  опре­
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деленный преобразованием ( 1), принадлежит пространству 
L i(Q ,2 w П Q, Я, В (Li, С ) ) для каждого Я-конечного множества 
Q (= iV . Так как
II/ K( w) A( dw)  И =  sup vraisup /  \K{w,  и , ^)| X(dw)
Q и  t Q
(см. [1], стр. 528), то из теоремы 3 и получаем утверждение тео­
ремы 8 .
Точно также доказывается и следующее утверждение.
Теорема 9. Пусть U и Т — бикомпактные хаусдорфовы  
пространства, р  е  rca( T) , v е  r c a ( U) , функционал
/  K( w,  u , t ) x ( t ) f i ( d t )  
т
непрерывен по и Е£ U для A-почти всех w е  W и всех х е  С(Т)  и 
/  sup /  |K( w,  и, /)! u( dt ) A( dw)  <  оо
Q и  Т
для всех l -конечных множеств Q е  Д л я  того, чтобы пре­
образование (1) принадлежало классу (С, L) в слабой тополо­
гии пространства С (JJ), необходимо и достаточно выполнение  
одного из следующих условий:
Г  sup /  I /  K{w,  и, t )A(dw)  \ p( dt )  = 0 ( 1)
и  Т Q I
равномерно относительно Л-конечных множеств Q e ü ff;
2° sup J* I f  K { w , u , t ) f i ( d t ) \ Ä ( d w ) =  0 (1 )
и W  S
равномерно относительно борелевских множеств S  cz Т.
§ 3. Преобразования класса (£, L)  в сильной 
топологии пространства ^
При помощи теоремы 2 мы докажем следующие утвержде­
ния.
Теорема 10. Пусть для всех ?ь-кснечных множеств Q е  
/  { /  vraisup \K(w,  и, t ) \Pv(du)}rX(dw)  < о о  ( г > 1 )  (11)
Q и  t
и пусть мера р является о-конечной.
Д л я  того, чтобы преобразование  ( 1) принадлежало классу  
( Lu L)  в сильной топологии пространства LP(U, 2 и, v) (1 < Р <  
<^оо), необходимо и достаточно выполнение следующего усло­
вия
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vraisup w, u, t ) \Pv(du) J p A(dw)  <  oo.
t  w  и
Д о к а з а т е л ь с т в о .  Из условия (11) следует, что опера­
тор K{w) ,  определенный преобразованием (1), для Я-почти всех 
w е  W принадлежит пространству B ( L i , L p). Из условия (11) 
следует далее, что для всех Я-конечных множеств 
K{w)  е  L i ( Q , 2 w П Q,A, B ( L U Lp) ). Следовательно, применима 
теорема 2. Найдем норму функционала /  f ( w ) K ( w ) X ( d w ) . Для
Q
этого заметим, что в силу условия ( 11)
/  I x (t) J f ( w > u ) K( w,  и, t ) v ( du) ( i ( d t ) X( dw)  =
Q т и
— f f  f f ( w , u ) K ( w ,  и , t ) Ä{dw) v ( du) x ( t )  f i (dt)
T U  Q
для всех f ( w , u ) ,  определяющих / e  Г (Lp) , и, следовательно,
/  f ( w ) K ( w ) h ( d w ) x  =  
я
— f f  f f ( w >u ) K ( w ’ u , t )X( dw) v{du)x( t ) f j i ( dt ) .
T  и  Q
Учитывая выражение нормы функционала, определенного на 
L i ( T , 2 T,i i),  получаем следующее условие
vraisup /  I /  f ( w , u) K{w,  и , t )v{du) \  X(dw)  <  оо.
t W  и
Но по условию (11) заключаем, что для w-почти каждого 
/ е Г  и Я-почти каждого w е  W  функция K( w,  и, /) е  
е  Lp( U , 2 u , v ) , следовательно, имеем, что
i
/  [ /  |/((ш, a, f ) |pv (**«)] г)Я(с(ш/) = 0 ( 1)
W I/
//-почти всюду на Г, что и требовалось доказать.
Точно так же и доказывается следующее утверждение.
Теорема 11. Пусть для  всех h-конечных множеств Q е  Zw 
f  {vraisup /  jK( w,  и, /)) v(du)  }rl ( d w )  <  oo (r >> 1).
Q t U
Д л я  того, чтобы преобразование  ( 1) принадлежало классу 
(Li ,L)  в сильной топологии пространства L l (U, S u , v ) , необхо­
димо и достаточно выполнение следующего условия
vraisup /  f \ K ( w ,  и, t ) \ v(du)?i {dw)  <i оо.
t w  и
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Теорема 12. Пусть Т — бикомпактное хаусдорфово прост­
ранство, [г <= гса(Т)  и пусть для всех A-конечных множеств 
Q е  2V  выполнено условие
f { f f \ K ( w , u J ) \ t i ( d t ) v ( d u ) } rX { d w ) < o o  (г >  1). (12)
Q U  Т
Д ля  того, чтобы преобразование  ( 1) принадлежало классу  
( C , L )  в сильной топологии пространства L1(U, 2 u , v ) , необхо­
димо и достаточно выполнение следующего условия
/  /  I /  K{w,  и, t)/j,(dt)\ v {du)h{dw)  =  0 ( 1)
W  и s
равномерно относительно борелевских множеств S  а  Т.
Д о к а з а т е л ь с т в о .  Из условия (12) вытекает, что опе­
ратор K( w) ,  определенный преобразованием (1), для Я-почти 
всех w е  W,  принадлежит пространству В(С,  Lt), так как в 
силу теоремы 1 из [1] (стр. 536)
||/С(ш) II ^  /  f \ K ( w ,  и, t ) \ n ( d t ) v{du)
и т
для Я-почти всех w е  W.  С другой стороны, из условия (12) вы­
текает, что функционал
/  /  f (w,  u ) K ( w , и, t ) v { du ) x ( t ) n ( d t )  
т и
принадлежит пространству Li (Q, 2V П С*) для всех Я-ко- 
нечных множеств Q e 2 V и для всех функций f ( w , u ) ,  опреде­
ляющих f ( w)  ^ r ( L i ) .  По теореме 2 имеем, что
sup I f  f  f  f ( w , u ) K { w ,  и , t ) v ( du) X( dw) x ( t ) f i ( d t )  | =  0 ( 1)
||x||<l T Q U
равномерно относительно Я-конечных множеств Q е  2 W. Учи­
тывая выражения нормы функционалов, определенных на С(Т) ,  
получаем, что
u) K( w,  и, t ) v{du) X{dw) \ i i ( d t )  =  О ( 1)
Т  Q U
равномерно относительно Я-конечных множеств Q е  2 ^ .
Так как последнее условие равносильно следующему усло­
вию
f \ f f ( w , ") f  K { w , u , t ) ß ( d t ) v { d u ) \ A { d w ) =  0 ( 1 )  (13)
w  и s
равномерно относительно борелевских множеств S  cz Т, то, учи­
тывая, что в силу условия ( 12)
f  K( w,  и , t )jx(dt)  <= Li (U,  2 и, v),
для Я-почти всех w е  W  и всех борелевских множеств S  cz Т,
мы получаем, что условие (13) равносильно условию из тео­
ремы 12.
8 Труды по математике и механике VIII ] J 3
Теорема 13. Пусть мера ^  является о-конечной, U — би­
компактное хаусдорфово пространство, функционал
f  K( w,  и, t ) x( t ) / i (dt )  
т ,t
для A-почти всех w е  W и всех непрерывен по и е  U,
для всех Я-конечных множеств Q е  I w
/  vraisup \K(w,  и, t) \ГЯ (dw)  <  оо ( г > 1 ) .  (14)
Q t, и
Д л я  того, чтобы преобразование  (1) принадлежало классу 
(Li, L) в сильной топологии пространства C(U) ,  необходимо 
и достаточно выполнение следуюшего условия
vraisup /  sup \K(w,  и, t) | X(dw)  <  оо.
t W  и
Д о к а з а т е л ь с т в о .  Из условия (14) вытекает, что опе­
ратор K( w) ,  определенный преобразованием (1), для Я-почти 
всех w е  W,  принадлежит пространству B ( L U C ), причем 
K(w)  е  Li (Q,  I w П Q,A, В (Li, С ) ). Так как теперь применима 
теорема 2 , то из последнего выводим необходимость и достаточ­
ность условия
vraisup /  I /  /С ( w, и , t ) v(w,  du)  j Ä(dw)  <c oo,
t w  и
^ля всех v( w)  ^ r c a ( U ) ,  определяющих f ( w ) ^ r ( C ) .  Но так 
как для //-почти всех ^ е Г  и Я-почти всех w е  W  функция 
K( w,  и, t) е  С ( U) , то последнее условие равносильно условию 
из теоремы 13.
Теорема 14. Пусть Т и U — бикомпактные хаусдорфоеы 
пространства, ^<=гса( Т) ,  функционал
/ K( w,  и, t ) x( t ) t i (dt )
т
для ?ь-почти всех w ^ W  и всех х ^ С ( Т )  непрерывен по u ^ U  
и для всех Я-конечных множеств Q <= 2V
/  { /  jK( w,  и, t ) \ p ( d t ) } ^ ( d w )  с  оо (г >  1).
Q Т
Д л я  того, чтобы преобразование  ( 1) принадлежало классу  
(С, L) в сильной топологии пространства C(U) ,  необходимо и 
достаточно выполнение следующего условия
/  sup j J  К (w, и , t ) p i ( d t ) \ X ( d w) =  0 ( 1)
W  и  S
равномерно относительно борелевских множеств S  cz Т.
Д о к а з а т е л ь с т в о .  Из предположений теоремы 14 выте­
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кает, что применима теорема 2 , в силу которой получаем необ­
ходимость и достаточность условия
/ |  /  f  K( w,  и , t ) y ( d t ) v ( w,  du) \ X( dw)  = 0 ( 1 )  (15)
w  и s
для всех v ( w ) ^ r c a ( U ) ,  определяющих f ( w ) < = r ( C ) ,  причем 
равномерно относительно Есех борелевских множеств S  <~ Т. 
Но так как
f  K(w,  и, t)ii (dt)
s
для Я-почти всех w ^ W  непрерывен по и. то условие (15) рав­
носильно условию из теоремы 14.
§ 4. Преобразования класса (Ж. L)  в некоторой точке
При помощи теоремы 1 мы можем доказать следующие 
утверждения.
Теорема 15. Пусть Т — бикомпактное хау.сдорфово прост­
ранство, fi е  гса(Т)  и для всех Я-конечных множеств Q е  2V
/  /  \K(w,  м0, 01 ( i (dt )X(dw)  <  °°. (16)
Q т
Дл я  того, чтобы преобразование  ( 1) принадлежало классу  
(С, L) или (Loo, L) в точке и0 е  U, необходимо и достаточно 
выполнение одного из следующих условий
1° S \ f K ( w , u QJ ) l ( d w) \ f i ( d t )  = 0 ( 1)
Т Q
равномерно относительно Х-конечных множеств Q е  I«?;
2° f \ f K ( w , u < , , t ) v ( d t ) \ l ( d w )  = 0 ( 1)
w  s
равномерно относительно борелевских множеств S  cz Т.
Д о к а з а т е л ь с т в о .  Из условия (16) следует, что выпол­
нены предположения теоремы 1, из которого непосредственно 
получаем условие 1° теоремы 15. Так как в силу условия (16) 
условия 1° и 2° теоремы 15 равносильны, то тем самым тео­
рема 15 полностью доказана.
Теорема 16. Пусть мера д является о-конечной и пусть для  
всех Х-конечных множеств Q е  2V
/■vraisup \K(w,  Uo, t ) \X(dw)  <  oo. (17)
Q t
Д л я  того, чтобы преобразование ( 1) принадлежало классу  
(Lu L) в точке U o ^ U ,  необходимо и достаточно выполнение  
следующего условия
v ra isu p / \K(w,  uo, t ) \X(dw)  <  о о.  
t i v
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Д о к а з а т е л ь с т в о .  Из условия (17) получаем, что при­
менима теорема 1, в силу которого получаем необходимость и 
достаточность условия
vraisup sup j [ K( w,  u0, t )X(dw)  I <  oo,
t Q Q
которое в силу леммы равносильно условию из теоремы 16. 
Теорема 17. Пусть для всех Я-конечных множеств Q e 2 i p
1
/  { j \ K { w ,  и0, t)\4(i(dt)} 9 A(dw)  <  °o ( I < < 7 < 00). (18)
Q T
Д л я  того, чтобы преобразование (1) принадлежало классу 
(LP, L) в точке и0 е  U ( у  +  “  — 1), необходимо и достаточно 
выполнение следующего условия
/ | /  K( w,  uo, t)A(dw)\4fi i(dt)  = 0 ( 1)
Т  Q
равномерно относительно Я-конечных множеств Q е  ž w.
Д о к а з а т е л ь с т в о .  Из условия (18) следует, что приме­
нима теорема 1, из которой и получаем условие теоремы 17.
Исследуем теперь регулярность преобразования (1) относи­
тельно пространства С(Т) .
Для этого нам понадобится следующее утверждение.
Теорема 18. Пусть Т U — бикомпактное хаусдорфово 
пространство, f i a r c a ( T ) ,  v ^ r c a ( U )  и для  v -почти всех 
и е= U и Я-почти всех w е  W функция S ( w,  и, t ) е  L \ ( T , 2 T, ц).
Если существует в смысле регулярней сходимости в про­
странстве R m предел
lim f  S  (w, и, t ) x ( t ) j i ( dt )  =  s ( u ) x  (19)
W-*oo т
для всех х ^  Loo(T, 2 Т, fi) и v -почти всех u ^ U ,  то найдется 
х0 а С ( Т )  и борелевское множество т а  Т такое, что р,(т) =
=  а >  0 и для всех u0 ee т
lim f S ( w ,  Uo, t ) xo( t )u(dt )  Ф  x0(u0)
W—>-oo T
в смысле регулярной сходимости в R m.
Д о к а з а т е л ь с т в о .  Пусть {**>(/)} — ограниченная в сово 
купности ортонормированная система, состоящая из непрерыв-* 
ных функций. Д ля  такой системы найдется борелевское множе­
ство т а Т  так, чтобы / г ( т ) = а > 0  и lim x k(t0) ф  0 для всех
k
to е  г. Если предел (19) существует для всех х  е  Loo (Г, 2V, /и,) и 
у-почти всех и a  U в смысле регулярной сходимости в простран­
стве R m, то в силу слабой полноты L i ( T , 2 T,pi) найдется функция 
S( u ,  t),  которая для v-почти всех и е  U принадлежит простран­
ству Lj (Т. 2 т, ц ) , причем v-почти всюду на U
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/  S(u, t ) x( t ) j j , ( dt )  — s ( u ) x
T
(20)
для всех x ^  LooiT, I T, pi). Если в равенстве (20) вместо x( t )  
подставить x k(t) и предположить, что для всех х ^ С ( Т )  имеем 
s ( u ) x  =  x(u)  r -почти всюду на Т, то из равенства 
Xh(uo) =  f  S ( u 0, t ) x k ( t ) f i (dt )
т
получаем противоречие, так как левая сторона равенства не 
стремится к нулю на множестве т с= Т, а правая сторона стре­
мится к нулю, ибо она — коэффициент Фурье от интегрируе­
мой функций. Как следствие из теоремы 18 получаем такие 
утверждения.
Теорема 19. Если Т — U — бикомпактное хаусдорфово про­
странство, V е  г са( Т ) , р<=гса(Т) ,  выполнено условие  (16) для  
всех U o ^ U  и преобразование  (1) принадлежит классу (С, L) 
во всех точках u0^ U ,  то преобразование  ( 1) является нерегу­
лярным относительно пространства С(Т) .
Д о к а з а т е л ь с т в о .  Если преобразование (1) принадле­
жит классу (С, L)  во всех точках u0^ U ,  то в силу теоремы 15 
оно принадлежит и классу (Loo, L)  во всех точках и0 е  U. 
В силу условия (16) имеем тогда, что для всех х  ^  Loo(T, 1 Ту и) 
и всех Uq ее U существует предел (19), где
W
S ( w , и , t) =  / K ( w , «, t )A(dw)
а
и a ^ R m, w е  R m. Из теоремы 18 и получаем наше утверж­
дение.
Аналогично доказываются и следующие утверждения
Теорема 20 . Если выполнены предположения теоремы 9Г 
где Т — U и преобразование  (1) принадлежит классу  (С, L) 
в слабой топологии пространства С(Т) ,  то оно нерегулярно  
относительно пространства С(Т) .
Теорема 21 . Если Т — U — бикомпактное хаусдорфово про­
странство, v ^ r c a ( T ) ,  p ^ r c a ( T ) ,  K( w,  и, t) — K( w, t ,  и ) , вы­
полнено условие  (3) и преобразование  ( 1) принадлежит классу  
(L , L ) в слабой топологии пространства Li (U,  2 u , v ) , то оно 
нерегулярное преобразование относительно пространства С(Т) .
§ 5. Некоторые приложения
1. Пусть Т =  U «= [а, Ь] cz R u меры v  и р, — суть меры Л е­
бега, W =  N  =  {п) (множество натуральных чисел), Я(п)  =  1,
A = ( a nk) — треугольная матрица, {q)k, ipk) биортонормаль- 
ная система (см. пределение из [2]) и
K { w , U , t )  =  JŠJ (Znk(pk(u)'lpk(t) .
k—0
Если теперь преобразование ( 1) принадлежит классу (С, L ) 
в точке и0 е  U, то это означает, что биортонормальные разло- • 
жения по системе {ср^гр^ непрерывных функций являются в
точке и0 ^ [ а , Ь]  абсолютно суммируемыми методом A —  (a,nk).
В случае тригонометрической системы мы получаем из тео­
рем 4,9 и 15 следующее утверждение.
Теорема 22 . Следующие утверждения равносильны:
1° Треугольный метод А —  (аПк) суммирует абсолютно все 
ряды Фурье от непрерывных 2я-периодических функций всюду 
на отрезке [— я, я];
2° Треугольный метод А ~  (ank) суммирует слабо безуслов­
но все ряды Фурье от непрерывных 2л-периодических функций 
в метрике пространства С[—я, я]\
3° Треугольный метод А — (ank) суммирует безусловно все 
ряды Фурье от 2я-периодических L -интегрируемых функций 
в метрике пространства Li[—я, я].
2 . Пусть Т U ~ [ а ,  Ь; а, Ь] — квадрат в R 2, W ~ { ( m , n ):
: га, п е  A/}, v и у  — меры Лебеча в R 2, Л(пг,п)  •— 1 и
т.п  _
К  ( ^ ,  U, t )  =  ^ 7  (Zmnkltpkl ( ^ 1 , U2) (phi ( / i ,  t 2) ,
/t,i =  0
где A =  (amnk') — треугольная матрица.
В этом случае, например, из теоремы 15 получаем следую­
щее утверждение
Теорема 23. Д л я  того, чтобы двойные ряды Фурье по огра­
ниченной системе {(pk) от непрерывных функций были в точке 
(и01, и°2) абсолютно суммируемыми треугольным методом
A — (a,nr.k), необходимо и достаточно выполнение одного из 
следующих условий:
Ъ Ь m , n I___
,С / Л  JŽJ ^  m̂nhKPhl{U°i,U02)(phi(tut2)\dtidt2=  0(\)
a a nt .n^Q k,l= О
равномерно относительно конечных множеств Q пар натураль­
ных чисел;
Ж , 71 ___
2° -XI И  a mnk,<pk,(u ° 1, и°2) f fq>ki ( t , ,  h ) d № i \  =  0(1)
т,п k,l—0 s
равномерно относительно измеримых по Лебегу множеств S  из 
квадрата [а, Ь\ а, 61.
3. Пусть Т — U =  (a, b), W — (0, оо) с= Ri, меры у, v  и Л —
суть меры Лебега, метод А *= a ( w, z )  треуголен и 
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K(  w, и, t ) = f a (  w, г) (p(u, х) (p(t, r)dx,  
о
где ф(и,  х) — ортогональное ядро (см. определение из [2]).
При помощи теоремы 16 можно доказать следующие утверж­
дения.
Теорема 24. Пусть для всех х ^  V(а,  b ) (пространство функ­
ций с ограниченным изменением на (а ,Ь )) и для  некоторой 
с е  (а, Ь)
оо t  1C__ __
w, х)(р(и0, х)ф(г], x)dx di'} Iй I dw  <; oo,
О с 0
то для того, чтобы разложения всех функций с ограниченным  
изменением по ортогональному ядру <р(г],т) были в точке и0
абсолютно суммируемыми методом А ■= a ( w , x ) , необходимо и 
достаточно, чтобы
ОО 10_ t
vraisup /  j J  a(w,  т)ф(ио, x) f  cp(r], x)drjdx\  dw  •< oo. (21 )
t o o  C
В случае преобразования Фурье получаем следующее 
утверждение.
Теорема 25. Если треугольный метод A = a ( w ,  77) сохраняет 
ограниченность и сверх того удовлетворяет условию
0 <  a\w Lr))_ 1 (22)
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для всех w е  (0 , оо) при возрастании т], тогда преобразование  
Фурье функции с ограниченным изменением на (0, оо) является
абсолютно суммируемым всюду методом A =  a(w, r]) .
Д о к а з а т е л ь с т в о .  Из теоремы 24 вытекает необходи­
мость и достаточность условия
Г I Г -  sin rjt
raisup J j J a ( w t rj )— ^ — diqv
t 0 0
dw  <C 00.
Покажем, что при выполнении условия (22)




/ a( w,  rj) Sin r]t-dri =  ( /  - f  /  +  . . .  )а(а>, ?7) - ~ - У —drj —
Il ’ I ft тт *
19
=  f  sin , /  [  -  - L - 1 — L L  ] dn  +  . . .  ^  о.
n я,+ - T
ибо sin 77/ > 0 , если г] ^  {0 , у ) .  
Следовательно,
л ги 
/ | /  о о
. sin 77/
« (ш.», г ; ) ---------я /7
V
dw =  J  а(п, 77) ^ - ^ —dr],
i  v
где а{п,  г]) <= J  a( w,  f])dw,  что доказывает наше утверждение.
V
Отметим наконец, что этими примерами конечно не исчер­
паны возможности применения доказанных в настоящей работе 
теорем. Мы привели эти примеры только потому, что они не 
посредственно вытекают из вышеуказанных теорем.
Литература
1 Д а н ф о р д  H., Ш в а р ц  Д  ж., Линейные операторы. Общая теория 
Москва, 1961.
2. К а ч м а ж  С., Ш т е й н г а у з  Г., Теория ортогональных рядов, Москва.
1958.
3. M e h d i ,  М. R., Linear transformation between the Banach spaces Lp
and Ip with applications to absolute summability. London, 1959.
Поступило
12 VII 1967
ÜHEST INTEGRAALTEISENDUSE KLASSIST 
H. Törnpu
R e s ü me e
Käesolevas töõs leitakse tarvilikud ja piisavad tingimused selleks, et 
koonduksid integraalid
/ I I  /  K ( w , u ,  t ) x ( t ) n ( d t ) \ \ k ( d w ) ,
w  T
f \ f f  K ( w ,  u, t ) x ( t ) n ( d t ) \ X ( d w )  
w  T
Ja
j \ J K ( w , u 0, t ) x ( t ) n ( d t ) \ X ( d w )
XV ' T
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iga x < = L p ( T , 2 T<fi )  (1 ^  p  ^  oo) või x e C ( T )  ja iga | e i * p, ( l / , ^ , v )
(1 ^  P' <C °°) või f ^ C * ( U )  korral.
Saadud tulemusi rakendatakse Fourier’ ridade absoluutse ja nõrga tingi' 
musteta summeeruvuse uurimiseks.
ÜBER INTEGRALTRANS FORMATI ONEN  
H. Türnpti
Z u s a m m e n f a s s u n g
In der vorliegenden Arbeit werden die notwendigen und hinreichenden 
Bedingungen für Konvergenz folgender Integralen
f \ \ f K ( w t u , t ) x ( t ) n ( d t ) \ \ l ( d w ) ,
w  T
f  \f J  K ( w , u , t ) x ( t ) n ( d . t ) \ h ( d w )
W  T
und
u0, t ) x ( t ) p ( d t )  I l ( d w )
W  T
für jede x  e  L p (T,  2 T, p )  (1 ^  p  ^  oo) (bzw. х е С ( Г ) )  und für jede 
} e  L*o, (U,  2 и , v) (1 sg; p'  <  oo) (bzw. x e C ( U ) )  gefunden.
Diese Bedingungen werden zur Untersuchung der absoluten und schwachen 
unbedingten Konvergenz der Fourierreihen angewendet.
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О НЕЗАВИСИМ ОСТИ Т А УБ Е Р О В Ы Х  УС Л О В И И  
ОТ ПОРЯДКА СУМ М ИРУЕМ ОСТИ
Г. Кангро
Кафедра математического анализа
Пусть А =  (апк) — нижняя треугольная матрица (т. е. ank =  О 
при k y > n ) .  Для данного числового ряда
2  ип ( 1)
определим величины А ап (а — натуральное число) индуктивно 
соотношениями
A n  =  ^ a „ kA t '  ,4 " =  i > v  ( п  =  0 , 1, . . . ) .
к—0 х—-О
Ряд (1) будем называть A -суммируемым порядка а (или А°- 
суммируемым) к сумме S, если
lim Ап =  S.
П
Если, кроме того, 2 \Л А ап\<^ос, то ряд (1) будем называть 
\Аа\-суммируемым к S.
В ряде статей К- М. Слепенчук [5— 12] и X. X. Меликов [3] 
доказали несколько тауберовых теорем (в случае обыкновен­
ной. и абсолютной суммируемостей) для некоторых конкретных 
методов суммирования простых и двойных последовательно­
стей. В этих теоремах из Ла-суммируемости (^^-сум м ируем о­
сти) ряда ( 1) заключается сходимость (абсолютная сходи- 
' мость) ряда ( 1) к той же сумме при выполнении некоторого 
точного (т. е. необходимого и достаточного) тауберова усло­
вия, не зависящего от порядка суммирования а. В настоящей 
заметке показывается, что в тауберовых теоремах указанного 
типа независимость тауберовых условий от порядка суммиро­
вания является весьма общим свойством метода А, зависящим 
лишь от линейности и регулярности метода А. Для этого вво­
дится общее понятие метода суммирования как произвольного 
линейного оператора, действующего в произвольном векторном 
пространстве.
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В § 1 излагается общее понятие метода суммирования и 
доказывается основная тауберова теорема. Соответствующее 
тауберово условие тривиально в случае а ~  1; его значение 
состоит в том, что оно независимо от порядка а. Само таубе­
рово условие изучается подробнее для матричных методов сум­
мирования. В § 2 рассматривается случай суммирования про­
стых последовательностей, а в § 3 — случай двойных последо- 
:ательностей.
§ 1. Основная тауберова теорема
Пусть X — данное векторное пространство и L — его под­
пространство, на котором определен некоторый линейный опе­
ратор s со значениями в некотором векторном пространстве К, 
т. е. s : L ->■ К.
Каждый линейный оператор Л, действующий из некоторого 
подпространства DA а  X  в пространство X , будем называть 
методом суммирования. Элемент x ^ D A будем называть А-сум- 
мируемым к сумме S  относительно L, если А х  е  L и 5  =  s(/1a:). 
При этом Л-сумму элемента х  условимся обозначать через Ах , 
т. е.
Äx —  s(/4x) .
Здесь Л является линейным оператором, отображающим поле 
суммируемости метода А (т. е. множество всех Л-суммируемых 
элементов) в пространство А. Метод А будем называть L -регу­
лярным ,, если A( L)  cz L и Äx  =  sx  при всех J f e L
Пусть Е  — единичный оператор пространства X,  т. е. Е х - = х  
при всех х ^ Х .  Тогда L -суммируемость относительно L эле­
мента х  означает; что J t e L ,  причем E x = -sx .  Тем самым метод 
Е является L-регулярным. Поле метода Е  совпадает с L.
Элемент х  будем называть A -суммируемым порядка  
а ( а  =  0, 1, . . . ) ,  если х  суммируем оператором А а ( А0 — Е , 
Л1 =  Л ). При регулярном методе А поле суммируемости ме­
тода А а не может убывать при возрастании порядка а
Для Ла-суммируемости справедлива следующая основная 
тауберова теорема.
Теорема 1. При L -регулярном операторе А из А а-суммируе- 
мости относительно L элемента х следует Е-суммируемость 
элемента х г. той же сумме точно тогда, когда х является 
(Е — А)-суммируемым к нулю  относительно L.
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь .  Пусть х  яв­
ляется L -суммируемым к 5, т. е. x g L  и s x  — S. Ввиду L-регу­
лярности метода Л, элемент х  является Л-суммируемым к 5, 
т. е. Лх G  L и Лх =  5. Так как L — векторное пространство, то 
(Е — А ) х  =  х  — Л х е  L,
причем ,
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E — Ä x = s ( E  — A ) x  — s (x  — Ax)  ■= s* — $(Лл:) =  5  —  Ä x  — 0. 
Д о с т а т о ч н о с т ь .  Пусть элемент x  является /^ -су м м и ­
руемым к 5, т. е. A ax ^ L ,  A ax =  S. Образуем операторы
СР =  ЛР — А ^  (/3 =  0,1, . . . ) .  (1)
Так как Л р является L-регулярным вместе с А, то из 
Е  — Ä x  =  0 вытекает
G$x =  А&(Е — А ) х  е  L
и 1
( Г р Х ' = А е ( Ё — А ) х  =  № ( Е - - А ) х = =  0 ( / 3 = 0 , 1 ,  . . . ) .
При ß =  a — 1 из (1) получаем
=  G a - u
откуда следует Ла_1-суммируемость относительно L элемента х, 
причем
А а~*х =  5(Ла_1л:) =  5(Лал:) -f- s(G a-i*) =  Лал: -J- Ga-i* =  5.
Аналогично, при ß —  a — 2 из (1) заключаем Ла-2-суммируе- 
мость относительно L элемента х, причем
А а~2х =  S.
Продолжая этот процесс а раз, мы при /3 — 0 из (1) заклю­
чаем о Ь'-суммируемости относительно L элемента х , причем
E x — S.
§ 2. Применение основной теоремы к матричным методам 
суммирования простых последовательностей
Пусть X  — пространство всех последовательностей с эле­
ментами из некоторого банахова пространства К. Определим 
матричный метод А =  (ank) равенством
А х  =  (  У ! ü r ik ^ h }  п —0,1>... , (^ )
к
где x ~  {̂ k<- Область определения DA оператора А состоит из 
тех последовательностей x e l ,  при которых все ряды в правой 
части равенства (2 ) сходятся.
Если L — множество всех сходящихся последовательностей 
в X и SA: =  l im| ft ,  то Л-суммируемость относительно L означает 
обычную Л-суммируемость, f -суммируемость — обычную схо­
1 Для любых методов суммирования U и V, при которых существует 
произведение UV,  имеем
ÜVx =  s ( UV) x  — sU(Vx)  =  U(Vx)
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димость, а L-регулярность — обычную регулярность. При этом 
тауберово условие теоремы 1 гласит
i n  —  a n k ik  =  0 (1 ) . (3)
n
Если L —  множество всех абсолютно сходящихся последо­
вательностей в X  и s x =  lim I*, то Л-суммируемость относи­
тельно L означает абсолютную /4-суммируемость, £-суммируе- 
мость — абсолютную сходимость, а L-регулярность — абсолют­
ную регулярность. В этом случае тауберово условие теоремы 1 
гласит2
i n  ß n k i k  =  CL (1 ) (4)
к
Вводя обозначения
Uk =  Aik  ( l - i  =  0 ) ,
h- 1
(Ink ----  ^ n v  ( k  ' >̂ 0 )  , (ZnO —  0 ,  ( 5 )
V—  J
мы при помощи преобразования Абеля находим
71 П П
ü n k i k  == i n  ^nv (^n h ^k-  (6 )
k= 0  v = 0  k= 0
Условие (3) необходимо и достаточно для того, чтобы из А- 
суммируемости последовательности х  (или ряда 2  ип) следо­
вала сходимость х  (или 2  ип) к той же сумме. Если метод А 
треуголен, то, в силу (6 ) и регулярности А, условие (3) равно­
сильно условию tn =  о ( 1), где
П
tn — 7̂ ctnkUh. (7)
fe= 0
Аналогично, в случае треугольного метода А, в силу (6 ) и аб­
солютной регулярности А, условие (4) равносильно условию 
tn -=a(  1). Тем самым доказаны следующие теоремы.
Теорема 2 . Если треугольный метод А =  (ank) регулярен, то 
А а-суммируемый ряд 2  ип сходится к той же сумме точно тогда, 
когда
/„*=•0 ( 1).
Теорема 3. Если треугольный метод А =  (ank) абсолютно 
регулярен, то \Аа\-суммируемый ряд 2  ип абсолютно сходится к 
той же сумме точно тогда, когда
tn =  а ( 1).
При а =  1 теоремы 2 и 3 имеются у Реймерса [4].
Пусть Яга f сю, Ло*= 0, О >  0, е >  0. Если
2 Запись х — а(1) означает, что дсп -= о (1) и 2  \\Лхп\\ <  оо, Лхп 
=  х п ~ Хп - \  ( * - 1 = ° )
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1) Äna nk =  \  ^ л+' <* < " )
I 0 {к /г),
2 ) w = { f ^
3) (Я„ +  в ) а „ , =  { ^  [ * < " > _
/»\ /1  I / 0 \  /  Д п А п —k { k  П ) 
) ( A n - ,  6> )f l„Ä  —  j  0 _ , _ £  ( k  =  n ) ,
то из теорем 2 и 3 непосредственно вытекают основные теоремы 
статей [3, 5—8 , 12].
Пусть 6п f  оо, до >  0 и
71 \
b п — ^ "! õ\U\-
v —O
Исходя из формулы (7), мы при помощи преобразования АбелЯ 
находим 3
1  -Д, CSnV р /  A d n v  \  и I Шпп иt п — JgJ - " ÕvUv — , I A v  ~ - I Öv ~|---- On —
v=0 v= 0V Öv ’  d n
== ^ ( A vGJnv) ß v  “h C?n,v+i  ̂ A  — Ьу/ jj -f- C tn n ß n
или, в силу формулы (5),
t n  — ß n  &iiv ~~~ &Tl\'ß\ +  b n x ß v — 1, (8)
v = 0  v = 0  v = l
где
о   , __ AÕv
P v  —  c, , On v —  ß n v  “ •
Ov Öv
При помощи формулы (8 ) из теорем 2 и 3 нетрудно вывести 
следующие следствия (см., например, [2]), которые в случае 
а =  1 были иным путем доказаны Слепенчуком [13, 141 (без 
требования треуогльности матрицы А ) .
Следствие 1. Если регулярный треугольный метод А =  (ал!г) 
удовлетворяет условию
õn\dnkj <  МАдк,
то из А а-суммируемости ряда 2  ип вытекает его сходимость к 
той же сумме точно тогда, когда
bn i=  о(дп)-
3 Л х п =  х п ~ х п+ V
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Следствие 2. Если абсолютно регулярный метод А — ( an!i) 
удовлетворяет условиям
^ 7  а пи ==: It ^ / |4 n ^ n fe | М }
к=О п
где
Cnk — JS  I ^nv „ I 1
v = f t V i = f t  7
то «з |Ла|-с*/жлш/?г/ел40сти ряда 1  un вытекает его абсолютная 
сходимость к той же сумме точно тогда, когда
Ьп ,== а (õn) • ч
§ 3. Применение основной теоремы к матричным методам 
суммированных двойных последовательностей
Пусть X — пространство всех двойных последовательностей 
: элементами из некоторого банахова пространства К. Опре­
делим матричный метод А =  (amnki) равенством
А х  —  ü m n k l i k l } m ,n — 0, 1, . . (9)
h.i
где x = { £ k'}. Область определения DA оператора А состоит из 
тех последовательностей х  е  X, при которых все ряды в правой 
части равенства (9) сходятся.
Если L — множество всех ограниченно сходящихся двойных 
последовательностей в X  и sx  =  lim то Л-суммируемость
ft, I-+OO
относительно L означает ограниченную Л-суммируемость, а 
если L — множество всех абсолютно сходящихся двойных по­
следовательностей в X и sx  lim iku т0 Л-суммируемсть отно-
ft, 1-УОО
сительно L означает абсолютную Л-суммируемость. В этих слу­
чаях тауберово условие теоремы 1 гл аси т4
Х/пп = :  Ob ( 1 ) 1 (10)
соответственно
Х/пп 1== ^ ( 1 ) » ( 11)
где
Хщп  — i m n  Q-mnklikl-
к, I
Вводя обозначения
4 Запись *тп =  °б(1) означает, что х,пп =  о(1) и х т п — 0 ( 1 ) ,  а запись 
Лт п= а(')' что хт п= °( ')  и 2№хтп\ \< ° ° ,А х тп==~Лп̂ п Хтп-
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Uhl — A £ h l  (£fc,-i =  1-1, { =  1-1, - i  =  0 ),
ft-1, /-1
d m n k l  =z ßrnnjiv (&, / 0), CLrnnho — d m n o l  == d m n o o  — 0,
p.,v=0
мы при помощи преобразования Абеля получаем
Го,71 Т71,п 771,П
Q -m nhlth l == т п  ^  Omn|xv —  ^7 dm nhlU -kl 
fe,/=0 |i,v= 0  h ,l= 0
rn,n m,n
d m n k ,n + \U -h l d m n ,  m + i, l^ h l-  0 ^)
ft,i=0 k ,L = 0
Условие ( 10) необходимо и достаточно для того, чтобы из огра­
ниченной Л-суммируемости последовательности х  (или ряда
2  итп) следовала ограниченная сходимость х  (или 2  итп) к той 
же сумме. Если метод А треуголен (т. е. amnki<=Q при & >  т  
или / >  п или k,  / >> т, п ) , то, в силу ( 12) и ограниченной ре­
гулярности Л, условия (10) равносильны условиям
t тп Р  тп Н-  Я тп  ̂ ) » 03)
где
т ,п  т ,п
tm n  == У 1' CLmnhlUhU Р т п  —  ^ < d m n h ,n - \- i^ h U
k.,i = 0  h, L=0
т, п
Q m n  —  d m n ,  m + l, №  kl-
k , i= 0
Аналогично, в случае треугольного метода А, в силу (12) и 
абсолютной регулярности Л, условие (11) равносильно условию
t тп Ртп  "“I-  Qтп ,:=  ^  ( 1 ) • ( 1 4 )
С целью упростить условия (13) и (14), рассмотрим тре­
угольные методы B = ( b mnki) и C =  (cmnk[) с элементами
0 ( k  с  т )[ 0  ( / < п)
b m n k l = z  \  ,* к Cmnhl2 j amnhx (l =  n ),Iv = 0 2 J  атпЩ (k —  m).n=0
Нетрудно убедиться (см., например, [2]), что методы В и С 
ограниченно (абсолютно) регулярны, если Л ограниченно (аб­
солютно) регулярен. При помощи преобразования Абеля про­
стых сумм мы находим
т,п т,п
j brnnhl^kl = z  £ m n  ^  ^mnftv P m n ,
h ,l= 0 k,v=0
m,n m,n
C m n h lih l  =  £ m n  Q-mn\il Q m n-
hj=0 Vl,1= 0
1 2 8
Отсюда следует, что для выполнения условия (10) необходимы 
условия
Ртп Ob ( 1 ) 1 Qтп Ob (O '
а для выполнения условия ( 11) — условия
Ртп ’=  а  (1 ) ,  q mn =  а  (1) .
Тем самым каждое из условий (13) и (14) распадается на три 
однотипные условия, и из теоремы 1 вытекают следующие тео­
ремы.
Теорема 4. Если треугольный метод А —  (amnk[) ограниченно 
регулярен, то ряд 2  игпп, А а-суммируемый к сумме S, ограни­
ченно сходится к S  точно тогда, когда
tmn  1—' Ob ( 1 ) > Pmn  l== Of, ( 1 ) , Цтп '===1 Of, ( 1 ) .
И
Теорема 5. Если треугольный метод A — (amnk-) абсолютно 
регулярен, то ряд 2  итп, \Аа\-суммируемый к сумме S, абсо­
лютно сходится к S  точно тогда, когда
tm n  * ^ ( 1 ) > Ртп  г== & ( 1 ) » Q тп с== ^ 1 ) •
Из теорем 4 и 5 непосредственно вытекают основные тео­
ремы статей [9— 11].
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TAUBERI TINGIMUSTE SÕLTUMATUS SUMMEERUVUSE JÄRGUST
G. Kangro
Re s ü me e
Olgu A summeerimismenetlus. Rida nimetatakse «-järku (а =  0, 1, ...) 
summeeruvaks menetlusega А . kui see rida on summeeruv menetlusega Л“. 
К- M. Slepentšuk [5— 12] ja H. H. Melikov [3] on andnud mõnede konkreet­
sete menetluste A puhul tarvilikud ja piisavad tingimused selleks, et antud 
rea a-järku summeeruvusest (absoluutsest summeeruvusest) järelduks selle 
rea koonduvus (absoluutne koonduvus). Vastavad Tauberi tingimused on sõl­
tumatud järgust a. Käesolevas artiklis näidatakse, et Tauberi tingimuste 
sõltumatus summeeruvuse järgust ülal vaadeldud Tauberi teoreemides on 
väga üldine summeerimismenetluste omadus, mis sõltub vaid menetluse 
lineaarsusest ja regulaarsusest. Selleks tõestatakse Tauberi teoreem menetluse 
Л« jaoks juhul, kui A on mingi vektorruumi suvaline regulaarne lineaarteisen- 
dus endasse. Vastavaid Tauberi tingimusi vaadeldakse üksikasjulikumalt ühe- 
ja  kahekordsete maatriksmenetluste korral




S u m m a r y
Let Л be a summability method. A series is called summable A of the 
degree a (a =  0, 1, . . . ) ,  if it is summable by A a. K. M. Slepenchouk [5—12] 
and H. H. Melikov [3] have found neccesary and sufficient conditions for the 
convergence (absolute convergence) of a series, if the summability (absolute 
summability) of the degree a of the series by some known methods is assu­
med. Corresponding Tauberian conditions are independent on the degree a. 
It is shown in the present paper that independence of the Tauberian condi­
tions on the degree of summability in the Tauberian theorems considered above 
is a very general property of summability methods, depending only on the 
linearity and regularity of the method. For this purpose a general Tauberian 
theorem for Л<* is proved corresponding to any regular linear mapping Л of 
a .vector space into himself. Corresponding Tauberian conditions are consi­




В настоящей работе мы покажем, что s -сходимость, введен­
ная автором в статьях [1] и [2], обладает свойством совместности 
(теоремы 3 и 4). Во всей работе мы будем пользоваться обо­
значениями и определениями из [21, так что для чтения настоя­
щей статьи нужно предварительно ознакомиться с § 1 из (2].
В статье [2] (см. теоремы 1.3. 1 и 1 .3 .2) было показано, что
при Q =  L последовательность х —  {x k} s -сходится (s-сходит­
ся) тогда и только тогда, когда последовательность х  почти 
ограничена (соответственно ограничена). При Q cz L эти усло­
вия только необходимы, так как тогда может s -сходиться уже 
только часть ограниченных или почти ограниченных последо­
вательностей. В i[2] (см. теоремы 1.4.1 и 1.4.2)  мы получили 
при произвольном Q необходимые и достаточные условия для 
s-сходимости ^-последовательностей х =  {xk (q) }, которые опре­
делены в той же статье [2]. Эти условия в частности приме­
нимы и к обычным ограниченным последовательностям х — 
<= {xk}. Ниже (следующая теорема) мы дадим еще одно необ­
ходимое и достаточное условие для s -сходимости на Q ограни­
ченной последовательности.
Выведем сперва одно неравенство. Пусть дано множество О 
и пусть х =  {xk} е  т. При каждой системе разложений 
q — {qmn} с qmo =  {(ov}mv=o. составим ^-последовательность
V =  irjk), где в каждой части члены rjVh определим равен­
ством
?7v к == sup Xv. inf Ху.. ( 1)
г^Л г>&
Для 'любой части хсо\  последовательности x — {xk) мы имеем 
inf*,* j ^  ^  s u p * ^  (2 )
При п k для любой части xcov, где cjv со'», будет также
inf x lli ^  *vn ^  s u p Хц.. (3)
Из этих неравенств (2) и (3) следует, что имеет место
\*yn — Ч к\ ^  sup  Х р.  inf  Xpif
i )*k i^k
т. e.
|*V h ^ | i fc| ^  7]txk . (4)
Учитывая примечание 1. 2. 4 из [2], мы можем теперь для 
разложений qmn и qlk с q m0'=  {wv}mv=o и q lo = '  (o/,JV=o напи­
сать
т  I
s (х, qmn) ==  ^ 7 Ху^s (о)у) =  У! xVns ( c o v ) ,
v = 0  ц = 0  Vg= V(i
I I
s {%, qlh ) Хц ks (со |x) =  ^ 2  ^iiks ( У, o) \ ) =
ß=0 n=0 v^ Vß
I
=  JE  ^HftS(Wv).
|i=0 v^V *H
Поэтому, из неравенства (4) будет
I ;
Js (x, qmn) s (x, qlk) | JŽj j^vn ^
д = 0  v c V Ц
I I
^  J g  22  v^ks ((0v  ̂ =  Vi**5 ( wv) =
ц=0 ve V  ̂ ц=0
I
~  ?7|AftS (^V) .
n=0
Следовательно,
|s(x, <7W„) — s(x, ^ ) | < s ( t / ,  ^fe). (5)
Последнее неравенство (5) справедливо для любого * =  
=  {xk} ^  т при каждом qlk и для всех qmn >  qlk.
Докажем еще одну вспомогательную лемму.
Лемма 1. Если последовательность x — {xk) s -сходится на 
Q, то она ограничена.
Д о к а з а т е л ь с т в о .  По определению 1.2.1 из [2] имеем 
Д ля  системы q '= { q n) с q o ^ i e )  будет
s(\x\, qn) =  \xn\.
Утверждение следует из определения s -сходимости (см. опреде­
ление 1. 3. 3 из i[2]) .
Теорема 1. Последовательность x —  {xk) s -сходится на Q
тогда и только тогда, когда последовательность =  {rjk) s -схо­
дится на Q к сумме s(r]) ■= 0.
Д о к а з а т е л ь с т в о .  Н е о б х о д и м о с т ь .  Пусть после­
довательность х>— {xk} s -сходится на Q. По лемме 1 будет 
х  е  т. Ввиду теоремы 1. 4. 4 из [2] при каждом £ > 0  сущест­
вует такое разложение qe ^  Q и число /V, что
ТП
2 \ X v n —  * v fl| s ( W v )  <  S  ( 6 )
v = 0
для всех разложений qm •= {wv}mv=o >  Яг, где qm <= Q, при к а ж ­
дом п, k >  N. Так как неравенство (6 ) справедливо при всех 
п, k ^  N, то справедливо будет и следующее неравенство
ТП
£  r)vhS((t)v) ^  £ 
v = 0
при k >  /V, где r]vk определены равенством (1).  Таким образом,
s(r], qmk \ ^ e  (7)
при всех qmk ^ q e ,  т. е. последовательность г\ —  ( щ { я ) ) s -схо­
дится на Q к нулю.
Д о с т а т о ч н о с т ь .  Если rj — {?]k) s -сходится на Q к нулю, 
то при каждом е >  0 существует такое разложение qlk, что 
будет выполняться неравенство (7). Учитывая неравенство (5)
и теорему 1. 4. 2 из [2], видим, что x — {xk} s -сходится на Q 
Теорема доказана.
П р и м е ч а н и е  1. Для s -сходимости ^-последовательности 
rj — {r]k} на Q необходимо и достаточно, чтобы при каждом 
£ > 0  существовало такое разложение qlk ^ Q ,  что
s(r}> 4lk) <  е.
Это следует из того, что для всех разложений qm„ >  qlk будет
s (r)> Ятп) <  s(rj, qlk).
Теорема 2 . Из s -сходимости последовательности х — {xk} на
Q к сумме s (x )  следует ее s-сходимость на L к той же сумме 
s(x) .
Д о к а з а т е л ь с т в о .  Пусть последовательность х — {xk) 
s -сходится на Q, тогда она по лемме 1 ограничена и, следова­
тельно, по теореме 1. 3. 2 из [2] она также s -сходится на L 
Обозначим сумму последовательности х — {xk} на Q через а (х ) ,  
а на L через s (x ) .  Нужно показать, что s(x) — а(х) .  Для этого 
рассмотрим разность
s (x )  — a ( x ) = s  (х) — s (х, qmn) +
+  s(x, q™n) —  s(x , qlk)-\- 
+  s(x, qlh) —  a (x)  =
=  1 +  11 +  111.
Пусть s 0 произвольное число. Из-за s -сходимости после­
довательности х  =  {xk} на Q мы можем выбрать такое разло­
жение qlk ^ Q ,  что } Ш |< £  и
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5 (??, qlk) <  £
Последовательность x  —  {x k}, как мы показали в начале дока­
зательства, s -сходится на L. Поэтому можно выбрать такое раз­
ложение цт п, что | 1 |< £ .  Учитывая примечание 1. 4. 3 из [21, мы 
можем предположить, что qmn >  qlk. Ввиду неравенства (5) мы 
теперь имеем
|Н| <  s(r], qlk) <  с.
Следовательно, при каждом е ]> 0 будет
|s(x) — а{х)\  < 3 е ,
т. е. s(jc) =  flf(jc). Теорема доказана.
Теорему 2 можно получить также из неравенства (5) при 
предельном переходе.
Теорема 3. Если последовательность х — {xk) s -сходится на 
Qi к сумме Si(x) и на Q2 к. сумме s2(x) ,  то Si(x) — s2(x) ,  т. е.
s -сходимость совместна.
Д о к а з а т е л ь с т в о .  По лемме 1 будет х ^ п г  и по тео­
реме 1 .3 .2  из [2] последовательность л: s -сходится на L к s(x). 
По теореме 2 мы имеем s i ( a; ) = s ( jc) и  s 2 ( x ) = s ( x ) ,  т . е. 
s i ( x ) = s 2(x). Теорема доказана.
Такая же теорема имеет место и для почти ограниченных 
последовательностей х ~  {x k}, т. е. для s -сходимости, так как 
члены xVk неограниченной части ха>м из-за s(oa , ) = 0  исчезают 
из суммы s ( x , q n), и мы можем из последовательности r} =  {r\h) 
также исключить (т. е. заменить нулями) часть rjü)v, элементы 
которой не определяются равенством ( 1). Поэтому доказатель­
ство теоремы 1 применимо и для почти ограниченных последо­
вательностей. Следовательно имеет место
Теорема 4. Если последовательность х  — {xk} s -сходится на 
Qi к сумме Si (x)  и на Q2 к сумме s2(x) ,  то s i ( x )  — s2(x) ,  т. е. 
s -сходимость совместна.
Совместность s -сходимости и s -сходимости для ^-последо­
вательностей мы рассмотрим в одной из следующих статей.
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KOOSKÕLA s-KOONDUVUSE KORRAL 
E, Reimers
Re s ü me e
Artiklis näidatakse, et s-koonduvusel, mis on sisse toodud töödes [1,2], 
on kooskola omadus, s. t., kui jada x — {xk } on s-koonduv hulgal Qi sum­
maks Si(*) Ja hulgal Q2 summaks s2(*), s " s 5i (*) =  s2 (x )- Sama kehtib ka 
tõkestatud s-koonduvuse korral. Antakse tarvilikud ja piisavad tingimused jada 
s-koonduvuseks mingil hulgal Q
CONSISTENCY OF s-CONVERGENCE 
E. Reimers 
S u m m a r y
In the article it is shown that s-convergence introduced in the papers 
[1,2] possesses a property of consistency, that is if the sequence x  — {a&} 
is s-convergent on the set Q i to the sum Si(jc) and on the set Q2 to the sum 
s 2{x)  then Si( jc ) = s 2( x ) .  The same is valid also for the bounded s-cönvergence. 
The necessary and sufficient conditions for the sequence х — { хи}  to be 
5-convergent on any set Q are given.
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М НОЖ ИТЕЛИ АБСОЛЮ ТНОЙ ОБОБЩ ЕННОЙ  
ЧЕЗАРО-СУММИРУЕМОСТИ
Э. Кольк
Кружок СНО при кафедре математического анализа 
§ 1. Введение
Пусть {фп) — невозрастающая последовательность положи­
тельных чисел. Ряд  1
2 и п (1)
называем (р-\Са\р-суммируемым  при р >  1, если последователь­
ность {(упЦ'п}» где
1 п а —1 'и'о =  «О, и'п =  -------  A n-vVUv (п ^  I)
fl A n  V = i
принадлежит к пространству последовательностей 1р, т. е.
2  (рРп \и 'п\Р <  ОО.
чПри р —  1 получаем <р-|Са|-суммируемость (см. [4], стр. 277, 
или [1], стр. 92), при р —  1 с (рп = \  — обыкновенную абсолют­
ную Чезаро-суммируемость порядка а.
Комплексные числа е п называются 2 множителями суммируе­
мости типа (ф-\Са\р, СР) (соответственно (<р-|Са|р, СР0) или 
(ср-\С*\р, |СР|)), если при любом <р-|Са |р-суммируемым ряде (1) 
ряд
2  Еп^п
является CP-суммируемым (соответственно С^-ограниченным 
или |СР|-суммируемым).
Отметим, что Мехди [11, 12] исследовал множители сумми­
руемости типов (ф-\Са\р, СР) и {rp-\Ca\p, |Cß|) при возрастающей
1 Если пределы изменения индексов у знака 2  не указаны, то они 
имеют все целочисленные значения от 0 до +оо.
2 Здесь не излагается история развития множителей суммируемости 
при р =  1, так как это подробно изложено в статьях [2], стр. 47—50 
(случай <рп =  1) и [1], стр. 93.
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последовательности 3 (рп =  пч . Такое определение <р-|Са1Р-сумми- 
руемости впервые рассматривал Флетт [8].
В настоящей статье найдем (теоремы 1 и 2) эффективные 
необходимые и достаточные условия для множителей суммируе­
мости типов (ср-\Са\р, Cß), {ф-\Са\р, С$0) и (<HC“U JC|S|) при 
целых а, уЗ >  0. При этом будем пользоваться обозначением
Аах  =  У Л - ^ х  (2)п р—п р v '
р—п
если ряд (2 ) сходится при любом п.
§ 2. Некоторые леммы
Лемма !. Из условий
£п =  0 (  1), (А)
2 J  п ^ +̂ (р-%\Аа {п-'Еп) \Я <  оо (В')
при а >  0 , q^>  1 для всех а •= 0 , 1, . . .  , а следует 
2 J  п^+Ыф-Оп \AG ( t r x£n)\l <  со. 
Д о к а з а т е л ь с т в о  проведем по индукции. Положив
ßn — г г хеп,
лемма будет доказана, если при любом тс== 1, 2 , . . .  , а усло­
вие
г№**(р-чп \A*fin\q <  оо
повлечет за собой
2Jn*4(p-«n \AH~l/j,n\Q <  оо.
Действительно, так как
п+г—1




\AK~x(j,fi+r — А*~1у,п\ ^  У] v\A*/iv\v~l .
Х — П
Поэтому, учитывая, что к  ^  1, р^>  1, в силу неравенства Гёль- 
дера получаем (см. также [6], стр. 284)
_  JL °о ±
| 4 « - V n + r  -  А * ~ У п \  =  0 ( П  * ) ( 2 v «  " . ( 3 )
3 Во всей статье числа р и q связаны равенством
1  +  - =  1 
Р Q
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Отсюда, так как ■= о ( 1) по условию (А), выводим
' _ J_  СО ±
=  0 ( п  Я ) ( ] £  v q \A*lb>\q) 4 >
v=n
или
H * ~ V n | 9 =  0 ( п - 1) VЯ \A *llv \q .
v=n
Так как xq  0, и <рп не возрастает, то в итоге
ОО ОО оо
• j ;  п*Я (р-яп \ A ^ f i n \ q = 0 ( 1 )  2  п * я -1 (р -я п 2 J  v q \A * {iv \q =
>П =  1 7 1 = 1  V = n
оо V
=  0 ( 1) 2 J  vqV~qv \A *^\q JŽ  пх<г_1 =
V = i  71 =  1
=  ^ ( 1 )  J E  V ^ +1)q(p~ g\  \A*flv\q <  OO.
Лемма 2. При а >  1, <7>  1 мз условий  (А) и
п а О ( р - \  \A a £n\Q <  ОО ( В )
для всех ( 7 1, 2 , . . .  , « следует
^  naq(p~qn \A°£n\q <  ОО.
Д о к а з а т е л ь с т в о  аналогично доказательству леммы 1г 
если только заметить, что ввиду соотношения (3) (положив в 
нем ß n ~ £ n )  по критерию Коши при х  >  2 существует предел
lim А ^ £ п  =  U
П—УОО
причем / <=■ 0 , так как в противном случае
71—1
А *~2£о — А*~2£п =  ^ K_1£v 00
v=0
в то же время, как вместе с еп ограничены и А х~2£п (ср. [10], 
стр. 72).
Лемма 3. При а >  0, q ^ > \  из условий  (А) и (В') следует 
условие  (В).
Д о к а з а т е л ь с т в о .  При помощи леммы 1, применяя не­
равенство Минковского и вытекающее из условия (А) соотно­
шение
A a8n t=  (п -f- a )z la (rt_1£„) — аАа~1(п^£п)
(см. [7], стр. 77), из условий (А) и (В') выводим условие (В), 
ибо
^  ( 2  Пач(p-яn (n -i- a ) Sn) \q) ^ 4
1
-f a( У] паЯ(р-яп \Aa- l (n-len)\q) q <  °o.
Лемма 4. Матричное преобразование
И п == Ctnk̂ -h (4)
' k
\
ряда в ряд при 1 р <  оо переводит пространство № в себя, 
если выполнены условия
^  \anh\ =  0 ( 1), 
k
|anft| =  0 ( 1).
n
Д о к а з а т е л ь с т в о  см. [11], стр. 55—56. .
Лемма 5. При р^>  1, — 1 <  а <С ß имеет место включение
<р-\С а\р с  <р-\с \ -  .
Д о к а з а т е л ь с т в о .  С помощью обратной матрицы ме­
тода Чезаро (см. [3], стр. 82) сводим проблему включения к 
исследованию матричного преобразования (4) ряда в ряд, где
а  ß—а —1
— k A h A n—fi
ank = --------- _------ • (5)р
п А п
Применяя к (5) лемму 4 и учитывая, что ß — а >  0, получаем 
требуемое по формулам (15.12) и (15.18) из книги [3].
§ 3. Множители суммируемости типов
(<HC«L cß) и (<HCaU cß0)
Теорема 1. Д л я  того, чтобы числа еп при р^>  1 были мно­
жителями суммируемости типа (q>-\Ca|0, Cß) или {ф-\Са\п, Ср0) 
в случае  0 <  ß  <  а необходимо и достаточно выполнение усло­
вий (В') и '
0((рпп ^ а) у (D) 
а в случае  / ? > а > 0  — условий  (В') и
еп — О (фп) . • (D')
Д о к а з а т е л ь с т в о .  Сведя (при помощи обратной мат­
рицы (см. [3], формула (15 .27)))  проблему нахождения множи­
телей суммируемости типа (cp-|Са|„, Cß0) к исследованию неко­
торого матричного преобразования ряда в последовательность 
(ср. [2], выражение (2 )) и применяя к этому преобразованию
1
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теорему X I11а из статьи [9] (или теорему А из статьи [13]), не­
посредственно получаем, что
Числа еп являются множителями суммируемости типа 
(р-\Са\р, С$о) тогда и только тогда, если
(p~qh ( k A k ) q
r‘ ,ra-l A  n_v £v
л v-ft —
J=h A Vr \ n
q =  0 (  1). (6 )
Н е о б х о д и м о с т ь  условия (D) вытекает из соотноше­
ния (6 ), если положить в нем k — n. Положив а =  0 в усло­
вии (6 ), и учитывая вытекающее из леммы 5 включение 
<р-\С°\р d  9?-|Са|р, получаем необходимость условия
4 ^ a  =  0 W ,
А п
откуда в процессе оо вытекает условие (D '). Отсюда, так 
как последовательность <рп не возрастает, в свою очередь выте­
кает условие (А). Необходимость условия (В') следует в силу 
условия (А) из соотношения (6 ) (ср. [3], стр. 13, замеча­
ние 1. 1).
Д о с т а т о ч н о с т ь .  Сведя проблему нахождения множите­
лей суммируемости типа {(р-\Са\р, СР) к исследованию некото­
рого матричного преобразования ряда в последовательность и 
применяя к этому преобразованию теорему ХШ Ь из статьи [9] 
(или теорему (10.6 , III) из книги [51), легко доказать, что
Числа еп являются множителями суммируемости типа 
((р-\Са\р, О )  тогда и только тогда, если выполнены условия 
(D') и (6).
Пусть сначала 0 <  ß  <  а. При помощи формулы разности 
произведения (см. [3], стр. 158) и неравенства Минковского 
получаем




Bi = ----------- ep 4k (kAk  ) я \An-h A l (k i£k)\q-
(A n )o *=<>
Следовательно, вместо соотношения (6 ) можем из условий 
(D) и (В') выводить следующие соотношения
Я , =  0 ( 1 )  ( / . =  О, 1, . . .  , а ) .  ( 7 )
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в выражениях (7), отдельно исследовать два случая.
1. Так как п р и / =  0,1, . . .  , а — ß — 1 числа \А*+$-а \ явля­
ются членами сходящегося ряда, то из условия (D) вытекает
В, =  0 ( 1 )  j ? H £ i ' >  =  0 ( i ) .  
k= 0
2 . Для i — а  — ß, . . .  , а имеем а — / >  0, i - \ - ß  — а >  0, и,
л а--г л г+ß—а  ß
значит, Ak A n-k =  (Ц А п), так что в силу леммы 1 из усло­
вий (D) и (В') выводим
Bi =  О (1) Л  <р~Ч^+ 1)9 \л{ (k- '£k) I 9 — 0 ( 1 ) .
h= О
Пусть теперь /J >• а >  0. Этот случай следует из доказанного 
ввиду включения Са cz С&, ибо условия (D') и (В') достаточны 
для множителей суммируемости типа (('р-\Са\р, СР) при ß  =  a.
З а м е ч а н и е .  Отметим, что в теореме 1 условие (В') 
можно заменить условиями (В) и
2  (p~qn \£ n \q <  оо- ( М ' )
§ 4. Множители суммируемости типа ((р-\Са|р, |Cßj)
Теорема 2 . Д л я  того, чтобы числа е„ при р ^ > \  были мно­
жителями суммируемости типа (q>-\Ca\p, |Ср|), в случае  0 <  ß <  а 
необходимо и достаточно выполнение условий  (В) и
2?n&-M(p-<in \Еп\ч <  СЮ, (М)
а в случае ß  >  а >  0 — условий  (В) и (М').
Д о к а з а т е л ь с т в о .  Сведя проблему нахождения множи­
телей суммируемости типа {(р-\Са\р, jCßj) к исследованию неко­
торого матричного преобразования ряда в ряд и применяя к 
этому преобразованию теорему С из статьи [13], непосредствен­
но получаем, что
Числа еп являются множителями суммируемости типа 




I " - a - 1  ß-1  
A v —k A n —v £v
v = k
=  0 (1), (8)
nA
где — всевозможные конечные подмножества последователь­
ности неотрицательных целых чисел.
Н е о б х о д и м о с т ь  условия (М) непосредственно следует 
из леммы 12 на стр. 136 работы [11]. При 9 ? =  {О, 1, . . .  , ml 




2 М Л  А П —  v£v =  0 ( 1 ) .  (9)
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Так как, применяя вытекающее из условия (М) необходимое 
условие (А), формулу (2) и формулу Чжоу (см. [3], формула 
(15. 18)), находим
2 J  kff*+^(p-qk \Аа (к- 'ек)\ ч =
=  0 ( 1) 2 q ) - 4 { k A u ) o
л ß-iо о  ОО А
л~а~ х ^  n _ v
/ l v —k £v JZj  p
v=ft n==v n A n 
- - - 2  A ^ * 1 An~-le*=  0 ( 1) ž q n W A l ) *
n==h n A n  v==ft
то в процессе m ^ o о из равенства (9) следует необходимость 
условия (В '). Из условий (А) и (В') по лемме 3 получаем не­
обходимость условия (В). Необходимость условия (М') выте­
кает ввиду включения jC ^czC i3 из теоремы 1.
Д о с т а т о ч н о с т ь .  Рассмотрим сначала случай 0 <  ß  <  а. 
Очевидно соотношение (8 ) вытекает из
2 < p - i k { k Ä Z ) i (  £ — !—  I 2  Ai-b* A t U v \  У  =  0 ( 1 ) .  (10)
"=* пА„ '■=»
Учитывая неравенство Минковского, в силу формулы разности 
произведения имеем
/ 00 1 71 — —1 R—1 \  9 1 Ч
[  2 q r * h { k A i ) * [  J J ------—  | ^ Л Д  Л п%£ч,|) I ^
п=к п А п V=Ä .
i=0
Di =  2  р-9» ( М й>  | Л ^ ““~‘ | )  ’ ,
n=ßпАп
так что для доказательства теоремы 1 остается из условий (В) 
и (М) вывести соотношения
Д  =  0 (1 )  (г — О, 1, . . .  , а ) .  (11)
При доказательстве последнего нам придется в зависимости ог 
поведения чисел Л*+Р~а_1 в выражениях ( 11), отдельно исследо­
вать два случая.
1. Пусть t =  0 , l ,  ••• » « — ß- Пользуясь неравенством Мин­
ковского и формулой (2 ), в силу условия (М) имеем
1
( S  \А{еь\я) q ^
где
i _ .  . _JL 
^  ( 2 J & a- ß)q(p-qk \ j : A v '  £V+fe|<?) q ^
v = 0
i  . , JL
^  J S  H v  I ( 2  M a - № ( p - 4 \  £v + f t |9 ) 9  <  OO. 
v = 0
Поэтому, так как числа l^ + ß -“- 1! являются членами сходяще­
гося ряда, получаем
D{ =  0 ( 1) 2 № ~ М 4 р ~ « к j J l£fe|9 ( 2 \ A ' n - h a l \)q =
n = k
=  0 (1 )  \ Д 1£11\д <  сю.
2. При i \ = a  — jS —j— 1, , а имеем i - \ - ß  —  a — 1 >  0, 
а — г —f— 1 0. Следовательно, по формуле Чжоу в силу лем­
мы '2 из условий (В) и (М) выводим
Di — О ( 1) 2  kie>(pk~4 \Al£k\q 0 0 •
Случай ß ^ > a ^  0 нашей теоремы вытекает из доказанного 
ввиду включения |Са| cz |СР|. Теорема 2 доказана.
В заключение отметим, что, так как q =  оо при р —  1, то 
условия теоремы 1 статьи [2] непосредственно не следуют из 
наших теорем при р =  1 с (рп =  1. Все-таки это так, если, сле­
дуя Мехди [11] и Сардженту [13], при <7 =  00 определить
1
( J £  Ы 9) q =  sup \хп\. .
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SUMMEERU VUSTEGURID ÜLDISTATUD ABSOLUUTSE CESARO- 
SUMMEERUVUSE JAOKS
E. Kolk
R e s ü m e e
Olgu {<pn } mittekasvav positiivsete arvude jada. Rida ^1) nimetame 
^-jCa^-summeeruvaks mistahes reaalarvu p 1 korral, kui 2(pPn\u'n P̂ <  00 
kus
1 71 oc—1
u'0=--u0, u'n --------------- 2 j A n - V VUx ( Я > 1 ) -
tiAn V=1
Kompleksarve en nimetatakse (ф-.Са!р, Cß) (vastavalt (<p-\Ca\p, 
CßQ) või (qp-|Ca|p, ICß|)) tüüpi summeeruvusteguriteks, kui iga 9>-jCaJp-sum- 
meeruva rea (1) korral on rida
n n
Cß-summeeruv (vastavalt Cß-tökestatud või |Cßj-summeeruv).
Käesolevas artiklis leitakse efektiivsed tarvilikud ja piisavad tingimused 
nimetatud tüüpi summeeruvustegurite jaoks täisarvuliste a, /3^ -0  korral.
SUMMIERBARKEITSFAKTOREN FÜR VERALLG EM EINTE ABSOLUTE 
C-SUMM1ERBARKEIT
E. Kolk
Z u s a m m e n f a s s u n g
Es sei (<pn} eine nichtwachsende positive Zahlenfolge. Wir nennen die 
Reihe (1) <p-jO|p-summierbar bei reellen p 1, wenn 2  <Ррп\и'п\р wo
I n ct—1
u'o —  Uo, u ' n = - --- -----  y j A n - v vUx (n > l )
л anAn V=1
Kon'.plexe Zahlen en nennt man Summierbarkeitsfaktoren des Typus 
(ф-\Са \р, Cß) (entsprechend (p-|Ca|D, CßQ) oder (g?-|C“ |p, JCßj)), wenn für 
alle *p-\Ca \p -summierbaren Reihen (1) stets die Reihe
^  £nUn
Cß-summierbar (entsprechend Cß-beschränkt oder |Cß|-summierbar) ist.
Im vorliegenden Aufsatz werden effektive notwendige und hinreichende 
Bedingungen für Summierbarkeitsfaktoren des benannten Typus bei voll­
zähligen a, ß ^ 0  gefunden.
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МНОЖИТЕЛИ СУММИРУЕМОСТИ ПЕРВОГО РОДА ДЛЯ  
МЕТОДОВ ЧЕЗАРО КОМПЛЕКСНОГО ПОРЯДКА
М. Абель
Кружок СНО при кафедре математического анализа 
§ 1. Введение
Пусть {фп} — невозрастающая последовательность положи­
тельных чисел.
Последовательность
iUn) ( I )




а а — 1
U  п —: У :  d n h .U k  И U nk
л  ь71—k
А а
k =0  п
сходится (соответственно ограничена).
Последовательность (1) называется абсолютно ф-&а-сум- 




ип == У! And-nkU k 
k=0
абсолютно сходится.
Комплексные числа. еп называются множителями суммируе­
мости типа (ср-%,В), если при любой ^-21-суммируемой3 
последовательности ( 1) ряд
1 Если пределы изменения индексов у знака 2  не указаны, то индекс 
суммирования пробегает все значения 0, 1, 2, . . . .
2 Здесь
3 Здесь ?з-£а 0 -суммируемость означает <р-(£®-ограниченности
10 Труды по математике и механике VIII
2enU„ (3)
является ß -суммируемым, где 21 =  ©а, Üa0 и В •= CP, |Ср|.
Множители суммируемости типа (<p-|ßa|, СР) определяются 
аналогично.
Определенные выше множители суммируемости обычно на­
зываются множителями суммируемости первого рода.
Множители суммируемости типов4 {ср-%, |Ср|), где Ж =  
S a0 и а >  0, ß ^ > — 1, рассмотрел С. Барон в [3], теорема 24.3 
при срп — \, и в [4], теорема 2, а множители суммируемости типа 
(Сi a,B )  с 1 — А. Пейеримхофф в [8] при произволь­
ном В. Множители первого рода при произвольном В для мето­
дов взвешенных средних Рисса и их обобщении рассмотрели 
Г. Кангро в [5] и X. Тюрнпу в [6].
В настоящей статье рассмотрим все вышеназванные типы 
множителей первого рода в случаях 1) а =  0, 1, . . .  и ß  — про­
извольное комплексное число с R e ß  >  0 и в случаях 2) а и 
ß  — произвольные комплексные числа с R e a > 0  и — l < R e / ? < 0  
или ß — 0 .
§ 2. Некоторые леммы 
Лемма 1. Из условий
£п — О ( \)  (4)
Ur,
У} (п +  \ ) а(р~\ \ЛаЕп\ <  оо . (5)
при всех  0 <  а <  а следует
2  (п +  < 2  ( п +  1 ) “?>-*„ И»г„|.
Д о к а з а т е л ь с т в о  следует из леммы 3 статьи [7], если 
в ней положить р п — ( п 1 )ф~*п-
Лемма 2 . Из условий  (4) и (5), при всех  0 <1 а <  а — 1, 
следует
Ла£п =  о((рпп-°-').
Д о к а з а т е л ь с т в о  следует из леммы 3 статьи ,[1], если 
в ней срп заменить на п~х(рп.
Лемма 3. Из условий  (5) и
ср-'п \еп\ <  оо (6 )
для  всех  1 <  o' <  а  следует
2  ( п  +  1 )  0~ V _1n \Л а(Оп\ <  ОО,
где (оп =  пеп.
Д о к а з а т е л ь с т в о .  Так как последовательность {фп) не 
возрастает, из условия (6 ) следует
________________________________ ( 7 )
4 Еслй <Рп =  1, то вместо ^-С-суммируемости коротко пишем С-сумми-
руемость.
силу (7) для всех сг >  1 имеем 5
Л°(1)а =  (п - f  о)Л°£п — аЛ^Еп- (8 )
Из леммы 1, в силу (8), вытекает, что для всех 1 <  о <  а 
£  (я Н- 1 ) а-1(р-*п \Л°0)п\ — О ( 1) 2 J  (п +  1 ) °ф~\ \ЛаЕп\ 4-
+  о  2  (п  +  1) а~1(р-1п \Л°~1еп\ <  оо.
Лемма 4. Пусть а  >  1. Д л я  множителей суммируемости типа 
(ср-&а , Cß) необходимо выполнение условия
пеп =  О (фп) . '(9)
Д о к а з а т е л ь с т в о .  В силу включения <р-|&°| с: ф-IG1! cz 
cz ф-&а, все условия, необходимые для множителей суммируе­
мости типов (<Н(£0|, Cß) и ( < И И  C|j), необходимы и для мно­
жителей суммируемости типа Cß).
Аналогично тому, как в [1], стр. 95 или в [21, стр. 279, можно 
доказать, что
Числа еп являются множителями суммируемости типа 
(ф-|6 а|, Cß) тогда и только тогда, к огдав
lim a„k — ak ( 10)
a„t =  0 ( 1), ( 11)
где
А$ а Ь =  Ф~Л 5 М Р £ A~a~l£ 1 .п n k  • k  I -d-~i n —s s a n —m  m —з m l
s= 0  s= 0  jn = s
Если а  =  0, то в силу условия (10), получаем
limanfc =  Ф~*и f  Hm (А^п) - Х JC /lßn_S£S— ^  es 1 =  a°k
l  s= 0  s= 0  J
и если а —  1, то
Um a nk =  Ф ~ \  \  Üm (АРп)~1 А&п- 8£3 —  £  ( s- | -l )<4fis ]  =  a'k.
L s= 0  s= 0
Так как
^  ( S  +  l ) ^ £ s =  Es —  ftE h ,
s—0 s= 0
TO
a*k =  a°k +  Ф~*ФЕк-
Из последнего, в силу условий (10) и (11), при «  =  0 и а<= I, 
следует необходимость условия (9).
5 См. [2], стр. 60 или [3], стр. 172— 173.
6 Под lim sn мы понимаем lim sn, а под lim snk — lim snk, где свободные
n—̂ m  п—>оо
индексы принимают все значения 0, 1, 2,
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Теорема 1. Пусть а =  1, 2, . . .  . Д л я  того, чтобы числа еп 
были множителями суммируемости типа (<р-(£а, С&) п р и 7 мни­
мом ß  с Re ß  =■ b =  0, 1, . . .  , а  — 1, необходимо и достаточно 
выполнение условий  (5),
С^-суммируемость ряда £nÄ a {Аап<р~уп) , ( 12)
i ;  ( £ +  — & +  I ) “ 1 =  0 ( n b ) (13)
h =  О
U
еп '= 0 (с р пп ^ ^ ) -  (14)
при других ß с 0 < R е /? <  а — 1 — условий  (5), (12), (14); 
а при Re ß  ]> а — 1 — выполнение условий  (5), (9) и (12).
Д о к а з а т е л ь с т в о .  Аналогично тому, как в [1], стр. 96, 
можно доказать, что
Числа i n являются множителями суммируемости типа 
(ср-&а, С&) тогда и только тогда, когда выполнены условия
lim ank *= ak, '(15)
п
lim 2 J a nk =  а (16)
h=0
и





При а >  0, R e ß  >  0, в силу% условия (4), условие (15) вы­
полнено и
ak . =  А%(р-^АаЕк. (19)
Условие (12) равносильно условию (16). 
Д о с т а т о ч н о с т ь .  Остается доказать выполнение усло­
вия (17). Аналогично тому, как в теореме 2 статьи [1] из усло­
вий (4), (5), (12), (13) и (14) по леммам 1 и 2 следует выпол­
нение условия (17), если там везде, кроме в A ak число а  +  1 
заменить на а. Если ß  =  b, то доказательство теоремы анало­
гично доказательству теоремы, при Re ß  ф  b.
Н е о б х о д и м о с т ь  условия8 (14) вытекает из (17), по-
7 Здесь и всюду дальнейшем 6 = [ R e ß ] .
Если ß — b, то условие (13) является лишним.
8 Если а — мнимое с О, то непосредственно получаем необхо­
димость условия
еп =  О (<р пп#е(а~&)).
§ 3. Множители суммируемости типа (<р-(£а , С р)
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. ложив в нем k =  n. Необходимость условия (9) следует из 
леммы 4. Так как последовательность {<рп} не возрастает, то из 
(г условия (9) следует необходимость условия (4). Из условий 
*• (15) и (17), в силу необходимости условия (4), следует необ- 
в ходимость условия (5 ).
Доказательство необходимости условия (13) таково же, как 
доказательство необходимости условия (А) на стр. 98 статьи 
[1], если там везде, кроме в A ak, числа а заменить на а — 1.
Теорема 1а. Пусть Re ß  >  0. Д л я  того, чтобы числа еп были  
множителями суммируемости типа (ср-&, С$) необходимо и до­
статочно выполнение условий  (6 ) и
СЪ-суммируемостъ ряда ср~\еп. (20)
Д о к а з а т е л ь с т в о .  При а — 0, Re ß  >  0 условие (15) 
выполнено и
а* <р~'к£к-
Условие9 (20) равносильно условию (16). Из условия (6 ) не­
посредственно вытекает выполнение условия (17). Необходи­
мость условия (6 ) следует из условий (15) и (17).
§ 4. Множители суммируемости типа (<p-Gao, СР)
Теорема 2. Пусть а — 1, 2, . . .  . Д л я  того, чтобы числа еп 
были множителями суммируемости типа (ср-&а0, С$) п р и 10 
мнимом ß с Re ß  =  b <=• 0, 1, а — 1, необходимо и доста­
точно выполнение условий  (5),
2 J ( k +  \ )« (p - lh( n - k - \ r \ ) - i \A « - b- ieh\ =  o(nb) (21)
Jt=0
и
£п =  О(<рпп** Р-а ); (22 )
при других ß  с 0 ^  R e ß ^  а — 1 — условий  (5), (21);
а при Re jв^> а — 1 достаточно выполнение условий  (5), (22) и
П£п = 0 {(р п). (23)
Если <рп =  \, то при Rе /3 > а — 1 необходимо и достаточно 
выполнение условий  (5), (22) и (23).
Д о к а з а т е л ь с т в о .  Д о с т а т о ч н о с т ь  условий (5),
(21), (22) и (23), по леммам 1 и 2, доказывается аналогично 
тому, как в теореме 3 статьи [11 если в ней везде, кроме в 
A ak, число а -f- 1 заменить на а.
Если ß  =  b, то доказательство теоремы аналогично доказа­
тельству теоремы при Re ß  ф  b.
9 Если числа еп множители сходимости, т. е. ß  — 0, то, в силу условия 
(6), условие (20) автоматически выполняется.
10 Если ß = b , то условие (21) является лишним.
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Н е о б х о д и м о с т ь .  В силу включения (р-&а с :  (р-&ао, из 
теоремы 1 следует необходимость условий (4) и (5). Положив 
k =  n в равенстве (18), то, в силу того, что из условий (15) и 
(17) следует необходимость условия
ak =  o( 1),
непосредственно получаем необходимость у сл ови я11 (22). До­
казательство необходимости условия (21 ) такого же, как на 
стр. 99— 100 статьи [11 доказательство необходимости условия 
(/7), если там везде, кроме в A ak, число а заменить на а — 1.
Пусть q ) n =  1, тогда, в силу включения Ga0 cz Ga+10, из усло­
вия (21) из [1] и соотношений (18) и (19), при а —  0 и а =  1, 
следует, что ^
lim (ßnh£h —  Bk) = 0  (24)
k = 0
и
lim j t  (k +  1) [A (ß nkEh) -  A£k] =  0, (25)
h= 0
где
A^nßnk — A ßn-k-'
Так как
У  {k -\~ 1 ) [А (ß n h E k ) <4£fc] =  (ß n k E k  E k ) ~b r iE n  ( 1 — ß n n )  
h= 0 h= 0
И
lim (1 — ß nn)  =  1 (26)
при Re ß  >  0, то в силу (24) и (25) следует необходимость 
условия (23).
Теорема 2а. Пусть Re ß >  0. Д л я  того, чтобы числа е п были 
множителями суммируемости типа ((р-&°0, Cß) необходимо и до­
статочно выполнение условия  (6 ).
Д о к а з а т е л ь с т в о .  В силу включения <p-G° cz <p-G°0, из 
теоремы la  получаем необходимость условия (6 ). Аналогично 
тому, как на стр. 98—99 статьи [1], в силу теоремы 1а, оста­
ется доказать выполнение условия
l i m  j t < P ~ l k \ £ k ( ß n k —  1 ) |  =  0.  ( 27 )
/1 = 0
Выполнение условия (27) следует из условия (6 ) и того,
что
\ im ß nk =  1.
—-- ---- - V
11 Если а — мнимое с R e a > 0 ,  то непосредственно получаем необхо­
димость условия
еп =  o (?y iR e(ß -a )) .
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§ 5. Множители суммируемости типов
(?>-<£“ |СР|) и (<р-£«0, |Cß|)
Теорема 3. Пусть а  =  1 , 2 , . . .  . Д л я  того, чтобы числа еп были 
множителями суммируемости типов (<р-Са, |Ср|) и (^-(£ао, jСр() 
при 0 ^  Re ß  <  а  — 1 с Re у? ^  b «ли 0 ^ / 3 ^ «  — 1, необхо­
димо и достаточно выполнение условий  (5) и
а при Rе ß  >  а — 1 с Re ß  ф  b или ß  >* а — 1 — условий  (5)
Д о к а з а т е л ь с т в о .  Аналогично тому, как на стр. 100 
статьи [11, можно доказать, что *
Числа еп являются множителями суммируемости типов 
((р-№, |СР[) и ((р-&ао, тогда и только тогда, когда
iJ)s ^=zSEs и N — всевозможные конечные подмножества последо­
вательности неотрицательных целых чисел.
Д о с т а т о ч н о с т ь .  Для доказательства теоремы 3, надо 
из условий теоремы вывести выполнение условия (29). Для 
этого достаточно доказать, что из условий (5), (6 ) и (28) вы­
текают, при i =  0, 1, . . .  , а, следующие соотношения:
Рассмотрим отдельно случаи, когда 0 X R e j 6 < a — 1 и 
когда Re ß  >  а — 1 с Rе ß  ф  Ь. Аналогично тому, как в тео­
реме 4 статьи [1], из условий (5), (6 ) и (28), по лемме 3, сле­
дует выполнение условия (31), если гам везде число а 4- 1 з а ­
менить на а  и числа е п на п е п.
Если j6 = 6 , то выполнение условия (31) доказывается ана­
логично тому, как при Re ß Ф  Ь.
Н е о б х о д и м о с т ь  условия (28) непосредственно выте­
кает из условия (29), положив в нем k =  n, что допустимо по 
теореме 1 статьи [9] или по следствию 5.1 книги [3].
Положив в условии (29) множество N  =  {0, 1, . . .  , р)г 
где р произвольное целое число, приходим к условию








I anh\ — 0 ( 1),
р —
151
откуда для любого т г=  ̂0 , 1, . . .  вытекает
т  р  —  т  оо __
lim 2 \ 2 a n k \  =  2 \ 2 a n k\ =  0 ( \ ) ,
р-±оо ft=0 n — k k = 0  n = k
что равносильно условию
oo n
2 А 1 Ч > - ? \ 2  (.nAI>n) - ' 2 A - « - W - ' s e s \ <  оо. (32)
n — k s= h
Положив в (32) порядок а =  0, в силу невозрастания последо­
вательности {срп} и включения (5° cz ф-&а, при помощи формулы 
(15. 18) из [3], получаем необходимость условия (7). Ввиду 
необходимости условия (7), в (32) допустима перестановка по­
рядка суммирования, вследствие чего (32) превращает в усло­
вие (5). В силу включения ф-(£° а  ср-&а из условия (5) следует 
необходимость условия (6 ).
Теорема За. Пусть Re ß > — 1 с Re ß ф  0 или ß  —  0. Для  
того, чтобы числа еп были множителями суммируемости типов 
(ф-ü0, jCP[) и (<р-(£°о, необходимо и достаточно выполнение
условия  (6 ).
Д о к а з а т е л ь с т в о .  Необходимость условия (6 ) доказы­
вается так же, как в теореме 3. В силу условия (6 ) и формулы 
(15. 19) из [3], непосредственно получаем выполнение усло­
вия (30).
Теорема 36. Пусть Re а >  0 и — 1 <С Re ß  <С 0 или ß =  0. Для  
того, чтобы числа еп были множителями суммируемости типов 
(ф-&а, |С ф  и (ф-&ао, \С^\), необходимо и достаточно выполнение 
условия
(п +  1)Re (a_ßV-1„ \еп\ <  оо. (33)
Д о к а з а т е л ь с т в о .  Необходимость условия (33) полу­
чаем так же, как необходимость условия (28). В силу того, что 
{фп} — невозрастающая последовательность, из условия (33) 
следует необходимость условия (7). Аналогично тому, как в 
теореме 4 статьи [1], из условий (7) и (33) и формулы (15. 18) 
из [3], следует выполнение условия (29), если там число а -}- 1 
заменить на а и числа еп — на пеп.
При а  >  0, — 1, (рп ' = 1 ,  получаем теорему 24.3  из [3], в 
несколько ином виде.
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ESIMEST LIIKI SÜMMEERUVUSTEGURID KOMPLEKSSET JÄRKU 
CESÄRO MENETLUSTE KORRAL
M. Abel
R e s ü m e e
Olgu {<pn} mittekasvav positiivsete arvude jada. Jada (1) nimetatakse 
^-Ca-summeeruvaks (ip-£a-tõkestatuks), kui jada (2) on koonduv (on tõkes­
tatud).
Kompleksarve en nimetatakse esimest liiki (<p-i2I, B) tüüpi summeeruvus- 
teguriteks, kui iga ^ - ‘Jl-summeeruva jada (1) korral' rida (3) on ß-summeeruv* 
kus ЧЛ =  <£<*, £ а 0 ja В — Cß, |Cß| (<p-£a 0 -summeeruvuse all mõistame ^-Са - 
tõkestatust).
Käesolevas artiklis vaadeldakse ülalnimetatud tüüpi summeeruvustegureid, 
juhul kui а  =  0, 1, . . .  või а on suvaline kompleksarv, millel R e a ^ . 0  ja ß 
on suvaline kompleksarv, millel R e /3 ^ .0  või Re Д >  — 1 (teoreemis 3 eelda­
takse lisaks, et Reßp^O,  1, . . . ) .
SUMMABILITY FACTORS OF FIRST TYPE FOR COMPLEX ORDER 
CESÄRO’S SUMMATION METHODS
M. Abel
S u m m a r y
Let {<pn} be the non-increasing sequence of positive numbers. The 
sequence (1) is said to be <p-C«-summable (to be <p-£a -bounded), if the 
sequence (2) is convergent (resp. is bounded).
The complex numbers cn are said to be the summability factors of
ß)-type, if for any fp-'Jl-summable sequence (1), series (2) is ß-summabh, 
where (&=<Za , £ a 0 and В =  Cß, |Cß| (where under (p-C«0 -summability we 
think p - € a -boundedness).
In the present paper we have considered all types of above-mentioned 
summability factors, when a =  0, 1, . . .  is an integer or a is any complex 
number with R e a ^ O  and ß  — any complex number with R e ß ^ O  or 
R e / f > —1. In theorem 3 we additionally assume that R e / J ^ O , ! .  . . .  .
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ОБ АБСОЛЮ ТНОЙ СУММИРУЕМОСТИ 
БИ О РТО Н О РМ А Л ЬН Ы Х  Р А ЗЛ О Ж Е Н И Й
X. Тюрнпу
Кафедра математического анализа
§ 1. Введение ^
Пусть на отрезке [а, b] определены системы функций {ф*(/)> 
и iipk(t)}, удовлетворяющие условию
ь
J  (pk(t)ipi(t)dt —  бы-
а
Система {<-рк, грк) образует тогда биортонормальную систему 
(см. определение из [4]), а р я д 1
2  Cfrfpk (t ) ,
где
ъ
Ck =  f  x(t ) jpk (t)dt,
а
является биортонормальным разложением функции x( t )  по 
системе {ерь, грк). Пусть задан треугольный метод суммирования
А •— ( Ctnk) •
Определение 1. Биортонормалъное разложение функции x(t) 
по системе {<£>*., ipk) назытется А-суммируемым  (соответственно 
\А\-суммируемым) в точке /о, если сходится (соответственно 
абсолютно сходится) ряд
2 F n(t0), (1)
где
71 _
Fn( t о) == ClnkCk(pk(to) ■ 
ft—о
В настоящей работе мы, в основном, исследуем ^ -с у м м и ­
руемость биортонормальных разложений непрерывных функций 
по системе {cpk, 'ipkf всюду на отрезке [а, Ь]. В общем случае
со
1 Мы обозначаем через 2  ak Ряд 2  ak
|Л|-суммируемость биортонормальных разложений непрерывных 
функций всюду на отрезке [а , b1 сравнительно мало изучено. 
Отмечаем следующие работы [6 ; 8 ; 9; 10; 12; 13; 14; 15; 16; 17], 
где рассматриваются либо конкретные системы, либо конкрет­
ные методы суммирования, либо, отличные от непрерывных, 
классы функций. ,
Приведем ниже результаты, используемые нами, которые 
опубликованы в редком издании [11].
Лемма 1. Если для всех п >  0 функционалы fn являются 
непрерывными и линейными в банаховом пространстве Зс, то 
для того, чтобы для  каждого j c g X
2 \ f nx\ < о о ,
необходимо и достаточно выполнение условия
II S f n W  =  0 ( 1)
п ^а
равномерно относительно конечных множеств о натуральных 
чисел.
1 j
Лемма 2. Пусть 1 < ^ р < о о ,  — -[- — = 1  и 
v n =  /  Kn( t ) u ( t ) d t ,
а
то для того, чтобы v =  {vr)  <= I для всех и е  Lp, необходимо и 
достаточно выполнение условия
f \ Ž K n ( t ) \ i d t = 0 ( \ )
а n g=a
равномерно относительно конечных множеств а натуральных 
чисел.
Лемма 3. Если  1 < р < о о ,  то для того, чтобы v <= 1р для  
всех и е  L°°, необходимо и достаточно выполнение условия
2 \  f K n ( t ) d t \ P  =  0 ( 1 )
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равномерно относительно измеримых множеств S  из [а, Ь].
Лемма 4. Д л я  того, чтобы v е  I для всех и a  L, необходимо 
и достаточно выполнение условия
vraisup 27 |К » (0 1  <  °°-
Лемма 5. Пусть
1 . 1  , 1 , 1
Следующие утверждения равносильны.
1° V е  № для  всех и <= L k\
2° у  mit) сходится сильно в метрике U  для всех
d  =  { d n } GE / ? ( р >  1) U
у m(t) сходится сильно в метрике L 1 для всех
d ^ C o ( p = \ ) ' ,
3° y m{t) сходится слабо в метрике L 1 для  всех d ^ l q\
4° y m{t) сходится по мере к функции y( t )  е  U  для всех 
d  е  U.
При помощи интегрирования по частям из леммы 4 полу­
чаем следующее утверждение.
Лемма 6. Если для всех  и е  V и некоторого с е  [а, Ь]
2 \ S K n { z ) d z u { t ) \ b \ < ° ° ,
С
то для того, чтобы v е  / для  всех « e l ' '  необходимо и доста­
точно выполнение следующего условия
t
vraisup K n (z)dz\  <  оо.
а< ;^ Ь  с
Наконец, в силу [2] получаем следующее видоизменение тео­
ремы 5. 2. 5 из [4].
Лемма 7. Если система {(pk, rpk) ограничена в совокупности 
и система {(рк) полна в L, тогда существует множество положи­
тельной меры Е  с= [а, b] такое, что для каждой t0 ^  Е найдется 
существенно ограниченная функция, биортонормальное разло­
жение которой не суммируемо в точке t0 методом, удовлетво­
ряющим условию
lim JEJ «nfe Ф  0. (2)
k-yoo n  =  k
§ 2. Л|-суммируемость биортонормальных разложений 
непрерывных функций
• \
По определению 1 для исследования ;Л|-суммируемости биор­
тонормальных разложений мы должны исследовать абсолют­
ную сходимость ряда (1). Так как для каждой фиксированной 
to е  [a, b] Fn(t0) являются непрерывными линейными ’ функцио­
налами, то по лемме 1 имеет место следующее утверждение.
Теорема 1. Д л я  того, чтобы биортонормальные разложения 
непрерывных функциц. по системе {(pk, трьУ были в  точке to 
\А\-суммируемыми, необходимо и достаточно выполнение 
условия
I \ 2  2 ~ ^ < P K {U )y k ( t ) \d t  =  0 { \ )
равномерно относительно конечных множеств о натуральных 
чисел.
Из леммы 2 вытекает
Теорема 2 . Д л я  того, чтобы биортонормальные разложения 
непрерывных функций по системе {<pk> грк) были в точке t0 
\А\-суммируемы ми, необходимо и достаточно, чтобы этим свой­
ством обладали биортонормальные разложения существенно 
ограниченных функций по этой же системе в точке t0.
Из  теоремы 2 и леммы 3 получаем следующее утверждение.
Теорема 3. Д л я  того, чтобы биортонормальные разложения 
непрерывных функций по системе {<pk, ipk} были в точке t0 \А\- 
суммируемыми, необходимо и достаточно выполнение следую­
щего условия
2 \  2  a nh(pk(to) f  y>h(t)dt\ =  0 ( 1 )  (4)
71 fe=0 S
равномерно относительно измеримых множеств S  из [а , Ь].
Из леммы 5 и теоремы 2 вытекает
Теорема 4. Д л я  того, чтобы биортонормальные разложения 
непрерывных функций по системе {(pk, ipk> были в точке to \А\- 
суммируемыми, необходимо и достаточно выполнение одного из 
следующих условий:
последовательность
ТП V I  __
ym(t)  =  J'L, dnkdnffk (^o) {t )
k=0 n=k
1° сильно сходится в метрике L для всех {dn} е  с0;
2° слабо сходится в метрике L для всех {dn} <= m;
3° сходится по мере к существенно ограниченной функции 
для всех {dn} е  т.
Равносильные утверждения теорем 1—4, хотя для проверки 
неэффективны, служат нам источником ряда полезных след­
ствий, которыми мы займемся ниже.
Из леммы 7 и теоремы 2 получаем следующее утверждение..
Теорема 5. Если система icpk, ipk) ограничена в совокупности 
и система полна в L, то ни один метод суммирования, 
удовлетворяющий условию  (2 ) не суммирует всех биортонор- 
мальных разложений непрерывных функций по системе {(pk, ipk) 
всюду на отрезке [а, Ь].
Следствие 1. Если выполнено одно из условий теорем 1—4 
и система {yk, ipk) удовлетворяет условиям теоремы 5, то метод 
А — конулевой метод суммирования  (см. определение из [3]).
Применание 1. Д л я  тригонометрической системы условия  
(3) и (4) имеют соответственно следующий вид:
f \ J E  S  ßnk cos kt\ dt  =  0 ( 1)
1 0 ri£=a ft—0
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равномерно относительно конечных множеств о натуральных 
чисел;
l i  a nh f  cos kt dt\ =  0 ( 1)
n  k = 0  S
равномерно относительно измеримых множеств S  из [0, л].
§ 3 . |Л|-суммируемость биортонормальных разложений
со степенью р 1
Определение 2. Мы скажем, что биортонормальное разложе­
ние функции х по системе {<pk, ipk} является в точке t0 \А\-сум- 
мируемым со степенью р или \ А ' р - суммируемым, если
2 \ F n(to)\P<oo.
Из леммы 3 мы получаем, что имеет место следующая 
Теорема 6 . Д л я  того, чтобы биортонормальные разложения 
существенно ограниченных функций были в точке tQ \A\p-сумми­
руемыми, необходимо и достаточно выполнение условия
2 \ j t ä n m ( t о) f ipk( t )dt \p =  0 ( \ )  (5)
п к= 0 ö
равномерно относительно измеримых множеств S  си [а, Ь].
Мы покажем, что для р ^> 1 условие (5) всегда не влечет 
за собой, что метод А конулевой метод. Именно покажем, 
что имеет место следующее утверждение.
Теорема 7. Если для биортонормальной системы {<pk, ipk} 
существует метод А, удовлетворяющий условию
/  anh(pk{to)^h{t) \ d t =  О (ln n), (6)
a h= О
то существует и регулярный метод В такой, что биортонормаль­
ные разложения существенно ограниченных функций по системе 
{(рь, ipk) являются \В\р-суммируемыми в точке t0.
Д о к а з а т е л ь с т в о .  Из условия (6 ) следует, что имеет 
место оценка
П
I ankChtpk (to) j M  IIдгII jloo In n. 
k=0
Обозначая левую часть неравенства через тп(х, t0), замечаем, 
что для |/М|Р-суммируемости биортонормального разложения 
функции х  достаточно, чтобы последовательность rn(x, t0) была 
|Я|р-суммируемой (см. определение из [3]).
Последовательность гп(х, t0) называется |Р|р-суммируемой, 
если




мы имеемПусть тогда Рп ^ \ п п ,  и
- , { 2 1 7 г ъ —  2  р ы  (*• to) -  т г - т" <*•(») I *}1 п 1 ^ п Г п - l  fe==0 Г п ! >
1
f /)я «-1 I Р ) Р
рЛ п—  2 ; w fe(x,/o) } +
V „ / п ^  п-1 ь_ п 1 ’fe=0
1 1
Р
+  { ^ |  - j r - r n ( x j o )  j ' ' } ” <С со,
если только 1. Если РЛ обозначать через В, то и получим 
наше утверждение.
Для тригонометрической системы имеем следующее утверж­
дение.





In /г <  оо,
тогда ряд Фурье и сопряженный ему ряд от функции х е  L°° 
являются \Р\р-суммируемыми всюду на отрезке [0,2л\.
Д о к а з а т е л ь с т в о  приводим так, как и у теоремы 7, 
взяв только ank~ \  и воспользуемся известными оценками
/  I ^  cos kt\ dt  =  О ( \ п п ) ;
О f c = 0
/  j sin kt\ dt =  О (In n ) .
0 k=0
§ 4. |Л|-суммируемости биортонормальных разложений 
функции с ограниченным изменением
Из леммы 6 получаем следующее утверждение.
Теорема 9. Если для всех х  е  V и некоторого с ^ [ а , Ь ]
t л _
\x(t) f  ctnh(pk{to)ipk{u)du
n  с k = 0
OO.
то для того, чтобы биортонормальные разложения функций с 
ограниченным изменением по системе {срку были в точке to 
\А\-сумм ируемым и, необходимо и достаточно выполнение  
условия
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I Jjj anhVh(to) f  y>k{u)du\ =  0(1 )
n  h = 0  с
почти всюду на [а, Ь].
Для тригонометрической системы имеет место
Теорема 10. Д л я  того, чтобы ряды Фурье от 2л-периодичных  
функций с ограниченным изменением были всюду \А\-суммируе­
мы, необходимо и достаточно выполнение условия
СInh . » ,—т— sin kt
k = 0
=  0 ( 1)
почти всюду на [0 , 2л].
В частности, если Q<C.-irl Для всех п >  0, то ^ y ^ s i n & / > 0
Ä k = ü R 
всюду (см. fl], стр. 668 ), и, следовательно,
Л  anh . . .  
S  —г— sin kt
n = 0  k.— О k — 0
если метод А сохраняет ограниченность.
Итак, нами доказана
Теорема 11. Если метод А сохраняет ограниченность и
для всех п >  0, то ряды Фурье функций с ограничен­
ным изменением являются \А\-суммируемыми всюду.
р
Следствие 2. Если и P k ^ 0 , T O  ряды Фурье функ­
ции с ограниченным изменением \Р\-суммируемы.
§ 5. Абсолютная суммируемость биортонормальных 
разложений методами Рисса
В этом параграфе мы изучим (Ра|-суммируемость (см. опре­
деление из [7]) биортонормальных разложений при « =  1 и 
а =  2 , причем для упрощения выкладок предполагаем, что 
pk >  0 (или же р* <  0 ).
Теорема 12. Если pk ^  0 и pk =  0 ( p k - 1 ) , то из сходимости 
ряда
где
n(to) =  - J -  2 J  Pv I 2 , - c i<Pi (*o) — * (to) |,
k  v = 0  i= 0
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следует \Р\-суммируемостъ биортонормалъного разложения  
функции x ( t )  в точке tQ.
Д  о к а з а т е л ь с т в о . . Для метода Р имеет место неравен­
ство
1
• тп п  гп _
I anhChtph (/о) I ^  \х (to) I |a«o| “ hn=0 H—0




p n  
X* n
71 — 1
( S n ( t o ) - X ( t o ) ) +
Ph
=  h=U
( S n ( t o ) ~ X ( t o ) )  ,
где
•Sn {to) — 2ii Chtph (to) • 
k—0
Так как апо =  0,
2
n= 0
(Sn( to)  —  x( to) )
* 71 2 2  p n  | S „ ( / o ) — x ( /o ) |  +
TO—1 P n
+  Я - Т Г Ъ -------Ž P h  |5»(/o) —  a : ( / o ) |  =
n = 0  n n+1 k = 0
m—1 p
— 'tm(to) “I" ~Jj Tn (to)
n=0 n+*
to—1 n





fe = 0 ^71-1
[5ft (fo) — *  (fo) ]
n TO—1 n
<  2  - P -  t»-i (<o) =  0 (1) 2  TT“ W  ■
n = 0  n  • 7 i= 0  n
тем самым и справедливость теоремы 12 установлена.
Для тригонометрических рядов Фурье имеет место следую­
щее утверждение.
Теорема 13. Если метод Р удовлетворяет условиям pk >  0 и 
ph — 0 ( p k- 1), то из сходимости ряда
2 - g - n M
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где Tk(to) =  -jj— ^  pv |Sv(*o) — * ( 0 |  и S k(t )  — частичные сум
мы ряда Фурье функции x( t ) ,  вытекает \Р\-суммируемость ряда 
Фурье функции x( t ) .
Д ля тригонометрической системы имеем еще следующее 
утверждение.
Теорема 14. Пусть pk j  0 и оо.
Если сходится ряд
где Ek(x)  наилучшее приближение функции x ( t )  в метрике С, 
то ряд Фурье функции x ( t )  является \Рг\-суммируемым всюду. 
Д о к а з а т е л ь с т в о .  Так как для Р2 имеем
m п _ m р
I 2  Unk (ak cos kt  +  bk sin kt) \ =  2 J  p  ” ' |*n — rn2\,
n=Ü ft=0 n=0 n—l
tn 1 =  ( 1 — ~jj~~  ) (ßft cos kt  -f- bk sin kt)  
ft=0V f
где
ln 2  ( 1 ~  ) ( 1 ~  ~z,k 1 ) cos kt  - f  bk sin k t ) ,
k=0 1 n+\ '
а, в силу [5],
I T n *  - j r ~  E k  (x )
h - o  И n
\Xnz — x \ ^ 2  2  Ek ( x ) ,
* nh= 0
TO
P n P n




что и завершает доказательство.
Следствие 3. Д л я  каждой непрерывной функции x( t )  най­
дется регулярный метод Р2, который суммирует абсолютно и 
равномерно ряд Фурье от x( t )  на, отрезке [—л ,  я].
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§ 6. О множителях суммируемости
В этом параграфе мы применяем полученные результаты 
для изучения множителей абсолютной суммируемости для рядов 
Фурье.
Определение 3. Последовательность {е*} называется последо­
вательностью множителей суммируемости типа (F, |,4|), если 
ряд
S  £k(ak cos kt  -j- bk sin kt)
является \А\-суммируемым всюду на отрезке [—я, я] для всех 
рядов Фурье
У! ak cos kt  - f  bk sin kt
et • '
от функции x из класса F.
Если А —  Е  — метод сходимости, то мы получаем определе­
ние множителей абсолютной сходимости для рядов Фурье отно­
сительно класса функции F. Пусть сперва F = L p. По лемме 2 
имеет место следующее утверждение.
Теорема 15. Если  >  0 и метод А — треуголен, то для  
того, чтобы числа ek были множителями суммируемости типа 
(Lp, \А\) при р >  2 , достаточно, а при р — 2 и необходимо , 
выполнение следующего условия
m
\  \ek\pk p~2 \ a mh\p =  0 ( 1) д
h= О
независимо от т.
Д о к а з а т е л ь с т в о .  По лемме 2, необходимо и доста­
точно, чтобы
f \ ž  J U Ekdnh COS kt\Pdt  =  0 ( 1 ) ,
- n  n<=o h= °
которое равносильно следующему условию
п т  т _
/ 1 £h %  ank d n cos kt\P dt  =  О (1)
—я fc=0 n = k
независимо от m  и \dn), где dn принимает только значения О 
или 1. На основе теоремы 6 .3 .2  из [41 вытекает, что для этого 
достаточно (а для р =  2 и необходимо), чтобы
771 771 _
\£klpkP~2 I У] anh d n\P =  0 ( 1 ) .
h= 0 n = h  
__ m __ m __
Но так как ank >  0, то ankdn <  ^  ank l=  «mb причем
n = h  n = k
m
ankdn'— amk, если dn =  1 при n  <  m  и dn —  0 при n >  m, и
n = k
из предыдущего условия и вытекает утверждение теоремы 17. 
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Изучим теперь множители суммируемости типа (С \Е\).
Из теоремы 1 и теорем 6 . 9. 2 и 6 . 9. 4 из [4] выводим еле 
дующее утверждение.
Теорема 16 . Д л я  того, чтобы числа ek >  О были множителями 
суммируемости типа (С, |£ |) , необходимо и достаточно выпол­
нение одного из условий:
!° 2 J  е2к <
2° £k \CkI <  00 
для всех коэффициентов Фурье ck от х е  L°°.
Теорема 17. Д л я  того, чтобы числа ek были множителями 
суммируемости типа (С, |£j), необходимо и достаточно, чтобы 
ряд
£  dkSk cos kt
либо  а) сильно сходился в метрике L для  всех  {dk} е  с0, 
либо  б) слабо сходился в метрике L для всех  {dk} е  in, 
либо  в) сходился по мере к существенно ограниченной функ­
ции для всех {dk} е  т .
Д о к а з а т е л ь с т в о  немедленно вытекает из леммы 5, 
если учесть, что теперь
ТП
Уm ( t )  =  £h dk  COS k t .  
fe=0
Рассматриваем, наконец, множители суммируемости типа
( V ,  |£ |) .
Теорема 18. Д л я  того, чтобы ek были множителями сумми­
руемости типа (V, |£ |) ,  необходимо и достаточно, чтобы
2  'f с °° I
Д о к а з а т е л ь с т в о .  По теореме 10 для этого необхо­
димо и достаточно, чтобы
еь ■ и*—  sm kt  k
=  0 (1)
почти всюду. Учитывая теорему Л узина—Д анж уа, последнее 
условие является равносильным условию из теоремы 18.
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ВIORTON ORM AAL RIDADE ABSOLUUTNE SUMMEERUVUS
H. Türnpu
Re s ü me e
Selles töös uuritakse pidevate funktsioonide biortonormaalridade absoluutset 
summeeruvust kolmnurksete maatriksmenetlustega. Töös näidatakse muuhulgas, 
et ei leidu regulaarset kolmnurkset maatriksmenetlust, mis summeeriks abso­
luutselt iga pideva funktsiooni Fouerier’ rea kõikjal.
ABSOLUTE SU MMI ER BAR К EIT BIORTHO NORMALENTWICKLUNG EN
H. Türnpu
Z u s a m m e n f a s s u n g
In «ier vorliegenden Arbeit werden die notwendigen und hinreichenden 
Bedingungen für absolute Summierbarkeit den Biorthogonalentwicklungen ste­
tiger Funktionen gefunden. Wir beweisen, daß kein reguläres dreieckiges 
Matrixverfahren existiert, welchs die Biorthonormalentwicklungen aller stetigen 
Funktionen absolut summiert




Как известно [11, 19], для метода суммирования взвешенных 
средних Рисса неубывающая мажоранта функций Лебега яв­
ляется множителем Вейля для суммируемости ортогонального ; 
ряда. Через эту мажоранту выражается также оценка роста to 
риссовских средних ортогонального ряда. В настоящей статье 
эти утверждения обобщаются для вполне суммируемости двой­
ных ортогональных рядов методом Р взвешенных средних 
Рисса. Если двойная ортонормированная система факторизи- 
руема, то признаки типа Вейля двойных ортогональных рядов 
получаем при самых общих предположениях относительно 
метода Р. Для общих ортонормированных двойных систем при­
знаки типа Вейля получаются при ограничениях относитель­
но Р и мажоранты функций Лебега. В конце статьи показы­
вается, что неубывающая мажоранта функций Лебега не всегда 
является множителем Вейля для суммируемости двойного орто­
гонального ряда. Попутно даются обобщения на двойные после­
довательности теоремы Леви и доказывается существование 
всюду расходящегося нефакторизируемого двойного ортогональ­
ного ряда из L \ .
§ 1. Определения и основные леммы
Пусть =  i , x2) — положительная ограниченная функция 
двух переменных х и х2 на конечном прямоугольнике Q =  [а , Ь; с, d], 
и fj, =  / i (X)  — соответствующая ей аддитивная функция ([12], 
стр. 101) множества X,  определенная на борелевской алгебре 2  
подмножеств прямоугольника Q. Пусть [z для любого сёгмента 
/  =  [х'и х \ \  х '2, х"?\ е  2  удовлетворяет условию
/ / ( / )  = [ г ( х \ ,  х'2) — ju(x'  1, х"2) — [г(х"и х'2) -}~ i i (x "u х"2) > 0 ,
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т. е. монотонна ([9], стр. 66—71). В этом случае почти
всюду на Q (в смысле меры Лебега) функция множества pi(X) 
имеет обобщенную производную D/j,(X) (см. [12], стр. 97, 162— 163 
и 176), причем D/j,(X) >  0. Предположим, что Dji (X)  =  0 лишь 
на множестве, мера Лебега которого равна нулю.
В частности, перечисленным условиям удовлетворяет функ­
ция
х2) = ^ l ( * l ) M * 2), ( 1)
если jii(x\)  на отрезке [а, b] и /л2(х2) на отрезке [c,d] положи­
тельны, ограничены и монотонно возрастают, причем их произ­
водные обращаются в нуль только на множествах с мерой нуль 
в смысле Лебега. Действительно, мера Лебега топологического 
произведения двух множеств лебеговы меры нуль равна нулю 
(см. [91, стр. 72). В дальнейшем, говоря об условии (1), будем 
считать, что щ ( х i) и /г2{х2) удовлетворяют перечисленным 
условиям.
Определим понятие орготональности с помощью интеграла 
Лебега—Стилтьеса, аналогично, как в книге Алексича [1].
Вещественная функция f ( x  1, х2) двух переменных называется • 
/Дгинтегрируемой на множестве Е о  Q, коротко / ( x i , b )  g L 2u, 
если она //-измерима на £  и двойной интеграл Лебега— 
Стилтьеса
f f 2(x 1, x2)dju(X) =  f f  f2(xu x2)d /i (x  1, x2) <  00 .
E E
Двойная система /.^-интегрируемых функций1 {фтп( х и х 2)> 
называется ортонормированной, если
f  ф т п { Х  1, А2) ф ы { Х 1 ,  Х 2) dfl (X) =  ÕmkÖnl■ (2)
Q
Пусть {стп} — двойная последовательность вещественных 
чисел, а {фтп{хи х 2)} — двойная ортонормированная система. 
Двойной р я д 2
J g  С т п ф т п  ( Xl ,  Х 2) ( 3 )
т,п
называется двойным ортогональным рядом по системе
^фтп (-̂ 1» Х2) }.
В дальнейшем точки из Q будем обозначать через х =  
~ ( x i , x 2), и = ( и и и2), v =  ( v i , v 2) и w = ( w i , w 2), а соответ­
ствующие им множества из Z  — через X , U, V и W.
В теории двойных ортогональных рядов существенную роль 
играют следующие леммы обобщения теорем Леви.
1 Во всей статье свободные индексы принимают все значения 0, 1, . . .  .
2 Если у знака суммы пределы индексов суммирования опущены, то 
суммирование происходит по всем целочисленным значениям индексов от 0 
до оо. Под знаком предела указание ->- оо всюду опущено.
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. Лемма 1. Если все функции двойной последовательности 
{и1ПП(х)} являются L^-интегрируемыми на множестве Е a  Q и
J  1̂77171 (х)! dpi (X) С  оо,
т.п Е
то двойной ряд 2 итп(х) абсолютно сходится почти всюду на Е
т, П
, Д о к а з а т е л ь с т в о  см. [2], стр. 174.
Лемма 2 . Пусть функция  д удовлетворяет условию  ( 1). 
Если  {fmn(x))  — неубы ваю щ ая3 двойная последовательность 
L^-интегрируемых функций таких, что
f f mn ( x ) d / i ( X ) = 0 ( l ) ,
Е
то предельная функция
f (x)  =  lim f mn(x)
m, n
почти всюду на Е конечна и L ^ -u m егрируема.
Д о к а з а т е л ь с т в о .  Известно (см., например, [4], стр. 39), 
что для неубывающей двойной последовательности двойной и 
оба повторных предела одновременно существуют и равны 
между собой. Так как по условию всегда fmn( x ) — /оо(*)>0, 
то пусть fmn(x) ^  0. Если Е Ф  Q, то доопределим все функции 
fmn(x ), положив fmn(x) =  0 на Q \ E ,  не изменяя их обозначе­
ния. Так как {fmn( x )} не убывает, то существуют все пределы
Fm(x) =  lim fmn(x),
П
причем последовательность {Fm(а:)} также не убывает. Следова­
тельно, существует последовательность интегралов
<1




lim Im{x 1) =  /  lim Fm(x)d iu2(x2) =  J  f { x ) d p 2(x2)
m c m  с
(см. [91, стр. 173, теорема m), ибо последовательность Um{xi)} 
также не убывает ([9], стр. 209, теорема g). Пользуясь, далее, 
теоремой Фубини ([9], стр. 221), учитывая, что двойная после­
довательность
d
f f  rnn { x )dp2(x2) 
с
не убывает, получаем
3 Монотонность двойной последовательности означает ее монотонность 
по каждому индексу при фиксированном другом.
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b d
lim f f  mn (x) dpi (X) == lim f  d/л, i (- l̂) f  fmn (- )̂ &fi2 (X2) — 
n Q п а е Щ9
b d 
=  f  djj,i (Xi) liin /  f mn  (x) d /12 (*2) =
а П С
b
=  f  Im(Xl)dfli{Xi). 
а
Отсюда по тем же теоремам
ъ
lim Um f  f mn( x ) dp i ( X) =  f  lim Im(xi)dfjn(*t) =
m n Q a m , '
=  f  dfjLi(xi) f f ( x ) d j i 2(x2),
а с л
ИЛИ
f  f ( x ) d / u ( X ) =  l im l im f  fmn (x)df i  ( Х ) =  0 ( 1 ) ,
Q m n Q
причем ([9], стр. 212, теорема m) функция f ( x ) ^ L li и ([9], 
стр. 199, теорема 0) конечна //-почти всюду на Е. Отсюда при 
наших предположениях относительно функции pi следует ([2], 
стр. 175), что f (x)  конечна почти всюду на Е. Лемма доказана.
Для дальнейшего нам также нужно неравенство Буняков- 
ского—Шварца
{ ; ! / М г М I  d ß ( X ) р  ^  /  Р ( х ) J  g ‘ ( x ) d ß ( X ) , (4)
Е  Е Е
имеющее место для любых f ( x ) ,  £ (*) e L 2,, (см. [9], стр. 271).
§ 2. Функции Лебега
Пусть Т — некоторый треугольный метод суммирования 
двойных рядов с матрицей (tmnk') в виде преобразования по­
следовательности в последовательность и с матрицей (тmnki) 
в виде преобразования ряда в последовательность.
Частичные суммы ряда (3) можно кратко записать в виде
771,71
Smn (х)  —  Ckl(fkl(x) , 
к,1=0
а Г-средние ряда (3) — в виде
771,71





Dmn (и, x) =  JŠJ (fhi{u)q)hi{x) ,
* h,l=0
m,n
Kmn{U, x) =  Tmnhl(phl(u) (phl(x) , 
h,l= 0
симметричные относительно и и х ,  называются соответственно 
ядрами методов сходимости и Т.
При помощи преобразования Абеля—-Харди, ввиду равенства
tmnkl == Akflmnklt (5)
для ядра метода Т получаем выражение
771,Л
К . т п { М > Х ) = = t mnhl Dhl  ( U, Х)  . (6 ^
к,1=0
Покажем, что для Т-средних ряда  (3) при х, А <  т ,  п имеет 
место формула
Охх{х)=  /  Sm7i ( « ) Кх\(и, x )dp i ( U) . (7)
Действительно, так как при 0 <  k, I <  пг, п ввиду (2) имеем




O x \ { x ) =  2  ТцШ(рм{х)  f  S m n ( u ) ( p k l ( u ) d p i ( U ) ,  
h,l= 0 Q
откуда равенство (7) вытекает непосредственно.
В вопросах Г-суммируемости рядов (3) важную роль 
играют следующие функции Лебега метода Т:
Lmn (х) =  ;  \ к  тп (и, x ) \ d[ i (U) ,
Q
H m n{ U  1, Х2) =  /  \Kmn{U,  Х ) \  dfli(Xi)  ̂ 2 ( « г )  -
Q
§ 3. Оценка роста риссовских средних 
ортогонального ряда
Факторизируемый метод взвешенных средних Рисса 
Р =  A Q B  — (R, р тп) 
определяется матрицами4
4 Здесь и всюду в дальнейшем обозначаем
т , v. т  п
Ртп =  'JSJ phi, Am — Oft, Bn =  bi,
h,l =  0 h =U l =  и
причем ak и b{ считаем вещественными числами и предполагаем pk l?^ 0.
Выражения с отрицательными индексами считаем равными нулю
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V Am /  ' B n 1 
Теперь может быть доказана
Теорема 1. Пусть функция р, удовлетворяет условию  (1). 
Пусть метод Р удовлетворяет у с л о в и ю 5
m n
J E \  P kl\ =  0 { P m n ) .  (8 )
ft , t= 0
Пусть, далее, {А,тп} — неубывающая двойная последователь­
ность положительных чисел таких, что на множестве Е  с= Q 
функции Лебега метода Р удовлетворяют оценкам
L m n { x )  =  О  (Am«) , (9)
H m n ( U u  * 2) =  О (А««). (Ю)
Тогда, если двойной ортогональный ряд  (3) удовлетворяет 
условию
2 2  С2т п  <  ОО, > (11)
m,7t Ч
то для P -средних ряда  (3) почти всюду на Е имеет место 
оценка 6
Отпп {х) — Ох (УАтп) •
Д о к а з а т е л ь с т в о .  Следуя Жижиашвили ([61, стр. 259; 
[7], стр. 118), рассмотрим две неотрицательные измеримые 
функции
i — i{x  i), j =  j ( x 2) , ( 12)
где а <  Xi <  6 , с <  х2 <  d, принимающие только целые зна­
чения, причем ограниченные сверху соответственно целыми 
числами т  и п.
Пусть
s =  s (т, Xi ) , t — t ( n , x 2)
— наименьшие индексы, не превосходящие соответственно т  
и п, при которых достигается равенство
gmn( x ) =  sup =
0<i.j<m.n уXij VAsf
где верхняя грань берется по всем функциям ( 12).
5 Из теоремы Кожима—Шура следует, что условие (8) выполнено, 
когда методы А и В сохраняют сходимость.
6 Запись f mn{x) — Ox (hmn) означает существование функции S(x)  
такой, что |fmrt(x)| <  \S{x)hr
m n '
~тп\
Применяя (7) и теорему Ф у б и н и ,  н а х о д и м
I т п  == f  g m n  ( х )  d i l  (X )  =
Е
=  / s„n(u)d f i (U)  /  К ‘Л {̂ ± ± 1 -  d/, ( X ) ,
Q К
откуда при помощи (4) и (2) выводим
/2™ » <  /  s*mn( u) dß (U).  f[ /  d f i ( X ) Y  df i (U)  =
Vя»,
=  2 f̂wu)[f«̂ d«v)J « e ^ d r t V ) ] .




a  — s (m,  Vi), ß =  t (n,  v2), y =  s (m,  Wi), d — t ( r i ,w2). (13)
Теперь ввиду условия (11), применяя теорему Фубини, заклю­
чаем
/ 2™ =  0 ( 1 ) / „ т , (14)
где
Jm n =  / / / ------1------K n f l l u .  у ) К ул1и.  w ) d f i ( U ) d f i ( V ) d [ i ( W ) .
JE Е Q VAaßA-jifi
Далее, обозначив
q •= m in ( a ,у) —  q(m,  v u w t ), r — min (ув, d) e== г(/г, y2, ш2), 




Фдг =  Фс]Т (У. Ш) ==
=  /  /Caß(w, V ) K ^ ( u ,  W ) d f i ( U )  =
Q
Я.г
—  £  T a P i k l Z v f > h l ( p h l  ( v )  ( p k l  (  W )  . 
h , l = О
Применяя преобразование Абеля—Харди, в силу треуголь- 
ности метода Р получаем
Ф д г  =  V k i p h i D h i i v ,  w ) ,
h,l= О
причем
V h l P h l  =  ^ f e ? ( T a ß f t / T v 6 f t / )  .
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При помощи формулы для разности произведения, учитывая 
(5), находим
+ ( ‘ - т г ) ( 1 
. + ( > - £ ) ( ■ -  
•-(' v ) ( ‘
Далее, так как для ядра метода Р ввиду (6 ) имеем
B l - i_
) / Ь "  +ßß
._в м
р т7  +ß« I
в , - ,  \
ßfi /
Р  т п К т п  { и ,  Х )  —  P k l D k l  {U, Х)  ,
к, / = О
то применяя к <PQr еще раз преобразование Абеля—Харди, по­
лучаем
Oqr =  q (A k i4 r k i ) P k i K h i ( v , w ) +  У? (Ah4/,h r ) P h r K h r ( v , w )  +
h ,l= 0 h=0
“Ь ( A l ' F q l )  P q l K q l ( V , W )  - \ -  W q r P q r K q r ( V i  W )  .
1=0
Поэтому, учитывая вытекающее из (8 ) при 0 <  k. t  <  т, п 
соотношение P ki = 0 ( P m n ) ,  получаем
q—l ,r— i
|Ф9г| = 0 ( 1 )  {|Pgr|_1 j j  \Pkl  +  P h ,l+ i +  P h + i , l - \ - p h + i , l + i \ \ K k l ( V ’ W ) \  +  
h ,l= 0





+  \K4r(v ,w) \ ) .  (16)
Теперь можем, используя (15), доказать оценку
0 ( 1 ) .  (17)
Для этого, ввиду (13), нам надо множество Е' У^Е  разделить на 
четыре части
Му ■= {(и, w ) : а >  у, ß >  д),
Щ  =  { (ü, ш) : а  <  у, ß  >  d>,
Af3 ==> {(и, ay): а  >  у, <  г?},
Af4 =  {(v, w ) : а <  у, ß  <  <У> 
и соответственно этому четырехмерный интеграл в неравенстве 
(15) разделить на четыре интеграла.
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На множестве Mi  индекс q ~ y  и индекс r =  õ. Поэтому 
верхние пределы сумм в (16), и индексы ядра, ввиду (13), не Ж, 
зависят от V, вследствие чего, пользуясь теоремой Фубини, 
можем писать
/ I ~ ^ \ d , a ( V ) ä f i ( W ) ^  /  ~ d p ( W )  /  |фу«| d f i ( V ) =  0(1) ,  »
м, l ‘<r (j v6 Q
так как, применяя (9) и (8 ), находим, например,
V—1,6—1
• J ~ - - \ P , b \ - ' ' ' ~ E ' \ P k , \ U , ( w ) d t l ( W )  =
Q h,l= О ' ■ J'
г v-i.ö-i
=  0 ( 1 )  j  |P v6|-> 2  \pkl\ d ^ ( W ) = 0 ( l ) .  
Ц k, =0
Интеграл по множеству М4 оценивается аналогично.
На множестве М 2 индекс q =  a и индекс г —  д. Поэтому 
верхние пределы сумм в (16) не зависят от v2 и Wi. Ввиду 
этого, учитывая (1) и применяя теорему Фубини, получаем
II Ч ~ \ 4>4r\dfi ( V ) d ß ( W )  <
м 2 Aqr
Г 1 С<  J —— dfii(vi)d(j,2 {w2) J |Фаб| dfii(Wi)dji2(v2) =  0(1),
так как, применяя ( 10) и (8 ), находим, например,
I - r — lp at,l~' J S  \Рш\ H h, ( v u Wz) d {n ( V i ) d ß 2 (Wz) =  0 ( 1 ) .
Q А, 1=0
f  - J — И в Н ^ Н  //»«(Ol, W z ) d f i , ( v , ) d f i 2( w 2) = 0 ( 1 ) .
Q Я“6 »—0
Интеграл по множеству М 3 оценивается аналогично при по­
мощи условия ( 10), причем, ввиду симметричности ядра отно­
сительно V и w, оправдано применение оценки
H mn(w i , v2) =  О (Я тп) •
Оценка (17) доказана, и, ввиду (14), имеем
/« » ■ = 0 ( 1).
Отсюда, так как последовательность {g mn(x )} не убывает, 
по лемме 2 предельная функция
5 i ( x )  =  l i m  g m n ( x )
т,п
конечна почти всюду на Е , причем
Отп (х) <  У Я тп S i ( x ) .
Заменяя во всем доказательстве {отп{х)} на последователь­
ность {—Отп(х)), мы убеждаемся в существовании почти всюду 
на Е конечной функции S 2(x), удовлетворяющей неравенству
—Отп(х) ^  У Amn <̂ 2 (х) .
Объединяя эти неравенства, заключаем,
jOmn (^) [ f Лтп  ( |S ,(x) | +  |S2(x)|) 
почти всюду на В,  что и требовалось доказать.
Теорема 1 для (R, ат) -средних простых ортогональных рядов 
при ат >  0 доказана Суноути ([19], стр. 325; см. также [17], 
стр. 409), для арифметических средних, т. е. при ат —  1 — еще 
Качмажом ([10], стр. 244), а для логарифмических средних, т. е 
при ат= { т - \ -  I ) -1 — Медером ([18], стр. 24). Метод доказа­
тельства всех этих теорем разработан Колмогоровым, Селивер­
стовым и Плеснером (см., например, Алексич [1], стр. 182).
Пусть Е  — метод сходимости (простых рядов). Рассмотрим 
методы суммирования
Р' =  А О  Е  и Р"<= Е О В .
Обозначая7 через а'тп(х ) и о"тп(х) соответственно Р'- и 
Я"-средние ряда (3), из теоремы 1 выводим
Следствие 1. Пусть метод Р удовлетворяет условию  (8 ). 
Пусть, далее, {х 'тп} и {х"тп} — неубывающие двойные последо­
вательности положительных чисел таких, что на множестве 
Е cz Q функции Лебега метода Р' удовлетворяют оценкам
L'mn(x) =  о  (х'тп), (18)
H ' m n { U u  Х 2) =  О( х' тп) ,  (19)
а функции Лебега метода Р" — оценкам
L"„m(x) ' =  О (20 )
H"mn{ uu x 2) = 0 ( x " mn). (21)
Тогда, если двойной ортогональный ряд  (3) удовлетворяет ус­
ловию (11), то почти всюду на Е имеют место оценки
o'mn(x) = O x ( ' jXmn) ,  (22 )
о"тп (х) =■ Ох (У х'1 тп) • (23)
Д о к а з а т е л ь с т в о  достаточно провести лишь для оценки
(22). Покажем, что последнее можем получить из теоремы 1, 
положйв в ней В — £, т. е. (ср. |[3], стр. 116) считая
____________  В п =  0 ( Ь п). (24)
7 Такие же значки вверху будем ставить и для других величин, отно­
сящихся к Р'  и Р п.
А т п П Ц Л т п )  > 0 ,  (26)
то для любых  w 0 < ] ^ л |  имеем
ДтпУ *тп 0 ,
где обозначено  /
1
Утп =  (Ялгп^т^п) 2 • (27)
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Я  дДействительно, при условии (24), из (9 ) вытекает (18), так 
как (см. [3], стр. 108)
% ‘«j
К  т п  {и, Х) =  — Г  К т п  (^, X) — г — ------------- K m ,n —l  (W» Х) ,Оп
откуда
L'тп(х)  =  0 ( 1) [Lrnn(л:) -f- L m n- i ( x ) ] =г О (Ашп) •
Кроме того, (24) и (10) влекут за собой (19).
Обратно, при условии (8 ) из (18) и (19) следует соответст­
венно (9) и (10), так как | |
П
К т п { и ,  X )  =  2 g b n lK ' m l ( U , X ) ,
1 = 0
откуда
L m n  ( х)  ^  ml ( X)  =  О ( х  т п )  \pnl\  == О ( х  т п )  ■
1= 0  .  1 = 0
Таким образом, мы доказали, что оценки функций Лебега 
метода Р' получаем из оценок функций Лебега для Р, если В 
удовлетворяет условию (24), например, если Ьп =  2п. По teo- 
реме 1 имеет место оценка, которая в нашем случае переходит 
в (22). Оценка (23) выводится аналогично из (20) и (21).
§ 4. Некоторые элементарные леммы о рядах
Предварительно нам нужны следующие леммы.
Лемма 3. Д л я  всякого двойного сходящегося ряда
J E  « тп  (25)
т,п
с итп >  0 существуют положительные последовательности |  оо 
и rjn f оо такие, что
' S  Umn^mTJn ‘'С оо.
т,п
Д о к а з а т е л ь с т в о  см. Качмаж [16], стр. 94.
Лемма 4, Если двойная последовательность {Атя> не убы­
вает и
Д о к а з а т е л ь с т в о  получаем применением формулы раз 
ности произведения. Действительно,
l i l  1 1
А т  п -------------- Л т п  \- Л п  “ • Л т  Н
У т п  VA т п V £тГ]п VA т п V Š m T J n  + i
, 1 1  1 14- /J т ------- - Д п --- -—- j- А  т п  —------ -
V A  т п  V £ m  +  l t j n  V A m n  V  £ m + \T]n + l
Имеет место следующий аналог теоремы Кронекера.
Лемма 5. Если итп >  0 и ряд £тЦпитп сходится при
т, п
im  I  О U 7]п I  О, ТО 8
r-lim Umn =  О,771,71
где
т%п
U m n  imTJn У :  Ukl.
k,i= О
Д о к а з а т е л ь с т в о .  По теореме Кронекера ([1], стр. 78) 
для любого £ > 0  найдется N  =  N (е) такое, что при всех п^> N
п
$ п  == У  У  ih U k l  <С б / 7]п- 
1=0 k
Далее, ввиду неравенства
\  т.п  * m,n
i m  ih U k l  S n ,
h,L=0 h,l= 0
для n >  N  и даже всех m  выводим
U пт E.
Следовательно,
lim Umn =  lim Umn — 0 .
n m,n
Равенства lim 0 доказываются аналогично.
m
Лемма 6. Пусть {ymn} — произвольная двойная числовая 
последовательность. Тогда для P -средних ряда  (3) имеет место 
формула
8 Последовательность {х тп} называется вполне сходящейся, коротко 
/■-сходящейся, если существуют все
Hm х тп, и lim х тп.
т  п  т ,п
Запись r-lim х тп =  0 означает, что
пг ,п ,
lim д:т „ =  lim х тп =  lim хт п  = 0 .
т  п т . п
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m,n j
O m n ( X )  == J E  'trnnhlSkl^y, X)  A h i ----------h
h,l= О Уы
m.n ß t 1
+  J E  a m h - 5 — o " k i ( y , x ) A h i -------------
h,L=0 ön Vh’l+*
m,n Д . 1
+  J E  — ß m o ' k i i y ,  x ) A h i -------------- f
h ,i= 0 A m  Ук+*’1
m
4~ JŽj U m h O " h n ( y ,  X ) A h ' --------------- h
ft= 0  УЬ.п+2 .
n 1
“h  ß n l O  ml ( у ,  X ) A l -
1=0 Ут+2,1
m.n p hl \
+  p — O k i { y ,  x )Aki — — —  
h,l= 0 mn y h + i , l + i
m Ah 1
+  J E  - J — O h n ( y ,  x ) A h - ----------------
fe=0 Am yft+l.n+2
~b 2E ~d Cfml(y, x) Al
1—0 B n  Ут+2, l+i
1
(Утп (У* X)  , (28)
Ут+2, n+2
где s mn(y ,x )  — частичные суммы ряда
2 J  СтпУтпфтп (^) , (29)
т,п
Отп(у,х) — его Р -средние, o'тп( у ,х ) и о"тп{у ,х )  — соответ­
ственно Р'- и Р " -средние ряда  (29).
Д о к а з а т е л ь с т в о .  Применяя преобразование Абеля— 
Харди, учитывая треугольность метода Я, получаем
^  Tmnhl m̂ (  T m n h l \
O m n ( X ) =  --------- - СыуЫфЫуХ) —  Ah i------j shl(y, X) .
h, l=0 УМ h,l= 0 y hl
Отсюда при помощи формулы для разности произведения вы­
водим
т,п 1 т,п
О т п ( х ) =  У! TmnklSkl (у, Х) Ahi Ь JE  GmhbnlSkl(yt Х) Ak h
h,l= 0 Ук1 h , l=  0 yk, l+ 1
т,п  J m ,n j
4~ JE  &m h ß n l S f i l ( y > x ) A f  f- tmnhlShl(y> X)  .
b l - -o  yh+i , l  h,l=0  yh+i , l+ l
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Применяя здесь ко второй сумме преобразование Абеля, учи­
тывая, что для метода Р  при 0 <  //, v <  k, I <  га, n
tmn\iv == tkl\i\Pkl / Pтпл
находим
rn.n I m ( n ß ,  1
C L m kbn fih l ( y ,  X )  A k  :=: Ctmk | ~õ @ hi ( y t X )  A k l
h,l= 0 Yh.l+1 k=0 L=0 n Yk,l+1
4 " o"kn (y, x ) A h --------- 1
Yk,n+ 2 J
Аналогично преобразовываем третью сумму. Наконец, примене­
н и е  преобразования Абеля—Харди к четвертой сумме приводит 
к формуле (28).
Лемма 7. Пусть метод Р удовлетворяет условию  (8 ). Если  
двойные ряды  (25) с итп >  0 и
2  С2тпУ2тп  (30)
т,п
сходятся, то двойные ряды
Smn (у, х) и тп, Отп (у, Х) U тп,
т,п т,п
О тп ( Y’ x ) Umni (У тп  ( Y’ x ) Итп
т,п т,п
сходятся абсолютно на некотором множестве Qo cz Q с mes Qo =  
mes Q.
Д о к а з а т е л ь с т в о  проведем лишь для последнего ряда, 
так как для других доказательство аналогично. Действительно, 
так как
п тп,п
<7 mn{yI Х) --- bniSmi(y, Х) --- ßnlCklYklftkl (х) ,
1=0 k.,1=0
а из условия (8 ) вытекает, что ß n[ — 0 (  1), то, применяя нера­
венство (4) и теорему 2 из [9], стр. 202, ввиду (2) и сходимости 
ряда (20 ) находим
1 1
f \ o " m n ( ? , x ) \ d ß ( X)  <  f [ a " m n ( y , x ) Y d / i ( X ) } ^  =
9 Q Q
m.n  JL
=  0 ( 1 )  ( J !  ß2mchiy2ki) 2 = 0 ( 1 ) .  (31)
k,l= 0
Отсюда, учитывая сходимость ряда (25), по лемме 1 получаем, 
что почти всюду на Q двойной ряд o"mn{y, х) umn сходится 
абсолютно. т' п
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§ 5. Множители Вейля для метода Рисса
Теперь может быть доказана
Теорема 2. Пусть функция р  удовлетворяет условию  ( 1), а 
метод9 Р — условиям  (8 ) и
Э И т А - 1, З Н т  В - 1. (32)
m п
Пусть, далее , {Ämn\ — неубывающая двойная последователь­
ность положительных чисел таких, что имеют место (26),
^  |05тт| /У^тО j^nn] /УЯогг (33)
тп п
и на множестве Е cz Q функции Лебега метода Р удовлетво­
ряют оценкам  (9) и (10). Тогда, если
C^mn^mn <  оо, # (34)
т,п
то двойной ортогональный ряд  (3) вполне Р-суммируем почти 
всюду на Е.
Д о к а з а т е л ь с т в о .  Заметим, что по лемме 3 условие (34) 
обеспечивает существование последовательностей f  оо и 
г]п f оо положительных чисел таких, что сходится двойной ряд
(30) с у тп, заданными равенством (27). Ввиду (27) для по­
следнего члена формулы (28) леммы 6 по теореме 1 заклю­
чаем, что
г-lim ffmn(y’ * ) =  /--lim =  0
т,п Ут+2,п+2 т,п Ут+2,п+2
почти всюду на Е, ибо сходимость ряда (30) является для ряда* 
(29) условием (11) теоремы 1.
Остается доказать г-сходимость почти всюду на Е  восьми 
остальных сумм равенства (28) леммы 6 . Мы докажем это для 
всех х  е  Q0.
Действительно, по лемме 4 из условия (26) выводим
^  „ 1Л ы ------<  00 •
k,i n i
Поэтому, учитывая (32) и то, что условие (8 ) влечет за собой 
'Cmnkl— 0 (  1), P k l — 0 ( P m n ) ,
то по лемме 7 первая, вторая, третья и шестая суммы равен­
ства (28) сходятся равномерно по т, п и отдельно по каждому 
из индексов т и п, а, следовательно, и r -сходятся для всех
* < =  Qo.
9 Выполнение условий (8) и (32) необходимо и достаточно для того, 
чтобы факторы А и В сохраняли сходимость.
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До сих пор мы еще не применяли условия (33). Эти усло­
вия нам придется применить для оценки четырех оставшихся 
(простых) сумм формулы (28).
Обратимся к оценке четвертой суммы в формуле (28) лем­
мы 6 . Для этого заметим, что второе из условий (33) дает
\Ьа\ Ah —  <  оо,
л./ ' ' Ум
так как
2  И  2  Ak 4 -  =  2  \Ьи\ ( -  Hm -J - )  =  2  I*«! <  °°
i k  Yhl i v У°1 h Yhl ' I У01 
Поэтому по лемме 7 получаем, что ряд
2 J  s h i ( r ,  x ) A k - ----b„
h,i Ум
сходится абсолютно на Q0. Отсюда, ввиду тождества
т J т,п I
У , (XmhO kn {у,  Х) Ah  == У  (ZmkbnlSkliy, Х) A k
k= 0 Ук,п+2 k, l=0 Ук,п+ 2
и вытекающей из (8 ) оценки
bni =  О (Ьц) ,
получаем r -сходимость четвертой суммы формулы (28). Анало­
гично устанавливается л-сходимость пятой суммы формулы (28). 
Такими же рассуждениями обнаруживаем г-сходимость седьмой 
и восьмой сумм формулы (28), если учесть тождество
т A k  1 т,п A k  * 1
ž - * — O h n ( y , x ) A k - ------- =  J Ž - T — b ni o ' k i { y , x ) A k  — —  •
Ук+1,п+2 1=0 Yk+l ,n+2
Теорема 2 является обобщением на двойные ортогональные 
ряды теоремы Суноути ([19], стр. 322, см. также (17], стр. 405)
о (R, ат) -суммируемости при ат >> 0 простых ортогональных ря­
дов, распространенную Осиленкером ([11], стр. 176) на произ­
вольные ат Ф  0. Такая теорема для метода логарифмических 
средних доказана Медером ([18], стр. 30), а для методов сходи­
мости и арифметических средних — уже Качмажом ([10], 
стр. 205 и 225).
Прослеживая доказательство теоремы 2, мы можем усмот­
реть более простое доказательство теоремы Суноути, так как в 
аналоге формулы (28) для простых рядов остаются лишь ана­
логи первого, шестого и девятого членов. При этом теорема 
Суноути получается для более общего случая, когда ортого­
нальность определяется интегралом Лебега — Стилтьеса, при­
чем без требования а т > 0 .
Отметим, что из-за ограничений (33) теорема 2 дает слиш­
ком грубые признаки суммируемости ортогональных рядов
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(ср. [15], теорема 2 ), особенно в случае =  0 ( 1 )  и в случае 
факторизируемой ортонормированной системы
<Ртп (*1, Х 2) =  ф т  (* l)  Ц п  (*г) (35)
(ср. [21, стр. 172 и 178). Поэтому для этих двух случаев дадим 
следующие теоремы 3 и 4.
Теорема 3. Пусть функция /и удовлетворяет условию  (1), а 
метод Р — условиям  (8 ) и (32). Пусть, далее, на множестве 
Е с :  Q функции Лебега методов Р' и Р" удовлетворяют оценкам 
L'mn(x) = 0 ( 1 ) ,  H 'mn(Ui, х2) = 0 ( 1 ) ;
L"mn{x) = 0 ( 1 ) ,  H "mn(uu х2) =  0 ( 1 ) .
Тогда, если выполнено условие  (11), то двойной ортогональный 
ряд  (3 )-вполне P -суммируем почти всюду на Е.
Д о к а з а т е л ь с т в о .  По лемме 3 из условия (11) следует 
существование последовательностей i m f оо и г)п f оо положи­
тельных чисел таких, что сходится ряд (30) с угтп — šmVn- Тогда, 
учитывая доказательство теоремы 2 , нам надо рассматривать 
лишь четвертую, пятую, седьмую и восьмую суммы форму­
лы (28) леммы 6 . Остановимся лишь на оценке четвертой 
суммы леммы 6 , так как пятая сумма оценивается аналогично, 
а оценки седьмой и восьмой сумм очевидны, потому что по 
следствию 1 из (8 ) заключаем, что почти всюду на Е
т т
G m n ( y , x )  ==  5 !  а  mk (J h n ( y , X )  ==  О х (1)  5 !  Iflni.fel == 0 , ( 1 ) .  
k = 0  й=0
Для четвертой суммы формулы (28) непосредственно из 
следствия 1 и условия (8 ) выводим, что
v „  и, 1 -  V 1 1 -  0 *<‘ )У  I CtmkO k n  {У у Х ) Д к  —  z___ У I A h  ~ —  --------  ;
fc=0 У к ,п + 2 V Г)п k У i k  У Г]п
г-сходится почти всюду на Е.
Теорема 4. Пусть функция  д удовлетворяет условию  ( 1), а 
метод Р — условиям  (8 ) и (32). Пусть, далее,
Л т п —  Л 'т Л " п , (36)
где  Ц 'т } и U " n} — неубывающие последовательности положи­
тельных чисел, и на множестве Е a  Q функции Лебега метода Р 
факторизируемой ортогональной системы (35) удовлетворяют 
неравенству (9). Тогда, если выполнено условие  (34), то двой­
ной ортогональный ряд  (3) вполне P -суммируем почти всюду 
на Е.
Д о к а з а т е л ь с т в о .  Из ( 1), (9) и (35) заключаем, что 
Hmn{Ui, Хг) =  L mn(ui, х 2) === О (Amra) , 
а из (36) вытекает, что условие (26) леммы 4 выполнено. По­
этому можем как и в доказательстве теоремы 3 начать с оценки 
четвертой суммы формулы (28) с утп из (27).
182
Д ля этого, по аналогии с доказательством теоремы 1 по­
ложим
hmn(x) —  sup tij{x) = r st(x),
где
i 1
Tij(x) =  aiho"hj (y,x)Ah----- ,
ft=o n o
причем верхняя грань берется по всем функциям (12). Теперь. 
J hmn(x)df i (X)  — f  rst{x)df i (X)  t=.
<? Q
=  0 ( 1) 2  f  \o"hl{y, x ) \ d ß ( X ) A k - -  =  0 ( 1), 
к q У™
ибо, как и в доказательстве леммы 7, ввиду неравенства / <  п 
и сходимости ряда (30) мы вправе писать
< / К * ( г , * ) И / < № > 2= 0 ( 1) /  2  =
Q Q х,Х=0
=  0 ( 1) 2  с*хь у \х  =  0 (  1), 
хД = 0
а ввиду (1), (2) и (35), учитывая, что t — t ( n , x 2), имеем 
/  ßtbßtpC«}.Cnp(p>i}.{x)фпр{х)d[/,(X) =
Q хД<л,р
d b 
=  / ß a ß t p ^ k ( x 2) i p p ( x 2) J £ c x>,Cnpdfi2 ( x 2) f  <px (x i ) < p „ ( x i ) d f n ( x i )  =  0 .
с Я,<р х < я  а
Следовательно, по лемме 2 почти всюду на Q
Ттп( х )  =  О х ( 1 ) .
Отсюда и из (36), так как г\п^~ оо, получаем стремление к нулю 
почти всюду на Q четвертой суммы формулы (28) в процессах 
/г-> оо и т , / г - >  оо. Что касается сходимости этой суммы почти 
всюду на Q в процессе т -> о о, то это налицо даже без требо­
вания выполнения (35), ввиду условий (8 ) и (32) и неравен­
ства (31), так как лемм$ 1 имеет место и для простых рядов 
(см. {2], стр. 174— 175). Аналогично устанавливается г-сходи­
мость почти всюду на Q пятой, седьмой и восьмой сумм в 
формуле (28) леммы 6 .
Ввиду следствия 1, теоремы 2 и 4 имеют место и для Р'- и 
Я"-суммируемости двойных ортогональных рядов.
Из теорем 2, 3 и 4 можем получить теоремы о множителях 
суммируемости двойных ортогональных рядов (ср. [2], стр. 172, 
177— 179).
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Из теоремы 4, например, при ртп ~ 2 т+1г и p  — XiX2, учитывая 
следствие 1, вытекает теорема Жижиашвили ([6 ], стр. 258), ко­
торую неубедительным рассуждением доказал Качмаж [16]. 
Действительно, так как (см., например, [16], стр. 93) для триго­
нометрической системы функции Лебега метода сходимости 
L mn{x) = O i [ l n ( m - f 2 ) l n ( t t - f  2 )],
то из теоремы 4 получаем 
Следствие 2. Если  
Л2тп ( а 2тп  +  ь2тп -}- с2тп -1- d2mn) ln (m +  2 ) ln (n +  2 ) <  oo,
/72, tl
то двойной тригонометрический ряд
2  Ятп (CLmn cos m x  cos ny  -f- bmn sin mx  cos ny  +
m, n
-}- cmn cos m x  sin ny -\- d mn sin m x  sin ny)  
почти всюду вполне сходится.
Аналогичный результат имеет место и для вполне сходимо­
сти ряда (3) по ортонормированной системе (35). Д ля  этого 
надо в теореме 4 положить, например, р тп =  2т+п.
Если в следствии 2 тригонометрический ряд является рядом 
Фурье функции [ ( х и х2) е  L2(R),  где R =  [—я , я \  —я, я], то, 
ввиду равенства двойного и повторных пределов г-сходящейся 
последовательности, получаем частный случай а — ß =  0 тео­
ремы 9 статьи [8], т. е. r -сходимость к f ( x u x 2) почти всюду на R 
двойного тригонометрического ряда Фурье—Лебега.
§ 6. Об отсутствии тесной связи между функциями Лебега  
и суммируемостью двойных ортогональных рядов
В статье [5] Ефимов показал, что существуют ортонормиро- 
ванные системы и регулярные методы суммирования, для кото­
рых неубывающая мажоранта (даже в любой степени а ^ \ )  
функций Лебега не является множителем Вейля для суммируе­
мости ортогонального ряда этим методом. Очень простое дока­
зательство теоремы Ефимова нашел Ульянов ([14], стр. 35—36). 
Это доказательство легко переносится на двойные ряды (3). 
Предварительно нам нужны следующие леммы.
Лемма 8. Если Šmr]n <С 00 пРи šm j  0 и т]п { 0, то для любой
t n ,  П
ортонормированной системы {фтп(х )) функции Лебега метода 
сходимости почти всюду на Q удовлетворяют равенствам
r - \ \m (£ mr}n) 2 Imn  (*) =  о, (37)
m,n
i
Г- l i m  {ŠmTjn)  2 H mn  ( « 1, x2) =  0. (38)
m,n
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Д о к а з а т е л ь с т в о  проведем лишь для (38), потому что 
(37) доказывается аналогично как для простых рядов (см. [10], 
стр. 202). Д ля  этого, обозначив
Mki(ui,  х2) =  /  \(phi(x)(phi(u)]2din(xi)d/j,2 (u2) ,
Q
ввиду ( 1) и (2 ) находим
imTJn f  М тп(ии X2)d/ l i (Ui)dfl2(X2) =  2 2  Šmrjn <  ОО.
т,п Q т,п
Отсюда но лемме 1 ряд
5! im7JnMmn (Wi, X2) 
т,п
сходится почти всюду на Q. Следовательно, на основании лем­
мы 5 почти всюду на Q
т,п
r-lim ŠmTjn J 2  M hl(uu X2) =  0.
m,n h,L=0
Отсюда непосредственно вытекает (38), поскольку неравен­
ство (4) дает
m,n
[Hmn(Uu *г) ] 2 <  Mki(Ul t X2) .
к,1=0
Лемма 9. Существует нефакторизаруемый двойной ряд  
вида (3), расходящ ийся10 всюду на Q , коэффициенты которого 
удовлетворяют условию  ( 11).
Д о к а з а т е л ь с т в о .  Как показал Ульянов ([13], стр. 91, 
101 и 104) существуют ортогональные ряды класса L2 такие, 
которые всюду на [0, 1] расходятся ограниченно, и такие, кото­
рые расходятся неограниченно. Отсюда, после соответствующих 
замен переменных можно указать ортогональный ряд
5! Cm(pm(Xl) (39)
тп




неограниченно расходящийся всюду на {c,d), хотя
2 j  C2viü)2m <  «J, d2n <  оо, (40)
m п
где sup rpi(x2) <  оо и (om f  оо. Отсюда следует, что ряд
Xi
22  Ст&)т(рт(х i )  
т
10 В смысле Прингсхейма
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расходится неограниченно всюду на [а, Ь], ибо в противном сл у ­
чае по признаку Дирихле сходился бы ряд  (39 ) .  Выберем те ­
перь числа in - ^ 0  так , чтобы
П
s u p \ £ d i& ip i ( x 2)\ <  ОО,
п 1=0
и рассмотрим нефакторизируемый двойной ортогональный ряд
У С тп ф тп  (•£) —  У 1 Cmdn ((От “I-  £п) ф т  (-^ l) 1рп (-^ž) • (41)
т ,п  т ,п
П окаж ем , что этот ряд является  искомым. Действительно, его 
коэффициенты, к а к  видно из (40) , удовлетворяют условию (11). 
Кроме того, для  частичных сумм smn(x) ряда (41) имеем
т  п
S m n (x) =  J E  Ckü)k<Pk(Xl )  J E  di1pi(X2)-\- О х ( 1 ) Ф  O x ( l ) ,  
k=0 1=0
т а к  что ряд  (41) неограниченно расходится всюду на Q.
Теперь может быть доказан а
Теорема 5. Д л я  всякой функции 0 <Cf(z) t  00 одной пере­
менной z при существуют треугольный факторизируе- 
мый метод Т —  Т\ О Т2 с регулярными факторами Тi и Т2, мо­
нотонно возрастающая к оо последовательность  {Ят „) и орто- 
нормированная система {сртп(х )} такие , что почти всюду на Q 
функции Л ебега  метода Т удовлетворяют оценкам
Lm n(x)  |= О ( Я тп) , H mn( u i , x 2) =  О ( Х т п) , (42)
и в то же время некоторый ряд  (3) не суммируем методом Т 
почти всюду на Q, хотя
J E  C2m n F  ( m ,  t l )  <  OO, 
m,n
где
F (m ,n )  * = f ( X m n ) :
Д о к а з а т е л ь с т в о .  Учитывая лем м у 9, можем выбрать 
некоторые систему {(ртп(х)} и последовательность {ctnn} такими, 
чтобы ряд (3) расходился 10 на Q, но имело бы место (11 ) . По 
лемме 3 из условия (11) следует  сходимость ряда  (30) для не­
которой последовательности
У2т п  == й т^ п
с im f °9 и Vn t  По лемме 8 для  любой ортонормированной 
системы {ц)тп(х )} функции Л ебега  метода сходимости почти 
всюду на Q удовлетворяют оценкам
L ,n n ( x )  — 0 [ ( т  -f- 1) (п -J- 1)],
Нтп(и 1 , х2) =  0 [ ( т  -f- 1) (п -j- 1)].
Поскольку F(m, п) и у тп возрастают, то можем н ай т и 11
11 Если f(z) натуральиозначиа, то можно положить / ( т л ^ )  — \i-4j].
начиная с t, у ^ р .
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неубывающие последовательности {га,} и {/г,} целых чисел, при­
нимающие все натуральные значения, таких, что га,- <  i +  1 и 
fij <  / +  1, причем
fimitij) <  A i f f  j (44)
для всех t, / ^  р, где Л и  р ^  1 — некоторые постоянные. 
Положим
А,у'= (га,- 1) (/г,- -f- 1) (45)
и
_  [ 1 при k, I <  га,-, п,- <  га, дг,
ТяшЫ — I 0 при /г >> mi или / >  rij.
Тогда метод Г =  ( r mnki) имеет регулярные факторы Гj и Г2, а 
из (43) выводим, что почти всюду на Q имеют место (42 ) ,  ибо, 
например,
mi,nj
L i j ( x ) = f \  <pki(x)(pki(u)\ dfx(U) =  O(Xij).
Q h,l= 0
С другой стороны, т а к  к ак  по наш ему предположению ряд (3) 
расходится всюду на Q, a га,- и щ принимают все натуральные 
значения, то последовательность {smi„.(я)} частичных сумм ряда
(3) т а к ж е  расходится всюду на Q. Это означает, что ряд (3) 
не суммируем методом Г всюду на Q. Наконец, ввиду (30)» 
(44) и (45) имеем
J g  c2ijF(i, j) =  
г,j
оо,р р,со оо
=  0  ( 1 ) +  ( 2 J  +  J J  ) c2ijF(i, j) +  л 2 J  c2i j f i j  <  оо,
i , j= p ,0  i ,j= 0 ,p  i , i= P
ибо, например,
j j  c2ijF (i,jx
i,j=p,0
^  J t l  2  C2i j f  i^ip) A r]p 2  2  ° 2i j i i  —  0 ( 1 ) .  j=0 i = p  j=0 i—p
Взяв  в теореме 8 функцию f ( z ) — z a при а  >  1, получаем, 
что для любой возрастающей неограниченной {Лтп)  найдется 
метод Т с регулярными факторами такой, что двойная после­
довательность U “mn} ни при каком  а  >  1 не является  множи­
телем Вейля для  Г-суммируемости рядов (3 ) ,  несмотря на вы ­
полнение условий (42).
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KAHEKORDSETE ORTOGONAALRIDADE LEBESGUE'i 
FUNKTSIOONID S U M M E E R U V U SE  PU H U L
S. Baron
R e s ü m e e
O lgu {Am n } — R iesz i  k aa lu tud  keskm iste  m enet luse  P  L eb esgue i  
funkts ioonide  m it tek ah an ev  m a jo ran t .  K äe so levas  a r t ik l i s  n ä id a t a k se ,  et eel­
dusel (11) kahekordse  o r to g o n a a l re a  (3)  j a o k s  P -keskm ised  a mn (x i ,  x 2) — 
=  Ox ( VAmn )  p ea a e g u  kõ ik ja l  h u lg a l  E c= [ a ,  b\ c, d]. S a m u t i  uuritakse, 
m i l la l  t in g im u se s t  (34) jä re ldu b  kahekordse  rea (3) r e g u la a rn e  P -sum m eeruvus
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peaaegu kõ ik ja l  h u lg a l  E. Veel an takse  B. Levi teoreemi ü ld is tu s  kahekordse ­
tele fu n k ts io n a a l j a d a d e le  n in g  tões ta tak se  r is tkü l iku l  [ a , b\ c, d ] kõ ik ja l  
hajuva m it te fak to r ise e ruva  kahekordse  o rto g o n aa l re a  o lem aso lu  ruum is  L2,x 
Kahekordsetele o r to g o n aa l r id ad e le  ü ld i s t a tak se  ka  A. Je f im ov i [ 5 ]  tuntud teo­
reem t iheda seose  puudum isest  L ebesgue ’i funkts ioonide ja  o r togo naa lrea  
summeeruvuse vahe l .




Z u s a m m e n f a s s u n g
Es sei {Iran} — die n icht-abnehmende M a jo ra n te  der Lebesgueschen  
Funktionen bei der P -Sum m ierb arke i t ,  wo mit  P das  Verfahren  der bew ich ti -  
ten Mittel  von R iesz  für Doppelreihen bezeichnet ist. In d iesem Artike l w ird 
bewiesen, daß für die P -M itte l  der orthogonalen  Doppelre ihe (3) unter der 
Bed ingung (11) die A bschä tzung  amn (* i ,  x2) =  Ox( VAm„) fast  übera l l  auf 
E cz [a, b\c, d] g il t .  Zugle ich  w ird  untersucht, w an n  die B e d in g u n g  (34) die 
reguläre  P -Sum m ierb arke i t  der orthogona len  Doppelre ihe (3) fast  übera l l  auf E 
nach sich zieht. Auch w ird  der S a tz  von B. Levi auf funktiona le  Doppelfolgen 
vera l lgemeinert  und in L 2^ die Existenz einer n ich tfak tor is ie rbaren  o rthogo­
nalen Doppelreihe bewiesen , welche übera l l  auf dem Rechteck [e?, b\ c, d] 
divergiert . Auf o rthogona len  Doppelreihen w ird  auch der bekannte  S a tz  von 
A. Jefimov [5 ]  w eg en  Abwesenheit  der engen  B ez iehung  zw ischen  den 
Lebesgueschen Funktionen und der Sum m ierbarke i t  der orthogonalen  Reihen 
vera l lgemeinert.
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КОМПАКТНАЯ АП ПРО КСИМАЦИ Я ЛИНЕЙНЫХ ВПОЛНЕ 
НЕПРЕРЫВНЫХ ОПЕРАТОРОВ ОПЕРАТОРАМИ 
В ФАКТОРПРОСТРАНСТВАХ
Г. Вайникко
Кафедра математического  анализа
Введение
Изучение сходимости приближенных методов приводит во 
многих случаях  к вопросу о близости данного оператора к опе­
раторам, действующим в факторпространствах исходного про­
странства. В работах H. Н. Гудовича [31 и С. Г. Крейна [7] 
с этой точки зрения был рассмотрен метод конечных разностей 
решения дифференциальных уравнений. Поясним сказанное на 
другом примере — методе механических квадратур  решения 
интегральных уравнений. Этот метод будет и в дальнейшем 
рассмотрен в качестве иллюстрации развиваемой абстрактной 
теории.
Пусть D — компакт (компактное метрическое пространство),
V — конечно- или счетно-аддитивная функция множества, опре­
деленная на некоторой алгебре или сг-алгебре 2  подмножеств D. 
Предполагается, что 2  содержит все открытые подмножества D 
и что V имеет ограниченную вариацию 1 (см. [41) на D. Тогда 
к а ж д а я  непрерывная на D функция ^-интегрируема, и имеет > 
смысл рассмотреть интегральное уравнение
x(t) =  f  K{t, s )x(s)v(ds)  - f  f( t),  (0. 1)
D
где K(t, s) и f(t)  — заданны е функции, определенные и непре­
рывные соответственно на D X  D и D, a x(t)  — искомая функ­
ция. Беря в основу какую -нибудь квадратурную  формулу
п
f z ( s ) v { d s )  =  J£ajnZ(sjn) - f  фп{г) (ajn Ф  0, sjn е D), (0 .2 )
D j = l
1 Перечисленным требованиям  удовлетворяет ,  например, мера Лебега  
на замкнутой ограниченной области D cz Rm.
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заменим интегральное уравнение (0 .1 )  системой алгебраиче­
ских уравнений
П
i i n  =  2  G j n K ( S i n ,  Sjn) £jn -{- / ( S i n )  (* =  1 > • - • » ft) (0 -3 ) 
j= l
относительно приближенных значений £,•„-;=« *oo(s,-„) решения 
Xx( 0  уравнения (0. 1) в у зл ах  sin ( t = l ,  . . .  , я ) .  Эта система 
получается из уравнения (0. 1), заменив интеграл квадратурой 
(0 .2 ) (дополнительный член cpn{z) отбрасы вается) и придавая 
затем переменной t последовательно значения s ln, . .  . , snn.
Интегральное уравнение (0. 1) рассмотрим к ак  операторное 
уравнение
x = T x - \ ~ f  (0 .4 )
в банаховом пространстве E =  C(D)  непрерывных на D функ­
ций z (t) ,  j|z|| =  m ax |z(f)|. Линейный оператор 
(e ö
(Тх) ( t ) =  f  K { t , s )x ( s ) v ( d s ) :  E -+ E  (0. 5)
D
вполне непрерывен.
Обозначим через Еп замкнутое подпространство простран­
ства E = C ( D ) ,  состоящее из аннулирующихся в у зл ах  s lni 
. . .  , snn функций. Факторпространство EjEn состоит из кл ас ­
сов непрерывных функций, имеющих одинаковые значения в у з ­
лах Sin, ••• > snn, и оно отождествимо с «-мерным векторным 
пространством. Каноническое отображение рп : Е Е/Еп с т а ­
вит функции z(t)  е £  в соответствие вектор ее значений в 
узлах, т. е.
pnz<=> (z(sin), . . . .  z(Snn)) <ееЕ!Еп.
Систему уравнений (0 .3 )  можно рассматривать как  опера­
торное уравнение
х \  =  Тпх*п-\- pnf . (0 .6 )
в факторпространстве Е/Еп для  нахождения х \  ^  рпх Опера­
тор Тп : Е/Еп-+ Е/Еп ставит вектору z \  == (Ci............. £п) е  Е/Еп
в соответствие вектор
ТnZ п =  ( У ]  CijnK (Sin, Sjn)£;i> • • • , У  (ZjnK{Snn, S jn )£ j) -  (0. 7)
j=J j = 1
П редставляет интерес развить абстрактную  теорию для 
уравнений типа (0 .4 )  и (0 .6 )  с произвольным вполне непре­
рывным оператором Т, действующим в произвольном банахо­
вом пространстве Е, и вполне непрерывными операторами 7\, 
( я = 1 ,  2, . . . ) ,  действующими в факторпространствах прост­
ранства Е. Основой такой теории является  приводимое в § 1 
определение компактной аппроксимации линейных вполне не­
прерывных операторов операторами в факторпространствах.
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В § 2 изучаются уравнения второго рода, а в §  3 спектры и 
корневые подпространства аппроксимирующих и аппроксими­
руемого операторов. В § 4 эти результаты  переносятся на не­
которые более общие уравнения.
§ I. Компактная аппроксимация линейных вполне 
непрерывных операторов
1. Пусть Е и F — банаховы пространства, {Еп}i°° и {Fn}i°°— 
последовательности зам кнуты х  подпространств Е и F соответ­
ственно. В факторпространствах Е/Еп и F/Fn введем  (так  назы­
ваемы е естественные) нормы
IU*„|| =  inf \\хп\\Е (х*п =  х п +  Еп е  Е/Еп) ,
Хп(^Х*п
\\у\\\= inf \\уп\\р (у'п  =  Уп +  F n ^ F / F n ) .
х. Уп(=У*п
Тем самы м эти факторпространства превращ аю тся в бана­
ховы пространства (см., например, [5]). Обозначим через рп и 
q,, канонические отображения Е и F соответственно в Е!Еп и 
F/Fn:
рпх *= х -\ -Е п <= Е/Еп, qny  =  у  -f- Fn «ее F/Fn (х <= Е, у  e f ) .
Имеем
M = l ,  \\qn\ =  1 (п = ‘ 1,2, . . . ) .  (1.1)
Всюду в дальнейшем предполагаем , не оговаривая этого особо, 
что
\\Рпх\\+ IWI, ||ад||-ЧМ1 при п ^ о о
для всех х ^  Е, у  ^  F. (1 .2 )
Определение 1. Последовательность линейных вполне непре­
рывных операторов Тп : Е/Еп Т7//7« компактно аппроксимирует 
линейный вполне непрерывный оператор Т : Е F, если выпол­
нены следующие два условия:
а) \\qnT x — Тпрпх ||->0 при п -+  оо d /гя любого х <= Е\
б) для  любых х*п <^Е1Еп, ||x*rt!! <  1 (/г = 1 ,  2, . . . )  сущест­
вуют такие у п е  Тпх*п ( п =  1,2, . . . ) ,  что последовательность 
{//„} компактна в F.
В дальнейшем нам понадобится следую щ ая
Л е м м а  1. Пусть последовательность линейных вполне непре­
рывных операторов Тп : Е/Еп-> F/Fn компактно аппроксимирует 
линейный вполне непрерывный оператор Т : Е —> F. Пусть линей­
ные непрерывные операторы S  : F Е и S n : F/Fn -> Е/Еп 
(/ 2 = 1 ,  2, . . . )  таковы, что
\\pnSy — 5 п<7п*/||-> О пРи п -+ о о  для  каждого у ^  F. (1 .3 )
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Тогда последовательность линейных вполне непрерывных 
операторов S nTn : Е/Еп -+Е/Еп компактно аппроксимирует л и ­
нейный вполне непрерывный оператор ST  : Е Е.
Д о к а з а т е л ь с т в о .  Из (1 .2 )  и ( 1 . 3)  вытекает, что
sup ||Sn<7»0!l <  «J
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для любого у  е  F. С помощью принципа равномерной ограни­
ченности отсюда легко вывести (см. [7]), что
\\$п\\ =  ||Sf*<7n|| <  с<= const (п '=■ 1, 2, . . . ) .  ( 1 . 4)
Для любого х е  Е имеем
P n S T x  S nTnpnx  «= (pnS y  S nqny ) ■-)- 
+  S n(qnTx — Tnpnx),
Tj^ey — T x ^ F .  Отсюда с помощью (1 .3 ) ,  ( 1 . 4)  и условия а) 
определения 1 находим, что \\pnSTx  — S nTnpnx\\ -> 0 при п -+  оо, 
т. е. для операторов ST  и S nTn тоже выполнено условие а) 
определения 1.
Пусть х*п ^ Е / Е п, <  1 (п =  1, 2, . . . ) .  По условию б)
определения 1 найдутся такие у п е  Тпх*п, что последователь­
ность г/n компактна в F .  Из ( 1 . 3 ) ,  ( 1 . 4 ) ,  (1. 1) и компактности 
{уп} вытекает, что — S nqny n|| 0 при п - ^ о о, или, так  к ак
ЯпУп == ТпХ ni
\\PnSyn — S nTnx*n\\^0 при п->оо.
Это позволяет выбрать un ^ S nTnx*n — pnS y n, так , что ! ! « Л||"^0 
при п-> ос. Последовательность zn — ■ ип -f- S y n е  S nTnx*n ком­
пактна в Е , т. е. для  операторов ST  и выполнено усло­
вие б) определения 1. Л ем м а  1 доказан а .
2. Вернемся к примеру, рассмотренному во введении. Естест­
венная норма в Е/Еп имеет вид
||2*n|| =  шах |£г! для z*n =  (£i, . . . ,  £„) е  £ /£ п,
т. е. Е1Еп отождествимо с векторным пространством т п. Усло­
вие (1. 2)  будет выполнено, если узлы  sin, . . .  , snn располога- 
ются в D «предельно плотно», т. е. если
sup g(s, Sn)-* ' 0 при оо, где @n =  {s,-n}nj=i. (1-5)  
s<=D
Л е м м а  2. Пусть квадратурный процесс (0 .2 )  сходится, т. е. 
<Pn{z) 0 при «-»- .оо для любой непрерывной на компакте О 
функции z ( t ) .  Пусть выполнено условие ( 1 . 5 ) .
Тогда последовательность операторов ( 0 .7 )  компактно ап­
проксимирует оператор (0 .5).
Д о к а з а т е л ь с т в о .  Отметим д ва  следствия из сходи­
мости квадратурного процесса (0. 2 ) .  Во-первых (см., например, 
16])
l'i 'Груды по математике и механике VIII 193
ж
n





Во-вторых, для  любого компактного в E — C(D) множества М 
имеем
П
sup \q)n(z)\ =  sup ! / z ( s ) v ( d s ) — 2  ajnZ(Sjn)\ — 0 при n-+oo.
zeM z g M v з= 1
(1-7) L
Последнее вы текает  из того, что (pn(z) — линейный непрерыв­
ный функционал над Е , — поэтому поточечная сходимость 
rpn( z ) 0 равномерна на каж до м  компактном подмножестве 
М а Е .  >.
Д л я  любого x e e E c= C ( D )  имеем
\\рпТх — Тпрпх\\ =  m ax j /  К {sin, s ) x ( s ) v ( d s ) —
JL)
n
У  CLjnK ( S in , S j n )  X ( S j n )  j ^
j=l
^  sup j / Л*(/, s ) x ( s ) v ( d s )  —
a ^ t ^ b  D 
n
— ^  ajnK(t, Sj„)x(Sjn)| -> 0  при /!-► oo
j=l
в силу (1 .7 )  и компактности семейства {^(s)== /((/, s )x (s )> i e [0,& 
в C (D ).  Таким образом, условие а) определения 1 выполнено.
Пусть Z * n = ( £  щ, . . .  , Спп) ^  Е/Еп, ||z*„|| <  1 (AZ =  1,2, . . . ) .  
Используя (1 .6 )  и равномерную непрерывность и ограничен­
ность функции K ( t , s )  на D y ^ D ,  с помощью теоремы Арцела 
легко убедиться, что последовательность
П
У п (П =  2 a jnK(t, s jn)£j n EETnz \  ( п =  1, 2, . . . )
з—1
компактна в Е, т. е. выполнено и условие б) определения L 
Л ем м а 2 доказана .
§ 2. Линейное неоднородное уравнение
1. Рассмотрим уравнения второго рода
x =  Tx +  f  (2 .1)
x*n =  Tnx'n +  pnf, . (2 .2 )
где Т . Е - ^ Е  и Тп : Е/Еп-*~ EJE, г линейные вполне непрерывные 
операторы.
Л е м м а  3. Пусть последовательность линейных вполне непре­
рывных операторов Т п :Е !Е п -*-Е/Еп компактно аппроксимирует
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линейный вполне непрерывный оператор Т : Е -> Е, и пусть урав­
нение х = Т х  имеет лишь нулевое решение.
Тогда операторы I — Тп : Е/Еп->Е/Еп обратимы при доста­
точно больших п, и
II ( / — 7’,г) - 1]| <  с — const (п =  По, П о т  1, •••)• (2 .3 )
Д о к а з а т е л ь с т в о .  Р ас с у ж д ая  от противного, допустим, 
что существуют г*п <= Е/Еп, ||z*n|| =  1 (п =  1,2, . . . ) ,  для которых
\\z*n — Tnz*n\\-> 0 при л-»- оо. (2 .4 )
В силу условия б) определения 1 найдутся такие у п <= Tnz*n, что 
последовательность у п компактна в Е. Соотношение (2 .4 )  дает 
возможность выбрать un ^ z * n — Tnz*n ( п — 1, 2, . . . )  так , что 
||ипЦ->-0 при л->оо. Тогда для zn==yn -\-un имеем г Л <= г*п 
( п ~  1,2, . . . ) ,  и последовательность {z„} компактна в Е. От­
сюда на основании условия а) определения 1 заключаем, что
\\PnTZn -  Tnz\\\ =:\\pnTzn -  TnPnZn\\-> о при я -^ о о .
Совместно с (2 .4 )  это дает
\\pn{Zn — Tzn)\\ =  \\z*n — pnTzn\\̂ 0  при л-*- оо. (2.5)
Пусть 2 — предельная точка компактной последовательности 2Л. 
Тогда ||z|| >  1, т. е. z ф  0; из (2 .5 )  получаем, что \\pn(z — Tz) | -> 
->-0 при л->оо. Из (1. 2)  теперь заключаем, что z — Tz — 0, 
т. е. z — ненулевое решение уравнения х =  Тх. Это противоре­
чит условиям леммы, и лем ма 3 доказана .
Теорема 1. Пусть последовательность линейных вполне не­
прерывных операторов Тп : Е/Еп ~̂  Е/Еп компаткно аппроксими­
рует линейный вполне непрерывный оператор Т :Е -^ Е ,  и пусть 
уравнение ( 2 . 1)  имеет единственное решение хоо.
Тогда уравнение (2 .2 )  при достаточно больших п имеет 
единственное решение х*п ^  Е/Еп, и \\х*п — рпхоо||*>0 при л->- оо. 
Справедлива оценка (ci, с2 =  const 0)
\\рП.ТXоо Тпр пХ0о| I 11JC п рп.Хоо| I С2 11РпТХоо Тг.рпХоо\ j • ( 2 . 6 )
Д о к а з а т е л ь с т в о .  Существование единственного реше­
ния х*п уравнения (2. 2) вы текает  из леммы 3. Из равенства
(/ Тп) (X п Рп о̂о) == Тпр пХоо Р пТ X оо
и неравенств (2 .3 )  получаем оценку (2 .6 )  сверху; чтобы полу­
чить оценку снизу, нужно воспользоваться тем, что нормы 
||/— Тп\\ тоже ограничены в совокупности. Сходимость 
IIх*п — рл^оо||->0 при л->- оо вы текает  из (2 .6 )  и условия а) опре­
деления 1. Теорема 1 доказана .
2. Из леммы 2 и теоремы 1 вы текает  следующий результат. 
Теорема 2. Пусть интегральное уравнение (0 .1 )  имеет един-
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ственное решение X oo (t) . Пусть квадратурный процесс (0 .2 )  
сходится, и пусть выполнено услови е2 (1 .5 ) .
Тогда система (0 .3 )  имеет при достаточно больших п един­
ственное решение х*п<— (|i„, . . .  , и имеет место сходимость
ш ах \iin — Xoo(sin)! -»-О при п-+- оо (2 . 7 )
с оценкой
CiEn ^  m ax Hin — *oo(Stn)| ^  сгеп (ci, с2 — const >  0 ) ,  (2 .8 )
1<>4п
где
Еп == Шах \(рп (Zin) ji Zin (S)  == К (Sin , 5) Xoo (s) , (2. 9)
<pn(z) — дополнительной член квадратурной формулы  (0 .2 ) .
В случае, когда v —  мера Л ебега  на D c  R m, сходимость
( 2 . 7 )  установлена в i[ 1,8]. В [1] выведена т а к ж е  оценка { ( 2 . 8 ) ,
( 2 . 9 ) } ;  рассмотрения проводятся для  интегральных уравнений, 
не обязательно линейных.
§  3. Спектры и корневые подпространства аппроксимирующих 
и аппроксимируемого операторов
1. Банахово пространство Е будем теперь считать комплекс­
ным. Через о (Т ), g(T), R (l\T )  =  (XI— Т)*1 обозначаем соот­
ветственно спектр, резольвентное множество и резольвенту опе­
ратора Т \Е-^Е. Аналогичный смысл имеют обозначения о(Тп), 
д(Тп) и т. д.
Л е м м а  4. Пусть последовательность линейных вполне непре­
рывных операторов Тп \ Е/Еп-*~ Е/Еп компактно аппроксимирует 
линейный вполне непрерывный оператор Т:Е-^~Е. Пусть
A c z g ( T )  — компакт3, 0<=/1.
Тогда Л а д ( Т п) при достаточно больших п, и
sup ||/?(А; Тп) II ^  с =  const (п =  л0. я<г+ 1, . . . ) .  
я ^ л
Д о к а з а т е л ь с т в о  строится от противного и сводится к 
доказательству  утверж дения , аналогичного лемме 3.
Л е м м а  5. Пусть последовательность линейных вполне непре­
рывных операторов Тп : Е/Еп-*~ Е/Еп компактно аппроксимирует 
линейный вполне непрерывный оператор Т :Е - ^ Е .  Пусть
2 Если \v\(A) >  0 д л я  любого А <= 2  с непустой внутренностью (|v| — 
полная вариация меры v ) ,  то (1 .5 )  вы текает  из сходимости квадратурного  
процесса ( 0 .2 ) .
3 Если Т не явл я е тс я  конечномерным оператором, то условие О е Д  
вы текает  из условия A czg {T )
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Лоо(Аоо =£= 0) — собственное значение оператора Т, единственное  
в круге |А — Аоо| <  <5, где  const, 0 <  д  <  |A«>[.
Тогда последовательность линейных вполне непрерывных 
операторов
Qn =  - L  J  mx;Tn)dl:E/En^E/En (3.1)
m  |b-*.|=ö
компактно аппроксимирует линейный вполне непрерывный опе­
ратор
Qcc == т.1— [  R (A; T)dX : Е Е. ( 3 .2 )
Аль , J ,[X-X00|=ö
Д о к а з а т е л ь с т в о .  Заметим, прежде всего, что о к р уж ­
ность у1а={А:|А — Аоо| =  (?} содержится в о (Г) ,  и, по лемме 4, 
A(,czg(Tn) при достаточно больших п. При указанны х п дей­
ствительно можно определить оператор Qn формулой (3 . 1) .
С помощью равенств
R (А; Тп) =  I +  - 1 R  (А; Тп) Г„, Л (Л; Г ) =  у  / +  j -  Я  (Я; Г ) Г
преобразуем (3. 1)  и (3 .2 )  к виду
Qn — S nTn, Qoo — ST,
где
Sn =  7 p - r  f  4 -  R{X\Tn)dX : E / E n - *  E/En,
2m X 
S  =  b  /  Т * ( * : П Й : £ - £ .
|Ä.—Ä.00]=&
Здесь мы учли, уто интеграл от (А) •== 1 /А по окружности 
|А — AocJ ■= равен нулю. Д л я  доказательства  леммы 5, в силу 
леммы 1, достаточно установить, что для каж дого  у ^ Е
\\pnS y  — S npny\\ -> 0  при п - ^  оо.
Последнее соотношение будет выполнено, если
sup \\pnR(X\ Т)у —  Я(А; Тп)р пу\\-+0 при п -+  оо. (3 .3 )
А.: |Я— ^ ^ 1 = 0
Из тождеств Гильберта
R (А; Т) — R (А'; 7*) =  (А' — А) Я (А; Т) R (А'; Г ) ,
Я (А; Г„) — /?(А'; Г„) =  ( А ' - А ) Я ( А ;  ГП)Я (А ';  7„)
и равномерной по А и /г ограниченности норм ||Я(А;Г)|| и 
||Я(А;Г„)|| на окружности Л& (см. лем м у 4) вытекает, что в ек ­
торные функции pnR (X ,T )y  и R(A-,Tn)p ny (п — п0, я 0 + 1 ,  . .  .) 
равностепенно непрерывны по А е Л « ,  и (3 .3 )  будет установ­
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лено, если аналогичное соотношение установлено для  к аж до го  
1 G  /1б в отдельности. Итак, остается убедиться, что для  к а ж ­
дого фиксированного 2 е Л в  и каж дого  у е £  имеет место соот­
ношение
\\PnR(Я; Т)у — R (А; Тп)р пу\\ 0 п р и п - ^ о о .  (3 .4 )
Элементы х„о =  /?(А; Т)у  и х*п =  У? (Я; Тп) рпу являю тся реше­
ниями уравнений Ал: =  Тх -|- у  и Лх*п =  Тпх*п -j- рпу. По теореме 1 
имеет место сходимость \\х*п — рпхоо||->0 при п -> о о ,  что и есть 
соотношение ( 3 . 4 ) .  Л ем м а  5 доказан а .
Теорема 3. Пусть последовательность линейных вполне не­
прерывных операторов Тп : Е/Еп-+Е/Еп компактно аппрокси­
мирует линейный вполне непрерывный оператор Т : Е -> Е. 
Тогда справедливы следующие утверждения.
1) Каждое собственное значение Аоо Ф  0 оператора Т явля­
ется пределом при п -> оо собственных значений Ап операто­
ров Тп.
2) Точки сгущения любой последовательности Лп ^ о ( Т п) 
(/г — 1, 2, . . . )  принадлежат а(Т ).
3) При п -> оо имеет место сходимость
sup б(х*п, рпХсо)->0, (3 .5 )
Х*п е  Х*п,\[Х*п\\ =  1
sup д(рпХьо, Х*п)-+0, (3 .6 )
*оо е ! « , ,  ||Хоо|| =  1
где Хоо — корневое подпространство оператора Т, соответст­
вующее собственному значению Аоо ф  0, а Х*п — линейная обо­
лочка тех корневых подпространств оператора Тп, которые 
соответствуют близким к А«, собственным значениям опера­
тора Тп.
4) Справедливы оценки
|А„ — Аоо! <  сеп̂ К (3 .7 )
sup g { x * n ,  РпХоо) ^  СЕп, (3 .8 )
х*„ <=Х*п,\\х\\\= 1
где с =  const; I — ранг собственного значения4 Аоо <=<7 (Г) ;  
Л п ^ о ( Т п) (А„ — Аоо при п-+- оо);
Еп == SU p  НРпГдСоо----r n/7nXoo||. (3 .9 )
X«, ^  Хоо, ПАГооП == 1
Д о к а з а т е л ь с т в о .  Д о к аж е м  утверждение 1). Пусть
О Ф  Аоо g= о'(Т') и AooXco ■— Гд̂ оо (ЦдГооЦ =  1). Используя условие а) 
определения 1, получаем, что ||АооРп*°°— Тпрпх о о | | 0 при я - » -о о  
и, следовательно,
4 Т. е. X « - » »  ^  *('>„> и ХМ *  =  =  Хсо при i > I. где 
=  {а:.с е  Е : (Я«/  -  Г ) * * »  =  0}.
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inf ||AooZ*„ — Tnz*n \ -+D  при n-*- oo. (3. 10)
z*n e  E/En, ||2*n|| =  1
Возьмем произвольное <5, 0 <  6 <  |Aooj, так , чтобы в круге 
|А — Яоо| <  не было других точек о (Г) ,  кроме Яоо. По лемме 4 
имеем
sup ||/?(Я; Тп) II ^  с =  const (п =  п0, л0 + 1 ,  •■•).
Л: |Х— 1=6
Если бы Тп не имело в круге |Я — Яоо| ^  õ собственных, значе­
ний, то последняя оценка была бы верной для  всех Я из этого 
круга, в частности, для  Я=Яоо. Это, однако, несовместимо с
(3 .10). Следовательно, при достаточно больших п в круге 
|А — Яоо| <  ö содержится хотя бы одно собственное значение 
Ап оператора Тп. Ввиду произвольности õ >  0 это равносильно 
утверждению 1).
Д окаж ем  утверждение 2 ) .  Нормы ||Г„|| '(п<— 1, 2, . .  .) о гра­
ничены в совокупности. Пусть II7"||, ||Г,г||<с ( п — 1, 2, . . . ) .  
Возьмем сколь угодно малое е^ > 0  и образуем компакт /1е, по­
лучаемый из круга  |А| с удалением о(Т) вместе с его 
е-окрестностью. Тогда Л е с= д(Т) и, по лемме 4, A e c z g (T n) при 
достаточно больших п, т. е. о(Тп) расположено в выделенной 
г-окрестности а{Т). Ввиду произвольности £ > 0  это равно­
сильно 2).
Д окаж ем  утверждение 3 ) .  Определенные в ( 3 . 1)  и (3 .2 )  
операторы Qn и Q«, являю тся (см. (4]) проекторами, проекти­
рующими Е/Еп и Е соответственно на Х*п и X » . По лемме 5
WpnQooX — QnPnX\\-+Q при п -+  оо для каж дого  х<=Е. ( 3 . 11)
Возьмем произвольную последовательность х*п е  Х*п ( ||л:*„|| =  
=  1) и покажем, что д(х*п, рпХсо)-> 0 при п-+- оо. Соотношение 
(3. 5) тем самым будет доказано. Из равенства х*п =  Qnx*п на 
основании леммы 5 делаем  заключение о существовании таких 
xn ^ Q nx*n — x*n (/г■= 1, 2, . . . ) ,  что последовательность хп 
компактна в Е. Совместно с (3. 11) это влечет за  собой соотно­
шение \\PnQooXn — QnPnxn\\ ->■ 0, или, т а к  к ак  Qnpnx n =  Qnx*n — 
=  х*п, то ||л:*„— PnQo°xn\\ 0 при п -*■ оо. Но QooXn е  Х^, и тем 
самым нами установлено нужное соотношение д(х*п, р пХо о ) 0 
при п — оо.
Возьмем теперь произвольное Хоо е  Х«,. Используя ( 3. 11)  и 
равенство хх  ~  Q^Xoo, находим, что
WPnXoo — QnPnXooW 0 при /г-^оо.
Но QnPnXr,о ^ Х * п, поэтому д (р пХоо, Х*п) 0 при п - + о о. Ввиду 
конечномерности Хоо это д оказы вает  ( 3 . 6 ) .
Перейдем к доказательству  утверж дения 4 ) .  П окаж ем  спер­
ва, что
sup II (Яоо/ — Тп)}рпХоо\\ ^  CiEn ( i ^ O .  (3 .1 2 )  
X", е  Хао, \\XooW =  1
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где Ci '=■ const, a en определено в (3 .9 ) .  Действительно, при
I ^  I для  Хоо ge Хоо имеем (Яоо/ — Т) ix cxr ~  0 и
(Ясс/ Т п ) гР п Х ро  =  (Яоо/ Т п ) * р п Х оо ----  р п  (Яоо/ ----  Т )  {Хсо =
=  (— 1)* ( / ) AlMh (TknpnXoo — PnTbXoo). 
h=1 ' 7 
Индукцией no k легко устан авли вается ,  что
ThnpnXoo — PnTkXoo =  Tin(Tnpn — pnT)Th- l-jXoot 
j=0
и для вывода (3. 12) остается заметить, что ТХ«, с :  и что 
нормы ||7n|| ( п — 1, 2, . . . )  ограничены в совокупности.
Д о к аж ем  оценку (3 .7 ) .  Пусть fn — нормированный собст­
венный вектор сопряженного к Тп оператора Т'п : (Е/Еп) '
-> (Е/Еп)\  соответствующий собственному значению Я„, т. е.
U n = T ' nfn, \\fn\\ =  1 (п =  По, По 4 -  1, . . .).
Имеем
fп (Яоо/ Тп) =  [п (Я«/ Тп) — (Яоо Яп) fn
~  ( Я л / V n ) f n - г  (Яоо Ä n ) f n  ~ ( Ä o o  Яп ) f n - 
Повторно используя это равенство, находим 
ЫЯоо 1 - т пу*== (Я« — A„)V„.
Таким образом, для  любого х«, е Х »  с |Jдс«»11 =  1 имеем 
(Лоо Aft) П (рпХоо ) f  П (Яос/ Г « )  Р̂пХоо■
Принимая во внимание (3 .1 2 ) ,  получаем 
|Яд ЯооР!/« {РпХоо) I ^  С[£п- 
Д л я  вывода оценки (3.. 7) остается убедиться, что
lim  sup |/n(Pn*oo)| >  0. (3 .13)
п-+°° х х  е  Xc ,  Их*!] =  1
Так как
sup 1/п (х*п) I ^  1 (3. 14)
Х'п €=Х*п,\ |*\||=1
а из леммы 5 вытекает, что j j Q„| | <  const (n =  n0, n0 — 1, . . . ) ,  
то из (3 .5 )  получаем (3 .1 3 ) .
Д о к аж ем  оценку (3 .8 ) .  Ее достаточно установить для кор­
невых векторов х*п оператора Тп, соответствующих попавшим в 
круг IЯ — Яоо! собственным значениям, где õ ^ > 0  достаточно 
мало. К аж дое  из таких собственных значений Я„ имеет ранг, 
который при достаточно больших п не превышает корневой 
кратности m =  dim Хоо собственного значения А о о е (7(Т ). Та­
ким образом, оценку (3 .8 )  достаточно установить для  тех 
х*п е  Е/Еп, которые удовлетворяют уравнению
(Я„/ — Tn) nix*n - -  0 (||x*ft||l= l ;  п —■ По, « 0 + 1 .  •■•)- (3 .15 )
2 0 0  '
\
Имеем
(Я«./ — Тп) т+1х*п =  [ (Ясс — Яп) / +  (Яп/ — Т'п) ] те+̂ *п =
ТП+l / —)— / \
=  i ’ ( 7  ̂ )(А~ — Л „ ) ( А „ /  — Г„)<х*„.
1 = 0
При I >  m соответствующее слагаемое в последней сумме равно 
нулю в силу (3. 15), поэтому Яоо — Яп в этой сумме встречается 
только в степенях, превышающих I. Ввиду оценки (3. 7)
И (Яос/ — Tn)m+lx\\\ =  о (е „ ) .
Совместно с (3. 12) это дает
sup ' »‘(Яоо/— Г „ ) »н (х * „  — p„jCo.)ir< сс„. (3 .1 6 )
X «, { =  X « , ,  IIXooll sS  2
Пусть Un —  сужение Тп на инвариантное подпространство
У п — (/ — Qn)(EIEn). Оператор и п \Уп- + У п не имеет в круге 
IЯ — Яоо| <  точек спектра, поэтому
II (Яоо/— Un) - l \\Y n-+Y п ^  sup II (Я/— £/л)-1| Yn-*Yn ^
Iя—̂оо1=6
^  sup II (Я/ — Г те) - ‘ IIe/b„-**:/*; п <  с —  const; (3. 17)
|Я-Х J= õ
обратимость Я/ — Тп на окружности |Я — Яоо| =  ö и равномер­
ная по Я и п ограниченность норм обратных операторов вы те­
кает из леммы 4.
Из (3. 16) и (3. 17) очевидным образом получим оценку
(3 .8 ) ,  выбрав при каж до м  п вектор Хоо — Хоо(п) е ! « ,  так , что
Х*п —  Р п * ° о ( п )  GE Уп И \\Хоо(п) II 1 ПрИ П О О .  ВОЗМОЖНОСТЬ
такого выбора легко обосновывается с помощью (1 . 2)  и ( 3 .6 ) .  
Теорема 3 доказан а .
2. Из леммы 2 вытекает, что для  операторов (0. 5) и (0. 7) 
справедлива теорема 3, если квадратурный процесс (0. 2) схо­
дится и выполнено условие ( 1 . 5 ) .  Определенная в (3 .9 )  вели­
чина в данном случае имеет вид
£п — sup m ax |9?n(/((Sin, s)Xoo(5))|. (3 .18 )
х»  e= ||х„|| = 1
В случае, когда D — [a, b\ v  — мера Л ебега , оценки { (3 .7 ) ,
(3 .8 ) ,  (3 .18 )}  были другим путем выведены Г. М. Вайникко 
и А. М. Дементьевой [2].
§ 4. Приложение к уравнениям  более общего типа
1. Рассмотрим уравнения
Ax =  B x -\ -f  ( 4 . 1 )
и
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А п *  П ---- B nX П ~b Qnf, ( 4*  2 )
где A ,B  : E - + F  и A n, Bn : E/En F/Fn линейные непрерывные 
операторы. Введем следующие условия:
Г  операторы В : Е -> F и Bn :EIEn -+F/Fn вполне непре­
рывны и последовательность операторов В п компактно аппрок­
симирует оператор В\
2° операторы А : Е F и А п : Е/Еп ->- F/Fn имеют ограни­
ченные обратные, причем ||Л_1„|| <  с =  const (п — 1, 2, . . . ) ;
3° IIqnAx  — А прпх ||->0 при п -> оо для  каж дого  х ^ Е .
Л ем м а  6. Пусть выполнены условия  1°—3е. Тогда последова­
тельность линейных вполне непрерывных операторов А~1пВп : 
:Е/Еп-+Е/Еп компактно аппроксимирует линейный вполне не­
прерывный оператор А~*В : Е — Е.
Д о к а з а т е л ь с т в о .  В силу леммы 1 достаточно показать, 
что для  каж дого  у  <= F
\\РпА~1у  — A~lnqny\\ 0 при п - ^  оо. (4. 3)
Имеем
A n(pnA~ly  — A -'nqny) =  А прпх — qnAx,
где х — А~ху  е  Е. Используя 2° и 3°, получаем ( 4 . 3 ) .  Л ем м а 6 
доказан а .
Теорема 4. Пусть выполнены условия  1°—3°, и пусть урав 
нение (4. 1) имеет единственное решение Хоо-
Тогда уравнение ( 4 . 2)  имеет при достаточно больших п 
единственное решение х*п, и \\х*п — рпх <х>||-*-0 при п - + о о. 
Справедлива оценка
■ ,  d£n <  \\х*п — pnXooW ^  с2еп, (4. 4)
где с 1, с2 '=  const >  О,
£п == II (qnAxoo А прпх0о) (qцВХоо В прпх 0о) ||. (4. 5)
Д о к а з а т е л ь с т в о .  Уравнение х =  А~1Вх  имеет лишь ну­
левое решение. В силу лемм 3 и 6 операторы / — А~̂ пВп об­
ратимы при достаточно больших п и их нормы и нормы обрат­
ных операторов ограничены в совокупности. Это равносильно 
тому, что при достаточно больших п обратимы операторы А п —
— Вп : EJEn -> F/Fn и
\\Ап — В п\ ^  —  =  const, II (А п — B n)~l \ ^  с2 =  const
CI
( n =  По, По-f 1,...).
Теперь из равенств (п >  п0)
(А п В гj) (хп РпХоо) '—- qп(АХоо Вхоо) А прпХоо | В прпх00
получаем оценку ( 4 . 4 ) — (4 .5 ) .  Из этой оценки вы текает  сходи­
мость \\х*п — рпхооЦ-^0 при п -> о о . Теорема 4 доказана .
2 0 2
2. Уравнения A x =  ßB x  и А пх*п — (j,Bnx*n равносильны соот­
ветственно уравнениям  Л х = Т х  и Ах*« =  Тпх*п, где А — 1 1[л> а 
Т ~ А - 1 В \ Е - + Е  и Тп=  А~1пВп : Е/Еп^  Е/Еп —  линейные 
вполне непрерывные операторы. В силу леммы 6 теорема 3 
допускает переформулировку непосредственно для  уравнений 
к х — аВ х  и А пх*п — /цВпх*п. Ввиду ее очевидности, полной фор­
мулировки не приводим. Отметим лишь, что для  определенной 
в (3 .9) величины еп справедлива оценка
Sn С SUp [11̂ 71/4Хоо * А пРпХооII ~(~ II С/пВхоо ВпРпХооIIJ .
Хоо е  Хо о , ||Хоо|| =  1
Она вытекает из легко проверяемого равенства
РпТХоо TnpnXoo — A *7i[ (AjiPnXoo с/пАхоо) -j- 
-f~ ((jnBxoo В прпхоо) ], 
где Хоо '--- 7*00, из Хоо G  Хоо вы текает  Хоо £
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LINEAARSETE TÄIELIKULT PIDEVATE OPERAATORITE KOMPAKTNE 
APRO K SIM EERIM INE OPERAATORITEGA FAKTOR RUUM ID ES
G. Vain ikko
R e s ü m e e  •
O lgu  E B anach i ruum, {En} k inn iste  a lam ru um id e  jad a  tem as ,  pn — 
ruumi E kanoonil ine  te isendus faktorruum i EIE .* П
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Defin its ioon. Täielikult pidevate lirfeaarsete operaatorite jada Tn '.E/En->- 
E/En aproksimeerib kompaktselt täielikult pidevat lineaarset operaatorit 
T : E E, kui on täidetud järgmised tingimused:
a ) \\PrJx — TnPnx I I x ^ E  korral (n o o ) ;
b) kui x*n eE / E n, ||**n|| < 1 ( n =  1,2 , . . . ) ,  siis leiduvad sellised esin­
dajad yn T x*n, et jada {yn} on kompaktne ruumis E.
U u r i tak se  võ rran d ite  (2 .1 )  j a  ( 2 .2 )  lahend ite  lähedus t ,  s am ut i  operaato­
rite T j a  Tn o m a v ää r tu s te  j a  oma- n in g  peavek tor ite  lähedust .  Põhil ised tule­
mused on ä ra  toodud teoreem ides 1 j a  3.
COMPACT APPROXIMATION OF LINEAR COMPLETELY CONTINUOUS 
OPERATO RS BY O PERATO RS IN FACTOR SP A C E S
G. Vain ikko
S u m m a r y
Let £  be a Ban ach  space,  {En} a sequence of c losea  subspaces  in E, pn 
canon ica l  t ran sfo rm at io n  E into factor space  E/En. It is assumed that 
11Р„*11-Н1*П f°r  e a ch x e= E.
Definition. The sequence of completely continuous linear operators 
Tn :EIEn ^-E/En approximates compactly a completely continuous linear 
operator T : E ^ E  if the following conditions are satisfied-.
a) II p„Tx — Tnpnx II->-0 for each x  e  £  (rc->-oo);
b) if x*n e  E/En, ||x*n|| < 1 (n = 1 , 2 ,  . . . )  then there exist yn <=Tnx\ 
( n = l , 2 ,  . . . )  so that the sequence {yn} is compact in E.
The so lut ions of equat ions  (2 .1 )  and ( 2 .2 )  and  the e ig en va lue s ,  eigen 
vectors and p rinc ipa l  vectors of operato rs  T and Tn are  in ves t iga ted .  The main 
re su lt s  a re  conta ined  in theorems 1 and 3.
Ж
О РЕШЕНИИ КРАЕВЫХ ЗАДАЧ НЕЛИНЕЙНЫХ 
Д И Ф Ф Е РЕН Ц И А Л Ь Н Ы Х  УРАВНЕНИЙ ЧЕТВЕРТОГО 
ПОРЯДКА МЕТОДОМ КОНЕЧНЫХ РАЗНОСТЕЙ
Р. Юргенсон
Кафедра вычислительной математики
В статье рассматривается приближенное решение краевой 
задачи {(1) ,  (2)} методом конечных разностей {(3), (4)}. Д л я  
решения системы {(3), (4)} в первом параграфе дается  ите­
рационный процесс (10 ) , использующий т. н. дискретную функ­
цию Грина. Условия сходимости этого процесса изучаются в 
§ 2. В третьем параграф е исследуется сходимость решения раз­
ностной задачи { (3 ),  (4)} к решению краевой задачи {(1) ,  (2)} 
и выводятся соответствующие оценки погрешности. В § 4 ре­
зультаты статьи применяются к разностной задаче {(22), (23)} 
для решения краевой задачи {(24), (25)}.
Результаты статьи являю тся аналогами соответствующих 
результатов И. Ш редера ([6, 7], см. т а к ж е  [1]), полученных для 
случая уравнений второго порядка.
§ 1. Приближенное решение краевой задачи
Рассмотрим дифференциальное уравнение
у™ = f ( x ,  у, у 1, у и, у ш ) ( I)
с краевыми условиями
Ui(y) ^  2 J  М Л)(а) +  bjkyW(b)] =  Cj {j =  1, 2, 3, 4 ) .  (2)
k=0
Предположим, что кр аев ая  з ад ач а  {(1) ,  (2)} имеет на от­
резке х е  [а — h, b h ] ,  где h^> 0, единственное решение у{х) .
Д ля приближенного решения задачи {(1) ,  (2)} разобьем от­
резок [а, Ь] на п равных частей точками x t- — а-\- ih (i — 0, 1, 
. . .  , п ) ,  nh =  b — а, и аппроксимируем уравнение (1) в точ­
ках Xi соотношениями
P y i ^ f i X i ,  6 % , 3 % , 6 гу и õzy i)  ( t=  1, 2, ... , п — 1), (3)
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где
со м  yi+1 — lji-i л2 У ш  — 2i/i-b*/i-iо Ух — У и o'lji = ----- — ----- , (Г г/г =
б)'3г/,- =  
ökyi —
2/г ’ “  /I2
j/i+ 2  —  2 y i + 1 Ч~ 2 г / г - 1 j/ i—2
2ТгЗ ’
yi+2  —  4г/г+1 4" 6г/г —  4// ,_1  +  г/г-2
/l4
и краевы е условия (2) соотношениями
и * (уг) =  J j  [a jhöhy 0 +  =  с, 0 = 1 ,  2, 3, 4 ) ,  (4)
fe=0
где öky s =  õky s при s =  0, п\ k +  0, 1, 2, а ö3y0 и d3*/„ — неко­
торые линейные выражения относительно г/(-, аппроксирующие 
производные у и] (а) и у ш (Ь) соответственно.
В дальнейшем для краткости записи будем использовать 
обозначение
f(öiyi) = f(X i,6 °y i, &уь &Уи ö3y i) .
Систему {(3 ),  (4)} мы будем решать методом последова­
тельных приближений
^y. (m+l) =  f^ iy . (m) )  (/ =  1, 2, . . .  , гг —  1),  (5>
Ujh(y{m+i)) =  ct (/ =  1, 2, 3, 4 ) , (m  =  0, 1, 2, . . .). • (6)
На каж до м  итерационном ш агу система { ( 5 ) ,  (6)} пред­
ставляет  собой линейную систему относительно г/г(т+1). Мы пред­
ставим решение этой системы в явном виде. Д л я  этого преоб­
разуем , прежде всего, систему { ( 5 ) ,  (6)} заменой переменной
у.(т +1) ; = , и . _|_ Vh
где Vi удовлетворяет условиям
h W V i=  0 (i =  1, 2, . . .  , п — 1),
( 7 = 1 ,  2, 3, 4) ,
в систему с однородными краевыми условиями
& U i*=f(diytrt) ( i =  1, 2, . . .  , п -  1),
‘ (/ .=  1, 2, 3, 4 ) .
Решение полученной системы найдём с помощью дискретной 
функции Грина. Под дискретной функцией Грина системы (8) 
мы подразум еваем  (/г —j— 3) X  (/г— 1 )-мерную матрицу, эле­
менты gik которой удовлетворяю т условиям :
1° gik к а к  функция от i при каж дом  k(k  == 1, 2, . . .  , п — 1) 
удовлетворяет условиям
, , , ,  f l  при i =  k ,
hW gih  =  i  л F . , ’10 при i Ф  k\
2° при каж дом  k ( k — \, 2, . . .  , n — 1)
Vih(gik) =  0 ( / = 1 ,  2, 3, 4 ) .
Непосредственно проверяется, что с помощью дискретной 
функции Грина можно з ад ать  решение ut системы (8) в виде
Ui =  h ^ g lhf ( d W m)) (< =  - 1 , 0 ,  1 ,  1 ) .  ( 9 )
h= i
Таким образом, в силу соотношений (7) и (9 ) ,  мы можем 
заменить итерационный процесс { (5 ) ,  (6)} эквивалентным ему 
процессом, где последовательные приближения находятся по 
формуле
у {(т+1) =  щ _|_ /j4 2 J  g ikf {õiyh(rn)) -  ( 10)
h= 1
(i — — 1, 0, 1, . .  . , n -J- 1; m =  0, 1 , 2 , . . . ) .
Величины vt и g,k не зависят  от функции /. Поэтому, в сл у ­
чае конкретных краевы х условий, мы можем их вычислить раз 
навсегда (для некоторых задач  они найдены в работе [3], см. 
такж е [4]).
§ 2. Изучение сходимости итерационного процесса
Введем обозначения
ш ах №]£\õjgik\ ^  Рз (/ =  0, 1 , 2 , 3 ) ,
i=p, р+1, ..., q h=l
где р — — 1, q =  я  -J- 1 для  j t=' 0; р — 0. q — п для  / =  1, 2 и 
р =  1, q — п — 1 для / ■= 3.
Условия сходимости итерационного процесса (10) д ает  сле­
дующая
Теорема 1. Пусть выполнены условия:
1° функция f(x , zо, Zi, z2, 2 3) в области D точек (х£, õ°yfm)̂  
&yfm\ 62yi(m\ õ3y i(rn'>), отвечающих найденным формулой (10) 
последовательным приближениям у ^  ( т  =  0, 1, 2, . . \ ) ,  удов­
летворяет условию Липшица по переменным Zj (/ =  0, 1, 2, 3)
з
If (х, Zo, zlt z2, z3) — f (x , 20, 2u z2, z3) I <  Lj \Zj — Zj\
i=o
для всех {x, zo, zu z2, z3), (x, г 0, ž 2, ž3) e  D;
2° =  2  (tjLj <  1 •j= 0
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Тогда задача  { (3 ),  (4)> имеет в области D единственное ^  
решение {г/,}, к которому сходится последовательность прибли- 0  
жений, найденных формулой  (10 ) ,  начиная с произвольного 
начального приближения  {г//0)}, для  которого (xiy ö°yi, ö'yi, õ2iji, f] 
ö3yi) D, со скоростью
| | ^ - И |  <{*»>. { » « )  (m =  0, 1 , 2 , . . . ) ,  (11)
где iy r0)} определяется равенством  (12 ) .
Д о к а з а т е л ь с т в о .  Используем принцип неподвижной 
точки (см., например, [2], гл. X VI).
П ревращ аем  множество Rn+з последовательностей п-\- 3 
чисел {«,-} =  {и-j, «о, « ь  • • • , wrt+i} в метрическое пространство, 
определяя расстояние м еж д у  последовательностями {иг} и {и,-} 
следующим образом , Лег
6 ( W i } A v i}) =  2  m ax — öiVi\, (12)
где p ~ — 1, q — n -J- 1 при / === 0;  p — 0, q ==> n при / = 1 ,  2; 
p 1= 1, q =  n — 1 при j  — 3.
В этом метрическом пространстве выделяем  множество G 
совокупностей {*/,-}, в случае которых (xi} ö°yi, õ^yi, <52г/„ 
0 3yi) g D .  Д л я  таких совокупностей формула (10) определяет 
некоторый оператор F, переводящий, в силу условия 1° теоремы, 
множество G в себя. Остается доказать ,  что оператор F удов­
летворяет в области D условию Липшица с постоянной, мень­
шей единице.
Пусть даны  две совокупности {у ,•} и {zt-}, принадлежащие G 
Тогда и {*/,} =  F({yi}) и {žt} =  F ({zA) принадлежат G. Найдем 
оценки
I Qi — 2i\ =  g ik [f (Õiyh) — f(õ ’Zk) ] ^
k = l
n —1
^  max m ax \f(õiyh) — /(#>&) | ^
i = —1, 0, 1, . . . ,  n+l k = l k—l, 2, . . . .  n - l
< р о ' д ( { У к У ,  (■z k>) ( i  = — 1 , 0 , 1 ,  . . .  , t t + 1 ) ,  
jõly i  —  õ lži\ <  [li • e ({#*}, ( z fe} ) ,
— õ2ži\ <  р г • д{{Ук}у izk}) ( i  =  о, 1 , . . .  , n ) ,
— Ö3Žt| <  ({*/*>, (2*}) (f =  1, 2, . . . ,  /7— 1),  
откуда
£>(Ш, (ž*}) <^-o({i/fel, {гА}).
В силу предположения 2°, оператор F является  оператором 
сж ати я .
Оценка ( 1 1 )  вы текает  из оценки
и m
{у.}) < - T Z T 7 -е({У<(,1У !^ |0)>>,* г
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следующей из соответствующей оценки-'для1 операторных у р а в ­
нений (см. [21, гл. XVI).
Теорема доказана .
П р и м е ч а н и е .  Д л я  облегчения практической проверки 
принадлежности точек, отвечающих последовательным прибли­
жениям {yvm)}, к области D, фиксируем область D с помощью 
условий:
1° к области D принадлежит точка, отвечаю щ ая начальному 
приближению
2° к области D  принадлежат все точки {w,}, для которых
в ( {г/<<0)} . Ы ) «  T I T 7 “' е < ̂  >'■1 fl
Легко доказать ,  что эти условия обеспечивают принадлеж ­
ность к D всех точек, отвечающих последовательным приближе­
ниям, полученным формулой (10).
✓
§ 3. Изучение сходимости конечноразностного метода и 
оценка погрешности
Д ля  упрощения рассуждений будем рассматривать  случай, 
когда в краевых условиях (2) имеем aß — b ^ = Q , Ьц —  —а ;1 
(/ =  1 ,2 ,3 ,  4 ) .
, Предположим, что выполнены условия:
1° к р аевая  зад ач а  {(1) ,  (2)} имеет на отрезке х ^ [ а — h, 
b -}- h], где h ]> 0, решение, имеющее на том ж е  отрезке непре­
рывные производные до шестого порядка включительно;
2° задач а  {(3), (4)} имеет решение {г/J;
3° функция f(x , z0, 2i, г 2, Z3) удовлетворяет в области, отве­
чающей решениям у(х)  и {yL), условию Липшица по перемен­
ным 2, ( / =  0, 1, 2, 3) с постоянными Lj-(/i= 0, 1, 2, 3 ) .
Д ля  краткости записи пользуемся обозначением
f(Ö>Ui -|- V j)  =  f (Xi, Ö°Ui -f- Voi, Ö^üi -f- V \ Ö 2Ui -f- ü2l-, (53И,- -f- V3г ) .
Выпишем систему, которой удовлетворяет значение точного 
решения у(х{) задачи {(1) ,  (2)} в точке
д1У ( * г )  == f(Ö'y ( * i )  -|~ Rji) ~h Rii ( i  = 1 , 2 ,  . . .  , n —  1 ) , 
где (см., например, [5], гл. 11)
Roi =  0, /}u  =  _ ^ j , m (fu)> f c i =  - ^ > V ( £y
( X i- t  ^  l i i ,  |2i ^  * i+ l)>
Rm =  Ru =  _ - ^ y V i (|4j)
(Xi - 2  ^  | зi, Ы  ^  * 1+2) ,
14 Труды По матем атике и механике VII] 209
У,н(у Ш  ) ■=• с j 4- Я/КР) (у =  1,2,3,4),
Rj(Hp) =  J j  [a-kRko 4- bjkRkn] . 
j=o
Вычитая из этой системы систему {(3), (4)}, получим си 
стему для  погрешностей S i= = y (x i)— ус.
Л4£/ '=' f [0' (et 4" yi) 4" R/t] — f Уi) 4г ^ 4* ( i  = 1 ,  2, . . .  , n — 1), 
U ^(et) ^ = R ^  ( / =  1 , 2 , 3 , 4 ) .
Д л я  оценки погрешности преобразуем, п реж де всего, эгу 
систему заменой переменной
£l=Ui~\-ti, (13)
где ti удовлетворяет условиям
№64i в  О ( / = 1 , 2 ,  . . .  , дг — 1), (14)
U n U )  «/?/**> ( / =  1,2, 3 , 4 ) ,  (15)
в систему с однородными краевыми условиями
õ̂ Ui — jf [õ' (и1 4- ti 4~ yi) 4" Rji] —
- f ( õ !yi) + R u  ( i — \,2, . . .  , n — 1), (16)
[//*(«,) =  0 (/ =  1 , 2 , 3 , 4 ) .  (17)
Обозначим
õ% <=r]i (i — 1, 2 ,  . . .  , /г — 1). (18)
Р ассм атр и вая  это отношение к а к  систему уравнений отно­
сительно U[, мы можем ее решение wt- представить в виде
Ui =  h ^ g ik71k (i — — 1, 0, 1, . . . ,  п +  1),  (19) 
h=l
где g ik дискретная функция Грина задачи {(16), (17) >
Найдем т а к ж е
б ilu =  /г4 öigikTjk (j =  1, 2, 3 ) .
Я = 1
Используя полученные формулы, перепишем уравнение (16) 
в виде
Yji =  f [<5; (/l4 gikTJk 4" ti 4~ yi) +  R ji ] —
■ 4 - ft=1 л
— fid iy i) 4- Rii ( i — 1, 2, — 1).'
Оценим rft, имбя в ! виду предположение 3°,
Ы ^  2  Li max \& (hk SikVk 4- U) 4- Яji| 4- l t̂.l ^
j = 0  i = l ,  2, у n - 1  fe=1
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где
^  Д7 ( m ax ft4 2 J  lö’gikj • max Ы  +
j = 0  7 = 1 , 2, . . . ,  71—1 f c = l  f t = l ,  2, . . . ,  n —1
H- m ax -f- max |/?j<|) - f  m ax J/?4»| ^
i  =  l, 2, . .  . , 71—1 7 = 1 , 2, . .  . ,  71 — 1 7 = 1 , 2, . . . ,  71—1
^  m ax \rjh\ • 2 J  Lm  +  R*,
h — 1, 2, . . . ,  71—1 j = 0
где
max /i4 ^  (/ =  0. 1, 2, 3 ) ,
1= 1 , 2.........71—1 /1 =  1
3
£ L j (  m ax +  m ax |/?»-j|) - f  (20)
i = 0  t = l ,  2.........71—1 7 = 1 , 2, 71—1
+  m ax |/?4i| ^  R*.
7 =  1, 2, . . . , 71—1
Из найденной оценки, в предположении
_  з _




m ax |?7i| ^ -------—
7 = 1 ,2 .........71-1 1 _  ^
откуда, на основании соотношений (13) и (19 ) ,  следует окон­
чательная оценка погрешности
И =  Iу {Xi) — yi\ ^  |/г-| +
1 — pi
(i ——  1, 0, 1, . . .  , /г +  1), (21)
имеющая место в предположениях 1°, 2°, 3° и 1. 
Аналогичным образом можно получить оценки
Iff<i> (Xi) -  6 Щ  ==С \ Щ  +  ft4 3 ?  (/ =  1, 2 , 3 ) .
ft=1 1 —  pi
На основе неравенства (21) можно исследовать вопрос о 
сходимости решения y t системы 1(3 ) ,  (4)} к решению у(Х{) 
задачи {(1) ,  (2)}.
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Так к ак  /i4 \gik] ^  =  const, и R ,ч имеют второй поря- 
k=i
док малости относительно h, т. е. =  О (/i2) , то порядок точ­
ности решений t)i будет зависеть от порядка малости величин 
<*/(/,) (/ =  0, 1, 2, 3)
П окаж ем , что 6 i t i ~ 0 ( h 2) (/ =  0, 1, 2, 3 ) .  
Линейно-независимыми решениями системы (14)  являю тся
1, i, t2, t3. Поэтому ишем tt в виде
ti ~  Со - } -  с  ii  c 2i2 Czi3.
Неизвестные с; {j — 0, 1, 2, 3) определяем из условий (15), 
т. е. из условий
2  [a jhõkt0 +  bjhõktn] =  Р ) (/ =  1, 2, 3, 4 ) ,
k=0
где R/w) — h2rj (/ '= 1 ,  2, 3, 4 ) ,  причем rj — некоторые посто­
янные.
П одставляя  сюда выражения для  имеем 
ßjüCo “Ь (^1 с з) Н------— Сч -J- bjo(Co - f -  ric i  - j -  п 2Сч +  п 3Сз)-\-
“h b Jl  {Ci  -f- 2ПС2 -\- (3/22 -j- 1 ) C3) -f-----( C2 - j-  3 ПСз) —
=  hzr j  (/ =  1, 2, 3, 4 ) ,
откуда , группируя члены в левой части равенства по неизвест­
ным с j, ум н о ж ая  обе части равенства на И2, а т а к ж е  учитывая
I , ь — апредположение Ьц — — ац и соотношение п <=—- — , получим
С3
coh2r j0 +  с ihr л  - f  c2r j2 - f  - j r  гзз =  h2r j (/ =  i ,  2, 3, 4 ) ,
где rjk вы раж аю тся  через заданны е постоянные величины 
г j о =  a j о, г j 1 — а, 1 +  (Ь — a) bj0y 
г j2 —  2 а]г - f  (b — а ) 26/0 -}- 2 (6  — f l)6yi +  26j2,
rj3 1=1 (^ --- Cl)2bj0 +  3Ö,1 -p 66y2.
Л егко  видеть, что решения этой системы следующие 
с0= О (/ г2), Ci — 0 ( h 3), с2 ~  О (/г4) ,  с3= 0 ( / г 5).
Итак,
М  ^  |с0| +  t|ci| - j-  i2\c21 -f- г3|сз|
< 0  (* 2) - f  « о  (/г3) - f  n W  (/i4) - f  дг30  (/г5) ■= О (/г2)
(t =  0, 1, ... , n ) ,
\ # Ц  —  ~j~ Iе! -!-  2гсг -f- (3 i2 -f- 1) c3j sei
^ - j - 1 0  ( h 3) - f  2 n O  (/г4) +  (3n 2 + 1 ) 0  (/i5) ] =  О (/i2) ,
~  |2c2 +  6 ic3| ^  i  [ 2 0  (/г4) +  6мО (A*) ] == О (/г2) ,
2 1 2 .
\Щ =  ~  6 |сз| =  О (fi2) (i —  1, 2, . . . , п — 1 ) .
Следовательно,
У Ш  — y i< = 0 (h ? ) ,  
т. е. в описанном случае решение y t системы { (3 ) ,  (4)} схо­
дится при /г->0 к решению у(х)  краевой задачи {(1) ,  (2)} со 
скоростью, пропорциональной И2.
Сформулируем полученные в этом параграф е результаты  в 
виде теоремы.
Теорема ,2. Пусть выполнены предположения  1°, 2°, 3° и
_ з _
ц  =  Ljpij <с 1. 
j=o
Тогда при a i3i== b ;3~  0, 6 ,i = —fl-i ( 7 — 1, 2, 3, 4) решение 
yi системы { (3), (4)} сходится к решению у(х )  краевой задачи  
{(1), (2)} со скоростью , пропорциональной И.2, причем имеет 
место оценка погрешности (21 ) ,  где — решение системы 
{(14), (15)}, gjfc — дискретная функция Грина системы {(16),
(17)}, a R* и fiij определяются неравенствами (20).
§ 4. Пример
Рассмотрим применение результатов предыдущих п ар агр а ­
фов к разностной краевой задаче
<5%  =  f(xi. Vi, 62Уд ( « = 1 , 2 .............n —  1), (22)
уо — 0, Руо =  а, у„ =  0, д2уп — ß. (23)
для решения краевой задачи
y ™ = 'f (x ,  У, //"), (24)
г / ( 0 ) = 0 ,  г/Ц (0) =  у{  1) =  0, г/Г1(1) =  /5. (25)
Найдем, прежде всего, элементы
©г — Со Cit c%i2 -(- c3i°, 
удовлетворяющие условиям
Vq —■ vn <=> 0, ö2Vq '=■ a, ö2v n в  /3.
Подставляя выражения для vt в эти условия, получим
со =  0,
с0 +  С\П +  сг/г2 -f- с3д3 =  0,
2сг =  а,
(2с2 +  6/гсз.) =  ß,
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Vi =  — g- (ß +  2 a )  i +  -у- a i2 +  ~q (ß — a) i3.
Функция Грина в нашем случае имеет вид (см. [4])
 ̂ 1 Г (& — /i)i3 +  (2fc/i2 +  Ä3 — k — 3k2n -\ -ri) i  при i ^ k ,
'Ul 6n I (i — n )k 3 -}- (2iti2 -j- i3— i — 3 i2n -\ -n )k  при i ^ k  
(i =  — 1, 0, 1, n +  I; k =  1, 2, n —  1),
n - l  /,4 
2  |gift| =  ~2Лп~ ( m'4 ~  m'2 ~  2Al2p +  n2/ +  ^  
fe=l
(i =  - l  0, 1 ........... n +  1),
-  5 ft2 -  1
■uo =  -uo =  l 8 T +  96“ ' ^ - ^ - 8 ' 
П редполагая , что функция f ( x , у, у 11) удовлетворяет уело 
вию Липшица в области D, описанной в условии 1° теоремы 
в §  2, мы можем утвер ж д ать ,  что при
 ̂= {ш +ж ) 1о+т и<
итерационный процесс приближенного решения задачи {(22), 
( 23) )
у.(т+\) =  _  Il  (ß _j_ 2а) i +  a i2 ^  [ß — a) i3 - f
+  Л4 2  g ik f(X k ,  Ук{т \ ö2yh{rn)) (m =  0, 1, 2, . . . )  
h=i
сходится при каж дом  из D.
Д л я  оценки погрешности решения г/< задачи  ( ( 2 2 ) ,  (23)} 
найдем еще элементы tt. С равни вая  определения элемнтов U 
и Vi, мы увидим, что ti можно найти из полученного выражения 
для v^ в зяв  в последнем ,
*  =  - ^ - ž / IV( i 2о), ß =  - ^ y l v (bn).
Итак,
h /i*
=  [У1У/ ( Ь п ) —  УIV (I 20) J +  y IV (I 20) —
----- y g -  [2</IV(&o) +  J/IV(&„)]<•
Пользуясь обозначениями




m ax |fi| ^  —  M4, m ax \ö2ti\ <  —  M4,
2= 0 , 1, . . . .  n ' i=l, 2 ...........n - i
я 2 //z2 h2 \ h 2
/?• =  - y  M 4L0 +  ( AJ4 )  L2 +  M6
/12
=  [ (2^o ~Ь 6L2),M4 -f- 3Afe].
Теперь у нас найдены все необходимые величины для оценки 
погрешности. На основе теоремы 2, в случае /г<С 1, разностный 
метод {(22), (23)} сходится, причем для  оценки погрешности
п—1
можем использовать неравенство (21) с |̂ -|, /г4 'S  Iff»*-!, R* и /х,
Аг= 1
найденные для нашей конкретной задачи. В зяв  в этом нера­
венстве максимальное значение от первой части по i, получим 
более простую, но менее точную оценку
Л2 T fT  ( 384 +  ~9бГ )  f (2/' ° +  6L^ Mi +  ЗЛ,е1
Н < т м 4 +  - — - - 7- 5— s r —
‘ ~ (  з ! г  +  96“ )
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NELJANDAT JÄ RKU MITTELINEAARSETE DIFERENTSIAALVÕRRANDITE 
RAJAÜLESAN N ETE LAH ENDAM ISEST DIFERENTSMEETODIGA
R. Jü rg en so n
R e s ü m e e
K äeso levas  a r t ik l i s  ap ro ks im eer itak se  r a j a ü le s a n n e  { (1 ) ,  (2)}- a lgeb ra l ise  
võ rran d isü s te em iga  { (3 ) ,  (4 )} .  V i im ase  lah en d am isek s  e s i t a t a k s e  iteratsiooni-  
meetod (10) j a  an ta k s e  se l le  jaoks p i i s av ad  ko on dum is t in g im used .  Samuti 
tu le ta ta k se  d iferentsmeetod i { (3 ) ,  (4 )}  vea  h in n an g u d  ja  n ä id a t a k se  sel le 
meetodi koondumine.
UBER DIE LÖSUNG DER RANDWERTAUFGABEN VON NICHTLINEAREN 
DIFFERENTIALGLEICHUNGEN VIERTER ORDNUNG M ITT E LS 
DIFFERENZENVERFAHREN
R. Jü rg en so n
Z u s a m m e n f a s s u n g
ln  dem vor l iegenden  Aufsa tz  w ird  die R a n d w e r ta u fg a b e  { (1 ) ,  (2)} mit dem 
a lgeb ra ischen  G le ich un gssys tem  { (3 ) ,  (4 )}  ap rox im ier t .  Für  die Lösung  des 
Letzten w ird  die I tera t ionsm ethode (10) da rgebo ten  und für d iese  werden die 
h inre ichenden K o nvergenzbed ingungen  gegeben . Ebenso w erden  die Fehler­
ab schä tzu ngen  zum D ifferenzenverfahren  { (3 ) ,  (4 )}  g ezogen  und die Konver­
gen z  d ieser V erfahren  geze ig t .
ИССЛЕДОВАНИЕ ПОСЛЕКРИТИЧЕСКОЙ СТАДИИ 
СЖАТЫХ Ц И Л И Н Д Р И Ч Е СК И Х  ОБОЛОЧЕК
Э. Сакков
Кафедра теоретической механики
Решение геометрически и физически нелинейных задач  тео­
рии пластин и оболочек математически сложно и осуществимо 
в точной постановке лишь при помощи электронно-вычислитель­
ных машин. Поэтому во всех имеющихся до сих пор решениях 
исходят из упрощающих предположений. Один путь, значи­
тельно упрощающий решение задачи, основан на предположе­
нии, что все зависимости м еж д у  усилиями и деформациями, 
моментами и кривизнами, имеющие место до потери устойчи­
вости, действительны и после выпучивания оболочки. Этот 
путь впервые указан  в работе Ли и Адеса [1]. Дальнейш ее р аз ­
витие этот подход получил в работах А. Н. Божинского [2] и 
И. В. Кнетса [3]. В работе Ю. Р. Лепика и автора [4] была 
сделана попытка дать  решение рассматриваемой задачи, не 
используя вышеупомянутой гипотезы Л и —Адеса. При этом 
предполагалось, что р азгрузка  начинается с критических зн а ­
чений напряжений и деформаций (гипотеза Пфлюгера [5]).
Чтобы избежать применения этой гипотезы, эту ж е  зад ач у  в 
данной работе рекомендуется решить методом последователь­
ного нагружения. К ак  известно, применение методов Ритца и 
Галеркина связано с значительными затруднениями в вычисле­
ниях. Предложенный метод, который по сущ еству является  мо 
дификацией метода Л. М. Качанова [6], позволяет решать нели­
нейные задачи при помощи линейной аппаратуры .
1. С в я з и  м е ж д у  п р и р а щ е н и я м и  н а п р я ж е н и й  
и д е ф о р м а ц и й  п р и  п л о с к о м  н а п р я ж е н н о м  с о ­
с т о я н и и .  Пусть тонкая оболочка находится под действием 
сил, приложенных в ее срединной плоскости (х , у) .  В таком 
случае компоненты напряжений Х ~, Уг, Zz малы сравнительно с 
Хх, Уу, Ху. Допустим, что материал оболочки несжимаем. При 
выводе основных уравнений проблемы исходим из теории малых 
упруго-пластических деформаций.
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В некотором сечении по нормали в оболочке могут одновре­
менно встречаться зоны нагружения, 
пластических деформаций.
В зоне нагрузки  имеем:
разгрузки  и вторичных




г - (ew  +
(1. 1)
&хх) .
где Хх, У у, Ху, ехх, еуу, еху — напряжения и деформации, ait 
е {- — интенсивности напряжений и деформаций.
Обозначим через XxU Ууi, Xui, exxi, еууи еху\ те значения на­
пряжений и деформаций, при которых в данной точке оболочки 
начинается разгрузка .  В ведя  еще напряжения и деформации 
некоторого фиктивного состояния формулами Х°х — Xxi — Хх,
У% =  У -  У„. Х% =  -  Ху,
ху
у 1  ̂у, 
&xyl @хуу
р ос XX &xxi ех УУ eyyi еУУ*
получим для  зоны разгрузки  и вторичных •пла­
стических деформаций соотношения 
X*
У\ =
Х \  =  4 -
4 0° i  /







где o°i, e°i — интенсивности напряжений и деформаций фиктив­




В дальнейшем будем считать, что материал оболочки имеет 
линейное упрочнение и подчиняется идеальному эффекту Бау-
шингера (фиг. 1). Символами e*s и е-\ обозначим соответственно 
интенсивности деформаций на пределе текучести и в момент 
начала разгрузки. Интенсивности напряжений и деформации 
связаны м еж д у  собой следующим образом (см. фиг. 1):
o°i =  E\e°i(\— Я) +  2Яе%] на отрезке CD.
Значительные трудности представляет определение величин 
Ххи Ууи ХУи exxi, ет \, exyU еп, т ак  к ак  в каж дой  точке они 
имеют различные значения. И збеж ать  эти трудности позволяет 
ниже предлагаемый метод последовательного нагружения.
Будем исходить из некоторого известного напряженного со­
стояния оболочки (все величины ехх, еуу, еху, et- и т. д. будем 
считать известными). На следующем этапе вычисляем прира­
щения напряжений и деформаций, соответствующие некоторому
малому приращению нагрузки Р. С к л ад ы в ая  эти приращения 
данным значениям напряжений и деформаций, получаем неко­
торое новое напряженное состояние, которое считаем исходным 
для дальнейших вычислений. На каж дом  этапе нагружения вы ­
числяется в каждой точке оболочки интенсивность деформаций 
и производится ее сравнение с значением интенсивности дефор­
маций, вычисленной на предыдущем этапе. Если интенсивность 
деформаций в рассматриваемой точке превышает ее значение 
на предыдущем этапе, то в этой точке мы имеем дело с актив-/ 
ным нагружением, и вычисления производятся по формулам 
тина (1 . 2) .  Момент, когда в данной точке впервые будет н ару­
шено неравенство ег- >  еп (здесь вц — интенсивность деформа­
ций на предыдущем этап е) ,  будем считать началом разгруж е- 
ния, и вычисления производятся по формулам типа ( 1 . 2 ) .  
Величины exxi, еуу1, еху\, ец сохраняются в памяти электронно- 
вычислительной машины.
Д ля реализации предложенного метода перепишем уравн е­
ния (1. 1)  и ( 1 . 2)  в дифференциальном виде. Дифференциро­
вание производится по некоторому неубывающему параметру, 
например по времени. С делав  это, получим:
oi =  Eet
Oi — E[et (1 — Я) -f- Ae*s] 
o°i — EeQi
на отрезке OA, 
на отрезке AB, 
на отрезке ВС, ( 1 . 3 )
3 Ху =  Е( 1 — о))еху — ( 1 . 4)
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/де со, со0 — параметры  пластичности,
0  =  я ( , — f i ) ,  _ ^ L ) .  ( , . 6)
Принимаем в дальнейшем за  аппроксимацию действительной 
формулам:
+ JL + A
9 9 2 . 2 .
Т\ =  /  X xd z , Т г -  I  Yy d z , T 12 =  f  X y d z ,
_  Л h _  ft.
2 2 2
+ - Л ft + -Л
2 2 2 .
=  J  X xz d z , М 2 =  /  Y y z d z , ^ 1 2  =  /  X y z d z
-  А ft. _  ft
2 2 2
где символом h обозначена толщина оболочки.
2. О с е с и м м е т р и ч н а я  д е ф о р м а ц и я  ц и л и н д р и ­
ч е с к о й  о б о л о ч к и .  Рассмотрим цилиндрическую оболочку 
с постоянной толщиной И, радиусом R и длинной 2L. Поместим 
координатные оси так , к а к  показано на фиг. 2. Предположим, 
что к оболочке приложена сж и м аю щ ая сила Ту, из-за- которой 
осущ ествляется осесимметричный прогиб цилиндра.
Принимаем в дальнейшем за  апроксимацию действительной 
оболочки идеализированную двухслойную модель, что сущест­
венно упрощает интегрирование по г  (фиг. 3 ) .  В принципе воз-
можно решение и для  однородной оболочки. В таком  случае 
интегралы по z  вычисляют численно, но т ак  к ак  основные фор­
мулы довольно длинны, они здесь представлены не будут. 
Ообозначим все величины в внешнем слое оболочки через знак 
«—»  и в внутреннем через «- j-» .  Тогда получаем д л я  прираще­
ний усилий f , и Г2 и момента Му следующие формулы:
=  (Х+х ~Ь X~x)d, Т2 =  (Y+y -\-Y~y)d,
Mt =  ^ ( X + x — X - x)hd. ( 2 . 1)
Д адим  теперь формулы для определения величин £,•(+), 
^ ( + ) ,  е ° ; (+ ) -  По гипотезе Кирхгофа имеем:
еХх ( ± ) =  £*i ±  2~ £уу{±) =  £*2, ( 2 . 2)
где £\, £*2» х\  — деформации и искривление срединной поверх-
R Rности. Введя безразмерные величины £t <= — £%, £2== у  £*2.
R Res ' =  — получаем:  ,
еХх ( ± )  =  (£1 ±  xi), eyy(z t)  =  -д- £2- ( 2 . 3)
На основании этих формул получаем:
(±  ) =  —---— - V  £21 +  £j£2 - f  £22 ±  2 ( £1 4-  —  £2 ) XI +  х \
V3 R '1 *  ( 2 . 4)
£ ° г ( ± )  =  —~  - -  V  £°21 +  £°i£°2+ £°22 ±  2 (  £°1 -|-----£°2 ) ^ ° 1  +  Х°\,
у з  /? r v 2
где £°i =  £'i — £1, ей2*= £хг — £2, x°i — —t хи причем £*ь е*г, 
хЧ компоненты деформаций и искривлений в начале разгрузки. 
Дифференцированием формул (2 .4 )  получаем:
* i ( ± )  =  4 - ^ [ (  £i - f  —  £ 2 ± * i  )  £l + (  £2 +  - õ £ i ±
= t X i  )  £2 ±  ( £l - f  9  £2 ±  )  X l  I [ £ г ( ± )  ] _ 1 ,
1  7 V (2 .5 )
£°г(±) =  — ( £°‘ +  Y  c°2 ±  * ° i )  £i +  ( £°2 +  у  e4=fc
=h у  ^ Ü1 ) £2 ±  (  £ 01 - f  Y  £ °2  r t  ) ** ]  [ ^ °1  ( ± )  ] “ *
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П одставляя  теперь величины Л * ( + ) , Уй( + )  в формулы (2. 1) 
и учиты вая зависимости (2 .2 )  — (2. ö j ,  получаем:
О D
~ÄtKd Ti =  A&i +  Вгг +  Ски
o n  . . . .
~XEhd =  Bei De2 ^  F xi'
3 /? .
~ ш ж  м ' =  C e t+ р £ г + А х и
(2. 6)
где
Л = Л ( + ) + Л ( - ) ,  С =  А ( + ) - А ( - ) ,  ß  =  ß ( + ) + ß ( _ ) ,  
F = B ( + ) - B ( - ) ,  D =  C ( + )  + С ( - ) ,  (2 .7 )
, , ч 4 ( Л - ш(± ) )3 / , 1 , \г 
I — < U (± )----- з -------- --------------- ( е .  +  у й ± Х | ) .
если et >  eiU
А ( ± )  =  1, если е( <  e*s или еп — 2e*s <  е,- <
если et- <  i — 2е%
(2.8)
( ei +  Y  ±  x i )  X
( 1X  ( £2+~2 £i -
Я(±) =  Õ“ * (2.9)
С(±) =
1 -  т я 4 Н ° — - -  ( £01+ 4  е°2 ±  * ° 0 х
X  ( £°2 +  Y  e°i ±  *°1
4 (Я — 6 J ( ± ) ) 3 / , 1 1 \ 2
1 — 0>(±) — з  -1Ч2&---------( e2 +  - e i ± - - x i )  ,
1, (2. 10)
1 -  " °  ( ± ) ■- ■г  — м —  ( А  +  т  л  -± 4  * •* )  * •
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Все величины Л ( + ) ,  £ ( + ) ,  С ( ± )  считаем известными, вы ­
численными на предыдущем этапе. К ак  видно, система (2 .6 )  
является  линейной в отношении приращений деформаций и 
кривизны.
Система уравнений равновесия цилиндрической оболочки 
имеет вид:
d2Mi • d2w „  d2w 7*2 
Г, =  const. +  Г, _  +  Г, - d - -  +  f  =  0. ( 2 . 1 . )
Это уравнение интегрируем при следующих граничных усло­
виях:
1) свободное опирание:
йу(0) =  w (2L ) =  A/i (0) =  M i(2L) — О,
2) жесткое закрепление:
dw
w (0) = w { 2 L )
_• dw  
x=o ~  dx
=  0.
x = 2L
В сечении x — L должны быть удовлетворены следующие усло­
вия симметрии:
dw d3w
x= l  ~  dx3
=  0.
x = Ldx
Уравнение (2. 11)  интегрируем методом Бубнова— Галерки-
k .
на, выбирая за  w выражение w =  J^ A iW i,  где w i— координат-
г = 1
ные функции, Ai — определяемые параметры.
Переходя к безразмерным величинам
|  =  А ,  ® r = « L ,  а  =  - к = .  р  = ----------3—
L /г У Rh AEh2d
и учитывая, что в случае осесимметричной деформации цилинд­
рической оболочки £2 — — W, xi —  — “  \V" (штрихами обозна­
чены производные по |), получаем после несложных преобра­
зований и интегрирования по частям следующую систему ал геб ­
раических уравнений:
- ( в 2 | + Г " ) р ] ^  +  [ | ( ^ - л ) « 7 » +  ^
+  т ( - х - 0 # - 2 - т Н " 7" ‘ } ^  =  °
( < =  I, 2 ..........к).
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Эту систему можно привести к виду
^ dijÄj -f- biP =  0, (i =  1, 2, . . . ,  /г), (2. 13)
j= i .Tt .. чЗ»
где
flii =  /  { [ т  ( ~ / Г ~  F )  W"} -  +  ~  D )  ^  ^  +
+ [t (t - >1)^  + t
1
(,< =  - / [ (  a 2 А  +  1 Г ' )  W\ +  W "'j ]d | , (2 .14 )
( « , / =  1 , 2 ........... * ) .
«
Так к а к  величины А, В, . . .  вычисляются в ходе вычислений» 
эти интегралы необходимо найти численно.
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SURUTUD  SIL IN D R IL IST E  KOORIKUTE PÄ RA ST K R IIT ILISE  STAADIUMI
ANALÜÜS
E. S akkov
R e s ü m e e
K äeso levas  töös v a a d e ld ak s e  üh t la se l t  su ru tud  s i l in d r i l i s te  koorikute k ä i tu ­
mist p ä ra s tk r i i t i l i s e s  s ta ad iu m is ,  juhul kui s tab i i l su se  kadu toimub e la s tsu sp i ir i  
taga .  P üs t i ta tu d  ü le san ne  so o v ita tak se  lahen d ada  j ä r k j ä r g u l i s e  koormamise 
meetodiga. L äh tu takse  vä ikes te  e la s tse te  p las tse te  deform ats ioonide  teooriast . 
Kooriku m a te r ja l  loetakse  kokkusu rum atuks  j a  l in eaa r se l t  k a le s tu vak s .
T a s a k a a lu  d ife ren ts ia a lvõ r ran d  rah u ld a ta k se  G a le rk in i  v ar ia ts ioonm eetod i l
ANALYSIS OF THE PO STCRITICAL STAGE OF CYLINDRICAL SH E L L S
E. S akkov
S u m m a r y  \
The behav iour of a c y l ind r ic a l  shell  that  h a s  lost i ts  s t a b i l i t y  beyond the 
e las t ic  l im it is d iscussed . The problem is so lved b y  the method of s tep-by-step  
loading. The theory  of sm a l l  e la s t ic -p la s t ic  deform ations is used. The m ate r ia l  
of the shell  is  reg a rd ed  a s  b e in g  noncom pressib le  and h a v in g  l in ea r  s t ra in -  
hardening.
The d iffe rent ia l  equat ion of equ i l ib r ium  has  been so lved  by  m eans  of the 
method of Galerk in .
/




В настоящей работе рассм атривается  поведение пластин и 
оболочек при первоначальном условии пластичности Треска с 
учетом релаксации. Соответствующ ая модель пластически- 
упруго-вязкого м атериала и соотношения м еж ду  напряжениями 
и деформациями предложены в работе [1]. С ледуя  идеям ра­
боты [21, принят закон деформирования м атериала  после дости­
жения предела текучести. В качестве примера рассматривается 
деформирование кольцевой пластины и слоистой цилиндриче­
ской оболочки.
1. Поведения пластически-упруго-вязкого м атериала описы­
вает модель, представленная на фиг. 1, где Е — упругий эле-
а) б) в)
Фиг. 2
мент (п руж и н а) ,  Р  — пластический элемент (механизм сухого 
трения), V — вязкий элемент (поршень, двигающийся в ци­
линдре с вязкой ж идкостью ). Поведение материала  будет з а ­
висеть от скорости нагруж ения, т а к  к ак  в модели есть элемент 
вязкости. Если скорость нагруж ения бесконечно м ала , то рел ак ­
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сационные процессы происходят в полной мере и элемент в я з ­
кости не сопротивляется усилиям (коэффициент вязкости м ал ) ,  
и получится модель идеально пластического тела (фиг. 2 а ) .  
Если скорость нагружения бесконечно велика (мгновенное на­
гружение), то элемент вязкости ведет себя, к а к  ж естк ая  связь  
(коэффициент вязкости сколь угодно большой), и имеет место 
модель анизотропно упрочняющегося пластического материала 
(фиг. 2 6 ) .  С неограниченным ростом коэффициента жесткости 
упругой пружины связь  м еж ду  элементом вязкости и пластич­
ности становится жесткой и имеет место модель вязко-пласти­
ческого тела, т ак  называемое тело Б ин гам а—Ш ведова (фиг. 2в) .  
На фиг. 3 приведена область зависимости о — е , соответствую­
щая описываемой модели.
Рассматриваемый материал является  
жестко-пластическим, поэтому деф орма­
ции появляются лишь после того, как  
будет достигнут предел текучести. Пусть 
Оц — тензор действительных напряжений, 
вц — тензор соответствующих деформа­
ций, 5,-у — тензор микронапряжений, ко­
торые возникают вследствие релаксации 
(на модели это соответствует усилию в 
упругой пружине), г]ц — тензор микро­
деформаций. Тогда условие текучести 
можно записать в виде
f ( o i j - S i j )  = 0 .
Пусть справедлив и ассоциированный закон течения
den =  d l , d l ^ O .  (1-2)
О Oi j
Связь м еж ду  микронапряжениями, микродеформациями и 
действительными деформациями дадим  в виде
V
S i j  =  С ( в  i j  Y) i j ) , S i j  =  =  е ц  =  Т]Ц =  0 ,
c,(i =  const. ( 1 . 3)
Здесь [I — коэффициент вязкости, с — коэффициент жесткости, 
а штрих вверху означает, что берутся компоненты девиатора 
соответствующих тензоров, точка сверху означает дифференци­
рование по времени.
Из соотношений (1. 3)  можно исключить тензор микроде­
формаций и получить связь  м еж д у  тензорами микронапряжений 
и скоростей действительных деформаций в следующем виде:
Фиг. 3
( 1. 1)
Решим это уравнение в предположении, что siy в начальный 
момент времени (/ =  0) равняется s°t/. Получим 
t
Sij =  [  с J  £ij exp ( — т ) dr  -f- s t® J exp ( -----— / )  . ( 1. 4)
В предельном случае, когда ц -^ о о ,  из второго соотношения
(1. 3)  получим rj'ij =  0, отсюда ?/;/ =  const. И так , для  анизо­
тропно упрочняющегося м атериала из первого соотношения
(1. 3)  получим
ds'ij =  cde'ij, ea  — 0, (1. 5)
к ак  это предложил Прагер [3]. Д л я  вязко-пластического тела, 
когда с-> оо, имеем ei}- цц, и из (1 . 3)  получим
s'и <= fis'ij, еи —  0. (1 .6 )
2. Рассмотрим деформирование пластин и оболочек вращ е­
ния, изготовленных из пластически-упруго-вязкого материала, 
поведение которого полностью определяется соотношениями 
(1. 1)  — ( 1 . 3) .  К ак  обычно, при расчете тонкостенных конструк­
ций пренебрегаем нормальным напряжением, направленным 
перпендикулярно к срединной поверхности оболочки, и напря­
женное состояние, возникающее в конструкции, считаем пло­
ским. Деформации в материале возникают лишь после того, 
к ак  будет выполнено условие пластичности Треска (фиг. 4)
max \oi — <7/| — k {i Ф  j  =  1 ,2 ,3 ) .  ( 2. 1)
Здесь k — предел текучести м атериала при простом растяж е­
нии, ai — главные напряжения. При дальнейшем деформирова­
нии условие текучести (1. 1)  принимается в следующем виде: 
max \oi — (J,) — (Si — Sj) \ — k (i ф  j <== 1, 2, 3 ) ,
о з 0, Si -j-  $2гг  s3 =  0, (2 .2 )
где Si — главные микронапряжения.
Рассмотрим процесс нагруж ения (предположим, что в нашей 
конструкции не происходит ни разгрузки , ни нейтрального на­
груж ен и я) .  Из формул (1 . 4)  — (1 . 6)  можно сделать  вывод, что 
микронапряжения пропорциональны действительным деформа­
циям. На плоскости сгк72 уравнение ( 2 . 2)  определяет шести­
угольник, изменяющийся с изменением скоростей деформаций. 
Т ак  к ак  справедлив ассоциированный закон течения, а микро­
напряжения Si пропорциональны главным скоростям деформа­
ций г,-, то условие ( 2 . 2)  можно переписать для  каж дой  зоны, 
изображенной на фиг. 4, следующим образом:
'I C7i •"= Ä —j— 2Si —j— <S2, <72t== k -p  Si -f- 2 s2|
II (72 —  k  -} -  2Sz',
III oi =  2 s i —(— S2, 02 — k S \  -{-2s2,
IV  (72 —  Oi =r k —  Si -j- S2;
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V o i — k -j- 2si -j- 5 2 , 0 2 c== S\ -j- 2s2;
VI oi — —k -f- 2si;
VII o i'= ‘ k -j- 2sj -}- s2, о2 t—■—k -f- Si -f~ 2s2,
VIII (72 =  —к 2s2;
IX o i ,==' 2si —|— s2, 02 — —k : ! Si —|— 2s2;
X Oi 0 2 I=r k -j— Si — s2;
XI 0i =  k -|- 2^i -j- s 2, о2t=- s 1 -f- 2s2;
XII oi — k -{- 2sy. ( 2 . 3 )
Вектор скоростей деформаций определяет, к а к а я  из зон I—XII 
соответствует деформированию в данной точке, и, следователь 
но, определяет, к а к а я  из зависимостей (2 .3 )  должна выпол­
няться в данной точке.
о,
Фнг. 4 Фиг. 5
3. Рассмотрим осесимметричный изгиб круглых пластин тол­
щины h. Д л я  скоростей деформаций имеем
£ l ' = X i  Z, £ 2  =  X2Z,  (3 . 1)
где г  — расстояние слоя до срединной поверхности пластины 
и xi, х2 — скорости срединной поверхности. На плоскости £1 £2 
(фиг. 5) уравнение (3. 1) при изменении г  от —h/2 до /г/2 опре­
деляет отрезок прямой линии MN, проходящей через начало 
координат. Линии, определяемые уравнениями
£1 — 0, £2 — 0, £1 +  £2 == О, (3 .2 )
соответствуют граням шестиугольника текучести. Вся плоскость 
соответствует угловым точкам. (Соответствующие зоны обозна­
чены одинаково на фиг. 4 и 5 ) .  В зависимости от того, через 
какие зоны будет проходить отрезок MN, в пластине будут осу­
ществляться различные напряженные достояния (2 .3 ) .  Учиты­
вая соотношения ( 1 . 4) ,  получим связь  м еж ду  моментами и 





= 0. Хз —■ -X\
№_ _
иг), (3 .3 )
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C i = [ f  cm exp ( ~  т )  dx +  Ci° ]  exp  ̂— —  /) .
0 ' P'
На плоскости M lM 2 уравнение (3 .3 )  описывает шестиугольник, 
смещающийся с увеличением микронапряжений (фиг. 6 ) .
где
t I
Рассмотрим в качестве примера кольцевую пластину, сво­
бодно опертую по внешнему краю, со свободной внутренной 
кромкой под действием равномерной нагрузки с интенсивно- 
CTLK) Р. Внутренний радиус пластины обозначим через Ro, внеш­
ний — /?, текущий радиус через г, прогиб — W. Введем без­
размерные величины
г Ro W  __ 4 Mi
Q = R R
w —
R m i ~  №
4 P R 2  U D
p =  ~ k W '  k< =  x 'R ( i =  1 , 2) .
Уравнение равновесия в данном случае  имеет вид
dm 1 mi —




Д л я  безразмерных скоростей кривизн имеем
d2w • 1 dw
ki = k2 =
(3. 4)
(3. 5)
d g 2 * g  d g
где точка наверху означает дифференцирование по времени.
Т ак  к ак  на свободно опертом крае  (£>~1)  момент т\ — 0, 
то предположим/ что в пластине имеет место состояние AB  
(фиг. 6 ) ,  для  которого из (3 .3 )  следует
. . Т 2кт 2 =  1 +  v£2, где v =  ,
t
1л —  [ с  f  k2ex р (  —  т )  dx +  Ъ2° ] е х р  ( ~ ~ t ') • (3 - 6 )
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Чтобы определить величину £2°, предполагаем , что в начальный 
момент времени материал ведет себя, к а к  в случае с анизотроп­
ным упрочнением. В данном случае
W  =  0, &2° =  ?2°.
Соотношения (3 .5 )  дают, что прогиб в начальный момент вре­
мени имеет вид
w =  Wi( \ — д),
и момент
, , VWi
т 2 =  Н --------- - •
в
Подставляя это в уравнение равновесия и учитывая условие 
т\ =  0 при g = l ,  получим
, i . v w t  Po I 1 \ , Родо2 ( . 1 \
т ,  =  ё  +  —  1 п в — f l  е  - 7 )  +  2 (  1 “ У )  >
где ро — р (0 ) .  Из условия mi =  О при д — до получим
k2o =  . <go— ' )  ( - g ? — 1 ) ,  (3 .7 )




(1 — до) (2до +  1)
Из формулы (3. 7) вытекает , что k2° —■ 0 только в случае ро =  Рот- 
Значение р0т совпадает с величиной предельной нагрузки для  
жестко-пластических пластин.
Теперь рассмотрим, к а к  пластина прогибается при t >  0. 
Из ассоциированного закона течения k\ — 0, поэтому
w =  Wo(\— д). ( 3 .8 )
Подставим (3 .8 )  в выражение (3 .6 ) ,  учитывая ( 3 .7 ) ,  и решим 
уравнение равновесия при условии, что mi — 0 при о — дог 
д =  1. Так найдем связь  м еж д у  скоростью прогиба и н агруз­
кой:
1 — до Г с 1 (
1 11 /V \
,3 .91W
cv In до I /л po1  dt р,
Если р — const, получим результат, совпадающий с результа­
том [2] для  вязко-пластического материала .
4. Рассмотрим слоистую цилиндрическую оболочку длины 2L, 
опертую по торцам и нагруженную  равномерно распределен­
ным внутренним давлением Р. Обозначения и координаты даны 
на фиг. 7. Оболочка толщины 2Н состоит из двух  несущих 
слоев толщины 6, работающих к ак  мембраны и разделенных 
заполнителем, передающим сдвиговые усилия. Т ак  к ак  тол­
щина слоев 6 принимается малой, изменением деформаций и
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напряжений по толщине слоев можно пренебречь. Отметим 
величины во внутреннем и наружном слоях соответственно 
индексами «~\~» и « —», тогда для  деформаций имеем
е ^  — ею +  x iН, ег± — вго, (4. 1)
где ею, в2о — главны е удлинения срединной поверхности, 
xi  — кривизна. С вязь  м еж ду  обобщенными усилиями и гл ав ­
ными напряжениями будет следующей:
<Ji+ =  - „ 4 г г  ( N iH  +  M i ) ,2 öH
(4 .2 )
Соотношения (2. 3) должны выполняться в обеих слоях. Введем 
безразмерные величины
M i N 2 X iH
=  W  m2 =  W  ki =  —  <1 = | ’ 2 >-
Подставим в (2. 3) вместо микронапряжений их значения, вы ­
численные по формулам ( 1 . 4 ) .  Учитывая формулы (4 . 1)  и 
соотношения ( 4 . 2 ) ,  получим связь  м еж д у  обобщенными уси­
лиями и главными скоростями деформаций срединной поверх­
ности в различных зонах (на фиг. 4 ) ,  соответственно деформи­
рованию во внутреннем (верхний знак) и наружном слоях, на­
пример:
I rii ±  mi =  1 -j- (2sio +  S20 dr 2£i dr С2),
п 2 dr m2 =  1 4- (2s2o -j- Sio dr 2£г dr £1) ;
2
И П2 dr m2 =  1 +  (s2o d= £2) ;
III « i  ±  m2 =  у  (2sio S20 dr 2£i d i  £2) ,




J  с f  ё г ь  exp (  ~  x )  dx +  s i00 ]  exp ( — 1 ) ,
Ž<= 2 f c / k i e x p f  ^ - x  ) d x + j A  e x p ( —  y t \  ( / = 1 ,2 ) .  ( 4 .3 )  
*■ о \ f l  f  J  v y> f
Уравнение равновесия цилиндрической оболочки можно з а ­
писать в виде
^ f - i - < o 2(n2 — p)= =0,  ( 4 . 4)
PR X  ,  D-
где Р ~  2kõ ' Х ~  L ’ ш RH '
Связь м еж ду  деформациями и прогибом принимается в виде
1 d2w
ew =  - w ,  k t *= (4 .5 )
Из граничных условий rii =  0, mi — О при х=> +  \ следует, что 
торцы оболочки могут находиться только в напряженном со­
стоянии, соответствующем точке В на фиг. 4. Предполагаем, 
что оболочка достаточно длинная и напряженное состояние со­
ответствует точке В в верхнем и нижнем слоях всюду в обо­
лочке. Учитывая, что «1 =  0 для  обобщенных усилий, получаем 
из (4. 3)
mi =  ~  ехр ^ -----~  / )  [с /  ( ± 2 е 10 ±  <?го +
4- 46i) ехр  ̂— г j  dz ±  2sio° dz S200 4~ 4£i°], 
n2 =  1 +  ~  exp ( — / )  [c f  (2^20 +  ё10 ±
± 2 ^ i ) e x p  +  2s2o° + S io ° ±  2^i0] .  (4 .6 )
Допустим, что в начальный момент времени £ i°= -k i0t 
*Sio°=eio°, S2ß0=^e2ß°. Тогда из (4 .6 )
mt =  у  ki°, n2 =  1 +  - g l “  ^20°, (4. 7)
так к ак  на ребре пх — 2м2 4~ Wi =  0 по ассоциированному з а ­
кону ёго — —2ёю. Из соотношений ( 4 . 4 ) ,  ( 4 .5 )  и ( 4 .7 )  полу­
чаем уравнение для  определения прогиба w, интегрирование 
которого дает
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w —  2^(1 ^ po)  ̂j — ß  sh ßX sin ßx  — L ch ßx  cos ß x ) , (4. 8)
__ sh ß sin ß ____  j _  ch ß cos ß
sh2 ß s m l ß +  ch2 ß cos2 ß gh2 ^  sin2 ^ +  ch2 ̂  cqs2 ß
причем учтено, что ш (4h 1) -=  0, ш " ( + 1) = 0 .
Н ачальные микронапряжения вы раж аю тся  по формулам
— V S k
£i° = ----- ------ - (1 — ро) (L sh ßx  sin ßx  — К  ch ßx  cos ß x ) ,6
S20° =  — 7Г- (1 — Po) (1 — К  sh ßx s in ßx  — L ch ßx  cos ß x ) . (4 .9)
ov
При t^> 0 уравнение равновесия ( 4 . 4 )  в силу (4 .5), (4 .6) 
и ( 4 . 9)  имеет вид
/ ' ä * T e x p (  J T) d r  +  4P f  ® ех р (  ^ - i )  dz =
= i f r [ exp( u-/>>-('-/>»>]•
Интегрирование этого уравнения дает
2k Г с dp I
ш =  Х
X  (1 — К  sh ßx  s in ßx — L ch ßx cos ß x ) .
где
Л и тература
!.• Б е р е ж н о й  И.  A. ,  И в л е в  Д .  Д . ,  О влиянии вязкости  на механиче­
ское поведение пластических сред. Д окл . АН ССС Р, 1965, 163, № 3, 
595—598.
2. Б ы к о в ц е в Г. И., С е м ы к и н а Т. Д . ,  О вязко-пластическом течении
кр углы х  пластин и оболочек вращения. Изв. АН СССР, Механ. и 
машиностр.,  1964, № 4, 68—76.
3. P r a g e r  W.,  The Theory of P la s t ic i t y  — A S u rv e y  of Recent Achieve­
m ents  ( J a m e s  C lay to n  L ec tu re ) ,  Proc. Inst.  Mech. Eng.,  1955, 169 , 41.
Поступило
15  II 19*38
234
PLA STSE TE-E LA STSETE -V ISK O O SSE T E  PLAATIDE JA 
KOORIKUTE DEFORME ERU M l SE ST
I. Vain ikko
R e s ü m e e
K äeso levas  töös v a ad e ld a k s e  p laa t id e  ja  koorikute k ä i tum is t  Tresca p last-  
su st ing im use l ,  võttes a rv e sse  p inge  re laksa ts ioon i.  A luseks  on võetud töös [ 1 ]  
esitatud p las tse -e la s tse -v iskoosse  m a te r ja l i  mudel j a  v a s t a v a d  seosed p ingete  
j a  deformats ioonide vahel .  N äitena on v aad e ld u d  rõ n g a s p la a t i  üh t la se  koor­
muse a l l  j a  k ih i l is t  s i l in d r i l i s t  koorikut.
THE DEFORMATION OF P L A ST IC -E L A ST IC -V ISC O U S 
PLATES AND S H E L L S
I. V ain ikko  
S u m m a r y
The paper dea ls  w ith  p la te s  and sh e lls  in T resca ’s y ie ld  condition w ith  
the influence of re laxa t ion . The bas ic  problem concerns the model of p lastic-  
e lastic-viscous m ate r ia l  and the re la t io ns  between s t re sses  and deform ations . 
Annular p late  under uniform load and san d w ich  s y l in d r ic a l  she l l  h ave  been 
studied in the example .
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ДИН АМ И ЧЕ СКИ Й  ИЗГИБ ПЛАСТИЧЕСКИ-УПРУГО- 
ВЯЗКИХ КОЛЬЦЕВЫХ ПЛАСТИН И ЦИЛИНДРИЧЕСКИХ
ОБОЛОЧЕК
В настоящей работе рассматриваю тся динамические задачи 
о свободно опертой кольцевой пластине и слоистой цилиндри­
ческой оболочке, подвергнутых действию равномерно распре­
деленной нагрузки , изменяющейся с течением времени. М ате­
риал конструкции берется пластически-упруго-вязким, соответ­
ствующие соотношения даны в работе [1]. При отсутствии про­
гиба и скорости прогиба в момент времени t —  0, начальные 
микронапряжения считаем нулевыми.
1. Рассмотрим кольцевую пластину с внешним радиусом R 
и внутренним радиусом R i, свободно опертую по внешнему кон- 
туру (фиг. 1) и нагруженную  равномерным давлением 'P(t)„
обеспечивающим догрузку . Аналогичная зад ач а  для жестко- 
вязко-пластического м атериала  конструкции была рассмотрена 
в [2].
В дальнейшем принимаются следующие обозначения:
где г — текущий радиус, G — масса  единицы площади пла­
стины, W  — прогиб, h — толщина пластины, t — время.





ление q ( 0 ) — q0 превышает критическую нагрузку  р0> при ко­
торой впервые становится возможным возникновение деформа­
ций пластинки:
qo iž Po = '  6[ (1 — д 0) (1 i  2^о)J-1. ( 1 . 1)
При t =  0 пластина является  плоской и находится в покое. 
Таким образом,
&>(о, 0) !==' w (д, 0) =  0, (1-2)
где точка означает дифференцирования по времени t С вязь  
между моментами и скоростями деформаций берем в виде
max r r i i  —  У  Ci mi 4 " J j- =  1,
где
(i Ф  j =  1. 2, 3; m3 =  0, k3 =  —k\
I
=  с exp ( -----— 1 ) /  exp (  —  ту)  drj, v =
( 1 - 3 )
2h
M r0 • p
Соотношение ( 1 . 3)  описывает шестиугольник в плоскости 
mim2 (в начальный момент времени это и есть условие 
Треска), который изменяется при в зависимости от ско­
ростей кривизн k i ( i =  1, 2 ) :
kx =
d2w
ko =  ---
1 dw
d g
( 1 . 4)
Д ля кольцевой пластины при заданных условиях выбираем 
режим AB  первоначального условия пластичности (фиг. 2 ) ,  
для которого ( 1 . 3)  примет вид
ГП2 —  1 - f - v L,2- ( 1 . 5 )
Ассоциированный закон течения в данном случае дает , что 




w =  Wi{ 1 — g), ( 1 . 6)
где w 1 есть функция от времени t.
Уравнение движения элемента пластины имеет вид
р
д т у  m l — m2 1 Г г //ч . - i .н--------=  — 7  J  [<7(0 + У®] (1-7)
Po
Подставим в уравнение ( 1 . 7)  значения момента т 2 и ускоре­
ния прогиба w,  получаемые из соотношений ( 1 . 5 )  и ( 1. 6) .  
Получим дифференциальное уравнение для  вычисления момента 
mi,  решение которого
И* '
+  | -  (1 — е 3 +  Зда,2 — Зео3) +
+  ?^ 1- ( i - e ) ( e 3- e 2- e - i - W  +  6eo2) } ,  (1 .8 )
где учтено, что mi =  0 при £>= 1. Условие m t =  0 при д =  оо 
д ает  уравнение для  определения функции Wi(t)  в виде
" -  ’ с ••Wi -i--------WI +  --
где
л  e°)2(i  + 3ео), ß  =
Дифференциальное уравнение ( 1 . 9 )  надо решать при началь­
ных условиях Ш 1 ( 0 ) = 0  и wi(0) — (\/А) (q/po— 1). Вид реше­
ния уравнения ( 1 . 9 )  зависит от параметров материала, т. е., 
от зн ака  величины (с//г)2 — 4сВ/А.
А. При 
A2= ( f ) 2 - 4 - f - > 0 :
*‘(,)“ ж{(л-1)[еч,(т(--^+А))-
+2/ Ш
- f ] exp( ^ (,)- 0)sh(4('~,?>W - (1|0а)
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сВ • 1 [ с  öq \
- r m  =  T p o [ y q -  д Г ) А р
(1 .9 )
т  1 =  i  j  Q — 1 -j- cv ехр  ̂ ln Q J  Wi exp ^
При





+ /Ш г*(*>+£ ) - Я -
• (f — ??) exp ( - y i r j  — t) )  cfy} . (1. 10в)
Если нагрузка  q начнет уменьш аться, то движение пластины 
прекратится в момент времени t — ti, при котором W i ( t i ) = 0 .  
Прогиб пластины определяется интегрированием соотношений 
(1. 6)  и ( 1 . 10)  при условии, что w(g, 0) =  0, остаточный про­
гиб задается  величиной прогиба в момент времени t =  ti.
Если в некоторый момент времени t0 <Cti н агрузка  снимает­
ся, то необходимо рассматривать  д ва  промежутка времени: 
1) q =  q(t)  при 0 <  t <  to, 2) q =  0 при to <  t <  t\. В первой 
фазе справедливы решения ( 1 . 6) ,  ( 1 . 8)  и ( 1 . 10) ,  во второй 
фазе интегралы, входящие в соотношения (1 . 10) ,  переходят в 
определенные с верхним пределом t — t\.
Полученное решение справедливо только при условии, что 
напряженное состояние в пластине нигде в конечной области не 
соответствует режиму А фиг. 2.
2. Рассмотрим слоистую цилиндрическую оболочку радиу­
са У? и длины 2L, опертую по торцам и нагруженную  внутрен­
ним давлением Р =  const при 0 <   ̂ < /0 и Р =  0 при t^>to  
(фиг. 3 ) .  Оболочка толщины 2 И состоит из двух  несущих слоев 
толщины õ. Примем, что напряжения и деформации не меня: 
ются по толщине слоев. Введем безразмерные величины:
P R  _  M i  _  N i  X
Р ~  2kõ ’ mi ~  kHõ ’ П{ ~  2kõ ’ X L '
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Фиг. 3 Фиг. 4
^  w  GR2- .
<1} ~  RH ’ W ~ R '  a ~ 2 k õ '
где X — координата вдоль оболочки, W  — прогиб, G — масса 
элемента с единичной площадью срединной поверхности.
Пусть на оболочку действует внутреннее давление р^> 1, 
при котором возникает пластическое течение. Определяющие 
уравнения запиш утся в виде
rii =  0 , д  га*- +  п2 — Р — aw — 0. (2 .1)2(о2 дх2
В данном случае получаем первоначальное условие текуче­
сти на плоскости в виде шестиугольника ABCDEF  (фиг. 4), 
т а к  к а к  rii =  0 (см. [1]). Предположим, что напряженное со­
стояние соответствует точке В (на фиг. 4) в верхнем и нижнем 
слоях оболочки (это справедливо для  достаточно длинной обо­
лочки). Соответствующие соотношения м еж д у  обобщенными 
напряжениями и деформациями примут вид
— 1 +  -| -г> е х р (-----— / )  /  его exp
I
rnx =  8v  exp ^ -------   ̂ )  f  ’fa exp (  rj ) dr), (2 . 2)
где
С 20 =  — W, kt =
1 d2w 2k
2o)2 dk'2- ’ v ~  3 с
После подстановки (2 .2 )  в (2 . 1)  получаем интегро-дифферен- 
циальное уравнение для  определения скорости прогиба:
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p' /l^exp (у ") dr>+4ßi / ri) dr> =
=  4/?4( l  — p — a w )v e x p ^  —  (2 .3 )
3
где 4/?4 =  —  w4. Дифференцируя обе части уравнения (2 .3 ) ,  
получим
+  4^4ш =  4/34 (1 — р — аш) — 4/jf4vaiw (2. 4)
и условие, что ш = (  1 — р)/а при / ==0. Решение этого динами­
ческого уравнения ищем в виде
w — Wi-\- w2, (2 .5 )
где щ  — решение статического уравнения равновесия, w2 — 
решение однородного уравнения
- +  4ß^w2 +  4ßkva   ̂—  w2 +  *^2)  == 0. (2. 6)
Для нашей задачи имеем [1]
w\ =  V —  (1 — р) (1 — К  sh ßx s in ßx — L ch ßx cos ßx) , (2. 7) 
И'
где
„ _  sh ß sin ß . __________ch ß cos ß
~~ sh2/3 s in2/?-f ch2/0coszy3 ’ sh2/3 s in2 /? -j- ch2 /Jcos2 ß
Решение уравнения (2 .6 )  найдем при условии, что 
< * ! (± 1 .< )= 0 ,  ~ ^ ( ± М ) = 0 .
wz(x, 0) =  —w2(x, 0 ) ,  w2(x, 0) =  1 ~ Р - . (2. 8)
Решение уравнения (2 .6 )  определяется методом разделения 
переменных:
w2 =  j t  Xn (x)Tn (t).
7 1 = 0
Получаем систему из д вух  уравнений 
д^Х
дх^
-I- Aß^X =  XX,
?  + —  Т +  — Г =  0. (2.9)li Aß^va
Решение первого уравнения (2 .9 )  имеет вид
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Дп( *)  =  Sin ( п =  I, 2 . . .  , (2 .10)
которое удовлетворяет и граничным условиям
■ Х ( ± 1 ) = Ц ( ± 1 ) = 0 .
Из (2 .1 0 )  и (2 .9 )  можем определить Я:
я „ =  ) + 4 / 3 ‘ . (2 .11)
Решение уравнения (2 .9 ) ,  с учетом ( 2 . 11) ,  зависит от знака 
величины
я _  с2 1 / гс4#4 \
~  4fi2 ~ vfl l  Ö4/34 -+  / '
Рассмотрим случай, когда величина |Л<С0. Тогда решение вто­
рою уравнения (2 .9 )  имеет вид
Тп =  exp ^ ----- ^ —t )  (Сп cos a nt +  Dn sm a nt),
где
; _  Л! °г 1 I . \
anl ~  Г 4и2 va  \ 64jS4 / '^ /3
Величины Сп и D n определяются из условий (2 .8 ) :
Сп =  S n {P  1)»
“ D n = =  6 п “1 ^ г ( а " 2 ~  T , j ) '  ( 2 I 2 >Лап '  4/и
где
4vc / nhг4 , _ \~* . мл
6 "  =  ^ rv w +1) s m '
Таким образом, скорость прогиба имеет вид 
w =  V —  (1 — р) (1 — К  sh ßx  s in ßx — L ch ßx  cos ßx) - f
(2. 13)
+  sin  ̂п я j  exp ^ ----- j  (C n cos a nt -J- s in a nt ) .
П =  1
После снятия нагрузки в момент времени / — t0 в уравне­
ниях движения (2 . 1)  необходимо положить р =  0. Начальные 
условия для  полученного уравнения задаю тся  выражением ско­
рости прогиба (2 .1 3 ) ,  вычисленным при t — t0. Скорость про­
гиба оболочки при / >  to получаем в следующем виде:
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с
w =  v  —  (1 — К bh ßx  sin ßx  — L z h ß x  cos ßx) -f-
M (2. 14)
+  J ^ s i n  ( п я - Х 2  )  exp ( -----)  (C n 'c o s a » ?  +  D » ' s in a j ) ,
где
C n  =  n — exp  ̂—— to  ̂  ̂ s in cinto — a n  cos cinto  ̂ ,
D n  == •On (5 тг ~  e x p  ^ —  / o ) (  a n  S i n  dnto  ~1---- 2—— COS CLnto
Движение оболочки прекратится в момент времени t i} при 
котором скорость прогиба (2. 14)  станет равной нулю. Остаточ­
ный прогиб оболочки дается  величиной прогиба в момент вре­
мени t =  ti.
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Р LASTS ETE-ELASTSETE-V ISKOOSSETE RÕNGA SPLA  ATI DE JA  
SILIN D RIL1STE KOORIKUTE DÜNAAMILINE PAINE
I. Vain ikko
R e s ü m e e
Käeso levas a r t ik l i s  v a ad e ld a k s e  v ab a l t  toetatud  rõ n g a sp la a t i  üh t la se l t  
jaotatud a j a s  m uutuva  koormuse a l l  j a  k ih i l is t  s i l in d r i l is t  koorikut üh t lase l  
siserõhul, mis mõjub koor iku le  teatud  a j a v a h e m ik u s  0 ^  t ^  t0, kui kons truk t­
siooni m a te r ja l i  k ä i tum is t  i se loomustab  p las tne -e las tne -v iskoosne  mudel [1 ] .
THE DYNAMICAL BENDING OF PL A ST IC -E L A ST IC -V ISC O U S ANNULAR 
PLATES AND CYLINDRICAL SH E L L S
I. Vain ikko
S u m m a r y
The paper d ea ls  w ith  a s im p ly  supported a n n u la r  p la te  under uniform load, 
which v a r ie s  in t ime, and sandw ich  c y l ind r ic a l  shell  under uniform pressure  
that rem ain s  constan t  d u r in g  the t ime in te rva l  0 ^  to. M a te r ia l  of the 
constructions is p las t ic -e las t ic -v iscous  [1 ] .
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