The axiom system ACP of [BEK84a[ was extended to discrete time in [BAB95]. Here we proceed to define the silent step in this theory in branching bisimulation semantics [GLW91, BAW90] rather than weak bisimulation semantics [MIL89, BEK85]. We present versions based on relative timing and on absolute timing. Both approaches are integrated using parametric timing. The time free ACP theory is embedded in the discrete time theory. Note: Partial support received from ESPRIT Basic Research Action 7166, CONCUR2. To appear in the proceedings of FCT'95. Dresden.
1. INTRODUCTION. 1 Process algebra in the form of ACP [BEK85. BAW90]. CCS [MIL89] or CSP [BRHR84] involves no explicit mention of time. Time is present in the interpretation of sequential composition: in p.q (ACP notation) the process p should be executed before q. Process algebras can be introduced that support standardised features to incorporate a quantative view on time. Time may be represented by means of non-negative reals, and actions can be given time stamps. This line is followed in [BAB91] for ACP, in [MOT90] for CCS and in [RER88] for CSP.
A second option is to divide time in slices indexed by natural numbers, to have an implicit or explicit time stamping mechanism that determines for each action the time slice in which it occurs and to have a time order within each slice only. This line has been followed in ATP [NSVR90] . [NIS94] , a process algebra that adds time slicing to a version of ACP based on action prefixing rather than sequential composition. Further, [GR090] has extended ACP with time slices whereas [MoT89] have added these features to CCS. Following [BAB95] . we use the phrase discrete time process algebra if an enumeration of time slices is used.
The objective of this paper is to extend the discrete time process algebra of ACP as given in [BAB95] with the silent step 'to This will allow a notion of abstraction. We base our work on the branching bisimulation of [GLW91] . We mention that [KLU93] has extended the real time ACP of [BAB91] with silent steps. We present three views on discrete time process algebra with silent step. In section 2, we consider discrete time process algebra with abstraction in relative timing. where timing refers to the execution of the previous action. In section 3, we have discrete time process algebra with abstraction in absolute timing. where all timing refers to an absolute clock. Here again. we only consider the two-phase version. In section 4. we have discrete time process algebra with parametric timing. where absolute and relative timing are integrated. For parametric timing. we introduce a model based on time spectrum sequences.
An underlying viewpoint of the present paper is that for a given time free atomic action. there may be different timed versions. We mention some: fts(a) stands for action a in the fIrst time slice. followed by immediate termination. cts(a) is a in the current time slice with immediate termination. ats(a) is a in any time slice with immediate termination. atstau(a) = ats(a)·ats('t) is a in any time slice followed by silent termination in any subsequent slice. It turns out that for a an atomic action or 't, the interpretation of a as atstau(a) is the appropriate (homomorphic) embedding of time free process algebra into timed process algebra.
There are many practical uses conceivable for timed process algebras. In particular. we mention the TOOLBus (see [BEK94. 95] ). This TOOLBus contains a program notation called T which is syntactically sugared discrete time process algebra. Programs in T are called T-scripts. The runtime system is also described in terms of discrete time process algebra. By using randomised symbolic execution the TOOLB us implementation enacts that the axioms of process algebra can be viewed as correctness preserving transformations of T -scripts. A comparable part of disrete time process algebra that is used to describe T-scripts has also been used for the description of </lSDL, flat SOL. a subset of SOL that leaves out modularisation and concentrates on timing aspects (see [BEM95] ).
DISCRETE TIME PROCESS ALGEBRA WITH RELATIVE TIMING.
We start out from the relative discrete time process algebra of [BAB95] . First. we consider the theory with only nondelayable actions. next we add the delayable or time free actions.
BASIC PROCESS ALGEBRA WITHOUT TIME FREE ACTIONS.
The signature of BPAct,:t has constants cts(a) (for a E A). denoting a in the current time slice, and cts(/», denoting a deadlock at the end of the current time slice. The superscript -denotes that time free Thus. the cts(a) can be called nondelayable actions: the action must occur before the next clock tick.
The operators are alternative and sequential composition. and the relative discrete time unit delay areI (the notation a taken from [HER90] ). The process areI (x) will start X after one clock tick. i.e. in the next time slice. In addition. we add the auxiliary operator VreI. This operator disallows an initial time step, it gives the part of a process that starts with an action in the current time slice. It was called a time out at the end of the current time slice in [BAB92], there. the notation x» dt 1 was used for VreI (x).
(The greek letter v sounds like "now"; this correspondence is even stronger in Dutch.)
The axiom DRT I is the time factorization axiom: it says that the passage of time by itself cannot determine a choice. The addition of a silent step in strong bisimulation semantics now just amounts to We give a semantics in terms of operational rules. We have the foIlowing relations on the set of closed process expressions P:
action step s P x At x P, notation p ~ p' action termination s S x At, notation p ~ " time step ~ P x P, notation p ~ p' immediate deadlock s P, notation ID(p) (denotes action execution) (execution of a terminating action).
(denotes passage to the next time slice) (immediate deadlock, holds only for process
• expressions equal to 0).
We enforce the time factorization axiom DRTI by phrasing the rules so that each process expression has at most one o-step: in a transition system, each node has at most one outgoing o-edge. This operational semantics uses predicates and negative premises. Still, using terminology and results of [VER94] , the rules satisfy the panth format, and determine a unique transition relation on closed process expressions. Strong bisimulation is defined as usual, so a binary relation R on P is a strong bisimulation iff the following conditions hold:
i. if R(p,q) and p ~ p' (u E A uJ ), then there is q' such that q ~ q' and R(p',q') ii. if R(p,q) and q ~ q' (u E At,,), then there is p' such that p ~ p' and R(p',q')
iii. if R(p,q) then p ~ " iff q ~" (a E At) and ID(p) iff ID(q).
Two terms p,q are strong bisimulation equivalent, p H q, if there exists a strong bisimulation relating them. From [BAB95] we know that the axiomatisation in table I is sound and complete for the model of closed process expressions modulo strong bisimulation. 4 cts(a) ~ ..,j 
BRANCHING BISIMULATlON.
Now, we want to define a notion of bisimulation that takes into account the special status of the silent step. We start from the definition of branching bisimulation in the time free case, and adapt this to our timed setting. An immediate deadlock term can only be related to another immediate deadlock term. As a consequence, we can have no term that is related to ..,j. This is different from the usual definition of branching bisimulation of [GLW91, BAW90j. In order to emphasise this fact, we call the relations to be defined branching tail bisimulations. A useful notation is to write p ~ q if it is possible to reach q from p by executing a number of"t-steps (0 or more).
A binary relation R on P is a branching tail bisimulation if:
11. if R(p,q) and q ~ q' (u E A ta ), then either:
Two terms p,q are branching tail bisimulation equivalent, p Hbt q, if there is a branching tail bisimulation relating p and q.
If R is a branching tail bisimulation, then we say that the related pair p,q satisfies the root condition if: vi. if p ~ p' (u E Am), then there is q' such that q ~ q' and R(p',q') Discrete time process algebra with abstraction 5 vii. if q ~ q' (u E A,cr), then there is p' such that p ~ p' and R(p',q') viii. p ~,J (a E A,) iff q ~ ,J. Two terms p,q are rooted branching tail bisimulation equivalent, 9 Hrbt h, if there is a branching bisimulation R relating p and q, such that the pair p,q satisfies the root condition, and all related pairs that can be reached from p and q by only performing a-steps also satisfy the root condition.
Thus the root condition amounts to the condition that the bisimulation is strong as long as no action is executed.
We can prove that rooted branching tail bisimulation is a congruence relation, and thus we obtain the algebra P/Hrbt of closed process expressions modulo rooted branching tail bisimulation. We can establish that the algebra P/Hrbt satisfies all laws of BPAct-;:t.
Note that if we take the reduced model obtained by omitting the immediate deadlock constant, then we can define a notion of branching bisimulation without the tail condition, where a term can be related to,J. Using the embedding of discrete time process algebra into real time process algebra given in [BAB92, 95] we find that our notion of silent step in time is in line with the notion of branching bisimulation in time of [KLu93] (albeit that he has no tail condition).
AXIOMATISATION FOR SILENT STEP.
Now we want to formulate algebraic laws for the silent step, that hold in the algebra P/Hrbt. We cannot just transpose the well-known laws, because of the special status of a-steps. An example: cts(a)·(cts("\:)-(arel(cts(b)) + arel (cts(c))) + arel (cts(b))) is not rooted branching tail bisimilation equivalent to cts(a)·(arel(cts(b)) + arel(ctS(C))), as in the first term, the choice for b can be made by the execution of the a-step, and in the second term, the choice must be made after the a-step (it is equal to cts(a)·arel(cts(b) + cls(c))). In order to ensure that we do not split terms that both have an initial astep, we use the time out operator Vrel.
In table 3, DRTBI and DRTB2 are variants of the branching law B2 (x·(t·(y + z) + y) = x·(y + Z)).
In DRTBl, we have the case where y does not have an initial time step, in DRTB2 this is the case for z .
•
We add cts(o) to ensure that the expression following cIs(t) does not equal o. A simple instance is the identity x·cIs(t)·cIs(t) = x·cIs(t). However, we do not have the law x·cIs(t) = x (the counterpart of the • • branching law Bl), as cIs(a)·cIs(t)·O must be distinguished from cls(a)·o (this can be appreciated in a setting with parallel composition: the first term allows execution of actions in the current time slice from a parallel component after the execution of a, the second term does not).
The law DRTB3 allows to omit a t-step following one or more time steps. A simple instance is cls(a)·arel(cls(t)·cls(b)) = cls(a)·arel(cls(b)). 2.6 PROPOSITION. The following laws are derivable from BPAdrt't:
PROOF: 1 is straightforward; for 2, we calculate:
As a consequence, if we take the SRM obtained by omitting the cts(a) constants for a E At, then we can prove x·ctstau("t) = x for all closed terms. Thus, we have embedded the time free theory into the relative discrete time theory.
DELAY ABLE ACTIONS.
However, this is not the embedding of the time free theory into the discrete time theory that we want: it reduces the whole world to one time slice. Rather, we want to interpret the time free actions as actions that can occur in any time slice. Following [BAB95] , we extend BPAct,:t to BPAdrt by introducing constants ats(a) (for a EAtS). ats(a) executes a in an arbitrary time slice, followed by immediate termination. We define these constants using the operatorL_jOl, the unbounded start delay operator of [NIS94] : Lx jOl can start the execution of x in the current time slice, or delay unchanged to the next time slice. The defining axiom for this operator takes the form of a recursive equation. In order to prove identities for the unbounded start delay operator, we need a restricted form of the Recursive Specification Principle RSP of [BEK86] . We call this RSP(USD). We give operational rules for the new operator in table 5. Following [BAB95] we can prove that BPAdrt is a complete axiomatisation of the model of closed process expressions modulo strong bisimulation equivalence. We can also prove 4. L arel (X)JOl = ats(/i).
AXIOMATISATION FOR SILENT STEP.
We have one additional axiom for the constant ats("t), DTB4. Again, we cannot obtain the time free theory BPAoT as an SRM specification, interpreting a by ats(a), since ats(a)·ats("t) is not branching tail bisimilar to ats(a): the first term can still perform time steps after executing the action. Note that the second branching law is valid, as the unbounded start delay is the identity on all time free processes. In order to achieve an SRM specification, nonetheless, we will define a different interpretation of time free atoms in our timed setting. We define constants atstau(a) as follows (a EAT): atstau(a) = ats(a)·ats("t).
Interpreting a,"t,/i by atstau(a), atstau("t), ats(/i), we do obtain BPAoT as an SRM specification.
2.11 PROPOSITION. The following laws are derivable from BPAdrt"t:
I. atstau(a)·atstau("t) = atstau(a) 2. x·(atstau("t)-ly + ZJOl + LyJOl) = x-Ly + ZJOl PROOF: as before.
ADDITIONAL OPERATOR.
We explore the theory BPAdrt"t a bit further by adding an extra operator: Vrel is the counterpart of the We present a version of the theory in section 2 using absolute timing, where all timing is related to a global clock.
3.1 BASIC PROCESS ALGEBRA.
We start with constants fts(a), denoting a in the first time slice (a E A. o ), followed by immediate termination. Besides, we have operators +,. as before. In addition, we have the absolute discrete time unit delay <Jabs. Axiom DA T4 uses the absolute value operator. This operator turns out to be the identity for all processes using absolute timing only: it initialises a process in the first time slice (the numbering of the axioms is taken from [BAB95] ). Note that in the term <Jabs (fts(a))·fts(o), after execution of the a in slice 2, an immediate deadlock will occur. This term is different from <Jabs(ftS(a)·fts(o)), where after the execution of a in slice 2, further activity in this slice can take place • (of a parallel process). We conclude that in the absolute time theory, the immediate deadlock constant 0 is necessary. The axiomatisation ofBPA~t + DFS adds the axioms of table II to the axioms AI-5, A6ID, A7ID (see the left hand side of table I) . We also have to adapt the definition of bisimulation. A strong bisimulation is a binary relation R on P X N such that (u EAt,,):
i. whenever R«s, n), (s', n'») then n = n' and ID«s, n») iff ID«s', n'»).
ii. whenever R«s, n), (I, n») and (s,n) l!.. From [BAB95] we know that the axiomatisation in table 9 is complete for the model of closed process expressions modulo strong bisimulation.
A branching tail bisimulation is a binary relation R on P x N such that:
whenever R«s, n), (s', n'») then n = n' and ID«s, n») iff ID«s', n'»).
ii. whenever R«s, n), (I, n») and (s,n) l!.. 
DATB3
The extension with delay able actions is not so smooth as in the relative time case. We can define a recursive equation for the unbounded start delay operator, but it uses the operator ~ that we will only define in section 4. Instead, we define the unbounded start delay operator by structural induction. Also, time free atoms cannot simply be defined using the unbounded start delay operator. Instead, we will define them by a recursive equation. The theory BPAdat adds the axioms in 
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The axiomatisation for silent step has the same rule, DTB4, as in the relative time case. Again, we can find BPA~t as an SRM specification by using the interpretation of a as atstau(a).
The extension with parallel composition can be found along the same lines as for the relative time case (see [BAB95] ).
PARAMETRIC TIME.
In this section we integrate the absolute time and the relative time approach. All axioms presented in the previous sections are still valid for all parametric time processes. We obtain a finite axiomatization, that allows an elimination theorem. As a consequence, we can expand expressions like cts(a) II fts(b) , cts(a) II (fts(b) + ats(Ii)).
In [BAB951, we introduced the operators Q, the (relative) time spectrum combinator, and Jl, the spectrum tail operator. The absolute value operator introduced in 3.1 can also be called the spectrum head operator. P Q Q is a process that when initialised in the first time slice behaves as IPI; when initialised in slice n+ 1 its behaviour is determined by Q as follows: initialise in slice n thereafter apply crabs. Jl(X) computes a process such that X = IXI Q Jl(X). For a parametric discrete time process we have the time spectrum sequence lXI, IJl(X)I, IJl 2 (X)I, .... For each infinite sequence (Pn)n E N one may imagine a process P with IJln(p)1 = P n though not all such P can be finitely expressed. Note that the three axioms DAT5-7 can be replaced by crabs(X),Y = crabs(X·I1(Y)). We can defme:
• •
x is an absolute time process iff BPAdpl f-x = Ixl
x is a relative time process iff BP~pl f-x = I1(X) .
BASIC FORM.
We claim that each BP~pI process expression can be written in the form P1 Q P2 Q ... P n Q Q (we omit brackets, using the convention that Q associates to the right), such that each Pi is a BPAd'Iterm and Q is a BPAdrl-term.
The way we achieve this is by writing X = IXI Q II1(X)1 Q ... ll1n(X)1 Q I1n+1 (X).
Now one can reduce each 111 n(x) I to a BPAd.l-term and if n is sufficiently large, we can write I1 n + 1 (X)) without any crabs or fts(a) using STl-7, so will be in the relative time signature.
We call (lXI, II1(X)I, 1112(X)I, ... ) the time spectrum expansion sequence (TSS) of X.
Note that we obtain the following spectrum expansion for the Vrel operator:
Vrel(X) = vabs(lxl) Q Vrel(l1(x)).
For further details, we refer to [BAB95] .
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