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tions, and the problem is mostly handled only in terms of efficiency, effective use of spaces, or cost, which is by no means a sufficient list for architectural aims. This is one of the reasons why, despite more than 40 years of effort, artificial architectural layout generation systems have not reached competence levels that are comparable to human designers'. There is no simple answer to the difficulties of ALDP; however, dynamic problem solving strategies appear as one of the requirements. 7 As a problem-solving technique, Evolutionary Computing (EC) tries to approach optimal values closer and closer through the migration of a species of solution candidates within a complex search space. There has been a wide range of attempts to utilize EC for design and arts; however, most of these studies depend upon fixed problem definitions and do not utilize dynamic strategies. As examples of early studies, John Gero's research group studied a diverse array of tasks through EC. They experimented with space layout topologies, combination of Shape Grammars with evolutionary approaches, and evolving linear plan units as design genes within a two-phased hierarchical evolution. 8 Rosenman studied interactive evolution for floor plan generation 9 and Rosenman and Saunders experimented with a self-regulatory hierarchical co-evolution model for design. 10 These studies operated within highly constrained, simplified, and isolated sub-domains of architecture and mostly followed optimization approaches using just a few objectives, such as circulation costs calculated through pre-given adjacency matrices.
Likewise, the more developed applications appeared within rather well-defined sub-problems of architecture. A series of experimentations has been carried out by Caldas, Norford, and Rocha, 11 which use EC for the aim of integral building envelope design and performance optimization. Again, with a performance oriented design approach, Turrin, Buelow, and Stouffs developed an application to combine parametric modeling and EC.
12 Such studies resulted in a proliferation of performance oriented approaches to design generation, whose unifying characteristic is to assume a simplified, performance-oriented procedure, which render known optimization techniques directly applicable.
In brief, EC has been mostly used through static problem definitions, which do not respond well to the essentially vague, highly contextual, and consequently, highly dynamic manner of design processes. 13 Responding to such 522 CİLT VOL. 13 -SAYI NO. 4
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Likewise, this study presents a novel multi-objective Evolutionary Algorithm (EA), i.e., the Interleaved EA (IEA). The IEA follows the above-mentioned tendency, as an initial step towards dynamic EAs for design. It has been developed with respect to an analogy with how a human designer works, who divides her design problems into smaller parts, i.e., focuses temporarily on a limited set of aspects to make complex problems more manageable. 18 In her dynamic decomposition strategy, the designer improves on her temporary problems through a pairwise integration strategy and moves forward to improve and reintegrate another set of aspects. 19 In an analogous manner, the IEA temporarily focuses on modules of objectives, although the integration is holistic, rather than pairwise. The key to holistic integration is to conserve the quality of the overall level and not to degrade any aspect too drastically while improving another, which is ensured by a multi-objective population selection stage.
In IEA, the ability to separate the operators and settings for each of the objectives gives the algorithm a modular structure. When it is suspected that the separate objectives may require different mutation and selection operators and could respond to different evolutionary settings (mutation and crossover numbers) and parameters (roulette parameters, mutation ratios, step sizes, etc.) the separation of operators, parameters, and settings may be beneficial. This separation also enables the user to adjust the objectives in terms of preferences through mutation and crossover settings.
Related Approaches and the IEA IEA is a variant of the "criterion-based" methods for multi-objective optimization, which switch between the objectives during selection phases. 20 In criterion-based methods, at each selection stage, potentially different objectives decide which members of the population will be selected. Sometimes a probability is assigned to each objective, which determines whether the objective will be the sorting criterion in the next selection step. In the "Vector-Evaluated Genetic Algorithm" (VEGA) approach, selections are carried out according to each objective in turn. Offspring are then mixed, regardless of which objective dictated their selection. 21 In the "lexicographic" variant, the objectives are assigned priorities before optimization and the objective with the highest priority is used first when comparing individuals in a single-objective manner. 22 In IEA, however, one of the objectives leads the evolution until its fitness progression stagnates, in the sense that the settings and fitness values of this objective is used for some of the evolutionary decisions. We call this the leading objective approach (Fig. 1) . Note that a minimum number of generations is assigned to each new leading objective in the beginning of its lead (in practice, 8 to 32 generations), whether it stagnates or not. Thus, the IEA is differentiated from the earlier approaches with a dedicated period for the domination of each objective, whose duration is dependent on the feedback from the progression of the fitness values. This modification enables a set of dynamic methods, as will be discussed below.
In IEA, the new population is selected with a rank-based selection operator, considering all of the objectives simultaneously, which makes it essentially a multi-objective algorithm. However, variation selections and operations can be carried out according to the leading objective. In this way, separate mutation and selection operators and settings can be specified for each of the objectives within an overall task, which would be the same for all objectives in a regular multiobjective EA. Thus the specificities of the Interleaved EA are:
1. Letting each objective govern the process until its fitness improvement stagnates (whenever this occurs, the lead is given to another objective). 2. Enabling the use of separate operators, parameters, and settings for each objective. In addition to its inherent adaptivity, the leading objective approach brings forth a potential to dynamically decompose a process through action packages that correspond to the process objectives. The rationale for this improvement will be discussed below.
Experimental setup for the Architectural Layout Design Problem

ALDP Representation
Because our ultimate aim is to tackle such complex problems in practice, instead of the generic problem types that are usually used for benchmarking in the EA literature, the IEA is examined in terms of the Architectural Layout Design Problem (ALDP).
Within the limits of this paper, 23 we define our experimental layout task as adequately populating a series of plan borders with a fixed set of arbitrary polygonal Design Units (DUs), whose forms, functions, and dimensions are determined and fixed at the outset (Fig. 2) . The representation is flexible to enable overlapping between DUs and outer borders. Each DU has both an inner and an outer boundary. The inner boundary is used for measuring and penalizing overlap situations, while the outer boundary may be used for detecting and rewarding neighborhoods. In the initiation phase, fixed DUs are initiated within their pre-specified position, the remaining DUs are randomly placed within the bounding box of a given floor outline.
Evolutionary Specifications
The genotype of a candidate layout comprises a single list of fixed and movable DUs. The sequence of the DUs in this list is the same for all candidates. For each DU, DU type, center coordinates, inner and outer polygon coordinates, bounding box, and related geometric information are stored.
An N-point Crossover operator is used as default. For variation selections, the options are Uniform and Tournament (size 2) operators, while a Rank-based selection operator is used for new population selection. In Rankbased selection, all objectives are taken into account and the minimum rank number of an individual determines its selection probability as follows: For each objective, each candidate has a separate rank amongst all candidates. The individuals are listed according to their minimum-ranks. Starting from the highest available minimum-rank, a desired number of individuals are selected. If a series of individuals occupy the same minimum-rank level, rank values of each individual are summed up, and the individuals are ordered in terms of the resulting values. This approach tends to favor the candidates, which are reasonably fine on all objectives simultaneously, while eliminating candi-
524
CİLT VOL. 13 -SAYI NO. 4 dates, which occupy low ranks on an objective, regardless of their being high rank individuals on others.
Three different mutation operators are used, i.e., "Swap", "Nudge", and "Teleport" (Fig. 3 ). Swap mutation exchanges the center locations of two DUs. Nudge mutation translates a DU in X or Y direction. Teleport mutation carries the center of a DU to an empty space within layout boundaries. Each objective has a mutation roulette, which includes different probabilities for each mutation operator. During the process, for each mutation candidate, a mutation operator is probabilistically drawn from this roulette.
The operators, in turn, function stochastically through a set of parameters (nudge step σ and swap rates), which are also different for each objective.
Evaluation Procedures For the Objectives
Four objectives have been used for the application, i.e., "Overlap", "Trivial Hole", "Neighbor", and "Neighbor Cell" (Fig. 4) amounts to the minimizing of DU overlap and layout border violation; and implicitly, minimizing the empty area within borders. The Neighbor objective tries to maximize the similarity of a candidate's neighborhood distribution to a target layout's. As such, it is thought as an alternative to adjacency matrices, which are usually static and are prepared by hand. This method enables the dynamic definition of a similar matrix through example buildings. A target is prepared as follows: The DUs of example layouts are vectorized with a color scheme. The direction that a DU is neighboring is also given with this diagram. Target preparation amounts to the collecting of the frequencies of neighborhoods between DU types within a neighborhood matrix. The rows and columns of the matrix are symmetrical and their sequence is fixed for all applications. The frequencies of neighborhood types are normalized by the maximum frequency. This way, the matrix becomes a neighborhood pattern, which can be compared with other examples. For candidate evaluation, neighborhoods of DUs are extracted from legitimate overlaps, i.e., overlapping of outer boundaries while inner boundaries remain non-violated. Outer DU boundary collision with the direction lines are used for the detection of direction neighborhoods. When the neighbors for each DU type are determined, this information is again converted into a normalized neighborhood pattern matrix. For fitness calculation, the absolute values of the differences of corresponding target and candidate half-matrix cells are summed up. The resulting value is negated to treat this error value as positive fitness.
The Neighbor Cell objective is similar in its aims to the Neighbor objective; however, the detection method for the spatial adjacencies is different. A fixed sized square query cell is placed over each DU's center. Types of all the DUs that collide with a DU's query cell are added to the neighbor list of that DU. For candidate evaluation, a target's matrix, which is similarly prepared, is compared with the candidate's. As with the Neighbor objective, Neighbor Cell objective calculates and negates the difference between two matrix patterns, while adjacencies to directions are not taken into account. It should be noted that, separate targets may be used for each objective.
Evolutionary Processes For IEA and NSGA2
The basic IEA process is as follows: In the first step, the candidate layouts are initiated, the default objective is set as the leading objective, and all candidates are evaluated for all objectives. The candidates for crossover and mutation are selected using the leading objective's selection operators and parameters. Then the variation operations are carried out. After a pre-specified number of generations (t), which determines the minimum number of generations for each leading objective, stagnation checks are carried out. A slope-based method is used for stagnation control: The fitness progression graph of an objective is fitted with a line through linear regression for N last generations. The slope of this line shows the recent progression of the process for that objective and the stagnation threshold denotes a minimum slope. If the leading objective's fitness improvement is found stagnated for the last t generations, one of the objectives is randomly drawn from the list of objectives as the next leading objective. This method may also be used as a stopping criterion (if all objectives stagnate for a period of generations, stop evolution). However, in the following test cases, stopping criterion is a fixed number of generated offspring.
A simple approach is used to preserve diversity: 24 If the fitness value combination of a new offspring already exists in the population, it is not inserted into the new population. Although the population number is kept fixed for the test cases, a simple elitism scheme adds the best candidate for each of the objectives to the next generation, if not already selected. This procedure can increase the population number, at most for the number of objectives.
In the following test cases, the IEA will be compared to the "Non-dominated Sorting Genetic Algorithm 2" (NSGA2). 25 In NSGA2, first, chromosomes are sorted and put into fronts according to Pareto dominance. Within a Pareto front, the chromosomes are ranked with regard to the distance between the solutions. Solutions that are far away from other solutions are given a higher preference for selection. This is done in order to obtain a diverse solution set. Therefore, the two essential differences of the two EAs are, (1) while the IEA has a simple diversity strategy, the functioning of the NSGA2 essentially depends on the preservation of diversity; (2) while NSGA2 searches for Pareto non-dominance, IEA uses a rank-based population selection strategy, not explicitly maintaining Pareto nondominance.
Additionally, a regular rank-based version of IEA is generated by simply using a single parameter and operator combination for all objectives. The algorithm is the same with IEA in other respects. This version is used for assessing the effect of the leading objective approach.
Because IEA and its rank-based version use the abovementioned elitism scheme, the length of the evolutionary processes for the three EAs are measured, fixed, and equalized over the total number of generated candidates, instead of the generation number. This is also a better estimate for the required amount of computation, as each of the candidates has to be evaluated once, which is the most time consuming aspect of our problem.
Test Cases
Three cases of ALD Problems that are simplified versions of real buildings (Table 1 ) with differing degrees of complexity have been chosen for the test series (Figs. 6-8) . Each case is determined by a candidate scheme, which comprises layout borders, fixed DUs and a set of movable DUs. This scheme is used for the initiation of all candidate layouts. The aim is to arrange the given movable DUs within each layout for generating patching drafts. The target for each case is the original layout that is used in the preparation of the candidate schemes. For each test case, targets and candidates have the same list of DUs and layout borders. This is not meaningful for real world usage; yet, it is informative for testing aims. Note that, except for the simplest and most constrained cases, attaining of the real target is not expected.
Parameter Finding Process
For a proper comparison between the IEA, its rankbased version, and NSGA2, the EAs have to be run with their best parameter combinations. However, in each of the EAs, a high number of parameters can have an effect on the quality of the results, and it is not practical to find the best parameter combinations in a single trial set, as there would be an exponential number of combinations. Therefore, a combined 'Design-of-Experiments' (DoE) and 'Racing' procedure was devised.
As a first step, the number of varied parameters was reduced. Secondly, a small set of discrete values was determined for each parameter (see Table 2 ). Thirdly, through a series of consecutive racing processes, initially the most important parameters were found and fixed (selection operators, mutation and crossover ratios), and then, gradually, roulette and mutation parameters were progressively fine-tuned. Because the process is multi-objective, a pareto-racing procedure was implemented as follows: o If the two combinations are significantly different (i.e., p < %5 or %10):
• Find the fitness value averages of each combination.
• Increase the counter of the worse combination by 1.
• After the two combinations are compared for all objectives, if one of the combinations is found to be worse on all objectives, it is dominated by the other. Therefore, it is left out of the population for the next turn. In this way, the amount of necessary computation is decreased at each turn and the process resembles a race, which continues until either only one candidate remains or a pre-specified number of turns is reached (50 or 100). If there is a set of remaining combinations, the best individual is selected amongst these, using the same rank-based selection operator used for IEA. The value combination of this instance is fixed for the next level of parameter finding.
The best parameter/value combinations are found for each of the EA types, using the simplest test case (Fig. 6) . Table 2 presents the parameters and found value combinations for each of the EAs. The varied parameters are crossover rate, mutation rate, roulette rates (probabilities) for each of the mutation operators and σ value for nudge mutation. For the Interleaved EA, these parameters are different for each of the objectives. As can be observed, different best value combinations have been found for different objectives in IEA, and also amongst the different EA types.
Tests and Results
A set of 100 trials were run for each of the EAs and for each of the test cases, which results in a matrix of 9 trial
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CİLT VOL. 13 -SAYI NO. 4 sets. The two main points to explicate with these trials is (1) to show that the core innovation (i.e., the leading objective principle) does not bring a disadvantage (hence the comparison with the regular rank-based case), and (2) to show that the overall performance is comparable to the state-of-the-art methods, which is the motivation behind the comparison with NSGA2. Two different types of visualizations are prepared for the inspection of the results. A set of graphics compare mean fitness progression graphs for each EA type (Figs. 10,  12, 14) where minimum, maximum, and average fitness values are given. Each of these lines represents the mean of 100 trials. For a design problem, the results have to be fine on all objectives simultaneously, as a product that is considerably bad for one objective is practically useless, even if it is optimal for another objective. Thus, in the process graphs, the progression of the average fitness values of populations has a practical significance. However, because of its diversity preservation mechanism, NSGA2's average fitness values tend to appear lower than the other EAs. Therefore, box plots are presented as a second assessment method (Figs. 9, 11, 13) , showing the fitness distribution of the 500 best results for each EA (5 best results from each of the 100 trials are selected using the same rank-based selection operator with the IEA). It should be noted that, for practical aims, this appears as a better assessment method, because these best results are what would be used in practice. Comparing the IEA to the rank-based version, for the simplest case (Figs. 9, 10 ) the final fitness levels do not deviate considerably; however, as the problem gets more complicated (i.e., case 3, Figs. 13, 14) the differences between the two approaches become more salient, in both attained fitness levels and the speed in arriving high levels of fitness, where IEA appears advantageous. Faster convergence can be interpreted to express the adaptive character of the leading objective principle. As architectural fitness calculations can become time consuming, and considering that these applications will be used on regular desktop computers, faster fitness improvement has a practical advantage. Thus using dedicated parameter sets for each of the objectives can generate a practical advantage over the traditional 'same parameter set' approach.
Comparing the functioning of the IEA with NSGA2, while NSGA2 consistently attains better maximum fitness levels (Figs. 10, 12, 14) , from a practical perspective, this does not guarantee the usability of the proposals evolved by the NSGA2, in the sense that these are reasonably fine on all objectives. This is indicated by the distributions of the best usable proposals (Figs. 9, 11, 13) . In practical terms, the IEA appears to yield more usable proposals for three of the objectives (i.e., Overlap, Trivial Hole, and Neighbor), while NSGA2 has dominance on the Neighbor Cell objective (Figs. 9, 11, 13) .
The Neighbor and Neighbor Cell objectives measure for a similar characteristic, yet with different methods. It appears interesting to compare these two procedures to shed more light on the character of the IEA. The Neighbor
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CİLT VOL. 13 -SAYI NO. 4 Cell objective has a less discriminating and more permissive measurement of neighborhood, as its detection area is much larger than the Neighbor objective, which accepts only the area between outer and inner borders of a DU (Fig. 4) . Likewise, the two other objectives, for which the IEA exhibits practical advantage, apply fine-grained measurements for their fitness calculations and they are rather discriminating. Compared to the other three objectives, the Neighbor Cell objective is less discriminating and allows more variety, which is consistent with the overall philosophy of NSGA2, which depends on the maintaining of variety. On the other hand, the rank-based population selection mechanism of the IEA favors convergence towards a smaller search region, eliminating outliers, in order to attain reasonable products, rather than variety.
Discussion
The above trials should be considered as providing insight for the IEA's specific functioning. The trials had several shortcomings that have to be indicated. The number and types of the objectives, the set of varied parameters, and the possible values for these parameters were reduced and this brought forward coarse-grained test cases. As a result, our DoE + Racing approach could only produce an approximation of the best value combinations. Additionally, the values were fine-tuned only for the simplest Actur case and used also for the more complex cases.
Besides the high computational load of the fitness evaluations, another reason in the above shortcomings was the combinatorial nature of the IEA, whose number of parameters increases linearly with the number of objectives. To alleviate this abundance of parameters, adaptive parameter tuning approaches have to be integrated to the IEA. However, as the parameter number of an EA increases, the effectivity of adaptivity schemes decreases. Although this indicates a crucial weakness of the IEA, in practice, the algorithm has been used in several cases satisfactorily with rather coarse values.
28 This is due to the undemanding task settings, which aimed at the development of crude draft designs, in the absence of human-level sensitive evaluation methods that could make high-quality proposal development a practical aim. This is also the reason for prioritizing speed and reasonable results.
In any case, it is not the practical performance gain that is the reason behind the IEA, but rather the future development potentials of the approach. The ability to separate the operators and settings for each of the objectives gives the IEA a modular structure. This modularity offers a method for the utilization of domain-specific knowledge for each sub-task, i.e., objective. What is aimed in such modularity is an evolutionary process, which would analyze the situation at each important phase, and then revise its operator set according to its evaluations. This would 28 Sönmez, 2015a. render the development process a dynamic and intelligent one as required. In the above test cases, the transition between objectives in IEA depends only on the feedback from fitness progressions. In principle, other analyses could also be used for feedback (e.g. on the details and statistics of the states and performances of the evolved populations). Note that this is related to the problem definition and available analysis tools, and not with the IEA itself, which already offers the potential for dynamism. Thus the IEA indicates where new intelligent technologies could be inserted; in other words, it is essentially open to further development through additional methods to determine when to follow which objective and with which operators, in which case the IEA would demonstrate its full potential as a truly dynamic EA.
