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Abstract
Temporal variation and frequency selectivity of wireless channels con-stitute a major drawback to the attainment of high gains in capacity
and reliability offered by multiple antennas at the transmitter and receiver
of a mobile communication system. Limited feedback and adaptive trans-
mission schemes such as adaptive modulation and coding, antenna selection,
power allocation and scheduling have the potential to provide the platform
of attaining the high transmission rate, capacity and QoS requirements in
current and future wireless communication systems. Theses schemes require
both the transmitter and receiver to have accurate knowledge of Channel
State Information (CSI). In Time Division Duplex (TDD) systems, CSI at
the transmitter can be obtained using channel reciprocity. In Frequency Di-
vision Duplex (FDD) systems, however, CSI is typically estimated at the
receiver and fed back to the transmitter via a low-rate feedback link. Due to
the inherent time delays in estimation, processing and feedback, the CSI ob-
tained from the receiver may become outdated before its actual usage at the
transmitter. This results in significant performance loss, especially in high
mobility environments. There is therefore a need to extrapolate the varying
channel into the future, far enough to account for the delay and mitigate the
performance degradation.
The research in this thesis investigates parametric modeling and predic-
tion of mobile MIMO channels for both narrowband and wideband systems.
The focus is on schemes that utilize the additional spatial information of-
fered by multiple sampling of the wave-field in multi-antenna systems to
aid channel prediction. The research has led to the development of several
algorithms which can be used for long range extrapolation of time-varying
channels. Based on spatial channel modeling approaches, simple and efficient
methods for the extrapolation of narrowband MIMO channels are proposed.
Various extensions were also developed. These include methods for wideband
channels, transmission using polarized antenna arrays, and mobile-to-mobile
systems.
Performance bounds on the estimation and prediction error are vital when
evaluating channel estimation and prediction schemes. For this purpose, an-
alytical expressions for bound on the estimation and prediction of polarized
and non-polarized MIMO channels are derived. Using the vector formulation
of the Cramer Rao bound for function of parameters, readily interpretable
closed-form expressions for the prediction error bounds were found for cases
with Uniform Linear Array (ULA) and Uniform Planar Array (UPA). The
derived performance bounds are very simple and so provide insight into sys-
tem design.
The performance of the proposed algorithms was evaluated using stan-
dardized channel models. The effects of the temporal variation of multipath
parameters on prediction is studied and methods for jointly tracking the
channel parameters are developed. The algorithms presented can be uti-
lized to enhance the performance of limited feedback and adaptive MIMO
transmission schemes.
Acknowledgments
I have invested a great deal of time and effort into this research. However, itwould not have been possible without the support and contributions from
many people, in their different ways. I would like to take this opportunity
to express my sincere gratitude to them.
I thank the Almighty Allah (‘God’) for the wisdom and perseverance that
He gave to me throughout the period of writing this thesis, and, indeed, for
his guidance and protection throughout my life.
My very sincere “thank you” to my wonderful supervisors: Dr. Pawel
Dmochowski and Assoc Prof. Paul Teal. First, for providing me the oppor-
tunity to pursue a PhD at Victoria University of Wellington and for being
there for me all through the hard times. Without your useful feedback,
positive criticisms and guidance, this piece of work would not have been pos-
sible. I would also like to thank my doctoral thesis examiners - Prof. Rodney
Vaughan, Adjunct Prof. Mansoor Shafi and Assoc. Prof. Philippa Martin
for taking the time to thoroughly examine the thesis and most importantly
for the useful comments.
Sincere appreciation also goes to Prof. Bastiaan Kleijn, Dr. Christopher
Hollitt and other members of the Communications and Signal Processing
(CaSP) research group. It has been a wonderful experience working with
you all. To Prof. Mansoor Shafi, thank you, for taking the time to examine
my PhD proposal and providing useful feedback and of course, for the fatherly
role you have played in my life all these years.
Many thanks to Harsh Tataria, Jaward Mirza, Praveen Chopala, Lekan
iii
Balogun and other colleagues and friends, who have in one way or the other
made our stay in Wellington a wonderful experience. I cannot imagine how
life would have been without people like you.
To my parents: Mr Rasheed Adeogun and Mrs Memunat Adeogun, I say
a very big thank you, for your decades of support, prayers and guidance. I
am highly grateful to my adorable wife, Ashiat Adeogun for her unflinching
love, support and encouragement throughout the course of my research and
for taking care of the family while I study. To my beautiful daughters,
Atinuke and Omotola, thank you for the understanding and patience with
daddy all through the hard times. To the PhD baby (Abdullahi Adeogun
AbdulRahman Jr.), ‘welcome to our world’.
Let me also use this opportunity to thank my wonderful sister; Alhaja
Rafiat Alawiye (Adeogun) and her husband for their support and prayers. I
pray that the Almighty God will continue to bless you abundantly. To my
brothers and sisters, thank you for being there always.
I am also greatful to the Director General: Prof. Seidu Oneilo Mohammed
and my superior officers at the National Space Research and Development
Agency (NASRDA): Dr. Olufemi Agboola, Prof. Babatunde Rabiu, Dr
Halizu Mai-Ungwa, and Engr. Sikiru Aiyeola for their support, advice and
most importantly, for believing in my ability to pursue a PhD. I am indeed
blessed to have worked with wonderful people like you. To my colleagues and
friends, who contributed in one way or the other to make my departure for
the PhD a smooth one, I say a very big thank you.
My sincere appreciation also goes to the following people who have con-
tributed in one way or the other to make the journey thus far a success:
Hon. Isiaq Abiodun Akinlade, Eniola Joseph, Ann Okai, Kabeer Onifade,
Abdullahi Abdulmalik and the numerous others whose names are not listed
here, not neccessarily because they are not important, but for limitation of
space.
iv
v
vi
Acronyms
Acronyms
3G Third Generation of mobile telecommunications technology.
3GPP 3rd Generation Partnership Project.
4G Fourth Generation of mobile telecommunications technology.
ACF Auto-Correlation Function.
AIC Akaike Information Criterion.
AOA Angle of Arrival.
AOD Angle of Departure.
AR Autoregressive Model.
BD Block Diagonalization.
BGRW Bounded Gaussian Random Walk.
BS Base Station.
CBM Cluster Based Model.
CCF Cross-Correlation Function.
CDF Cumulative Distribution Function.
vii
Acronyms
COST European Cooperation in the field of Scientific and Technical Re-
search.
CRB Cramer Rao bound.
CSI Channel State Information.
CSIT Channel State Information at the Transmitter.
DFT Discrete Fourier Transform.
DOA Direction of Arrival.
DPSS Discrete Prolate Spheroidal Wave Sequences.
EKF Extended Kalman Filter.
ESPRIT Estimation of Signal Parameters via Rotational Invariance Tech-
niques.
EVD Eigenvalue Decompostion.
FCF Frequency Correlation Function.
FDD Frequency Division Duplex.
FIM Fisher information matrix.
GRW Gaussian random walk.
GSCM Geometry based stochastic channel model.
KF Kalman Filter.
LAM Linear advancement model.
LOS Line-of-Sight.
viii
Acronyms
LS Least Square.
LTE Long Term Evolution.
M-to-M Mobile-to-mobile.
MDL Minimum Description Length.
MEMCHAP Multidimensional ESPRIT based MIMO CHAnnel Predictor.
MEVD Mean Eigenvalue Decomposition.
MIMO Multiple-input multiple-output.
MISO Multiple-input single-output.
MMDL Minimum Mean Square Error Minimum Description Length.
MMSE Minimum Mean Square Error.
MP Matrix Pencil.
MS Mobile Station.
MSE Mean Square Error.
MSEB Mean squared error bound.
MSS Matrix Spatial Signature.
MSSM Matrix Spatial Signature Model.
MUSIC Multiple Signal Classification.
NLOS Non-Line-of-Sight.
NMSE Normalized Mean Squared Error.
NSE Normalized Squared Error.
ix
Acronyms
OFDM Orthogonal Frequency Division Multiplexing.
PAST Projection Approximation Subspace Tracking.
PDF Probability Density Function.
PDP Power Delay Profile.
PES Power Elevation Spectrum.
PF Particle Filter.
PRC Parametric Radio Channel.
PSWF Prolate Spheroidal Wave Function.
RMSE root mean squared error.
RSSM Receive Spatial Signature Model.
RZF Regularized Zero–Forcing.
SCF Spatial Correlation Function.
SCM Spatial Channel Model.
SIMO Single-input multiple-output.
SINR Signal-to-Interference-plus-Noise Ratio.
SISO Single-Input Single-Ouput.
SLNR Signal–to-Leakage Noise Ratio.
SNR Signal-to-Noise Ratio.
SOS Sum of Sinusoids.
STCF Spatio-Temporal Correlation Function.
x
Acronyms
SVD Singular Value Decomposition.
TCF Temporal Correlation Function.
TDD Time Division Duplex.
TSS Transmit Spatial Signature.
TSSM Transmit Spatial Signature Model.
UCA Uniform Circular Array.
ULA Uniform Linear Array.
UPA Uniform Planar Array.
WIMAX Worldwide Interoperability for Microwave Access.
WIMEMCHAP Wideband-Multidimensional ESPRIT based MIMO CHAn-
nel Predictor.
WINNER Wireless World Initiative New Radio.
XPR Cross-Polarization Ratio.
ZF Zero–Forcing.
xi
Acronyms
xii
List of Symbols
List of Symbols
αp Complex amplitude of the pth path.
θ Azimuth Angle of Arrival (also referred to as direction of arrival).
ϑ Elevation Angle of Arrival (also referred to as direction of arrival).
φ Azimuth Angle of Departure (also referred to as direction of departure).
a bold lower case letters denote vectors.
A, A bold upper case and caligraphic letters denote matrices.
CN (µ, σ2) the complex Gaussian random variable with mean µ and variance
σ2.
(·)∗ the complex conjugate.
Rhh covariance/correlation matrix of observation h.
τp delay of the pth path.
ωp radian Doppler frequency of the pth path.
I Fisher information matrix.
(·)H the Hermitian conjugate transpose.
0N×M an N ×M matrix of zeros.
xiii
List of Symbols
1N×M an N ×M matrix of ones.
IN an N ×N identity matrix.
A−1 matrix inverse.
ai the ith column of A.
[A]ij the (i, j)th element of A.
A† the Moore-Penrose pseudoinverse of A.
ηp normalized delay of the pth path.
νp normalized Doppler frequency of the pth path.
Θ a vector containing all channel parameters.
P Number of propagation paths (or clusters).
Npol Number of polarization dimensions.
Q Number of sub-paths (or rays).
M Number of receive antenna elements.
J selection matrix.
θ a vector containing parameters {θp}Pp=1.
(·)T matrix/vector transpose.
tr the trace of a matrix.
N Number of transmit antenna elements.
vec(A) the vectorization operation. vec stacks the columns of A to produce
a vector..
xiv
CONTENTS
Contents
Acronyms vii
List of Symbols xiii
I Background 1
1 Introduction 3
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2 MIMO Channel Prediction: A literature Survey . . . . . . . . 6
1.3 Channel Prediction Methods . . . . . . . . . . . . . . . . . . . 9
1.3.1 Parametric Radio Channel Model . . . . . . . . . . . . 10
1.3.2 Autoregressive Model Based Prediction . . . . . . . . . 11
1.3.3 Bandlimited Basis Expansion . . . . . . . . . . . . . . 12
1.4 List of Publications . . . . . . . . . . . . . . . . . . . . . . . . 13
1.5 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.6 Structure of the Thesis . . . . . . . . . . . . . . . . . . . . . . 17
1.7 General Comments . . . . . . . . . . . . . . . . . . . . . . . . 18
2 MIMO Propagation Channel 19
2.1 Radio Propagation on Multipaths . . . . . . . . . . . . . . . . 20
2.1.1 Multipath Transmission . . . . . . . . . . . . . . . . . 21
2.1.2 Doppler Dispersion . . . . . . . . . . . . . . . . . . . . 21
2.1.3 Delay Dispersion . . . . . . . . . . . . . . . . . . . . . 22
xv
CONTENTS
2.2 Basics of MIMO Channel Modeling . . . . . . . . . . . . . . . 23
2.2.1 MIMO System Model . . . . . . . . . . . . . . . . . . . 24
2.2.2 Double Directional Channel Model . . . . . . . . . . . 25
2.3 Mobile MIMO Channel Model . . . . . . . . . . . . . . . . . . 25
2.3.1 Analytical Models . . . . . . . . . . . . . . . . . . . . . 26
2.3.2 Physical Models . . . . . . . . . . . . . . . . . . . . . . 27
2.3.3 Standardized MIMO Models . . . . . . . . . . . . . . . 28
2.4 WINNER II SCM Model . . . . . . . . . . . . . . . . . . . . . 29
2.4.1 Channel Model . . . . . . . . . . . . . . . . . . . . . . 30
2.4.2 Correlation Properties . . . . . . . . . . . . . . . . . . 31
2.4.3 Details of Channel Model Implementations . . . . . . . 33
2.5 Three Dimensional MIMO Model . . . . . . . . . . . . . . . . 36
2.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3 Parameter Estimation 39
3.1 Data Model and Problem Formulation . . . . . . . . . . . . . 40
3.2 Subspace Based Methods . . . . . . . . . . . . . . . . . . . . . 42
3.2.1 MUSIC . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2.2 Root MUSIC . . . . . . . . . . . . . . . . . . . . . . . 42
3.2.3 ESPRIT . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2.4 Unitary ESPRIT . . . . . . . . . . . . . . . . . . . . . 47
3.2.5 Matrix Pencil . . . . . . . . . . . . . . . . . . . . . . . 49
3.3 Adaptive Subspace Methods . . . . . . . . . . . . . . . . . . . 52
3.3.1 Projection Approximation Subspace Tracking (PAST) . 53
3.3.2 Projection Approximation Subspace Tracking with De-
flation (PASTD) . . . . . . . . . . . . . . . . . . . . . 54
3.4 Subspace Dimension Estimation . . . . . . . . . . . . . . . . . 55
3.4.1 Minimum Description Length (MDL) . . . . . . . . . . 56
3.4.2 Akaike Information Criterion (AIC) . . . . . . . . . . . 56
3.4.3 Minimum Mean Square Error — MDL . . . . . . . . . 56
3.5 Parameter Estimation for Linear Models . . . . . . . . . . . . 58
xvi
CONTENTS
3.5.1 LS Estimation . . . . . . . . . . . . . . . . . . . . . . . 58
3.5.2 MMSE Estimation . . . . . . . . . . . . . . . . . . . . 59
3.6 Cramer Rao Bound . . . . . . . . . . . . . . . . . . . . . . . . 59
3.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
II Original Contributions 61
4 Narrowband MIMO Prediction 63
4.1 Prediction Models and Parametrization . . . . . . . . . . . . . 63
4.1.1 DOA/DOD Model . . . . . . . . . . . . . . . . . . . . 66
4.1.2 Transmit Spatial Signature Model (TSSM) . . . . . . . 66
4.1.3 Receive Spatial Signature Model (RSSM) . . . . . . . . 66
4.1.4 Matrix Spatial Signature Model (MSSM) . . . . . . . . 67
4.2 Data Transformation . . . . . . . . . . . . . . . . . . . . . . . 68
4.2.1 DOA/DOD Transformation . . . . . . . . . . . . . . . 68
4.2.2 TSSM Transformation . . . . . . . . . . . . . . . . . . 72
4.2.3 RSSM Transformation . . . . . . . . . . . . . . . . . . 73
4.2.4 MSSM Transformation . . . . . . . . . . . . . . . . . . 75
4.3 Translational Invariance in Multidimensional Vandermonde Ma-
trices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.4 Prediction Schemes . . . . . . . . . . . . . . . . . . . . . . . . 79
4.4.1 MSSM – MEMCHAP . . . . . . . . . . . . . . . . . . . 81
4.4.2 RSSM – MEMCHAP . . . . . . . . . . . . . . . . . . . 85
4.4.3 TSSM – MEMCHAP . . . . . . . . . . . . . . . . . . . 89
4.4.4 DOD/DOA – MEMCHAP . . . . . . . . . . . . . . . . 91
4.5 Application to 3D Propagation Scenarios . . . . . . . . . . . . 94
4.5.1 Channel Model . . . . . . . . . . . . . . . . . . . . . . 96
4.5.2 3D Prediction Based on DOD/DOA-MEMCHAP . . . 98
4.6 Simulation and Results . . . . . . . . . . . . . . . . . . . . . . 104
4.6.1 Performance Comparison . . . . . . . . . . . . . . . . . 105
4.6.2 Complexity Analysis . . . . . . . . . . . . . . . . . . . 107
xvii
CONTENTS
4.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
5 Wideband MIMO Prediction 113
5.1 Channel Models . . . . . . . . . . . . . . . . . . . . . . . . . . 114
5.1.1 DOD/DOA Model . . . . . . . . . . . . . . . . . . . . 116
5.1.2 Transmit Spatial Signature Model (TSSM) . . . . . . . 116
5.1.3 Matrix Spatial Signature Model (MSSM) . . . . . . . 116
5.2 Data Transformation . . . . . . . . . . . . . . . . . . . . . . . 117
5.2.1 DOD/DOA Transformation . . . . . . . . . . . . . . . 117
5.2.2 TSS Transformation . . . . . . . . . . . . . . . . . . . 119
5.2.3 MSS Transformation . . . . . . . . . . . . . . . . . . . 120
5.3 Non-Cluster Based Prediction Methods . . . . . . . . . . . . . 121
5.3.1 DOD/DOA-WIMEMCHAP . . . . . . . . . . . . . . . 122
5.3.2 TSSM-WIMEMCHAP . . . . . . . . . . . . . . . . . . 126
5.3.3 MSSM-WIMEMCHAP . . . . . . . . . . . . . . . . . . 128
5.4 Cluster Based Prediction Method . . . . . . . . . . . . . . . . 129
5.4.1 Cluster Parameter Estimation . . . . . . . . . . . . . . 130
5.4.2 Joint Angle and Doppler Estimation . . . . . . . . . . 133
5.4.3 Channel Prediction . . . . . . . . . . . . . . . . . . . . 135
5.5 Performance Evaluation . . . . . . . . . . . . . . . . . . . . . 136
5.5.1 Performance Metrics . . . . . . . . . . . . . . . . . . . 136
5.5.2 Simulation Parameters . . . . . . . . . . . . . . . . . . 137
5.5.3 Parameter Estimation Performance . . . . . . . . . . . 137
5.5.4 Prediction Performance . . . . . . . . . . . . . . . . . . 138
5.5.5 Prediction Performance with WINNER II Model . . . . 139
5.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
6 Mobile to Mobile Channel Prediction 143
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
6.2 Channel Models . . . . . . . . . . . . . . . . . . . . . . . . . . 145
6.2.1 MIMO Mobile-to-Mobile Channel Model . . . . . . . . 145
6.2.2 Parametrized Model . . . . . . . . . . . . . . . . . . . 147
xviii
CONTENTS
6.3 Parameter Estimation and CSI Prediction . . . . . . . . . . . 148
6.3.1 Mobile Velocities Estimation . . . . . . . . . . . . . . . 148
6.4 Numerical Simulations . . . . . . . . . . . . . . . . . . . . . . 149
6.4.1 Simulation Parameters . . . . . . . . . . . . . . . . . . 149
6.4.2 Prediction Performance Evaluation . . . . . . . . . . . 150
6.4.3 Mobile Velocity Estimation Error . . . . . . . . . . . . 151
6.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
7 Application to Polarized MIMO Channels 155
7.1 Channel Models . . . . . . . . . . . . . . . . . . . . . . . . . . 155
7.1.1 2D Polarized MIMO Spatial Channel Model . . . . . . 156
7.1.2 Parametrized Prediction Model . . . . . . . . . . . . . 157
7.1.3 2D Polarized Wideband MIMO Model . . . . . . . . . 158
7.2 Polarized Narrowband MIMO Prediction . . . . . . . . . . . . 159
7.2.1 Data Preprocessing and Covariance Matrix Estimation 159
7.2.2 Subspace Dimension Estimation . . . . . . . . . . . . . 161
7.2.3 Joint Parameter Estimation . . . . . . . . . . . . . . . 161
7.2.4 Polarimetric Weights Estimation . . . . . . . . . . . . 162
7.2.5 CSI Prediction . . . . . . . . . . . . . . . . . . . . . . 164
7.3 Polarized Wideband MIMO Prediction . . . . . . . . . . . . . 164
7.3.1 Data Transformation . . . . . . . . . . . . . . . . . . . 165
7.3.2 Covariance Matrix Estimation . . . . . . . . . . . . . . 165
7.3.3 ESPRIT Based Joint Parameter Estimation . . . . . . 166
7.3.4 Polarimetric Weight Estimation and CSI Prediction . . 166
7.4 Numerical Simulation . . . . . . . . . . . . . . . . . . . . . . . 166
7.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
8 Bounds on the Prediction of Mobile MIMO Channels 171
8.1 MIMO Channel Prediction Error Bound . . . . . . . . . . . . 173
8.1.1 Narrowband Channel . . . . . . . . . . . . . . . . . . . 173
8.1.2 Wideband Channel . . . . . . . . . . . . . . . . . . . . 177
8.1.3 3D MIMO Channel Prediction Error Bound . . . . . . 180
xix
CONTENTS
8.2 Polarized MIMO Channel Prediction Error Bound . . . . . . . 183
8.3 Asymptotic Error Bound . . . . . . . . . . . . . . . . . . . . . 186
8.3.1 Narrowband Channels . . . . . . . . . . . . . . . . . . 186
8.3.2 Wideband Channels . . . . . . . . . . . . . . . . . . . 189
8.3.3 3D Asymptotic Prediction Error Bound . . . . . . . . . 193
8.4 Numerical Simulations . . . . . . . . . . . . . . . . . . . . . . 195
8.4.1 Narrowband MIMO Channel . . . . . . . . . . . . . . . 195
8.4.2 Wideband MIMO Channels . . . . . . . . . . . . . . . 196
8.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
9 Dynamic Model Based Prediction and Parameter Tracking 201
9.1 Dynamic Prediction Model . . . . . . . . . . . . . . . . . . . . 202
9.1.1 Narrowband MIMO Channel . . . . . . . . . . . . . . . 202
9.1.2 Wideband MIMO Channel . . . . . . . . . . . . . . . . 203
9.1.3 Modeling Temporal Variation of Channel Parameters . 203
9.2 Adaptive MIMO Prediction . . . . . . . . . . . . . . . . . . . 204
9.2.1 Effects of Parameter variation on CSI Prediction . . . . 205
9.2.2 Adaptive Multidimensional ESPRIT based MIMO CHAn-
nel Predictor (MEMCHAP) . . . . . . . . . . . . . . . 206
9.3 Simulation and Results . . . . . . . . . . . . . . . . . . . . . . 214
9.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215
10 Conclusions and Future Research 217
10.1 Summary of Contributions . . . . . . . . . . . . . . . . . . . . 217
10.2 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 220
10.3 Future Research . . . . . . . . . . . . . . . . . . . . . . . . . . 221
A Contributions to Bandlimited Signal Extrapolation 225
A.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 225
A.2 Bandlimited Signal Extrapolation (BSE) . . . . . . . . . . . . 226
A.2.1 Iterative Method . . . . . . . . . . . . . . . . . . . . . 226
A.2.2 Extrapolation Matrix Method (EME) . . . . . . . . . . 227
xx
CONTENTS
A.2.3 Minimum Norm Least Square Extrapolation . . . . . . 228
A.3 Prolate Spheroidal Wave Function . . . . . . . . . . . . . . . . 228
A.3.1 Properties . . . . . . . . . . . . . . . . . . . . . . . . . 229
A.3.2 Signal Extrapolation Using PSWF . . . . . . . . . . . 230
A.3.3 2D Prolate Spheroidal Wave Function . . . . . . . . . . 231
A.4 Application to Wireless Channel Prediction . . . . . . . . . . 234
A.4.1 Narrowband Channel . . . . . . . . . . . . . . . . . . . 235
A.4.2 Wideband Channel . . . . . . . . . . . . . . . . . . . . 237
A.5 Simulation and Results . . . . . . . . . . . . . . . . . . . . . . 240
A.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 241
B Proof of Performance Bound Expressions 243
B.1 Derivatives for the FIM in Narrowband Error Bound . . . . . 243
B.1.1 Derivative with Respect to R(α) . . . . . . . . . . . . 244
B.1.2 Derivative with Respect to I(α) . . . . . . . . . . . . . 244
B.1.3 Derivative with Respect to µr . . . . . . . . . . . . . . 245
B.1.4 Derivative with Respect to µt . . . . . . . . . . . . . . 246
B.1.5 Derivative with Respect to ν . . . . . . . . . . . . . . 246
B.2 Evaluation of FIM and Error Bound . . . . . . . . . . . . . . 246
B.3 Derivatives for the FIM for Wideband Error Bound . . . . . . 247
B.3.1 Derivative with Respect σ2 . . . . . . . . . . . . . . . . 247
B.3.2 Derivative with Respect to R(α) . . . . . . . . . . . . 248
B.3.3 Derivative with Respect to I(α) . . . . . . . . . . . . . 248
B.3.4 Derivative with Respect to µr . . . . . . . . . . . . . . 249
B.3.5 Derivative with Respect to µt . . . . . . . . . . . . . . 249
B.3.6 Derivative with Respect to ν . . . . . . . . . . . . . . 250
B.3.7 Derivative with Respect to η . . . . . . . . . . . . . . . 250
B.4 Evaluation of FIM and Error Bound . . . . . . . . . . . . . . 250
B.5 Equivalence of Wideband Error Bound with and without Noise
Variance in Parameter set . . . . . . . . . . . . . . . . . . . . 251
B.6 Simplifications for Narrowband Asymptotic FIM . . . . . . . . 252
xxi
CONTENTS
B.7 Simplifications for Wideband Asymptotic FIM . . . . . . . . . 254
C System Level Performance Evaluation 257
C.1 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . 257
C.2 Performance of Transmit Beamforming with Predicted CSIT . 260
xxii
Part I
Background
1
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1
Introduction
Accurate knowledge of time-varying wireless channel characteristics isimportant for current and future wireless communication systems where
the channel power may vary by several orders of magnitude over a very short
spatial distance traveled by the mobile terminal. For instance, it was shown in
[148] that CSI is vital to the realization of the full potential of using Multiple-
input multiple-output (MIMO) techniques in wireless systems. The transmit-
ter also requires CSI for link adaptation (e.g., modulation scheme adaptation
and power allocation, scheduling, pre-equalization, adaptive transmit an-
tenna selection and precoding [37, 40, 203, 215]). Erroneous CSI often results
in wasted power, high bit/symbol error rates and non-optimal throughput.
In order to efficiently utilize these adaptive transmission methods, knowledge
about the current as well as future channel condition is neccessary. Radio
channel prediction is therefore an important technique for the realization of
the potential of these transmission schemes.
This chapter presents an introduction to the MIMO wireless channel pre-
diction problem considered in this thesis. We begin with a brief introduction
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and motivation in Section 1.1 followed by a survey of MIMO prediction lit-
erature in Section 1.2. Section 1.3 presents an overview of methods for radio
channel prediction. We then present a summary of the author’s contributions
in Section 1.5. A list of the author’s publications is presented in Section 1.4.
Finally, we present an outline of the thesis structure in Section 1.6.
1.1 Introduction
Wireless mobile communication has witnessed a tremendous growth in the
number of users, data rate requirements and coverage over the last several
years. As the demand for data rate and system throughput increases, re-
searchers and system designers need to develop efficient methods to meet
the demand at reasonable complexity and cost. A common approach is
to increase the bandwidth and improve the system’s bandwidth utilization
giving rise to a wideband frequency selective channel [120, 124]. Multipath
propagation, however, limits the gains that can be obtained from increased
bandwidth. The need to utilize the spatial dimension of the propagation en-
vironment has resulted in systems deploying multiple antennas at both the
transmitter and receiver, providing multiplexing and diversity gains. These
are generally referred to as MIMO systems and have been shown to theoret-
ically exhibit a linear relationship between channel capacity and number of
antennas [26, 62].
The combination of MIMO communication with Orthogonal Frequency
Division Multiplexing (OFDM) [114] digital modulation is a technique for
achieving high spectral efficiency and high data-rate transmission over mo-
bile frequency selective channels [163]. It is being deployed in current and
future wireless standards such as 3GPP LTE and LTE Advanced [54], IEEE
802.16e (WiMAX) [5, 58] and B3G. Recent capacity achieving MIMO-OFDM
based transmission schemes such as adaptive MIMO precoding [207], adap-
tive coding and modulation [149], adaptive multiuser resource allocation and
scheduling [103, 107] and various forms of codebook and non-codebook based
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limited feedback MIMO schemes [41, 121, 216] can achieve high QoS and
throughput for mobile wireless systems. An illustration of a feedback based
linear precoded MIMO system is shown in Fig. 1.1, where the receiver es-
timates the CSI, quantizes it and sends the quantized channel back to the
transmitter. These schemes alter the modulation scheme, subcarrier power
allocation, eigenmode, and/or selected antenna(s) based on the CSI and as
such require both the transmitter and receiver to have accurate knowledge of
the channel state information. In TDD systems, channel reciprocity is used
to obtain CSI at the receiver. In FDD systems, however, CSI is estimated at
the receiver and some quantized form of the CSI is fed back to the transmit-
ter via a low rate feedback link. In practical MIMO systems, feedback delay
is inevitable due to delays in estimation, processing and feedback. The CSI
may become outdated before its actual usage at the transmitter, resulting
in high performance degradation especially in high mobility environments.
The effects of using imperfect CSI in adaptive and limited feedback MIMO
systems have been studied extensively in [61, 139, 142, 151] In [191], the ef-
fects of channel aging on massive MIMO systems was studied. The authors
showed that outdated CSI degrades the performance of massive MIMO sys-
tems. Prediction of the CSI into the future has therefore, been recognized
has an effective technique of mitigating the performance degradation due to
feedback delays [57, 72, 156].
Although several studies have been reported on the prediction of nar-
rowband [125, 140, 143, 187, 193, 227] and frequency selective MIMO chan-
nels [71, 99, 176, 204], the majority have been based on classical Single-Input
Single-Ouput (SISO) methods which treat the MIMO channel as a number
of parallel links. These approaches are sufficient when there is no correlation
between antennas in MIMO systems since the knowledge about an indepen-
dent signal cannot be used to improve the extrapolation of a signal. However,
as a result of spacing constraints in practical MIMO systems, spatial corre-
lation is an inevitable phenomenon [70, 88, 177]. Moreover, the performance
of these methods are bounded by those of the SISO schemes upon which
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they are based. Analytical and simulation results on SISO prediction have
proven that with dense scattering, SISO channels can only be predicted over
a very short distance. In the order of tenths of a wavelength depending on
the environment and propagation scenarios. The bound on SISO channel
prediction error in [190] indicates that channel prediction schemes require
CSI over several wavelengths in order to accurately predict the channel and
that prediction beyond a wavelength is not realistic, particularly in practical
cases where the stationarity assumption does not hold long enough relative
to the length of observation.
The Cramer Rao bound (CRB) on the prediction error of MIMO channels
[189] and MIMO-OFDM channels [108–110] indicate that better prediction
can be obtained by utilizing the spatial parameters of the MIMO channel.
The CRB results show that reliable prediction of at least several wavelengths
is achievable in MIMO channels. For instance, with a measurement segment
length of 10λ, the prediction length (defined as the maximum prediction
horizon for which the average normalized prediction error is less than 0.05)
obtained from the CRB increases from about 0.25λ for a SISO channel to
about 10λ and 30λ for 2 × 2 and 3 × 3 MIMO channels, respectively. The
development of algorithms which utilize the spatial structure of the MIMO
channel to aid prediction is however still an open problem despite the huge
gain that is expected.
1.2 MIMO Channel Prediction: A literature
Survey
The problem of channel prediction for flat-fading SISO channels has been
studied extensively in the past. In [45, 46, 56, 57, 60, 72, 76, 80, 91, 93, 142,
151], the narrowband SISO channel is modeled as an autoregressive (AR)
process of a particular order and a linear predictor that minimizes the mean
squared error (MSE) is used to predict future channel states using past esti-
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Figure 1.1: Block diagram of a N × M limited feedback linear precoded
MIMO system.
mates. These schemes consider the time-varying channel as a stochastic wide
sense stationary (WSS) process and use the knowledge of the temporal auto-
correlation function for prediction without explicitly modeling the physical
scattering phenomenon causing the fading. Since the temporal autocorrela-
tion function may be time-varying in practical scenarios, adaptive filtering
methods such as recursive least squares (RLS) [56, 132], QR-decomposition
based RLS, least mean squares (LMS) [8, 95, 206] and Kalman filtering [175]
have been proposed to track the temporal evolution of the AR parameters.
The AR prediction methods have also been applied to frequency-selective
SISO channels [117, 205].
Other researchers, [24, 118, 195, 214] have used the Parametric Radio Chan-
nel (PRC) approach where the fading channel is modeled as a sum of a finite
number of plane waves. Parameter estimation algorithms are used to esti-
mate the number of scattering sources and angles of arrival, and the channel
is predicted using the model. A comparative study on different fading pre-
diction methods for SISO channels using both synthetic and measured data
is presented in [169].
The possibility of predicting multi-antenna channels was first investigated
in [27] through an evaluation of downlink beamforming with channel predic-
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tion. It was shown that channel prediction improves the MISO smart antenna
system performance, as a consequence of the wavefield structure revealed
through multiple sampling.
The design of multipath prediction schemes for narrowband and wide-
band MIMO systems has been a focus of research in recent years. MIMO
prediction schemes can be broadly classified into: codebook based precoder
prediction and non-codebook based CSI prediction. The codebook based
prediction schemes [43, 87] predict the precoder for the next transmission
frame using linear prediction on the precoding vector. A method for pre-
dicting channel direction information (CDI) on the Grassmanian manifold
using the concept of tangents, parallel transport and geodesic interpolation
is presented in [42, 44]. Other codebook based schemes adopt Givens rota-
tion to transform the precoding matrix and perform prediction on the Givens
parameter [68]. These schemes are limited to the prediction of the predic-
tion and/or CDI one step ahead and the channel model is often assumed
to be independent and identically distributed (i.i.d). Non-codebook based
prediction schemes predict the actual CSI using either autoregressive model-
ing [31, 32] and parametric model based SISO approaches [125, 188, 193]. In
[226], an adaptive radio prediction method is proposed for frequency-selective
MIMO channels. The method treats the channel between each antenna pair
as independent SISO channels and exploits only temporal statistics for pre-
diction. The MIMO-OFDM channel extrapolation schemes in [100, 101, 133]
treat each subcarrier as a flat-fading SISO and again utilize only the tempo-
ral structure of the channel. These direct application of SISO methods do
not fully utilize the spatial and temporal correlations present in the channel.
The potential gain in utilizing the spatial structure of a narrowband
MIMO was illustrated in [189] using AR modelling for the prediction of a
beamspace transformed CSI and an inverse transformation was performed on
the predicted CSI. They argue that the transformation reduces the effective
number of rays present in the channel which ultimately results in improved
prediction. A similar approach based on ray canceling, which attempts to
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overcome an ill-conditioning problem with the beamspace transformation ap-
proach was presented in [143]. It was however, assumed that the Angle of
Arrival (AOA) and Angle of Departure (AOD) of the dominant paths are
known perfectly. This assumption is unrealistic for practical applications. In
[204], a 2-step prediction method is presented which exploits the temporal
and spatial correlations. This approach uses a time-domain SISO MMSE fil-
ter to each entry of the MIMO channel, followed by a spatial MMSE filtering
which exploits the temporal correlation to refine the channel estimates. The
spatio-temporal filtering approach is extended to MIMO-OFDM channels in
[119].
As indicated in [189] while deriving bounds on the prediction of MIMO
channels, parametric radio channel model based schemes are possible ap-
proaches for exploiting both the temporal and spatial correlation to improve
channel prediction. However, no prediction method was presented and there
has been no such method in the open literature to the best knowledge of the
author.
1.3 Channel Prediction Methods
Channel prediction algorithms are fundamentally based on the principle of
analyzing and forecasting the channel by utilizing knowledge of current and
past CSI. In order to predict the future CSI samples using past channel
estimates, a model is used to capture the dynamics of the fading channel.
Given a set of channel estimates the slowly varying (often assumed quasi-
stationary) parameters of the model are estimated, and the future CSI is
then predicted using the model. An illustration of the generalized prediction
concept is shown in Fig. 1.2. Existing schemes can be broadly categorized
into: (a) Parametric radio channel model, (b) AR model and (c) bandlimited
basis-expansion. A brief discussion of these methods is given in this section.
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(a) Block diagram. (b) Estimated and Predicted
Channel
Figure 1.2: Illustration of CSI prediction concept. (a) Block diagram showing
the general prediction procedure which involve channel estimation, model
parameter extraction from the noisy channel estimates and CSI extrapolation
using the model with the estimated parameters and (b) A plot of typical
channel fading envelope showing prediction (the red line in (b)) of the CSI
beyond the estimated segment (the blue line in (b)).
1.3.1 Parametric Radio Channel Model
Fading prediction methods based on the PRC model or Sum of Sinusoids
(SOS) model [147, 150] are widely used in channel prediction studies. In-
tuitively, the PRC is an obvious approach for channel extrapolation. The
PRC methods are based on the observation that the underlying multipath
parameters causing fading vary much more slowly than the actual channel
itself and that if these parameters are known, the channel can be extrap-
olated into the future. This approach models the fast fading channel as a
superposition of a finite number of complex exponentials each having differ-
ent amplitudes, Doppler frequencies and phases. Super-resolution spectral
estimation methods are applied to estimate the Doppler frequencies asso-
ciated with the complex exponentials after which, a least square fit to the
known channel is utilized to estimate the amplitudes. These methods have
been used extensively in the prediction of SISO channels in [24, 93, 117, 195].
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The commonly used methods for PRC model parameter estimation are the
Estimation of Signal Parameters via Rotational Invariance Techniques (ES-
PRIT) [126, 158, 159] and Root-MUSIC [93]. The SISO schemes were applied
to the prediction of MIMO channels in [193] and multiuser MIMO channel
in [176]. Note that direct application of SISO schemes to MIMO channels is
not optimal since the spatial structure of the channel is not utilized.
1.3.2 Autoregressive Model Based Prediction
Another class of commonly used schemes for fading channel prediction are the
autoregressive (AR) models [30, 96, 184]. These schemes are based on the idea
that the future behavior of the multipath channel can be predicted using a
weighted linear combination of past estimates [57]. The weights (co-efficients
of the model) are usually computed in order to minimize the Mean Square
Error (MSE) [152]. This requires knowledge of the channel autocorrelation
functions [56]. Since the autocorrelation functions are not known in practice,
they are typically estimated from available noisy channels estimates via a
solution of Yule Walker equations [30]. In [31, 167, 169], the Burg method was
used in computing the AR coefficients. Other methods such as the covariance
and modified covariance methods [184] have also been used in [169]. Although
AR models have been used extensively in the study of prediction for SISO
channels [57], the scheme have been shown to be highly sensitive to noise1,
making even short term fading prediction challenging [64]. Moreover, the
problem of error propagation2 makes this approach unattractive for long
range fade prediction.
A common approach for the prediction of MIMO channel in literature is
1Noise sensitivity is often minimized by oversampling the channel, which in effect in-
creases the Signal-to-Noise Ratio (SNR).
2Error propagation is a consequence of the fact that AR modeling of a discrete chan-
nel is usually formulated for single-step prediction using a linear extrapolation approach.
Typically, prediction further steps ahead is achieved by re-using the extrapolated channel
samples at previous time instants.
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to treat the channel as parallel SISO channels and apply a separate MMSE
predictor to each of the channels [32]. This approach is not optimal as it only
utilizes the temporal correlation of the individual SISO channels. Multichan-
nel linear prediction was however used in [32] for the prediction of MIMO
channels using measurement data. This approach used vector AR models to
explore the spatial correlation of the MIMO channel. Although the multi-
channel AR approach was shown to outperform repeated application of SISO
AR models, the high computational complexity which grows with increasing
number of antennas makes it unattractive in practice [32].
1.3.3 Bandlimited Basis Expansion
Multipath prediction using the concept of bandlimited signal extrapolation
is based on the idea that the signal can be decomposed into a summation
of appropriate basis functions. The known segment of the signal is used to
evaluate the basis functions which are then used in the model for prediction.
In [202], a modal decomposition of a flat-fading SISO multipath wavefield
based on the physical wave propagation equation was used to decompose the
channel and extrapolate outside the known region. In [122, 223–225], the
basis expansion of time-concentrated and bandlimited sequence is evaluated
using the temporal autocorrelation of the channel and the extrapolated basis
functions are used to predict future states of the channel. These methods are
based on expansion of the channel using an appropriate basis function. In
[166], the Fourier basis expansion was used to decompose the time-varying
channel. It was however shown in [224] that Fourier bases suffer from the
spectral leakage problem that is associated with rectangular windows. The
Slepian bases (i.e., Discrete Prolate Spheroidal Wave Sequences (DPSS))
were shown to provide better representation of the time-variant channel.
Although this approach was shown to yield good predictions using synthetic
data, there have been very few results on real measurement, and application
to the prediction of MIMO channels is still an open problem.
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1.4 List of Publications
The content of this thesis has been published, accepted or submitted for
publication in the papers listed below.
1. R. Adeogun, P. D. Teal and P. Dmochowski, ”Long Range Parametric
Channel Prediction for Narrowband MIMO Systems with Joint Parame-
ter Estimation”, IEEE 7th International Conference on Signal Process-
ing and Communication Systems (ICSPCS), Gold Coast, December,
2013.
2. ——, ”Parametric Channel Prediction for Narrowband Mobile MIMO
Systems Using Spatio-Temporal Correlation Analysis”, in Proc. IEEE
78th Vehicular Technology Conference (VTC 2013-Fall), September
2013, pp. 1-5
3. ——, ”Novel Algorithm for Prediction of Wideband Mobile MIMO Wire-
less Channels”, in Proc. IEEE International Conference on Communi-
cations (ICC), June, 2014
4. ——, ”Parametric Channel Prediction for Narrowband MIMO Systems
Using Polarized Antenna Arrays”, in Proc. IEEE Vehicular Technology
Conference (VTC) Spring, May 2014
5. ——, ”Asymptotic Error Bounds on Prediction of Narrowband MIMO
Wireless Channels”, IEEE Signal Processing Letters, vol. 21, no. 9,
2014, pp. 1103 - 1107
6. ——, ”Extrapolation of MIMO Mobile to Mobile Wireless Channels Us-
ing Parametric Model Based Prediction”, IEEE Transactions on Vehic-
ular Technology, vol. PP, issue 99, Nov. 2014
7. ——, ”An Asymptotic Bound on Estimation and Prediction of MIMO-
OFDM Wireless Channels”, IEEE Transactions on Vehicular Technol-
ogy, 2014 (under revision)
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8. ——, ” Parametric Schemes for Prediction of Wideband MIMO Wire-
less Channels”, IEEE Transactions on Signal Processing (under revi-
sion)
1.5 Contributions
The contributions of the author in the field of channel prediction for mobile
MIMO system is summarized as follows:
• Bandlimited channel extrapolation: Using the bandlimited prop-
erty of wireless channels, we investigate the prediction of narrowband
MIMO channel using bandlimited extrapolation techniques. Results
obtained from our experiments showed very good prediction perfor-
mance particularly for short range prediction, but this approach is not
explored further in this research due to the difficulty in finding ways
of utilizing the spatial information offered by multiple sampling of the
channel in multiantenna systems. Motivated by the unique properties
and importance of prolate spheroidal wave functions (PSWF) in ban-
dlimited extrapolation, a solution of PSWF in 2D is derived in the
earlier stage of this research. Using the properties of 2D discrete pro-
late spheroidal wave sequences (DPSS), a method is developed for the
extrapolation of frequency selective channels based on the Doppler and
delay bandwidths.
• Narrowband MIMO prediction using parametric modeling: A
number of parametric channel predictors are proposed based on spatial
modeling of the double directional channel model, where the channel is
defined in terms of angles of arrival, angles of departure, and Doppler
frequencies. A novel method for transforming the channel matrix is
proposed to enable joint extraction of the channel parameters using
subspace based methods. The predictors are named MEMCHAP (Mul-
tidimensional ESPRIT based MIMO CHAnnel Predictor), Transmit
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Spatial Signature Model (TSSM)-MEMCHAP, Receive Spatial Signa-
ture Model (RSSM) -MEMCHAP and Matrix Spatial Signature Model
(MSSM)-MEMCHAP. The performance of these predictors approaches
the bound with increasing SNR and/or measurement segment length.
The proposed predictors are extended to MIMO propagation using po-
larized antenna arrays and 3D propagation, where the elevation angular
parameters are also extracted in addition to the azimuth parameters.
• Wideband MIMO prediction using parametric modeling: The
proposed predictors for narrowband MIMO channels are extended to
wideband MIMO-OFDM channels where the delay resolutions of the
system allow for the extraction of the delays. Similar to the narrowband
schemes, the predictors for wideband channels are named WIdeband
MEMCHAP (WIMEMCHAP), TSSM - WIMEMCHAP, and MSSM-
WIMEMCHAP. Motivated by the cluster based modeling approach in
recent standardized channel models, cluster based approaches are also
proposed. As in the narrowband case, extensions to 3D scenarios and
polarized channels are also explored. Experiments using synthetic data
indicate that the proposed predictors are asymptotically efficient.
• Mobile to mobile MIMO channel prediction: Mobile to mobile
channels exhibit more significant variation and statistics when com-
pared to fixed to mobile channels. Motivated by the difference in the
modeling of mobile to mobile channels, we extended the prediction
concept for fixed to mobile channels to M2M channels.
• Performance bounds on the prediction of MIMO channels:
Motivated by the benefits of having bounds upon which the perfor-
mance of MIMO multipath parameter estimation and CSI prediction
algorithms can be compared, bounds on the mean square error for
channel estimation and prediction in both narrowband and wideband
systems are derived in this thesis. The bounds are obtained using the
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vector formulation of the deterministic Cramer- Rao bounds for func-
tions of parameters. Similar expressions are also derived for polarized
narrowband and wideband channels as well as polarized and mobile-to-
mobile MIMO channel. The resulting bounds are simple closed-form
expressions that are readily interpretable and show the effects of vari-
ous propagation and system parameters on the achievable performance
in both narrowband and wideband MIMO channels.
• Velocity estimation in Mobile to Mobile channels: Based on the
parametrized model for mobile to mobile channels and the estimated
channel parameter, a simple scheme for extracting the velocities of the
transmitter and receiver is proposed.
• Multiple invariance subspace tracking: Based on the projection
alternating subspace tracking (PAST), this thesis proposes a method
for jointly tracking MIMO channel parameters (AOA, AOD, Doppler
frequency and/or delay).
MIMO CHANNEL PREDICTION
PART I: BACKGROUND PART II: CONTRIBUTIONS
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Figure 1.3: Graphical illustration of thesis outline and contributions.
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1.6 Structure of the Thesis
The general organization of the thesis is illustrated in Fig. 1.3. The remaining
part of the thesis is structured as follows:
• MIMO propagation channel: In Chapter 2, we introduce the con-
cept of multipath transmission and MIMO channel modeling and present
standardized channel models that will be used in evaluating the pro-
posed schemes in later part of the thesis.
• Parameter estimation: The focus of Chapter 3 is to present a review
of parameter estimation methods that are considered in the develop-
ment of schemes for MIMO channel prediction along with an introduc-
tion to the Cramer Rao lower bound.
• Narrowband MIMO Prediction: In chapter 4, we present the para-
metric algorithms developed in this thesis for narrowband MIMO chan-
nels along with extensions to 3D propagation environments.
• Wideband MIMO Prediction: Chapter 5 gives the extension of
our prediction approaches to doubly selective MIMO channels. Exten-
sions to polarized wideband MIMO channels are also discussed in this
chapter.
• Mobile-to-Mobile Channel Prediction: Chapter 6 presents parametriza-
tion of mobile-to-mobile channels along with an adaptation of our pre-
diction concept to mobile-to-mobile scenarios.
• Application to Polarized MIMO Channel: Extensions of the pre-
diction concept in Chapters 4 and 5 to polarized narrowband and wide-
band channels are presented in Chapter 7
• Performance Bounds in MIMO Prediction: In chapter 8, we
derive expression for the prediction error bound and asymptotic pre-
diction error bound in narrowband and wideband MIMO channel.
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• Dynamic Modeling and Multiple Invariance Subspace Track-
ing: Chapter 9 presents our investigations on modeling temporal vari-
ation of propagation path parameters and develops a framework for
jointly tracking the channel parameters based on multidimensional ex-
tension of subspace tracking methods.
• Conclusion and Future Research: In chapter 10, we present a
summary of our research findings and identify areas for future research.
• Bandlimited signal extrapolation: Appendix A presents our in-
vestigations, methods and results on the prediction of MIMO channels
using bandlimited extrapolation techniques.
1.7 General Comments
• The words We and Our as used throughout this thesis refer to the
author in consultation with his PhD supervisors - Assoc. Prof. Paul
Teal and Dr. Pawel Dmochowski.
• A Cluster refers to a group of rays with different angular parameters
and a common time delay. The term cluster is used interchangeably
with path in this thesis.
• The terms Ray and sub-path are used to refer to a single propagation
path from the transmit array to the receive antenna.
18
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2
MIMO Propagation Channel
Wireless communication systems with multiple antennas at both thetransmit and receive end of the link have become very popular within
the last two decades [26, 49, 62]. This is due to the possibility of utiliz-
ing the spatial degrees of freedom offered by multiple antenna elements to
increase spectral efficiency, improve link reliability and mitigate interfer-
ence. Recently, MIMO techniques have been adopted in current and future
standardizations such as WIMAX [5], 3GPP LTE, IEEE 802.11n [65], and
LTE-Advance [54]. In order to fully characterize the performance of MIMO
systems under multipath propagation conditions, realistic physical channel
models are required. The development of adequate spatial channel models
for MIMO systems is currently the focus of both academic and industry re-
search and several standardized models have been developed. These include
3GPP SCM [2], SCME [36, 137], WINNER I/II [106] and COST 273 [52].
The aim of this chapter is to present an overview of multipath propagation
and modeling approaches for mobile MIMO systems along with a description
and implementation of standardized models that will be used in the later
19
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part of this thesis. For further reading on multipath propagation and MIMO
modeling, see [148, 165, 192]. Detailed description of the standardized models
can be found in [29, 50, 106, 135].
2.1 Radio Propagation on Multipaths
In wireless mobile systems, signals are transmitted as electromagnetic waves
from the transmitter to the receiver. As a result of several phenomenon
such as reflection, refraction, scattering and absorption [165] inherent in the
propagation environment, the signals travel through two or more paths be-
fore reaching the receiver. These paths are each characterized by different
complex amplitude, delay of arrival, angle of departure (AOD), and angle
of arrival (AOA). The superposition of signals from these paths at the re-
ceiver can result in either constructive or destructive interference causing the
channel envelop to exhibit peaks or deep fades. The effects of these environ-
mental impairment of the wireless transmission channel is generally termed
multipath fading.
Depending on the time scale, multipath fading can be classified into: path
loss, large-scale (slow) fading, and small-scale (fast) fading. Propagation
path loss results from the attenuation of signal power with distance which
is characterized using empirical models. Some of the commonly used path
loss models are Hata and Okumura models [170]. Large scale fading result
from shadowing effects of large scattering sources. This slow variation causes
signal power to vary slowly around the mean and is generally described by a
log-normal distribution [154]. Fast (or small scale) fading, on the other hand
results from rapid variations of the phases of signal from multiple paths. The
major factors contributing to this fast variation are multipath and movement
of the transmitter, receiver and/or the scattering sources. These two physical
phenomenon introduce frequency and temporal dispersion to the channel. In
this section, we introduce the basics of multipath channel propagation along
with some important characteristics.
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Figure 2.1: Typical mobile multipath propagation channel.
2.1.1 Multipath Transmission
A typical mobile propagation channel where the received signal at the mo-
bile terminal comprises of reflected, diffracted and scattered versions of the
transmitted signal is shown in Fig. 2.1.Fading in radio propagation is caused
by constructive or destructive interference between two or more versions of
the transmitted signal, each arriving at the receive antenna with different
relative delays. These multipath signals combine vectorially to form a re-
sultant signal which may vary in both amplitude and phase depending on
the transmission bandwidth, signal power and relative propagation delays
of the arriving waves. In scenarios where the mobile terminal is stationary,
fading may occur due to movements in the scattering medium [154]. Multi-
path fading may be considered as a purely spatial phenomenon if it results
from the movement of only the mobile station (i.e., with a static propagating
medium). However, the spatial variations of the received signal are observed
as temporal variations by the mobile station as it moves through space.
2.1.2 Doppler Dispersion
Doppler frequency spread is an important measure for characterizing the
time varying nature of a wireless channel. Doppler shift is the frequency
variation which occurs due to the relative motion between the mobile terminal
21
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Scatterer 
DC
Figure 2.2: Illustration of Doppler frequency shift.
and scatterers in the propagating medium and is dependent on the mobile
velocity, direction of motion and the relative direction of arrival of each signal.
Figure 2.2 illustrates the concept of frequency shift due to mobility for a
station traveling with constant velocity, v from point C to D and a moving
scatterer with velocity vs in the direction of motion of the mobile station.
The phase difference between the signal at point C and D is given by [69]
∆φ = k∆l = kv∆t cos θ (2.1)
where κ = 2pi/λ is the wavenumber. The Doppler frequency (in rad/sec) is
thus [192]
ω =
∆φ
∆t
=
2piv cos θ
λ
(2.2)
The Doppler frequency ω can either be negative or positive depending on
the direction of motion of the mobile station relative to the signal direction
of arrival, causing the received signal frequency to vary between ωc − ω and
ωc + ωd.
2.1.3 Delay Dispersion
The difference between the time of arrival of the scattered, reflected and/or
refracted versions of a multipath signal in wireless propagation is character-
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ized by the delay/time dispersive properties of the channel. These properties
are typically described by the mean excess delay (τ¯) and the root mean
square (RMS) delay spread [192]. The mean excess delay is defined as the
first moment of the power delay profile (PDP), thus
τ¯ =
∑P
p=1 Λpτp∑P
p=1 Λp
(2.3)
where Lambdap denotes the power of the pth path. The RMS delay spread
is defined as the second moment of the PDP
στ =
√
τ¯ 2 − (τ¯)2 (2.4)
where
τ¯ 2 =
∑P
p=1 Λpτ
2
p∑P
p=1 Λp
(2.5)
The RMS delay spread is inversely related to the coherence bandwidth (the
range of frequency over which signals are equally attenuated)
Bc ∝ 1
στ
(2.6)
The coherence bandwidth is often used as the basis for classifying wireless
channel into narrowband (frequency non-selective) or wideband (frequency
selective). In narrowband channels, the transmission bandwidth is less than
the coherence bandwidth of the channel. On the other hand, frequency se-
lective channels occur when the transmission bandwidth is greater than the
channel’s coherence bandwidth.
2.2 Basics of MIMO Channel Modeling
This section presents a brief introduction of MIMO channel modeling along
with the concept of double directional propagation that is commonly used in
MIMO channel models.
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Figure 2.3: Schematic illustration of a MIMO system.
2.2.1 MIMO System Model
Since MIMO systems have multiple antennas at both the transmit and receive
ends of the link (see Fig. 2.3), the channel between all transmit and receive
antenna pairs can be described by an N ×M matrix H. For a time-varying
MIMO channel, H(t, τ) is defined as
H(t, τ) =

h11(t, τ) h12(t, τ) · · · h1M(t, τ)
h21(t, τ) h22(t, τ) · · · h2M(t, τ)
...
... . . .
...
hN1(t, τ) hN2(t, τ) · · · hNM(t, τ)
 (2.7)
where hnm(t, τ) denotes the time-variant channel impulse response between
the mth transmit and the nth receive antenna elements. Denoting the M ×
1 transmit signal vector as x(t) = [x1(t) · · · xM(t)]T , the received signal
vector can be defined using (2.7) as
y(t) =
∫
τ
H(t, τ)x(t− τ)dτ + w(t) (2.8)
where w(t) models the effect of noise and interference. Note that if polarized
antenna arrays are considered, each entry of (2.7) is replaced by a polarimet-
ric submatrix, thereby increasing the total number of antennas and hence,
the size of H(t, τ).
24
CHAPTER 2. MIMO PROPAGATION CHANNEL
2.2.2 Double Directional Channel Model
The double directional impulse response of a wireless propagation channel
models the overall effect of the transmit antenna array, transmission medium
and receive antenna array. In the absence of polarization, the double direc-
tional impulse response between the nth receive and mth transmit antenna
is defined as1 [23, 69]
hnm(t, τ ,θ,φ) =
P∑
p=1
αpδ(τ − τp)δ(θ − θp)δ(φ− φp) (2.9)
where αp, τp, θp and φp denote the complex amplitude, delay, angle of arrival
and angle of departure associated with the pth path, respectively. If doubly
polarized antennas are used, αp is replaced by a 2 × 2 polarimetric weight
matrix
Gp(t) =
[
gvvp g
vh
p
ghvp g
hh
p
]
(2.10)
where v and h denote the vertical and horizontal polarizations, respectively.
As shown in (2.9), each arrival angle is associated with a corresponding de-
parture angle in the double directional model.
2.3 Mobile MIMO Channel Model
The performance of any mobile wireless communication system is largely de-
pendent on the characteristics of the propagation environment. The inherent
temporal and spatial variations in mobile MIMO wireless channel constitute
a major drawback to the attainment of the theoretical gains of using mul-
tiple antennas. Channel models are developed to simulate the propagation
environment in the development of algorithms for wireless communication
systems. There are several classifications of wireless channel models viz:
1This is based on the assumption of 2D propagation without account for the elevation
spectrum.
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time-invariant versus time-variant, flat fading (narrowband) versus frequency
selective (wideband), analytical versus physical, and so on.
A wireless channel is said to undergo flat fading if the channel has a
constant attenuation and linear phase over a bandwidth greater than the
transmission bandwidth (i.e., Bt << Bc, where Bt and Bc are the transmis-
sion and channel coherence bandwidths, respectively) [192]. In contrast, if
the bandwidth over which the phase is linear and the attenuation is constant
is less than the transmission bandwidth, the channel is said to be frequency
selective.
The major distinction between time-varying and time-invariant channels
is that time-varying channels require characterization of the temporal dy-
namics resulting from movement of the mobile station and/or scatterers.
Analytical MIMO models use a simplistic approach that independently
models the spatial correlation using a user defined correlation matrix and
temporal correlation using the Doppler spectrum. Physical models on the
other hand, are based on the underlying electromagnetic wave propagation
mechanism, and while generally more accurate they require more complex
computation. The focus of this section will be on comparing analytical and
physical MIMO models along with a brief discussion of standardized MIMO
models. Detailed review and literature survey on MIMO channel modeling
can be found in [23].
2.3.1 Analytical Models
Analytical models use mathematical representations to characterize the im-
pulse response of the channel without account of the actual propagation
phenomenon causing the fading. Commonly used analytical models are cor-
relation based. These models characterize the MIMO channel impulse re-
sponse matrix in terms of an independent and identically distributed (i.i.d)
matrix and the spatial correlation between entries of the matrix. Examples of
correlative analytical models are the classical (iid) model, Kronecker model,
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and Weichselberger model [200]. In the classical model, entries of the MIMO
matrix are independently and identically distributed Gaussian random vari-
ables with variance equal to the transmit power2. The Kronecker model is
based on the assumption that the transmit and receive angular spectra are
separable which allows us to separate the transmit and receive correlation
matrices. The MIMO matrix of the Kronecker model is given by [69]
Hkron = R
1
2
r HiidR
1
2
t (2.11)
where Rr = E[HHH ] and Rt = E[HHH] are the receive and transmit corre-
lation matrices, Hiid has i.i.d zero mean Gaussian entries and E[·] denotes the
expectation operator. When Rr = Rr = ρ2I, the Kronecker model reduces
to the classical i.i.d Rayleigh channel. The Weichselberger model eliminates
the unrealistic correlation matrix separability assumption in the Kronecker
model [144]. This model is based on the eigendecomposition of the transmit
and receive correlation matrices and the MIMO matrix is given by [200]
Hwei = Ur(ΩHiid)UTt (2.12)
where  denotes element-wise (Hadamard) multiplication, Ur and Ut are
the eigenvectors of the receive and transmit correlation matrix respectively
and Ω is the power coupling matrix which gives the average energy coupling
between the transmit and receive eigenvectors.
2.3.2 Physical Models
Physical MIMO models are based on the electromagnetic wave propagation
mechanism, where the channel is modeled in terms of physical parameters
such as angle of departure (AOD), angle of arrival (AOA), complex attenua-
tion coefficients, antenna location and the carrier frequency. These mod-
els are generally based on the concept of double directional propagation
2It should be noted that all propagation effects such as shadowing and path-loss are
absorbed into the variance of the channel.
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[135, 182] between the location of the transmit antenna array and the receive
antenna array. Physical channel models can be classified into Geometry based
stochastic channel model (GSCM), nongeometry based stochastic models and
deterministic models [23]. In the GSCM, the channel is obtained by applying
the electromagnetic wave propagation mechanism to specific transmit array,
receive array and scatterer geometries. The antenna and scatterer geome-
tries are selected randomly. On the other hand, non-geometry based channel
models characterizes the impulse response in a completely stochastic man-
ner. The parameters of the channel (i.e., AOA, AOD, delay, etc) are chosen
based on specified probability distributions, such as Von-Misses, uniform and
truncated Gaussian without the assumption of any antenna and/or scatterer
geometry. In order to distinguish different propagation environments, the
parameters may be estimated for different statistical distributions based on
channel measurements. Deterministic channel models describe the MIMO
channel impulse response in a completely deterministic manner by reproduc-
ing the actual propagation process for the specific environment. Common
examples are ray tracing models [92]. Although these models are generally
accurate, they are largely dependent on propagation environment.
Ray based standardized spatial channel models such as COST 259/273
[135], 3GPP SCM and WINNER II [106] are examples of physical MIMO
models. These are more suitable for the development of fading prediction
algorithms as they are based on realistic channel measurements and allow us
to concentrate on the actual parameters causing the fading.
2.3.3 Standardized MIMO Models
Standardized channel models are essential for the development and evaluation
of algorithms for mobile radio systems. They allow the use of typical system
parameters that are defined within wireless standards in the evaluation of new
algorithms. For example, the 3GPP/WINNER II SCM models are included
in current and future generation MIMO standards within the LTE framework.
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Table 2.1: Summary of standardized channel models.
Channel Model Origin Frequency (GHz) Bandwidth No. of Scenarios
COST 259/273 COST 0.45 – 5 100 13/15
SCM 3GPP/3GPP2 2 5 3
SCME WINNER 2–6 20 3
WIN I WINNER I 2–6 100 7
WIN II WINNER II 2–6 100 17
IEEE 802.11n IEEE 802.11 2,5 100 6
A summary of selected standardized MIMO channel models is presented in
Table 2.1. Detailed descriptions of the models can be found in [29, 50, 106,
135]. Comparative studies on the WINNER II channel models can be found
in [138] and a comparison of the WINNER and COST channel models is
presented in [136]. The WINNER II model is used in this thesis for evaluating
the performance of the proposed algorithms and will be presented in a more
detail in Section 2.4.
2.4 WINNER II SCM Model
The WIN II model is latest version of channel models developed within IST-
WINNER [1, 3, 106]. The model is based on the principle of geometry spatial
channel modeling (GSCM), the drop concept and a generic modeling ap-
proach, where a generic structure is used to describe all scenarios. The WIN
II model is an extension of previous channel models (WIN I and SCME) and
is related to the COST 259 and the 3GPP–SCM model. The parametriza-
tion of the model is based on several measurements conducted by the five
partners involved in the project. WIN II models have been developed for
seventeen indoor and outdoor scenarios with frequency range 2–6GHz and
bandwidth up to 100MHz. A brief discussion of the channel impulse response
and statistical properties of the model, and two scenarios considered for the
simulations in this thesis is presented in this section.
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2.4.1 Channel Model
Figure 2.4 illustrates the modeling concept that is used within the Wireless
World Initiative New Radio (WINNER) framework. The channel between
each pair of transmit and receive antenna is modelled as a summation of
finite number of multipath components (MPCs) referred to as clusters3. The
term cluster will be used throughout the rest of this thesis to refer to a group
of rays sharing a common delay. The MIMO channel matrix is defined as
H(t; τ) =
P∑
p=1
Hp(t; τ)δ(τ − τp) (2.13)
where P is the number of clusters. The channel for the pth cluster is com-
posed of the transmit array response, St, the receive array response, Sr and
the propagation channel matrix, Fp as
Hp(t; τ) =
∫
θ
∫
φ
Sr(θ)Fp(t; τ, θ, φ)S
T
t (φ)dθdφ (2.14)
For singly polarized propagation, the channel impulse response of the pth
cluster between transmit antenna m and receive antenna n is
hnmp (t; τ) =
Q∑
q=1
αp,qe
j2pi{λ−1(θ¯Tp,q r¯r,n})+λ−1(φ¯Tp,q r¯t,m})+ωp,qt δ(τ − τp,q) (2.15)
where αp,q is the complex attenuation of the qth ray within the pth cluster,
λ is the carrier wavelength and Q is the number of rays within each cluster.
φ¯p,q and θ¯p,q are the unit vectors in the direction of departure and arrival of
the qth ray, respectively. r¯t,m and r¯r,n are the position vectors of the mth
transmit and nth receive antenna elements, respectively. Finally, ωp,q and
τp,q denote the Doppler frequency and delay of the p, qth ray, respectively.
The model for propagation with doubly polarized antenna array is obtained
3A cluster is defined as a propagation path that is diffused in space, either in the angle
and/or delay domains.
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by replacing αp,q in (2.15) with
βp,q =
[
fvr,n(θp,q)
fhr,n(θp,q)
]T [
αvvp,q α
vh
p,q
αhvp,q α
hh
p,q
][
fvt,m(φp,q)
fht,m(φp,q)
]
(2.16)
where fvr,n and fhr,n are the nth receive antenna field patterns for the vertical
(v) and horizontal (h) polarizations, respectively. Similarly, fvt,m and fht,m are
the mth transmit antenna field patterns.
CLUSTER DOD SPREAD
DOD SPREAD
DOA SPREAD
CLUSTER DOA SPREAD
VELOCITY
Figure 2.4: Illustration of Ray Clustering in WINNER Channel Models.
2.4.2 Correlation Properties
The prediction schemes developed in this thesis depend on the correlation
statistics of the MIMO channel. These properties will be derived here for
the WINNER channel models. Consider a uniform linear array (ULA) with
element spacings, dt and dr at the transmitter and receiver, respectively. The
channel model in (2.15) then becomes4
hnm(t) =
Q∑
q=1
αp,qe
j2pi{(n−1)dr sin θp,q+(m−1)dt sinφp,q+νp,qt} (2.17)
4Here, we consider a narrowband system and eliminate the dependence of the model
on cluster delays.
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Spatio-Temporal Correlation
The complex spatio-temporal correlation function (STCF) between any two
channel coefficients hn1m1 and hn2m2 for time interval separated by ∆t is
defined as
ρst(dr, dt,∆t) = E
{
hn1m1(t)h
H
n2m2
(t+ ∆t)√|hn1m1(t)|2|hn2m2(t)|2
}
(2.18)
where E{·} denotes statistical expectation. Substituting (2.17) into (2.18)
and simplifying yields
ρst(dr, dt,∆t) =
P∑
p=1
E
{
ejk{|(n1−n2)|dr sin θp,q+|(m1−m2)|dt sinφp,q+νp,q∆t}
}
(2.19)
Note that the STCF in (2.19) is a function of the AOAs, AODs and Doppler
frequencies. This property will be explored later in this thesis.
Temporal Correlation
The Temporal Correlation Function (TCF), ρt, can be obtained from (2.19)
by setting dr = dt = 0, that is
ρt(∆t) = ρst|dr=0;dt=0
=
P∑
p=1
E
{
ejk{νp,q∆t}
}
(2.20)
which is dependent only on the Doppler frequencies and the temporal interval.
Spatial Correlation
Similarly, the Spatial Correlation Function (SCF) is obtained from (2.19) as
ρs(dr, dt) = ρst|∆t=0
=
P∑
p=1
E{ejk{|(n1−n2)|dr sin θp,q+|(m1−m2)|dt sinφp,q}} (2.21)
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Table 2.2: Correlation properties of spatial channel model and dependence
on channel parameters.
Property STCF TCF SCF FCF
Parameters AOA, AOD, Doppler Doppler AOA, AOD Delay
The SCF as seen in (2.21) is dependent on the AOA and AOD. A summary
of the correlation properties and dependence on channel parameters is given
in Table 2.2.
Frequency Correlation
The Frequency Correlation Function (FCF) can be obtained from the average
Power Delay Profile (PDP) using the Fourier transform [136]
ρf =
∑P
p=1 Λpe
−j2piτp∆f∑P
p=1 Λp
(2.22)
where ∆f is the frequency spacing.
2.4.3 Details of Channel Model Implementations
We now present two standardized channel models developed within the WIN-
NER project [106] that will be used throughout the thesis.
C2 Urban Macro-cell NLOS Channel
The WINNER C2 urban macro-cell non-line-of-sight channel characterizes a
typical urban macro-cell scenario comprising a mobile station located out-
doors at street level and a fixed BS with some height above surrounding
buildings. This corresponds to a propagation scenario with only non line of
sight (NLOS) clusters with an uncorrelated and Rayleigh distributed fading
envelope. The PDP of the C2 model is shown in Table 2.35 and plots of the
5Note that the C2 NLOS channel provides option for using intra-cluster delay spread.
In the absence of intra-cluster delay spreading, the number of paths is 20.
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Table 2.3: Power delay profile of the WINNER II C2 NLOS Channel. The
channel comprises of 24 clusters with corresponding delays and power
Cluster 1 2 3 4 5 6 7 8
Delay [ns] 0 60 75 145 150 155 150 190
Power [dB] -6.4 -3.4 -2.0 -3.0 -5.2 -7.0 -1.9 -3.4
Cluster 9 10 11 12 13 14 15 16
Delay [ns] 220 225 230 335 370 430 510 685
Power [dB] -3.4 -5.6 -7.4 -4.6 -7.8 -7.8 -9.3 -12.0
Cluster 17 18 19 20 21 22 23 24
Delay [ns] 725 735 800 960 1020 1100 1210 1845
Power [dB] -8.5 -13.2 -11.2 -20.8 -14.5 -11.7 -17.2 -16.7
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Figure 2.5: Power delay profile and frequency correlation spectrum of the
WINNER II C2 NLOS channel.
PDP along with frequency correlation are presented in Fig. 2.5.
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Figure 2.6: Power delay profile and frequency correlation spectrum of the
WINNER II B1 NLOS channel.
Table 2.4: Power delay profile of the WINNER II B1 NLOS Channel. The
channel comprises of 16 clusters with corresponding delays and power.
Cluster 1 2 3 4 5 6 7 8
Delay [ns] 0 95 105 115 230 240 245 285
Power [dB] -1.0 -5.2 -6.1 -8.1 -8.6 -11.7 -12.0 -12.9
Cluster 9 10 11 12 13 14 15 16
Delay [ns] 390 430 460 505 515 595 600 615
Power [dB] -19.6 -23.9 -22.1 -25.6 -23.3 -32.2 -31.7 -29.9
B1 Urban Micro Cell NLOS Channel
The B1 NLOS channel models propagation in outdoor urban micro-cell sce-
narios where the height of the BS and MS antenna elements are below the
top of the surrounding buildings. The model comprises of 16 clusters with
different delays and power as listed in Table 2.4. The power delay profile
and frequency correlations are shown in Fig. 2.6. A summary of the large
and small scale parameters of the two scenarios as specified in the WIN-
NER/3GPP channel models [3] is presented in Table 2.5.
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Table 2.5: Table of Parameters for the B1 NLOS and C2 NLOS Scenarios.
Scenarios B1 NLOS C2 NLOS
Delay Spread (DS)
µ -7.12 -7.12
σ 0.12 0.33
AOD Spread (ASD)
µ 1.19 0.90
σ 0.21 0.36
AOA Spread (ASA)
µ 1.55 1.65
σ 0.20 0.30
Shadow Fading (SF) [dB] µ 4 8
Delay distribution Uniform (≤ 800ns) Exponential
AoD and AoA distribution Wrapped Gaussian
XPD [dB]
µ 8 4
σ 3 3
Number of clusters 16 14
Number of rays per cluster 20 20
Cluster ASD 10 2
Cluster ASA 22 10
2.5 Three Dimensional MIMO Model
The channel models described so far are two–dimensional models and do
not account for contributions from the elevation spectrum. It has however
been shown [171] that the elevation spectrum cannot be neglected in MIMO
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channel modeling, particularly in indoor and in–vehicle scenarios where re-
flections from walls and ceiling contribute to the received signal. There have
been several studies within the last few years on three dimensional (3D) mod-
eling for MIMO channels (see [55, 171, 198] and the references therein). We
now present a generalized framework for 3D channels which will be used for
3D prediction in later chapters. The 3D channel impulse response as defined
in the WINNER model is given as [6, 106, 136]
hn,m(t; τ) =
P∑
p=1
Q∑
q=1
fTr,n(θp,q, ϑp,q)Gp,qft,m(φp,q, ϕp,q)e
j2piνp,qtδ(τ − τp,q) (2.23)
where Gp,q is the 2×2 polarimetric weight matrix in (2.17) and fr,n(θp,q, ϑp,q)
is the 3D complex polarimetric response of the nth receive antenna element
defined as
fr(θp,q, ϑp,q) =
[
fv(θ, ϑ)
fh(θ, ϑ)
]
ejk(θ,ϑ)d (2.24)
where
d =
dxdy
dz
 (2.25)
denotes the spatial location of the antenna element and κ(θ, ϑ) is the 3D
wave vector given by
k(θ, ϑ) =
2pi
λ
[sin θ cosϑ sin θ sinϑ cos θ] (2.26)
2.6 Summary
This chapter presented a summary of multipath propagation and channel
modeling for MIMO wireless systems. A description of standardized models
that will be used in evaluating the performance of the predictors developed
in this thesis along with the correlation properties of wireless channels were
also discussed. Finally, a generalized 3D channel model was introduced to
enable the development of 3D prediction algorithms in later chapters.
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3
Parameter Estimation
Estimation of propagation parameters such as Direction of Arrival (DOA)and delay are important array signal processing problems [181] in wire-
less communications [112, 196], radar [77, 113], and sonar [173, 174]. Param-
eter estimation methods are generally categorized as classical, subspace and
maximum likelihood methods. Of these methods, the subspace based meth-
ods [130, 159, 183, 199] have been widely used in recent times due to their
computational simplicity and relatively high resolution.
In this chapter, we present an overview of the parameter estimation meth-
ods that are used in the development of prediction algorithms presented in
later chapters. We begin with an introduction to the data model for one
dimensional estimation problems along with subspace based methods includ-
ing ESPRIT [159] and Multiple Signal Classification (MUSIC) [168, 183].
Selected variants of the ESPRIT and MUSIC methods are also introduced.
We then introduce subspace tracking methods and techniques for estimating
the parameters of linear models. Finally, we present a review of the CRB.
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3.1 Data Model and Problem Formulation
Consider a ULA consisting of N antenna elements. Suppose that P (1 ≤
P ≤ N − 1) independent far-field narrowband signals sp(t) impinge on the
array with arrival angles {θp}Pp=1. Let a(θp) denote the array response vector
associated with the pth source. The noisy observation data yˆ(t) is
yˆ(t) =
P∑
p=1
a(θp)sp(t) + z(t)
= A(θ)s(t) + z(t) (3.1)
where A(θ) = [a(θ1) a(θ2) · · · a(θN)] is the array steering matrix and
yˆ(t) = [yˆ1(t) yˆ2(t) · · · yˆN(t)] (3.2)
s(t) = [s1(t) s2(t) · · · sP (t)] (3.3)
z(t) = [z1(t) z2(t) · · · zN(t)] (3.4)
The goal is to estimate the arrival angles {θp}Pp=1 from the observed data.
Assuming that the signal sources and noise are uncorrelated and that the
noise vector is distributed as z(t) ∼ N (0, σ2I), the covariance matrix Ryy of
the array observation can be represented as
Ryy = E[y(t)yH(t)]
= A(θ)RssA(θ)
H + Rzz (3.5)
where Rss = E[s(t)s(t)H ] and Rzz = E[z(t)z(t)H ]. The Eigenvalue Decom-
postion (EVD) of Ryy can be written as
Ryy =
N∑
n=1
λnene
H
n (3.6)
where λn and en are the nth eigenvalue and the corresponding eigenvector,
respectively. In an ideal case, the eigenvalues obey
λ1 ≥ λ2 ≥ · · · ≥ λP ≥ λP+1 = λP+2 = · · · = λN = σ2 (3.7)
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However, (3.7) does not always hold in practice. In Figure 3.1 and Fig-
ure 3.2, we show the eigenvalues of the data covariance matrix Ryy for a
10-element ULA measurement. In both cases, there are four sources with
different angles of arrival. In Figure 3.1, we observe that the first four eigen-
values are greater than the noise variance and the last six are approximately
equal to the noise variance. In Figure 3.2 however, only three eigenvalues
are greater than the noise variance. This does not agree with (3.7). An ex-
planation for this is that the two closely spaced sources are seen as one. In
general, the EVD of Ryy can be expressed as
Ryy = [Es En]
[
Λs
Λn
][
EHs
EHn
]
= EsΛsE
H
s + EnΛnE
H
n (3.8)
where Es ∈ CN×P and Λs ∈ RP×P are the signal subspace eigenvectors
and the associated eigenvalues, respectively. En ∈ CN×(N−P ) and Λn ∈
R(N−P )×(N−P ) corresponds to the noise eigenvectors and eigenvalues. It
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should be noted that the signal and noise subspace eigenvectors are orthog-
onal to each other, i.e., en1eHn2 = 0;∀n1 ∈ {1, . . . , P}, n2 ∈ {P + 1, . . . ,M}.
3.2 Subspace Based Methods
In this section, we present a review of the subspace based parameter estima-
tion methods.
3.2.1 MUSIC
MUSIC [168] exploits the orthogonality of the signal and noise subspace for
model parameter estimation. The fundamental idea is that the array steering
vector a(θ) in the direction of a source is orthogonal to the noise subspace
and hence, the noise eigenvectors. This results in peaks in the plot of the
MUSIC pseudo-spectrum, defined as [168, 183]
PMUSIC =
1
a(θ)HEnEHn a(θ)
(3.9)
or
PMUSIC =
a(θ)Ha(θ)
a(θ)HEnEHn a(θ)
(3.10)
The parameter estimates are obtained either by manually locating the peaks
of (3.9) or using a search algorithm to identify the peaks. A plot of the MU-
SIC Pseudo-spectrum in (3.9) is shown in Figure 3.3. The data is generated
synthetically for a 10-element ULA with four sources having AOAs 20, 45,
−40 and −10 deg.
3.2.2 Root MUSIC
The performance of the MUSIC algorithm and its suitability for practical
applications is limited by a number of factors. The estimation performance
is limited by the spacing between values at which (3.9) or (3.10) is computed.
Furthermore, a comprehensive search scheme is required to locate the peaks
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and evaluate the parameter estimates. This poses a high computational
burden, especially for multidimensional problems which will be introduced
in the next chapter.
−100 −50 0 50 100
−10
0
10
20
30
40
50
60
70
80
DOA [Degrees]
P M
US
IC
[dB
]
Figure 3.3: MUSIC Pseudospectrum
for DOA estimation using a 10-
element ULA at SNR = 6dB. The
true values of the DOA are 20, 45,
−40 and −10 deg.
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Figure 3.4: The roots of the Root-
MUSIC function in (3.14) for DOA
estimation using a 6-element ULA at
SNR = 6dB. The true values of the
DOA are 20, 45, −40 and −10 deg.
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Figure 3.5: The roots of the Root-
MUSIC function in (3.14) for DOA
estimation using a 10-element ULA at
SNR = 6dB. The true values of the
DOA are 20, 45, −40 and −10 deg.
Figure 3.6: Illustration of Signal
Measurement using uniform linear ar-
ray with equal spacing between ele-
ments
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To overcome these limitations, Root-MUSIC was proposed as a modified
version of MUSIC based on polynomial root finding [34]. Root-MUSIC has
been shown to increase the resolution and decrease the computational com-
plexity of MUSIC algorithm. Root-MUSIC is a model based algorithm which
directly estimates the parameters using a model of the array steering vector
and the received measured data.
Consider an N-element ULA with spacing d (in wavelengths) between
antenna elements as shown in Fig. 3.6. Let
zp = exp(j2pid sin θp), p = 1, 2, · · · , P (3.11)
The array steering vector for the pth impinging signal can therefore be ex-
pressed as
a(θp) =
[
1, zp, z
2
p , · · · , z(N−1)p
]
(3.12)
The MUSIC spectrum in (3.9) can be written as
P−1MUSIC(θ) = a(θ)
HEnE
H
n a(θ) (3.13)
Substituting (3.12) into (3.13) and simplifying yields the polynomial
D(z) = aT (1/z)Ca(z) (3.14)
=
(N−1)∑
n=−(N−1)
Cnz
n (3.15)
where C = EnEHn and Cn denotes the sum of the elements on the nth
diagonal of C. D(z) is a polynomial of degree 2(N − 1) and therefore has
2(N − 1) zeros, which form conjugate reciprocal pairs with one zero lying
within the unit circle and the other outside. Due to measurement noise
effects, the location of the roots on the unit circle may be distorted and the
parameters are estimated from the P closest roots to the unit circle. Plots of
the roots of (3.14) are presented in Figure 3.4 and Figure 3.5 for a 6-element
and 10-element ULA observation, respectively. We observe in both cases that
four pairs of roots corresponding to the parameter estimates lie very close to
the unit circle. The roots can be used in (3.11) to obtain estimates of θp.
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3.2.3 ESPRIT
The ESPRIT algorithm [159] is another subspace method and possibly the
most popular in channel prediction studies. Compared to MUSIC, it offers
more robustness against array imperfections and since it does not require
a search for peaks, it has significantly lower computational complexity and
storage requirements. However, it depends on shift invariance structure of
the array obtained by creating two overlapping sub-arrays from the original
array with a constant translational distance. Consider the ULA in Fig. 3.6.
Using (3.12), the Vandermonde structured array steering matrix is obtained
as
A =

1 1 · · · 1
z1 z2 · · · zP
...
... . . .
...
zN−11 z
N−1
2 · · · zN−1P
 ∈ CN×P (3.16)
Consider the steering matrices for two subarrays depicted in Fig. 3.7 with
maximum overlap (i.e., translational distance of d)
A1 =

1 1 · · · 1
z1 z2 · · · zP
...
... . . .
...
zN−21 z
N−2
2 · · · zN−2P
 ∈ C(N−1)×P (3.17)
and
A2 =

z1 z2 · · · zP
z21 z
2
2 · · · z2P
...
... . . .
...
zN−11 z
N−1
2 · · · zN−1P
 ∈ C(N−1)×P (3.18)
Note that A1 and A2, corresponds to A without the first and the last rows,
respectively, and are related by the invariance equation
A1 = A2Φ (3.19)
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where Φ is the diagonal matrix
Φ =

z1 0 · · · 0
0 z2 · · · 0
...
... . . . zP
 (3.20)
The diagonal entries of Φ corresponds to the phase shift of each of the P
signal sources from one element of the array to its immediate neighbour. As
seen from (3.20), once Φ is known, the signal parameters can be estimated
using (3.11). However, matrices A1, A2 and hence, Φ are unknown. Since
the columns of A and Es both span the signal subspace, they can be related
by
Es = AT (3.21)
where T ∈ CN×N is an invertible subspace rotation matrix. Let Es1 and
Es2 be submatrices formed from Es similar to A1 and A2. The ESPRIT
algorithm begins by forming the invariance equation1
Es1 = Es2Ψ (3.22)
where Ψ = T−1ΦT. Since the covariance matrix Ryy and hence, Es are
typically obtained from noisy measured data, (3.22) is solved using the least
square method to obtain
Ψ =
(
EHs1Es1
)−1 (
EHs1Es2
)
(3.23)
The parameter estimate for the pth signal source is then evaluated using
θp = sin
−1
[
arg(λp)
2pid
]
(3.24)
where arg[·] denotes the phase angle of the associated complex number on
[0, 2pi) and λp is the pth eigenvalue of Ψ. A plot of the λp; p = 1, . . . , 4 is
shown in Fig. 3.8 for the 10-element ULA observation. It shows that similar
to the Root-MUSIC, the eigenvalues lie on the unit circle2.
1The invariance equation is obtained by making A the subject in (3.21) and substituting
the result into (3.19).
2This observation could be used in detecting and eliminating erroneous estimates in
cases where the number of sources is not exactly know apriori.
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Figure 3.7: Illustration of subarray
selection.
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Figure 3.8: The eigenvalues of the so-
lution to the invariance equation in
(3.23) for DOA estimation using a 10-
element ULA at SNR = 6dB.
3.2.4 Unitary ESPRIT
The Unitary ESPRIT is a simpler and more efficient implementation of the
ESPRIT algorithm. The uniqueness of the algorithm is that it is formu-
lated in terms of real-valued computations [73]. However, in addition to the
invariance structure requirement in ESPRIT, it requires centro-symmetric
antenna arrays. In order to apply Unitary ESPRIT, the covariance matrix
is estimated using forward-backward averaging as
Rfb =
1
2
E
[
y(t)y(t)H + ΠNy(t)
∗y(t)TΠN
]
=
1
2
(
Ryy + ΠNR
∗
yyΠN
)
(3.25)
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where [·]∗ denotes matrix conjugate and ΠN is the exchange matrix, defined
as
ΠN =

1
1
1
·
·
1

∈ RN×N (3.26)
Since the forward-backward averaged covariance matrix in (3.25) is centro-
symmetric 3, it can be transformed to a real valued matrix as [73]
C = QHNRfbQN (3.27)
where QN is a sparse unitary (or left-real4.) matrix defined as
QN =

1√
2
 Ik jIk
Πk −jΠk
 , N = 2k
1√
2

Ik 0 jIk
0Tk
√
2 0Tk
Πk 0 −jΠk
 , N = 2k + 1
(3.28)
Using the transformation in (3.27), the transformed steering matrix can be
shown to be
D = QNA (3.29)
and D satisfies the following invariance equation
K1DΦ = K2D (3.30)
3A N × N matrix, A, is centrosymmetric if it is symmetric about its center, i.e., the
entries of A satisfy the relation, Aj,k = AN−j+1,N−k+1 for 1 ≤ j, k ≤ N . It therefore
means that A is centro-symmetric if and only if AΠN = ΠNA.
4A complex matrix Q is left real if ΠNQHΠN = Q [111]
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where Φ = diag{tan(pid sin θp)}Pp=1. K1 and K2 are transformed selection
matrices defined as
K1 = 2R{QPJ2QN} (3.31)
and
K2 = 2I{QPJ2QN} (3.32)
where R[·] and I[·] denote the real part and imaginary part of the associated
matrix, respectively and J2 is the selection matrix that selects A2 from A
defined as
J2 =
[
0(N−1)×1 I(N−1)
]
(3.33)
As before, since D and Es span the same signal subspace, a real valued
invariance equation can be formed as
K1EsΨ = K2Es (3.34)
where Ψ = TΦT−1. After solving (3.34) for Ψ using the least square ap-
proach, the parameter for the pth signal source is computed using
θp = sin
−1
{
tan−1[λp]
pid
}
(3.35)
3.2.5 Matrix Pencil
The subspace methods described in Sections 3.2.1-3.2.4 depend on the EVD
of the covariance matrix. The computation requirement for estimating the
covariance matrix can be eliminated by operating directly on the data y(t).
A Matrix Pencil (MP) method similar to the ESPRIT algorithm but without
covariance matrix estimation is proposed in [83]. Expressing the data from
the nth element of the ULA as
yn(t) =
P∑
p=1
sp(t)z
n−1
p (3.36)
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where zp is defined in (3.11), the data from the N antenna elements can be
arranged in a (N −Mf)× (Mf + 1) matrix
Y =

y1 y2 · · · yMf+1
y2 y3 · · · yMf+2
...
... . . .
...
yN−Mf yN−Mf+1 · · · yN
 (3.37)
where Mf is the pencil (free) parameter which is chosen such that5
P ≤Mf ≤ N −Mf N even
P ≤Mf ≤ N −Mf + 1 N odd (3.38)
Using (3.36), Y can be written as
Y =

∑P
p=1 sp
∑P
p=1 spzp · · ·
∑P
p=1 spz
Mf
p∑P
p=1 spzp
∑P
p=1 spz
2
p · · ·
∑P
p=1 spz
Mf+1
p
...
... . . .
...∑P
p=1 spz
N−Mf−1
p
∑P
p=1 spz
N−Mf
p · · ·
∑P
p=1 spz
N−1
p
 (3.39)
Two (N −Mf)×Mf matrices Y0 and Y1 are then formed from Y,
Y0 =

y1 y2 · · · yMf
y2 y3 · · · yMf+1
...
... . . .
...
yN−Mf yN−Mf+1 · · · yN−1
 (3.40)
and
Y1 =

y2 y3 · · · yMf+1
y3 y4 · · · yMf+2
...
... . . .
...
yN−Mf+1 yN−Mf+2 · · · yN
 (3.41)
5Mf is commonly chosen between N/2 and N/3 for efficient noise filtering [164].
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Similar to the ESPRIT invariance equation (3.19), the MP approach is based
on forming two equations from (3.40) and (3.41), thus
Y0 = Z1D(s)Z2 (3.42)
Y1 = Z1D(s)ΦZ2 (3.43)
where
Z1 =

1 1 · · · 1
z1 z2 · · · zP
...
... . . .
...
zN−Mf−11 z
N−Mf−1
2 · · · zN−Mf−1P
 (3.44)
Z2 =

1 z1 · · · zMf−11
1 z2 · · · zMf−12
...
... . . .
...
1 zP · · · zMf−1P
 (3.45)
D(s) =

s1 0 · · · 0
0 s2 · · · 0
...
... . . .
...
0 0 · · · sP
 (3.46)
and Φ is given in (3.20). In the absence of noise, it can be shown that the
submatrices Y0 and Y1 have rank P , provided that Mf satisfies the selection
criteria in (3.38) [164]. Now consider the Matrix Pencil
Y1 − λY0 = Z1D(α)[Φ− λIP ]Z2 (3.47)
where Ip is a P × P identity matrix. For arbitrary values of λ, (3.47) has
rank P . If λ = zp, p = 1, · · · , P , the pth row of Φ − λIP is zero and the
rank reduces to P − 1. This implies that the parameter set {zp}Pp=1 are the
generalized eigenvalues of the matrix pair [Y0,Y1] which can be obtained as
the eigenvalues of
(YH0 Y0)
−1YH0 Y1 (3.48)
The parameter estimates are then obtained using (3.24).
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3.3 Adaptive Subspace Methods
In practice, the data covariance matrix in (3.8) is estimated from the available
noisy samples as
Rˆyy =
1
K
K∑
k=1
yˆ(k)yˆ(k)H (3.49)
where we have have replaced the continuous time variable t in (3.1) with
the discrete index k. Rˆ is an asymptotic unbiased estimate of R (i.e., it
approaches the actual value as K increases). The computation in (3.49) has
complexity of order O(N3) making repeated computation unattractive for
practical applications. The computational load may be reduced by updating
the covariance matrix recursively as new measurements are taken
Rˆyy(k + 1) =
1
k + 1
(
kRˆyy(k) + yˆ(k + 1)yˆ(k + 1)
H
)
(3.50)
Since multipath parameters are slowly time-varying in practice, it is often
necessary to periodically update the covariance matrix such that older ob-
servations are de-weighted. This can be achieved by formulating (3.50) as a
first order moving average filter. The updated matrix at the (k+1)th instant
is thus
Rˆyy(k + 1) = αRˆyy(k) + (1− α)yˆ(k + 1)yˆ(k + 1)H (3.51)
where α denotes the forgetting factor, 0 < α < 1. With a proper choice
of α, subspace methods based on the EVD of (3.51) can therefore track
the slow variation of the parameters over time. The computational effi-
ciency and accuracy of the estimation can be improved by using iterative
subspace tracking algorithms such as Bi-iteration Singular Value Decomposi-
tion (SVD) [155, 185, 186] and Projection Approximation Subspace Tracking
(PAST) [210, 212]. A brief overview of PAST [212] and its extension – PAST
with deflation (PASTD) [211] is presented in the following section.
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3.3.1 Projection Approximation Subspace Tracking (PAST)
The PAST algorithm for principal subspace tracking was first proposed by
Yang [212]. The basic idea is the interpretation of the signal subspace as the
solution of an unconstrained minimization problem. It involves minimising
an exponentially weighted cost function defined as [212]
J(W(k)) =
k∑
i=1
αk−1||h(i)−W(k)WH(k)h(i)||2
= tr[C(k)]− 2 tr[WH(k)C(k)W(k)]
+ tr[WH(k)C(k)W(k)WH(k)W(k)] (3.52)
where W(k) is a weight matrix and C(k) is an exponentially weighted cor-
relation matrix given by
C(k) =
k∑
i=1
αk−1h(i)hH(i) = αC(k − 1) + h(k)hH(k) (3.53)
By using the approximation WH(k)h(i) ≈WH(k − 1)h(i), the fourth order
cost function in (3.52) reduces to a quadratic cost function defined as
J ′(W(k)) =
k∑
i=1
αk−1||h(i)−W(k)h′(i)||2 (3.54)
where h′(i) = WH(k − 1)h(i). The minimization of (3.54) can be achieved
using the RLS algorithms [213]. The iterative procedure constituting the
PAST subspace tracker is summarized in Algorithm 1.
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Algorithm 1 : PAST Algorithm [212]
Input : α, P(0),W(0).
for k = 1, 2, · · · , K do
Input : y(k)
y′(k) = WH(k − 1)y(k);
f(k) = P(k − 1)y′(k);
g(k) = f(k)/
(
α + (y′(k))Hf(k)
)
;
P(k) = α−1 tri
[
P(k − 1)− g(k)fH(k)];
e(k) = y(k)−W(k − 1)y′(k);
W(k) = W(k − 1) + e(k)gH(k);
end
Output: W(k)
Here, tri[·] means that only the upper (or lower) triangular part of the
associated matrix is computed and its Hermitian transpose is copied to the
lower (or upper) triangular part. Detailed discussion and proof of the PAST
algorithm can be found in [212].
3.3.2 Projection Approximation Subspace Tracking with
Deflation (PASTD)
PASTD is an extension of the PAST subspace tracker in which the concept
of deflation [162] is used to achieve iterative estimation of the signal eigen-
vectors and eigenvalues [211]. A summary of the PASTD algorithm is given
in Algorithm 2.
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Algorithm 2 : PASTD Algorithm [211]
Input : α,W(0).
for k = 1, 2, · · · , K do
Input : y(k)
y1(k) = y(k);
for i = 1, 2, · · · , r do
gi(k) = w
H
i (k − 1)hi(k);
di(k) = αdi(k − 1) + |gi(k)|2;
ei(k) = hi(k)−wi(k − 1)gi(k);
wi(k) = wi(k − 1) + ei(k)g∗i (k)/di(k);
hi+1(k) = hi(k)−wi(k)gi(k);
end
end
Output: W(k)
The interested reader may refer to [211, 212] for detailed derivation of the
PASTD algorithm.
3.4 Subspace Dimension Estimation
Estimating the number of dominant scattering sources P is a central problem
in parameter estimation and prediction of multipath radio channels. The
accuracy of parameter estimation algorithms such as MUSIC and ESPRIT is
greatly affected by the number of sources used in for the estimation. In ideal
scenarios, noise eigenvalues are equal and can be used for the estimation of the
number of signal sources. However, due to noise and error in the estimation
of the covariance matrix, the noise eigenvalues, while of similar magnitudes,
are no longer equal. Two information theoretic criteria based techniques that
are commonly used are the Minimum Description Length (MDL) [199] and
Akaike Information Criterion (AIC) [20]. In these techniques P is chosen
to minimize some functions which are defined in terms of the ratio of the
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geometric and arithmetic mean of the eigenvalues. These techniques and
their variants will be discussed in the following section.
3.4.1 Minimum Description Length (MDL)
In the MDL based approach [199], the number of signal sources P is estimated
as the value of p ∈ {0, 1, · · · , N − 1} that minimizes the MDL criterion
MDL(p) = −K(N − p) log
{
[
∏N
n=p+1 λn]
1
(N−p)
1
(N−p)
∑N
n=p+1 λn
}
+ PMDL(p) (3.55)
where λn are the eigenvalues of the data covariance matrix Ryy and PMDL(p) =
p
2
(2N − p) logK is the MDL penalty factor. Other modified versions of the
penalty factor [208] are shown in Table 3.1.
3.4.2 Akaike Information Criterion (AIC)
Similar to the MDL based approach, the AIC determines the number of
sources by minimizing the AIC criterion
AIC(p) = −K(N − p) log
{
[
∏N
n=p+1 λn]
1
(N−p)
1
(N−p)
∑N
n=p+1 λn
}
+ PAIC(p) (3.56)
where PAIC(p) = p(2N − p) is the AIC penalty factor, modified versions of
which are also presented in Table 3.1. Note that although the two methods
look very similar, they may produce different estimates. The MDL approach
has been shown to provide more accurate estimates than the AIC [201].
3.4.3 Minimum Mean Square Error — MDL
The minimum mean square error (MMSE) based MDL [85] improves the
performance of the classical MDL based source number estimation method
by using mutual information to combine the probability distribution func-
tion (PDF) and MMSE between the transmitted and measured signal. The
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Table 3.1: Modified Versions of the AIC and MDL Penalty Functions
Covariance Estimation Method PMDL(p) PAIC(p)
Real Forward only p
2
(2N − 2p+ 1) logK p(2N − 2p+ 1)
Real Forward-Backward p
2
(N + p+ 1) logK p(N + p+ 1)
Complex Forward only p
2
(2N − p) logK p(2N − p)
Complex Forward-Backward p
4
(2N − p+ 1) logK p
2
(2N − 2p+ 1)
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Figure 3.9: Histogram of AIC and MDL estimates of number of sources for a
4 path signal received at a 10-elements uniform linear array. SNR = −10 dB.
estimate of the number of signal sources is given by
Pˆ = arg min
p=1,...,N−1
MMDL(p) (3.57)
where the MMSE–MDL criterion MMDL(p) is defined as [85]
MMDL(p) = K log(λp) +
1
2
(p2 + p) logK (3.58)
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A more robust version of the MMSE-MDL without eigendecomposition was
proposed in [84]. The histogram of estimated number of signal using the
MDL, AIC and MMDL for a ULA observation data with four sources gen-
erated using (3.1) is shown in Figure 3.9. We observe that the MDL and
MMDL yield more accurate and consistent estimates compared to the AIC,
where the overestimation is approximately 8%. We will use the MDL and
MMDL for our studies in later chapters of this thesis.
3.5 Parameter Estimation for Linear Models
Consider the problem of estimating the parameter set s = [s1 · · · sP ]T
from a linear observation model defined as
y = As + z (3.59)
where A ∈ CK×P is the observation matrix. The goal is to find an estimate
sˆ such that Asˆ is the best approximation of y. A summary of the Least
Square (LS) and Minimum Mean Square Error (MMSE) methods for finding
the solution of (3.59) is presented next.
3.5.1 LS Estimation
Assuming that A is known and deterministic, the LS solution of (3.59) is
defined as
sˆLS = arg min
s
||y −As||2 (3.60)
Differentiating the cost function of (3.60) gives
∂(||y −As||2)
∂s
= −2AHy + 2AHAs (3.61)
By setting (3.61) equal to zero and solving for s, the LS estimate is obtained
as
sˆLS = (A
HA)−1AHy
= A†y (3.62)
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where [·]† denotes the Pseudoinverse of the associated matrix.
3.5.2 MMSE Estimation
Supposing A and s are random, the MMSE estimate of s is obtained by
minimizing the MSE as
sˆMMSE = arg min
s
E
[
(y −As)H(y −As)] (3.63)
Differentiating the cost function of (3.63) with respect to s yields
∂
∂s
{E [(y −As)H(y −As)]} = E [ ∂
∂s
{yHy − 2yHAs + sHAHAs}
]
= −2RAy + 2RAAs (3.64)
where RAy = E{yHA} and RAA = E{AHA}. Equating (3.64) to zero and
solving yields
sMMSE = RAyR
−1
AA (3.65)
3.6 Cramer Rao Bound
Named after its first authors; H. Cramer and C. R. Rao, the CRB [51, 153]
gives a lower bound on the variance of a deterministic parameter estimator
[97]. It is generally used in literature as a measure of the best performance
that any estimator can achieve and an estimator which attains the CRB
is said to be efficient. Note that the formulation of the CRB depends on
whether the estimator is biased or unbiased. We will focus on the unbiased
CRB in this section. Consider the parameter estimation problem in (3.1)
and let the parameters be denoted by the P × 1 vector
θ = [θ1 θ2 · · · θP ]T (3.66)
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where [·]T denotes the transpose operation. The problem can now be refor-
mulated as
yˆ = A(θ)s + z
= y + z (3.67)
where y denotes the noiseless observation. The variance of an unbiased
estimate of θp is therefore, bounded as
var(θˆp) ≥ I−1pp (θ) (3.68)
where J(θ) is the Fisher information matrix (FIM) of θ, and J−1pp (θ) denotes
the pth diagonal element of the inverse FIM J−1(θ) . Let the probability
distribution function (pdf) of y be p(y : θ). The FIM is expressed element-
wise as
Jpq(θ) = −E
[
∂ log p(y : θ)
∂θp
∂ log p(y : θ)
∂θq
H
]
(3.69)
Assuming that z ∼ N (0,C(θ)), such that y(θ) ∼ N (x(θ),C(θ)), the FIM
is given by the Slepian–Bang’s formula [97]
J(θ) =
1
2
tr
(
C(θ)−1
∂C(θ)
∂θ
C(θ)−1
∂C(θ)
∂θ
)
+ 2R
[
∂x(θ)
∂θ
C(θ)−1
∂x(θ)
∂θ
H
]
(3.70)
where R[·] denotes the real part of the associated matrix.
3.7 Summary
In this chapter, the parameter estimation schemes considered in the devel-
opment of the channel prediction scheme in this thesis are presented. After
an introduction to the classical parameter estimation problem, the subspace
based methods including MUSIC, ESPRIT, Root–MUSIC, Unitary–ESPRIT
and Matrix Pencil were described. This is followed by a review of methods for
subspace tracking and for estimation of parameters of linear models. Finally,
a brief overview of the Cramer Rao lower bound for unbiased estimators was
presented.
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4
Narrowband MIMO Prediction
This chapter presents channel prediction schemes for narrowband MIMOsystems. The methods based on PRC modeling and multidimensional
parameter estimation have been published in part in [13, 14].
4.1 Prediction Models and Parametrization
A commonly used multipath channel model is the ray based SOS model,
defined for a SISO system as the superposition of P scattering sources [93],
that is
h(t) =
P∑
p=1
αpe
jωpt (4.1)
where αp is the complex amplitude of the pth scattering source and ωp is the
Doppler frequency. The SISO model in (4.1) can be extended to a MIMO
propagation channel in 2D scenarios via the introduction of the transmit and
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receive spatial dimensions [189]
H(t) =
P∑
p=1
αpar(θp)a
T
t (φp)e
jωpt (4.2)
where θp and φp are the AOA and AOD of the pth path relative to the
array broadsides, respectively, while ar(θp) and at(φp) are the receive and
transmit array response vectors in the direction of the pth scattering source,
respectively. It should be noted that (4.2) is applicable to any array geometry.
Assuming that the receive antenna array is a ULA with M equally spaced
antenna elements along the y–axis at spatial locations
rm = [0 mdr]; m = 0, 1, . . . ,M − 1 (4.3)
where dr denotes the distance between adjacent antenna elements. Now
assume that wave propagation is in the x–y plane with wave vector
κp =
2pi
λ
[
cos θp
sin θp
]
(4.4)
The mth element of the receive array response vector is thus
amr (θp) = e
−jrmκp
= e−j2pimdr sin θp (4.5)
The M × 1 array response vector is thus
ar(θp) =

1
e−j2pidr sin θp
e−j4pidr sin θp
...
e−j2(M−1)pidr sin θp

(4.6)
Defining µrp = −2pidr sin θp, (4.6) becomes
ar(µ
r
p) = [1, e
jµrp , · · · , ej(M−1)µrp ]T (4.7)
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Analogous to (4.7), the transmit array response vector, at(µtp) is defined as
at(µ
t
p) = [1, e
jµtp , · · · , ej(N−1)µtp ]T (4.8)
where µtp = −2pidt sinφp. dt denotes the antenna separation at the transmit-
ter.
Assuming that the channel is sampled with period Tsamp, the CSI at
discrete time instant, k is obtained from (4.2) as
H(k) =
P∑
p=1
αpar(µ
r
p)a
T
t (µ
t
p)e
jkνp (4.9)
where νp = ωpTsamp is the normalized Doppler shift of the p-th path. As
shown in (4.9), each path is characterized by the parameter set {αp, µrp, µtp, νp}1.
In order to reduce the problem of modeling and extrapolating the time vary-
ing MIMO channel to a parameter estimation problem, we assume that the
multipath parameters remain constant over the region for which channel ob-
servation/measurement and prediction is made. This assumption has been
shown in the industry standard 3GPP/WINNER II SCM model [3, p. 55]
to be valid for mobile movements between 10 − 50λ. The validity range is
dependent on factors such as the carrier frequency, mobile velocity and dis-
tance between the mobile and the scattering sources. A rule-of-thumb for
evaluating the validity range is [60]
Tvalid =
√
crmin
3fcv2
(4.10)
where c = 3.0 × 108 is the speed of light, rmin is the distance between the
mobile station and the nearest scatterer, fc and v are the carrier frequency
and mobile velocity, respectively.
We also assume that the mobile velocity remains constant such that con-
stant temporal sampling corresponds to constant spatial sampling2.
1Note that the parameterization can alternatively be expressed in the set
{αp, θp, φp, νp}.
2This assumption will allow us to treat the variation of the channel as a pure spatial
phenomena and obtain results that are independent of mobile velocity
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The different formulations of the double directional model (4.9) that are
considered in the development of the prediction schemes in this chapter will
be derived in the sequel. These formulations are obtained by progressively
removing from (4.9) the dependence on the transmit and/or receive array
structure and the structural parameters. The impact of mutual coupling on
the array response vectors is not considered in this thesis.
4.1.1 DOA/DOD Model
The DOD/DOA model is based on the assumption that the array response
vectors ar and at are explicit functions of the AOA and AOD [110] as shown
in (4.9). It should be noted that (4.9) is valid for any array geometry. We
will consider MIMO channels having a ULA at both ends.
4.1.2 Transmit Spatial Signature Model (TSSM)
The DOD/DOA model depends on the specific array configuration and the
AOA and AOD. Since the transmitter is often stationary in mobile wireless
systems, estimation of the AOD may be difficult and possibly not required
for accurate prediction of the channel. We therefore replace the product of
the complex amplitude and the transmit array steering vector for each path
in (4.9) by an unstructured Transmit Spatial Signature (TSS) vector, stp. A
similar model termed vector spatial signature (VSS) was used in [110] while
deriving performance bounds. The model in (4.9) can now be expressed as
H(k) =
P∑
p=1
ar(µ
r
p)(s
t
p)
T ejkνp (4.11)
where stp ∈ CN×1 is the TSS for the pth propagating path.
4.1.3 Receive Spatial Signature Model (RSSM)
Similar to the TSSM, we assume that the receive array steering vector is
not an explicit function of the AOA and replace the product of the complex
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Table 4.1: Narrowband MIMO Prediction Models: Parametrization and De-
pendence on Number of Antennas
Model Parameters No. of Real Valued Parameters
DOA/DOD {R(αp), I(αp), µrp, µtp, νp}Pp=1 5P
TSSM {µrp, νp,R(sp), I(sp)}Pp=1 P (2N + 2)
RSSM {µtp, νp,R(sp), I(sp)}Pp=1 P (2M + 3)
MSSM {νp,R(Sp), I(Sp)}Pp=1 P (NM + 1)
amplitude and receive array steering vector with an unstructured vector, srp,
giving
H(k) =
P∑
p=1
srpa
T
t (µ
t
p)e
jkνp (4.12)
where sr ∈ CM×1 is the receive spatial signature (RSS) for the pth path.
4.1.4 Matrix Spatial Signature Model (MSSM)
The Matrix Spatial Signature Model (MSSM) [110] replaces the product
of both array steering vectors and the complex amplitude by an M × N
unstructured matrix spatial signature, S, giving
H(k) =
P∑
p=1
Spe
jkνp (4.13)
Note that although all of the models described in this section are derived from
the double directional MIMO model,(4.9), they differ in the parametrization
and number of parameters required. A summary of the number of parame-
ters required for each model and the dependence on the number of antenna
elements is shown in Table 4.1.
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4.2 Data Transformation
In Section 4.1, we described different formulations of the double directional
spatial channel model considered in the development of the prediction schemes
in this chapter. We now present data preprocessing necessary for the extrac-
tion of the parameters of each of the models from the available channel obser-
vations. We assume that K samples of the channel are available either from
channel estimation or measurement. In practice, the estimated or measured
channel will contain some imperfections resulting from noise and interference
effects. The estimated CSI is therefore defined as
Hˆ(k) = H(k) + W(k); k = 0, 1, · · · , K − 1 (4.14)
where W(k) ∈ CM×N is a complex Gaussian random variable with zero mean
and variance, σ2, that accounts for the effects of noise and interference.
4.2.1 DOA/DOD Transformation
As shown in (4.9), the DOD/DOA model is characterized by 3P structural
parameters, {µrp, µtp, νp}Pp=1 and P complex weight parameters corresponding
to 2P real valued weight parameters. Extraction of these parameters from
the K channel observations require a three dimensional array data structure.
Since we consider MIMO systems with a 1-D array (i.e., a ULA) at both
ends of the link, it is necessary to convert the data into a form that enables
3D parameter estimation. Let
hˆ = vec[Hˆ(k)]
= [hˆ11(k), hˆ12(k), · · · , hˆ1N(k), hˆ21(k), · · · , hˆ2N(k), · · · , hˆMN(k)]T (4.15)
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be a NM × 1 be a vector obtained by stacking the columns of Hˆ(k). Using
(4.9), hˆ(k) can be expressed as
hˆ(k) =

∑P
p=1 αpar,1(µ
r
p)at,1(µ
t
p)e
jkνp∑P
p=1 αpar,1(µ
r
p)at,2(µ
t
p)e
jkνp
...∑P
p=1 αpar,1(µ
r
p)at,N(µ
t
p)e
jkνp∑P
p=1 αpar,2(µ
r
p)at,1(µ
t
p)e
jkνp
...∑P
p=1 αpar,M(µ
r
p)at,N(µ
t
p)e
jkνp

+ w(k) (4.16)
which in turn, using the properties of the Kronecker product3, can be written
as
hˆ(k) =
P∑
p=1
αp(ar(µ
r
p)⊗ at(µtp))ejkνp + w(k) (4.17)
The transmit and receive spatial dimensions of the channel are combined by
virtue of the Kronecker product in (4.17). It should be noted that the struc-
ture of (4.17) allows for the estimation of the AOA and AOD, and similar
vectorized channel have been used in [115, 131] to jointly estimating these
parameters. However, the number of paths that can be resolved by this for-
mulation is limited by the total number of antennas at the transmit and
receive end making its application to practical MIMO systems with small
numbers of antennas unattractive. Moreover, these approaches suffer from
the left/right ambiguity problem. We overcome these limitations in our meth-
ods by parameterizing the channel in terms of the direction cosines/spatial
frequencies and additionally introduce the temporal dimension into (4.17).
3The Kronecker product of a N ×M matrix A and a P ×Q matrix B is the NP ×MQ
matrix defined as
A⊗B =

a1,1B a1,2B · · · a1,MB
a2,1B a2,2B · · · a2,MB
...
...
. . .
...
aN,1B aN,2B · · · aN,MB

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We form the Hankel matrix
Hˆd =

hˆ(0) hˆ(1) · · · hˆ(Td)
hˆ(1) hˆ(2) · · · hˆ(Td + 1)
...
... . . .
...
hˆ(Rd) hˆ(Rd + 1) · · · hˆ(K − 1)
 (4.18)
where Td and Rd = K − Td are the Hankel matrix parameters selected such
that NMRd ≤ Pmax + 1. We note that there is a compromise in selecting
these free parameters. Large values of Rd increases the number of rows in
(4.18) and hence the number of paths that can be resolved, but this results
in small values of Td which affects the accuracy of covariance estimates. Note
that each column of Hˆd corresponds to a stack of Rd vectorized observations
in (4.16) and can be expressed as
Hˆd(:, a) =
P∑
p=1

αp

ar(µ
r
p)⊗ at(µtp)
(ar(µ
r
p)⊗ at(µtp))ejνp
(ar(µ
r
p)⊗ at(µtp))ej2νp
...
(ar(µ
r
p)⊗ at(µtp))ej(Rd−1)νp

ej(a−1)νp

+ w(a) (4.19)
for a = 1, 2, · · · , Td. Again, the relationship between vectorization and Kro-
necker products simplifies (4.19) to
Hˆd(:, a) =
P∑
p=1
αpa(µ
r
p, µ
t
p, νp)e
j(a−1)νp + w(a) (4.20)
where
a(µrp, µ
t
p, νp) = ar(µ
r
p)⊗ at(µtp)⊗ ad(νp) (4.21)
ad(νp) is the Rd × 1 vector4
ad(νp) = [1 e
jνp ej2νp · · · ej(Rd−1)νp ]T (4.22)
4This corresponds to the array response vector of a ULA in the direction of motion
of the mobile station. The transformed data in (4.19) can therefore be interpreted as Td
observations from a M ×N ×Rd array.
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Defining βp(a) = αpej(a−1)νp , (4.20) can be written as
Hˆd(:, a) =
P∑
p=1
βp(a)a(µ
r
p, µ
t
p, νp) + w(a)
= A(µr,µt,ν)β(a) + w(a) (4.23)
where
β(a) = [β1(a) β2(a) · · · βP (a)]T (4.24)
and A(µr,µt,ν) = [a(µr1, µt1, ν1) · · · a(µrP , µtP , νP )] is a Vandermonde
structured response matrix which can be expressed as a product of three
Vandermonde matrices5
A = Ar At Ad (4.25)
where  denotes the Khatri-Rao product6,
Ar =

1 1 · · · 1
ejµ
r
1 ejµ
r
2 · · · ejµrP
...
... . . .
...
ej(M−1)µ
r
1 ej(M−1)µ
r
2 · · · ej(M−1)µrP
 (4.26)
At =

1 1 · · · 1
ejµ
t
1 ejµ
t
2 · · · ejµtP
...
... . . .
...
ej(N−1)µ
t
1 ej(N−1)µ
t
2 · · · ej(N−1)µtP
 (4.27)
and
Ad =

1 1 · · · 1
ejν1 ejν2 · · · ejνP
...
... . . .
...
ej(Rd−1)ν1 ej(Rd−1)ν2 · · · ej(Rd−1)νP
 (4.28)
5The dependence of the matrices on the channel parameters have been omitted here
for simplicity.
6The Khatrio-Rao product of two matrices A = [a1 a2 · · · aP ] and B =
[b1 b2 · · · bP ] is defined as the column-wise Kronecker product of these matrices,
thus A B = [a1 ⊗ b1 a2 ⊗ b2 · · · aP ⊗ bP ].
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Table 4.2: Narrowband Transformed MIMO Data Domains and Dependence
on Channel Parameters
Model Data Domain
Receive Spatial Transmit Spatial Temporal
DOA/DOD AOA AOD Doppler shift
TSSM AOA - Doppler shift
RSSM - AOD Doppler shift
MSSM - - Doppler shift
Clearly, (4.23) corresponds to a three dimensional data model obtained by
combining the transmit spatial, receive spatial and temporal dimensions of
the narrowband MIMO channel.
4.2.2 TSSM Transformation
As shown in (4.10) and Table 4.1, the Transmit Spatial Signature Model
(TSSM) is parametrized by 2P structural parameters {µrp, νp}Pp=1. We will
here describe the transformation required for the joint extraction of these
parameters from (4.10). Using the K CSI samples, we form the MRt ×NTt
Hankel matrix
Hˆt =

Hˆ(0) Hˆ(1) · · · Hˆ(Tt)
Hˆ(1) Hˆ(2) · · · Hˆ(Tt + 1)
...
... . . .
...
Hˆ(Rt) Hˆ(Rt + 1) · · · Hˆ(K − 1)
 (4.29)
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Using (4.10) and the transformation in (4.29), each column of (4.29) can be
modeled as
Hˆt(:, a) =
P∑
p=1


ar(µ
r
p)
ar(µ
r
p)e
jνp
ar(µ
r
p)e
j2νp
...
ar(µ
r
p)e
j(Rt−1)νp

sae
j(a−1)νp

+ w(a) (4.30)
where
sa =

st(a) : 1 ≤ a ≤M
st(a−M) : M + 1 ≤ a ≤ 2M
...
...
st(a− (Tt − 1)M) : (Tt − 1)M + 1 ≤ a ≤ TtM
(4.31)
with st(i) denoting the ith entry of st. The Kronecker product can again be
utilized to simplify (4.30)
Hˆt(:, a) =
P∑
p=1
(ar(µ
r
p)⊗ ad(νp))saej(a−1)νp + w(a)
= A(µr,ν)βa + w(a) (4.32)
Here, βa = [saej(a−1)ν1 · · · saej(a−1)νP ]T and A(µr,ν) is defined as
A(µr,ν) = Ar(µ
r) Ad(ν) (4.33)
where Ar and Ad are given in (4.26) and (4.28), respectively. As illustrated
in the transformed TSSM in (4.32), the array response vector represents a
two dimensional data obtained by combining the receive spatial and temporal
dimensions of the MIMO channel.
4.2.3 RSSM Transformation
Similar to the TSSM, parameterizing the Receive Spatial Signature Model
(RSSM) requires 2P structural parameters {µtp, νp}Pp=1. We here form the
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NRr ×MTr Hankel matrix
Hˆr =

HˆT (0) HˆT (1) · · · HˆT (Tr)
HˆT (1) HˆT (2) · · · HˆT (Tr + 1)
...
... . . .
...
HˆT (Rr) Hˆ
T (Rr + 1) · · · HˆT (K − 1)
 (4.34)
using the K available noisy data. Using (4.11), the columns of (4.34) can be
shown to be
Hˆr(:, b) =
P∑
p=1


at(µ
t
p)
at(µ
t
p)e
jνp
at(µ
t
p)e
j2νp
...
at(µ
t
p)e
j(Rt−1)νp

sbe
j(b−1)νp

+ w(b) (4.35)
for a = 1, 2, · · · , Tr. Using the structure of (4.34), sb can be expressed as
sb =

sr(b) : 1 ≤ b ≤ N
sr(b−M) : N + 1 ≤ b ≤ 2N
...
...
sr(b− (Tr − 1)N) : (Tr − 1)N + 1 ≤ b ≤ TrN
(4.36)
Similar to (4.32), (4.35) can be written as
Hˆr(:, b) =
P∑
p=1
(at(µ
t
p)⊗ ad(νp))sbej(b−1)νp + w(b)
= A(µt,ν)βb + w(b) (4.37)
with βb = [sbej(b−1)ν1 · · · sbej(b−1)νP ]T and A(µt,ν) is defined analogously
to (4.33). It should be noted that the TSSM and RSSM have a number of
similarities including the number of structural parameters and the trans-
formation procedure. However, while the former depends on the receive
correlation, the latter utilizes the transmit spatial structure of the channel.
Moreover, the performance and application of these methods is dependent
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on the number of transmit and receive antenna elements. For instance, while
the TSSM is applicable to Single-input multiple-output (SIMO) channels, the
RSSM is suitable for Multiple-input single-output (MISO) channels. Further-
more, the choice of either of these methods in MIMO systems depends on
the number of antenna elements at either end of the link.
4.2.4 MSSM Transformation
The MSSM is parameterized by P Doppler shifts {νp}Pp=1 which can be ex-
tracted from the temporal properties of the channel. Consider the vectorized
channel in (4.14) and define the Rm ×NMTm Hankel matrix
Hˆm =

hˆT (0) hˆT (1) · · · hˆT (Tm)
hˆT (1) hˆT (2) · · · hˆT (Tm + 1)
...
... . . .
...
hˆT (Rm) hˆ
T (Rm + 1) · · · hˆT (K − 1)
 (4.38)
where Rm and Tm = K−Rm+1 are the Hankel matrix size parameters, chosen
such that Rm ≥ Pmax + 1. Note that each column of (4.38) corresponds to
Rm temporal measurements of the channel and can be modeled as
Hˆm(:, c) =
P∑
p=1
βp(c)ad(νp) + w(c)
= A(ν)β + w(c) (4.39)
where A = Ad is the Vandermonde matrix in (4.28) with Rd replaced with
Rm and βp(c) is defined as
β(c : c+NM) =


αpar,1(µ
r
p)at,1(µ
t
p)
αpar,1(µ
r
p)at,2(µ
t
p)
...
αpar,1(µ
r
p)at,N(µ
t
p)
αpar,2(µ
r
p)at,1(µ
t
p)
...
αpar,M(µ
r
p)at,N(µ
t
p)



ej(c−1)νp
ejcνp
...
ej(c+1)νp
ej(c+2)νp
...
ej(c+NM−1)


T
(4.40)
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for c = 1 : NM : NMTm. A summary of the dimensions in the transformed
data along with dependence on channel parameters is shown in Table 4.2.
4.3 Translational Invariance in Multidimensional
Vandermonde Matrices
In the previous sections, we introduced the channel models that are utilized
for the development of our prediction algorithms as well as the required data
transformations. As shown in (4.23),(4.32), (4.37) and (4.39), the trans-
formed data has response matrices which are Khatri-Rao products of Van-
dermonde matrices. The structure of the transformed data can therefore
be utilized to jointly estimate the parameters of the channel. This can be
achieved via multidimensional extensions of the ESPRIT [126, 159] scheme
described in Section 3.2.3. Our choice of ESPRIT based methods is mo-
tivated by its super-resolution and relative simplicity over other parameter
estimation methods. Moreover, since our transformed data exhibit some in-
variance structure in all dimensions, it appears natural to pursue methods
which apply these invariance property for direct estimation of the desired pa-
rameters. An alternative and possibly better approach to estimate the mul-
tiple parameters from the transformed data is to use tensor-based ESPRIT
schemes [75, 157]. The tensor based approach is not used in this thesis for
a number of reasons. The tensor based schemes offer improved performance
compared to the standard ESPRIT method only if the number of paths is
strictly less than the number of antennas in at least one of the dimensions in
the data [75]. For practical MIMO systems, there is no guarantee that this
requirement will be satisfied in any propagation environment. Moreover, the
high order SVD (HOSVD) upon which the tensor schemes relies for subspace
estimation result in a much higher computational complexity.
In this section, we introduce the concept of translational invariance in
multidimensional Vandermonde matrices that will form the basis for the pa-
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rameter estimation stage of the proposed scheme and derive expressions for
selection operators that are required in the implementation of the proposed
schemes. Consider a multi- dimensional Vandermonde matrix defined as the
Khatri-Rao product of one-dimensional Vandermonde matrices thus
A = Aa Ab Ac  · · · Au (4.41)
Assuming that Av; v ∈ [a, b, · · · , u] has dimension Lv × P , A has dimension
L× P with
L =
∏
v
Lv (4.42)
Let Av; v ∈ [a, b, · · · , u] be defined as
Av =

1 1 · · · 1
v1 v2 · · · vP
...
... . . .
...
v
(Lv−1)
1 v
(Lv−1)
2 · · · v(Lv−1)P
 (4.43)
Our aim is to form two sub-matrices for each dimension from (4.41) exhibit-
ing translational invariance similar to that in (3.19). Let Aa1 and Aa2 be
submatrices obtained from (4.41) as follows
Aa1 = A
up
a Ab Ac  · · · Au
Aa2 = A
down
a Ab Ac  · · · Au (4.44)
where Aupa and Adowna are submatrices selected from Aa by deleting the first
and last rows, respectively. It is straightforward to show that Aa1 and Aa2
satisfy the invariance equation
Aa2 = Aa1D(a) (4.45)
where D(a) is the diagonal matrix
D(a) =

a1 0 · · · 0
0 a2 · · · 0
...
... . . .
...
0 0 · · · aP
 (4.46)
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Assuming that Aa is known, (4.45) can be solved for {ap}Pp=1. Note that
Aupa and Adowna can be obtained from Aa by multiplying it with the selection
matrices
Ja1 = [ILa−1 0La−1]
Ja2 = [0La−1 ILa−1] (4.47)
For example, with La = 4, the selection matrices in (4.47) become
Ja1 =
1 0 0 00 1 0 0
0 0 1 0
 (4.48)
and
Ja2 =
0 1 0 00 0 1 0
0 0 0 1
 (4.49)
Substituting (4.47) into (4.44) and applying the identity A = IA yields
Aa1 = [ILa−1 0La−1] Aa  ILbAb  ILcAc  · · ·  ILuAu
Aa2 = [0La−1 ILa−1] Aa  ILbAb  ILcAc  · · ·  ILuAu (4.50)
Using the mixed-product property of Kronecker product7, (4.50) can be
shown to be
Aa1 = (Ja1 ⊗ ILb ⊗ ILc ⊗ · · · ⊗ ILu)A
Aa2 = (Ja2 ⊗ ILb ⊗ ILc ⊗ · · · ⊗ ILu)A (4.51)
7The mixed-product property of Kronecker product is defined as
(A⊗B)(C⊗D) = AC⊗BD
Note that this property also applies to the Khatri-Rao product, so
(A B)(C D) = AC⊗BD
.
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Using (4.51), the invariance equation in (4.46) can be expressed in terms of
the steering matrix A,
J1aA = J2aAD(a) (4.52)
where the selection matrices in (4.52) are given by
J1a = Ja1 ⊗ ILb ⊗ ILc ⊗ · · · ⊗ ILu
J2a = Ja2 ⊗ ILb ⊗ ILc ⊗ · · · ⊗ ILu (4.53)
Following the same procedure, the invariance equation in (4.52) can be ob-
tained for the other dimensions in the multidimensional Vandermonde ma-
trix.
4.4 Prediction Schemes
In this section we describe the proposed prediction schemes using the models
developed in Section 4.1 and the transformed data described in Section 4.2.
We will henceforth refer to the proposed schemes as Multidimensional ES-
PRIT based MIMO CHAnnel Predictor (MEMCHAP) and use the acronyms
for the models to distinguish the algorithms. For example, the scheme based
on MSSM will be referred to as MSSM-MEMCHAP and so on. The general
concept of the proposed schemes is illustrated in Figure 4.1. Each of the
method is divided into the following stages:
• Data transformation: As described in Section 4.2, this stage involves
the transformation of the available channel matrices in a manner that
a sufficiently large data matrix exhibiting the required translational
invariance structure in all dimensions is obtained.
• Covariance matrix estimation: Based on the transformed data, the co-
variance matrix containing the temporal, receive spatial and/or trans-
mit spatial correlations is estimated in this stage.
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• Source number estimation and subspace decomposition: Here, we esti-
mate the number of sources and separate the subspace spanned by the
data into signal and noise subspace.
• Joint parameter estimation: The invariance structure in the trans-
formed data is exploited to jointly estimate the structural parameters
of the channel.
• Amplitude estimation: Using the estimates of the structural parameters
and the channel estimates, the amplitude parameters are estimated.
• Channel prediction: The last stage in the proposed schemes involve
extrapolation of the CSI based on the parameter estimates and the
models.
It should be noted that although the proposed methods have similar pro-
cedures, they differ in the model, dimension of parameter estimation and
number of amplitude and structural parameters. As mentioned earlier, the
various models allow for application across different systems (i.e., SIMO,
MISO, MIMO). The difference in the number of parameters and estimation
dimension is expected to result in varying estimation and prediction perfor-
mance across the different methods. For instance, an increase in the number
of dimension improves the accuracy of the parameter estimates even if there
is a corresponding increase in the number of parameters
An illustration: Consider the problem of estimating the P parameters
{ηp}Pp=1 and the 2P parameters {ηp, ψp}Pp=1 for an N -element ULA8 and an
N×N UPA, respectively. In the ULA case, the observation per parameter is
N/P while the UPA approach has N2/2P observation per parameter. Since
N2/2P > N/P , the two-dimensional approach has more observations and
should perform better than the one-dimensional ULA estimation.
8N refers to the number of accessible antenna elements. Each antenna element may
consist of a number of component antennas whose measurements can not be accessed.
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Figure 4.1: A block illustration of the stages in the proposed MEMCHAP
schemes.
4.4.1 MSSM – MEMCHAP
The MSSM-MEMCHAP requires the estimation of P Doppler frequencies
which can be achieved via a 1D ESPRIT based method. This method is
therefore an application of the SISO predictions schemes in [24, 195] to nar-
rowband MIMO channels. Based on the assumption that the channel be-
tween each antenna pair experiences the same Doppler shift, the covariance
estimate is averaged over all entries in the CSI matrix. The steps in the
MSSM-MEMCHAP are presented below.
Covariance Matrix Estimation
The temporal correlation matrix is obtained from (4.38), giving
Cˆm =
1
NMTm
HˆmHˆHm (4.54)
Using (4.39), (4.54) can be expressed as
Cˆm =
1
NMTm
NMTm∑
c=1
(A(ν)β(c) + w(c))(A(ν)β(c) + w(c))H
=
1
NMTm
NMTm∑
c=1
(A(ν)β(c)β(c)HA(ν)H + 2A(ν)β(c)w(c) + w(c)w(c)H)
= A(ν)CˆββA(ν)
H︸ ︷︷ ︸
signal
+ σ2I︸︷︷︸
noise
(4.55)
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where we have assumed that the noise and signal are uncorrelated such that
E(A(ν)β(c)w(c)) = 0 and that the noise is temporally and spatially white.
Note that we use the same assumption throughout the thesis. The covariance
Cˆββ is defined as
Cˆββ =
1
NMTm
NMTm∑
c=1
ββH (4.56)
As shown in (4.4), the temporal correlation matrix can be separated into
signal and noise components. The signal component is a function of the
Doppler frequencies and will be used as a basis for their estimation.
Source Number Estimation and Subspace Decomposition
We estimate the number of dominant paths using the Minimum Mean Square
Error Minimum Description Length (MMDL) criterion [85] in (3.57), giving
Pˆ = arg min
p=1,··· ,NMTm−1
NMTm log(λp) +
1
2
(p2 + p) logNMTm (4.57)
where λp are the eigenvalues of Cˆm. Using (3.8), the EVD of Cˆm can now
be decomposed into signal and noise subspaces, denoted by Eˆs and Eˆn, re-
spectively. It should be noted that the eigenvalues in (4.57) are those of the
covariance matrix obtained from the transformed data matrix and not the
MIMO channel matrix itself.
Doppler Frequency Estimation
Estimation of the normalized Doppler frequencies {ν}Pˆp=1 is based on the
ESPRIT algorithm presented in Section 3.2. This is achieved by first solving
(3.23) for Ψˆ. The normalized Doppler frequency for the pth path is thus
νˆp = arg [λp] (4.58)
Here, λp is the pth eigenvalue of Ψˆ.
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MSS Estimation
Using the estimated Doppler frequencies, the K noisy CSI estimates can be
written in terms of the MSSM in (4.13), giving
Hˆ(k) =
P∑
p=1
Spe
jkνˆp + W(k); k = 0, 1, · · · , K − 1 (4.59)
which can be expressed in an expanded form as
hˆ11(k) · · · hˆ1N(k)
hˆ21(k) · · · hˆ2N(k)
... . . .
...
hˆM1(k) · · · hˆMN(k)
 =
P∑
p=1


Sp(1, 1) · · · Sp(1, N)
Sp(2, 1) · · · Sp(2, N)
... . . .
...
Sp(M, 1) · · · Sp(M,N)
 ejkνˆp
+W(k)
(4.60)
Performing a vectorization operation on (4.60) yields
hˆ(k) =
P∑
p=1
spe
jkνˆp + w(k); k = 0, 1, · · · , K − 1 (4.61)
where sp is the NM × 1 vectorized form of the MSS for the pth path. More
compactly, (4.61) can be written as
hˆ(k) = Sfˆ(k) + w(k); k = 0, 1, · · · , K − 1 (4.62)
where
S = [s1 s2 · · · sP ] ∈ CNM×P
fˆ(k) =
[
ejkνˆ1 ejkνˆ2 · · · ejkνˆP ]T ∈ CP×1 (4.63)
By combining the K equations in (4.62), we obtain
Hˆ = SFˆ + W (4.64)
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Here, Hˆ ∈ CNM×K is a matrix containing the vectorized versions of the K
known CSI values and Fˆ ∈ CP×K is the Vandermonde matrix
Fˆ =

1 ejνˆ1 ej2νˆ1 · · · ej(K−1)νˆ1
1 ejνˆ2 ej2νˆ2 · · · ej(K−1)νˆ2
...
...
... . . .
...
1 ejνˆPˆ ej2νˆPˆ · · · ej(K−1)νˆPˆ
 (4.65)
Solving (4.62) in the least square sense yields an estimate of S given by
Sˆ = (FˆHFˆ + ηI)FˆHHˆ (4.66)
where η is a regularization parameter chosen to minimize the effects of errors
in Fˆ on the weight estimation. Throughout this chapter, η is chosen empir-
ically as 10−5. This value is chosen after trials with values of η between 0
and 10−10. Our investigations show that values in this range result in similar
prediction performance. However, the unregularized equivalent (i.e η = 0)
should be avoided with low SNR values.
An alternative approach for the MSS estimation is to form K equations
for each entries of the CSI matrix and solve for corresponding entries of the
MSS for each path. Let smn = [S1(m,n) S2(m,n) · · · SP (m,n)] ∈ CP×1
be a vector containing the (m,n) entry of the MSS for all paths. Using (4.59),
the K equations for the (m,n) of the CSI matrix is obtained as
hˆmn = Gˆsmn + w (4.67)
for m ∈ [1,M ] and n ∈ [1, N ].
In (4.67), hˆmn =
[
hˆmn(0) hˆmn(1) · · · hˆmn(K − 1)
]
and Gˆ = FˆT .
Using the least square estimates of smn from (4.67), the MSS for the pth
path is computed as
Sˆp =

sˆ11(p) sˆ12(p) · · · sˆ1N(p)
sˆ21(p) sˆ22(p) · · · sˆ2N(p)
...
... . . .
...
sˆM1(p) sˆM2(p) · · · sˆMN(p)
 (4.68)
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Channel Prediction
Once the Doppler frequencies and MSS have been estimated, extrapolation
of the CSI via the MSSM approach is achieved using
H˜(k) =
Pˆ∑
p=1
Sˆpe
j(k−1)νˆp (4.69)
4.4.2 RSSM – MEMCHAP
Unlike the MSSM-MEMCHAP approach, the RSSM-MEMCHAP involves
2D parameter estimation. The steps involved in the RSSM-MEMCHAP are
as follows.
Covariance Matrix Estimation
The covariance matrix containing the transmit spatial and temporal correla-
tions of the MIMO channel is estimated from (4.34) as
Cˆr =
1
MTr
HˆrHˆHr (4.70)
Using (4.36), (4.70) can be expressed as
Cˆr =
1
MTr
MTr∑
c=1
(A(µt,ν)β(c) + w(c))(A(µt,ν)β(c) + w(c))H
=
1
MTm
MTr∑
c=1
(A(µt,ν)β(c)β(c)HA(µt,ν)H + 2A(µt,ν)β(c)w(c)
+ w(c)w(c)H)
= A(µt,ν)CˆββA(µ
t,ν)H︸ ︷︷ ︸
signal
+ σ2I︸︷︷︸
noise
(4.71)
Here
Cˆββ =
1
MTr
MTr∑
c=1
ββH (4.72)
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The signal component of (4.71) is a function of the transmit spatial frequen-
cies {µtp}Pp=1 and normalized Doppler frequencies {νp}Pp=1. These parameters
can therefore be extracted jointly from the transformed RSSM data via a 2D
extension of the ESPRIT method.
Source Number Estimation and Subspace Decomposition
Using the MMDL criterion, the number of paths is estimated in the TSSM
scheme as
Pˆ = argmin
p=1,··· ,NRr−1
NRr log(λp) +
1
2
(p2 + p) logNRr (4.73)
where λp are the eigenvalues of Cˆr. Again, the signal subspace eigenvector
matrix Es is obtained by decomposing Cˆr using (3.8).
Joint Parameter Estimation
Estimation of the parameters {µtp, νp}Pp=1 in the RSSM-MEMCHAP scheme
requires four selection matrices obtained from (4.53) as
Jd1 = IN ⊗ J1d
Jd2 = IN ⊗ J2d
Jr1 = J1r ⊗ IRr
Jr2 = J2r ⊗ IRr (4.74)
With N = 3 and Rr = 3, the selection matrices for the receive spatial
dimension has the form
Jr1 =

1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0

(4.75)
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and
Jr2 =

0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1

(4.76)
In the Doppler/temporal dimension, the selection matrices are
Jd1 =

1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0

(4.77)
and
Jd2 =

0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1

(4.78)
Using (4.74), we form the invariance equations
Jd1Eˆs = Jd2EˆsΦd
Jr1Eˆs = Jr2EˆsΦr (4.79)
which can be solved via a LS approach to obtain
Φd = (Jd2Eˆs)
†Jd1Eˆs
Φr = (Jr2Eˆs)
†Jr1Eˆs (4.80)
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The transition matrices in (4.80) satisfy
eig[Φd] = D(ν)
eig[Φr] = D(µr) (4.81)
where eig[·] returns the diagonal eigenvalue matrix of the associated matrix.
Equation (4.81) is based on the observation that Es and A are rotated ver-
sions of each other in the same signal subspace [126]. It should be noted
that although estimates of the AOAs and normalized Doppler shifts can be
obtained directly from (4.81), an additional algorithm to pair the estimates
is required. Typically, pairing of multiple parameter estimates is achieved
by using joint Schur decomposition [7, 74] or simultaneous diagonalization
[38, 63]. These schemes, however, significantly increase the complexity of
the algorithm. Instead, automatic pairing of the estimates is achieved in this
thesis using a scheme similar to the mean eigenvalue decomposition (MEVD)
[141]. Let the eigendecomposition of the sum of (4.81) be
Φ = Φr + Φd
= T−1ΛT (4.82)
Using (4.81), we obtain
D(ν) = TΦdT
−1
D(µr) = TΦrT
−1 (4.83)
Estimates of the direction cosines can now be obtained from (4.83) thus
µˆr = arg[diag{D(µr)}]
νˆ = arg[diag{D(ν)}] (4.84)
RSS Estimation
Similar to the MSS estimation, the RSS can be estimated via a LS approach.
Let sm = [s1(m) s2(m) · · · sPˆ (m)]T be a vector containing the mth
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entry of the RSS for all paths. Using (4.11), we obtain
hˆm = Gms
m + z ∀m ∈ [1,M ] (4.85)
where hˆm = [hˆm1(1), hˆm1(2), · · · , hˆ1m(K)]T and Gm is defined as
Gm = At G (4.86)
where G is the Vandermonde matrix in (4.65) and At is the transmit array
steering matrix (4.26).
Channel prediction
Prediction of the channel using the RSSM-MEMCHAP is achieved using
H˜(k) =
Pˆ∑
p=1
sˆrpa
T
t (µˆ
t
p)e
jkνˆp (4.87)
4.4.3 TSSM – MEMCHAP
Similar to the RSSM-MEMCHAP approach, the TSSM-MEMCHAP algo-
rithm involves estimation of the receive spatial frequencies {µrp}Pp=1 and the
normalized Doppler frequencies {νp}Pp=1. As before, we present a summary
of the steps in the TSSM–MEMCHAP in the sequel.
Covariance matrix Estimation
Here we estimate the spatio-temporal covariance matrix Cˆt from (4.32) thus
Cˆt =
1
NTt
HˆtHˆHt (4.88)
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Using (4.33), (4.88) can be shown to be
Cˆt =
1
NTt
NTt∑
c=1
(A(µr,ν)β(c) + w(c))(A(µr,ν)β(c) + w(c))H
=
1
NTt
NTt∑
c=1
(A(µr,ν)β(c)β(c)HA(µr,ν)H + 2A(µr,ν)β(c)w(c))
+ w(c)w(c)H
= A(µr,ν)CˆββA(µ
r,ν)H︸ ︷︷ ︸
signal
+ σ2I︸︷︷︸
noise
(4.89)
where Cˆββ is defined in (4.72).
Source Number Estimation and Subspace Decomposition
We estimate the number of paths using the MMDL criterion thus
Pˆ = argmin
p=1,··· ,MRt−1
MRt log(λp) +
1
2
(p2 + p) logMRt (4.90)
where λp are the eigenvalues of Cˆt. Again, the signal subspace eigenvectors
Es is obtained by decomposing Cˆt using (3.8).
Joint Parameter Estimation
As in the RSSM–MEMCHAP, the parameter estimation stage of the TSSM–
MEMCHAP is based on 2D extension of the ESPRIT method. We begin by
defining selection matrices Jd1, Jd2, Jr1 and Jr2 by replacing N and Rr in
(4.74) by M and Rt, respectively. Using (4.79)–(4.83) with Φr replaced by
Φt, the structural parameters of the TSSM are obtained as
µˆr = arg[diag{D(µr)}]
νˆ = arg[diag{D(ν)}] (4.91)
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TSS Estimation
Let sn = [s1(n) s2(n) · · · sPˆ (n)]T be a vector containing the nth entry
of the TSS for all paths. Using (4.12), we obtain
hˆn = Gns
n + z ∀n ∈ [1, N ] (4.92)
where hˆn = [hˆ1n(1), hˆ1n(2), · · · , hˆ1n(K), hˆ2n(1), · · · , hˆMn(K)]T and Gn is de-
fined as
Gn = Ar G (4.93)
Here, Ar is the receive array steering matrix (4.26). We again solve (4.92)
via a LS approach for the TSS.
Channel Prediction
As before, the predicted CSI using the TSSM-MEMCHAP approach is de-
fined as
H˜(k) =
Pˆ∑
p=1
sˆtpar(µˆ
r
p)e
jkνˆp (4.94)
4.4.4 DOD/DOA – MEMCHAP
The steps in the DOD/DOA–MEMCHAP approach are as follows.
Covariance Matrix Estimation
The spatio-temporal covariance matrix Cˆd containing the receive spatial,
temporal and transmit spatial correlation is estimated from (4.17) thus
Cˆd =
1
Td
HˆdHˆHd (4.95)
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which can be shown using (4.22) to be
Cˆd =
1
Td
Td∑
c=1
(A(µr,µt,ν)β(c) + w(c))(A(µt,µt,ν)β(c) + w(c))H
=
1
Td
Td∑
c=1
(A(µr,µt,ν)β(c)β(c)HA(µr,µt,ν)H + 2A(µt,ν)β(c)w(c))
+ w(c)w(c)H
= A(µr,µt,ν)CˆββA(µ
r,µt,ν)H︸ ︷︷ ︸
signal
+ σ2I︸︷︷︸
noise
(4.96)
As seen in (4.96), the signal component of Cˆd is a function of the 3P param-
eters {µrp, µtp, νp}Pp=1. Cˆd will be used in a 3D ESPRIT approach to extract
these parameters.
Source Number Estimation and Subspace Decomposition
We estimate the number of paths using the MMDL criterion thus
Pˆ = arg min
p=1,··· ,NMRd−1
Td log(λp) +
1
2
(p2 + p) log Td (4.97)
Here, λp are the eigenvalues of Cˆd and the signal subspace eigenvector matrix
Es is obtained by decomposing Cˆd using (3.8).
Joint Parameter Estimation
Using (4.53), we form six selection matrices (two for each dimension in the
transformed data) thus
Jd1 = IM ⊗ IN ⊗ J1d
Jd2 = IM ⊗ IN ⊗ J2d
Jt1 = IM ⊗ J1t ⊗ IRd
Jt2 = IM ⊗ J2t ⊗ IRd
Jr1 = J1r ⊗ IN ⊗ IRd
Jr2 = J2r ⊗ IN ⊗ IRd (4.98)
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Using (4.98), we form the invariance equations
Jd1Eˆs = Jd2EˆsΦd
Jr1Eˆs = Jr2EˆsΦr
Jt1Eˆs = Jt2EˆsΦt (4.99)
which are solved to obtain the transition matrices Φˆd, Φˆr and Φˆt. Again, we
use the MEVD to achieve automatic pairing of the estimates. Estimates of
the parameters are then obtained from the corresponding transition matrix
using (4.84).
Complex Amplitude Estimation
We assume that the complex amplitude of each path is equal for all antenna
pairs, which is reasonable considering the separation of gain from array de-
pendent steering vectors in (4.2). The complex amplitudes can therefore
be estimated via a least square fit to the known channel. Using the Van-
dermonde structure of the steering matrix and (4.2), we form the following
equation for the first entry of Hˆ
hˆ11(1)
hˆ11(2)
...
hˆ11(K)
 =

1 · · · 1
ejνˆ1 · · · ejνˆPˆ
... . . .
...
ej(K−1)νˆ1 · · · ej(K−1)νˆPˆ


α1
α2
...
αPˆ
+

w(1)
w(2)
...
w(K)
 (4.100)
which can be written in matrix form as
hˆ11 = Gˆα+ w (4.101)
In (4.101), α can be obtained via a regularized least square solution
αˆ = (GˆHGˆ + σI)GˆHhˆ11 (4.102)
where σ is the regularization parameter chosen to minimize the effects of
errors in Gˆ on the estimation. Note that although (4.102) gives an estimate
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of the complex amplitudes, our preliminary simulations show that improved
estimates can be obtained by using other entries of Hˆ in the estimation. We
therefore generalize (4.101) as
hˆmn = Gˆmnα+ w ∀n ∈ [1, N ] m ∈ [1,M ] (4.103)
with Gˆmn defined as
Gˆmn = v
r
m  Gˆ  vtn (4.104)
where vrm is defined as
vrm =
[
ej(m−1)µ
r
1 ej(m−1)µ
r
2 · · · ej(m−1)µrPˆ
]
(4.105)
vtn is defined analogously. We combine the NM equations in (4.104) and
solve for αˆ as
αˆ = (GˆHd Gˆd + σI)Gˆ
H
d hˆ (4.106)
where hˆ =
[
hˆT11 hˆ
T
12 · · · hˆTMN
]T
and Gˆd =
[
Gˆ11 Gˆ12 · · · GˆMN
]
. It
should be noted that the choice of using (4.102) or (4.106) is a compromise
between complexity and accuracy since the improved amplitude estimates in
(4.106) is achieved at the cost of increased computational complexity. In this
chapter, we will utilize (4.106) for our analysis.
Channel Prediction
Extrapolation of the CSI using the DOD/DOA-MEMCHAP is achieved via
H˜(k) =
Pˆ∑
p=1
αˆpar(µˆ
r
p)a
T
t (µˆ
t
p)e
jkνˆp (4.107)
Table 4.3 presents a comparison of the proposed methods in terms of
model, array geometry dependence, and application.
4.5 Application to 3D Propagation Scenarios
In Sections 4.1–4.4, we have proposed different methods for the prediction
of 2D narrowband MIMO channels. The methods are based on parametric
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Table 4.3: A comparison of the proposed methods
Method MSSM TSSM RSSM DOD/DOA
Correlation
Receive No Yes No Yes
Transmit No No Yes Yes
Temporal Yes Yes Yes Yes
System
SISO Yes No No No
SIMO Yes Yes No No
MISO Yes No Yes No
MIMO Yes Yes Yes Yes
Array Geometry
Other Yes Yes Yes Yes
Modification No Yes Yes Yes
modeling of the double directional channel. We utilized multidimensional
ESPRIT for estimating the parameters of the channel (i.e., angles of arrival,
angles of departure, Doppler frequency shifts and complex amplitudes) and
extrapolated the channel using the estimated parameters. These schemes
considered 2D propagation scenarios where the elevation spectrum is ne-
glected. It has, however, been shown that neglecting the elevation spectrum
impacts the accuracy of the model [171]. This is particularly true in scenar-
ios where the mobile station is indoor or in-vehicle such that rays which are
reflected from the floor and/or ceiling contribute significantly to the received
signal power.
While there exists extensive literature on 3D MIMO channel modeling
(see e.g [6, 171] and the references therein), no literature exists on the pre-
diction of 3D channel models. Moreover, parametric estimation of channel
parameters has been identified as a useful approach for channel estimation
[197, 228] and localization [82] in massive MIMO systems. In this section, we
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extend our concept to parameter estimation and channel prediction in 3D
MIMO systems. Although all the proposed methods can be extended to 3D
prediction, we present only extension of the DOD/DOA–MEMCHAP9.
4.5.1 Channel Model
Consider the 3D propagation environment in Fig. 4.2. The 3D channel im-
pulse response is obtained by introducing the elevation parameters to the 2D
model in (4.2) as
H(t) =
P∑
p=1
αpar(θp, ϑp)a
T
t (φp, ϕp)e
jωpt (4.108)
where ϑp and ϕp are the elevation angles of arrival and departure, respec-
tively. Note that (4.108) is applicable to any array geometry, we will consider
a typical scenario with a Nx×Ny UPA at the Base Station (BS) as shown in
Fig. 4.2 and a M-element ULA at the Mobile Station (MS). Here, we assume
that the BS antenna elements have equal spacings dxt and d
y
t along the x-axis
and y-axis, respectively and that the MS antenna are spaced dr apart. The
channel impulse response between the (nx, ny)th BS antenna and mth MS
antenna can therefore be expressed as
h(nx,ny),m(t) =
P∑
p=1
αpe
j{2pi[(nx−1)dxt cosφp sinϕp+(ny−1)dyt cosφp cosϕp
+(m−1)dr cos θp sinϑp]+ωpt} (4.109)
Assuming that the MS moves in the horizontal plane with velocity v at an
angle of ϑv relative to the array broadside, the Doppler frequency of the pth
path can be shown to be
ωp =
2piv (cosϑv cos θp cosϑp + sinϑv cos θp sinϑp)
λ
(4.110)
9A similar procedure can be used to extend the other methods to 3D channels.
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Figure 4.2: Illustration of 3D MIMO propagation with UPA at the BS and
ULA at MS.
We arrange (4.109) into a NxNy ×M matrix
H(t) =

h(1,1),1 h(1,2),1 · · · h(1,Ny),1 h(2,1),1 · · · h(Nx,Ny),1
h(1,1),2 h(1,2),2 · · · h(1,Ny),2 h(2,1),2 · · · h(Nx,Ny),2
...
... . . .
...
... . . .
...
h(1,1),M h(1,2),M · · · h(1,Ny),M h(2,1),M · · · h(Nx,Ny),M

(4.111)
which can be expressed in the form of (4.108) with the array response vectors
defined as
ar(θp, ϑp) =

1
e{−j2pidr cos θp sinϑp}
e{−j4pidr cos θp sinϑp}
...
e{−j(M−1)pidr cos θp sinϑp}

(4.112)
and
at(φp, ϕp) = a
x
t (φp, ϕp)⊗ ayt (φp, ϕp) (4.113)
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where axt (φp, ϕp) is defined analogous to (4.112) with M replaced by Nx and
dr by dxt . In (4.113), a
y
t (φp, ϕp) is given by
ayt (φp, ϕp) =

1
e{−j2pid
y
t cosφp cosϕp}
e{−j4pid
y
t cosφp cosϕp}
...
e{−j(Ny−1)pid
y
t cosφp cosϕp}

(4.114)
Note that the 3D channel model can be parametrized by {αp, θp, ϑp, φp, ϕp}Pp=1
which needs to be estimated. Again, we assume that the parameters and the
mobile speed remain constant over the region considered. The sampled 3D
impulse response at the k instant can be represented as
H(k) =
P∑
p=1
αpar(θp, ϑp)a
T
t (φp, ϕp)e
jkνp (4.115)
4.5.2 3D Prediction Based on DOD/DOA-MEMCHAP
We will now describe the 3D extension of the DOD/DOA-MEMCHAP. As
in the 2D schemes, there are two key problems. First, the number of an-
tenna elements at both ends of the link are less than the number of paths.
Second, estimation of azimuth and elevation parameters using the ULA at
the MS often results in ambiguity in one of the dimensions. Our algorithm
increases the number of resolvable paths by performing a transformation on
the available 3D CSI. The temporal structure of the channel is used as an
additional dimension at the MS which allows for the extraction of both az-
imuth and elevation angles of arrival as well as the Doppler frequencies10.
10This is possible provided that the array elements are not aligned in the direction
of motion. Since explicit knowledge of the AOAs and AODs are not required for the
extrapolation, our methods still offer reasonable performance when the antenna elements
are aligned in the direction of motion as illustrated in Fig. 4.3.
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For convenience, let us denote
µrp = 2pid
x
r cos θp sinϑp
µtxp = 2pid
x
t cosφp sinϕp
µtyp = 2pid
y
t cosφp cosϕp (4.116)
Substituting (4.116) into (4.115) gives
H(k) =
P∑
p=1
αpar(µ
r
p)a
T
t (µ
tx
p , µ
ty
p )e
jkνp (4.117)
Based on (4.117), the 3D channel prediction can be achieved by estimat-
ing the spatial frequencies {µrp, µtxp , µtyp }Pp=1, Doppler frequencies {νp}Pp=1 and
complex amplitudes {αp}Pp=1. The stages involved in the prediction will be
discussed in the sequel.
Data Transformation
Given K noisy estimates of the channel Hˆ(k); k = 0, 1, · · · , K − 1, we first
perform a vectorization on each of the channel matrix samples, thus
hˆ(k) = vec[Hˆ(k)]
=
P∑
p=1
αp(ar(µ
r − p)⊗ at(µtxp , µtyp )ejkνp + w(k) (4.118)
Assuming that the maximum possible number of paths Pmax is known a-
priori, we select a free parameter Z such that Pmax +1 ≤ NxNyMZ and form
the Hankel data matrix
D =

hˆ(0) hˆ(1) · · · hˆ(K − Z)
hˆ(1) hˆ(2) · · · hˆ(K − Z + 1)
...
... . . .
...
hˆ(Z − 1) hˆ(Z) · · · hˆ(K − 1)
 (4.119)
99
4.5. APPLICATION TO 3D PROPAGATION SCENARIOS
Using (4.118), the data in each column of (4.119) can be shown to be
d(z) =
P∑
p=1
βp(z)(ar(µ
r
p)⊗ at(µtxp , µtyp )⊗ ad(νp)) + w(z) (4.120)
where βp(z) = αpe(z−1)νp and ad(νp) is the Z × 1 vector
ad(νp) = [1 e
jνp e2νp · · · e(Z−1)νp ]T (4.121)
Equation (4.120) can be expressed in matrix form as
d(z) = (Ar(µ
r) At(µtx) At(µty) Ad(ν))β(z) + w(z)
= Aβ(z) + w(z) (4.122)
β(z) = [β1(z) β2(z) · · · βP ]T and Ar(µr) is defined in (4.26). At(µtx),
At(µ
ty) and Ad(ν) are Vandermonde structured matrices defined as
At(µ
tx) =

1 1 · · · 1
ejµ
tx
1 ejµ
tx
2 · · · ejµtxP
...
... . . .
...
ej(Nx−1)µ
tx
1 ej(Nx−1)µ
tx
2 · · · ej(Nx−1)µtxP
 (4.123)
At(µ
ty) =

1 1 · · · 1
ejµ
ty
1 ejµ
ty
2 · · · ejµtyP
...
... . . .
...
ej(Ny−1)µ
ty
1 ej(Ny−1)µ
ty
2 · · · ej(Ny−1)µtyP
 (4.124)
and
Ad(ν) =

1 1 · · · 1
ejν1 ejν2 · · · ejνP
...
... . . .
...
ej(Z−1)ν1 ej(Z−1)ν2 · · · ej(Z−1)νP
 (4.125)
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Joint Parameter Estimation
We begin by estimating the spatio-temporal covariance matrix from (4.119),
given by
Cˆ =
DDH
K − Z + 1 (4.126)
The number of dominant sources is then estimated using the MMDL as
Pˆ = arg min
p∈[1,U ]
[
(K − Z + 1) log(λp) + 1
2
(p2 + p) log(K − Z + 1)
]
(4.127)
where U = NxNyMZ and {λp}Up=1 are the ordered eigenvalues of Cˆ. Using
Pˆ , the eigen-decomposition of Cˆ can be separated into the signal and noise
subspaces as
Cˆ = [Es En]
[
Λs
Λn
][
EHs
EHn
]
= EsΛsE
H
s + EnΛnE
H
n (4.128)
where Es ∈ CU×Pˆ and Λs ∈ RU×Pˆ are the signal subspace eigenvectors
and the associated eigenvalues, respectively. En ∈ CU×(U−Pˆ ) and Λn ∈
R(U−Pˆ )×(U−Pˆ ) corresponds to the noise eigenvectors and eigenvalues. Since,
the data matrix in (4.119) exhibits translational invariance in four dimen-
sions, the multidimensional extension of ESPRIT can be applied to jointly
estimate the spatial frequencies in (4.116) and Doppler frequencies. Using
(4.53), we form eight selection matrices (two for each dimension in the trans-
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formed data), specifically
Jd1 = IM ⊗ INx ⊗ INy ⊗ J1d
Jd2 = IM ⊗ INx ⊗ INy ⊗ J2d
Jtx1 = IM ⊗ J1tx ⊗ INy ⊗ IZ
Jtx2 = IM ⊗ J2tx ⊗ INy ⊗ IZ
Jty1 = IM ⊗ INx ⊗ J1ty ⊗ IZ
Jty2 = IM ⊗ INx ⊗ J2ty ⊗ IZ
Jr1 = J1r ⊗ INx ⊗ INy ⊗ IZ
Jr2 = J2r ⊗ INx ⊗ INy ⊗ IZ (4.129)
Using (4.129), we form the invariance equations
Jd1Eˆs = Jd2EˆsΦd
Jr1Eˆs = Jr2EˆsΦr
Jtx1Eˆs = Jtx2EˆsΦtx
Jty1Eˆs = Jty2EˆsΦty (4.130)
where Φu satisfies the relation
eig[Φu] = D(µu) (4.131)
By minimizing the mean squared error in (4.130), we obtain
Φr = ((Jr1Es)
H(Jr1Es))
−1(Jr1Es)H(Jr2Es)
Φtx = ((Jtx1Es)
H(Jtx1Es))
−1(Jtx1Es)H(Jtx2Es)
Φty = ((Jty1Es)
H(Jty1Es))
−1(Jty1Es)H(Jty2Es)
Φd = ((Jd1Es)
H(Jd1Es))
−1(Jd1Es)H(Jd2Es) (4.132)
which can be solved for the spatial frequencies in (4.116) and Doppler esti-
mates, with an additional pairing stage to associate the parameter sets for
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each path. As in Section 4.4, we use the Mean Eigenvalue Decomposition
(MEVD) to automatically pair the estimates. Let
Φ = Φr + Φtx + Φty + Φd
= T−1ΛT (4.133)
Using (4.131) and (4.133) yields
D(µr) = TΦrT
−1
D(µxt ) = TΦtxT
−1
D(µyt ) = TΦtyT
−1
D(ν) = TΦdT
−1 (4.134)
Estimates of the parameters can now be obtained from (4.134) as
µˆr = arg[diag{D(µr)}]
µˆtx = arg[diag{D(µxr )}]
µˆty = arg[diag{D(µyr )}]
νˆ = arg[diag{D(ν)}] (4.135)
Amplitude Estimation
Following estimation of other channel parameters, the complex amplitudes
can be estimated in a least square sense. Using the model in (4.117), the
first entry of the channel matrix can be expressed as
hˆ(1,1),1(k) =
P∑
p=1
αpe
jkνp + w(k); k = 0, 1, · · · , K − 1 (4.136)
Putting the K equation in (4.136) into a matrix form yields
hˆ(1,1),1 = Fα+ w (4.137)
where hˆ(1,1),1 = [hˆ(1,1),1(0), hˆ(1,1),1(1), · · · , hˆ(1,1),1(L−1)]T , α = [α1, α2, · · · , αPˆ ]T
and F is the L× Pˆ Vandermonde matrix defined analogously to (4.124) with
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Z replaced by K and P with Pˆ . Using (4.137), each entry of the channel
matrix can be represented as
hˆ(nx,ny),m = F(nx,ny),mα+ w (4.138)
where
F(nx,ny),m = F  v(nx,ny),m (4.139)
with v(nx,ny),m = [e{(nx−1)µ
tx
1 +(ny−1)µty1 +(m−1)µr1}, · · · , e{(nx−1)µtxPˆ +(ny−1)µtyPˆ +(m−1)µrPˆ }].
Now assume that the NxNyM equations in (4.139) are combined as
hˆ = [hˆ(1,1),1, hˆ(1,1),2, · · · , hˆ(1,1),M , hˆ(1,2),1, · · · , hˆ(1,2),M , · · · , hˆ(Nx,Ny),M ]T
(4.140)
Using (4.139), (4.140) can be represented as
hˆ = (F V)α+ w
= Gα+ w (4.141)
where V = Ar  Atx  Aty. The solution of (4.141) via MSE minimization
yields estimate of the complex amplitudes as
αˆ = (GHG + ηI)−1Ghˆ (4.142)
Channel Prediction
Based on the estimated parameters, the predicted CSI at time instant k is
computed using
h˜(nx,ny),m(k) =
Pˆ∑
p=1
αˆpe
j{(m−1)µˆrp+(nx−1)µˆtxp +(ny−1)µˆtyp +kνˆp} (4.143)
4.6 Simulation and Results
In this section we present simulation results to illustrate the performance of
the proposed schemes along with a comparison of the computational com-
plexity of the different algorithms.
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Table 4.4: Narrowband MIMO Channel Simulation Parameters
Parameter value
Carrier Frequency 2.1GHz
Mobile Velocity 50 kph
Tx/Rx Antenna Conf. ULA @ 1/2λ spacing
Sample Density 10/λ
Taps 1
Training Length 50,100
4.6.1 Performance Comparison
We consider a 2 × 2 narrowband MIMO system with the simulation pa-
rameters listed in Table 4.4. Without loss of generality, we consider the
first cluster (tap)11 in the WINNER II Urban macro-cell Non-Line-of-Sight
(NLOS) channel model with all parameters other than those specified in Ta-
ble 4.4 retaining their default values. Figures 4.4–4.5 show the effect of the
amplitude estimation accuracy on the overall prediction performance. We
compare the performance of the DOD/DOA-MEMCHAP scheme with the
complex amplitudes estimated using only the first entry of the CSI as in
(4.102) and using all entries of the CSI as in (4.106). In Fig. 4.4, we plot the
Normalized Mean Squared Error (NMSE) versus the prediction horizon (in
wavelengths). The negative values of prediction horizon values correspond to
the training segment. We observe that the method using only a single entry
of the CSI for amplitude estimation performs poorly when compared to the
method utilizing all entries. This is intuitively obvious since increased data is
expected to result in improved estimation performance. Figure 4.5 presents
11The schemes can be applied to all other clusters or to a summation of the impulse
responses of all the clusters weighted according to their respective PDP. Our aim in this
section is to compare the performance of the schemes and evaluate the effects of the spatial
correlations on the different schemes.
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the Cumulative Distribution Function (CDF) of Normalized Squared Error
(NSE) for a prediction horizon of 1λ. It shows that both single entry and all
entries amplitude estimation based prediction exhibit similar performance for
most of the channel realizations, except for a few instances where the single
entry based approach have very high NMSE.
Figure 4.6 shows the NMSE versus prediction horizon for all methods.
We observe that the DOD/DOA approach outperforms all other methods,
with the RSSM and TSSM having approximately equal performance. The
MSSM shows the highest NMSE over the entire range considered indicating
that the utilization of the spatial structure for array gain in the DOD/DOA,
TSSM and RSSM improves prediction performance. The similarity in per-
formance of the TSSM and RSSM methods is expected since the numbers
of transmit and receive antenna elements are equal in the simulated system.
An increase in the number of elements at either ends is expected to improve
the performance of the corresponding method. The corresponding CDF of
NSE is presented in Fig. 4.7 at a prediction interval of 1λ. The DOD/DOA
method shows the lowest NSE for all channel realizations followed by the
TSSM and the RSSM methods.
The effects of sample density on the performance of the proposed methods
is illustrated in Fig. 4.8 where we plot the NMSE versus prediction horizon.
We consider a training segment of 1λ with 50 and 100 samples corresponding
to a sampling rate of 50/λ and 100/λ, respectively. Unlike the result in
Fig. 4.6, the MSSMmethod offers better performance in the training segment.
However, the performance in the prediction segment remains the poorest.
The corresponding NSE CDF at a prediction interval of 0.1λ is shown in
Fig. 4.9.
We show the effects of increasing SNR on the performance of the proposed
methods in Fig. 4.10 where we plot the NMSE versus SNR for a prediction
horizon of 1λ. As expected, as a consequence of improved parameter estima-
tion accuracy, the NMSE of the algorithms decreases with increasing SNR. A
comparison of the performance with the Cramer-Rao bound will be presented
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in later chapters.
Finally, we illustrate the performance of the 3D DOD/DOA-MEMCHAP
scheme in Figs. 4.11–4.12, where we plot the NMSE versus SNR for different
numbers of transmit and receive antennas. The channel is generated syn-
thetically using the simulation parameters in Table 4.4. The amplitudes are
generated as complex Gaussian distributed random variables, αp ∼ CN (0, 1).
The azimuth angles of arrival and departure are assumed to be uniformly dis-
tributed, i.e., θp, φp ∼ U [−pi, pi). The arrival and departure angles in the ele-
vation are drawn from a Laplacian distribution with {µ = 1.26, σ = 0.16} and
{µ = 0.90, σ = 0.20}12, respectively. Fig. 4.11 shows the performance of the
3D prediction approach for a 2-element receive antenna array and different
transmit array sizes at a prediction horizon of 1λ. As in the 2D methods,
the NMSE decreases with increasing number of antennas and/or SNR. In
Fig. 4.12, we compare the performance of the 3D DOD/DOA–MEMCHAP
and its 2D equivalent. We observe that while the 3D scheme with a 2 × 2
UPA at the BS outperforms the 2D approach with a 2-element ULA at the
BS, the 2D method performs better with 4-element ULA at the base station.
This is expected since more parameters are estimated in the 3D method us-
ing the same amount of observation. It may therefore be advantageous to
deploy a 4-element ULA at the BS instead of a 2×2 UPA in order to exploit
the improvement in prediction performance. However, considerations has to
be given to the benefits offered by 3D propagation using the UPA and the
slight difference in the complexity of the parameter estimation stages of the
two configurations.
4.6.2 Complexity Analysis
The major computational requirement of all the proposed methods (i.e.
MSSM, TSSM, RSSM and DOD/DOA) is accounted for by the covariance
12These values are selected from the WINNER+ specifications for urban macro scenarios
[6].
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matrix estimation, estimation of number of sources, ESPRIT based param-
eter estimation and complex weight estimation stages. The computation
of the covariance matrices in the MSSM, TSSM, RSSM and DOD/DOA
based methods has complexity O(NMTmR2m), O(NM2TtR2t ), O(N2MTrR2r )
and O(N2M2TdR2d), respectively. In order to allow for fair comparison of
the algorithms, we choose the Hankel size parameters Rm, Rt, Rr and Rd
such that the covariance matrices in (4.54), (4.70), (4.88) and (4.95) have
the same dimension. Thus, the complexity for estimating the covariance
matrix in each of the schemes has same order of magnitude. Similarly,
the MMDL based estimation of number of paths has a principal complex-
ity (accounted for by the eigendecomposition of the covariance matrix) of
same order of magnitude for all methods. The ESPRIT and multidimen-
sional ESPRIT based parameter estimation stages of the four algorithms only
differ in the number of matrix multiplications and inversions required and
has complexity O(RmPˆ 2 + Pˆ 3), O(2MRtPˆ 2 + 3Pˆ 3), O(2NRrPˆ 2 + 3Pˆ 3) and
O(3NMRdPˆ 2+4Pˆ 3) for the MSSM, TSSM, RSSM and DOD/DOA based ap-
proaches, respectively. Clearly, the complexity of the proposed schemes differ
slightly for the parameter estimation stage. The DOD/DOA has the highest
complexity followed by the TSSM and RSSM which has same computational
requirement.13 The MSSM based method has the lowest computational com-
plexity for the parameter estimation stage. Finally, all methods has the same
complexity, O(NMKPˆ 2), for the weight estimation stage. A summary of the
computational complexity of the proposed methods is presented in Table 4.5.
4.7 Summary
In this chapter, we proposed four different schemes for the prediction of
narrowband MIMO channels based on parametric modeling. The proposed
13This assumes that the number of transmit and receive antenna elements are equal. If
the system has higher number of receive antenna, the complexity of the TSSM would be
greater than the RSSM and vice versa.
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Table 4.5: Complexity Comparison of the Proposed Prediction Schemes
Step Algorithm
MSSM TSSM RSSM DOD/DOA
Covariance Matrix Estimation O(NMTmR2m) O(NM2TtR2t ) O(N2MTrR2r ) O(N2M2TdR2d)
Estimation of Number of Paths O(R3m) O(M3R3t ) O(N3R3r ) O(N3M3R3d)
Parameter Estimation O(RmPˆ 2 + Pˆ 3) O(2MRtPˆ 2 + 3Pˆ 3) O(2NRrPˆ 2 + 3Pˆ 3) O(3NMRdPˆ 2 + 4Pˆ 3)
Weight Estimation O(NMKPˆ 2) O(NMKPˆ 2) O(NMKPˆ 2) O(NMKPˆ 2)
methods are based on different formulations of the double directional MIMO
model and adaptation of multidimensional extension of ESPRIT for joint pa-
rameter extraction. We illustrated the prediction performance improvement
offered by the spatial structure of the channel revealed by multiple sampling
of the wavefield. We observed that the method utilizing both transmit and
receive spatial structure for array gain outperform those using only receive
(TSSM-MEMCHAP), only transmit (RSSM-MEMCHAP) and no spatial in-
formation (MSSM-MEMCHAP). A framework for extending the proposed
methods to 3D propagation is also presented. The performance of the 3D
method was evaluated using elevation parameters from the WINNER+ chan-
nel model [6].
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all methods.
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5
Wideband MIMO Prediction
In Chapter 4, we developed algorithms for the prediction of narrowbandMIMO channels. This chapter extends our prediction concept to wide-
band MIMO channels, where the resolution of the system allows for the
extraction of path delays in addition to the AOA, AOD and Doppler fre-
quencies. Motivated by the far-field cluster based double directional spa-
tial channel modeling for MIMO systems as obtained in recent standardized
MIMO channel models such as 3GPP/WINNER II [3] and COST273 [53],
we also propose a 2 stage ESPRIT based parameter estimation algorithm.
The scheme comprises of 1-dimensional cluster parameter estimation stage
followed by 3-dimensional joint angle of arrival (AOA), angle of departure
(AOD) and Doppler shift estimation. The predictors utilize the transmit
spatial, frequency, receive spatial and temporal correlations of the channel to
extract the parameters of the dominant clusters and apply these to predict
future states of the channel. Estimation of the channel parameters offers a
number of potential benefits viz:
• Reduction in the number of parameters to be estimated,
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• Increased number of resolvable rays with limited number of available
samples, and
• Improved overall prediction performance.
The content of this chapter has been published in part in [16, 18].
5.1 Channel Models
We consider several formulations of a ray-based wideband spatial MIMO
channel model for the development of the prediction schemes. The formu-
lations are extensions of the continuous time impulse response of doubly
selective SISO fading channels, defined as
h(t; τ) =
P∑
p=1
αp(t)δ(τ − τp(t)) (5.1)
where t and τ are the time and delay variables respectively, P is the number
of paths, and αp(t) and τp(t) are the time-varying complex attenuation and
delay of the pth path, respectively. We assume that the scattering sources are
in the far field of both the transmit and receive antenna arrays such that the
propagating waves can be modeled as plane waves. The complex attenuation
of the pth path can thus be defined as
αp(t) =
Rp∑
r=1
βr,pe
jωr,pt (5.2)
where Rp is the number of rays in the pth path, ωr,p is the radian Doppler
frequency of the rth ray in the pth path, j =
√−1 and βr,p is the complex
amplitude of the rth ray in the pth path. The model in (5.2) can be ex-
tended to a MIMO channel with N transmit and M receive antennas via the
introduction of transmit and receive array structures, giving
Hp(t) =
Rp∑
r=1
βr,par(θr,p)a
T
t (φr,p)e
jωr,pt (5.3)
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Summing (5.3) over the clusters and taking the Fourier transform in the delay
domain, we obtain the frequency response of the MIMO channel as
H(t, f) =
P∑
p=1
Hp(t)e
−j2pifτp
=
P∑
p=1
Rp∑
r=1
βr,par(θr,p)a
T
t (φr,p)e
jωr,pt−j2pifτp (5.4)
where f is the frequency variable. Assuming symbol duration Tsamp and
subcarrier spacing ∆f , the sampled frequency response is given by
H(q, k) =
P∑
p=1
Rp∑
r=1
βr,par(θr,p)a
T
t (φr,p)e
jqνr,p−jkηp (5.5)
where q = 0, · · · , Q − 1 and k = 0, · · · , K − 1 are the time and subcarrier
indices, respectively. In (5.5) νr,p = ωr,pTsamp and ηp = 2pi∆fτp are the
normalized radian Doppler frequency and delay, respectively. Equation (5.5)
will be referred to as the Cluster Based Model (CBM) and will form the basis
for the development of the cluster based prediction method in Section 5.4.
Combining indices p and r in (5.5), we obtain
H(q, k) =
Z∑
z=1
βzar(θz)a
T
t (φz)e
jqνz−jkηz (5.6)
where Z =
∑P
p=1 Rp is the total number of propagating rays. Each ray is
characterized by the parameter set {βz, θz, φz, νz, ηz}. We assume that no
two rays share a common parameter set, but different rays may have one or
more equal parameters. Note that in practical scenarios, (5.6) has a finite
support in the transmit angular, Doppler, delay and receive angular domains
since the multipath parameters are bounded.
We now describe different formulations of the model in (5.6), where we
progressively remove restrictions on the array structure.
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5.1.1 DOD/DOA Model
The first model is based on the assumption that the array response vectors ar
and at are explicit functions of the directions of arrival (DOA) and directions
of departures (DOD) [110] as shown in (5.6). Similar to Section 4.1, we will
consider systems with uniform linear arrays (ULA) at both ends of the link
such that the transmit and receive steering vectors are given by (4.7) and
(4.8), respectively.
5.1.2 Transmit Spatial Signature Model (TSSM)
Following a similar procedure as in Section 4.1.2, the TSSM equivalent of
(5.6) can be expressed as
H(q, k) =
Z∑
z=1
ar(µ
r
z)s
T
z e
jqνz−jkηz (5.7)
5.1.3 Matrix Spatial Signature Model (MSSM)
Similar to the TSS model, the MSSM [110] replaces the product of the array
steering vectors by an N×M unstructured matrix spatial signature, S, giving
H(q, k) =
Z∑
z=1
Sze
jqνz−jkηz (5.8)
A summary of the number of parameters required for each model and de-
pendence on number of antenna elements is shown in Table 5.1. We assume
that Q temporal samples and K frequency samples of the channel frequency
response matrix are available by transmitting known training sequences or
from other channel estimation approaches. The estimated CSI matrix at
time instant q for the kth subcarrier is defined as
Hˆ(k, q) = H(k, q) + N(k, q) (5.9)
where N(k, q) ∈ CN×M is a matrix of complex Gaussian random variables
that accounts for channel estimation errors.
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Table 5.1: MIMO Model Parametrization and Dependence on Number of
Antennas
Model Structural Param. Amp. Real Param.
DOD/DOA {µrz, µtz, νz, ηz}Zz=1 {R(βz), I(βz)}Zz=1 6Z
TSSM {µrz, νz, ηz}Zz=1 {R(sz), I(sz)}Zz=1 Z(2M + 3)
MSSM {γz, ηz}Zz=1 {R(Sz), I(Sz)}Zz=1 2Z(NM + 1)
CBM {{µrr,p, µtr, νr,p}Rpr=1, ηp}Pp=1 {R(βr,p), I(βr,p)}Rpr=1}Pp=1 5Z + P
5.2 Data Transformation
Having described the channel model variations for the development of the
prediction schemes, we now present the data preprocessing necessary for the
extraction of the parameters from available channel observations.
5.2.1 DOD/DOA Transformation
As shown in (5.6), the DOD/DOA model is characterized by 4Z structural
parameters {µrz, µtz, γz, ηz}Zz=1 and Z complex amplitudes. Extraction of these
parameters from the channel observations requires a four dimensional array
data structure. Let h(q, k) = vec[H(q, k)] ∈ CNM×1 be a vector obtained
by stacking the columns of H(q, k). Using (5.6) and the properties of the
Kronecker product, it can be shown that
h(q, k) =
Z∑
z=1
βz(ar(µ
r
z)⊗ at(µtz)ejqνz−jkηz (5.10)
Note that the transformation in (5.10) combines the receive and transmit spa-
tial dimension of the channel. In order to introduce the temporal dimension,
we define
D(k) = [h(1, k) h(2, k) · · · h(Q, k)] (5.11)
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and form a Hankel matrix by sliding an NM×R rectangular window through
(5.11) to obtain
Dk =

h(1, k) h(2, k) · · · h(R, k)
h(2, k) h(3, k) · · · h(R + 1, k)
...
... . . .
...
h(S, k) h(S + 1, k) · · · h(Q, k)
 (5.12)
where S = Q − R + 1. The frequency dimension of the channel is similarly
introduced by forming a block Hankel matrix from K such matrices to obtain
Xd =

D1 D2 · · · DT
D2 D3 · · · D(T+1)
...
... . . .
...
DU D(U+1) · · · DK
 (5.13)
where U and T are the Hankel matrix size parameters with U = K − T + 1.
The values of S, R, T , and U are selected such that NMSU ≥ Z + 1.
There is, however, a compromise in selecting these: large values of S and U
increases the number of rows in Xd and hence the number of sources that
can be resolved, but this results in small values of R and T which degrades
the accuracy of covariance estimates. Using the model in (5.10) and the
transformations in (5.12) and (5.13), the data in the columns of Xd can be
modeled as
xd(i) =
Z∑
z=1
βza(µ
r
z, µ
t
z, νz, ηz)e
−j(i−1)ηz (5.14)
where a(µrz, µtz, νz, ηz) = (ar(µrz)⊗ at(µtz)⊗ ad(νz)⊗ aτ (ηz)) with
ad(νz) = [1 e
jνz · · · ej(R−1)νz ]T
af(ηz) = [1 e
−jηz · · · e−j(U−1)ηz ]T (5.15)
Defining αz(i) = βze−j(i−1)ηz , (5.14) can be expressed as
xd(i) =
Z∑
z=1
αz(i)a(µ
r
z, µ
t
z, νz, ηz)
= A(µr,µt,ν,η)α(i) (5.16)
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Table 5.2: Wideband MIMO Data Domain and Parameters
Model Data Domain
Receive Transmit Temporal Frequency
DOA/DOD AOA AOD Doppler Shift Delay
TSSM AOA - Doppler shift Delay
MSSM - - Doppler shift Delay
where α(i) = [α1 · · · αZ ] ∈ CZ×1 and A = [a(µr1, µt1, ν1, η1) · · ·
a(µrZ , µ
t
Z , νZ , ηZ)] is a Vandermonde structured steering matrix, with µr,µt,ν
and η defined as Z × 1 vectors of their respective parameters. It can be seen
that (5.14) corresponds to a four dimensional array data model obtained
by combining the transmit spatial, temporal, frequency and receive spatial
dimensions of the wideband MIMO channel. A summary of the dimensions
considered by each model and the corresponding parameters is shown in
Table 5.2.
5.2.2 TSS Transformation
As shown in (5.8) and Table 5.1, parameterizing the TSSM requires 3Z struc-
tural parameters {µrz, γz, ηz}Zz=1. We will here derive a data structure that
allows joint extraction of these parameters from (5.7). Using the Q tempo-
ral samples, we start by forming a block Hankel matrix for each frequency
sample,
Bk =

H(1, k) H(2, k) · · · H(R, k)
H(2, k) H(3, k) · · · H(R + 1, k)
...
... . . .
...
H(S, k) H(S + 1, k) · · · H(Q, k)
 (5.17)
Note that (5.17) combines the receive spatial and temporal property of the
channel into one dimension corresponding to the columns of Bk. In order to
include the frequency dimension of the wideband channel, we form another
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block Hankel matrix from (5.17) as
Xt =

B1 B2 · · · BT
B2 B3 · · · BT+1
...
... . . .
...
BU BU+1 · · · BK
 (5.18)
Based on the transformations in (5.17) and (5.18), the data in the columns
of Xt is given by
xt(i) = A(µ
r,ν,η)α(i) (5.19)
where A(µr,ν,η) is defined as.1
A(µr,ν,η) = Ar(µ
r) Ad(ν) Af(η) (5.20)
where Ar and Ad are the Vandermonde matrices in (4.27) and (4.29), respec-
tively. Af is defined as
Af =

1 1 · · · 1
ejη1 ejη2 · · · ejηZ
...
... . . .
...
ej(Rd−1)η1 ej(Rd−1)η2 · · · ej(Rd−1)ηZ
 (5.21)
5.2.3 MSS Transformation
The MSSM is parametrized by 2Z structural parameters and NMZ complex
amplitude parameters. Extraction of these parameters from the channel
requires a two-dimensional datum. Similar to (5.11), we form a Hankel matrix
Ck =

hT (1, k) hT (2, k) · · · hT (R, k)
hT (2, k) hT (3, k) · · · hT (R + 1, k)
...
... . . .
...
hT (S, k) hT (S + 1, k) · · · hT (Q, k)
 (5.22)
1For simplicity of notation, we use a common variable for the array steering matrix in
all three models. The precise definition is obvious from the context.
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Note that the columns of Ck correspond to S temporal measurements of the
channel and can be modeled as
ck(i) =
Z∑
z=1
αz(i)ad(νz) (5.23)
where ad(νz) is an S dimensional vector defined in (5.15). The data in (5.23)
provides information about the Doppler shifts of the channel. The frequency
structure of the channel can be included by forming a block Hankel matrix
Xm analogous to Xd with Dk replaced with Ck. The columns of Xm can be
shown using (5.23) to be
xm(i) =
Z∑
z=1
αz(i)(ad(νz)⊗ aτ (ηz))
= A(ν,η)α(i) (5.24)
As shown in (5.24), Xm corresponds to a two-dimensional datum obtained
by combining the temporal and frequency structure of the channel. The
Doppler shifts and delays of arrival can therefore be extracted jointly using
appropriate parameter estimation algorithms.
5.3 Non-Cluster Based Prediction Methods
We now propose prediction algorithms using the models developed in Section
5.1 and the transformed data derived in Section 5.2. We will henceforth
refer to the algorithms as Wideband-Multidimensional ESPRIT based MIMO
CHAnnel Predictor (WIMEMCHAP), and use the acronyms for the models
as prefixes to distinguish the schemes. For example, the algorithm based on
TSSM will be called TSSM-WIMEMCHAP and so on. Note that although
the algorithms are based on the same idea of parametric modeling, they differ
in the model, dimension of parameter estimation and number of amplitude
and structural parameters to be estimated.
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5.3.1 DOD/DOA-WIMEMCHAP
Consider the transformed data model in (5.12) and (5.14). Since the array
steering matrix A is equivalent to a product of four Vandermonde matrices,
the invariance structure in A can be utilized to estimate the parameters
of the channel. Motivated by the accuracy and computational efficiency of
the ESPRIT algorithm [158], we propose an adaptation of multidimensional
extension of ESPRIT to jointly extract the parameter sets {µrz, µtz, γz, ηz}Zz=1
and apply the parameter estimates to extrapolate the channel. As in the
narrowband schemes of Chapter 4, the prediction algorithm can be divided
into the following stages:
• covariance matrix estimation,
• estimate of the number of paths and subspace decomposition,
• joint parameter estimation,
• channel extrapolation.
We will now describe the above stages of the algorithm.
Covariance Matrix Estimation
In the presence of estimation or measurement noise, the model in (5.14)
becomes
xˆd(i) = A(µ
r,µt,ν,η)α(i) + n(i) (5.25)
where n(i) models the effects of N in (5.5). The covariance matrix (contain-
ing the spatial, temporal and frequency correlations) can be estimated from
(5.25) as
Cˆd =
1
RT
RT∑
i=1
xˆd(i)xˆd(i)
H
= A(µr,µt,ν,η)CααA(µ
r,µt,ν,η)H + σ2I (5.26)
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where Cαα = 1RT
∑RT
i=1αα
H is the covariance matrix of the amplitude pa-
rameters. Cˆd can be expressed in terms of Xˆd in (5.11) as
Cˆd =
1
RT
XˆdXˆ
H
d (5.27)
Number of Paths Estimation and Subspace Decomposition
Again, we utilize the MMDL [85] to estimate the number of paths as
Zˆ = arg min
z=1,··· ,NMSU−1
RT log(λz) +
1
2
(z2 + z) logRT (5.28)
where λz are the eigenvalues of Cˆd. Once Zˆ has been estimated, the eigen-
value decomposition of Cd can be expressed as
Cd = [Es En]
[
Λs
Λn
][
EHs
EHn
]
= EsΛsE
H
s + EnΛnE
H
n (5.29)
where Es and Λs are the signal subspace eigenvectors and the associated
eigenvalues, respectively. The noise subspace eigenvectors and eigenvalues
are contained in En and Λn, respectively.
Parameter Estimation
We now outline the process of obtaining the parameter sets {µrz, µtz, γz, ηz}Zˆz=1
in Table 5.1. In order to explore the invariance structure [158] in the Van-
dermonde structured space-time-frequency manifold matrix, A, we define the
selection matrices {Jdi,Jri,Jti,Jfi}2i=1 analogous to those in (4.129). Similar
to (4.130), we form the invariance equations
Jr2Es = Jr1EsΦr
Jt2Es = Jt1EsΦt
Jd2Es = Jd1EsΦd
Jf2Es = Jf1EsΦf (5.30)
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where Φr, Φt, Φd and Φf are defined analogously to (4.82). We minimize
the squared error of the equations in (5.30) to obtain
Φr = ((Jr2Es)
H(Jr2Es))
−1(Jr2Es)H(Jr1Es) (5.31)
Φt = ((Jt2Es)
H(Jt2Es))
−1(Jt2Es)H(Jt1Es) (5.32)
Φd = ((Jd2Es)
H(Jd2Es))
−1(Jd2Es)H(Jd1Es) (5.33)
Φf = ((Jf2Es)
H(Jf2Es))
−1(Jf2Es)H(Jf1Es) (5.34)
Estimates of the AOAs, AODs, Doppler shifts and delays could be obtained
directly from the solutions of (5.31)–(5.34) followed by an additional pairing
stage. In order to achieve automatic pairing of the estimates, we utilize the
MEVD [141]. Defining
Υ = Φr + Φt + Φd + Φf (5.35)
we perform eigenvalue decomposition of Υ to obtain the common eigenvectors
of the four matrices in the sum
Υ = ΣΛΣ−1 (5.36)
The diagonal eigenvalue matrices are then obtained using
Ξr = Σ
−1ΦrΣ (5.37)
Ξt = Σ
−1ΦtΣ (5.38)
Ξd = Σ
−1ΦdΣ (5.39)
Ξf = Σ
−1ΦfΣ (5.40)
where Ξr = eig(Φr), Ξt = eig(Φt), Ξd = eig(Φd) and Ξf = eig(Φf). Finally,
estimates of the parameters are evaluated from (5.37)-(5.40) as
µˆr = − arg(diag(Ξr)) (5.41)
γˆ = arg(diag(Ξd)) (5.42)
µˆt = − arg(diag(Ξt)) (5.43)
ηˆ = − arg(diag(Ξf)) (5.44)
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Complex Amplitude Estimation
We assume that the complex amplitude of each path is equal for all antenna
pairs, which is reasonable considering the separation of gain βz from array
dependent steering vectors ar and at in (5.6). The complex amplitudes can
therefore be estimated via a least square fit to the known channel. Using the
Vandermonde structure of A and (5.6), we form the following equation for
the first entry of Hˆ in (5.9) for the first subcarrier
hˆ11(1)
hˆ11(2)
...
hˆ11(Q)
 =

1 · · · 1
ejνˆ1 · · · ejνˆZˆ
... . . .
...
ej(Q−1)νˆ1 · · · ej(Q−1)νˆZˆ


β1
β2
...
βZˆ
+

n(1)
n(2)
...
n(Q)
 (5.45)
which can be written in matrix form as
hˆ11 = Wˆβ + n (5.46)
β can be obtained via a regularized LS solution of (5.46) as
βˆ = (WˆHWˆ + σI)WˆHhˆ11 (5.47)
where σ is the regularization parameter chosen to minimize the effects of
errors in Wˆ on the estimation. For the rest of this thesis σ is chosen empir-
ically as 10−5. Note that although (5.47) gives an estimate of the complex
amplitudes, our preliminary simulations show that improved estimates can
be obtained by using more entries of Hˆ in the estimation. We therefore
generalize (5.46) as
hˆnm = Wˆnmβ + n ∀n ∈ [1, N ] m ∈ [1,M ] (5.48)
with Wˆnm defined as
Wˆnm = v
r
n  Wˆ  vtm (5.49)
where  denotes the Khatri-Rao product, and vrn is defined as
vrn =
[
ej(n−1)µ
r
1 ej(n−1)µ
r
2 · · · ej(n−1)µrZˆ
]
(5.50)
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vtm is defined analogously. We combine the NM equations in (5.48) and solve
for βˆ as
βˆ = (WˆHDWˆD + σI)Wˆ
H
D hˆ (5.51)
where hˆ =
[
hˆT11 hˆ12 · · · hˆNM
]
and WˆD =
[
Wˆ11 Wˆ12 · · · WˆNM
]T
.
It should be noted that the choice of using (5.47) or (5.51) is a compromise
between complexity and accuracy, since the improved amplitude estimates
in (5.51) is achieved at the cost of increased computational complexity. We
will utilize (5.51) for our analysis in this chapter.
Channel Prediction
Once the parameters of the model have been estimated, the time-varying
frequency selective channel is predicted via
H˜(q, k) =
Zˆ∑
z=1
βˆzar(µˆ
r
z)a
T
t (µˆ
t
z)e
jqνˆz−jkηˆz (5.52)
5.3.2 TSSM-WIMEMCHAP
Unlike the DOD/DOA-WIMEMCHAP approach, the TSSM-WIMEMCHAP
involves 3D parameter estimation. The steps involved in the TSSM-WIMEMCHAP
approach are described below.
Covariance Matrix Estimation
The covariance matrix, containing the receive spatial, temporal and fre-
quency correlations, is estimated from (5.16) as
Ct =
1
MRT
XˆtXˆ
H
t (5.53)
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Number of Paths Estimation and Subspace Decomposition
We again estimate Z using the MMSE-MDL criterion in (5.28) and eigende-
compose Ct as
Ct = EsΛsE
H
s + EnΛnE
H
n (5.54)
Parameter Estimation
Extraction of the parameter sets {µrz, γz, ηz}Zˆz=1 requires a 3D estimation
procedure. Similar to (4.98), we form the following 3D selection matrices
Jr1 = IS ⊗ IU ⊗ J1r
Jr2 = IS ⊗ IU ⊗ J2r
Jd1 = IS ⊗ J1d ⊗ IN
Jd2 = IS ⊗ J2d ⊗ IN
Jf1 = J1f ⊗ IU ⊗ IN
Jf2 = J2f ⊗ IU ⊗ IN (5.55)
Using the selection matrices in (5.55), we form 3D invariance equations anal-
ogous to (5.30) and solve (5.32)–(5.34), (5.35), (5.36), (5.38)–(5.40) and
(5.42)–(5.44) to obtain the parameter estimates.
TSS Estimation
The TSS can be similarly obtained via a least square approach. We as-
sume that the TSS of the scattering sources are equal for all subcarriers
and use the channel for the first subcarrier in the estimation2. Let sm =
[s1(m) s2(m) · · · sZˆ(m)]T be a vector containing the mth entry of the
TSS for all paths. Using (5.7), we obtain
hˆm = Wˆms
m + n ∀m ∈ [1,M ] (5.56)
2The accuracy of the TSS estimation may be improved by incorporating all of the
pilot subcarriers. However, the computational complexity will scale with the number of
subcarriers.
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where hˆm = [hˆ1m(1), hˆ1m(2), · · · , hˆ1m(Q), · · · , hˆNm(Q)]T and Wˆm is defined
as
Wˆm = Ar  Wˆ (5.57)
where Ar is the receive array steering matrix defined for the ULA in (4.27).
We solve (5.56) using the least square approach and estimate the TSS for
each path as
sˆz = [sˆ
1(z) sˆ2(z) · · · sˆM(z)]T (5.58)
Channel Prediction
Extrapolation of the channel using the TSSM-WIMEMCHAP is obtained
from
H˜(q, k) =
Zˆ∑
z=1
ar(µˆ
r
z)sˆ
T
z e
jqνˆz−jkηˆz (5.59)
5.3.3 MSSM-WIMEMCHAP
This approach involves estimation of the Doppler shifts and delays, which
can be achieved via a 2D estimation procedure. This method is essentially
an extension of the SISO schemes in [118] to MIMO channels. A summary
of the steps in the prediction is given below.
Covariance Matrix Estimation
The time-frequency covariance matrix is estimated using
Cm =
1
NMRT
XˆmXˆ
H
m (5.60)
Number of Paths Estimation and Subspace Decomposition
We estimate the number of paths using the MMSE-MDL criterion in (5.28)
with the eigenvalues of CM. The eigendecomposition of CM can thus be
expressed as
CM = EsΛsE
H
s + EnΛnE
H
n (5.61)
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Parameter Estimation
Extraction of the parameter sets {γz, ηz}Zˆz=1 requires 2D estimation and four
selection matrices Jd1, Jd2, Jf1 and Jf2 defined analogously to (4.73). We
solve (5.33)–(5.34), (5.35)–(5.36), (5.39)–(5.40) and (5.43)–(5.44) to obtain
the parameter estimates.
MSS Estimation
Let snm = [S1(n,m) S2(n,m) · · · SZ(n,m)]T ∈ CZ×1 be a vector con-
taining the (n,m)th entry of the MSS for all paths. Using (5.7), it can be
easily shown that
hˆnm = Wˆ11snm + n (5.62)
for n ∈ [1, N ] and m ∈ [1,M ]. For all antenna pairs, we find the least square
solution sˆnm to (5.62) and compute the MSS for the zth path as
Sˆz =

sˆ11(z) sˆ12(z) · · · sˆ1M(z)
sˆ21(z) sˆ22(z) · · · sˆ2M(z)
...
... . . .
...
sˆN1(z) sˆN2(z) · · · sˆNM(z)
 (5.63)
Channel Prediction
Finally, channel prediction using the MSSM-WIMEMCHAP is achieved using
H˜(q, k) =
Zˆ∑
z=1
Sˆze
jqνˆz−jkηˆz (5.64)
5.4 Cluster Based Prediction Method
In Section 5.3, we presented algorithms for the prediction of pilot based wide-
band MIMO channels. While the proposed methods show reasonable per-
formance for environments with few number of scatterers, the performance
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degrades with increasing number of paths. In order to effectively model the
channel, recent standards use the concept of ray clustering where rays are
grouped into paths based on their delays. The idea of ray clustering can also
be utilized to increase the number of resolvable rays in channel parameter
estimation. Consider the WINNER channel model for example, where rays
within a cluster/path share a common delay [3]. By separating estimation
of the common parameter (i.e., delays) from that of other parameters, the
number of estimated parameters is decreased by (Rp − 1)P 3. An alternative
prediction method based on the clustering concept in recent standardized
channel models is proposed in this section. We will refer to the cluster
based approach which has been published in [16] as CBM–WIMEMCHAP.
Given the model in (5.5) and the KQ channel estimates in (5.7), as shown
in Fig. 5.1, the proposed algorithm estimates the cluster delays, jointly es-
timates the spatial and temporal parameters of each cluster and applies the
estimated parameters to predict future states of the channel.
5.4.1 Cluster Parameter Estimation
The cluster parameter estimation stage involves estimating the number of
clusters and cluster delays using the channel frequency correlations followed
by estimation of the cluster impulse responses. We form a Hankel matrix
using the K frequency domain pilot channel frequency responses for each of
the Q time symbols as
Dˆ(i) =

hˆT (i, 1) hˆT (i, 2) · · · hˆT (i, Sf )
hˆT (i, 2) hˆT (i, 3) · · · hˆT (i, Sf + 1)
...
... . . .
...
hˆT (i, Tf ) hˆ
T (i, Tf + 1) · · · hˆT (i,K)
 (5.65)
3For the urban macro NLOS scenarios with a total of 400 rays grouped into 20 clusters,
this corresponds to a reduction of the number of parameters to be estimated from 2400 to
2020.
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Figure 5.1: Block diagram of the proposed cluster based channel prediction
scheme.
where hˆ(q, k) = vec[Hˆ(q, k)] is the vectorised form of the channel response
obtained by stacking its columns. Sf and Tf = K − Sf + 1 are the Hankel
matrix size parameters which determine the size of the covariance matrix and
the number of correlation averages. Tf is chosen such than Cmax < Tf < K4.
The frequency correlation matrix averaged over the Nt time domain pilots is
obtained as
Cˆf =
1
NMQSf
Q∑
i=1
Dˆ(i)Dˆ(i) (5.66)
4We assume that the maximum number of clusters Cmax is known apriori. This is
reasonable since Cmax is determined by the propagation environment.
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Number of Clusters Estimation
As in the previous methods, we propose to utilize the MMDL [85] for esti-
mating the number of clusters,
Cˆ = arg min
1≤u≤Nf−1
NMQSf log(λu) +
1
2
(u2 + u) log(NMQSf ) (5.67)
where λu, u = 1, · · · , Nf , are the eigenvalues of Cˆf .
Cluster Delay Estimation
Similar to the SISO estimation and prediction algorithms in [205, 214], we
propose an ESPRIT [158] based approach for the cluster delay estimation
stage of the prediction scheme. Letting Es be the signal subspace matrix
containing the eigenvectors corresponding to the Cˆ largest eigenvalues of
Cˆf , we form two subarray matrices with maximum overlap as
Es1 = [INf−1 0]Es
Es2 = [0 INf−1]Es (5.68)
where INf−1 ∈ R(Nf−1)×(Nf−1) is the identity matrix and 0 is a (Nf − 1)× 1
vector of zeros. We form the 1D invariance equation as
Es1Φ = Es1 (5.69)
where Φ ∈ CNf×Nf is a subspace rotation matrix whose eigenvalues give the
normalized delay estimates. Equation (5.69) can then be solved in the least
square sense to obtain
Φ = (EHs1Es1)
−1EHs1Es2 (5.70)
If {µc}Cˆc=1 are the Cˆ eigenvalues of Φ, the delay of the cth cluster is estimated
as
τˆc =
arg[µc]
2pi∆f
(5.71)
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Scattering Co-efficient Estimation
Once the cluster delays have been estimated, an estimate of the Cˆ×Q matrix
Hnm containing the scattering coefficient for the channel between the mth
receive and nth transmit antenna is obtained using the least square solution
as
Hˆnm = (FHF + ηI)−1FHˆnm (5.72)
where η is the regularizing parameter introduced to minimize the effects of
cluster delay estimation error on the solution of (5.72). F is theK×Cˆ Fourier
transform matrix with [F]a,b = exp(−j2pia∆fτb) and Hˆnm is a K×Q matrix
containing the estimated frequency domain pilot channel between the mth
receive and nth transmit antenna elements over the Q pilot symbol periods.
Estimates of the MIMO channel response for the cth cluster at the qth time
instant is obtained from the solutions of (5.72) as
Hˆc(q) =

Hˆ11(c, q) Hˆ12(c, q) · · · Hˆ1M(c, q)
Hˆ21(c, q) Hˆ22(c, q) · · · Hˆ2M(c, q)
...
... . . .
...
HˆN1(c, q) HˆN2(c, q) · · · HˆNM(c, q)
 (5.73)
5.4.2 Joint Angle and Doppler Estimation
Given the estimates in (5.73) and the model in (5.59), the AOA, AOD and
Doppler shifts can be jointly extracted for the rays within each of the Cˆ
clusters. Although this stage is similar to the parameter estimation stage
of the DOD/DOA-MEMCHAP in Section 4.4.4, we briefly summarize the
estimation procedure for clarity. Using the Q estimates in (5.73), we estimate
the spatio-temporal correlation matrix for the cth cluster as
Cˆct =
1
St
(
DˆcDˆ
H
c
)
(5.74)
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where Dˆc is a NMTt × St Hankel matrix defined as
Dˆc =

hˆc(1) hˆc(2) · · · hˆc(St)
hˆc(2) hˆc(3) · · · hˆc(St + 1)
...
... . . .
...
hˆc(Tt) hˆc(Tt + 1) · · · hˆc(Nt)
 (5.75)
and hˆc(q) is the NM × 1 vector obtained by stacking the columns of Hˆc(q),
Tt = Q− St + 1.
Number of Rays Estimation
The number of rays Rc is estimated as Rˆc using the MMSE-MDL given in
(5.68) with the eigenvalues of Cˆf replaced with the eigenvalues of Cˆct and K
with Q.
ESPRIT Based Angle and Doppler Estimation
Let Es be the signal subspace matrix containing the eigenvectors correspond-
ing to the Rˆc largest eigenvalues of Cˆct . The parameters {µrr,p, µtr,p, νr,p}Rpr=1 ∀p =
1, · · · , Pˆ are then estimated from Es via a 3D ESPRIT procedure analogous
to that described in Section 4.4.4.
Complex Amplitude Estimation
Once the parameters of the rays within each of the clusters have been esti-
mated, estimation of the complex amplitudes βr,p of (5.5) can be achieved by
minimizing the MSE. Let hˆp11 be the 1×Q vector obtained from the pth row
of H11. The complex amplitudes of the rays in the pth cluster are obtained
from5
βˆp = (G
H
p Gp + ηI)
−1Gphˆ
p
11 (5.76)
5To minimize algorithm complexity, we consider the single entry amplitude estimation.
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Table 5.3: Propagation Channel Parameters (Scenario I)
Path Parameters
βz θz φz τz (ns) νz(rad/s)
1 -0.76+0.074j 0.49 -2.90 0 185.10
2 -0.76+0.30j -1.89 0.99 60 -462.10
3 -1.41+0.14j -2.48 2.99 75 497.31
4 0.16-1.15j -1.88 1.46 145 -331.90
5 0.37-0.82j -2.66 2.05 150 208.61
6 -0.33+1.04j -0.02 -1.60 155 -156.92
where βˆp = [βˆ1,p, · · · , βˆRˆp,p]T and the Q×Rˆp Vandermonde structured matrix
Gˆp is defined as
Gˆ1 =

1 · · · 1
ejν1,p · · · ejνRˆp,p
... . . .
...
ej(Q−1)ν1,p · · · ej(Q−1)νRˆp,p
 (5.77)
5.4.3 Channel Prediction
Having estimated the parameters of the doubly selective channel, prediction
of the channel is achieved by substituting the parameters into the model for
the desired frequency and temporal instants. The predicted CSI is thus
H(q, k) =
Pˆ∑
p=1
Rˆp∑
r=1
βr,par(µˆ
r
r,p)a
T
t (µˆ
t
r,p)e
j(qνˆr,p−kηˆp) (5.78)
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5.5 Performance Evaluation
In this section, we evaluate the performance of the proposed schemes. After
describing the performance metrics and simulation parameters, we evaluate
the parameter estimation accuracy, followed by the overall prediction perfor-
mance.
5.5.1 Performance Metrics
The overall performance of the prediction schemes is evaluated using Monte
Carlo simulations with synthetic data and compared with prediction error
bounds in Section 8.1.2. The normalized mean square error (NMSE) is used
as the performance metric. We first define the normalized square error (NSE)
over a single realization of the channel as
NSE(q, k) =
||H˜(q, k)−H(q, k)||2F
E [||H(q, k)||2F ]
(5.79)
The expectation in (5.79) is approximated over the available temporal and
frequency samples.
The performance of the parameter estimation stage is evaluated in terms
of the root mean square error (RMSE) defined, for a generic variable x, as
RMSE(xˆ) =
√√√√ 1
Nc
Nc∑
c=1
(x− xˆc)2 (5.80)
where Nc denotes the number of channel and/or noise realizations and xˆc
is the estimate of x during the cth realization. The NMSE and RMSE are
obtained by averaging (5.79) and (5.80) over 500 realizations of the channel
and/or noise. The RMSE is compared with the square root of the CRB (i.e.,
diagonal entries of the inverse of (8.40)).
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5.5.2 Simulation Parameters
We consider a MIMO–OFDM system with bandwidth B = 20MHz, Nsc =
1024 subcarriers including K = 64 equally spaced pilot subcarriers. The
transmit and receive antenna arrays are both 2-element arrays with inter-
antenna spacing dr = dt = λ/2. We consider a carrier frequency of fc =
2.1GHz and mobile velocity of v = 50 km/h. Except where otherwise stated,
we use 50 samples at a sampling rate of 10/λ. In order to investigate the
effects of noise and/or parameter distribution on the algorithm performance,
we consider two methods of generating the channel parameters βz, θz, φz, νz.
In simulation Scenario I, these are fixed to values given in Table 5.3 for
all realizations of H in (5.6). In simulation Scenario II, they are randomly
generated for each channel realization. The amplitudes are generated as
complex Gaussian distributed random variables, βz ∼ CN (0, 1). The angles
of arrival and departure are assumed to be uniformly distributed, i.e., θz, φz ∼
U [−pi, pi). In both cases, the path delays are selected from the Urban macro
(UMA) scenario in the WINNER II/3GPP channel [106], given in Table 5.3.
Unless otherwise stated, we consider a 6-path channel with parameters in
Table 5.3 and the error is averaged over 500 noise realizations. .
5.5.3 Parameter Estimation Performance
Since Doppler frequency and delay estimation are part of all the methods,
we present results showing the accuracy of their estimates in each algorithm.
Figure 5.2 presents the RMSE of Doppler estimates versus SNR with 50 and
100 known samples of the channel. We observe that the performances of the
three methods improves with increasing number of samples and approaches
the bound as the SNR increases. Also, we note that the DOD/DOA method
outperforms the TSSM and MSSM methods at all SNR values and that the
MSSM method yields the highest RMSE. A possible reason for this is the
additional channel structure revealed by sampling in a higher number of
dimensions. Similar observations are made in Fig. 5.3, where we plot the
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RMSE of delay estimates versus SNR.
5.5.4 Prediction Performance
We now evaluate the overall prediction performance of the proposed meth-
ods. Figures 5.4–5.6 correspond to simulation Scenario I. Figure 5.4 presents
the NMSE versus prediction horizon (in wavelengths) at an SNR of 15 dB.
The negative values of the prediction horizon correspond to the estimation
stage. Again, we observe that the DOD/DOA outperforms TSSM and MSSM
methods. In Fig. 5.5, we plot the corresponding cumulative distribution func-
tion (CDF) of the normalized square error (NSE) at a prediction interval of
1λ. The DOD/DOA method has the lowest NSE for all realizations followed
by the TSSM. We also observe that utilizing the spatial information in pa-
rameter estimation and prediction in the DOD/DOA and TSSM results in a
decrease of about 12 dB relative to MSSM.
The effects of increasing SNR on the performance of the proposed schemes
is shown in Fig. 5.6 where we plot the NMSE versus SNR for a prediction
horizon of 1λ. As expected, as a consequence of improved parameter esti-
mation, the performance of the algorithms improves with increasing SNR.
We observe that the performance of the DOD/DOA and TSSM methods ap-
proaches the bound as SNR increases with the DOD/DOA having the lowest
NMSE over the entire SNR range considered. This agrees with observations
in [110] where it was shown that the prediction error bound obtained from
the DOD/DOA model is lower than that for the vector spatial signature
model.
We now present results for simulation Scenario II. In Fig. 5.7, we present
the NMSE versus prediction horizon at an SNR of 15 dB. Here, we observe
that the averaged performance of all methods degrades when compared to
Scenario I. However, the performance of the DOD/DOA and TSSM schemes
are still reasonable with a maximum NMSE of about -12 dB for the TSSM and
-22 dB for the DOD/DOA over the 15λ prediction horizon shown. We observe
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that the MSSM performs poorly with an NMSE of approximately 4.8 dB
over the entire region considered. A possible explanation for the increase in
NMSE is that unlike in simulation Scenario I, certain channel realizations
have parameters which are closer than the resolution limit of the parameter
estimation stage, leading to reduced parameter estimation and prediction
performance. The CDF of the NSE corresponding to the mean results in
Fig. 5.7 at a prediction interval of 1λ is shown in Fig. 5.8.
Finally, the CDF of the prediction error of the DOD/DOA for different
number of propagation paths is presented in Fig. 5.9. We observe that the
performance of the algorithm degrades with increasing number of paths.
5.5.5 Prediction Performance with WINNER II Model
In this section, we evaluate the performance of the cluster based predic-
tion compared to the DOD/DOA-WIMEMCHAP using the two scenarios
of the WINNER II channel model [106] described in Section 2.4.3 with the
simulation parameters in Section 5.5.2. Except where stated otherwise, we
consider a MIMO-OFDM system with parameters given in Section 2.4.3.
Figure 5.10 shows the prediction NMSE versus prediction horizon (in wave-
lengths) at SNR = 10 dB. We observe that the cluster based approach out-
performs the non-cluster based method for the C2 (NLOS urban macro-cell)
and B2 (NLOS urban micro-cell) scenarios. A plausible explanation for the
performance difference is that, while the number of resolvable rays in the
non-cluster based approach is much less than the total number of rays (i.e.,
400 in C2 and 300 in B2) in the channel, estimation of the parameters of the
clusters separately in the cluster based scheme results in increased number
of resolvable paths. As a consequence of the higher number of clusters in
the C2 channel, the algorithm produces a higher NMSE than that for the
B2 channel. Similar observations are made in Fig. 5.11, where we plot the
corresponding CDF of NSE at a prediction horizon of 2λ.
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5.6 Summary
In this chapter, we have presented different parametric schemes for the predic-
tion of mobile MIMO-OFDM channels. The predictors are based on different
formulations of the double directional model and original adaptation of mul-
tidimensional ESPRIT to jointly extract the channel parameters. Numerical
simulations indicate that the performance of the algorithms approaches the
error bound with increasing SNR and/or number of samples. We have quan-
tified the parameter estimation and channel prediction improvement afforded
by the spatial structure of the channel revealed by multiple sampling of the
wavefield. The method utilizing both transmit and receive spatial informa-
tion (DOD/DOA-WIMEMCHAP) outperform those with only receive spatial
information (TSSM-WIMEMCHAP), and no spatial information (MSSM-
WIMEMCHAP).
An alternative approach utilizing the concept of clustering in recent stan-
dardized channel models is also proposed. The scheme estimates the cluster
delay and scattering coefficients via a 1D ESPRIT approach and utilizes a
3D ESPRIT based scheme to jointly estimate the angles of arrival, angles of
departure and Doppler shifts. The estimated parameters are then used to
extrapolate the channel using the model. Simulation results using the indus-
try standard 3GPP/WINNER II spatial channel model show that the cluster
based algorithm offers improved prediction performance over the DOD/DOA
non-cluster based approach.
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Figure 5.2: RMSE of Doppler fre-
quency estimates versus SNR.
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Figure 5.3: RMSE of delay estimates
versus SNR.
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Figure 5.5: The CDF of NSE for a
horizon of 1λ at SNR = 15 dB.
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Figure 5.10: NMSE versus prediction
length at SNR = 10 dB.
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6
Mobile to Mobile Channel
Prediction
6.1 Introduction
Mobile-to-mobile (M-to-M) land wireless communication channels arisewhen both the transmitter and receiver are moving and are equipped
with low elevation antenna elements. For instance, a moving vehicle in a
given location might communicate with one or more mobile vehicles in other
locations. These systems have potential applications in traffic safety, rescue
squad communication, congestion avoidance, etc. An international wireless
standard, IEEE 802.11p, also referred to as Wireless Access in Vehicular En-
vironments (WAVE) [4] has been developed. Based on WiFi technology, this
standard is proposed for both mobile-to-mobile and mobile-to-infrastructure
traffic applications.
In order to cope with the challenge of developing and evaluating the
performance of current and future M-to-M wireless communication systems,
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several research results have been published on the modeling of single-input
single-output (SISO) M-to-M channels. In [21, 22], the statistical properties
of such channels were investigated based on models for the channel impulse
response and the transfer function. The authors of [194] present results
on the temporal correlation properties and Doppler power spectral charac-
teristics in 3D M-to-M propagation environments. In [127, 129], a model-
ing technique based on ray-tracing was used to model the vehicle-to-vehicle
propagation channels. The proposed channel impulse responses capture the
channel statistics in terms of time series and can therefore be used directly
for link and system level simulations. Results based on measurement for
outdoor-to-outdoor, outdoor-to-indoor and wideband M-to-M wireless chan-
nels have also been presented in [9, 104, 128]. Simulation models for SISO
M-to-M channel were presented in [48]. These results have shown that, as
a result of the increased mobility, the fading statistics of M-to-M channels
differ significantly from classical fixed-to-mobile (F-to-M) channels.
Recently, modeling of M-to-M channels with multiple antenna elements
at both ends of the link has received considerable research attention. In
[81, 146], the statistical model for SISO M-to-M channel was extended to
MIMO M-to-M channels. The authors modeled the scattering environment
around the mobile transmitter and receiver using the classical two-ring ge-
ometrical channel model. Simulation models were developed for MIMO M-
to-M channels in [219]. In [220, 221], the 2D M-to-M models in [219] were
extended to the modeling of 3D propagation scenarios. The authors of [47]
proposed techniques for the computation of channel parameters for MIMO
transmission channels with dual mobility. The schemes developed were based
on a Rayleigh fading channel envelope with non-isotropic scattering. Com-
prehensive reviews of existing channel models, measurement campaigns and
other aspects of MIMO M-to-M channel modeling can be found in [134].
Although multipath parameter estimation and channel state prediction
has been thoroughly addressed for F-to-M MIMO channels (see e.g [10, 17,
143, 189, 193]), there exist very few publications (to the best of the authors’
144
CHAPTER 6. MOBILE TO MOBILE CHANNEL PREDICTION
knowledge) applicable to M-to-M MIMO systems. In [222], a maximum
likelihood approach for MIMO M-to-M channel parameter estimation was
developed. The computational burden and dependence on the channel model,
however, makes the scheme unsuitable for practical applications. In [217,
218], schemes for the estimation of mobile velocities and direction of motion
were proposed for SISO M-to-M channels. The proposed scheme is however
limited to the two-ring model and extension to MIMO channels is still an
open problem.
In this chapter, we extend our prediction concept of Chapter 4 to M-to-M
channels.The content of this chapter has been published in part [15].
6.2 Channel Models
This section presents the Rayleigh fading narrowband MIMO M-to-M chan-
nel model considered in this paper along with a parametrized model for
M-to-M parameter estimation and prediction.
6.2.1 MIMO Mobile-to-Mobile Channel Model
We consider a MIMO M-to-M wireless system with M transmit and N re-
ceive antenna elements. Fig. 6.1 shows an illustration of M-to-M propagation
in a typical urban and suburban environment. The transmitter and receiver
are assumed to be moving with velocities vt and vr, respectively. It is further
assumed that both are equipped with low elevation omnidirectional anten-
nas. As shown in Fig. 6.1, a signal will arrive at the receiver after undergoing
scattering and reflection in all directions by local objects near the transmit-
ter and receiver as well as distant scattering objects. We assume a NLOS
propagation environment, and so the complex Rayleigh faded channel for a
SISO link is modeled as [21, 22]
h(t) =
P∑
p=1
αpe
j[(ωtp+ω
r
p)t+p] (6.1)
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Figure 6.1: A 3 × 3 MIMO Mobile to Mobile wireless propagation channel
characterized by local scatterers and distant scattering sources.
where αp is the amplitude for the pth path, p is the pth path phase param-
eter assumed to be uniformly distributed on [0, 2pi) and P is the number of
propagation paths. In (6.1), ωtp and ωrp are the radian Doppler shifts resulting
from the mobility of the transmitter and receiver, respectively, and are given
by
ωtp =
2pi
λ
vt sin(ϑ
t
p) (6.2)
ωrp =
2pi
λ
vt sin(ϑ
r
p) (6.3)
where ϑtp is the angle between the direction of departure of the pth path and
the transmitter direction of motion. ϑrp is the corresponding angle at the
receive array and λ is the carrier wavelength. As can be seen from (6.1), the
received signal will experience Doppler frequency shifts due to the mobility
of both the transmitter and receiver. The dual mobility in M-to-M channels
result in more rapid temporal variation of the fading envelope when compared
to classical mobile cellular systems with fixed transmitters. It should be noted
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that the sum of sinusoids model commonly used for SISO prediction studies
(see e.g [45, 57, 60, 190]) is a special case of (6.1) with vt = 0. The model
in (6.1) can be extended to M-to-M communication channels with multiple
antennas at both ends of the link by introducing the receive and transmit
spatial structure, giving
H(t) =
P∑
p=1
αpar(θp)a
T
t (φp)e
j[(ωtp+ω
r
p)t+p] (6.4)
where ar(θp) and at(φp) are the array geometry dependent receive and trans-
mit steering vectors, respectively, while θp and φp are the angles of arrival
and departure of the pth path relative to the array broadside, respectively.
For a ULA, the receive array steering vector is as given in (4.6).
6.2.2 Parametrized Model
We now reduce the MIMO M-to-M channel prediction problem to a multidi-
mensional sinusoidal parameter estimation problem. In doing so, we define
βp = αpe
jp (6.5)
and
ωp = ω
t
p + ω
r
p
=
2pi
λ
(vt sin(ϑ
t
p) + vr sin(ϑ
r
p)) (6.6)
We will henceforth refer to βp as the complex amplitude of the pth path and
ωp as the effective radian Doppler frequency. Substituting (6.5) and (6.6)
into (6.4), we obtain
H(t) =
P∑
p=1
βpar(θp)a
T
t (φp)e
jωpt (6.7)
As in the previous chapters, the parameters βp, θp, φp and ωp are assumed
constant over the region of interest Assuming that the CSI is sampled at
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Tsamp, by applying a parametrization similar to that in (4.8), (6.7) can be
expressed as
H(k) =
P∑
p=1
βpar(µ
r
p)a
T
t (µ
t
p)e
jkνp (6.8)
where µrp and µtp are spatial frequencies which are related to the AOA and
AOD, respectively and νp = ωpTsamp is the normalized Doppler frequency.
We assume that K estimates
Hˆ(k) = H(k) + N(k) (6.9)
are available for estimating the parameters of the channel.
6.3 Parameter Estimation and CSI Prediction
As shown in (6.8), prediction of the M-to-M channel require extraction of the
structural parameters {µrp, µtp, νp}Pp=1 and complex amplitudes {βp}Pp=1 which
can be achieved using the DOD/DOA-MEMCHAP described in Section 4.4.4.
6.3.1 Mobile Velocities Estimation
A simple scheme for the extraction of the mobile velocities from the estimated
multipath parameters is presented in this subsection. Given the Pˆ estimates
of normalized parameters νˆp, µˆrp and µˆtp, we estimate the channel parameters
thus
ωˆp =
νp
Tsamp
θˆp = sin
(
µˆrp
2pidr
)
φˆp = sin
(
µˆtp
2pidt
)
(6.10)
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Using the estimates in (6.10) and (6.6), we form the Pˆ equations
ωˆ1
ωˆ2
...
ωˆPˆ
 =

cos(φ1) cos(θ1)
cos(φ2) cos(θ2)
...
...
cos(φPˆ ) cos(θPˆ )

[
V tmax
V rmax
]
(6.11)
where V tmax and V rmax denote the maximum Doppler frequencies of the trans-
mitter and receiver, respectively. Solving (6.11) yields estimates of the max-
imum Doppler frequencies as
Vˆmax = (E
HE)−1EHωˆ (6.12)
where ωˆ = [ωˆ1 · · · , ωˆKˆ ]T , Vˆmax = [Vˆ tmax Vˆ rmax]T is a vector containing the
Doppler frequencies and E is the Kˆ×2 matrix in (6.11). The mobile velocities
can then be calculated from the Doppler estimates using
vˆt =
cVˆ tmax
2pifc
vˆr =
cVˆ rmax
2pifc
(6.13)
where c is the speed of light and fc is the carrier frequency.
6.4 Numerical Simulations
In this section, we evaluate the performance of the M-to-M prediction ap-
proach for different propagation scenarios. After a description of the sim-
ulation parameters in Section 6.4.1, the NMSE prediction performance is
evaluated in Section 6.4.2. Finally, the performance of the velocity estima-
tion method is discussed in Section 6.4.3.
6.4.1 Simulation Parameters
We consider a ULA at both the transmitter and the receiver. The carrier
frequency for the transmission is fc = 2.0GHz and the velocities of the
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transmitter and receiver are, respectively, vt = 25 km/h and vr = 50 km/h.
The fading amplitudes βp are generated as complex Gaussian distributed
random variables, βp ∼ CN (0, 1). The angles of arrival and departure are
assumed to be uniformly distributed i.e., θp,φp ∼ U [−pi, pi). Except where
otherwise stated, the prediction is based on L = 100 samples with a sampling
interval of Tsamp = 2ms.
6.4.2 Prediction Performance Evaluation
We consider a scenario with P = 8 paths1. In Fig. 6.2, we plot the time
varying amplitude and phase of the actual and predicted channel for the first
entry of a 2×2 MIMO M-to-M system at SNR = [5, 20]dB. We observe that
the proposed algorithm yields very good prediction of both the amplitude
and phase of the channel at both SNR values except for instances of deep
fades. We also observe that while the instant of deep fades and peaks are
accurately predicted at SNR= 20 dB, the predicted deep fades at 5 dB have a
small time lag (< 1ms) when compared to the actual channel. As expected,
the predicted phase of the channel are also more accurate at 20 dB. The pre-
diction performance is quantified in Fig. 6.3 where we present the normalized
mean square prediction error and error bound versus prediction horizon for
a 2 × 2 MIMO channel at SNR = [5, 20] dB. As expected, the prediction
error increases with the prediction interval and decreases with SNR. We ob-
serve that the performance of the proposed method is closer to the bound
at SNR = 20 dB. In Fig. 6.4, we show the CDF of the normalized squared
prediction error at τ = 10ms. The CDF curves clearly show that as SNR
increases, the NMSE of the proposed algorithm decreases.
In Fig. 6.5, we plot the NMSE and NMSEB versus SNR for different
numbers of antenna elements and prediction horizon of τ = 10ms. We
observe that increasing the number of transmit and receive antenna elements
offers more information about the propagation channel and thus decreases the
1It has been shown in [27] that outdoor environments are characterized by few dominant
scatterers and that the channel can be described by 3–8 distinct paths.
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NMSE at all SNR values for the prediction horizon considered, with a greater
impact at low SNR. We also observe that for a 2 × 2 M-to-M channel, the
performance of the proposed method approaches the lower bound as the SNR
increases. The corresponding CDFs of normalized square error are shown in
Fig. 6.6, which confirms the results for mean error values in Fig. 6.5.
The effects of the estimation length L on the prediction performance is
shown in Fig. 6.7. We observe at SNR = 10 dB, K = 100 is required to
approach the NMSEB, with a much greater number needed at lower SNR.
Approaching the NMSEB as the number of samples increases is expected
since subspace based schemes are asymptotic maximum likelihood estima-
tors. A similar observation is made in Fig. 6.8, where we present the CDF
of normalized square error at τ = 10ms in . Finally, we illustrate the effect
of transmitter and receiver velocity on the prediction NMSE at an interval
of τ = 10ms in Fig. 6.9. It shows that as the transmitter and/or receiver
velocity increases, the prediction NMSE decreases. This is intuitively satis-
fying since increased velocity results in longer spatial distance over the same
training interval, thereby revealing more structure of the channel.
6.4.3 Mobile Velocity Estimation Error
The performance of the proposed mobile velocity estimation algorithm de-
scribed in Section 6.3.1 is evaluated in terms of the root mean squared error
(RMSE) defined as
RMSE(vt/r) =
√√√√ 1
C
C∑
c=1
(vt/r − vˆt/r(c))2 (6.14)
where C is the number of Monte Carlo simulations. In Figure 6.10, we plot
the RMSE versus SNR for both the transmit and receive mobile velocity
estimation and compare with the square root of the CRB on velocity esti-
mates. As expected, the RMSE decreases and approaches the bound with
increasing SNR. Finally, Figure 6.11 shows the effect of the number of prop-
agation paths on the velocity estimation accuracy. As shown in the figure,
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increasing the number of paths, P from 2 to 4 decreases the RMSE. How-
ever, the RMSE increases for P > 4. A plausible explanation for this is that
although an increase in the number of paths is expected to improve the accu-
racy of the least square velocity estimation method, the parameter estimates
become less accurate as the number of paths increases. This shows that the
performance of the velocity estimation stage is dependent on the accuracy
of the channel parameter estimates with more accurate parameter estimates
leading to improved velocity estimation accuracy.
Finally, we illustrate the effect of the transmitter and receiver velocity on
the averaged RMSE performance in Fig. 6.12, where we plot the averaged
velocity estimation RMSE versus SNR for different values of vt and vr. We
observe that an increase in velocity increases the RMSE at low SNR values.
However, the RMSE values when normalized by the total velocity are of the
same order of magnitude for all velocity values plotted.
6.5 Summary
In this chapter, we extended our narrowband prediction method to MIMO
M-to-M wireless communication channels. Starting with a statistical model
for M-to-M channels, we derived a parametrized model for jointly estimating
the AOA, AOD and effective Doppler frequency shifts via a 3D extension
of the ESPRIT algorithm as in the DOD/DOA-MEMCHAP. We proposed a
simple and efficient scheme for the estimation of mobile velocities. Simulation
results show that the M-to-M prediction method approaches the prediction
error bound with increasing SNR and/or number of samples in the measured
segment.
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Figure 6.2: A plot of the actual and predicted channel of a 2 × 2 MIMO
M-to-M system at SNR = [5, 20] dB.
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Figure 6.3: NMSE versus horizon.
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Figure 6.4: The CDF of NSE for a
horizon of 10ms.
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Figure 6.5: NMSE versus SNR.
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Figure 6.10: RMSE versus SNR with
K = 2.
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7
Application to Polarized MIMO
Channels
A dual polarized MIMO antenna configuration is a promising techniquefor current and future wireless systems as it offers improved spectral
efficiency (under the same spacing constraints) over single polarized MIMO.
In this chapter we investigate the prediction of polarized narrowband MIMO
channels and evaluate the benefits of polarization diversity [105] on the pre-
diction performance. We extend our prediction concept of Chapters 4 and
5 to the extrapolation of narrowband and wideband MIMO channels with
polarization diversity, respectively. The contents of this chapter have been
presented in part in [17].
7.1 Channel Models
In this section, we present a brief review of the standardized WINNER II
channel model and a parametrization of the model on which the parametric
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(a) ±45 (b) 0/pi/2
Figure 7.1: Polarized MIMO Antenna Configurations: (a) Slanted 45 config-
uration and (b) VV/HH configuration.
prediction of the polarized channel is based.
7.1.1 2D Polarized MIMO Spatial Channel Model
Consider a narrowband MIMO system as shown with a ULA of dual-polarized
antenna pairs (see Fig. 7.1) at both the BS and MS. Assuming that the
BS and MS arrays have N and M antenna pairs, respectively and that the
propagation environment is characterized by P stationary far field scatterers,
the channel between the nth transmit and mth receive antenna pair is given
by [3]
hm,n(t) =
P∑
p=1
[
X nt,v
X nt,h
]H [
ejΦ
vv
p
√
κpe
jΦvhp
√
κpe
jΦhvp ejΦ
hh
p
]
×
[
Xmr,v
Xmr,h
]
ej{(n−1)µ
r
p+(m−1)µtp+ωpt} (7.1)
where [Φvvp ,Φvhp ,Φhvp ,Φhhp ] ∼ U(−pi, pi) are the random initial phases of the pth
path for the four polarization components. X nt,v and X nt,h are the nth transmit
antenna element field patterns for the vertical and horizontal polarizations,
respectively. Xmr,v and Xmr,h are themth receive antenna element field patterns.
The cross polarization discrimination (XPD) for the pth path κp = 10X/10,
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(where X ∼ N (σ, u)), is assumed to be log-Normal distributed1. ωp =
v cos(θp−ϑv)
λ
is the Doppler shift of the pth path. Finally, v, ϑv and λ are
the mobile speed, direction of motion and wavelength, respectively. If (for
example) the BS and MS have ideal dipole antennas tilted at % from the
vertical axis and the antenna polarization leakage effects were to be neglected,
the antenna field pattern for the pth path would be given by [171]
XR =
[
XR,v
XR,h
]
=
[
cos %
sin % cos θ
]
(7.2)
7.1.2 Parametrized Prediction Model
In order to characterize the spatial structure and polarization diversity of
the polarized MIMO channel, a matrix representation of the model in (7.1)
is required. Collecting the 4NM channels in (7.1) into a matrix, we obtain
H(t) =

h1,1(t) h2,1(t) · · · h2N,1(t)
h2,1(t) h2,2(t) · · · h2N,2(t)
...
... . . .
...
h2M,1(t) h2M,2(t) · · · h2M,2N(t)
 (7.3)
Note that each 2× 2 submatrix of H(t) corresponds to the channel between
one antenna pair at the receiver and another pair at the receiver. Using the
model in (7.1), it can be shown that the 2M × 2N polarized MIMO channel
impulse response (7.3) is given by
H(t) =
P∑
p=1
SHt (φp)GpSr(θp)ejωpt (7.4)
where
Gp =
[
gvvp g
vh
p
ghvp g
hh
p
]
∈ C2×2 (7.5)
1The path XPD can also be modeled as a distance dependent random variable as given
in [59]. This dependence is however, not considered in this thesis.
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is the polarimetric weight matrix. Sr(θp) ∈ C2×2M is the receive polarized
array steering matrix defined as
Sr(θp) = ar(θp)⊗
[
cos %1 cos %2
sin %1 cos θp sin %2 cos θp
]
(7.6)
where %1 and %2 are the slant angles and |%1 − %2| = pi/2 and the array
steering vectors ar(θp) and at(φp) are defined in (4.7) and (4.8), respectively.
Assuming that the sampling interval is Tsamp, the sampled channel at the k
time instant is thus
H(k) =
P∑
p=1
SHt (φp)GpSr(θp)ejkνp (7.7)
As in the previous chapters, the parameters Gp, θp, φp and νp are assumed
constant over the region of interest. We also assume that K samples of the
CSI matrix are available and we denote the estimated CSI matrix at time
instant k as
Hˆ(k) = H(k) + W(k) (7.8)
where W(k) ∈ C2M×2N is a complex Gaussian random variable.
7.1.3 2D Polarized Wideband MIMO Model
We consider a pilot based wideband MIMO system with ULA of dual-polarized
antenna pairs at both the BS and mobile station (MS). We assume that the
BS and MS arrays hasM andN antenna pairs respectively and that the prop-
agation environment is characterized by P distinct paths each characterized
by a set of quasi–static parameters, Θp = [Gp, θp, φp, νp, τp]. Introducing the
delay information into (7.4) yields
H(t, τ) =
P∑
p=1
SHt (φp)GpSr(θp)ejωptδ(τ − τp) (7.9)
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The frequency response of the channel is obtained via a Fourier transforma-
tion of (7.9) as
H(t, f) =
P∑
p=1
SHt (φp)GpSr(θp)ej{ωpt−ωτp} (7.10)
Assuming that the system has adequate cyclic extension and symbol timing,
the sampled frequency response at the q symbol period for the kth subcarrier
is
H(q, k) =
P∑
p=1
SHt (φp)GpSr(θp)ej{qνp−kηp} (7.11)
where ηp = ∆fωp is the normalized delay. It should be noted that νp and τ
are upper bounded by νmax and τmax (i.e., 0 ≤ νp < νmax and 0 ≤ τp < τmax)
where νmax and τmax are the maximum Doppler shift an maximum delay,
respectively.
7.2 Polarized Narrowband MIMO Prediction
Given the K estimates of the channel and the model in (7.7), our aim is to
estimate the parameters of the polarized MIMO channel and use the esti-
mated parameters for the prediction of the CSI into the future. The different
stages involved in the proposed prediction algorithm are presented in this
section.
7.2.1 Data Preprocessing and Covariance Matrix Esti-
mation
In order to jointly estimate the parameters of the channel using ESPRIT,
we need to transform the CSI matrix such that the invariance structure
requirement is satisfied. In a dual-polarized antenna configuration however,
two elements in a pair occupy the same position and as such each multipath is
received at the two elements without any delay/phase shift. The invariance
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structure is therefore only satisfied by corresponding elements of different
pairs and not of the same pair. Consequently, the invariance structure is
not satisfied. To progress we form four subsets (corresponding to the four
polarization components) from the CSI matrix, given by
Dˆij(k) =

hˆi,j(k) hˆi,j+2(k) · · · hˆi,mj(k)
hˆi+2,j(k) hˆi+2,j+2(k) · · · hˆi+2,mj(k)
...
... . . .
...
hˆni,j(k) hˆni,j+2(k) · · · hˆni,mj(k)
 (7.12)
where hˆi,j(k) is the (i, j)th entry of Hˆ(k), ni = (2N + i − 2) and mj =
(2M + j − 2) and i, j = 1, 2. The submatrices in (7.12) correspond to the
four possible polarization combinations in a dual polarized MIMO channel.
This is to ensure that entries of the submatrices are phase shifted versions of
each other as required for parameter extraction using ESPRIT [158]. Letting
dˆij(k) = vec[Dˆij(k)] be the vectorized form of Dˆij(k), obtained by stacking
its column, we form an NMR×L Hankel matrix for each subset denoted by
Qˆij =

dˆij(1) dˆij(2) · · · dˆij(L)
dˆij(2) dˆij(3) · · · dˆij(L+ 1)
...
... . . .
...
dˆij(R) dˆij(R + 1) · · · dˆij(K)
 i, j = 1, 2 (7.13)
where L = K − R + 1 and R is chosen such that NMR ≥ P + 1. The
data in Qˆij is equivalent to L observations from an N ×M ×R three dimen-
sional antenna array. It should however be noted that the data is obtained
by combining the receive spatial, temporal and transmit spatial samples of
the channel. The spatio-temporal covariance matrix averaged over the four
polarization components is then estimated using2
Cˆ =
1
4L
2∑
i=1
2∑
j=1
(QˆijQˆ
H
ij ) (7.14)
2Averaging of the covariance matrix over the polarization combinations results in a
better estimate of the covariance matrix and hence parameter estimates.
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This matrix includes the covariance between every possible pair of transmit
antenna, temporal virtual array (resulting from the transformation in (7.13))
antenna element and receive antenna.
7.2.2 Subspace Dimension Estimation
As in the previous chapters, we estimate the number of dominant paths
using the MMDL criterion. Let λˆ1 ≥ λˆ2 ≥ · · · ≥ λˆNMR be the eigenvalues
of Cˆ in descending order of magnitude, and eˆ1, eˆ2, · · · , eˆNMR the associated
eigenvectors. The estimate of the number of paths is obtained from
Pˆ = arg min
p=1,··· ,NMR−1
MMDL(p) (7.15)
where the MMSE-MDL criterion MMDL(p) is defined as [85]
MMDL(p) = L log(λp) +
1
2
(p2 + p) logL (7.16)
7.2.3 Joint Parameter Estimation
We arrange the Pˆ eigenvectors corresponding to the largest eigenvalues of Cˆ
into a matrix E = [eˆ1, · · · , eˆPˆ ] and form the following invariance equations3
Jr2E = Jr1EΦr
Jt2E = Jt1EΦt
Jd2E = Jd1EΦd (7.17)
where Φr, Φt and Φd are subspace rotation matrices which are related to the
channels parameters as in (4.82) and Jxi; i = 1, 2 are the selection matrices
defined analogous to (4.97). The equations in (7.17) are then solved in a
3These equations are analogous to the 1-D ESPRIT equation S1E = S2EΦ [158] where
S1 and S2 remove the first and last rows of E respectively and Φ is the 1-D subspace
rotation matrix.
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least square sense to obtain estimates of the rotation matrices. The MEVD
is then used to enable automatic pairing of the estimates thus
Φ = Φr + Φt + Φd
= TΛT−1 (7.18)
where T is the common eigenvector matrix and Λ is a diagonal matrix con-
taining the eigenvalues of Φ. The Pˆ eigenvalues for each dimension are then
computed using
Λr = diag[T
−1ΦrT]
Λt = diag[T
−1ΦtT]
Λd = diag[T
−1ΦdT] (7.19)
The parameter estimates for the pth path are given by
θˆp = asin
(− arg[Λr(p)]
2piδr
)
φˆp = asin
(
arg[Λt(p)]
2piδt
)
νˆp = arg[Λd(p)] (7.20)
7.2.4 Polarimetric Weights Estimation
We assume that the complex polarimetric weights for all antenna pairs are
equal. This assumption is reasonable considering the separation of polariza-
tion effects from path attenuation in (7.1) and the small spacing between
antenna elements. In order to derive a model for the weight estimation prob-
lem, we divide the channel matrix into 2× 2 sub-matrices as follows
Hˆnmsub(k) =
[
hˆ2n−1,2m−1(k) hˆ2n−1,2m(k)
hˆ2n,2m−1(k) hˆ2n,2m(k)
]
(7.21)
For clarity reasons, we first derive a model for the first sub-matrix followed
by a generalization to the other submatrices. Using (7.21), the first 2 × 2
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submatrix of the channel matrix is obtained as
Hˆ11sub(k) =
[
hˆ1,1(k) hˆ1,2(k)
hˆ2,1(k) hˆ2,2(k)
]
(7.22)
It can be shown from (7.1) that the entries of Hˆ11sub are defined as
hˆi,j(k) =
P∑
p=1

cos %i cos %j
cos %i sin %j cosφp
cos %i sin %j cos θp
sin %i sin %i cos θp cosφp

T 
gvvp
ghvp
gvhp
ghhp
 ej(k−1)νp + w(k) (7.23)
This can be expressed as
hˆi,j(k) =
P∑
p=1
uijp gpe
j(k−1)νp + w(k) (7.24)
The definitions of uijp follows from (7.23). Collecting the K known samples
into a vector hˆi,j = [hˆi,j(1), · · · , hˆi,j(K)]T , we obtain
hˆij =
P∑
p=1
(fp ⊗ uijp )gp + w (7.25)
where fp = [1 ejνp · · · ej(K−1)νp ]T and w is the noise vector. A matrix
representation for (7.25) is thus
hˆij = Fijg + wij i, j = 1, 2 (7.26)
where Fij = [f1 ⊗ uij1 , · · · , fP ⊗ uijP ] ∈ CK×4Pˆ and g = [gT1 ; · · · ; gTPˆ ] ∈ C4Pˆ×1
is a vector containing the polarimetric weights for all scattering sources. We
combine the four equations in (7.26) to obtain
h = Fg + w (7.27)
where h = [h1,1 h1,2 h2,1 h2,2]T ∈ C4K×1 and F = [F11 F12 F21 F22]T ∈
C4K×4Pˆ and solve (7.27) using regularized least squares to obtain estimates
of the polarimetric weights
gˆ = (FHF + ηI)−1FHh (7.28)
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where η is a regularizing parameter that improves the robustness of the pre-
dictor by reducing sensitivity to errors in the estimation of F. As in the
previous chapters, η was chosen empirically to be 10−5 in this chapter. It
should be noted that for complexity reasons, we utilize only a submatrix of
the entire channel matrix for estimating the complex weights in this this chap-
ter, the entire matrix can be utilized for the estimation as in Section 4.4.4.
The complexity of the complex weight estimation stage will increase by an
order of NM/2.
7.2.5 CSI Prediction
Once the parameters of the channel are estimated, the extrapolation of the
polarized MIMO CSI is achieved by substituting the estimated multipath
parameters into the model for the desired prediction horizon. The predicted
CSI is thus
H(k) =
Pˆ∑
p=1
SHt (φˆp)GˆpSr(θˆp)ejkνˆp (7.29)
7.3 Polarized Wideband MIMO Prediction
In Section 7.2, we presented a scheme for the extrapolation of narrowband
MIMO channels with polarized antenna arrays. A similar approach for
wideband polarized channels is derived in this section. Since the source
number and parameter estimation stages are similar to the DOD/DOA-
WIMEMCHAP in Section 5.3.1, we only summarized the data transfor-
mation, polarimetric weights estimation and CSI prediction stages in this
section.
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7.3.1 Data Transformation
Analogous to (7.12), we define CSI submatrices for each polarization pair
thus
Dˆij(q, k) =

hˆi,j(q, k) hˆi,j+2(q, k) · · · hˆi,mj(q, k)
hˆi+2,j(q, k) hˆi+2,j+2(q, k) · · · hˆi+2,mj(q, k)
...
... . . .
...
hˆni,j(q, k) hˆni,j+2(q, k) · · · hˆni,mj(q, k)
 (7.30)
Letting dˆ(q, k) = vec[Dˆij(q, k)], we form an NMR × L Hankel matrix for
each subset at every frequency location
Qˆij(q) =

dˆij(1, q) dˆij(2, q) · · · dˆij(L, q)
dˆij(2, q) dˆij(3, q) · · · dˆij(L+ 1, q)
...
... . . .
...
dˆij(R, q) dˆij(R + 1, q) · · · dˆij(K, q)
 i, j = 1, 2 (7.31)
where L = K − R + 1. The data in Qˆij(q) corresponds to L observations
from a three dimensional array. It should however be noted that the data
is obtained by combining the receive and transmit spatial correlation and
temporal structures of the channel. The frequency structure is introduced
by forming a NMRV × LU block Hankel matrix from (7.31) as
Xˆij =

Qˆij(1) Qˆij(2) · · · Qˆij(U)
Qˆij(2) Qˆij(3) · · · Qˆij(U + 1)
...
... . . .
...
Qˆij(V ) Qˆij(V + 1) · · · Qˆij(Q)
 i = 1, 2 (7.32)
7.3.2 Covariance Matrix Estimation
The estimate of the covariance matrix is defined as
Cˆ =
1
4LU
2∑
i=1
2∑
j=1
(XˆijXˆ
H
ij ) (7.33)
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7.3.3 ESPRIT Based Joint Parameter Estimation
After estimating the number of paths, P , using the MMDL criterion, the
spatial frequencies µr, and µr, as well as the normalized Doppler frequencies
and delays are estimated by solving (5.30)–(5.44). Estimates of the AOA
and AOD are then obtained from the corresponding spatial frequency using
θp = asin
(
µr(p)
2piδr
)
φp = asin
(
µt(p)
2piδt
)
(7.34)
7.3.4 Polarimetric Weight Estimation and CSI Predic-
tion
We assume that the complex polarimetric weights for all transmit and receive
antenna pairs at all subcarriers are equal. The complex weight matrices can
therefore be estimated from the first 2× 2 submatrix of the channel transfer
function at the first pilot subcarrier following a similar procedure as presented
in Section 7.2.4. The doubly selective polarized channel is then predicted by
substituting the estimated parameters into (7.11).
7.4 Numerical Simulation
The performance of the polarized prediction is evaluated in this section, and
compared with error bound derived in Section 8.2. We consider a narrowband
system with parameters shown in Table 7.1. As in the previous chapters, the
NMSE is used as the performance metric. In Figure 7.2, we present the
NMSE as a function of the prediction horizon at different SNR values. As
expected, the performance improves with increasing SNR and the NMSE is
closer to the error bound at higher SNR values. The corresponding CDF of
NSE at a prediction interval of 2λ is shown in Figure 7.3.
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Table 7.1: Simulation Parameters
Parameter Value
Number of antenna pairs (BS,MS) N/M = 2, 4
BS antenna spacing 1/2λ
MS antenna spacing 1/2λ
Number of Sources 6
Carrier frequency 2.1GHz
Mobile Velocity 50 km/h
AOD U [0, 2pi)
AOA U [0, 2pi)
Sampling Interval 2ms
Training length 50,100
Dual Polarized Antenna Orientation ±pi/4, 0/pi/2
The effect of noise and number of antenna pairs on the prediction perfor-
mance is shown in Figure 7.4, where we plot the NMSE and error bound for
a prediction horizon of 1λ as a function of SNR. The NMSE decreases with
increasing SNR and/or number of transmit and receive antenna pairs. We
observe that, for the 2× 2 system, the NMSE approaches the bound closely
at high SNR. Figure 7.5 presents the CDF of NSE for a prediction horizon
of 1λ. It also shows that increased SNR and/or number of antenna pairs
improves the performance.
In Figure 7.6, we plot the NMSE versus number of samples,K in the train-
ing segment for different prediction horizons. We observe that the NMSE de-
creases with increasing number of samples. However, no significant decrease
is observed for K ≥ 150. A similar trend is observed in Figure 7.7, where we
present the CDF of NSE for different values of K.
Finally, we illustrate the effect of antenna orientation (slant angles) on the
prediction performance in Figures 7.8–7.9. In Figure 7.8, we plot the NMSE
as a function of prediction horizon for antenna slant angles of ±pi/4 and
0, pi/2. We observe that the 0, pi/2 configuration offers better performance
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when compared to the ±pi/4. A plausible explanation for this is that the
information at the elements of an antenna pair in the ±pi/4 configuration are
more correlated compared to the 0, pi/2 and as such provide less additional
information. A similar observation is made in Figure 7.9 where we plot the
CDF for a prediction length of 1λ.
7.5 Conclusion
We have extended the prediction schemes in Chapters 4 and 5 to polarized
narrowband and wideband MIMO channels. The additional information of-
fered by the polarization diversity is incorporated into the schemes to im-
prove parameter estimation and CSI prediction accuracy. The performance
of the polarized CSI prediction scheme is compared to the error bound (see
Section 8.2 for derivation of the error bound.) and results shows that the per-
formance of the scheme approaches the bound with increasing SNR and/or
training length. The antenna orientation also affects the performance with
antennas oriented at 0, pi/2 offering better performance than those with ±pi/4
slant angles. It should be noted that although the 0, pi/2 antenna orienta-
tion offer better prediction performance, more study may be neccessary to
determine its suitabilty for polarization diversity since current commercial
practices only use the ±pi/4 configuration.
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Figure 7.2: NMSE versus horizon for
a ±pi/4 2× 2 channel.
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Figure 7.3: The CDF of NSE for a
horizon of 1λ.
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for % = ±pi/4.
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Figure 7.5: NSE CDF for varying
number of antenna elements.
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ples, K on the NMSE at SNR= 10 dB.
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8
Bounds on the Prediction of
Mobile MIMO Channels
In the previous chapters, we have developed schemes for the prediction ofnarrowband as well as wideband MIMO wireless channels. Extensions
to polarized MIMO channels and Mobile-to-mobile (M-to-M) systems have
also been presented. However, to the authors’ knowledge, there exists no
closed form expression that relates CSI prediction error to predictor design
parameters such as number of antennas, number of samples in the observation
segment, number of paths and SNR.
In [35, 190], bounds on the prediction error in SISO channels were derived.
The authors of [205] derived an asymptotic error bound on the prediction
of SISO-OFDM channels. Bounds on the prediction of narrowband MIMO
channels were studied in [189]. Bounds on the interpolation of MIMO–OFDM
channels were derived in [108] using a vector formulation of the Cramer–
Rao bound for a function of parameters. Similar bounds for estimation and
prediction were proposed in [109, 110]. Although these bounds are useful
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in their own way, their expressions are not easily interpretable. Moreover,
their dependence on channel parameters necessitates averaging over several
realizations of the channel and this reduces their interpretability.
Motivated by the need for simple, insightful and easily interpretable closed
form expressions relating prediction error to algorithm design parameters,
and the benefits of having bounds upon which the performance of any pre-
dictor can be compared, we make the following contributions in this chapter:
• Using the vector formulation of the Cramer Rao bound for functions
of parameters [97] along with the properties of Kronecker products, we
derive expressions for bounds on the prediction of narrowband MIMO
channels with uniform linear arrays (ULA) at both ends of the link.
Similar expressions are derived for pilot–based wideband MIMO sys-
tems, polarized narrowband and wideband MIMO systems and 3D
propagations. The formulations obtained are simpler and provide an al-
ternative for easier calculation compared to the results of [109, 110, 189].
• We derive a simple closed–form expression for the best achievable mean
square error (MSE) and normalized mean square error (NMSE) for an
unbiased joint estimator and predictor in the asymptotic limit of large
samples and/or many antenna elements. The derived expression pro-
vides useful insights into the development of algorithms for narrowband
MIMO channel prediction. Also, closed–form expressions are derived
for wideband channels and 3D propagation.
• Simulation results show that the asymptotic bound offers a very good
approximation to the bound while eliminating the need for repeated
computation and dependence on channel parameters.
The bounds are applicable to pilot based channel estimation, interpolation
and prediction. The dependence of these bounds on system parameters,
but not on channel parameters, enables them to provide useful insight into
system design considerations. The content of the chapter have been pub-
lished/submitted to [11, 12, 15, 18, 19].
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8.1 MIMO Channel Prediction Error Bound
The prediction error bounds on narrowband MIMO channels as well as wide-
band and 3D channels are presented in this section.
8.1.1 Narrowband Channel
In this section, we derive the lower bound on the prediction MSE for nar-
rowband channels. Although a similar error bound has been derived in [189],
we utilize the properties of Khatri-Rao product to present an alternative,
simplified derivation and expression for the FIM. Our simplified formulation
provide the same results for the error bounds as the expressions in [189].
Channel Model
We consider the ray–based channel model defined for a MIMO channel at
the kth sampling interval:1
H(k) =
P∑
p=1
αpar(µ
r
p)a
T
t (µ
t
p)e
jkνp (8.1)
where P is the number of paths, and αp and νp are the complex amplitude
and normalized radian Doppler frequency of the pth path. The receive and
transmit array response vectors associated with the pth path are denoted by
ar(µ
r
p) and at(µtp), respectively, where µrp and µtp are the angular frequencies
associated with the directions of arrival and departure of the pth path, re-
spectively. Note that while (8.1) is valid for all antenna geometries, we will
consider a ULA such that ar(µrp) is defined by
ar(µ
r
p) = [1 e
−jµrp e−j2µ
r
p · · · e−j(N−1)µrp ]T (8.2)
where µrp = 2piδr sin θp. N is the number of receive antenna elements, δr is
the inter element spacing of the receive array and θp is the angle of arrival
1The same model has been presented in (4.8) and is reproduced here for clarity.
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of the pth path. The transmit array response vector is analogously defined
by replacing N with M and µrp with µtp. A useful representation for our
derivations is the vectorized version of the channel matrices defined as
h(k) =
P∑
p=1
αp(ar(µ
r
p)⊗ at(µtp))ejkνp (8.3)
We assume that, for the purpose of channel prediction, K samples of the
channel are known either from channel estimation or measurement. In prac-
tice, the channel estimates contain some amount of error, w(k) resulting from
noise and interference. The estimated channel can therefore be modeled as
hˆ(k) = h(k) + w(k); z = 0, 1, · · · , K − 1 (8.4)
For convenience, the K measured samples can be collected into an NMK×1
vector hˆ = [hˆT (0) · · · hˆT (K − 1)]T which can be shown using (8.3) to be
hˆ =
P∑
p=1
αp(ar(µ
r
p)⊗ at(µtp)⊗ ad(νp)) + w (8.5)
where ad(νp) = [1 ejνp ej2νp · · · ej(K−1)νp ]T . A matrix representation
of (8.5) is thus
hˆ =
(
Ar(µ
r) At(µt) Ad(ν)
)
α+ w
= Aα+ w (8.6)
where α = [α1 · · · αP ]T and Ar(µr) is the Vandermonde structured steer-
ing matrix defined as
Ar(µ
r) = [ar(µ
r
1) ar(µ
r
2) · · · ar(µrP )] (8.7)
and At(µt) and Ad(ν) are defined analogously.
Prediction Error Bound
Let the parametrization of the channel be represented by
Θ =
[
R(α) I(α) µr µt ν
]
(8.8)
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where µr = [µr1 · · · µrP ], µt = [µt1 · · · µtP ] and ν = [ν1 · · · νP ].
R[·] and I[·] denote the real and imaginary parts of the associated complex
number, respectively. To emphasize dependence on channel parameters, (8.6)
can now be written as
hˆ = A(Θ)α+ w (8.9)
Assuming that w ∼ CN (0, σ2I), the measured data is distributed as hˆ ∼
CN (µh, σ2I), with µh = A(Θ)α. Since the channel represents a non-linear
function of its parameters, the bound on prediction error can be found using
[97]
MSEB(k) = Tr
[
∂hˆ(k,Θ)
∂Θ
H
J−1(Θ)
∂hˆ(k,Θ)
∂Θ
]
(8.10)
where Tr[·] denotes the sum of the diagonal elements of the associated matrix.
MSEB(k) = Tr
[
E[(hˆ(k)− h(k))(hˆ(k)− h(k))H ]
]
, J−1(Θ) is the CRLB on
multiple parameter estimation, J(Θ) is the FIM and the Jacobian in (8.10)
is defined as
∂hˆ(k)
∂Θ
=
[
∂hˆ(k)
∂R(α)
∂hˆ(k)
∂I(α)
∂hˆ(k)
∂µr
∂hˆ(k)
∂µt
∂hˆ(k)
∂ν
]
(8.11)
Using Bangs formula [97], entries of the FIM can be evaluated using
[J(Θ)]ij = Tr
[
C−1
∂C
∂Θi
C−1
∂C
∂Θj
]
+ 2R
[
∂hH
∂Θi
C−1
∂h
∂Θj
]
(8.12)
where C = σ2I is the noise covariance matrix. Since the covariance matrix is
not dependent on the parameters, only the second term of (8.12) is non-zero
and (8.12) reduces to
[J(Θ)] =
2
σ2
R
[
∂h
∂Θ
H ∂h
∂Θ
]
(8.13)
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The first order derivatives with respect to each of the parameter vector are
evaluated as follows
∂h
∂µr
= (Dr At Ad)X
∂h
∂µt
= (Ar Dt Ad)X
∂h
∂ν
= (Ar At Dd)X
∂h
∂R(α)
= (Ar At Ad)
∂h
∂I(α)
= j (Ar At Ad) (8.14)
where X = diag[α] and Dr is defined for the ULA as
Dr =
[
∂ar(µ
r
1)
∂µr1
· · · ∂ar(µ
r
P )
∂µrP
]
= −jFNAr (8.15)
where Fk is a diagonal matrix defined by
Fk = diag[0 1 · · · k − 1] (8.16)
Dt and Dd are defined analogously. Using (8.14), the Jacobian in (8.13) can
now be expressed as
∂h
∂Θ
= [At Ad DrX Ar Dt AdXAr At DdX A jA] (8.17)
which, using the properties of Khatri-Rao and Kronecker products can be
expressed as
∂h
∂Θ
= P4 P3 P2 P1 (8.18)
where
P1 =
[
αT αT αT 11 j1T
]
(8.19)
P2 = [Dr Ar Ar Ar Ar] (8.20)
P3 = [At Dt At At At] (8.21)
P4 = [Ad Ad Dd Ad Ad] (8.22)
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The FIM is thus
[J(Θ)] =
2
σ2
R
[
(P4 P3 P2 P1)(P4 P3 P2 P1)H
]
(8.23)
Using the following property of Khatri-Rao product
(A B)H(A B) = (AHA) (BHB) (8.24)
where  denotes element-wise multiplication, (8.23) can be written as2
[J(Θ)] =
2
σ2
R
[
(PH4 P4) (PH3 P3) (PH2 P2) (PH1 P1)
]
(8.25)
Finally, using (8.25) and (8.10), the prediction MSEB can be computed.
8.1.2 Wideband Channel
This section present a derivation of the error bound on the prediction of
wideband mobile MIMO channel. For clarity, we begin with a brief review
of the PRC based model of Section 5.1.
Channel Model
We consider a wideband ray–based MIMO channel model defined as
H(t, τ) =
P∑
p=1
αpar(µ
r
p)a
T
t (µ
t
p)e
jωptδ(τ − τp) (8.26)
where τp is the delay of the pth path. The frequency response of the channel
is obtained via the Fourier transform of (8.26) as
H(t, f) =
P∑
p=1
αpar(µ
r
p)a
T
t (µ
t
p)e
j(ωpt−fτp) (8.27)
We assume that no two paths share the same parameter set {αp, µrp, µtp, ωp, τp}
but two or more paths may share any subset of the parameter set. Assuming
2Detailed derivations of the bound are given in Section B.1.
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that the system has perfect sample timing and a proper cyclic extension, the
sampled frequency response can be expressed as
H(k, q) =
P∑
p=1
αpar(µ
r
p)a
T
t (µ
t
p)e
j(kνp−qηp) (8.28)
where k and q denote the sample and subcarrier index, respectively. νp =
Tsampωp and ηp = ∆fτp are the normalized Doppler frequency and normal-
ized delay, respectively for symbol period Tsamp and subcarrier spacing ∆f .
We assume that there are Q equally spaced pilot subcarriers in every OFDM
symbol and that K equally spaced pilot symbols are available for the estima-
tion, interpolation and/or prediction. Let Uf = dNsc/Qe and Ut = dNpilot/Ke
denote the frequency spacing (measured in number of subcarriers) between
adjacent pilot subcarrier and temporal spacing (in number of OFDM sym-
bols) between adjacent pilot symbols, respectively. Nsc is the total number of
used subcarriers and Npilot is the number of OFDM symbols in the training
segment. In order to avoid frequency and time domain aliasing, Uf and Ut
are chosen such that
Uf ≤ 1
∆fτmax
(8.29)
and
Ut ≤ 1
2∆tωmax
(8.30)
where τmax and ωmax are the maximum path delay and Doppler frequency,
respectively. We denote the frequency and time indices of the pilots as Fq =
(Q/2− q)Uf ; q = 0, 1, 2, · · · , Q− 1 and Tk = kUt; k = 0, 1, 2, · · · , K − 1,
respectively.
Prediction Error Bound
Using the properties of Kronecker products, the vectorized version of H(k, q)
can be written as
h(k, q) =
(
Ar(µ
r) At(µt)
)
β(k, q) (8.31)
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where
β(k, q) =
[
α1e
j{kν1−qη1} · · · αpej{kνP−kηP }
]
(8.32)
and Ar(µr) and At(µr) are the receive and transmit array steering matrices,
defined analogously to (8.7) for a ULA. We arrange the QK known samples
into the vector
h =
[
hT (1, 1), · · · ,hT (K, 1),hT (1, 2), · · · ,
hT (K, 2), · · · ,hT (1, 3), · · · ,hT (K,Q)] (8.33)
and define Vandermonde matrices Ad and Af as
Ad =

1 · · · 1
ejν1 · · · ejνP
... . . .
...
ej(K−1)ν1 · · · ej(K−1)νP
 (8.34)
and
Af =

1 · · · 1
e−jη1 · · · e−jηP
... . . .
...
e−j(Q−1)η1 · · · e−j(Q−1)ηP
 (8.35)
It can easily be verified that
h = (Ar At Ad Af)β
= Aβ (8.36)
where A = (Ar At Ad Af). Let the parameterization of the wideband
channel be denoted by the (6P + 1)× 1 vector
Θ =
[
σ2, (µr)T , (µt)T ,γT ,ηT ,R(βT ), I(βT )
]T (8.37)
As in the narrowband case, the prediction error covariance can be bounded
by [97]
Ce(k, q) = E[(hˆ(k, q)− h(k, q))(hˆ(k, q)− h(k, q))H ]
≥ ∂h(k, q)
∂Θ
H
J−1(Θ)
∂h(k, q)
∂Θ
(8.38)
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where J−1(Θ) is the lower bound on the estimation of channel parameters,
J(Θ) is the FIM, which can be computed element-wise using (8.5). After
evaluating the derivatives and performing straightforward but tedious sim-
plifications (see Appendix B.3), J(Θ) is obtained as
J(Θ) =
[
KQNM
σ4
0
0T K(Θ)
]
(8.39)
with the Fisher information submatrix defined as
[K(Θ)] =
2
σ2
R
[
(PH5 P5) (PH4 P4) (PH3 P3) (PH2 P2) (PH1 P1)
]
(8.40)
where P1–P5 are defined as
P1 =
[
αT αT αT αT 11 j1T
]
(8.41)
P2 = [Dr Ar Ar Ar Ar Ar] (8.42)
P3 = [At Dt At At At At] (8.43)
P4 = [Ad Ad Dd Ad Ad Ad] (8.44)
P5 = [Af Af Af Df Af Af ] (8.45)
The matrices Dr, Dt, Dd and Df are defined analogous to (8.15). Detail of
the mathematical derivations can be found in Appendix B.3.
8.1.3 3D MIMO Channel Prediction Error Bound
In this Section, we derive expression for the bound on the prediction of 3D
channels. As in Section 4.5, we consider a narrowband system with a UPA
at the BS and a ULA at the MS. Consider the vectorized channel in (4.117)
which can be expressed in matrix form as3
h(k) = (Ar Atx Aty  fd)α (8.46)
3We omit the noise term here for simplicity.
180
CHAPTER 8. BOUNDS ON THE PREDICTION OF MOBILE MIMO CHANNELS
where f(k) = [ejkν1 , ejkν2 , · · · , ejkνP ]. Collecting the K observation vector
into h = [hˆT (0), hˆT (1), · · · , hˆT (K − 1)]T yields
h = (Ar Atx Aty Ad)α
= Aα (8.47)
Denoting the channel parametrization as
Θ = [R(αT ), I(αT ),µTr ,µ
T
tx,µ
T
ty,ν
T ] (8.48)
As in (8.38), the covariance of the 3D channel parameter estimates is bounded
by
CΘΘ ≥ J−1 (8.49)
where
J = −E
[
∂p(h; Θ)
∂Θ
∂p(h; Θ)H
∂Θ
]
(8.50)
which can be computed using (8.5). In order to derive an expression for the
FIM using (8.10), we need to evaluate the Jacobian
∂h
∂Θ
=
[
∂h
∂R(α)
∂h
∂I(α)
∂h
∂µr
∂h
∂µtx
∂h
∂µty
∂h
∂ν
]
(8.51)
Using (8.47) and performing some mathematical simplifications, (8.51) be-
comes
∂h
∂Θ
= [A jA (Dr Atx Aty Ad)Y (Ar Dtx Aty Ad)Y
(Ar Atx Dty Ad)Y (Ar Atx Aty Dd)Y] (8.52)
where Y is the diagonal matrix
Y =

α1 0 · · · 0
0 α2 · · · 0
...
... . . .
...
0 0 · · · αP
 (8.53)
181
8.1. MIMO CHANNEL PREDICTION ERROR BOUND
and Dr is defined as
Dr =
[
∂[Ar]:,1
∂µr1
∂[Ar]:,2
∂µr2
· · · ∂[Ar]:,P
∂µrP
]
=

0 · · · 0
jejµ
r
1 · · · jejµrP
... . . .
...
jej(M−1)µ
r
1 · · · jej(M−1)µrP
 (8.54)
where [A]:,n denotes the nth column of A. Matrices Dtx, Dty, and Dd are
defined analogously. Denoting
P1 = [1
T 1T αT αT αT αT ]
P2 = [Ar Ar Dr Ar Ar Ar]
P3 = [Atx Atx Atx Dtx Atx Atx]
P4 = [Aty Aty Aty Aty Dty Aty]
P5 = [Ad Ad Ad Ad Ad Dd] (8.55)
(8.51) can be shown to be
∂h
∂Θ
= P1 P2 P3 P4 P5 (8.56)
Substituting (8.56) into (8.50) and using the properties of Kronecker products
yields
J =
2
σ2
R[(P1 P2 P3 P4 P5)H(P1 P2 P3 P4 P5)]
=
2
σ2
R[(PH1 P1) (PH2 P2) (PH3 P3) (PH4 P4) (PH5 P5)] (8.57)
Putting (8.57) into (8.49) gives the lower bound on the variance of the pa-
rameter estimates, and the prediction error bound can be computed using
E(k) ≥ ∂h
H(k)
∂Θ
J−1
∂h(k)
∂Θ
(8.58)
where
∂h(k)
∂Θ
=
[
∂h(k)
∂R(α)
∂h(k)
∂I(α)
∂h(k)
∂µr
∂h(k)
∂µtx
∂h(k)
∂µty
∂h(k)
∂ν
]
(8.59)
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8.2 Polarized MIMO Channel Prediction Error
Bound
In this section, we derive the performance bound for estimation and predic-
tion of narrowband MIMO channel with polarized antenna array. Consider
the NpolN ×NpolM polarized MIMO channel in (7.4)
H(k) =
P∑
p=1
Sr(θp)
[
αhh,p αhv,p
αvh,p αvv,p
]
STt (φp)e
jkνp (8.60)
where Npol denotes the number of polarization dimensions. We consider the
antenna configurations in Fig. 7.1 such that Npol = 2. The vectorized data
obtained by stacking the columns of H(k) is thus
h(k) = [(Srh  Sth) (Srv  Sth) (Srh  Stv) (Srv  Stv)]

βhh
βvh
βhv
βvv
 (8.61)
where βhh is defined as
βhh = [αhh,1 · · · αhh,P ] [ejkν1 · · · ejkνP ] (8.62)
Assuming that the K samples are collected into a vector
h = [h(1)T · · · hT (K)] ∈ C2NpolNMK×1 and using (8.61), we obtained an
expression for h as
h = [(Srh  Sth Ad) (Srv  Sth Ad) (Srh  Stv Ad)
(Srv  Stv Ad)]α (8.63)
where α = [αThh αTvh αThv αTvv]T and Ad is theK×P Vandermonde struc-
tured matrix in (8.34). Note that (8.63) can be expressed as a summation
over the 2Npol polarization dimensions:
h = (Srh  Sth Ad)αhh + (Srv  Sth Ad)αhv
+ (Srh  Stv Ad)αvh + (Srv  Stv Ad)αvv (8.64)
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Let the parametrization of the polarized MIMO channel be
Θ = [θT ,φT ,νT ,R(αThh),R(α
T
vh),R(α
T
hv),R(α
T
vv),
I(αThh), I(α
T
vh), I(α
T
hv), I(α
T
vv)]
T (8.65)
As in the previous sections. the covariance of the parameter estimates and
estimation/prediction error at the kth instant are bounded by (8.50) and
(8.58), respectively. Let the derivatives of the polarized steering matrices be
denoted by
Drh =
[
∂srh(θ1)
∂θ1
· · · ∂srh(θP )
∂θP
]
(8.66)
Drv =
[
∂srv(θ1)
∂θ1
· · · ∂srv(θP )
∂θP
]
(8.67)
Dth =
[
∂sth(φ1)
∂φ1
· · · ∂sth(φP )
∂φP
]
(8.68)
Dtv =
[
∂stv(φ1)
∂φ1
· · · ∂stv(φP )
∂φP
]
(8.69)
and a vector containing the derivatives of the columns of Ad as
Dd =
[
∂ad(ν1)
∂ν1
· · · ∂ad(νP )
∂νP
]
(8.70)
After some simplifications, the derivatives of (8.64) with respect to the chan-
nel parameters can be shown to be
∂h
∂θ
= (Drh  Sth Ad)Xhh + (Drv  Sth Ad)Xvh
+ (Drh  Stv Ad)Xhv + (Drv  Stv Ad)Xvv (8.71)
∂h
∂φ
= (Srh Dth Ad)Xhh + (Srv Dth Ad)Xvh
+ (Srh Dtv Ad)Xhv + (Srv Dtv Ad)Xvv (8.72)
∂h
∂ν
= (Srh  Sth Dd)Xhh + (Srv  Sth Dd)Xvh
+ (Srh  Stv Dd)Xhv + (Srv  Stv Dd)Xvv (8.73)
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where
Xhh = diag[αhh] (8.74)
Xvh, Xhv and Xhh are defined analogously. Similarly, the derivatives with
respect to the polarimetric weights are obtained as
∂h
∂R(αThh)
= (Srh  Sth Ad) (8.75)
∂h
∂R(αTvh)
= (Srv  Sth Ad) (8.76)
∂h
∂R(αThv)
= (Srh  Stv Ad) (8.77)
∂h
∂R(αTvv)
= (Srv  Stv Ad) (8.78)
∂h
∂I(αThh)
= j(Srh  Sth Ad) (8.79)
∂h
∂I(αTvh)
= j(Srv  Sth Ad) (8.80)
∂h
∂I(αThv)
= j(Srh  Stv Ad) (8.81)
∂h
∂I(αTvv)
= j(Srv  Stv Ad) (8.82)
Using equations (8.71)–(8.82) the Jacobian ∂h
∂Θ
can be computed using
P = [
∂h
∂θ
∂h
∂φ
∂h
∂ν
∂h
∂R(αThh)
∂h
∂R(αTvh)
∂h
∂R(αThv)
∂h
∂R(αTvv)
∂h
∂I(αThh)
∂h
∂I(αTvh)
∂h
∂I(αThv)
∂h
∂I(αTvv)
] (8.83)
The Fisher information sub-matrix is then obtained as4
K(Θ) =
2
σ2
[PHP] (8.84)
Since the noise variance is typically unknown in practice and needs to be
estimated, we reparametrized the channel to include the noise variance and
4Assuming that the noise variance is known, J(Θ) corresponds to the FIM.
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the FIM is thus obtained as
J(Θ) =
[
2NpolNMK
σ2
0
0T K(Θ)
]
(8.85)
It is straightforward to derive expressions for wideband polarized MIMO
channels following a similar procedure.
8.3 Asymptotic Error Bound
As shown in Section 8.1, the bound on the prediction error can be found
using (8.10). However, this is not readily interpretable and its dependence on
the actual channel parameters necessitates numerical averaging for specified
probability distributions. The computational load becomes significant for
large values ofN ,M ,K and/orQ. In this section, we derive simple and easily
interpretable closed–from expressions for the lower bound on the prediction
MSE and NMSE.
8.3.1 Narrowband Channels
Using (8.1), entries of the MIMO channel matrix can be expressed as
h(n,m, k) =
P∑
p=1
αpe
j(kνp−(n−1)µrp−(m−1)µtp) (8.86)
for all n = 1, · · · , N , m = 1, · · · ,M and k = 0, · · · , K − 1. For convenience,
the channel is re-parametrized as
Θ =
[
θT1 , · · · ,θTP
]
(8.87)
where
θp = [R(αp) I(αp) µ
r
p µ
t
p νp]
T (8.88)
Assuming that the error is Gaussian with variance σ2, entries of the FIM can
be computed using
[J(θ)]ij =
2
σ2
R
(
K−1∑
k=0
N∑
n=1
M∑
m=1
∂h
∂θi
∂h
∂θj
H
)
(8.89)
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where the partial derivatives with respect to each parameter can be shown
following straightforward derivations as
∂h
∂R(αp)
= ej(kνp−(n−1)µ
r
p−(m−1)µtp) (8.90)
∂h
∂I(αp)
= jej(kνp−(n−1)µ
r
p−(m−1)µtp) (8.91)
∂h
∂µrp
= −j(n− 1)αpej(kνp−(n−1)µrp−(m−1)µtp) (8.92)
∂h
∂µtp
= −j(m− 1)αpej(kνp−(n−1)µrp−(m−1)µtp) (8.93)
∂h
∂νp
= jkαpe
j(kνp−(n−1)µrp−(m−1)µtp) (8.94)
Using (8.89) and (8.90) – (8.94), and performing some simplifications 5, the
FIM submatrix corresponding to the pth path is obtained as
[J(θp)] =
NMK
σ2

2 0 0 0 0
0 2 0 0 0
0 0 2N
2
3
NM
2
−NK
2
0 0 NM
2
2M2
3
−MK
2
0 0 −NK
2
−MK
2
2K2
3
 (8.95)
where we have assumed that K, N and/or M are large6. Note that un-
der this assumption, parameter identifiability which results in rank-deficient
FIM in SISO channels is very rare [189]. We also assume that the complex
amplitude is Gaussian distributed (αp ∼ CN (0, 1)) such that E[|αp|2] = 1
and E[R(αp)] = E[I(αp)] = 0 . Assuming that the scattering sources are
uncorrelated, the FIM has a block diagonal structure
J(Θ) = blkdiag[J(θ1) J(θ2) · · · J(θP )] (8.96)
5See Appendix B.6 for details of the mathematical simplifications.
6A necessary condition is that NMZ is large, such that the approximation
∑NMZ
i=1 a ≈
NMZE[a] holds.
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Using the structure of (8.96), the inverse can be obtained by inverting each
submatrix, that is
[J(θp)]
−1 =
σ2
NMK

1
2
0 0 0 0
0 1
2
0 0 0
0 0 21
5N2
− 9
5MN
9
5KN
0 0 − 9
5MN
21
5M2
9
5KM
0 0 9
5KN
9
5KM
21
5K2
 (8.97)
The variance of the parameter estimates are therefore bounded by the di-
agonal entries of (8.96). Using the CRB for functions of parameters, the
asymptotic MSEB (AMSEB) is
AMSEB(k) =
1
NM
N∑
n=1
M∑
m=1
∂h(n,m, k)
∂Θ
[J(Θ)]−1
∂h(n,m, k)
∂Θ
H
(8.98)
Due to the diagonal structure of the FIM and independence of FIM subma-
trices on path parameters, the AMSEB can be written as
AMSEB(k) =
P
NM
N∑
n=1
M∑
m=1
∂h(n,m, k)
∂θ
[J(θ)]−1
∂h(n,m, k)
∂θ
H
(8.99)
Note that for the same signal-to-noise ratio (SNR), the noise variance for
a P path channel is σ2P = Pσ2, where σ2 is the noise variance for a single
path channel at the same SNR. Using (8.97) and (8.99), and after some
simplifications, the asymptotic MSEB is obtained as
AMSEB(k) =
P 2σ2
5NMK
(
29
2
− 18k
K
+
21k2
K2
)
(8.100)
for k = 0, 1, 2, · · · , where k ∈ (0, K − 1) corresponds to the estimation/
measurement segment and prediction starts at k = K. In this form, (8.100)
provide useful insights into the effects of the number of antennas, the number
of paths, SNR and the number of samples on the MSEB. The first constant
term is the contribution from time independent parameters (i.e., amplitude,
AOA and AOD) and their cross terms, the second term results from the cross
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terms involving the Doppler frequency and the third, quadratic term is the
contribution from the Doppler frequency estimation. This quadratic growth
of this term emphasizes the need for accurate estimation of the Doppler
frequencies.
8.3.2 Wideband Channels
We now present a derivation of a closed-form asymptotic error bound for
pilot based wideband MIMO systems. Consider the doubly-selective channel
in (8.28), the entries of which can be represented as
h(n,m, k, q) =
P∑
p=1
αpe
j(kνp−(n−1)µrp−(m−1)µtp−qηp) (8.101)
for all n = 1, · · · , N , m = 1, · · · ,M , k = 0, · · · , P−1 and q = 0, 1, · · · , Q−1.
We will henceforth remove the indices in parenthesis and denote h(n,m, p, q)
as h. Let the channel parameter vector be denoted by7
Θ = [θ1,θ2, · · · ,θP ] (8.102)
where
θp = [R(αp) I(αp) µ
r
p µ
t
p νp ηp] (8.103)
Using (8.38), the Mean squared error bound (MSEB) can be expressed as
MSEB(k, q) =
N∑
n=1
M∑
m=1
∂h
∂Θ
[J(Θ)]−1
∂h
∂Θ
H
(8.104)
where MSEB(k, q) = E[(hˆ(k, q)−h(k, q))H(hˆ(k, q)−h(k, q))], J−1(Θ) is the
CRLB on the variance of the channel parameter estimates. The Jacobian in
(8.104) is given by
∂h
∂Θ
=
[
∂h
∂θ1
∂h
∂θ2
· · · ∂h
∂θP
]
(8.105)
7Note that although the noise variance σ2 can also be included as an element of Θ, it
is omitted here since this does not affect the expression for the prediction error bound. A
proof of the equivalence of the prediction error bound with and without noise variance in
the parameter set can be found in Appendix B.5.
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Using (8.13), the FIM can be defined element-wise as
[J(Θ)]ij =
2
σ2
R
(
Q−1∑
q=0
K−1∑
k=0
N∑
n=1
M∑
m=1
∂h
∂Θi
∂h
∂Θj
H
)
(8.106)
Following straightforward derivation, the partial derivatives with respect to
each of the parameters can be shown to be
∂h
∂R(αp)
= ej(kνp−(n−1)µ
r
p−(m−1)µtp−qηp) (8.107)
∂h
∂I(αp)
= jej(kνp−(n−1)µ
r
p−(m−1)µtp−qηp) (8.108)
∂h
∂µrp
= −j(n− 1)αkej(kνp−(n−1)µrp−(m−1)µtp−qηp) (8.109)
∂h
∂µtp
= −j(m− 1)αzej(kνp−(n−1)µrp−(m−1)µtp−qηp) (8.110)
∂h
∂νp
= jkUtαpe
j(kνp−(n−1)µrp−(m−1)µtp−qηp) (8.111)
∂h
∂ηp
= −jqUfαpej(kνp−(n−1)µrp−(m−1)µtp−qηp) (8.112)
Using (8.106)–(8.112) and performing some simplifications, the FIM subma-
trix corresponding to the pth path is obtained as
J(θp) =
NMKQ
σ2
K (8.113)
with
K =

2 0 0 0 0 0
0 2 0 0 0 0
0 0 2N
2
3
NM
2
−NKUt
2
NQUf
2
0 0 NM
2
2M2
3
−MKUt
2
MQUf
2
0 0 −NKUt
2
−MKUt
2
2K2U2t
3
−QKUtUf
2
0 0
NQUf
2
MQUf
2
−QKUtUf
2
2Q2U2f
3

(8.114)
where we have assumed that K, Q, N and/or M are large8 and that the
complex amplitude is αz ∼ CN (0, 1), such that E[|αz|2] = 1 and E[R(αz)] =
8It should be noted that K, Q, N and M do not all have to be large. We only require
NMKQ to be fairly large so that the approximation NMKQE[g] ≈∑NMKQi=1 g holds.
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E[I(αz)] = 0. Using the structure of (8.113), the inverse of the FIM subma-
trix is given by
[J(θp)]
−1 =
σ2
NMKQ
K−1 (8.115)
where K−1 is the inverse of K given by
K−1 =

1
2
0 0 0 0 0
0 1
2
0 0 0 0
0 0 60
13N2
−18
13MN
18
13NKUt
−18
13NQUf
0 0 −18
13MN
60
13M2
18
13MKUt
−18
13MQUf
0 0 18
13NKUt
18
13MKUt
60
13K2U2t
18
13PQUtUf
0 0 −18
13NQUf
−18
13MQUf
18
13KQUtUf
60
13Q2U2f

(8.116)
The asymptotic mean square error bound (AMSEB) can now be written as
AMSEB(k, q) =
N∑
n=1
M∑
m=1
∂h
∂Θ
[J(Θ)]−1
∂h
∂Θ
H
(8.117)
Again, we define the signal–to–noise ratio (SNR) as 9 SNR = P/σ2P . Thus, at
the same SNR, the noise variance for a P -path channel is σ2P = Pσ2, where
σ2 is the noise variance for a single path channel. Substituting (8.115) into
(8.117) and performing some simplifications, we obtain
AMSEB(k, q) =
P 2σ2
13KQ
[
44− 36k
KUt
+
60k2
K2U2t
− 36q
QUf
+
60q2
Q2U2f
− 36qk
K2U2t Q
2U2f
]
(8.118)
Based on the assumption of normally distributed complex amplitudes, it can
be shown that for a P -path channel E[||H||2F ] = NMK and the asymptotic
9This definition is necessary in order to allow fair comparison of the bound across
channels with different number of paths
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normalized mean square error bound (ANMSEB) is obtained from (8.118) as
ANMSEB(k, q) =
Pσ2
13NMKQ
[
44− 36k
KUt
+
60k2
K2U2t
− 36q
QUf
+
60q2
Q2U2f
− 36kq
QUfKUt
]
(8.119)
In this form, the ANMSEB provides useful insights on the effects of the num-
ber of antennas, number of frequency and time domain pilots, pilot spacing
and SNR on the estimation, interpolation and prediction performance. The
following observations can be made from (8.119):
• Since the ANMSEB is quadratic in the frequency index and has a min-
imum at the center of the band (see the frequency axis of Fig. 8.5),
the subcarriers near the edge of the frequency band are less predictable
than those near the center.
• The NMSE grows linearly with an increasing noise variance σ2 and
number of propagation paths P . This is intuitive and agrees with
previous results that prediction becomes more difficult with increasing
number of paths [189, 190].
• The NMSE decreases with increasing number of antennas at either or
both ends of the link. This is also intuitive since more structure of the
channel is revealed by having more antennas.
• The contribution to the NMSE from the Doppler frequency (see (8.111),
(8.119)) and delay estimation (see (8.112), (8.119))) lead to the p2 and
q2 terms, respectively, demonstrating a quadratic increase with predic-
tion horizon and with frequency. This shows the need to accurately
estimate the Doppler frequency and path delays for spatial/temporal
prediction and frequency domain interpolation, respectively.
• The contributions from the cross correlation of error terms involving
the Doppler frequency lead to the negative linear term in k in (8.118),
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thus reducing the ANMSEB. An explanation (see the illustration in
Section 4.4) for this is that improved Doppler frequency estimates can
be obtained from joint parameter estimation. A similar term is ob-
tained from cross terms involving the delays.
8.3.3 3D Asymptotic Prediction Error Bound
In this section, we derive a close-form expression for the prediction error
bound in 3D channels with a UPA at the BS and a ULA at the MS. Consider
the 3D channel model in (4.114), the entries of which can be expressed as
h(nx, ny,m, k) =
P∑
p=1
αpe
j{(nx−1)µtxp +(ny−1)µtyp +(m−1)µrp+kνp} (8.120)
Using (8.12), the 3D FIM can be expressed as
J =
2
σ2
R
K−1∑
k=0
Nx∑
nx=1
Ny∑
ny=1
M∑
m=1
∂hH(nx, ny,m)
∂Θ
∂h(nx, ny,m)
∂Θ
 (8.121)
As in the 2D case, we let the parametrization of the channel be
Θ = [θ1 θ2 · · · θP ] (8.122)
where θp = [R(αp), I(αp), µrp, µtxp , µtyp , νp]. Using (8.120), the derivatives of
the 3D channel with respect to the parameters of the pth path can be shown
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to be
∂h
∂R(αp)
= ej{(nx−1)µ
tx
p +(ny−1)µtyp +(m−1)µrp+kνp} (8.123)
∂h
∂I(αp)
= jej{(nx−1)µ
tx
p +(ny−1)µtyp +(m−1)µrp+kνp} (8.124)
∂h
∂µrp
= j(m− 1)αpej{(nx−1)µtxp +(ny−1)µ
ty
p +(m−1)µrp+kνp} (8.125)
∂h
∂µtxp
= j(nx − 1)αpej{(nx−1)µtxp +(ny−1)µ
ty
p +(m−1)µrp+kνp} (8.126)
∂h
∂µtyp
= j(ny − 1)αpej{(nx−1)µ
ty
p +(ny−1)µtyp +(m−1)µrp+kνp} (8.127)
∂h
∂νp
= jkαpe
j{(nx−1)µtyp +(ny−1)µtyp +(m−1)µrp+kνp} (8.128)
In the asymptotic limit of large Nx, Ny, M and/or K, the FIM for the pth
path is obtained using (8.121) and (8.123) as
Jp =
NxNyMK
σ2

2 0 0 0 0 0
0 2 0 0 0 0
0 0 2M
2
3
MNx
2
MNy
2
MK
2
0 0 MNx
2
2N2x
3
NxNy
2
NxK
2
0 0 MNy
2
NxNy
2
2N2y
3
NyK
2
0 0 MK
2
NxK
2
NyK
2
2K2
3

(8.129)
Here, we assumed that the complex amplitudes are normally distributed:
αp ∼ CN (0, 1). On inverting (8.129), we obtain the asymptotic bound on
the parameter estimates covariance as
J−1p =
σ2
NxNyMK

1
2
0 0 0 0 0
0 1
2
0 0 0 0
0 0 60
13M2
−18
13MNx
−18
13MNy
−18
13MK
0 0 −18
13MNx
60
13N2x
−18
13NxNy
−18
13KNx
0 0 −18
13MNy
−18
13NxNy
60
13N2y
−18
13KNy
0 0 −18
13MK
−18
13KNx
−18
13KNy
60
13K2

(8.130)
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After some simplifications, the asymptotic 3D error bound is obtained as
AMSEB(`) =
Pσ2
13K
[
46− 54k
K
+
60k2
K2
]
(8.131)
8.4 Numerical Simulations
In this section, we perform experiments to study the effects of system param-
eters on the error bounds. The asymptotic bounds are also compared with
the bound. For clarity, results for narrowband and wideband channels are
presented separately. For our simulations, we utilized the normalized MSEB
(NMSEB) defined as NMSEB = MSEB/P . The NMSE bound is averaged
over 500 independent realizations of the channel. The channel parameters
are generated for each realization as follows. The complex amplitudes are
randomly drawn from a complex Gaussian distribution as αp ∼ CN (0, 1).
The angles of arrival and departure are both selected from a uniform distri-
bution as θrp, θtp ∼ U [−pi, pi). The Doppler frequencies are generated from a
spatial rather than temporal point of view as νp = 2pi∆x sin θvp , where ∆x is
the spatial sampling interval in wavelengths and θvp is the angle between the
direction of travel of the mobile station and the receive antenna array. We
also select θvp from a uniform distribution as θvp ∼ U [−pi, pi). The path delays
are selected from the delays for the Urban macro (UMA) scenario in the
WINNER II/3GPP channel [3]. Except where otherwise stated, we consider
a sampling rate of 10 samples per wavelength.
8.4.1 Narrowband MIMO Channel
Fig. 8.1 presents the NMSE bounds for a two path channel with K = 50,
N = 2 andM = 2 versus estimated and predicted sample index and compares
these with the performance of the DOD/DOA-MEMCHAP in Section 4.4.4.
With the sampling interval used for the NMSE bound computation and
MEMCHAP prediction, this corresponds to a measurement length of 5λ and
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prediction segment of 3λ. As seen from the figure, the NMSE bounds increase
quadratically with increasing prediction horizon and the asymptotic bound
agrees closely with the bound. In Fig. 8.2, we plot the NMSE bounds versus
the number of paths for a prediction horizon of 10 samples (1λ). We ob-
serve that the NMSE bounds increase with increasing number of paths. This
agrees with previous observations that propagation channels having dense
multipath are more difficult to predict [189, 190]. Fig. 8.3 shows the effect of
the number of antenna at the transmit and receive ends of the MIMO link
on the prediction NMSE bound using the asymptotic error bound. As can
be seen, the NMSE decreases with increasing number of antennas at either
or both ends. We plot the NMSE bound versus the number of samples in the
observation segment for a 2× 2 channel with P = 2 in Fig. 8.4. We observe
that the NMSE decreases with increasing number of samples. This is intu-
itively predictable since an increased number of samples leads to improved
parameter estimation and hence, better prediction. Using a criterion similar
to that in [189], a predicted sample is useful if NMSE ≤ 0.05 (≈ -13 dB).
Similar results are obtained for the 3D channels.
8.4.2 Wideband MIMO Channels
We study the effects of system parameters on the wideband MIMO prediction
error bounds and compare the asymptotic bound in (8.27) with the results
in [109, 110]. In order to be consistent with [109, 110], we consider the root
normalized mean square error (RNMSE) defined as RNMSE =
√
NMSE. We
consider a MIMO-OFDM system with bandwidth B = 20MHz, number of
subcarriers Nsc = 2048 and with 64 equally spaced pilot subcarriers. We
assume that the channel is sampled at every symbol duration (Ut = 1).
Fig. 8.5 presents a plot of the asymptotic bound and the bounds in [109,
110] for a two path channel withK = 100, Q = 64, N = 2,M = 2 and SNR =
15 dB as a function of frequency and horizon (in wavelengths). The blue
surface is the bound and the red surface is the asymptotic approximation.
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As seen from the figure, the NMSE bounds increase quadratically with both
frequency and temporal horizon and the asymptotic bound approximates the
bound very closely.
In Fig. 8.6, we plot the RNMSE bounds averaged over frequency versus
prediction horizon for SNR of 0 dB and 5 dB. We observe that over the range
considered, the maximum difference between the bounds in [109, 110] and
our approximation is only about 0.3 dB. As expected the bounds increase
with horizon but decreases with increasing SNR. The difference between the
asymptotic approximation and the bound is dependent on the value of the
product NMKQ as illustrated in Figs. 8.7–8.10, where we present similar
results for different values of N , M , K and Q. We observed that as the
product increases, the asymptotic approximation more closely approximates
to the bound.
We plot the RNMSE bound versus the number of samples in the observa-
tion segment in Fig. 8.11 for different numbers of antenna elements at both
ends of the link. We observe that the RNMSE decreases with increasing
number of samples. This is because an increased number of samples leads
to improved parameter estimation and hence to better prediction. It also
shows that an increase in the number of transmit and/or receive antenna
decreases the RNMSE. Since the asymptotic bound becomes looser as the
product NMKQ decreases, it is advisable to use the error bound expression
for values of N ≤ 2, M ≤ 2, K ≤ 5, and Q ≤ 4.
Finally, we show the effects of the number of paths on RNMSE in Fig. 8.12.
We observe the the RNMSE bounds increases with increasing numbers of
paths. This agrees with previous observations that propagation channels
with dense multipath are more difficult to predict [189, 190].
8.5 Summary
In this chapter, we derived expressions for the lower bound on prediction
error in narrowband, wideband, polarized and 3D mobile MIMO channels.
197
8.5. SUMMARY
We considered pilot based systems with UPA and ULA at the BS for the
2D and 3D scenarios, respectively. A ULA at the MS is considered in both
cases.
We also derived simple, readily interpretable and insightful closed–form
expressions for the lower bounds on the performance of channel estimation,
interpolation and prediction. The bound is obtained using the vector formu-
lation of the Cramer Rao bound for functions of parameters in the asymptotic
limits of large frequency and/or time–domain training samples and number
of antennas. The expressions provide useful insights into the effects of system
design parameters such as the number of antennas, number of training pilots,
noise level, number of paths and pilot spacing on the error performance and
are independent of the actual channel parameters. Simulation results show
that the asymptotic error bounds provide good approximations to the bound
while eliminating the need for repeated computation.
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Figure 8.5: RNMSE versus frequency
and horizon (λ).
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Figure 8.6: Averaged RNMSE versus
horizon (λ).
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9
Dynamic Model Based Prediction
and Parameter Tracking
In the previous chapters, we developed several schemes for the predictionof narrowband and wideband MIMO channels based on parametric radio
channel (PRC) modeling. The proposed methods assume that the underlying
propagation parameters are stationary over the region considered. However,
these parameters may exhibit some variations in practice. There is therefore
a need to track the spatial/temporal evolution of the parameters. Moreover,
the computational complexity of the prediction schemes can be significantly
reduced by eliminating the need for repeated eigenvalue decomposition and
matrix inversions in the proposed method. A potential approach is to uti-
lize low complexity subspace tracking schemes such as PAST [211, 212] and
Bi-iteration SVD [155, 185, 186]. Other methods utilize Bayesian schemes for
recursive estimation such as the Kalman Filter (KF) [94], Extended Kalman
Filter (EKF) [25] and Particle Filter (PF) [28]. While there has been ex-
tensive literature on the prediction and tracking of MIMO channels using
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Bayesian approaches, particularly the KF in conjunction with Autoregres-
sive Model (AR) models (see. e.g [67, 102, 116, 209]), there exist few results
on the application of these methods to the joint tracking of MIMO multipath
parameters.
The focus of this chapter is to investigate methods for jointly tracking the
parameters of MIMO channels and channel extrapolation taking account for
the temporal/spatial dynamics of the underlying propagation environment.
9.1 Dynamic Prediction Model
In this section we introduce narrowband and wideband MIMO channels with
time-varying parameters and present an overview of selected methods for
modeling the dynamics of the parameters.
9.1.1 Narrowband MIMO Channel
Without the parameter stationarity assumption, the MIMO model in (4.2)
becomes
H(t) =
P (t)∑
p=1
αp(t)ar(θp(t))a
T
t (φp(t))e
jωp(t)t (9.1)
The sampled version of (9.1) at time/spatial instant k can be written as
H(k) =
P (k)∑
p=1
αp(k)ar(θp(k))a
T
t (φp(k))e
jkνp(k) (9.2)
Unlike the static channel model in (4.2), the parameters {αp(k) θp(k)φp(k) νp}P (k)p=1
are all time-varying. We will however assume that the number of paths re-
mains constant1 in our simulations. The development of scheme for tracking
the complex amplitudes will be addressed in our future works.
1This assumption is made for simplicity reasons. The number of paths can be treated
as time varying and methods for modeling and tracking the birth and death of scatterers
can be developed.
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9.1.2 Wideband MIMO Channel
Similar to the dynamic narrowband channel in (9.2), the sampled wideband
channel for lth subcarrier at time instant k can be expressed as
H(k, `) =
P (k)∑
p=1
αpar(θp(k))a
T
t (φp(k))e
j[kνp(k)−j`ηp(k)] (9.3)
9.1.3 Modeling Temporal Variation of Channel Param-
eters
Now we will describe methods for modeling the dynamics of the parameters
in (9.2) and (9.3). As described in [3, 79], the appearance of new scattering
sources can be modeled as a homogeneous Poisson process with transition
rate λbirth and the lifetime of the scatterers can be described by an exponential
random variable with mean 1/λlife. The number of active scatterers P (t) at
a given time instant is therefore a Poisson distributed random variable with
mean E[P (t)] = λbirth/λlife]. An illustration of the evolution of number of
scatterers is shown in Fig. 9.1, where we have used λbirth = 10λ and λlife = 2λ.
The average number of paths is therefore, E[P (t)] = 5.
The dynamics of the structural parameters resulting from the movement
of the mobile station and/or scatterers can be described using different mod-
els depending on the environment and the rate of motion. In our analysis,
we consider two common models that are often used in time series analysis.
The models are described as follows.
• First-order Autoregressive Model: The dynamics of a parameter θ can
be defined using the AR(1) model:
θ(k) = βθθ(k − 1) + v(k) (9.4)
where βθ controls the spatial/temporal variation of θ from a time in-
stant to another and v(k) is a Gaussian random variable with zero
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Figure 9.1: Evolution of the number of active scatterers.
mean and variance σ2v. The AR(1) model was used in [86] to model
time variation of path delays.
• Linear Advancement Model: An alternative approach to modeling the
time variation for the parameters to follow a straight line advancement
thus
θp(k) = θp(0) + (k − 1)Tsampβθ (9.5)
Here, βθ defines the slope of the straight line and is typically determined
by the rate of movements in the scattering medium. This approach was
used in [90] for modeling delay variation in SISO channels where βθ was
defined in terms of the Doppler frequency as
βθ =
ωp
ωc
(9.6)
9.2 Adaptive MIMO Prediction
In this section, we present a framework for prediction of narrowband MIMO
channels with slowly varying channel parameters. Unlike the methods pre-
sented in previous chapters, we relax the parameter stationarity assumptions
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in the adaptive prediction methods. We begin this section by illustrating
the effects of varying parameters on the performance of the DOD/DOA-
MEMCHAP in Chapter 4. Based on the PAST subspace tracker in 3.3.1,
we derive a scheme for jointly tracking the structural parameters (i.e AOD,
AOA and Doppler frequency) of the channel and predicting the CSI based on
the evolution of the parameters. While it may be necessary to also allow the
complex amplitudes of the propagation paths to be time-varying, we retain
the assumption of constant amplitudes over a specified region.
9.2.1 Effects of Parameter variation on CSI Prediction
The effects of slow parameter variation on the performance of the DOD/DOA-
MEMCHAP is illustrated in Fig. 9.2 where we plot the NMSE versus SNR
at a prediction horizon of 1λ. As shown in the figure, variation of the pa-
rameters degrades the the prediction performance. This is expected, since
the prediction method relies on the assumption of constant channel parame-
ters. We observe that the performance difference between the scenario with
constant parameters and those with varying parameters increases with in-
creasing SNR and that increasing the rate of change, β, of the parameters
increases the NMSE.
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Figure 9.2: Effects of parameter vari-
ation on the NMSE.
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Figure 9.3: NMSE versus SNR.
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A potential method to reduce the performance degradation is to use
the recursive covariance matrix estimate given in (3.50), where the spatio-
temporal correlation is updated at every time instant as
Rˆgg(k + 1) = ζRˆgg(k) + (1− ζ)gˆ(k + 1)gˆ(k + 1)H (9.7)
where ζ is the forgetting factor and hˆ(k) is the NMKc× 1 vector of channel
observations at the kth instant. Kc(2 ≤ Kc < K) corresponds to the small
number of samples over which the temporal variation can be neglected. In
Fig. 9.3, we compare the performance of the DOD/DOA-MEMCHAP with
the covariance matrix estimated using (9.7) with ζ = 0.4 and (4.93) for a four
path channel. For clarity, we refer to the method using the covariance matrix
estimate in (9.7) as Adaptive covariance (AC)-MEMCHAP. In both cases,
the variation of the parameters is modeled using the linear advancement
model with βθ = {10−3, 10−4, 10−5}. We observe that the method utilizing
the static covariance matrix estimate in (4.93) outperforms that using (9.7)
for variation rates of 10−5 and 10−4. However, both methods show similar
poor performance for the faster rate of 10−3. A plausible explanation for
the performance gain with the static covariance estimate is that the Hankel
matrix formulation in (4.17) allows for the re-use of data at all time instants
for both array and averaging gains. This results in more accurate covariance
estimate and hence, better parameter estimation prediction. It should be
noted that the choice of the forgetting factor ζ affects the performance of the
AC-MEMCHAP. It may therefore be useful to develop methods for finding
optimal values of ζ. This is however, outside the scope of this chapter.
9.2.2 Adaptive MEMCHAP
In 9.2.1, we illustrated the effects of varying channel parameters on the per-
formance of MEMCHAP and made comparison with a modified approach
termed, AC-MEMCHAP, which estimates the covariance matrix adaptively
using (9.7). This section derives an adaptive prediction method based on
the PAST subspace tracker in Section 3.3.1. The idea is to jointly track
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the parameters and use the parameter evolution to perform prediction. For
simplicity we retain the assumption of quasi-stationary number of paths and
complex weights and derive an adaptive multidimensional ESPRIT method
for tracking the channel parameters. We also assume that the number of
paths are known. A summary of the steps in the adaptive MEMCHAP are
as follows.
• Adaptive Joint parameter estimation: Given the K noisy CSI esti-
mates, the parameter set {µrp(k), µrp(k), νp(k)}Pp=1 are estimated for k =
1, 2, · · · , K in this step.
• Complex amplitude estimation: Using the estimated channel parame-
ters, the complex amplitudes are estimated via a least square approach.
• Parameter extrapolation: This stage involves evaluating future values
of the structural parameters using the past estimates.
• CSI prediction: As in the static approach, this stage involves extrapo-
lation of the CSI based on the parameter estimates.
Semi-Adaptive Joint Parameter Estimation
Let hˆ(k) be the vectorized form of Hˆ(k). We assume that the parameters
can be assumed constant over every Kc instants and define
dˆ(i) =

hˆ((i− 1)Kc + 1)
hˆ((i− 1)Kc + 2)
...
hˆ(iKc)
 ; i = 1, · · · , I (9.8)
where i is the new time instant at which parameters are to be estimated and
I = K/Kc. The I data vectors correspond to vectorized version of I groups
of Kc channel samples. The grouping combines the temporal and spatial
channel structure into one dimension, so that 3D parameter estimation can
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be performed. As presented in Section 4.4.4, the central part of the 3D
ESPRIT parameter estimation is the solution of invariance equations, thus
Φˆd = (Jd2Eˆs)
†Jd1Eˆs (9.9)
Φˆr = (Jr2Eˆs)
†Jr1Eˆs (9.10)
Φˆt = (Jt2Eˆs)
†Jt1Eˆs (9.11)
where (·)† denotes the pseudo-inverse of the associated matrix, Es contains
the eigenvectors of the covariance matrix corresponding to the signal sub-
space and Jxi; i = 1, 2 are the selection matrices defined in (4.96). The
PAST algorithm presented in Section 3.3.1 can be applied to track the vari-
ations Es(i), thereby eliminating the need for repeated EVD. Let Vx`(i) =
Jx`Eˆs(i); ` = 1, 2, the semi-adaptive 3D ESPRIT can therefore be expressed
as
Φˆx(i) = V
†
x1(i)Vx1(i) (9.12)
Again the MEVD can be applied to (9.12) to obtain automatically paired
estimates. Denoting
Φˆ(i) = Φˆr(i) + Φˆt(i) + Φˆd(i)
= T−1ΛT, (9.13)
the parameters are obtained as
µˆr(i) = arg[diag{TΦˆr(i)T−1}]
µˆt(i) = arg[diag{TΦˆt(i)T−1}]
νˆ(i) = arg[diag{TΦˆd(i)T−1}] (9.14)
The performance of the semi-adaptive joint parameter estimation and track-
ing is illustrated in Figs. 9.4, where we plot the true and estimated parame-
ters. We consider a 2× 2 narrowband MIMO channel with P = 2 paths and
a mobile velocity v = 50 km/h at SNR= 10 dB. We observe that the PAST
based iterative estimation yields reasonable parameter tracking accuracy for
all dimensions.
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Figure 9.4: Joint tracking of AOA, AOD and Doppler shifts at SNR= 10 dB
As in (9.12), this approach requires explicit computation of the matrices
Φˆx(i) at every time instant via a matrix inversion. As shown in [33] for
one dimensional estimation, the computation can be eliminated by updat-
ing Φˆx(i) recursively. A 3D extension of the adaptive ESPRIT method is
presented in the next section.
Adaptive Joint Parameter Estimation
Consider the PAST subspace tracker in Algorithm 1 on page 54. The signal
eigenvector Es(i) is obtained via a rank-1 update, thus
Es(i) = Es(i− 1) + e(i)g(i)H (9.15)
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Analogously, the update of the matrices in 9.12 can be expressed as
Vr1(i) = Vr1(i− 1) + er1(i)g(i)H Vr2(i) = Vr2(i− 1) + er2(i)g(i)H
Vt1(i) = Vt1(i− 1) + et1(i)g(i)H Vt2(i) = Vt2(i− 1) + et2(i)g(i)H
Vd1(i) = Vd1(i− 1) + ed1(i)g(i)H Vd2(i) = Vd2(i− 1) + ed2(i)g(i)H
(9.16)
Our aim is to derive expression for recursively updating Φr, Φt and Φd.
Consider the pseudo-inverse of Vr1(i) defined as
V †r1(i) = (Vr1(i)
HVr1(i))
−1Vr1(i)H (9.17)
Let
Ar1(i) = Vr1(i)
HVr1(i), (9.18)
and define
Br1(i) = Ar1(i)
−1 (9.19)
such that (9.17) becomes
V †r1(i) = Br1(i)Vr1(i)
H (9.20)
Substituting the corresponding update equation (9.16) into (9.18) yields
Ar1(i) = (Vr1(i− 1) + er1(i)g(i)H)H(Vr1(i− 1) + er1(i)g(i)H)
= Vr1(i− 1)HVr1(i− 1) + Vr1(i− 1)Her1(i)g(i)H
+ er1(i)
Hg(i)Vr1(i− 1) + (||er1(i)g(i)||2) (9.21)
Defining
Cr1(i) =
[
Vr1(i− 1)Her1(i) g(i)
]
, (9.22)
Dr1(i) =
[
0 1
1 ||er1(i)||2
]
(9.23)
and using (9.18), (9.21) can be written as
Ar1(i) = Ar1(i− 1) + Cr1(i)Dr1(i)Cr1(i)H (9.24)
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Now substituting (9.24) into (9.19) yields
Br1(i) = (Ar1(i− 1) + Cr1(i)Dr1(i)Cr1(i)H)−1 (9.25)
Assuming that Ar1(i − 1), Cr1(i) and Dr1(i) are non-singular matrices, the
matrix inversion in (9.25) can be expressed as [33]
Br1(i) = Ar1(i− 1)−1 −Ar1(i− 1)−1Cr1(i)
(
Dr1(i)
−1 + Cr1(i)HAr1(i− 1)−1Cr1(i)
)−1
×Cr1(i)HAr1(i− 1)−1
= Br1(i− 1)−Br1(i− 1)Cr1(i)
(
Dr1(i)
−1 + Cr1(i)HBr1(i− 1)Cr1(i)
)−1
×Cr1(i)HBr1(i− 1) (9.26)
Letting
Ξr1(i) = Br1(i− 1)Cr1(i), (9.27)
and
Σr1(i) =
(
Dr1(i)
−1 + Ξr1(i)Cr1(i)
)−1
, (9.28)
(9.26) reduces to
Br1(i) = Br1(i− 1)−Ξr1(i)Σr1(i)Ξr1(i)H (9.29)
Substituting (9.29) into (9.20) yields
V †r1(i) =
(
Br1(i− 1)−Ξr1(i)Σr1(i)Ξr1(i)H
) (
Vr1(i− 1) + er1(i)g(i)H
)
(9.30)
After straightforward mathematical simplifications, (9.30) becomes2
V †r1(i) = V
†
r1(i− 1) + Υ(i)Ω(i)H (9.31)
where
Υ(i) = Ξr1(i)Σr1(i) (9.32)
and
Ω(i) = [er1(i) 0]− Vr1(i− 1)Ξr1(i) (9.33)
2A similar recursive update expression have been presented in [33] for the one-
dimensional adaptive ESPRIT.
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Substituting (9.31) and the update equation for Vr2(i) in (9.16) into (9.12)
gives
Φˆr(i) =
(
V †r1(i− 1) + Υ(i)Ω(i)H
) (
Vr2(i− 1) + er2(i)g(i)H
)
= V †r1(i− 1)Vr2(i− 1) + V †r1(i− 1)er2(i)g(i)H
+ Υ(i)Ω(i)HVr2(i− 1) + Υ(i)Ω(i)Her2(i)g(i)H
= Φˆr(i− 1) + V †r1(i− 1)er2(i)g(i)H + Υ(i)Ω(i)HVr2(i) (9.34)
Defining
Γ(i) =
[
V †r1(i− 1)er2(i) Υ(i)
]
, (9.35)
and
Π(i) = [g(i) Vr2(i)] (9.36)
(9.34) can be written as
Φˆr(i) = Φˆr(i− 1) + Γ(i)Π(i)H (9.37)
Expressions for updating Φˆt(i) and Φˆd(i) are obtained following a similar
procedure. Again, we use (9.13) and (9.14) to extract the channel parameters.
Complex Amplitude Estimation
Since the complex amplitudes are assumed to be constant over the entire
region of interest3, the first entry of (9.2) can be expressed as
hˆ11(i) =
P∑
p=1
αpe
j(i−1)νp(i) + w(i); i = 1, · · · , I (9.38)
Collecting the I equations in (9.38) gives
hˆ11(1)
hˆ11(2)
...
hˆ11(I)
 =

1 1 · · · 1
ejν1(2) ejν2(2) · · · ejνP (2)
...
... . . .
...
ej(I−1)ν1(I) ej(I−1)ν2(I) · · · ej(I−1)νP (I)


α1
α2
...
αP
+ w (9.39)
3This assumption is only made here for simplicity reasons. In practice, the complex
amplitudes may also exhibit temporal/spatial variations necessitating the need for methods
to model their variation and tracking. This could be investigated in our future works.
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Table 9.1: Simulation Parameters
Parameter value
Carrier Frequency 2.1GHz
Mobile Velocity 50 kp/h
Tx/Rx Antenna Conf. ULA @ 1/2λ spacing
Sampling Rate 10/λ
Variation Rate (β) 10−3
Training Length 100
which can be compactly written as
hˆ11 = Gα+ w (9.40)
By minimizing the MSE in (9.40), we obtain
αˆ = (GHG)−1GHhˆ11 (9.41)
CSI Prediction
Having estimated the time-varying channel parameters over the observation
segment, the predicted CSI at a desired instant can be obtained by first
extrapolating the parameters and then substituting into the model. Extrap-
olation of the channel parameters can be achieved by using either a linear
or polynomial regression methods. However, there is an inherent problem
of parameter association over time, making it difficult to apply any of the
prediction methods. An alternative approach is to use the most current pa-
rameter estimates for evaluating future values of the CSI, thus
H˜(k) =
P∑
p=1
αˆpar(µ
r
p(K))a
T
t (µ
t
p(K))e
jkνp(K) (9.42)
for k = K + 1, K + 2, · · · .
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Figure 9.5: NMSE of adaptive method at different variation rates.
9.3 Simulation and Results
In this section, we evaluate the performance of the adaptive prediction method.
We consider a 2×2 narrowband channel with parameters in Table 9.1. Fig. 9.5
presents the prediction NMSE as a function of SNR at a prediction horizon
of 0.1λ. We observe that, with parameter variation rate of 10−3, the PAST
based adaptive method decreases the performance NMSE of DOD/DOA-
MEMCHAP scheme by approximately 6 dB at all SNR values considered.
However, both methods yield similar NMSE at low SNR for a slower rate
of 10−4 with the DOD/DOA-MEMCHAP performing better at high SNR
values. An explanation for this is that, while the adaptive method is able
to overcome the degradation resulting from parameter variation the static
method make better use of the measurements.
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9.4 Summary
In this chapter, we have investigated methods for jointly tracking the struc-
tural parameters of a narrowband MIMO channels based on a multidimen-
sional extension of the adaptive ESPRIT scheme. The parameter tracking is
achieved via a PAST subspace tracker. Simulation results shows that while
the DOD/DOA-MEMCHAP approach in Chapter 4 outperforms the adap-
tive method for slowly varying channel parameters, the adaptive scheme offer
improved prediction NMSE performance with increased variation of the chan-
nel parameters. Incorporating variation of complex amplitudes and evolution
of the number of scatterers into the adaptive scheme could be considered in
future research.
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10
Conclusions and Future Research
10.1 Summary of Contributions
This thesis investigated the prediction of mobile MIMO channels to enableadaptive transmission and limited feedback techniques. Our focus is on
the utilization of temporal, spatial and frequency structure of the channel to
improve parameter estimation and prediction accuracy.
We began our investigations with the exploration of bandlimited extrap-
olation methods (see Appendix B) for narrowband mobile MIMO wireless
channels. A discrete solution of the 2D prolate spheroidal wave functions
(PSWF) was derived based on the 1D solution in [98]. Based on the bandlim-
ited properties of wireless channels, we evaluated the performance of both it-
erative and non-iterative bandlimited extrapolation schemes for MIMO chan-
nel predictions. We further derived schemes utilizing the discrete prolate
spheroidal sequences (DPSS) for predicting both narrowband and wideband
MIMO channels. We observed that while the DPSS based methods offer rea-
sonable performance particular for short range prediction, they suffer from
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a number of limitations such as sensitivity to noise, requirement for over-
sampled training data, and most importantly, non-utilization of the spatial
information offered by the presence of multiple antenna elements. Compared
to the application of the one-dimensional ESPRIT based prediction scheme
in [24], we observed that while the DPSS performed better in the training seg-
ment, the prediction performance of the ESPRIT scheme are generally better
and sensitivity to sampling rate is much lower. These reasons motivated a
shift of our research focus to parametric radio channel based approaches.
Several schemes based on spatial channel modeling and multidimensional
ESPRIT are proposed for pilot based narrowband mobile MIMO systems
in Chapter 4. Using the double directional MIMO channel model, we de-
rive variations of prediction models by eliminating dependence on transmit
and/or receive array geometry. The prediction models are termed DOD/DOA,
TSSM, RSSM, and MSSM and the prediction methods are referred to as
MEMCHAP. The acronym for the model are used as prefixes to differentiate
the methods. Our investigations showed that utilizing the spatial structure
of the MIMO channel results in improved parameter estimation and CSI pre-
diction accuracy, with the method utilizing both transmit and receive spatial
structure (DOD/DOA-MEMCHAP) outperforming those with only receive
(TSSM-MEMCHAP), only transmit (RSSM-MEMCHAP) and no spatial in-
formation (MSSM-MEMCHAP). In order to investigate the effects of the
elevation spectrum on CSI prediction, we extended the parametric predic-
tion concept to a 3D propagation scenario with UPA at the BS and a ULA
at the MS.
In Chapter 5, we extended the prediction concept to pilot based wideband
mobile MIMO channels. As in the narrowband case, we refer to the wideband
methods as WIMEMCHAP and used the acronyms for the models as pre-
fixes. Motivated by the cluster based modeling approach in recent standard-
ized models, where rays are grouped into clusters based on their delay infor-
mation, we proposed a cluster based method termed CBM-WIMEMCHAP.
Unlike the non-cluster based methods, the CBM-WIMEMCHAP involves a
218
CHAPTER 10. CONCLUSIONS AND FUTURE RESEARCH
two-stage parameter estimation, where the cluster delays are estimated in
the first stage using the frequency statistics of the channel followed by a
multidimensional estimation of the structural parameters for each cluster us-
ing the spatial and temporal information. Experiments using the WINNER
II SCM model revealed that the CBM-MEMCHAP offer better prediction
when compared to the non-cluster based methods.
As a result of the difference in modeling, parametric prediction schemes
are presented for mobile-to-mobile and polarized MIMO channels in Chap-
ters 6 and 7, respectively. A simple method for estimating the transmitter
and receiver velocity in M-to-M channels is also proposed. We observed that
polarization diversity improves parameter estimation and CSI prediction per-
formance by virtue of data averaging from multiple polarization dimensions.
The effect of antenna orientations (i.e., slant angles) on channel prediction
was also studied and we observe that systems with 0, pi/2 slant angles offer
improved performance compared to those with ±pi/4.
In Chapter 8, we derived bound on the prediction of mobile MIMO wire-
less channel in 2D and 3D propagation environments using a vector formu-
lation of the CRB for functions of parameters. Motivated by the need for
readily interpretable expressions for the FIM and prediction error bound, we
derived closed form expressions in the asymptotic limits of large number of
training samples and/or antenna elements. We showed via simulations that
the asymptotic expressions provide close approximation to the error bound
while eliminating the need for repeated computation.
Lastly, we studied the effect of temporal variation of channel parameters
on the performance of the proposed prediction methods in Chapter 9. We
observed that increased variation of the channel parameters degrades the
performance of the MEMCHAP scheme. An adaptive multidimensional ES-
PRIT based predictor named AMECHAP is proposed based on the PAST
subspace tracker, where the parameter estimation stage involve jointly track-
ing the evolution of the channel parameters. Simulation results showed that
the adaptive approach offered improved performance for fast parameter vari-
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ation rate.
10.2 Conclusions
In this thesis, we have developed several approaches for real time prediction of
narrowband mobile MIMO wireless channels. Based on parametric modeling
of the double directional channel, we derived different versions of the model
upon which our prediction methods are based. We proposed an adaptation of
multidimensional ESPRIT for jointly extracting the parameters of the mod-
els and extrapolation is achieved using the estimated parameters. We have
also studied the effects of using the spatial structure of the MIMO channel
on channel parameter estimation and CSI prediction. Our results indicate
that methods utilizing the spatial information for array gain outperform the
classical SISO based schemes, in which the MIMO channel entries are treated
as independent SISO links. We also observed that utilizing both the transmit
and receive spatial channel structure as in the DOD/DOA methods results
in better parameter estimation and CSI prediction accuracy than those with
only transmit (i.e., RSSM) and only receive (i.e., TSSM) spatial information.
The proposed prediction methods have also been extended to other sce-
narios including wide-band systems, mobile-to-mobile transmission and sys-
tems with polarized antenna arrays. A simple method for estimating the
velocity of the transmitter and receiver in mobile-to-mobile systems using
the channel parameters is also presented. We have also investigated the ef-
fects of antenna orientation on the prediction of polarized MIMO channels
using the two common dual polarized antenna configurations, i.e., ±pi/4 and
0, pi/2. We observed that the 0, pi/2 antenna configuration offers better pre-
diction performance.
Based on the vector formulation of the CRB for function of parameters,
we derived simple closed–form expressions for the prediction error bounds
for all the scenarios considered. Our results indicated that the performance
of the DOD/DOA-MEMCHAP approaches the bound with increased SNR
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and/or sample length. The derived bounds show that prediction error grows
linearly with number of paths and noise variance and quadratically with the
prediction horizon in both time and frequency. The bounds also show an
inverse relationship between the error bound and number of transmit and
receive antenna elements.
In order to relax the parameter stationarity assumption in our predic-
tion methods, we have also developed a method for tracking the slow vari-
ation of the channel parameters based on the PAST subspace tracker. The
adaptive approach was shown via simulations to outperform the DOD/DOA–
MEMCHAP method when the channel parameters are allowed to vary over
time. Relaxation of the stationarity assumption makes real time prediction
of wireless channel more feasible in practice.
10.3 Future Research
This thesis has made significant contributions to mobile MIMO channel pre-
diction. Since research works often lead to the identification of areas that
require further exploration, we highlight below some research topics based
on our findings.
• Complexity reduction: Since the prediction methods are based on mul-
tidimensional ESPRIT, a straightforward approach to reduce the com-
putation load would be transforming the complex-valued processing in
the parameter estimation stage into real-valued computations. This can
be achieved by using multidimensional extension of Unitary-ESPRIT
[73], which has been shown to offer improved parameter estimation per-
formance at a lower complexity compared to the ESPRIT used in our
methods. Investigation into data transformation approaches which sat-
isfy the centro-symmetric data requirement in addition to translational
invariance will be addressed in our ongoing research.
• Performance evaluation using measured data: Extensive performance
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evaluation of the prediction schemes presented in this thesis using mea-
sured channel data is an interesting topic for further research. Appli-
cability and/or extensions to other common array geometries such as
the circular and spherical arrays may also be useful.
• Developing models for parameter variation using measured channels:
Another interesting research topic may involve developing models to
capture the variation of multipath parameters based on channel mea-
surements.
• Effects of array imperfections/antenna coupling on the algorithm per-
formance: It may also be interesting to investigate the effects of an-
tenna array imperfections and mutual coupling on the performance of
the proposed methods.
• Parameter association: As mentioned in Chapter 9, a potential method
to improve prediction when the channel parameters are time-varying
is to extrapolate the parameters before applying them for CSI predic-
tion. An interesting problem for further research is the development of
methods for associating the estimated parameters over time.
• Effects of synchronization errors: It may also be very useful to relax the
perfect synchronization assumptions made in this thesis and investigate
the effects of synchronization errors on the prediction performance.
• Useful of Erroneous Channel State Information at the Transmitter
(CSIT): The main motivation for channel state prediction is to im-
prove the accuracy of the CSI at both ends of a wireless link. In a
recent study on the usefulness of bad CSI at the transmiter [123], the
authors showed that a degree of freedom greater than unity is achiev-
able in a MIMO broadcast channel even when the CSI is completely
outdated. Since, the analysis in the paper only considered multiuser
MISO broadcast channels and relied on a number of assumptions, it
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may be worthwhile to investigate the validity of these claims and ap-
plicability to other MIMO configurations such as the multiple access
channels and point-to-point transmission.
• Application: Another interesting area for further research is to incor-
porate the schemes proposed in this thesis into MIMO communication
systems requiring transmit side CSI such as codebook based limited
feedback schemes, scheduling and coordinated transmission. The over-
all system performance and/or performance improvements with pre-
dicted CSI may then be investigated using other performance metrics.
Our ongoing research is evaluating the effects of channel aging on lin-
ear precoding schemes including Zero–Forcing (ZF), Signal–to-Leakage
Noise Ratio (SLNR), Regularized Zero–Forcing (RZF) and Block Diag-
onalization (BD) for the down-link of multiuser MIMO systems. Our
prediction schemes will be incorporated into these precoders and the
overall system performance will be evaluated using metrics such as sum
rate and outage probability. A summary of our preliminary investiga-
tions and the proposed study is presented in Appendix C.
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APPENDIX A. CONTRIBUTIONS TO BANDLIMITED SIGNAL EXTRAPOLATION
A
Contributions to Bandlimited
Signal Extrapolation
A.1 Introduction
Bandlimited signal extrapolation (BSE) is a common problem in manytheoretical and applied fields such as spectral estimation, image restora-
tion, Fourier analysis and wireless communications and has been the focus
of several research works (see e.g., [39, 66, 89, 145, 160, 180]). In this chapter,
we investigate the prediction of mobile MIMO channels using bandlimited
extrapolation techiques. After a brief review of bandlimited signal extrapo-
lation in Section A.2, we present an introduction to the Prolate Spheroidal
Wave Function (PSWF) along with a derivation of a discrete solution of
2D PSWF in Section A.3. Methods for the prediction of narrowband and
wideband MIMO channels using DPSS are then described in Section A.4.
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A.2 Bandlimited Signal Extrapolation (BSE)
A function f(t) ∈ L2(R) is said to be σ-bandlimited if
F{f(t)} = 0 ∀ω ∈ R (A.1)
where F denotes the Fourier transformation defined as
F{f(t)} =
∫ ∞
−∞
f(t)ejωtdt (A.2)
with the inversion formula given by
F−1{f(ω)} = 1
2pi
∫ σ
−σ
f(ω)e−jωtdω (A.3)
Assuming that f(t) is known over the interval [−T, T ], the problem of ban-
dlimited extrapolation is to find the signal outside the known region. Sev-
eral iterative and non-iterative methods have been proposed for BSE. These
methods are generally classified into: Minimum energy extrapolation, Time–
Bandwidth dimension based extrapolation and energy concentration extrap-
olation. A review of selected iterative and non-iterative methods for the
extrapolation of bandlimited signals is presented in this section.
A.2.1 Iterative Method
Similar to the Gerchberg’s iterative algorithm for improving data resolution
through error energy reduction [66], Papoulis presented an iterative extrap-
olation method in [145] which converges to the actual bandlimited signal if
the known data is noise-free. The Papoulis approach can be represented in
equation form as
f [k+1] = PTf(t) + (I − PT )F−1{PσF{f [k]}} (A.4)
for k = 0, 1, 2, · · · . PT and Pσ are time-limiting and band-limiting operators
defined as
PTf(t) =
{
f(t) t ∈ [−T, T ]
0 t /∈ [−T, T ] (A.5)
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and
Pσf(ω) =
{
f(ω) ω ∈ [−σ, σ]
0 t /∈ [−σ, σ] (A.6)
respectively. Proof of the convergence of the iterative algorithm can be found
in [145]. Note that the known segment of the signal for initializing the iter-
ation can be denoted as f [0](t) = PTf(t).
A.2.2 Extrapolation Matrix Method (EME)
Motivated by the slow convergence rate of the Papoulis iterative method,
an extrapolation matrix method, where the iterative procedure is replaced
with a single matrix operation, was proposed in [160]. Using (A.4), the first
iteration of the iterative method can be expressed as
f [1] = f [0] + f [0]BX (A.7)
where X = diag{1, 1, · · · , 1, 0, · · · , 0, 0, · · · , 0, 1, 1} is a diagonal switching
matrix that makes the known segment zero and B = W−1GW. W is the
discrete Fourier transform (DFT) matrix and G is a matrix of weights. Sim-
ilarly, the second and third iteration can be shown to be
f [2] = f [0] + f [1]H = f [0] + f [0]H + f [0]H2 (A.8)
and
f [3] = f [0] + f [2]H = f [0] + f [0]H + f [0]H2 + f [0]H3 (A.9)
where H = BX. It follows from (A.7), (A.8) and (A.9) that
f [N ] = f [0] + f [0]H + f [0]H2 + f [0]H3 + · · ·+ f [0]HN
= f [0]
N∑
n=0
Hn
= f [0]EN (A.10)
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where EN =
∑N
n=0 H
n is the extrapolation matrix at the Nth iteration. For
N =∞, the extrapolation matrix for infinite number of iterations was shown
to be [160]
E∞ = (I−H)−1 (A.11)
A.2.3 Minimum Norm Least Square Extrapolation
The extrapolation matrix approach is a discretized version of the iterative
algorithm for continuous signals. However, its convergence to the original
signal is not guaranteed since the analytic property of continuous signals
upon which the algorithm is based does not hold for discrete signals. In
order to overcome this limitation, a minimum norm least square (MNLS)
method is proposed in [89] for converting the continuous extrapolation into
discrete form.
A.3 Prolate Spheroidal Wave Function
In this section, a discussion about prolate spheroidal wave functions along
with discrete solution of PSWFs in 2D is presented.
The PSWFs [178, 179] popularly known as Slepian functions have been
studied extensively as a basis for decomposition and reconstruction of ban-
dlimited signals. The PSWFs Ψk(t)1 with concentration on the interval
[−T, T ] are the normalized eigenfunctions of the integral equation [179]∫ T
−T
Ψk(t)
sinσ(x− t)
pi(x− t) dt = λkΨk(x) (A.12)
where t is the continuous time variable and k represents the order of the
eigenfunction. λk is the eigenvalue of the sinc kernel which serves as a mea-
sure of how concentrated Ψk(t) is on the interval [−T, T ]. In practice, the
1Note that the PSWF can also be parametrized in terms of the time-bandwidth pa-
rameter, defined as c = σT .
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PSWFs and associated eigenvalues may be computed numerically using [98]
Ψk(t) =
√
λk/T∫ 1
−1(S0n(t))
2dt
S0n
(
t
T
)
(A.13)
and
λk =
2cR0n(1)
2
pi
(A.14)
where Sm,n(η) andRm,n(η) are the angular and radial solutions of the Helmholtz
equation of the first kind, respectively. Some relevant properties of the PSWF
and procedures for signal extrapolation using the PSWF are given below.
A.3.1 Properties
The PSWFs have several fascinating properties, some of which includes:
Invariance to Fourier Transform
The PSWF Ψk(t) are invariant to both finite and infinite Fourier transforms
which are given by∫ T
−T
Ψk(t)e
jωtdt = jk
(
2piλkT
σ
)1/2
Ψk
(
ωT
σ
)
(A.15)
and ∫ ∞
−∞
Ψk(t)e
jωtdt = jk
(
2piT
σ
)1/2
Ψk
(
ωT
σ
)
(A.16)
respectively. The invariance to Fourier transformation is a result of the ban-
dlimited property of the PSWFs which is measured using the bandwidth
parameter c.
Dual Orthogonality
Another interesting property of the PSWF and possibly the most important
for signal extrapolation is dual orthogonality. Unlike other basis functions,
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which are only orthogonal over a finite interval, the PSWFs are orthogonal
on the finite domain and orthonormal in the infinite domain i.e.,∫ T
−T
Ψk(t)Ψ`(t)dt =
{
λk for k = `
0 otherwise
(A.17)
∫ ∞
−∞
Ψk(t)Ψ`(t)dt =
{
1 for k = `
0 otherwise
(A.18)
Bandlimitedness
The bandlimited property of the PSWFs is measured using the Slepian fre-
quency (also known as time-bandwidth parameter) defined as
c = σT (A.19)
where σ denotes the bandwidth of the PSWFs.
Even/Odd Symmetry
Depending on the order k of a PSWF, it exhibits either even or odd symmetry.
If k is even, the PSWF has even symmetry and vice versa. Detailed discussion
and proof of these properties can be found in [178, 179].
A.3.2 Signal Extrapolation Using PSWF
It follows from (A.18) that any continuous function f(t) can be represented
as a weighted summation using this orthonormal basis as
f(t) =
∞∑
k=0
γkΨk(t) (A.20)
where γk are scalar weighting factors defined as
γk =
∫∞
−∞ f(t)Ψk(t)dt∫∞
−∞Ψk(t)Ψk(t)dt
=
∫ ∞
−∞
f(t)Ψk(t)dt (A.21)
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Using Parseval’s theorem, the coefficients γk satisfy
∞∑
k=0
γ2k =
∫ ∞
−∞
|f(t)|2dt (A.22)
The basis expansion in (A.20) therefore converges to the true value of f(t)
with convergence in a squared error sense given by [179]
lim
K→∞
∫ ∞
−∞
{
f(t)−
K∑
k=0
γkΨk(t)
}2
dt = 0 (A.23)
An approximation for f(t) based on (A.23) is thus
f(t) ≈
K∑
k=0
γkΨk(t) (A.24)
Note that the approximation in (A.24) is well suited for functions whose
energy distribution span an infinite interval. However, most practical ex-
trapolation problems involve functions defined over a finite time domain.
Such functions can also be approximated using (A.24) with
γk =
1
λk
∫ T
−T
f(t)Ψk(t)dt (A.25)
Extrapolation of wireless MIMO channels using the concept of bandlimited
extrapolation and specifically the PSWF will be addressed in A.4.
A.3.3 2D Prolate Spheroidal Wave Function
The 2D prolate spheroidal wave functions (PSWF) are the eigenfunctions of
the integral equation∫ γ
−γ
∫ τ
−τ
Ψ(u, v)
sin(Φ(x− u))
pi(x− u)
sin(ϕ(y − v))
pi(y − v) dx dy = λΨ(x, y) (A.26)
The techniques used in the literature for the computation of the PSWFs
include the asymptotic solutions of Prolate spheroidal differential equations
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(PSDE) and Bouwkamp’s method of Legendre series. The computational
complexity of these methods limits the applications of the PSWF. In [98], a
discrete solution was proposed for 1D PSWF. Using the Whittaker-Shannon
sampling theorem [172] in 2D, we propose a discrete solution for the 2D
PSWF.
2D Shannon Sampling Theorem
The Shannon’s theorem in 2D implies that the exact reconstruction of a
bandlimited function g(x, y) can be achieved from an appropriately spaced
array of its samples g(n,m) = g(nΠx,mΠy)
g(x, y) =
∞∑
n=−∞
∞∑
m=∞
g(n,m) sinc
(
x− nΠx
Πx
)
sinc
(
y −mΠy
Πy
)
dx dy
(A.27)
where Πx and Πy are the sampling intervals in the x and y-direction respec-
tively.
Solution of 2D PSWF
Consider the integral equation in (A.26). The kernel of the equation can be
decomposed using the sampling theorem (A.27) as
K(x, y) , sinc(Φ(x− u)) sinc(ϕ(y − v))
=
∞∑
i=−∞
∞∑
j=∞
sinc(Φx− i) sinc(ϕy − j) sinc(Φu− i) sinc(ϕv − j) dx dy
(A.28)
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(a) Eigenvalues (b) First Four Eigenfunctions
Figure A.1: 2D PSWF. Computed using the sampling theorem approach.
Substituting (A.28) into (A.26), we obtain
λΨ(x, y) =
∫ γ
−γ
∫ τ
−τ
Ψ(u, v)
∞∑
i=−∞
∞∑
j=∞
sinc(Φx− i) sinc(ϕy − j)
× sinc(Φu− i) sinc(ϕv − j) dx dy
=
∞∑
i=−∞
∞∑
j=∞
sinc(Φx− i) sinc(ϕy − j)
∫ γ
−γ
∫ τ
−τ
Ψ(u, v)
× sinc(Φu− i) sinc(ϕv − j) dx dy (A.29)
The integral in (A.29) can be evaluated using (A.26) as
λijΨ(i, j) =
∫ γ
−γ
∫ τ
−τ
Ψ(u, v) sinc(Φu− i) sinc(ϕv − j) dx dy (A.30)
Expanding Ψ(u, v) using the sampling theorem and substituting into (A.30),
we have
λijΨ(i, j) =
∞∑
a=−∞
∞∑
b=∞
∫ γ
−γ
∫ τ
−τ
sinc(Φu− i) sinc(ϕv − j) sinc(Φu− a)
× sinc(ϕv − b)Ψij(a, b) du dv
=
∞∑
a=−∞
∞∑
b=∞
(A(i, a)B(j, b))Ψij(a, b) (A.31)
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where A(i, a) and B(j, b) denotes the 1D integrals in (A.31) evaluated with
respect to u and v respectively. A compact representation of (A.31) for all
possible values of i, j,a and b is
λΨ = PΨ (A.32)
where P = A ⊗ B. The 2D integral equation has now been reduced to
a discrete eigenvalue problem with the infinite dimensional matrix P. It
has however been shown in literature [98] for the 1D case that the infinite
matrices A and B have significant element in submatrices with dimension
of the order of the space-bandwidth product. Matrix P can therefore be
truncated to dimension c = γτΦϕ.
Computation of 2D PSWF Eigenfunctions
The procedures for the implementation of the discrete solution are:
• Calculate the Shannon number (i.e., space-bandwidth product) for x
and y-dimensions
• Perform 1D integrals numerically to obtain A and B
• Truncate matrices A and B in the order of the Shannon’s number
• Evaluate P and solve the eigenvalue problem in (A.32)
• Interpolate the eigenvectors to obtain the 2D PSWF eigenfunctions
Fig. A.1 present the eigenvalues and the first four eigenfunctions.
A.4 Application to Wireless Channel Predic-
tion
This section addresses the problem of MIMO channel prediction using ban-
dlimited extrapolation techniques. Although the iterative and non-iterative
234
APPENDIX A. CONTRIBUTIONS TO BANDLIMITED SIGNAL EXTRAPOLATION
schemes presented in Section A.2 can be applied directly to extrapolate nar-
rowband channels based on the knowledge that the Doppler spectra has a
finite support, the section will focus on the application of Discrete prolate
spheroidal wave sequences (DPSS) to the prediction of narrowband MIMO
channels. Similar studies have been reported in [223, 224] for time-variant
SISO channel estimation. This approach will also be extended to the predic-
tion of MIMO-OFDM channels, where the channel has finite support in both
time and frequency domain (i.e., finite Doppler and delay bandwidths).
A.4.1 Narrowband Channel
Consider an N ×M MIMO channel with each entry modeled as
h(t) =
P∑
p=1
αpe
jωpt (A.33)
where αp is the complex attenuation which accounts for attenuation, phase
shifts and antenna response and
ωp = ωmax cos θp (A.34)
is the Doppler frequency, with ωmax denoting the maximum Doppler fre-
quency. Assume that the channel is sampled at an interval Ts and define
h[`] , h(`Ts). (A.33) can then be represented as
h(`) =
P∑
p=1
αpe
j`νp (A.35)
where νp = ωpTs is the normalized Doppler frequency which can be expressed
in terms of the normalized maximum Doppler frequency νmax as
νp = νmax cos θp (A.36)
Since the angles of arrival typically vary between −pi and pi, the Doppler
spectral of the channel is bounded by [−νmax, νmax].
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Basis Expansion
As shown by Slepian [178], an optimal basis for bandlimited channel are the
DPSS, which are concentrated in an interval of length L [224]
λ =
∑L−1
`=0 |Ψ[`]|2∑∞
`=−∞ |Ψ[`]|2
(A.37)
with 0 ≤ λ ≤ 1 and bandlimited to [−νmax,−νmax] such that
Ψ[`] =
∫ νmax
−νmax
Ψf (ν)ej`νdν (A.38)
where
Ψf (ν) =
∞∑
`=−∞
Ψ[`]e−j`ν (A.39)
The DPSS have been shown to be the real valued eigenvectors of [178]
L−1∑
m=0
sin(2piνmax(m− `))
pi(m− `) Ψk[m] = λkΨk[`] (A.40)
for m, ` ∈ [0, 1, · · · , L− 1]. Similar to the PSWF, the DPSS exhibits proper-
ties analogous to those highlighted in Section A.3. Note that the eigenvalues
λk of (A.39) are close to unity for k ≤ d2νmaxLe + 1 and rapidly decrease
to zero for k > d2νmaxLe + 1. The optimal dimension for a basis expansion
using DPSS can therefore be approximated by P = d2νmaxLe+ 1 [223].
Channel Prediction
The first step in the prediction of the channel is to expand the L noisy CSI
samples in terms of the basis function
hˆ[`] =
P ′−1∑
p=0
γpΨp[`] ` = 0, 1, · · · , L− 1 (A.41)
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where P ′ is the model order which is satisfies P ≤ P ′ ≤ L and γp are the
weighting co-efficients. (A.41) can be expressed in matrix form as
hˆ[0]
hˆ[1]
...
hˆ[L− 1]
 =

Ψ0[0] Ψ1[0] · · · ΨP ′−1[0]
Ψ0[1] Ψ1[1] · · · ΨP ′−1[1]
...
... . . .
...
Ψ0[L− 1] Ψ1[L− 1] · · · ΨP ′−1[L− 1]


γ0
γ1
...
γP ′−1
 (A.42)
which can be expressed in a compact form
hˆ = Ψγ (A.43)
Equation (A.43) is solved to obtain the weights vector γ as
γˆ = Ψ†hˆ (A.44)
where A† denotes the Pseudo-inverse of A. Using the estimated basis, future
states of the channel can be predicted from
h˜[u] =
P ′−1∑
p=0
γˆpΨ˜p[u] u = L,L+ 1, · · · (A.45)
where Ψ˜p[u] is the extrapolated basis vector at instant u which can be ob-
tained using [224]
Ψ˜p[u] =
1
λp
L−1∑
`=0
sin(2piνmax(`− u))
pi(`− u) Ψp[`] (A.46)
A.4.2 Wideband Channel
Here, the channel prediction method based on Slepian basis expansion is
extended to wideband MIMO channels where the finite path delays result in
an additional dimension in addition to the Doppler bandwidth. Again, the
MIMO channel is treated on a per entry basis. Consider the impulse response
of a frequency-selective channel defined as
h(t, τ) =
P∑
p=1
αpe
jωptδ(τ − τp) (A.47)
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where τp is used to denote the delay of the pth path. The Fourier transfor-
mation of (A.47) gives the frequency response of the channel
h(t, f) =
P∑
p=1
αpe
jωpte−j2pifτp (A.48)
where f denotes the frequency variable. Now, assuming an OFDM based
transmission with subcarrier spacing Tf , the sampled frequency can be rep-
resented as
h(`, b) =
P∑
p=1
αpe
jnup`e−j2pibηp (A.49)
where b is the frequency index and ηp = τpTf is the normalized delay of the
pth path which satisfies
0 ≤ ηp ≤ ηmax (A.50)
where ηmax is the maximum normalized delay. Based on the knowledge of
the symmetrical Doppler bandwidth and asymmetrical delay bandwidth, the
doubly selective channel can be expanded using the 2D-DPSS.
Basis Expansion
Analogous to the 1D DPSS, the 2D-DPSS bandlimited to [−νmax, νmax] and
[0, ηmax and concentrated on intervals [0, L−1] and [0, Q] are the eigenvectors
of
L−1∑
m=0
Q−1∑
b=0
sin(2piνmax(m− `))
pi(m− `)
sin(2piηmax(b− v))
pi(b− v) Ψk[m, b] = λkΨk[`, v] (A.51)
for k ∈ [0, 1, · · · , (L−1)(Q−1)]. Denoting Ψk = [Ψk[0, 0],Ψk[1, 0], · · · ,Ψk[L−
1, 0],Ψk[0, 1],Ψk[1, 1], · · · ,Ψk[L− 1, 1], · · · ,Ψk[L− 1, Q− 1]], (A.51) can be
compactly written as
EΨk = λkΨk (A.52)
where
E = C⊗D (A.53)
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where ⊗ denotes the Kronecker product. Matrices C and D are defined as
[C]k,` =
sin(2piνmax(k − `))
pi(k − `) k, ` ∈ [0, 1, · · · , L− 1] (A.54)
and
[D]k,b =
sin(2piηmax(k − b))
pi(k − b) k, b ∈ [0, 1, · · · , Q− 1] (A.55)
respectively. Note that the eigenvalue problem in (A.52) can be written as
(C⊗D)(Ψtk ⊗Ψfk) = (λtk ⊗ λfk)(Ψtk ⊗Ψfk) (A.56)
where Ψtk and λ
t
k are the eigenvectors and eigenvalues of C, respectively. The
eigenvectors and eigenvalues of D are contained in Ψfk and λ
f
k, respectively.
Channel Prediction
Similar to the narrowband case, the known channel is expanded in terms of
the Slepian basis, thus
gˆ[`, q] =
P ′−1∑
p=0
γpΨp[`, q] (A.57)
for ` = 0, 1, · · · , L − 1 and q = 0, 1, · · · , Q − 1. Here, the model order P ′
satisfies the constraint
d2νmaxηmaxLQe+ 1 ≤ P ′ ≤ (L− 1)(Q− 1) (A.58)
To allow for the estimation of the weights, let us now put (A.57) into the
matrix formula
gˆ = Ψγ (A.59)
where
gˆ = [gˆ[0, 0], gˆ[1, 0], · · · , gˆ[L−1, 0], gˆ[0, 1], · · · , gˆ[L−1, 1], · · · , gˆ[L−1, Q−1]],
(A.60)
γ = [γ0, γ1, γ2, · · · , γP ′−1] (A.61)
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and
Ψ =

Ψt0[0] · · · ΨtP ′−1[0]
Ψt0[1] · · · ΨtP ′−1[1]
... . . .
...
Ψt0[L− 1] · · · ΨtP ′−1[L− 1]
⊗

Ψf0[0] · · · ΨfP ′−1[0]
Ψf0[1] · · · ΨfP ′−1[1]
... . . .
...
Ψf0[Q− 1] · · · ΨfP ′−1[Q− 1]

(A.62)
The weights γ can now be estimated from (A.44), thus
γˆ = Ψ†gˆ (A.63)
A.5 Simulation and Results
In this section we evaluate the prediction performance of the DPSS based
method and compare this with the application of the 1D ESPRIT based
approach of [24]. We consider a 2 × 2 MIMO channel with P = 10 paths
and a mobile velocity, v = 50 kmp/h. The AOA and AOD are drawn from
a uniform distribution as θp, φp ∼ U [0, 2pi) and the complex amplitudes are
generated as αp ∼ CN (0, 1).
Fig. A.4, we present the NMSE versus prediction horizon at SNR= {10, 20} dB
and a sampling interval of 200ms. We observe that while both methods show
similar performance over the training segment, the DPSS performs poorly in
the prediction segment. A similar observation is made in Fig. A.5, where we
plot the CDF of NSE at a prediction interval of 1λ. In Fig. A.6, we show
the NMSE as a function of prediction horizon with a sampling interval of
Tsamp = 20µs. It shows that the ESPRIT based scheme still performs better.
However, the performance difference in the prediction segment is negligible
when compared to Fig. A.4. This shows that increasing the sampling rate
improves the performance of the DPSS based method. The corresponding
CDF is shown in Fig. A.7. It shows that the performance of both schemes
are closer at lower SNR than higher SNR. We saw an NMSE difference of
about 7 dB at SNR = 30 dB, 4 dB at SNR = 20 dB and < 0.5 dB at SNR
= 20 dB.
240
APPENDIX A. CONTRIBUTIONS TO BANDLIMITED SIGNAL EXTRAPOLATION
A.6 Summary
This chapter presented a summary of our investigations on the prediction of
MIMO channels using bandlimited extrapolation techniques. We presented
a method for solving 2D PSWF using the sampling theorem. Methods for
predicting narrowband and wideband channels are also developed using the
DPSS and comparison was made with parametric prediction using 1D ES-
PRIT based schemes.
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Figure A.2: Eigenvalues of the DPSS
for a channel with fc = 2.0GHz, v =
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75 kmph,Tsamp = 20µs, and K = 200.
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B
Proof of Performance Bound
Expressions
B.1 Derivatives for the FIM in Narrowband
Error Bound
This section presents the derivatives of the observation vector h requiredfor evaluating the error bound in Section 8.1.1.
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B.1.1 Derivative with Respect to R(α)
∂h
∂R(αp)
=
∂(Ar At Ad)α
∂R(αp)
= (Ar At Ad) ∂α
∂αp
= (Ar At Ad)ΠP
(B.1)
where Πk is a P × 1 vector having a 1 as the pth element and all other
elements zero. (B.1) can further be simplified to
∂h
∂R(αp)
= [Ar]:,p ⊗ [At]:,p ⊗ [Ad]:,p
= [Ar At Ad]:,p
= [A]:,p (B.2)
where [B]:,p denotes the pth column of B. Using (B.2), the derivative with
respect to R(α) is
∂h
∂R(α)
=
[
∂h
∂R(α1)
∂h
∂R(α2)
· · · ∂h
∂R(βP )
]
= [[A]:,1 · · · [A]:,P ]
= A (B.3)
B.1.2 Derivative with Respect to I(α)
∂h
∂I(αp)
= (Ar At Ad) ∂α
∂I(αp)
= j(Ar At Ad)ΠP
= jA (B.4)
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B.1.3 Derivative with Respect to µr
∂h
∂µrp
=
(
∂Ar
∂µrk
At Ad
)
α
=
(
∂[Ar]:,p
∂µrp
⊗ [At]:,p ⊗ [Ad]:,p
)
αp (B.5)
Using (B.6), we obtain
∂h
∂µr
=
[
∂h
∂µr1
∂h
∂µr2
· · · ∂h
∂µrP
]
=
[(
∂[Ar]:,1
∂µr1
⊗ [At]:,1 ⊗ [Ad]:,1
)
β1 · · ·(
∂[Ar]:,P
∂µrP
⊗ [At]:,P ⊗ [Ad]:,P
)
αP
]
= (Dr At Ad)X (B.6)
where
Dr =
[
∂[Ar]:,1
∂µr1
∂[Ar]:,2
∂µr2
· · · ∂[Ar]:,P
∂µrP
]
(B.7)
For the ULA, Dr can be found using (4.26) to be
Dr =

0 · · · 0
jejν
r
1 · · · jejνrP
2jej2ν
r
1 · · · 2jej2νrP
... . . .
...
j(N − 1)ej(M−1)νr1 · · · j(M − 1)ej(N−1)νrP

(B.8)
Equation (B.8) can be expressed in terms of Ar as
Dr = j

0 0 · · · 0
0 1 · · · 0
...
... . . .
...
0 0 · · · (M − 1)
Ar (B.9)
X is a diagonal matrix with the complex amplitudes α on its diagonal.
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B.1.4 Derivative with Respect to µt
∂h
∂µt
=
[
∂h
∂µt1
∂h
∂µt2
· · · ∂h
∂µtP
]
=
[(
[Ar]:,1 ⊗ ∂[At]:,1
∂µt1
⊗ [Ad]:,1
)
α1 · · ·(
[Ar]:,P ⊗ ∂[At]:,P
∂µtP
⊗ [Ad]:,P
)
αP
]
= (Ar Dt Ad)X (B.10)
where Dt is defined similar to Dr.
B.1.5 Derivative with Respect to ν
∂h
∂ν
=
[
∂h
∂ν1
∂h
∂ν2
· · · ∂h
∂νP
]
=
[(
[Ar]:,1 ⊗ [At]:,1 ⊗ ∂[Ad]:,1
∂ν1
)
α1 · · ·
([Ar]:,P ⊗ [At]:,P )αP ⊗ ∂[Ad]:,P
∂νP
]
= (Ar At Dd)X (B.11)
where Dd is defined similar to (B.8).
B.2 Evaluation of FIM and Error Bound
The simplified expression for the FIM and the prediction error bound are
obtained using the derivatives in Appendix B.1. Using (8.25) and (8.26), the
matrix J in (8.27) is given by
J =
∂h
∂Θ
H ∂h
∂Θ
(B.12)
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where
∂h
∂Θ
=
[
∂h
∂R(α)
∂h
∂I(α)
∂h
∂µr
∂h
∂µt
∂h
∂ν
]
= [A jA (Dr At Ad)X (Ar Dt Ad)X
(Ar At Dd)X] (B.13)
With P1–P4 given in (8.19)–(50), (B.13) can be simplified to
∂h
∂Φ
= P1 P2 P3 P4 (B.14)
and thus (B.12) becomes
J = (P1 P2 P3 P4)H(P1 P2 P3 P4) (B.15)
Using the properties of the Khatri-Rao and Hadamard products, (B.15) re-
duces to the form given in (8.26).
B.3 Derivatives for the FIM for Wideband Er-
ror Bound
The derivatives of the covariance matrix and observation vector h required
for evaluating the FIM expression as given in (8.40) are given in this section.
B.3.1 Derivative with Respect σ2
Based on the independent Gaussian noise assumption, the derivative of the
covariance matrix C = σ2I is thus
∂C
∂σ2
= I (B.16)
On substituting (B.16) into (8.12), the entry of the FIM dependent on noise
variance is obtained as
Tr
[
C−1
∂C
∂Θ
C−1
∂C
∂Θ
]
=
PKNM
σ4
(B.17)
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B.3.2 Derivative with Respect to R(α)
∂h
∂R(αp)
=
∂(Ar At Ad Af )α
∂R(αp)
= (Ar At Ad Af ) ∂α
∂αp
= (Ar At Ad Af )Πp
(B.18)
Equation (B.1) can further be simplified to
∂h
∂R(αp)
= [Ar]:,p ⊗ [At]:,p ⊗ [Ad]:,p ⊗ [Af ]:,p
= [Ar At Ad Af ]:,p
= [A]:,p (B.19)
Using (B.19), the derivative with respect to R(α) is
∂h
∂R(α)
=
[
∂h
∂R(α1)
∂h
∂R(α2)
· · · ∂h
∂R(αP )
]
= [[A]:,1 · · · [A]:,P ]
= A (B.20)
B.3.3 Derivative with Respect to I(α)
∂h
∂I(αp)
= (Ar At Ad Af ) ∂α
∂I(αp)
= j(Ar At Ad Af )ΠP
= jA (B.21)
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B.3.4 Derivative with Respect to µr
∂h
∂µrp
=
(
∂Ar
∂µrz
At Ad Af
)
α
=
(
∂[Ar]:,p
∂µrp
⊗ [At]:,p ⊗ [Ad]:,p ⊗ [Aτ ]:,p
)
αp (B.22)
Using (B.22), we obtain
∂h
∂µr
=
[
∂h
∂µr1
∂h
∂µr2
· · · ∂h
∂µrP
]
=
[(
∂[Ar]:,1
∂µr1
⊗ [At]:,1 ⊗ [Ad]:,1 ⊗ [Aτ ]:,1
)
α1 · · ·(
∂[Ar]:,P
∂µrP
⊗ [At]:,P ⊗ [Ad]:,P ⊗ [Af ]:,P
)
αP
]
= (Dr At Ad Af )X (B.23)
where
Dr =
[
∂[Ar]:,1
∂µr1
∂[Ar]:,2
∂µr2
· · · ∂[Ar]:,P
∂µrP
]
(B.24)
which can be expressed in terms of Ar as
Dr = j

0 0 · · · 0
0 1 · · · 0
...
... . . .
...
0 0 · · · (M − 1)
Ar (B.25)
B.3.5 Derivative with Respect to µt
∂h
∂µt
=
[
∂h
∂µt1
∂h
∂µt2
· · · ∂h
∂µtP
]
=
[(
[Ar]:,1 ⊗ ∂[At]:,1
∂µt1
⊗ [Ad]:,1 ⊗ [Af ]:,1
)
α1 · · ·(
[Ar]:,P ⊗ ∂[At]:,P
∂µtP
⊗ [Ad]:,P ⊗ [Af ]:,P
)
αP
]
= (Ar Dt Ad Af )X (B.26)
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B.3.6 Derivative with Respect to ν
∂h
∂ν
=
[
∂h
∂ν1
∂h
∂ν2
· · · ∂h
∂νP
]
=
[(
[Ar]:,1 ⊗ [At]:,1 ⊗ ∂[Ad]:,1
∂ν1
⊗ [Af ]:,1
)
α1 · · ·
([Ar]:,P ⊗ [At]:,P )αP ⊗ ∂[Ad]:,P
∂νP
⊗ [Af ]:,P
]
= (Ar At Dd Af )X (B.27)
B.3.7 Derivative with Respect to η
Following a procedure similar to those presented above, the derivative of h
with respect to η can be shown to be
∂h
∂η
= (Ar At Ad Df )X (B.28)
B.4 Evaluation of FIM and Error Bound
Once the derivatives of the channel observation h and the covariance matrix
have been obtained, the expression for the FIM and the prediction error
bound are obtained by substituting the derivatives in Appendix B.3. Using
(8.25) and (8.100), the matrix J in (8.51) is obtained as
J =
∂h
∂Θ
H ∂h
∂Θ
(B.29)
where
∂h
∂Θ
=
[
∂h
∂R(α)
∂h
∂I(α)
∂h
∂µr
∂h
∂µt
∂h
∂ν
∂h
∂η
]
= [A jA (Dr At Ad Af )X (Ar Dt Ad Ad)X
(Ar At Dd Ad)X (Ar At Ad Df )X] (B.30)
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With P1–P5 as given in (8.41)-(8.45), (B.30) can be simplified to
∂h
∂Θ
= P1 P2 P3 P4 P5 (B.31)
and (B.29) becomes
J = (P1 P2 P3 P4 P5)H(P1 P2 P3 P4 P5) (B.32)
B.5 Equivalence of Wideband Error Bound with
and without Noise Variance in Parameter
set
Consider the parametric prediction assumption upon which the derivation
of the bound is based where the channel parameters are estimated from
the noisy estimates (Hˆ(p, q)) and the parameter estimates used for the ex-
trapolation. The predicted sample can therefore be denoted as H˜(p, q) =
f(θ, φ, τ, ν, p, q) independent of the estimate of σ2. We will now show that
including σ2 in Θ does not change the expression for the bound.
Consider the parameter set in (8.102) with σ2 included
Θ˜ =
[
σ2 θ1 θ2 · · · θZ
]
(B.33)
Using Bangs formula as given in (8.12), the FIM can be expressed as
J˜(Θ˜) =
[
KNMQ
σ4
0T
0 J(Θ)
]
(B.34)
where the first element of (B.34) have been obtained from the first term of
(8.12) with C = σ2I and J(Θ) is given in (8.115). Now using the vector
form of the CRB for functions of parameters, the mean square error bound
(MSEB) becomes
MSEB(p, q) =
N∑
n=1
M∑
m=1
∂h˜(n,m, p, q)
∂Θ˜
J˜(Θ˜)
∂h˜(n,m, p, q)
∂Θ˜
H
(B.35)
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where h˜(n,m, p, q) denotes the estimated, interpolated or predicted channel.
Since the channel reconstruction does not utilize the estimate of the noise
variance, the partial derivative in (B.37) can be expressed as
∂h˜(n,m, p, q)
∂Θ˜
=
[
∂h˜(n,m, p, q)
∂σ2
∂h˜(n,m, p, q)
∂Θ
]
=
[
0
∂h˜(n,m, p, q)
∂Θ
]
(B.36)
Substituting (B.34) and (B.36) into (B.37) yields
MSEB(p, q) =
N∑
n=1
M∑
m=1
∂h˜(n,m, p, q)
∂Θ
J(Θ)
∂h˜(n,m, p, q)
∂Θ
H
(B.37)
which is the same as the expression in (8.119) (for the case without σ2 in the
parameter set).
B.6 Simplifications for Narrowband Asymptotic
FIM
Consider the expression for the FIM in (8.89) and assume that K, N , and/or
M are large such that
P−1∑
p=0
N∑
n=1
M∑
m=1
h ≈ KNME[h] (B.38)
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Using (8.89) and (8.90)-(8.94), the diagonal entries of the FIM are obtained
as
[J(θp)]11 =
2NMK
σ2
(B.39)
[J(θp)]22 =
2NMK
σ2
(B.40)
[J(θp)]33 =
MKN(N − 1)(2N − 1)|αp|2
3σ2
(B.41)
[J(θp)]44 =
NKM(M − 1)(2M − 1)|αp|2
3σ2
(B.42)
[J(θp)]55 =
NMK(K − 1)(2K − 1)∆2|αp|2
3σ2
(B.43)
Following a similar approach, the off-diagonal entries can be shown to be
[J(θp)]12 = [I(θp)]21 = 0 (B.44)
[J(θp)]13 = [I(θp)]31 =
MKN(N − 1)I(αp)
σ2
(B.45)
[J(θp)]14 = [I(θp)]41 =
NKM(M − 1)I(αp)
σ2
(B.46)
[J(θp)]15 = [I(θp)]51 =
NMK(K − 1)∆I(αp)
σ2
(B.47)
[J(θp)]23 = [I(θp)]32 =
MKN(N − 1)R(αp)
σ2
(B.48)
[J(θp)]24 = [I(θp)]42 =
NKM(M − 1)R(αp)
σ2
(B.49)
[J(θp)]25 = [I(θp)]52 =
NMK(K − 1)∆R(αp)
σ2
(B.50)
[J(θp)]34 = [I(θp)]43 =
NMK(N − 1)(M − 1)|αp|2
2σ2
(B.51)
[J(θp)]35 = [I(θp)]53 = −NMK(N − 1)(K − 1)∆|αp|
2
2σ2
(B.52)
[J(θp)]45 = [I(θp)]54 = −NMK(M − 1)(K − 1)∆|αp|
2
2σ2
(B.53)
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B.7 Simplifications for Wideband Asymptotic
FIM
Consider the expression for the FIM in (8.89) and assume that Q, K, N ,
and/or M are large such that
Q−1∑
q=0
P−1∑
p=0
N∑
n=1
M∑
m=1
h ≈ QPNME[h] (B.54)
Using (8.89) and (8.107)-(8.112), the diagonal entries of the FIM are obtained
as
[J]11 =
2KQNM
σ2
E[1]
[J]22 =
2QKNM
σ2
E[1]
[J]33 =
2
σ2
(
Q−1∑
q=0
K−1∑
k=0
N∑
n=1
M∑
m=1
(n− 1)2|αp|2
)
[J]44 =
2
σ2
(
Q−1∑
q=0
K−1∑
k=0
N∑
n=1
M∑
m=1
(m− 1)2|αp|2
)
[J]55 =
2
σ2
(
Q−1∑
q=0
K−1∑
k=0
N∑
n=1
M∑
m=1
(kUt)
2|αp|2
)
[J]66 =
2
σ2
(
Q−1∑
q=0
K−1∑
k=0
N∑
n=1
M∑
m=1
(qUf )
2|αp|2
)
(B.55)
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Using (B.38) in (B.55) yields
[J]11 =
2QKNM
σ2
(B.56)
[J]22 =
2QKNM
σ2
(B.57)
[J]33 =
2
σ2
(
MKQ(
N∑
n=1
(n− 1)2)E[|αp|2]
)
(B.58)
[J]44 =
2
σ2
(
NKQ(
M∑
m=1
(m− 1)2)E[|αp|2]
)
(B.59)
[J]55 =
2
σ2
(
NMQ(
K−1∑
k=0
(kUt)
2)E[|αp|2]
)
(B.60)
[J]66 =
2
σ2
(
NMK(
Q−1∑
q=0
(qUf)
2)E[|αp|2]
)
(B.61)
Using the identity
A∑
a=1
a2 =
A(A+ 1)(2A+ 1)
6
(B.62)
equations (B.56) becomes
[J]33 =
2
σ2
(
MKQN(N − 1)(2N − 1)
6
E[|αp|2]
)
(B.63)
[J]44 =
2
σ2
(
NKQM(M − 1)(2M − 1)
6
E[|αp|2]
)
(B.64)
[J]55 =
2
σ2
(
NMQK(K − 1)(2K − 1)U2t
6
E[|αp|2]
)
(B.65)
[J]66 =
2
σ2
(
NMKQ(Q− 1)(2Q− 1)U2f
6
E[|αp|2]
)
(B.66)
We now use our assumption that the complex amplitude is αp ∼ CN (0, 1),
such that
E[|αp|2] = 1
E[αp] = 0 (B.67)
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and apply (B.67) in (B.63) to obtain
[J]33 =
2
σ2
(
MKQN(N − 1)(2N − 1)
6
)
[J]44 =
2
σ2
(
NKQM(M − 1)(2M − 1)
6
)
[J]55 =
2
σ2
(
NMQK(K − 1)(2K − 1)U2t
6
)
[J]66 =
2
σ2
(
NMKQ(Q− 1)(2Q− 1)U2f
6
)
(B.68)
Since N,M,Q,K > 1, the approximations A− 1 ≈ A and 2A− 1 ≈ 2A can
be used to simplify (B.68) to
[J]33 =
NMKQ
σ2
(
2N2
3
)
[J]44 =
NMKQ
σ2
(
2M2
3
)
[J]55 =
NMKQ
σ2
(
2K2U2t
3
)
[J]66 =
NMKQ
σ2
(
2Q2U2f
3
)
(B.69)
The off-diagonal entries of the FIM are obtained following the same proce-
dure.
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C
System Level Performance
Evaluation
This section outlines our preliminary results and ongoing research on theeffects of outdated CSI and gains of using our prediction methods in
multiuser MIMO systems.
C.1 System Model
We consider the downlink of a multiuser MIMO system as illustrated in
Fig. C.1. We assume that the BS has an N-element ULA and that there
are Z users each with Mz ≥ 1 antenna elements. Denoting the transmitted
signal and precoding matrix for the zth user as sz and Wz, respectively, the
received signal at the zth user can be expressed as
rz = HzWzsz +
Z∑
i=1,i 6=z
HzWisi + nz (C.1)
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Figure C.1: Block diagram of a multiuser Mobile MIMO System.
where nz is the zero mean Gaussian distributed receive noise vector at the
zth receiver. nz is assumed to have a variance σ2 per antenna. We as-
sume an FDD transmission where the CSI is estimated at each of the mobile
stations and fed back to the BS via a dedicated feedback link as shown in
Fig. C.1. Assuming that the CSI is known perfectly at the BS, the Signal-
to-Interference-plus-Noise Ratio (SINR) at the zth user is given by [161]
SINRz =
||HzWz||2
Mzσ2 +
∑Z
i=1,i 6=z ||HzWi||2
(C.2)
and the corresponding rate is
Rz = log2(1 + SINRz) (C.3)
The capacity/sum rate of the multiuser system is thus
R =
Z∑
z=1
Rz (C.4)
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In reality the CSI at the transmitter have some imperfections resulting from
receiver mobility, channel estimation and quantization. Our aim in this work
is to investigate the effect of using delayed CSI on the performance of lin-
ear precoding schemes and evaluate the performance gains from using our
prediction schemes. In Fig. C.2, we illustrate the effect of feedback delay
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Figure C.2: Mean Sum Rate versus SNR for different mobile velocity with
perfect and delayed CSI.
on the performance of ZF [78] and SLNR [161] transmit beamformers. We
plot the sum rate CDFs at SNR= 30 dB for a multiuser MISO system with
four users and four transmit antennas at different feedback delay values. We
observe that the performance of the two precoding methods degrades even
for delay values as low as 1ms. The figures also shows that for some delay
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value, the performance degradation increases with increased mobile velocity.
For instance, with a feedback delay of 1ms, the mean sum rate decreased by
approximately 1 b/s/Hz and 15 b/s/Hz at mobile velocity values of 5 kmph
and 50 kmph, respectively.
C.2 Performance of Transmit Beamforming with
Predicted CSIT
In this proposed study, we will study the performance gains of using our pre-
diction methods with precoded multiuser MISO and MIMO systems. Since
the mobile terminals has only a single antenna in the MISO systems, we
will utilize only the MSSM and RSSM based methods to predict the CSI.
However, all methods will be applied to the MIMO systems.
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