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Abstract. Collective flow of the final-state hadrons observed in ultra-
relativistic heavy-ion collisions or even in smaller systems formed in
high-multiplicity pp and p/d/3He-nucleus collisions is one of the most
important diagnostic tools to probe the initial state of the system and
to shed light on the properties of the short-lived, strongly-interacting
many-body state formed in these collisions. Limited, in the initial years,
to the study of mainly the directed and elliptic flows – the first two
Fourier harmonics of the single-particle azimuthal distribution – this
field has evolved in recent years into a much richer area of activity. This
includes not only higher Fourier harmonics and multiparticle cumu-
lants, but also a variety of other related observables, such as the ridge
seen in two-particle correlations, flow decorrelation, symmetric cumu-
lants and event-plane correlators which measure correlations between
the magnitudes or phases of the complex flows in different harmonics,
coefficients that measure the nonlinear hydrodynamic response, statis-
tical properties, such as the non-Gaussianity of the flow fluctuations,
etc. We present a Tutorial Review of the modern flow picture and the
various aspects of the collectivity – an emergent phenomenon in quan-
tum chromodynamics.
a e-mail: rajeev.bhalerao@iiserpune.ac.in
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“The aim of theory really is, to a great extent, that of systematically organizing
past experience in such a way that the next generation, our students and their students
and so on, will be able to absorb the essential aspects in as painless a way as possible,
and this is the only way in which you can go on cumulatively building up any kind
of scientific activity without eventually coming to a dead end.”
— Michael Atiyah, Fields Medalist, in How research is carried out
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1 Introduction
The physics of heavy-ion collisions or even of relativistic heavy-ion collisions has a
long history, see e.g. [1,2]. However, the modern era in this field began with the
advent of the Relativistic Heavy-Ion Collider (RHIC) at BNL, USA in 2000. The
field was further enriched when the Large Hadron Collider (LHC) at CERN became
operational in 2010. The big ideas driving this field are: to test the predictions of the
nonperturbative Quantum Chromodynamics (QCD), to study the equilibrium and
nonequilibrium (transport) properties of the quark-gluon plasma (QGP), to map out
the QCD phase diagram qualitatively as well as quantitatively, etc. The relativistic
nucleus-nucleus collisions (and arguably even smaller systems being studied at RHIC
and LHC) constitute the only available tool to produce QGP in the laboratory.
This pedagogical review is restricted to the issue of collectivity as seen in the large
and small systems formed in the nucleus-nucleus, hadron-nucleus or hadron-hadron
collisions at high energies. The emphasis will be on explaining the mathematical
framework underlying the discussion of the various aspects of the collective flow,
which although quite straightforward, might appear intriguing to the uninitiated.
Although attempt will be made to display the relevant experimental data, this is not
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Fig. 1. (colour online) Geometry of the collision. Filled circles denote the participants and
open circles the spectators. x′ and y′ are the principal axes of inertia of the participant zone.
Figure adapted from [3].
a comprehensive review of the phenomenology of the wealth of data on collectivity
accumulated over the years.
In the next section we present the modern flow picture. Flow observables with
mixed harmonics are discussed in Sec. 3. Collectivity in small and large systems is
discussed in Sec. 4, which is followed by Conclusions in Sec. 5. Mathematical prelim-
inaries are presented in Appendices A to C. Reader unfamiliar with these is advised
to go through the appendices before reading Sec. 2.
2 Modern Flow Picture
We begin by describing the geometry of the collision (of two identical spherical nuclei)
and the various planes that go with it. Two nuclei are taken to approach each other
parallel to the z (or longitudinal or beam) axis. The origin is taken at the midpoint
of the impact parameter vector. The standard convention for the x and y axes is as
shown in Fig. 1. Due to quantum fluctuations in the wave functions of the incoming
nuclei, the participant zone may be shifted and/or tilted with respect to the xy frame.
x′, y′, z′ are the principal axes of inertia of the participant zone. x′, in particular, is
the direction of the short axis of the participating nucleon distribution.
– Reaction Plane (RP): xz plane. It is the plane determined by the impact param-
eter vector and the beam axis. Orientation of the reaction plane is not directly
measurable.
– Participant Plane (PP): x′z′ plane. Same as the RP if there are no initial-state
fluctuations. Participant plane is also not directly measurable.
– Event Plane (EP): Estimate of the PP, obtained by measuring the direction of
maximum final-state particle density. If there are no fluctuations, EP is an estimate
of RP.1
1 See Eqs. (1) and (4) for definitions of PP (Φn) and EP (Ψn) specific to harmonic n.
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2.1 Characterization of the initial state
Recall the old definition of the eccentricity ε2 ≡
〈
y2 − x2〉 / 〈y2 + x2〉, which is real.
In modern parlance, the complex eccentricity vector En is defined as2 [5]
En ≡ εneinΦn ≡ − 〈z
n〉
〈|z|n〉 = −
〈
rneinϕ
〉
〈rn〉 = −
∫
zne(z, τ0)r dr dϕ∫ |z|ne(z, τ0)r dr dϕ, n ≥ 2, (1)
where εn is the magnitude and Φn determines the phase of the complex vector En,
z = (r, ϕ) refers to the transverse coordinates of the participants, e(z, τ0) is the energy
(or entropy) density at midrapidity at the initial time τ0, i.e., shortly after the collision
and 〈· · ·〉 denotes the e(z, τ0)-weighted average over the transverse plane in a single
event after centering: 〈z〉 = 〈reiϕ〉 = 0. Note that 0 ≤ εn ≤ 1 by definition. Φn is
called the participant-plane angle in the n-th harmonic. εn and Φn are given by
εn =
√
〈rn cosnϕ〉2 + 〈rn sinnϕ〉2
〈rn〉 ,
Φn =
1
n
tan−1
〈rn sinnϕ〉
〈rn cosnϕ〉 ,
(2)
modulo 2pi/n, because the n-th order harmonic has an n-fold symmetry in azimuth.
It is easy to check that for n = 2, both Eqs. (1) and (2) yield the old definition
of the eccentricity ε2 ≡
〈
y2 − x2〉 / 〈y2 + x2〉. Eccentricity εn cannot be determined
experimentally. However, given a model for the initial state (e.g., Glauber model), εn
can be calculated from the positions (r, ϕ) of the participating nucleons (or partons)
in the transverse plane. The magnitude εn and the phase Φn fluctuate from event to
event.
It is sometimes useful to replace the above definition of En based on moments
by a definition based on cumulants, because cumulants subtract off the lower-order
correlations and retain only the irreducible correlations [4]. The spatial azimuthal
anisotropies then become:
E2 =−
〈
z2
〉
〈r2〉 ,
E3 =−
〈
z3
〉
〈r3〉 ,
E4 =− 1〈r4〉
[〈
z4
〉− 3 〈z2〉2] ,
E5 =− 1〈r5〉
[〈
z5
〉− 10 〈z2〉 〈z3〉] ,
E6 =− 1〈r6〉
[〈
z6
〉− 15 〈z4〉 〈z2〉− 10 〈z3〉2 + 30 〈z2〉3] .
(3)
These will be needed later in Sec. 3.3.
Exercise 1: Understand Eqs. (3) in the light of the expressions of cumulants given
in Appendix A.
2 n = 1 forms a special case; see [4].
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2.2 Characterization of the final state
Anisotropy of the azimuthal distribution of the final-state particles was proposed
as a signature of the transverse collective flow in Ref. [6]. Characterization of the
anisotropy by a Fourier decomposition was proposed in Ref. [7]. The modern flow
picture is a model in which particles in the final state are emitted randomly and
independently according to some underlying single-particle probability distribution
P (φ) that fluctuates from event to event [8]:
P (φ) =
1
2pi
∞∑
n=−∞
Vne
−inφ =
1
2pi
∞∑
n=−∞
vne
−in(φ−Ψn), (4)
where φ is the azimuthal angle of the momentum of the outgoing particle and Vn is
a complex Fourier flow coefficient3 whose magnitude (vn) and phase (Ψn) fluctuate
from event to event. The angle Ψn is called the event-plane angle or symmetry-plane
angle or reference angle for harmonic n. It is easy to check that
Vn ≡ vn exp(inΨn) = 〈exp(inφ)〉 , (5)
where 〈· · ·〉 denotes an average over the probability density in a single event. As vn
is real, this also means vn = 〈cosn(φ− Ψn)〉 and 〈sinn(φ− Ψn)〉 = 0. The sine term
vanishes because of the symmetry with respect to the event plane. The event-plane
angle Ψn can be determined using Eq. (5):
Ψn =
1
n
tan−1
〈sinnφ〉
〈cosnφ〉 , (modulo 2pi/n). (6)
Experimentally, the flow vector Qn defined as Qn ≡
∑
i wi exp(inφi)/
∑
i wi provides
an estimate of the vector Vn. Here φi are the azimuthal angles of the momenta of
the detected particles and wi are the weights that are generally inserted to opti-
mize the estimate by accounting for detector nonuniformity and tracking inefficiency.
Experimentally, Ψn is estimated as [9]:
Ψn =
1
n
tan−1
∑
i wi sinnφi∑
i wi cosnφi
, (modulo 2pi/n). (7)
Exercise 2: Recall that the event plane is an estimate of the participant plane.
Because the number of particles emitted in an event is finite, the event-plane angle Ψn
determined from Eq. (7) fluctuates from event to event around the participant-plane
angle Φn. Hence the true flow vn would differ from the observed flow v
obs
n . Show that
vn = v
obs
n /Rn, where the ‘resolution factor’ Rn is given by Rn = 〈cosn(Ψn − Φn)〉 < 1
[10].
Defining V−n = V ∗n (equivalently, vn = v−n, Ψn = Ψ−n) and using V0 = v0 = 1,
one can write P (φ) also as
P (φ) =
1
2pi
(
1 + 2
∞∑
n=1
vn cosn(φ− Ψn)
)
, (8)
3 Vn is sometimes called a flow vector, and ‘flow’ and ‘azimuthal anisotropy’ are often used
synonymously.
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which is real. As a result, in the final state, the azimuthal distribution of particles
that fluctuates event to event is
dN
dφ
=
N
2pi
(
1 + 2
∞∑
n=1
vn cosn(φ− Ψn)
)
. (9)
The angle-independent leading term is called the radial flow. The coefficients vn
parametrize the momentum anisotropy of the final-state particle yield. They go by the
names directed or dipolar (n = 1), elliptic (n = 2), triangular (n = 3), quadrangular
(n = 4), pentagonal (n = 5), · · · flows.4 Recently, ALICE collaboration has presented
results on flow harmonics up to n = 9 [11].
In general, vn and Ψn depend on the transverse momentum (pT ) and pseudora-
pidity (η). Thus the event-plane angle is not a unique angle for the entire event. It is
so only for nonfluctuating smooth initial conditions. The pT dependence of Ψn may
arise due to differently-oriented and differently-sized hot spots in the transverse plane
emitting particles in different directions with different 〈pT 〉. The η dependence of Ψn
may arise due to a fireball that is twisted or torqued in the longitudinal direction [12].
Note that the εn coefficients characterize the various shape components of the
fluctuating initial profile in the coordinate space, just as the vn coefficients characterize
those of the fluctuating final state in the momentum space.
2.3 Flow measurements
Theoretically,
Vn(pT , η) ≡ vneinΨn(pT , η) =
∫
dφeinφ dNpT dpT dηdφ∫
dφ dNpT dpT dηdφ
=
〈
einφ
〉
, (10)
where dN/pT dpT dηdφ is the particle distribution — usually charged hadron distri-
bution — in an event. Vn(pT ) and Vn(η) can be defined similarly, by carrying out
integrations over η or pT , respectively, over appropriate ranges, besides the integra-
tion over φ. Fully integrated flow Vn results from the integration over both pT and
η.
Since the orientations of the reaction plane and the participant plane are un-
known, flow vn is usually measured experimentally from event-averaged azimuthal
correlations between outgoing particles. Determination of the flow coefficients using
multiparticle correlations proceeds as follows. Two-, four-. six- and eight-particle az-
imuthal correlations are defined as
〈〈2〉〉 = 〈〈ein(φ1−φ2)〉〉,
〈〈4〉〉 = 〈〈ein(φ1+φ2−φ3−φ4)〉〉,
〈〈6〉〉 = 〈〈ein(φ1+φ2+φ3−φ4−φ5−φ6)〉〉,
〈〈8〉〉 = 〈〈ein(φ1+φ2+φ3+φ4−φ5−φ6−φ7−φ8)〉〉,
(11)
where 〈〈· · · 〉〉 denotes averaging over all multiplets in a single collision event and then
over all events in a given centrality class. Note that all these ‘observables’ are invariant
under rotation in the azimuthal plane, as they should be. (As a counterexample,
4 These names are suggestive of the shapes of the polar plots r = 1 + 2vn cosnφ, for
0 < vn  1.
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consider 〈〈ein(φ1+φ2−φ3)〉〉. To make it invariant, we may replace φ3 by 2φ3, which,
however, mixes harmonics n and 2n.) Multiparticle cumulants are defined as [13]
cn{2} = 〈〈2〉〉,
cn{4} = 〈〈4〉〉 − 2〈〈2〉〉2,
cn{6} = 〈〈6〉〉 − 9〈〈2〉〉〈〈4〉〉+ 12〈〈2〉〉3,
cn{8} = 〈〈8〉〉 − 16〈〈2〉〉〈〈6〉〉 − 18〈〈4〉〉2 + 144〈〈2〉〉2〈〈4〉〉 − 144〈〈2〉〉4.
(12)
Exercise 3: Understand Eqs. (12) in the light of the definitions of cumulants given
in Eq. (B2) of Appendix B.
The two-particle correlation can be rewritten as
〈〈2〉〉 =〈〈ein(φ1−φ2)〉〉 = 〈〈ein(φ1−Ψn)e−in(φ2−Ψn)〉〉
=〈〈ein(φ1−Ψn)〉〈e−in(φ2−Ψn)〉〉 = 〈v2n〉 , (13)
where in the first line we assumed that Ψn is a global phase angle for all the particles
selected for averaging, and in the second line we assumed that there are no nonflow
correlations5, or equivalently, that the angles (φ1 − Ψn) and (φ2 − Ψn) are statisti-
cally independent. Note that any dependence on the symmetry plane is eliminated
by construction. The higher-order correlations 〈〈4〉〉, 〈〈6〉〉 and 〈〈8〉〉 can be treated
similarly. Thus the multiparticle cumulants take the form:
cn{2} = 〈v2n〉,
cn{4} = 〈v4n〉 − 2〈v2n〉2,
cn{6} = 〈v6n〉 − 9〈v2n〉〈v4n〉+ 12〈v2n〉3,
cn{8} = 〈v8n〉 − 16〈v2n〉〈v6n〉 − 18〈v4n〉2 + 144〈v2n〉2〈v4n〉 − 144〈v2n〉4.
(14)
Finally, the flow coefficients are given by6
vn{2} =
√
cn{2} =
√
〈v2n〉,
vn{4} = 4
√
−cn{4} = 4
√
2〈v2n〉2 − 〈v4n〉,
vn{6} = 6
√
1
4
cn{6} = 6
√
1
4
(〈v6n〉 − 9〈v2n〉〈v4n〉+ 12〈v2n〉3),
vn{8} = 8
√
− 1
33
cn{8}
=
8
√
− 1
33
(〈v8n〉 − 16〈v2n〉〈v6n〉 − 18〈v4n〉2 + 144〈v2n〉2〈v4n〉 − 144〈v2n〉4).
(15)
The coefficients −1, 1/4 and −1/33 appearing in front of cn{4}, cn{6} and cn{8},
respectively, in Eqs. (15), can be understood as follows: If the magnitude of the flow
vector does not fluctuate event-to-event, then
〈
vkn
〉
= vkn, and it is clear from Eq. (14)
5 Nonflow correlations are not related to the initial-state geometry and hence not associ-
ated with the symmetry plane Ψn, but arise due to jets, particle decays, etc. They are of
short range.
6 vn{m} are also called multiparticle cumulants of order m of the flow vn.
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that cn{2} = v2n(> 0), cn{4} = −v4n(< 0), cn{6} = 4v6n(> 0), cn{8} = −33v8n(< 0).
These when substituted in Eq. (15) ensure that vn{2} = vn{4} = vn{6} = vn{8} =
vn, as expected. An advantage of multiparticle cumulants vn{m} is that they suppress
nonflow contribution.
For the sake of completeness, we present the inverse of Eqs. (15):
〈v2n〉 = vn{2}2,
〈v4n〉 = −vn{4}4 + 2vn{2}4,
〈v6n〉 = 4vn{6}6 − 9vn{2}2 vn{4}4 + 6vn{2}6,
〈v8n〉 = −33vn{8}8 + 64vn{6}6 vn{2}2 + 18vn{4}8 − 72vn{2}4 vn{4}4 + 24vn{2}8.
(16)
The flow coefficients in Eq. (15) are driven by the corresponding initial-state
eccentricities defined as [14]:
εn{2} =
√
〈ε2n〉,
εn{4} = 4
√
2〈ε2n〉2 − 〈ε4n〉,
εn{6} = 6
√
1
4
(〈ε6n〉 − 9〈ε2n〉〈ε4n〉+ 12〈ε2n〉3),
εn{8} = 8
√
− 1
33
(〈ε8n〉 − 16〈ε2n〉〈ε6n〉 − 18〈ε4n〉2 + 144〈ε2n〉2〈ε4n〉 − 144〈ε2n〉4).
(17)
Consider V2 = v2 exp(i 2Ψ2), V4 = v4 exp(i 4Ψ4) and V6 = v6 exp(i 6Ψ6). In the
foregoing discussion, we implicitly assumed that V4 and V6 are to be analysed with
respect to their respective reference angles, Ψ4 and Ψ6. But that is not necessary. We
could alternately analyse V4 with respect to the direction of Ψ2, leading to exp(i4(Ψ4−
Ψ2)). Similarly, analysing V6 with respect to the direction of Ψ2 or of Ψ3 would involve
exp(i6(Ψ6 − Ψ2)) or exp(i6(Ψ6 − Ψ3)). We shall encounter such quantities later when
we discuss event-plane correlators (Sec. 3.2).
For recent theoretical developments about calculating and analyzing multiparticle
cumulants to arbitrary order, see [15,16].
2.4 Probability density function (PDF)
As stated above, the flow magnitude (vn) and phase (Ψn) (or equivalently, x and y
components of Vn) fluctuate event to event. The probability density function P (vn)
has been measured. Figure 2 shows the ATLAS data on P (v2), P (v3) and P (v4) for
various centrality bins at
√
sNN = 2.76 TeV [17]. As one goes from central to periph-
eral collisions, the distributions broaden reflecting the gradual increase of vn with
centrality. Centrality dependence of P (v2) is stronger than that of P (v3) and P (v4),
because ε2 which drives v2 changes more dramatically from central to peripheral col-
lisions than do ε3 and ε4. Similar results were reported by ALICE at
√
sNN = 5.02
TeV [18]. Flow fluctuations affect two- and multiparticle cumulants in different ways
(Exercise 4).
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Fig. 2. (colour online) ATLAS data on probability density function P (vn) in several cen-
trality intervals for n = 2 (left panel), n = 3 (middle panel) and n = 4 (right panel) [17].
Exercise 4: Define σ2v ≡
〈
v2
〉− 〈v〉2. (Harmonic index n is suppressed for simplicity
of notation.) Note that v{2}, v{4} and v{6} defined in Eq. (15) are various functions
of v, denoted generically by f(v). Taylor expand f(v) around the mean flow 〈v〉 to
the second order and take the mean to get 〈f(v)〉 = f(〈v〉) +σ2vf ′′(〈v〉)/2. Show that,
v{2}2 = 〈v〉2 + σ2v and v{4}2 ≈ 〈v〉2− σ2v ≈ v{6}2, and hence v{2} ≈ 〈v〉+ σ2v/(2 〈v〉)
and v{4} ≈ 〈v〉−σ2v/(2 〈v〉) ≈ v{6}. Thus v{2} > 〈v〉 > v{4} ≈ v{6}. In other words,
fluctuations, in general, tend to enhance v{2} and suppress v{4}, v{6} compared to
〈v〉 [3,19]. (N.B. Here, we did not assume the fluctuations to be Gaussian.)
As a measure of the relative flow fluctuations, one defines:
F (vn) ≡
√
vn{2}2 − vn{4}2
vn{2}2 + vn{4}2 =
σvn
〈vn〉 , (18)
where the last equality follows from Exercise 4. Note that Eq. (18) is based on two
assumptions: (a) there are no nonflow correlations in vn{2} and vn{4}, and (b) σvn 
〈vn〉.
Flow coefficients vn{m},m = 2, 4, 6, 8 have also been measured. Consider first
n = 2. Figure 3 shows the CMS data [20] on v2{m} for m = 2, 4, 6, 8. Evidently,
v2{2} > v2{4} ≈ v2{6} ≈ v2{8}. It is easy to understand this feature of the data
by making a simple Gaussian ansatz [21] for the fluctuations of the vector Vn in the
transverse (xy) plane. Denoting x and y components of V2 by vx and vy for simplicity
of notation, one assumes the probability distribution to be
P (vx, vy) =
1
2piσ2
exp
(
− (vx − v¯)
2 + v2y
2σ2
)
, (19)
where v¯ = 〈vx〉, 〈vy〉 = 0 and σ2 = σ2x = σ2y is the variance of the Gaussian distribu-
tion. Assume further that vx and vy are uncorrelated.
Exercise 5: Using Eqs. (15) and (19) and the moments of the Gaussian distribution
given in Table 1 in Appendix C, show that v2{2} =
√
v¯2 + 2σ2 and v2{4} = v2{6} =
v2{8} = v¯. This shows that the data in Fig. 3 is consistent with the Gaussian ansatz
[21].
Will be inserted by the editor 11
0 10 20 30 40 50 60
Centrality %
0.00
0.02
0.04
0.06
0.08
0.10
0.12
}
m{ 2v  = 2m
 = 4m
 = 6m
 = 8m
CMS  (PbPb 5.02 TeV)-1bµ26 
 < 3.0 GeV/c
T
0.3 < p
| < 1.0η|
Fig. 3. (colour online) Note that v2{2} > v2{4} ≈ v2{6} ≈ v2{8}. This is consistent with
the Gaussian ansatz [21]; see Exercise 5. Figure from [20].
A more careful inspection of the data, however, shows that there are small differences
in the magnitudes of v2{4}, v2{6} and v2{8}, indicating non-Gaussian fluctuations in
the data on v2 (Fig. 4).
We next turn to n = 3. Unlike v2, which can be nonzero even in the absence
of fluctuations, v3 (at midrapidity) arises only due to fluctuations. So the Gaussian
ansatz for v3 is
P (vx, vy) =
1
2piσ2
exp
(
−v
2
x + v
2
y
2σ2
)
. (20)
Exercise 6: Using Eqs. (15) and (20) and the moments of the Gaussian distribution
given in Table 1 in Appendix C, show that v3{2} =
√
2σ and v3{4} = v3{6} =
v3{8} = 0.
Figure 5 shows ATLAS results for
ncn{4} ≡ cn{4}
cn{2}2 = −
vn{4}4
vn{2}4 =
〈
v4n
〉
〈v2n〉2
− 2, (21)
for n = 3. It is clear from the figure that v3{4} 6= 0, except for the most central
collisions. This is an evidence for non-Gaussianity in the triangular flow fluctuations.
Note that
〈
v4n
〉
/
〈
v2n
〉2 − 2 occurring in Eq. (21) is a measure of excess kurtosis; see
the discussion of f(r) in Appendix C.
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Fig. 4. (colour online) Note the small differences in the magnitudes of v2{4}, v2{6} and
v2{8}. This is the evidence for non-Gaussianity in the elliptic flow fluctuations. Figure from
[20].
Fig. 5. (colour online) nc3{4} ≡ −v3{4}4/v3{2}4. Data points with various colours cor-
respond to different pT ranges. Note the nonzero value of v3{4}. This is the evidence for
non-Gaussianity in the triangular flow fluctuations; see Exercise 6. Figure from [22].
Exercise 7: Recall that the cumulants (Eq. (14)) are functions of even moments of
the distribution of vn. For n = 2 (the most central collisions only) and n = 3 (all
centralities), flow is solely due to fluctuations. If the statistics of these fluctuations
is a 2-dimensional Gaussian (Appendix C), then show that the scaled even moments
m
(k)
n satisfy:
m(k)n ≡
〈
v2kn
〉〈
v
2(k−1)
n
〉
〈v2n〉
= k, (k = 2, 3, 4).
These expectations are borne out quite well in AMPT model calculations [49].
If the flow fluctuations are not Gaussian, then what is the right underlying PDF?
A related question is what is the PDF for the fluctuating initial eccentricity? This
issue has been discussed in the literature: A distribution that was proposed early on
was the Bessel-Gaussian distribution [21]. It worked well for central collisions, but
not so well for peripheral collisions. A new parametrization named the Elliptic Power
distribution, for the PDF of the initial eccentricity at a fixed centrality, was proposed
in Ref. [23]. Unlike the Bessel-Gaussian distribution, this fits several Monte Carlo
models of the initial state for all centralities.
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For more recent works that probe the skewness and kurtosis of the non-Gaussian
fluctuations in heavy-ion collisions, see [24,25]. In cosmology, the primordial non-
Gaussianity is consistent with zero, and the present-day non-Gaussianity is the result
of the evolution of the universe. In heavy-ion collisions, on the other hand, the pri-
mordial non-Gaussianity is sizable, and it is partially washed out as a result of the
system evolution [26]. Future high-statistics measurements of kurtosis of elliptic flow
fluctuations would provide deeper insights into the hydrodynamic behaviour and the
equation of state of quark-gluon plasma.
We discussed in this section the probability density function P (vn). Ideally, one
would like to measure the full probability density function P (V1, V2, · · · , Vn) =
P (v1, v2, · · · , vn, Ψ1, Ψ2, · · · , Ψn). We are far from that goal.
2.5 Ridge
Equation (9) is the Fourier expansion of the single-particle distribution in the az-
imuthal plane. Fourier expansion of the two-particle distribution is similarly given
by
dNpair
d∆φ
=
Npair
2pi
(
1 + 2
∞∑
n=1
Vn∆ cosn∆φ
)
, (22)
where ∆φ = φ1−φ2 and Vn∆ = 〈exp(in∆φ)〉 are the two-particle Fourier coefficients
which fluctuate from event to event. One can similarly define d2Npair/d∆η d∆φ, where
∆η = η1 − η2. This quantity is displayed in Figs. 6 and 7.
Figure 6 shows two-charged-particle correlations as a function of ∆η and ∆φ,
measured by CMS [27], in PbPb and pPb collisions. The sharp near-side (∆φ ≈ 0)
peak at ∆η ≈ 0 is the signature of short-range correlations arising due to jet frag-
mentation. Ignoring this, the striking long-range (large ∆η) wave-like structure that
we see on the near-side is called the ridge. It indicates that particles widely separated
in pseudorapidity experience a collective push in the same azimuthal direction. Pro-
duction of a small drop of fluid is a natural explanation of such a correlation present
at all rapidities. The peaking around ∆φ = 0 and pi is the signature of the dominant
elliptic flow (v2) with some admixture of other harmonics notably v3 (see Exercise
8). Thus not only the flow harmonics vn, but even the correlations observed between
particles separated by a large pseudorapidity gap could be explained by a collective
behaviour. Causality requires that the long-range structure seen in the ridge origi-
nates in the earliest stages of the collision when the transverse geometry is almost
rapidity independent [30].
Exercise 8: Make three different plots of cos(2∆φ), cos(2∆φ) + 0.25 cos(3∆φ) and
cos(2∆φ) + 0.55 cos(3∆φ), in the range ∆φ = −3pi/2 to pi/2. Notice how the heights
and widths of the two peaks change as one increases the admixture of v3. Notice also
the appearance of a “shoulder” in the away-side peak. Compare with Fig. 5 of [29]
which is similar to our Fig. 6(a), but for ultracentral (0-0.2 %) collisions, and clearly
shows the shoulder formation on the away side.
Interestingly, the ridge is also observed in high-multiplicity pp collisions (Fig.
7). This begs the question: is quark-gluon plasma formed or is hydrodynamic flow
developed also in high-multiplicity pp (and p-nucleus) collisions? This issue is still
being debated (see Sec. 4).
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Fig. 6. (colour online) Two-charged-particle correlations in (a) PbPb and (b) pPb colli-
sions observed by CMS [27]. Semiperipheral PbPb collisions are selected so that particle
multiplicities are similar to those in the pPb case. In (b), the sharp near-side peak from jet
correlations is truncated to emphasize the structure outside that region.
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and (right) high-multiplicity (105-150) pp collisions observed by CMS [28].
2.6 Flow decorrelation and factorization breaking
Consider the two-particle Fourier coefficient Vn∆ = 〈exp(in∆φ)〉 occurring in Eq.
(22). Making the same assumptions as in the derivation of Eq. (13), one gets Vn∆ = v
2
n.
However, as stated in Sec. 2.2, the event-plane angle Ψn may depend on the transverse
momentum (pT ) and pseudorapidity (η), and hence may not be the same in the two
bins a and b from which the two particles are taken. In this case, Vn∆ in a single
event is given by
Vn∆(a, b) =
〈
ein(φ
a−φb)
〉
=
〈
einφ
a
〉〈
e−inφ
b
〉
= Vn,aV
∗
n,b = vn,avn,b e
in(Ψan−Ψbn),
where 〈· · ·〉 denotes the average over one event and the second equality is obtained by
assuming that there are no nonflow correlations. Factorization (of two-particle cor-
relations) refers to Vn∆(a, b) getting factorized into a product of single-particle har-
monics, vn,a and vn,b: Vn∆(a, b) = vn,a×vn,b. Factorization breaks down (Vn∆(a, b) 6=
vn,a×vn,b) if Ψn is not the same in the two bins and/or if there are nonflow correlations.
The latter effect can be minimized by introducing a large-enough pseudorapidity gap
between the two bins.
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Experimentally, one further averages over many events to write
Vn∆(a, b) =
〈
Vn,aV
∗
n,b
〉
=
〈
vn,avn,b e
in(Ψan−Ψbn)
〉
, (23)
where 〈· · ·〉 denotes the average over many events. Factorization ratio rn(paT , pbT ) is
defined as [31]
rn(p
a
T , p
b
T ) ≡
Vn∆(p
a
T , p
b
T )√
Vn∆(paT , p
a
T )Vn∆(p
b
T , p
b
T )
=
〈
vn(p
a
T )vn(p
b
T ) cosn(Ψn(p
a
T )− Ψn(pbT ))
〉√
〈v2n(paT )〉
〈
v2n(p
b
T )
〉 .
(24)
It measures the flow decorrelation between momentum bins, i.e., pT -dependent event-
plane angle fluctuations. If Vn∆ factorizes, rn is obviously unity, otherwise it is less
than unity by the Cauchy-Schwarz inequality. In the most central events initial-
state fluctuations play a dominant role, and so rn deviates from unity significantly.
rn(p
a
T , p
b
T ) is a sensitive discriminator of the models of the initial-state geometry in
the transverse plane. Specifically, it could probe the granularity or spatial extent of
the density fluctuations in the transverse plane in the initial state.
Assuming Vn∆(p
a
T , p
b
T ) factorizes into the product of single-particle anisotropies,
pT dependence of the latter can be determined experimentally from
vn(p
a
T ) =
Vn∆(p
a
T , p
b
T )√
Vn∆(pbT , p
b
T )
, (25)
where the reference momentum pbT is chosen not too large to minimize correlations
from jets at higher pT .
The longitudinal decorrelation or η-dependent factorization breakdown cannot be
studied by simply replacing paT and p
b
T in Eq. (24) by ηa and ηb, respectively, because
the denominator would be badly contaminated by short-range nonflow correlations.
Instead, one defines the following observable:
rn(η) ≡ 〈Vn(−η)V
∗
n (ηref )〉
〈Vn(+η)V ∗n (ηref)〉
=
〈vn(−η)vn(ηref) cosn(Ψn(−η)− Ψn(ηref))〉
〈vn(+η)vn(ηref) cosn(Ψn(+η)− Ψn(ηref))〉 ,
(26)
with a large gap between η and ηref . Experimentally, it is found that vn and Ψn
fluctuate along the longitudinal direction, even in a given event [32,33]. rn(η) is unity
at η = 0 and decreases as η increases [34]. Hydrodynamic model calculations show
that rn(η) is driven mostly by the longitudinal structure of the primordial state. The
study of rn(η) puts constraints on the complete three-dimensional modelling of the
initial state used in 3+1D models of the system evolution. A significant breakdown
of factorization in η is also observed in pPb collisions [32].
To conclude, experimentally, factorization breakdown or flow decorrelation has
been observed as a function of both pT and η [29,32,33]. For v2 in central PbPb
collisions at LHC the effect can be as large as 20%.
3 Observables with Mixed Harmonics
Flow observables discussed so far referred to a single harmonic n. We now discuss
flow observables with mixed harmonics. These provide new handles on the initial
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state as well as the properties of the medium. Specifically, they can discriminate
among the various initial-state models as well as among different parametrizations of
the temperature dependence of the specific shear (η/s) and bulk viscosity (ζ/s); s is
the entropy density.
In Sec. 2.3 we discussed multiparticle correlations involving only a single harmonic
(n). The most general k-particle correlation involving harmonics n1, n2, · · · , nk can
be written as [35]
v{n1, n2, · · · , nk} = 〈〈ei(n1φ1+···+nkφk)〉〉, (27)
where n1, n2, · · · , nk are integers satisfying n1 + n2 + · · · + nk = 0, so that this
correlation observable is invariant under rotation in the azimuthal plane. The notation
〈〈· · · 〉〉 is as in Eq. (11). If there are no nonflow correlations, this becomes
v{n1, n2, · · · , nk} = 〈〈ein1φ1〉 · · · 〈einkφk〉〉 = 〈vn1 · · · vnkei(n1Ψn1+···+nkΨnk )〉, (28)
where in the final expression the average is only over events. Using this, a number
of new flow observables were constructed to study mixed correlations between v1, v2
and v3 [35,36].
3.1 Symmetric cumulants
Symmetric cumulants SC(m,n) and NSC(m,n) measure the correlations between
event-by-event fluctuations of the magnitudes of the complex flow vectors Vm and Vn
(m 6= n):
SC(m,n) ≡ 〈v2mv2n〉− 〈v2m〉 〈v2n〉 ,
NSC(m,n) ≡
〈
v2mv
2
n
〉− 〈v2m〉 〈v2n〉
〈v2m〉 〈v2n〉
,
(29)
which obviously vanish if v2m and v
2
n are uncorrelated or if there are no flow fluctu-
ations. NSC(m,n) can be looked upon as the mixed kurtosis of vm and vn (see Eq.
(A3)). Hydrodynamic calculations show that vn scales approximately linearly with
εn, for n = 2, 3. An advantage in defining the ratio as in Eq. (29) is that the constants
of proportionality between vn and εn drop out, thereby directly connecting experi-
mental observables with the properties of the initial state. Symmetric cumulant is a
four-particle observable.
Exercise 9: Equation (13) together with the discussion following it, explain how
〈
v2n
〉
and
〈
v4n
〉
can be measured. Explain how you would measure
〈
v2mv
2
n
〉
. Note also that,
as in Eq. (13), any dependence on the symmetry plane is eliminated by construction.
Figure 8 shows the ALICE results for SC(4, 2) and SC(3, 2) as a function of
centrality. SC(4, 2) is found to be positive and SC(3, 2) negative. This indicates
that if in an event v2 is larger than 〈v2〉, then there is an enhanced probability
of finding v4 larger than 〈v4〉. Similarly, if in an event v2 is larger than 〈v2〉, then
there is an enhanced probability of finding v3 smaller than 〈v3〉. In other words, v2
and v4 are correlated, whereas v2 and v3 are anticorrelated, for all centralities. The
detailed behaviour, however, depends on whether one is in the fluctuation-dominated
(most central) regime or the geometry-dominated (midcentral) regime. Figure 8 also
shows the HIJING model results which are consistent with zero. Now, this model
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Fig. 8. (colour online) Centrality dependence of the symmetric cumulants SC(4, 2) (red
filled squares) and SC(3, 2) (blue filled circles). Boxes represent systematical errors. HIJING
model results are shown with hollow markers. Figure from [37].
includes nonflow azimuthal correlations due to jet production, but has no physics
of collectivity. Evidently, the nonzero ALICE results cannot be explained by nonflow
effects, showing that the symmetric cumulants SC(m,n) are robust against systematic
biases originating from nonflow effects. More recently, ALICE have presented data
on SC(4, 3), SC(5, 2) and SC(5, 3) [38]. Interestingly, negative SC(3, 2) has been
observed also in the highest-multiplicity pp and pPb events [39,40].
Recently, the idea of symmetric cumulants was generalized and a new set of ob-
servables, which quantify the correlations of flow fluctuations involving more than two
flow amplitudes, was introduced [41].
3.2 Event-plane correlators
Event-plane correlators or symmetry-plane correlators measure the correlations be-
tween event-by-event fluctuations of the phases of the complex flow vectors Vm and
Vn (m 6= n). They represent higher-order correlations, involving at least three par-
ticles (see below). One can construct two-, three-, or higher-plane correlators. They
thus bring in a large number of new observables that provide new, detailed insight
into the hydrodynamic response and the initial state.
Suppose we want to construct an observable that measures correlations between
the event planes Ψm and Ψn. Recall first that Ψl can be determined only modulo 2pi/l
(Eq. (6)). Hence the observable should be invariant under Ψl → Ψl + 2pi/l. Moreover,
it should also be invariant under a global rotation through an arbitrary angle. An
observable that satisfies both these requirements is 〈cos k(Ψm − Ψn)〉, where k is a
common multiple of m and n. Consider the simplest example7 of 〈cos 4(Ψ4 − Ψ2)〉. In
order to measure this correlator, we consider
Re
〈
V4V
∗2
2
〉√〈|V4|2〉 〈|V2|4〉 =
〈
v4v
2
2 cos 4(Ψ4 − Ψ2)
〉√
〈v24〉 〈v42〉
≈ 〈cos 4(Ψ4 − Ψ2)〉 , (30)
where Vn is the experimentally measured flow vector, often denoted by Qn or qn (see
Sec. 2.2.). It is clear that the left-hand side of the above equation involves averaging
7 Recall the discussion in the last paragraph of Sec. 2.3.
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exp(2iφj + 2iφk − 4iφl) over triplets of particles in an event and then over many
events, and thus necessarily involves three-particle correlations. In practice, the three
particles are taken from two or more different pseudorapidity bins to minimize the
short-range nonflow correlations. Observables for other event-plane correlators can be
constructed similarly [42].8
Exercise 10: Table I in Ref. [42] lists two-, three- and four-plane corre-
lators, along with the total number of particles that are involved in each
case. For example, the two-event-plane correlator 〈cos 12(Ψ2 − Ψ4)〉, the three-
event-plane correlator 〈cos(10Ψ2 − 6Ψ3 − 4Ψ4)〉 and the four-event-plane correlator
〈cos(6Ψ2 + 3Ψ3 − 4Ψ4 − 5Ψ5)〉, involve 9, 8 and 6 particles, respectively. Understand
this Table.
Figure 9 shows the ATLAS data on eight two-plane correlators as a function of
centrality for Pb-Pb collisions at
√
sNN = 2.76 TeV [43]. Given a model for the initial
state, say the Glauber model, one can calculate participant-plane correlators as a
function of centrality; these are also shown in Fig. 9. Comparison of these with the
centrality dependence of the corresponding event-plane correlators throws light on the
role played by the hydrodynamic evolution in converting the initial-state spatial cor-
relations between different harmonics into the corresponding final-state momentum-
space correlations. ATLAS collaboration has measured three-event-plane correlators
too [43]. ALICE collaboration has measured a few two- and three-plane correlators;
they denote them generically by ρn,mk [11,44].
A recent paper has pointed out problems with the current methods of measuring
symmetry-plane correlations and has proposed a new estimator as an improvement
[45].
3.3 Nonlinear flow modes and mode coupling or mixing
Hydrodynamic calculations show that Vn scales approximately linearly with the ini-
tial eccentricity En, for n = 2, 3. For higher harmonics, however, Vn receives contribu-
tions from eccentricities in the lower harmonics as well [46]. For complex flow vectors
Vn (n ≥ 4) one can write the vector sum of the linear and nonlinear response terms
as [11,44,47].
V4 = V4L + V4NL = V4L + χ4,22V
2
2 ,
V5 = V5L + V5NL = V5L + χ5,23V2V3,
V6 = V6L + V6NL = V6L + χ6,222V
3
2 + χ6,33V
2
3 + χ6,24V2V4L,
V7 = V7L + V7NL = V7L + χ7,223V
2
2 V3 + χ7,34V3V4L + χ7,25V2V5L,
V8 = V8L + V8NL = V8L + χ8,2222V
4
2 + χ8,233V2V
2
3 + E(V4L, V5L, V6L),
(31)
where the first term on the right in each equation is called the linear flow mode and
the remaining terms constitute the nonlinear flow modes. The (real) coefficients χ are
called the nonlinear flow mode coefficients, and E(· · · ) in the last equation denotes
the remaining terms in V8. The terms V4L, V5L, V6L, etc. are linearly related to the
corresponding cumulant-based eccentricities E4, E5, E6, etc. defined in Eq. (3), rather
8 ATLAS collaboration denotes the event plane by Φn, which is different from our conven-
tion here. In Ref. [42], we have used the ATLAS convention.
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Fig. 9. (colour online) ATLAS data [43] on two-event-plane correlators as a function of
centrality. Red solid symbols and blue open symbols represent two different analysis methods.
Red solid and blue dashed curves represent Glauber-model predictions for two-participant-
plane correlators using two different methods. Here Φn denotes the event-plane and Φ
∗
n the
participant plane, which differs from our convention.
than the moment-based eccentricities defined in Eq. (1) [48]. For example, V4L will
be driven not by ε4 exp(i4Φ4), but by
−
〈
z4
〉− 3 〈z2〉2
〈r4〉 = ε4e
i4Φ4 +
3
〈
r2
〉2
〈r4〉 ε
2
2e
i4Φ2 .
The nonlinear flow mode coefficients (χ) are expected to be independent of the initial
density profile in a given centrality class. Centrality dependence of these coefficients
has been presented in Refs. [44] and [11], for PbPb collisions at 2.76 and 5.02 TeV,
respectively.
To isolate the linear and nonlinear terms in Eq. (31), it is usually assumed that
they are uncorrelated. Let us first test this assumption. With this assumption9, and
an additional assumption that the coefficients χ are the same for all events in a
centrality class, it is easy to show that [49]〈
V4V
∗2
2 v
2
2
〉
〈V4V ∗22 〉 〈v22〉
=
〈
v62
〉
〈v42〉 〈v22〉
,〈
V5V
∗
2 V
∗
3 v
2
2
〉
〈V5V ∗2 V ∗3 〉 〈v22〉
=
〈
v42v
2
3
〉
〈v22v23〉 〈v22〉
.
(32)
The left- and right-hand sides of these and other similar equations are found to
agree with each other to a good approximation in AMPT, as well as in perfect and
imperfect hydrodynamic calculations [47,49], justifying the assumption that the linear
and nonlinear contributions are uncorrelated.
9 Note also that 〈VnL〉 = 0, because VnL, like Vn, is expected to carry a random phase
factor depending on the reaction-plane angle ΦRP.
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Now, to isolate the linear part making the same assumptions as in the previous
paragraph, consider, for example, the first of the five equations in (31), take its com-
plex conjugate, multiply the two, average over many events in a centrality class, to
get 〈
v24L
〉
=
〈
v24
〉− χ24,22 〈v42〉 .
This, however, cannot be used to determine the linear part because χ4,22 is an un-
known. Consider, however, the observable
[Re
〈
V4V
∗2
2
〉
]2
〈v42〉
= χ24,22
〈
v42
〉
. (33)
It allows us to determine the linear part as well as the coefficient χ24,22 [51]:
〈
v24L
〉
=
〈
v24
〉− [Re 〈V4V ∗22 〉]2〈v42〉 and χ4,22 = Re
〈
V4V
∗2
2
〉
〈v42〉
. (34)
Similarly, it can be shown that
〈
v25L
〉
=
〈
v25
〉− [Re 〈V5V ∗2 V ∗3 〉]2〈v22v23〉 and χ5,23 = Re 〈V5V
∗
2 V
∗
3 〉
〈v22v23〉
. (35)
Other equations in (31) can be treated similarly; see [11,47,51] for details.
3.3.1 Connections between seemingly unrelated observables
We now point out an interesting connection between the two seemingly unrelated
observables, namely, event-plane correlators (Sec. 3.2) and the nonlinear response
(Sec. 3.3): This is evident in the similarity between the observables defined in Eqs. (30)
and (33), which allows us to write 〈cos 4(Ψ4 − Ψ2)〉 in terms of χ4,22. These equations
illustrate how the event-plane correlations can be understood in the framework of
the nonlinear response. Correlations between the magnitudes of the flow vectors of
different harmonics also exhibit distinctive signs of the nonlinear mode couplings [50].
Consider Eqs. (31). One can write similar nonlinear equations connecting the
initial eccentricity vectors En (n ≥ 4) with Em of lower harmonics (m < n), with
coefficients χ replaced by, say, χ˜. An interesting question is how the nonlinear mode
coupling coefficients in the two cases, χ and χ˜, are related. This has been investigated
in [47]. Just as the nonlinear-response terms in the higher-harmonic flow vectors give
rise to event-plane correlations in the final state, the nonlinear terms in the higher-
harmonic eccentricity vectors cause participant-plane correlations in the initial state.
Relationships between χ and χ˜ are reflected in the relationships between event-plane
and participant-plane correlations [47].
4 Collectivity
Collectivity refers to a large number of particles acting in unison. Multiparticle cumu-
lants discussed in Sec. 2 probe just this aspect of the data (Figs. 3, 5). Symmetric cu-
mulants SC(m,n) are sensitive to four-particle correlations (Exercise 9). Event-plane
correlators also probe multiparticle correlations (Exercise 10). Collectivity is also ev-
ident in the ridge phenomenon — the azimuthally collimated, near-side, long-range
rapidity correlations between two hadrons (Figs. 6 and 7). All the above signatures
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Fig. 10. (colour online) Observation of multiparticle cumulants in pp, pPb and PbPb col-
lisions. Points labelled v2{LYZ} refer to the analysis method based on the Lee-Yang zeroes
[54,55]. The error bars correspond to the statistical uncertainties, while the shaded areas
denote the systematic uncertainties. Figure from [28].
of collectivity have been seen very clearly in the large systems formed in relativistic
heavy-ion collisions.
Traditionally, small systems such as those formed in pp or p-nucleus collisions
were considered as a benchmark or reference for studying large systems formed in
nucleus-nucleus collisions, the assumption being that the quark-gluon plasma was
unlikely to be produced in small systems. However, with the small systems display-
ing qualitatively similar behaviour as the large systems, this assumption becomes
questionable.
We saw in Sec. II that ridges have been observed even in small systems cre-
ated in high-multiplicity pp and p-nucleus collisions. Ridge was a crucial piece of
evidence for the strong collective behaviour comparable to a fluid in heavy-ion col-
lisions. Some other observables or features of the data that were thought to be con-
sistent with the formation of quark-gluon plasma and were originally observed in
large systems, have now been observed in small systems as well. Among them are:
sizable azimuthal anisotropy — not just v2, but also higher harmonics — in the
highest-multiplicity events [28,52], mass ordering of v2(pT ) of identified particles [53],
multiparticle cumulants (Fig. 10) [28], system size and shape dependence of the func-
tions v2(pT ) and v3(pT ) [56], enhanced strangeness production [57], negative SC(3, 2)
in the highest-multiplicity pp and pPb events [39,40], etc. Azimuthal anisotropy sug-
gests geometry-driven pressure gradients, mass ordering signifies a common velocity
field of the expanding medium, ridge and multiparticle cumulants point toward a
collective behaviour, strangeness enhancement indicates a deconfined medium — all
leading to the proposition that perhaps “One fluid rules them all ... pp, pPb, PbPb”
[58]. However, this claim has been contested (“One fluid might not rule them all”)
on the grounds that the 2+1D hydrodynamic simulations were unable to describe
the multiparticle single and mixed harmonics cumulants [59]. Moreover, some other
observables such as jet quenching, high-pT hadron suppression, bottomonium sup-
pression, etc., seen in large systems have remain elusive in small-system collisions
[60]. So the question remains: what is the smallest size of a drop of liquid QGP? Or,
can one dial the system size and switch off/on the QGP?
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Fig. 11. (colour online) A schematic diagram depicting various sources of azimuthal
anisotropy as a function of event multiplicity. Vertical scale is arbitrary. Figure from [61].
4.1 Origin of collectivity
Azimuthal anisotropy has long been considered as a signature of transverse collective
flow [6]. It is generally agreed that the azimuthal anisotropy (for pT . 2 GeV) in
relativistic heavy-ion collisions is of hydrodynamic origin. However, at lower event
multiplicities, the anisotropy can have a variety of other (nonhydrodynamic) sources
(Fig. 11); for an excellent brief review see [61]. We shall outline only three of these
competing theoretical scenarios below.
4.1.1 Hydrodynamics
Hydrodynamic response converts the initial spatial anisotropy of the nuclear over-
lap region into the momentum-space anisotropy of the final-state particles. Event-
by-event relativistic second-order dissipative hydrodynamics has been successful in
explaining most of the flow-related data. As an example of the success of the hydro-
dynamic paradigm, see Fig. 12. Note also the ordering: v2 > v3 > v4 > v5.
10 It arises
because, for the 30-40% centrality results shown in Fig. 12, the shape of the initial
overlap area is predominantly elliptic. The higher harmonics are driven mostly by the
eccentricity fluctuations. As they probe finer details of the initial density distribu-
tion, they are successively smaller. The ordering is seen even in ideal hydrodynamic
calculations; see, e.g., [64]. Viscous hydrodynamic calculations enhance the ordering
because the higher harmonics are found to be more sensitive to the viscous atten-
uation. For the ultracentral collisions, the flow is driven mainly by the fluctuations
rather than by the geometry, and so v2 and v3 are found to be similar in magnitude.
Higher harmonics receive contributions from nonlinear flow modes (Sec. 3.3) and so
their interpretation is not very straightforward.
Fluid dynamics (or loosely speaking, hydrodynamics) is an effective (macroscopic)
theory that describes the slow, long-wavelength motion of a fluid close to local equi-
librium. However, in the context of relativistic heavy-ion collisions, hydrodynamics is
found to work very well even when the pressure in the system is far from isotropiza-
tion (pL 6= pT ). Secondly, applicability of hydrodynamics requires a clear separation
between the microscopic and macroscopic length or time scales. Traditionally, the
10 A recent experiment [11] has shown that the ordering persists up to n = 7, with some
enhancement for n = 8, 9.
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Fig. 12. (colour online) Root-mean-square flow (Eq. 15) versus transverse momentum. Hy-
drodynamic calculations with two different switching times are compared to the ATLAS
data [62] obtained using the event-plane (EP) method. Bands indicate statistical errors.
Experimental error bars are smaller than the size of the points. Figure from [63].
theory is formulated as a systematic expansion in gradients of the fluid four-velocity.
Now, for small colliding systems, there is no clear separation between microscopic
and macroscopic scales, or the gradients are large, and yet hydrodynamics seems to
be capable of describing these systems. The above observations suggest the existence
of a new theory of hydrodynamics that is applicable even far from local equilibrium
[65]. They have triggered a lot of theoretical activity in recent years [66].
4.1.2 Anisotropic parton-escape models
As illustrated in Fig. 11, due to the nonspherical shape of the fireball, the parton
escape probability depends on the angle at which it is trying to escape, giving rise to
an anisotropic momentum distribution of the detected particles, without the need of
any pressure gradient. This has been demonstrated for p(d)-nucleus collisions, within
the framework of transport models (e.g., AMPT) which by definition deal with dilute
or low-density systems and allow only a few scatterings of partons unlike in the hy-
drodynamical picture [67]. Apart from the anisotropic flow, its mass ordering was also
reproduced in these calculations [68]. This mechanism is expected to play an impor-
tant role when the event multiplicities are somewhat lower than those corresponding
to the hydrodynamic flow (Fig. 11). Interestingly, a simple kinetic theory estimate
shows that for small-enough systems, even a single-hit dynamics is able to generate
significant elliptic flow [69].
4.1.3 Colour-Glass-Condensate (CGC) effective field theory
This is an effective theory of QCD at high energy. Figure 11 shows where this ap-
proach is expected to play a dominant role. Unlike hydrodynamics, this is not an
initial-spatial-geometry-driven approach. Models based on this approach have intrin-
sic momentum-space correlations in the initial multi-gluon distribution, and hence,
are called initial-state models. These correlations have a similar structure as the ex-
perimentally observed correlations. The essential physics idea is that the quarks from
the small-ion projectile scatter coherently off localized domains of strong chromo-
electromagnetic fields in the heavy-ion target. The colour domains are of length scale
L ∼ 1/Qs, where Qs is the saturation scale in the target. This approach is able
to reproduce many of the features of multiparticle azimuthal correlations observed
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Fig. 13. (colour online) Schematic representation of Glasma formed between two receding
nuclei just after the collision. Figure from [75].
in small systems [70,71,72]. It has been argued that the large v2 for J/ψ observed
at LHC can be naturally explained as the initial-state effect within the CGC for-
malism [73,74]. Also, the glasma initial conditions — an ensemble of approximately
boost-invariant flux tubes of longitudinal colour electric and magnetic fields stretch-
ing between the colour charges in the two receding nuclei (Fig. 13) — as predicted
by CGC are consistent with the long-range structure seen in the ridge phenomenon
[76,77].
Thus the study of small systems not only deepens our understanding of (hy-
dro)dynamics at play in large systems, but also throws light on the working of QCD
in a many-body environment. Apart from [61], here are some more recent reviews
that cover collectivity in small systems: [78,79,80,81,82,83,84,85].
5 Conclusions
As stated in the Introduction, this was not meant to be a comprehensive review of
the phenomenology of the collective flow observed in relativistic collisions. Instead,
the intention was to provide the necessary mathematical background and explain
key physics concepts, in a pedagogical way, to someone uninitiated in the field, so
that they can follow the literature. To that end, interspersed throughout the text are
several exercises, which the reader is urged to attempt.
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7 Appendix A
7.1 Moments and cumulants of a probability distribution
The n-th moment of a (real, continuous) function f(x), about a constant a, is defined
as
µn(a) ≡
∫ ∞
−∞
(x− a)nf(x)dx. (A1)
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Fig. 14. (colour online) (left) Positively and negatively skewed distributions. (right) Gaus-
sian (excess kurtosis = 0, blue) and a non-Gaussian distribution with heavier tails (excess
kurtosis positive, red).
We shall assume f(x) to be the probability density function (PDF), normalized to
unity. The two most interesting values of a are 0 and µ ≡ 〈x〉, the mean of the
distribution. Usually one refers to µn(a = 0) simply as the “moment” and µn(a = µ)
as the “central moment”. Henceforth, we denote moments µn(a = 0) by µ
′
n and
central moments µn(a = µ) by µn. Obviously, µ
′
0 = 1 = µ0 and µ
′
n = 〈xn〉. The first
four central moments are
µ1 = 0,
µ2 =
〈
x2
〉− µ2 ≡ variance (σ2) ≡ (standard deviation = σ)2,
µ3 =
〈
x3
〉− 3µ 〈x2〉+ 2µ3,
µ4 =
〈
x4
〉− 4µ 〈x3〉+ 6µ2 〈x2〉− 3µ4.
(A2)
It is often convenient to define standardized central moments which are scale-invariant
or dimensionless quantities: µn/σ
n. The first four standardized central moments are
µ1/σ = 0,
µ2/σ
2 = 1,
µ3/σ
3 ≡ skewness (γ),
µ4/σ
4 ≡ kurtosis (κ).
(A3)
Excess kurtosis is defined as κ − 3. However, it is not uncommon to find the excess
kurtosis itself termed as kurtosis. The reason for subtracting 3 will become clear when
we discuss the Gaussian (or normal) distribution (Appendix C).
• Variance is a measure of the spread of the random numbers about their mean
value.
• Skewness is a measure of the lopsidedness or asymmetry of the distribution about
its mean. It is clear from the definition that a distribution that is symmetric about its
mean has vanishing skewness. In general, skewness can be positive or negative. If the
left (right) tail is drawn out, or in other words, is longer than the right (left) tail, the
distribution is said to be left(right)-skewed and has a negative (positive) skewness;
see Fig 14.
• Kurtosis is a measure of the heaviness of the tails of the distribution as compared
to the normal distribution with the same variance. It is clear from the definition that
kurtosis is a nonnegative number. (Excess kurtosis may be positive or negative.)
Kurtosis is a measure of the “tailedness” and not the “peakedness” of a distribution
(Fig 14), because the proportion of the kurtosis that is determined by the central
µ± σ range is usually quite small [86].
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7.2 Moment-generating function M(t)
M(t) ≡ 〈etx〉 = 1 + t 〈x〉+ t2
2!
〈
x2
〉
+ · · · =
∞∑
n=0
tn
n!
〈xn〉 . (A4)
Observe that the moments µ′n = 〈xn〉 appear in the above expansion. To isolate the
m-th moment 〈xm〉, for example, one uses[
dm
dtm
M(t)
]
t=0
= 〈xm〉 . (A5)
Differentiating M(t) m times removes the first m terms, i.e., the terms containing
1, 〈x〉 , · · · , 〈xm−1〉. Further, setting t = 0 removes terms containing 〈xm+1〉 , 〈xm+2〉 ,
· · · , leaving behind only 〈xm〉. The moment-generating function provides an alter-
native description of the PDF. The central moment generating function is
e−µtM(t).
7.3 Cumulant-generating function K(t)
K(t) ≡ lnM(t) = ln 〈etx〉 = tκ1 + t2
2!
κ2 +
t3
3!
κ3 + · · · =
∞∑
n=1
tn
n!
κn, (A6)
where κn are the cumulants. To isolate the m-th cumulant κm, for example, one uses[
dm
dtm
K(t)
]
t=0
= κm. (A7)
Differentiating K(t) m times removes the first m− 1 terms, i.e., the terms contain-
ing κ1, · · · , κm−1. Further, setting t = 0 removes terms containing κm+1, κm+2, · · · ,
leaving behind only κm. It is straightforward to show that the first few cumulants are
κ1 = 〈x〉 = mean µ,
κ2 =
〈
x2
〉− 〈x〉2 = 〈(x− 〈x〉)2〉 = variance (σ2) = second central moment,
κ3 =
〈
x3
〉− 3 〈x〉 〈x2〉+ 2 〈x〉3 = 〈(x− 〈x〉)3〉 = third central moment,
κ4 =
〈
x4
〉− 4 〈x〉 〈x3〉− 3 〈x2〉2 + 12 〈x〉2 〈x2〉− 6 〈x〉4
6= fourth central moment 〈(x− 〈x〉)4〉 ,
κ5 =
〈
x5
〉− 5 〈x〉 〈x4〉− 10 〈x2〉 〈x3〉+ 20 〈x〉2 〈x3〉+ 30 〈x〉 〈x2〉2
− 60 〈x〉3 〈x2〉+ 24 〈x〉5 ,
κ6 =
〈
x6
〉− 6 〈x〉 〈x5〉− 15 〈x2〉 〈x4〉+ 30 〈x〉2 〈x4〉− 10 〈x3〉2 + 120 〈x〉 〈x2〉 〈x3〉
− 120 〈x〉3 〈x3〉+ 30 〈x2〉3 − 270 〈x〉2 〈x2〉2 + 360 〈x〉4 〈x2〉− 120 〈x〉6 .
(A8)
Fourth- and higher-order cumulants are not identical to the corresponding central mo-
ments. Thus cumulants are certain polynomial functions of the moments and provide
an alternative to the moments of the distribution.
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The above equations can be inverted to express moments in terms of cumulants:
〈x〉 = κ1,〈
x2
〉
= κ21 + κ2,〈
x3
〉
= κ31 + 3κ1κ2 + κ3,〈
x4
〉
= κ41 + 6κ
2
1κ2 + 4κ1κ3 + 3κ
2
2 + κ4,〈
x5
〉
= κ51 + 10κ
3
1κ2 + 10κ
2
1κ3 + 15κ1κ
2
2 + 5κ1κ4 + 10κ2κ3 + κ5,〈
x6
〉
= κ61 + 6κ1κ5 + 15κ
2
1κ4 + 20κ
3
1κ3 + 15κ
4
1κ2 + 60κ1κ2κ3 + 45κ
2
1κ
2
2 + 15κ2κ4
+ 10κ23 + 15κ
3
2 + κ6.
(A9)
8 Appendix B
8.1 Correlation functions and cumulants
The n-particle correlation function (or simply a correlator) ρ(1, 2, 3, · · · , n) consists
of terms that represent combinations of lower-order correlations and a term that
represents a genuine or “true” n-particle correlation C(1, 2, 3, · · · , n) which is called
a cumulant. For example, ρ(1, 2) = ρ(1)ρ(2) + C(1, 2), so that C(1, 2) = ρ(1, 2) −
ρ(1)ρ(2). If the two particles are statistically independent, ρ(1, 2) simply reduces
to ρ(1)ρ(2), whereas C(1, 2) vanishes by construction.11 The first few correlation
11 For simplicity of notation, we use the same symbols ρ and C to denote 1-,2-,3- and
multiparticle correlation functions and cumulants, respectively.
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functions are [87]
ρ(1) = C(1),
ρ(1, 2) = ρ(1)ρ(2) + C(1, 2),
ρ(1, 2, 3) = ρ(1)ρ(2)ρ(3) + ρ(1)C(2, 3) + ρ(2)C(3, 1) + ρ(3)C(1, 2) + C(1, 2, 3),
≡ ρ(1)ρ(2)ρ(3) +
∑
(3)
ρ(1)C(2, 3) + C(1, 2, 3),
ρ(1, 2, 3, 4) = ρ(1)ρ(2)ρ(3)ρ(4) +
∑
(6)
ρ(1)ρ(2)C(3, 4) +
∑
(4)
ρ(1)C(2, 3, 4)
+
∑
(3)
C(1, 2)C(3, 4) + C(1, 2, 3, 4),
ρ(1, 2, 3, 4, 5) = ρ(1)ρ(2)ρ(3)ρ(4)ρ(5) +
∑
(10)
ρ(1)ρ(2)ρ(3)C(4, 5)
+
∑
(10)
ρ(1)ρ(2)C(3, 4, 5) +
∑
(15)
ρ(1)C(2, 3)C(4, 5)
+
∑
(5)
ρ(1)C(2, 3, 4, 5) +
∑
(10)
C(1, 2)C(3, 4, 5) + C(1, 2, 3, 4, 5),
ρ(1, 2, 3, 4, 5, 6) = ρ(1)ρ(2)ρ(3)ρ(4)ρ(5)ρ(6) +
∑
(6)
ρ(1)C(2, 3, 4, 5, 6)
+
∑
(15)
ρ(1)ρ(2)C(3, 4, 5, 6) +
∑
(20)
ρ(1)ρ(2)ρ(3)C(4, 5, 6)
+
∑
(15)
ρ(1)ρ(2)ρ(3)ρ(4)C(5, 6) +
∑
(60)
ρ(1)C(2, 3)C(4, 5, 6)
+
∑
(45)
ρ(1)ρ(2)C(3, 4)C(5, 6) +
∑
(15)
C(1, 2)C(3, 4, 5, 6)
+
∑
(10)
C(1, 2, 3)C(4, 5, 6) +
∑
(15)
C(1, 2)C(3, 4)C(5, 6)
+ C(1, 2, 3, 4, 5, 6),
(B1)
where the numbers in parentheses under the summation signs indicate the number of
possible permutations of the indices.
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The above equations can be inverted to get the expressions for the cumulants in
terms of the correlation functions:
C(1) = ρ(1),
C(1, 2) = ρ(1, 2)− ρ(1)ρ(2),
C(1, 2, 3) = ρ(1, 2, 3)−
∑
(3)
ρ(1)ρ(2, 3) + 2ρ(1)ρ(2)ρ(3),
C(1, 2, 3, 4) = ρ(1, 2, 3, 4)−
∑
(4)
ρ(1)ρ(2, 3, 4)−
∑
(3)
ρ(1, 2)ρ(3, 4)
+ 2
∑
(6)
ρ(1)ρ(2)ρ(3, 4)− 6ρ(1)ρ(2)ρ(3)ρ(4),
C(1, 2, 3, 4, 5) = ρ(1, 2, 3, 4, 5)−
∑
(5)
ρ(1)ρ(2, 3, 4, 5)−
∑
(10)
ρ(1, 2)ρ(3, 4, 5)
+ 2
∑
(10)
ρ(1)ρ(2)ρ(3, 4, 5) + 2
∑
(15)
ρ(1)ρ(2, 3)ρ(4, 5)
− 6
∑
(10)
ρ(1)ρ(2)ρ(3)ρ(4, 5) + 24ρ(1)ρ(2)ρ(3)ρ(4)ρ(5),
C(1, 2, 3, 4, 5, 6) = ρ(1, 2, 3, 4, 5, 6)−
∑
(6)
ρ(1)ρ(2, 3, 4, 5, 6)−
∑
(15)
ρ(1, 2)ρ(3, 4, 5, 6)
+ 2
∑
(15)
ρ(1)ρ(2)ρ(3, 4, 5, 6)−
∑
(10)
ρ(1, 2, 3)ρ(4, 5, 6)
+ 4
∑
(30)
ρ(1)ρ(2, 3)ρ(4, 5, 6)− 6
∑
(20)
ρ(1)ρ(2)ρ(3)ρ(4, 5, 6)
+ 2
∑
(15)
ρ(1, 2)ρ(3, 4)ρ(5, 6)− 3
∑
(90)
ρ(1)ρ(2)ρ(3, 4)ρ(5, 6)
+ 24
∑
(15)
ρ(1)ρ(2)ρ(3)ρ(4)ρ(5, 6)−
∑
(120)
ρ(1)ρ(2)ρ(3)ρ(4)ρ(5)ρ(6).
(B2)
It is easy to verify that the cumulant vanishes if any one or more particles is statisti-
cally independent of the others. Thus the n-particle cumulant measures the statistical
dependence of the entire n-particle set. For this reason, cumulants are also called con-
nected correlation functions.
Exercise 11: Compare the above expressions of cumulants to those in Appendix A.
Exercise 12: Note how the above expressions of correlators and cumulants simplify
considerably if the single-particle ρ vanishes.
9 Appendix C
9.1 Gaussian or normal distribution in 1D
One-dimensional Gaussian (centered at µ) is
f(x) =
1
σ
√
2pi
exp
[
− (x− µ)
2
2σ2
]
, (C1)
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where µ = 〈x〉 is the mean, σ2 is the variance and f(x) is normalized to unity. The
odd central moments are obviously zero. The even central moments are given by
(n − 1)!!σn (n even). The first few even central moments are given in Table 1. The
skewness (γ) is zero, kurtosis (κ) is 3 and excess kurtosis (κ−3) is zero. A probability
distribution with tails heavier (lighter) than those of the normal distribution shows
a higher (lower) propensity to produce outliers and has a positive (negative) excess
kurtosis (Fig 14),
Table 1. First few central and noncentral moments of the Gaussian distribution
Order Central moment Noncentral moment
1 0 µ
2 σ2 µ2 + σ2
3 0 µ3 + 3µσ2
4 3σ4 µ4 + 6µ2σ2 + 3σ4
5 0 µ5 + 10µ3σ2 + 15µσ4
6 15σ6 µ6 + 15µ4σ2 + 45µ2σ4 + 15σ6
7 0 µ7 + 21µ5σ2 + 105µ3σ4 + 105µσ6
8 105σ8 µ8 + 28µ6σ2 + 210µ4σ4 + 420µ2σ6 + 105σ8
For the normal distribution, the moment-generating function is M(t) = exp (µt+
(σ2t2/2)) and the cumulant-generating function is K(t) = lnM(t) = µt + (σ2t2/2).
Since this is a quadratic in t, only the first two cumulants survive, namely the mean
µ and the variance σ2. It can be shown that the normal distribution is the only one
for which the third and higher cumulants vanish.
Exercise 13: Using the expressions for moments in terms of cumulants given in
Appendix A, show that the first six noncentral moments of the normal distribution
are as given in Table 1.
9.2 Gaussian or normal distribution in 2D
Two-dimensional Gaussian centered at the origin and normalized to unity is
f(x, y) =
1
2piσxσy
exp
[
− x
2
2σ2x
− y
2
2σ2y
]
, (C2)
where σ2x and σ
2
y are the variances.
Exercise 14: For an asymmetric (σx 6= σy) 2D Gaussian as in Eq. (C2), let z = x+iy.
Show that the fourth moment 〈z4〉 6= 0, and is trivially correlated with the second
moment 〈z2〉. However, the fourth-order cumulant 〈z4〉 − 3〈z2〉2 = 0.
It is often convenient to introduce the symmetric case (σx = σy) and write it in
terms of r =
√
x2 + y2:
f(r) =
1
piσ2
exp
[
− r
2
σ2
]
, (C3)
where σ2 ≡ σ2x + σ2y. f(r) is also centered at the origin and normalized to unity.
Note, however, that unlike 〈x〉 and 〈y〉, 〈r〉 is not zero. The first few moments of f(r),
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µn = 〈rn〉 = σn Γ ((n/2)+1), are given in Table 2. Note also that
〈
r2
〉
=
〈
x2
〉
+
〈
y2
〉
;
using
〈
r2
〉
from Table 2, we get σ2 = σ2x + σ
2
y. The kurtosis in this case is 2, unlike
the case of a 1D Gaussian discussed earlier where it was 3.
Table 2. First few moments (µn) of f(r), Eq. (C3)
n 1 2 3 4 5 6 7 8
µn
√
pi σ/2 σ2 3
√
pi σ3/4 2σ4 15
√
pi σ5/8 6σ6 105
√
pi σ7/16 24σ8
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