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Abstract
We tested the influence of various parameters on the new particle formation rate
predicted for the sulfuric - acid ammonia system using quantum chemistry and cluster
distribution dynamics simulations, in our case ACDC (Atmospheric Cluster Dynamics
Code). We found that consistent consideration of the rotational symmetry number of
monomers (sulfuric acid and ammonia molecules, and bisulfate and ammonium ions)
leads to a significant rise in the predicted particle formation rate, whereas inclusion of
the rotational symmetry number of the clusters only changes the results slightly, and
only in conditions where charged clusters dominate the particle formation rate. This is
because most of the clusters stable enough to participate in new particle formation have
a rotational symmetry number of one, and the few exceptions to this rule are positively
charged. In contrast, the application of the quasi-harmonic correction for low-frequency
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vibrational modes tends to generally decrease predicted new particle formation rates,
and also significantly alters the slope of the formation rate curve plotted against the
sulfuric acid concentration which is a typical convention in atmospheric aerosol science.
The impact of the maximum size of the clusters explicitly included in the simulations
depends on the simulated conditions. The errors arising from a limited set of clusters
are higher for higher evaporation rates, and thus tend to increase with temperature.
Similarly, the errors tend to be higher for lower vapor concentrations. The boundary
conditions for outgrowing clusters (which clusters are counted as formed particles) have
only a small influence on the results, provided that the definition is chemically reason-
able, and that the set of simulated clusters is sufficiently large. A comparison with data
from the CLOUD (Cosmics Leaving OUtdoor Droplets) chamber and a cluster distri-
bution dynamics model using older quantum chemistry input data shows improved
agreement when using our new input data, and the proposed combination of symmetry
and quasi-harmonic corrections.
Introduction
Aerosol particles can be directly emitted to the atmosphere, but also form from gas phase
molecules in the atmosphere (new particle formation)1–3. Aerosols play a significant role in
the health threat posed by poor air quality since particles below diameters of 2.5 µm can
enter the respiratory system and be deposited in the lungs, causing a number of diseases4–6.
Furthermore, aerosols play a crucial role in weather and climate as cloud condensation nu-
clei7. The effect of aerosols via clouds is one of the largest uncertainties in the current models
of climate change8, and it is estimated that 40% to 70% of all cloud condensation nuclei are
a product of new particle formation9,10. New particle formation is commonly referred to as
"nucleation": this is technically incorrect as the process may not always involve energy bar-
riers. A large number of studies have been devoted to unraveling the precise molecular-level
mechanisms responsible for the first steps of atmospheric aerosol formation11–17. However,
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due to the large number of potentially participating compounds, the process is exceedingly
complex, and both experimental and modeling tools still require development in order to
reach a quantitative understanding of atmospheric new particle formation.
Sulfuric acid and ammonia have been identified to be key players in the formation of
aerosols16 and have been studied extensively in the past both experimentally and theo-
retically. The main reason for this is that the equilibrium vapour pressure of sulfuric acid
in the presence of bases, of which ammonia is the most abundant in the atmosphere, is
very close to zero18. Furthermore, in contrast to for example most low-volatility organic
compounds, sulfuric acid forms practically in a single oxidation step from the very volatile
precursor SO2. The subsequent reaction steps involve high-concentration reactants, H2O
and O2, and are thus essentially instantaneous. Mixing ratios of sulfuric acid in the lower
atmosphere very seldom exceed ten parts per trillion (i.e. about 2x108 molecules per cm3)
even in highly polluted conditions, and are often much lower19,20. Ammonia mixing ratios,
on the other hand, can reach tens of parts per billion (on the order of 1011 molecules per
cm3)21.
The process of single molecules forming new particles in the atmosphere is difficult to mea-
sure experimentally. Molecule and cluster concentrations are low, and therefore they have
to be measured with mass spectrometry (MS). In order for molecules to be detectable by
MS they have to be charged, but measurements have shown that the new particle formation
in the atmospheric boundary layer is usually dominated by neutral particles22 consisting of
multiple other compounds in addition to sulfuric acid and ammonia. To complement ex-
periments, computational studies are needed, and in order to capture all relevant factors,
such as proton transfers, quantum chemistry tools are necessary: Density functional theory
(DFT) is able to give accurate information about cluster structures23–25, and recently high
level of theory wavefunction methods have been employed to study binding energies of atmo-
spheric clusters26,27. The Atmospheric Cluster Dynamics Code (ACDC)28,29 is a model that
simulates molecular cluster formation for a given set of compounds, and has been used in
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many atmospheric studies30–34. ACDC uses Gibbs free energies provided by quantum chem-
istry to calculate evaporation coefficients and collision rates from the kinetic gas theory to
eventually compute formation rates of atmospheric clusters and trace the cluster formation
pathways. The purpose of this study is to revisit sulfuric acid - ammonia clustering in the
light of recent advances in the modeling schemes.27,35 We use a newly sampled, extended set
of molecular cluster structures for the sulfuric acid - ammonia system and review the effect of
some common approximations or assumptions on modeled particle formation rates. We also
conducted a systematic study on the effect of different approximations used in computing
thermodynamic properties and consideration of symmetry in quantum chemistry programs
on the outcome of ACDC calculations. Table 1 in the Conclusions section gives a short
summary of all quantum chemistry parameters and simulation settings examined and the
respective findings. Moreover, we compare our modeled particle formation rates with exper-
imental data from the CLOUD (Cosmics Leaving OUtdoor Droplets) chamber at CERN36
and previous modeling of this experiment30.
Methodology
Molecular cluster structures
Initially, it is necessary to find energetically low-lying structures for the sulfuric acid - am-
monia clusters. We proceeded as described by Kubečka et al.35:
1. We optimized bisulfate ion, ammonia, ammonium, cis- and trans- sulfuric acid struc-
tures and obtained their partial charges at a MP2/6-31++G(d,p)37–39 level of theory. We
used these partial charges together with Lennard-Jones parameters from the CHARMM
(Chemistry at Harvard Molecular Mechanics) force field40,41 to model the interaction at
rigid monomeric units. Further, we utilized the ABCluster program42,43 which is based on
the artificial bee colony algorithm for the exploration of the whole configurational space of
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each studied cluster. We configured the program so that it generates 10 000 local minima
for each monomer combination fulfilling the charge constraints (e.g., 1 H2SO4-NH3 cluster
can be made of cis-H2SO4 + NH3, trans-H2SO4 + NH3 or HSO−4 + NH
+
4 , for each of those
10 000 local minima were created). The program used 5 scout bees within 200 generations
and optimizes generated cluster structures with molecular mechanics using the CHARMM
force field, where structures of single molecules within the cluster are kept rigid.
2. The structures were optimized semi-empirically with the GFN-xTB program44.
3. Redundant structures and outliers were removed as described by Kubečka et al.35 and
the roughly 1000 remaining structures were passed to a density functional theory (DFT)
calculation conducted with the Gaussian 1645 program. We used the ωB97X-D functional46
and employed the 6-31++g** basis set. These parameters have been extensively studied in
previous publications and shown to result in sufficiently accurate structures and vibrational
modes26,27.
First, we optimized the structures with loose convergence criteria and selected energeti-
cally lowest-lying minima plus a representative subset of all the structures47 as described
by Kubečka et al.35. Then, we optimized the selected structures with verytight convergence
criteria.
4. We chose the ten energetically lowest lying structures and calculated the harmonic vibra-
tional frequencies, making sure that no imaginary frequencies were encountered. Then we
calculated enthalpies H, entropies S and Gibbs free energies G for a given temperature. Up
to five lowest-lying structures were selected for further processing.
5. These finally selected structures were sent to single point DLPNO-CCSD(T) (domain-
based local pair natural orbital - CCSD(T))48,49 calculations with the augmented correlation
consistent polarized valence triple ζ basis set50. The approach combining DLPNO-CCSD(T)
single point calculations with DFT frequency calculations has been shown to yield high ac-
curacy26,27.
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The configurational sampling procedure was conducted for all sulfuric acid - ammonia clus-
ters except those that Olenius et al.34 found not to be on the particle formation path. These
clusters are very far from the "diagonal" (diagonal = clusters with the same number of sulfu-
ric acid and ammonia monomers), or positively charged clusters with more sulfuric acid than
ammonia, or negatively charged cluster with more ammonia than sulfuric acid molecules and
they are deemed unstable by any reasonable computational method.
Thermodynamic properties of the global minima
The evaporation coefficients used by ACDC depend exponentially on the Gibbs free energies
computed by quantum chemistry28 and, therefore, it is crucial to determine the free energies
extremely accurately. However, there are assumptions in the calculation of the Gibbs free
energy which can make a difference of several kcal/mol, but have not been accounted for
properly in past studies. As previously discussed35,51, we focus on the global minimum in
order to calculate the Gibbs free energy of formation of a cluster of a certain composition,
rather than averaging over all found local minima. Accordingly, all the following calculations
were done using the trans-sulfuric acid.
We investigated the effect of symmetry on the Gibbs free energy G and, consequently, on
ACDC simulation results. Symmetry thresholds in many quantum chemistry programs are
so tight that, the structures of especially clusters cannot be optimized with a numerical
precision accurate enough to be identified as symmetric. Therefore, Gaussian or other quan-
tum chemistry programs might not by default recognize the C2 symmetry of (trans)-sulfuric
acid, whereas it does assign the C3v point group for ammonia, Td for ammonium and Cs
for bisulfate. Previous studies used these defaults and thus included inconsistencies. The
section "Symmetry" discusses the impact of symmetry considerations.
A common approach to calculate the rotational and vibrational contributions to thermody-
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namic properties is using the Rigid Rotor-Harmonic Oscillator (RRHO) approximation, but
the harmonic approximation often does not describe correctly the lowest energy "vibrational"
modes which actually correspond to large amplitude intermolecular motions. Therefore, we
recalculated the partition functions, and consequently the enthalpies and entropies, with the
free-rotor model for low-lying frequencies as suggested by Grimme52 and tested for molecu-
lar clusters by Myllys et al.27. We used the GoodVibes python script53 with a cut-off of
100 cm−1 for this so called quasi-harmonic approximation. Throughout the article, we refer
to the change introduced by the quasi-harmonic approach as the quasi-harmonic correction.
Moreover, we apply the scaling factor of 0.9960 in order to account for the actual vibrational
anharmonicity of the modes with wavenumbers above 100 cm−1, as suggested by Myllys et
al.27.
We obtain the enthalpy HDLPNO−CCSD(T),i for the cluster i resulting from the configura-
tional sampling process by combining the electronic energy Eelec,DFT,i and enthalpy HDFT,i
of the DFT calculations and the DLPNO-CCSD(T) single point energy Eelec,DLPNO−CCSD(T),i
as
HDLPNO−CCSD(T),i = HDFT,i + Eelec,DLPNO−CCSD(T),i − Eelec,DFT,i. (1)
This approach combines the precision of DLPNO-CCSD(T) calculations and the speed of a
DFT frequency analysis. Generally, using DFT structures and frequencies in combination
with high-level wavefunction based energies is a broadly accepted approach in quantum
chemistry54–56.
Subsequently, we calculate the enthalpy ∆H and entropy ∆S of cluster formation with
respect to the monomers:





∆Si = Si −
∑
Smonomer. (3)
The monomers are ammonia and sulfuric acid plus one bisulfate ion for negative clusters or
plus one ammonium ion for positive clusters.
We correct ∆Gs for symmetry using a correction factor
Csym,i = R · T · ln(σi), (4)
∆Gi = Gi + Csym,i −
∑
(Gmonomer + Csym,monomer). (5)
where R is the molar gas constant, T is temperature, and σ is the rotational symmetry
number of a cluster or molecule. The ∆G given by Eq. (5) corresponds to the reference
pressure at which the monomer and cluster free energies are computed, typically 1 atm.
The reference pressure cancels out in the calculation of evaporation rates, and thus does
not actually affect cluster distributions. For illustrative purposes, and by analogy to the
free energy surfaces used in classical nucleation theory, so-called "actual ∆G" values can be
calculated by correcting for the actual partial pressures of the monomers, which are typically
much lower than 1 atm.
Further, we test the influence of a variation of the set of simulated clusters, in other words
the maximum size of clusters explicitly included in the simulation, for ACDC and compare
our data to previously published results.
Atmospheric Cluster Dynamics Code (ACDC)
The Atmospheric Cluster Dynamics Code (ACDC)28,29 is a program which constructs and
numerically solves the birth-death equations for a set of clusters. It calculates collision
coefficients β from the kinetic gas theory57 and evaporation coefficients γ from the Gibbs
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free energy of formation as28











where i and j are the daughter clusters, βij is the collision coefficient between clusters i and
j, cei is the equilibrium concentration of cluster i and cref = pref/RT (≈ 2.5 ·1023 cm−3) is the
concentration corresponding to the reference pressure for which the ∆Gs were calculated.
We run ACDC with constant monomer concentrations, which in effect assumes that cluster
formation does not constitute a significant sink for the vapors. This is the case for H2SO4
and NH3 under most atmospheric conditions as well as in the CLOUD experiment. These
monomers are allowed to collide and form clusters. Once clusters have formed, they can
collide and evaporate. When a cluster that is not explicitly included in the simulation is
formed, it evaporates immediately unless it forms a predefined outgrowing cluster deemed
stable as shown in Fig. 1. Any collision that forms a cluster in the "outgrowing brown
area" is counted towards the particle formation rate. In a time independent steady-state
simulation, the particle formation rate is the number of all outgrowing clusters forming per
second per volume [cm−3s−1].
Outgrowing areas are determined by the direction in which we expect the clusters to keep
growing if they leave the set of simulated clusters. This is estimated by the ratio of the
collision rate Rcol,i,x of cluster i colliding with monomer x (either sulfuric acid or ammonia










If Eq. 7 yields a result >> 1 we assume the corresponding cluster i to be stable with re-
spect to the monomer x within the simulation and we define i + x as an outgrowing cluster.
The assumption is made that i + x is stable itself, which is valid because at the chosen
cluster set size i + x has surpassed the critical cluster size and will continue growing (The
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concept of critical cluster is explained in more detail in section "Choice of set of simulated
clusters"). Additionally, the contributions of marginal outgrowing clusters is generally very
small and has little influence on the simulation results as long as the main outgrowth routes
are captured. As Eq. 7 is a function of the monomer concentration this "stability" can be
different with respect to different monomers which is the reason why outgrowth by ammo-
nia addition and by sulfuric acid addition are determined independently from each other.
Also any cluster containing more sulfuric acid monomers and more ammonia monomers than
cluster i is then in the outgrowing area. In practice, multiple of these areas can be defined.
All outgrowing clusters have been chosen following this rule. The only exception to this is
the (HSO−4 )(H2SO4)5(NH3)2 cluster, where the definition would have led to the counterintu-
itive situation of having a "pocket" where this cluster is considered stable and outgrowing,
whereas larger clusters such as (HSO−4 )(H2SO4)5(NH3)5 would still be part of the cluster set
with a chance to evaporate. Figure S4 in the appendix shows what this "pocket" looked like
and the caption states differences introduced by including it. Eventually, it is important to
note that in theory outgrowing cluster choice has to depend on the particular monomer con-
centration of each simulation. In practice, for the range at conditions chosen in the present
simulations the set of clusters for which the value of Eq. 7 exceeds unity remains the same
for all simulation runs.
The model includes parameters for explicit modeling of different types of external losses of
the molecular clusters in the CLOUD (Cosmics Leaving OUtdoor Droplets) chamber57. We
consider wall losses, dilution losses, and account for the enhancement of loss rates arising
from electrostatic interaction of charged clusters and molecules with the walls57. A charge
enhancement factor of 3.3 has been determined for the CLOUD chamber57. We also account
for coagulation losses with a constant coefficient of 2.6·10−3s−1 derived from field measure-
ment data58 as no value has been reported for the CLOUD experiment. This inconsistency,
however, has a minor impact on predicted particle formation rates as wall losses make a dif-
ference of two orders of magnitude opposed to a factor of 2 introduced by coagulation losses.
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Figure 1: An illustration of cluster areas of the ACDC simulation: Blue is the set of
simulated clusters, brown are possible areas of outgrowing clusters. If a cluster outside
of these two areas (grey) is formed, it is brought back to the blue area by evaporating
either single ammonia or sulfuric acid molecules. The outgrowing areas are defined by their
lower-left corner and span an infinite region to the right and up. Possible areas are A, A+B
(defined by the lower left corner of B), A+C (defined by the lower left corner of C) and
A+B+C (defined by the lower left corner of B and C).
That coagulation losses are small compared to wall losses is also stated by Dunne et al.36.
Our simulated system consists of clusters up to (H2SO4)6(NH3)6, (H2SO4)6(NH+4 )(NH3)5,
and (HSO−4 )(H2SO4)5(NH3)6 (cf. Fig. 2). We consider only clusters that have been shown
to be relevant by Olenius et al.34 and do not include hydration of clusters. The effect of
hydration may have an impact on the overall performance of the model compared to the
experimental results59, but this effect is outside the scope of this study. The model includes
charging and recombination of clusters via generic charger ions O−2 and H3O+, which transfer
their charge upon collision.
We compared our ACDC simulations with experimental data from the CLOUD chamber36.
We took all data points with temperature T±1 K for temperatures 292 K, 278 K, 248 K,
223 K, or 208 K. Since the experiment was aiming for an ionization rate of 3 cm−3s−1, we
excluded all data points with an ionization rate outside of the interval 2–4 cm−3s−1. The sul-
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furic acid concentration in the simulations ranged from 105 to 109 cm−3s−1 and the ammonia
concentrations were 2, 10, 100, or 1000 ppt (this is a range of 6.6·107 cm−3 to 2.5·1010 cm−3
depending on temperature). These concentrations were chosen in accordance with Kürten
et al.30 in order to stay within relevant concentrations for the CLOUD experiment and allow
comparability. The temperature as well as the ionization rate in the simulation was set to
the respective mean of the measured data points.
Results and discussion
Simulation set-up
Positive mode                                               Neutral mode                                            Negative mode
Figure 2: The global minima structures making up a set of simulated clusters. The yellow
highlighted clusters are clusters for which the global minimum structure changes depending
on whether we apply the quasi-harmonic correction by the GoodVibes script or not. The
brown is the area in which formed cluster are counted towards the particle formation rate
in all simulations except the simulation for "Determination of boundary conditions for out-
growing cluster". For the "Determination of boundary conditions for outgrowing cluster"
section the brown and the magenta area are outgrowing areas. This selection had to be made
to obtain a understanding of the outgrowing cluster direction where the outgrowing areas A,
B and C are kept independent.
Figure 2 shows the set of simulated clusters in ACDC. Each cluster type is represented by
the global minimum structure, with respect to their Gibbs free energy at 298.15 K found in
this study. As already pointed out, cluster types far from the diagonal in these diagrams have
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been omitted as they play a minor role in cluster fluxes34. The structures and thermodynamic
parameters corresponding to clusters in Fig. 2 can be found in the supporting information.
Depending on whether we apply the quasi-harmonic correction, the structure representing
the global free energy minimum may differ. Unless otherwise denoted, we use the global
minima corresponding to the case with quasi-harmonic approximation. Generally, the global
minimum structure may change with temperature. We checked all of our global minimum
structures and found that it is the case for three of the molecular clusters once we are at
248.4 K or below. We updated the cluster set accordingly for these simulations. These three
clusters are shown in the SI, Fig. S3.
Determination of boundary conditions for outgrowing clusters
First, we want to estimate the impact of variations of boundary conditions for outgrowing
clusters, i.e. the definition of outgrowing areas. We set up a series of simulations with succes-
sively extending outgrowing areas: brown and magenta areas A, A+B, A+C, and A+B+C,
as shown in Fig. 2. We tested each area for 292 K and a ammonia concentration of 100 ppt,
and for 223 K and a ammonia concentration of 10 ppt with sulfuric acid concentrations
ranging from 105 to 109 cm−3. The resulting particle formation rates as a function of acid
concentration are shown in Fig. 3. Outgrowth through area A produces the lowest rates
because it cannot be reached by monomer addition, but only through collision with already
formed clusters, e.g., (H2SO4)(NH3).
The definition which only contains the outgrowing area A is thus a poor choice if monomer
concentrations exceed cluster concentrations by several orders of magnitude. In all present
cases, monomer concentrations are significantly higher than cluster concentrations and out-
growth occurs primarily through monomer addition. All other reasonable choices of boundary
definitions show, especially in conditions of atmospherically relevance (roughly with particle
formation larger than 0.01 cm−3s−1) negligibly small differences. The effect of including
area B is larger than that of including area C as in most of the simulated conditions cluster
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Figure 3: Particle formation rates from simulation runs with different declarations of out-
growing areas. The (A+B+C) line is overlapping the (A+B) line.
encounter ammonia molecules much more often than sulfuric acid molecules.
Comparison to previous global minima
We compared particle formation rates calculated using our new global minima to rates cal-
culated using previously found global minima. We extracted the previous minima from the
Atmospheric Cluster Database (ACDB)24,60,61 (November 2019). These data are based on
quantum chemistry calculations, which generally do not consider symmetry, except for the
ammonium molecule. We recalculated all the structures taken from ACDB with the DFT
and DLPNO-CCSD(T) methods described in section 2.1. Not all molecular cluster types
we sampled were available in the database, but also not all cluster types in the database
have been sampled by us as explained at the end of section 2.1. Therefore, these comparison
simulations were run using only these clusters which were available both in ACDB and in
our resampling. We also adjusted the outgrowing areas to the used set of simulated clusters.
The two data sets only differed in the global minima of the molecular clusters, and conse-
quently their ∆S and ∆H but were calculated at the same level of theory. The results shown
in this section should not be compared to simulation runs presented in the following sections
due to the differences in considered clusters and symmetry treatment.
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Figure 4: Particle formation rates from simulation runs with cluster structures from ACDB
and this study.
A comparison of our structures with ACDB shows that we identified the same global min-
ima only for the smallest clusters. Our structures have a generally lower ∆G, and espe-
cially for clusters with three or more sulfuric acid molecules, the differences are greater than
1 kcal/mol. Our structures have a higher Gibbs free energy only in five cases, of which the
highest difference is 0.67 kcal/mol for the (NH3)3NH+4 (H2SO4)2 cluster. As Fig. 4 shows,
these differences result in significantly higher particle formation rates when using the new
data. Generally, this illustrates the importance of performing systematic and thorough con-
formational sampling. The new molecular cluster data will be updated to ACDB.
Symmetry
We prepared three different sets of ∆Gs as input for ACDC differing in their consideration
of symmetry. In the first set, we made sure that the Gaussian program does not use any
symmetry at all, in the second set, we only turned on symmetry for the monomers, and
in the third set, we additionally turned on symmetry for clusters. Cluster symmetry was
identified visually and with the Symmol62 program and we corrected for it according to
Eqs. (4) and (5).
Regarding the Gibbs free energy of formation, the treatment of symmetry results in a differ-
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ence of roughly 1 kcal/mol between "no symmetry at all" and "only monomer symmetry"
for each addition of a (NH3)(H2SO4) pair into the cluster (cf. dashed lines in Fig. 5). Fig. 6
shows the molecular clusters for which the program Symmol found symmetry which was
not found by the quantum chemistry programs due to tight classification thresholds and
results in a rotational symmetry number >1. Several molecular clusters were symmetric but
still had a rotational symmetry number of 1, e.g. with point group CS. If the rotational
symmetry number is 1 it has no impact on the ∆Gs. Cluster (b) is a good example for the
difficulties of determining symmetry only by eye: it has a vertical symmetry axis.
Fig. 7 shows particle formation rates obtained from ACDC for different symmetry inclusion
cases. Taking symmetry into account results in more stable clusters and thus higher for-
mation rates. As Eq. (5) shows, accounting for the symmetry of monomers changes ∆G
for all involved clusters leading to a significant increase in formation rates. On the other
hand, the particle formation rates for "only monomer symmetry" and "cluster and monomer
symmetry" differ only slightly at low concentrations of sulfuric acid and converge for higher
concentrations. In order to explain this behaviour, we have to understand the shape of the
particle formation rate vs. sulfuric acid concentration curve.
In general, the particle formation rate exhibits a inverted sigmoid slope. This slope is due
to two different particle formation modes and a transition region between them. The first
mode is in a region with a relatively high concentration of charged clusters compared to that
of neutral clusters, and the particle formation rate continuously increases with increasing
sulfuric acid concentration. Then intermediate sulfuric acid concentrations correspond to a
transition region where the particle formation rate increases only weakly with acid concen-
tration. The second mode is found at even higher acid concentrations where the formation
rate again increases strongly.
The cluster fluxes show that positive clusters grow into larger positive clusters, negative
clusters grow into larger negative clusters, and that neutral clusters generally grow through





Figure 5: The differences of Gibbs free energies of formation ∆∆G in kcal/mol at 298 K
and reference pressure 1 atm for (a) neutral clusters and (b) negative clusters with the same
number of acid and ammonia molecules or one excess acid, and (c) positive clusters with the
same number of acid and ammonia molecules or one excess ammonia: SA = sulfuric acid,
A = ammonia, B = bisulfate, P = proton. The points are connected to guide the eye.
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Figure 6: Molecular clusters with symmetry and a rotational symmetry number σ larger




4 )6 and (c) (NH
+
4 )(H2SO4) belong to
the C2 point group (σ = 2) and cluster (d) (NH
+
4 )(NH3) belongs to the C3 point group (σ
= 3).
concentrations. Additionally, negative and positive clusters may recombine into neutral clus-
ters. However, the growth of neutral clusters into larger neutral clusters is not observed unless
the monomer concentrations are set high as they are unstable at lower vapor concentrations
where evaporation is more significant. Also, since the ionization rate stays constant, a higher
concentration of sulfuric acid and/or ammonia means less charged clusters relative to neutral
ones. Accordingly, the plateau in the transition region is located around the ionization rate
on the y-axis after which neutral particle formation starts dominating. Therefore, the frac-
tion of purely neutral cluster growth increases with increasing monomer concentrations. The
switch from charged clustering pathways to the neutral pathways gives rise to the two modes.
Fig. 6 shows that two small positively charged molecular clusters are symmetric, (NH+4 )(H2SO4)
(c) and (NH+4 )(NH3) (d), of which cluster (d) has the highest symmetry number σ of all clus-
ters. Inclusion of cluster symmetry increases ∆G for these specific clusters located at the
very beginning of the positive growth path. Therefore, clustering in the positive mode is
influenced by the symmetry stronger than clustering in the neutral mode, and the differences
caused by introducing cluster symmetry decrease with increasing sulfuric acid concentration
as the importance of the neutral particle formation pathway increases. The positive mode
particle formation rate increases when symmetry is taken into account as positive clusters
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Figure 7: Particle formation rates in cm−3s−1 for different concentrations of sulfuric acid
and ammonia at four different temperatures. Comparison of different choices of including
symmetry. At a temperature of 248 K and 223 K "Only monomer symmetry" and "Cluster
and monomer symmetry" overlap.
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evaporate back to cluster (c) and (d) at a lower rate, i.e., grow at a higher net rate. The
differences in the particle formation rates caused by taking into account cluster symmetry
are only significant for rather low formation rates of charged clusters and thus have little
practical relevance in the boundary layer conditions. It is also worth recalling that, as men-
tioned in the introduction, mixing rations of sulfuric acid rarely exceed concentrations about
2·108 cm−3 in the lower atmosphere, whereas lab experiments often go to higher concentra-
tions. Therefore, in the real atmospheric conditions inclusion of symmetry does not result
in significant differences in particle formation rates.
Quasi-harmonic correction
We prepared two different sets of ∆Gs, one with the quasi-harmonic correction applied and
one without it. The orange lines in Fig. 5 show clearly the difference of ∆Gs for selected
clusters in these two sets. While the quasi-harmonic correction increases all ∆Gs, it affects
some clusters more than others. The "4A-1P-3SA" cluster is an outlier and very strongly
impacted by the quasi-harmonic correction due to the presence of a exceptionally low fre-
quency mode at 14.24 cm−1. The dashed blue line in Fig. 5 shows that the quasi-harmonic
correction and the inclusion of monomer symmetry almost cancel each other out in terms of
their effect on the ∆G where only in positive mode the decrease introduced by the symme-
try is consistently larger than the increase introduced by the quasi-harmonic correction. It
should be noted that although this cancellation is present for our sulfuric acid - ammonia
system, the balance of the quasi-harmonic correction and the symmetry correction can be
very different for other systems. Moreover, these two corrections are computationally very
cheap, and thus do not constitute bottlenecks, and therefore we suggest that future studies
perform both corrections rather than rely on uncertain error cancellation.
Charged clusters are, in general, more strongly bound than the corresponding neutral ones,
as long as we compare clusters with roughly similar numbers of acid and base molecules.
Therefore, neutral clusters tend to have more low vibrational frequencies. Subsequently, as
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shown in Fig. 8, the impact of the quasi-harmonic correction is stronger for higher sulfuric
acid concentrations, where neutral clusters dominate the overall particle formation path.
Overall, the quasi-harmonic correction decreases cluster stability. Thus, the quasi-harmonic
correction slightly lowers the particle formation rate by shifting the curve to the right and
down. This effect is more pronounced for higher temperatures, where the effect of entropy
(including vibrational entropy) on free energy is greater. However, as pointed out for inclu-
sion of symmetry in the end of the previous section, the effect of quasi harmonic correction
is significant at higher vapor concentrations and at higher temperatures, and thus has little
practical relevance in terms of the real troposphere.
Figure 8: Particle formation rates in cm−3s−1 for different concentrations of sulfuric acid and
ammonia at four different temperatures. The particle formation rates have been modeled
with and without the quasi-harmonic correction. The ∆Gs were calculated with monomer
symmetry.
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Choice of the set of simulated clusters
In this section, we investigate the influence of the set of simulated clusters on the particle
formation rates. The 6x6 set of clusters is that shown in Fig. 2. The 5x5 set of clusters con-
sists only of the clusters with less than six ammonia molecules and less than six sulfuric acid
molecules. The 4x4 set of clusters consists only of the clusters with less than five ammonia
molecules and less than five sulfuric acid molecules. The outgrowing areas are determined
for each simulation set size using the same philosophy as in Fig. 2.
The results for different temperatures and ammonia concentrations are shown in Fig. 9.
All the simulated particle formation rates converge with increasing sulfuric acid concentra-
tion analogous to the comparison of "only monomer" and "cluster and monomer" symmetries
shown in Fig.7. At the lower sulfuric acid concentration, where the particle formation rates
differ for different simulation sets, clustering predominantly occurs through charged clusters.
Generally, an increase of the cluster set size can either decrease the particle formation rate
or leave it unchanged. Once a cluster grows into the outgrowing area, it is counted towards
the particle formation rate. When the set size is increased, some outgrowing clusters of the
previous, smaller set become "regular" clusters in the enlarged set. These, now "regular",
clusters can now either collide with other clusters/monomers or evaporate back to smaller
clusters. The particle formation rate decreases if they evaporate at a significant rate.
Deeper insight is provided by the "actual ∆G"s of clusters which take the real partial pres-
sures of the monomers into account. For most of the systems and conditions studied here,
the actual ∆G surface contains one or more barriers between the monomers and the out-
growing clusters. The highest barrier on the lowest-energy path connecting the monomers
to the outgrowing clusters (a saddle point on the actual ∆G surface) represents the so-called
"critical cluster". Due to the strong bonding between acids and bases, this lowest-energy
path is typically close to the diagonal, i.e. the clusters on it tend to have roughly equally
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many acids and bases. Clusters smaller than the critical cluster are generally more likely to
evaporate than to grow, while clusters larger than it are more likely to grow than to evapo-
rate. (A common but false misconception is that clusters larger than the critical cluster do
not evaporate at all.) For this reason, the explicitly simulated set of clusters should always
include the critical cluster, and preferably some slightly larger clusters as well.
For charged clusters, the actual ∆G surface almost inevitably contains also a deep well (local
minimum) corresponding to the core ion and a small number of neutral molecules ("ligands"
in the language of co-ordination chemistry), located prior to the maximum corresponding to
the critical cluster. The actual ∆G surface at 278 K, [ammonia] = 1000 ppt and [sulfuric
acid] = 105 cm−3 is given as an example in the SI.
Figure 9: Particle formation rates in cm−3s−1 for different concentrations of sulfuric acid
and ammonia at four different temperatures for various maximum sizes of clusters included
in the simulation.
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When extending the set of simulated clusters, there is a drop in the particle formation
rates at all temperatures and ammonia concentrations for low sulfuric acid concentrations
where cluster growth happens through charged modes, predominantly through the positive
mode. The actual ∆Gs in positive mode for the charged clusters with four sulfuric acid or
four ammonia monomers are mostly lower or only slightly higher than those for the clusters
with five sulfuric acid or five ammonia. Therefore, there is a clear drop in the formation
rate since the set is extended to clusters that have significant evaporation rates. Going from
the 5x5 set to the 6x6 set the added clusters have lower actual ∆Gs than the largest clusters
in the 5x5 set. Therefore, the formation rate drops only very little as clusters growing out
of the 5x5 set also grow out of the 6x6 set. One exception is at 292 K and [ammonia] =
100 ppt for which the actual ∆G surface continuously rises in both the charged and the
neutral modes (cf. SI): When the cluster set is too small and does not contain the critical
cluster the simulation can only give an upper bound for the particle formation rate, which
will drop with each extension of the cluster set.
The particle formation rates in the transition region also decrease slightly when extending
the set of simulated clusters. The reason for this is that the effect of the simulation set size
is generally greater when there are multiple competing growth pathways, and thus multiple
potential outgrowing clusters affected by the boundary conditions. We also report that the
effect of losses on the modeled formation rates are basically the same for all cluster set sizes,
as the bulk of losses occurs in the smaller cluster sizes. Eventually, for high sulfuric acid
concentrations cluster growth occurs through neutral clusters for which a critical cluster is
within the simulated cluster set at all temperatures and ammonia concentrations. Accord-
ingly, the particle formation rates do not change when changing the set size. We conclude
that in atmospherically relevant conditions a 5x5 cluster set is adequate for predicting the
particle formation in the sulfuric acid - ammonia system.
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Comparison to CLOUD
In Fig. 10 we plot our simulation results alongside the experimental data points selected and
processed as described in Methodology and alongside ACDC simulations reported by Kürten
et al.30 based on quantum chemistry data from Ortega et al.24,63. The data from Ortega et
al. corresponds to B3LYP/CBSB764,65 structures and vibrational frequencies combined with
RICC2/aug-cc-pvtz energy corrections.66 The outgrowing areas were chosen as in previous
sections. The experimental data points correspond to particles with a mobility diameter
of 1.7 nm which is chosen in order to make sure that detected clusters are above critical
cluster size30. Using the equation used by Kürten et al.67 we obtain a mobility diameter
of 1.36 nm for our 6 sulfuric acid - 6 ammonia cluster. This corresponds to a diameter of
1.4 nm obtained from a quantum chemistry calculation with the Gaussian45 program with
the "Volume" keyword after the addition of 0.3 nm to convert from a geometric diameter
to the mobility diameter as suggested by Ku and Fernandez de la Mora68. However, the
differences in particle formation rates introduced by the "detection" size difference are small
as long as the set of simulated clusters contains the critical cluster. Only at 292 K for a
ammonia concentration of 100 ppt or less this is not the case, and thus in these conditions
the simulated particle formation rate overestimates the true rate.
Some of the experimental data exhibit an inverted sigmoid slope with a plateau-like transi-
tion region consistent with the model runs. The present simulations match the experiment
reasonably well for low temperatures and for moderate to high ammonia concentrations.
This suggests that the presented model is especially suitable for cases with low evaporation
rates. For these cases, our model matches the experiments better than the ACDC simula-
tions reported by Kürten et al., and generally displays particle formation rates up to several
orders of magnitude lower than those in Kürten et al.’s. In contrast, the particle formation
rates of Kürten et al. perform well for the lowest ammonia concentrations for which our new
model is approximately one order of magnitude lower than that of Kürten et al.. The results
of Kürten et al. are systematically higher than ours because their electronic energies in their
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∆Gs were calculated with RICC2 which is known to introduce significant overbinding. In
contrast, DLPNO-CCSD(T) used for our data is known to introduce slight underbinding,





Figure 10: Particle formation rates in cm−3s−1 for different concentrations of sulfuric acid
and ammonia modeled by us, Kürten et al.30 alongside CLOUD measurements36. Arrows on
the color bar depict the ammonia concentrations where these simulations were conducted.
Conclusions
Table 1 provides a quick summary of our findings. We performed extensive systematic
resampling for electrically neutral, positive and negative sulfuric acid - ammonia clusters with
up to six acid and six base molecules. For most cluster compositions, we found significantly
more stable cluster conformers than reported in previous studies. This set of clusters was then
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used to explore the effect of various assumptions, approximations and boundary conditions
on the particle formation rates predicted using the cluster distribution dynamics code ACDC.
First, we show that the precise definition of the outgrowing clusters (i.e. which clusters are
considered stable and thus counted toward the particle formation rate) is rather insignificant,
as long as a chemically reasonable definition is used, and provided that the set of simulated
cluster reaches large enough sizes. Second, we showed that including the correct rotational
symmetry number of all monomers increases particle formation rates significantly. On the
other hand, accounting for the rotational symmetry of the clusters is not necessary for the
sulfuric acid - ammonia system due to the relatively low symmetry of almost all minimum-
energy clusters. We note that cluster symmetry may still be important for other systems,
where clusters exhibit higher degrees of symmetry. Third, we assessed the effect of the
quasi-harmonic correction for low-frequency vibrational modes. This correction leads to a
general increase in ∆G, but also alters the slope of the particle formation curve as a function
of the sulfuric acid concentration, as it affects neutral clusters and thus neutral formation
pathways more strongly than charged clusters and pathways. The quasi-harmonic correction
and the inclusion of monomer symmetry cancel each other out to some degree, implying
that previous studies which have typically omitted both corrections may nevertheless give
adequate results. However, since neither correction is computationally expensive to perform,
we strongly recommend that future studies carry out both. Fourth, we conducted simulations
with different maximum limits for the size of the included clusters (6x6, 5x5 and 4x4). The
results illustrate the importance of including the critical cluster (defined here as the highest
barrier on the lowest-energy path connecting the monomers to the outgrowing clusters)
within the explicitly simulated set of clusters. We note that as the composition of the
critical cluster depends both on the temperature and on the monomer concentrations, so
does the minimum size of the required cluster set. Furthermore, smaller cluster sets are
sufficient to model situations where the cluster growth is dominated by a small number
of growth pathways, while larger sets are required to capture situations where multiple
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growth pathways contribute significantly. Finally, we compared the particle formation rates
predicted using our new cluster data set, and the optimal settings revealed by this work, to
experimental results from the CLOUD chamber. Compared to previous ACDC simulations,
we find substantially better agreement with experiments especially for lower temperatures
and/or moderate to high ammonia concentrations.
Table 1: A quick overview of the investigated parameters and the respective findings.
Parameter/Setting Findings
Symmetry Consideration of monomer symmetry has significant impact on
modeled particle formation rates, whereas symmetry of the molec-
ular clusters has negligible influence.
Quasi-harmonic cor-
rection
Using a quasi-harmonic correction generally decreases predicted
particle formation rates.
Choice of set of simu-
lated clusters
Impact of the size of the set of simulated clusters explicitely in-
cluded in the simulation is dependent on the simulated conditions,
where the impact increases with increasing evaporation rates.
Boundary conditions
for outgrowing clusters
The choice of which clusters are counted as formed particles once
they grow out of the model has little impact on the particle for-
mation rate if chosen appropriately.
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