There are properties of nite structures that are expressible with the use of Hilbert's -operator in a manner that does not depend on the actual interpretation for -terms, but not expressible in plain rst-order. This observation strengthens a corresponding result of Gurevich, concerning the invariant use of an auxiliary ordering in rst-order logic over nite structures. The present result also implies that certain non-deterministic choice constructs, which have been considered in database theory, properly enhance the expressive power of rst-order logic even as far as deterministic queries are concerned, thereby answering a question raised by Abiteboul and Vianu.
Introduction
Hilbert's -operator extends rst-order by means of a choice construct, which allows to select elements from non-empty de nable subsets of the universe.
Epsilon-terms and epsilon-formulae. With each formula ' associate a term x ' and put free( x ') = free(') nfxg. Let FO ] be the extension of FO that is closed under the formation and use of -terms along with the usual rst-order formula formation rules. In general, the formulae of FO ] require so-calledstructures for their semantics, namely structures which provide an interpretation for -terms. Epsilon-structures. An -structure of signature consists of an ordinarystructure A = (A; : : : ) together with a choice function on the power set P(A) Ultimately one is mostly interested, however, in those -formulae whose semantics does not depend on the actual interpretation of the choice function.
De nition 1 A formula '(x) 2 FO ] is called -invariant (over some class of structures K), if for any structure A (from K), and any two interpretations 1 and 2 as choice functions on P(A), and for all a from A: (A; 1 ) j = ' a] if and only if (A; 2 ) j = ' a].
An easy exercise based on Craig's interpolation theorem for rst-order logic (compare e.g. 10]) shows that, as far as the class of all structures is concerned, -invariance (like any other form of invariance under FO-axiomatizable expansions and extensions) is too strong a requirement to give rise to anything new:
Fact 2 Any formula of FO ] that is -invariant over the class of all structures is logically equivalent with a plain rst-order formula.
Various applications of choice constructs, in particular in database theory, as well as a general theoretical interest in nite model theory suggest to consider FO ] over nite structures and under the corresponding, weaker requirement of invariance.
De nition 3 Let FO ] inv FO ] be the fragment of FO ] consisting of those formulae that are -invariant over the class of all nite structures.
As the interpolation theorem for rst-order logic is known to fail in restriction to nite structures (compare 11]), there is no a priori reason that FO ] inv should be a trivial extension of FO, and indeed the purpose of this note is to show that it is not. Choice and order. Another extension of rst-order logic over nite structures, which is similar in spirit, involves the expansion of structures by means of an arbitrary linear ordering of the universe, rather than by a choice function. Let FO <] be ordinary rst-order logic, where a new binary < is added to the underlying vocabulary. A formula of FO <] is <-invariant over K if its semantics is independent of the interpretation of < as long as < is interpreted as a linear ordering of the universe. Again rst-order interpolation implies that FO <]-formulae that are <-invariant over all structures are equivalent with FOformulae not involving < at all. Let FO <] inv stand for the fragment of FO <] consisting of those formulae that are <-invariant over the class of all nite structures. Gurevich (see 4, 11] ) has shown that FO FO <] inv , i.e. there is a property of nite structures (namely e.g. the evenness of the number of atoms in a nite Boolean algebra) that is rst-order expressible in an <-invariant manner with the use of an auxiliary order, but not without. 
An application to a question in database theory
Non-deterministic choice constructs have been added to rst-order logic in the context of relational database query languages, e.g. in the form of a witnessconstruct 1]. Apart from the usual rst-order operations, the resulting language FO witness] provides an operation witness, which applies to some (n + 1)-ary predicate de ned by a formula '(x; y) and non-deterministically returns some (n + 1)-ary predicate R = witness y ' satisfying 8x
? 9y'(x; y) $ 9yRxy ^8x9 61 yRxy:
As the name suggests, witness y ' selects unique y-witnesses or, equivalently, provides a choice function for the family fy j '(x; y)g x { potentially depending on the parameters x rather than just the set de ned by '(x; ). Semantically, the choice provided by the witness operation di ers from the choice provided by FO ] in being truly non-deterministic and independent in the sense that (i) there is no pre-set interpretation for the witness-choices.
(ii) a priori even two consecutive witness-applications to the same ' need not return the same predicates. The second, and somewhat disturbing feature of plain FO witness] is remedied in a variant FO witness] + . This is the variant of 1], denoted FO + +W in 2, 3], and also the variant to be considered here. For FO witness] + , FO itself is regarded as a query language that assigns relational values to new predicates. Correspondingly, the witness operation can be used in assignments of the form R := witness y '(x; y); which e ectively serve to freeze one (non-deterministically chosen) witnessing predicate for ', which can elsewhere be referred to by its name R. 2 Of course one is really interested in uses of the witnessing mechanism that are independent of the actual choices made. It is customary in this context to call an FO witness]-or FO witness] + -query deterministic (or functional) if its semantics is invariant under all admissible variations on the predicates returned for witness-applications (and over the class of all nite structures, i.e. for all database instances). The following theorem will be an immediate corollary to the proof of Theorem 4 to be given below. 
The separating example
The rest of this note is devoted to the proof of Theorems 4 and 5 through the analysis of a concrete example. The overall structure of the example can be used as a mold for certain variations, which also lead to a strengthening of the main theorem that will be brie y discussed at the end. (iv) E U 1 U 1 is the edge relation of a symmetric graph over U 1 .
The fU 1 ; U 2 ; P; ; Ig-reducts of the nite models of ' 0 are easily described up to isomorphism as follows. Let U An i := U n i := fig f1; 2g n, where n stands for the set f0; : : : ; n ? 1g. Then A n = ? A n ; U n 1 ; U n 2 ; P n ; n ; I n where A n = U n I n = (u; s) 2 U n 2 P n : u 2 s :
The nite models of ' 0 are of the form B = ? A n ; E where E is the edge relation of a graph on U n 1 . We shall speak of (U 1 ; E) B as the graph embedded into that model B of ' 0 .
Lemma 6 If is any sentence of monadic second-order logic in the language fEg of graphs, then there is a sentence of FO ] inv in vocabulary such that the nite models of are precisely those models of ' 0 whose embedded graph satis es .
Proof.
The following -formula (u 1 ; u 2 ) de nes a bijection between the U 1 -part and the U 2 -part of any model of ' 0 , and for any interpretation of : (u 1 ; u 2 ) = U 1 u 1^U2 u 2^u1 u 2 ? u 1 = x (U 1 x^x u 1 ) $ u 2 = x (U 2 x^x u 2 ) :
Consider a formula (X) in a free monadic second-order variable X, which is intended to range over subsets of U 1 . We want to replace X by a new rst-order variable p ranging over P. Let 0 (p) be obtained from (X) by replacing each atom of the form Xu by the expression 9u 2 (u; u 2 )^Iu 2 p. This substitution simulates X via the following parameterization of subsets of U 1 : X U 1 7 ! X 0 U 2 7 ! p 2 P, where X 0 is the image of X under the bijection de ned by , and p is encoding of X 0 according to X 0 = u : (u; p) 2 I . Indeed, all nite -structures that are models of ' 0 satisfy
An inductive application of this translation to the given yields ansentence 0 that is equivalent with the relativization of to the U 1 -part { for all choices of the -interpretation and in all nite models of ' 0 . But then = ' 0^ 0 is as desired. 2
Essentially the same reasoning shows that there is, for any monadic secondorder de nable graph query , a deterministic query in FO witness] + which recognizes exactly those nite models of ' 0 whose embedded graph satis es .
Observe rst that any nite model of ' 0 provides elements p 2 P encoding a subset of U 2 that contains exactly one element from each -class over U 2 , and this property of p is in rst-order:
(U 2 u^U 2 u 0^u u 0^u 6 = u 0 ) ! :(Iup $ Iu 0 p) :
We apply the witness-operator to a formula in variables p, u 1 Corollary 7 Any monadic second-order graph query can be simulated by a deterministic FO witness] + -query for embedded graphs in nite models of ' 0 .
We next de ne two in nite sequences of structures (B 1 n ) n>1 and (B 2 n ) n>1 such that these two sequences can be separated by a sentence of FO ] inv but not by any sentence of plain FO. B 1 n and B 2 n are both expansions of the above A n , but with di erent embedded graphs (U 1 ; E). In B 1 n the edge relation forms two disjoint cycles of length n that run in parallel through the classes of ; B 2 n di ers from B 1 n by exactly one crossover of edges resulting in a single cycle of length 2n.
It is clear that two cycles can be distinguished from a single cycle in monadic second-order. By the above lemma therefore there is a sentence ' in FO ] inv such that all B 1 n satisfy ', while all B 2 n satisfy :'. Similarly, by the corollary, there is a deterministic FO witness] + -query that distinguishes the B 2 n from the B 1 n . The proof of Theorems 4 and 5 is thus reduced to the following claim.
Claim No FO-sentence separates the B 1 n from the B 2 n .
Proof. This claim is proved using Ehrenfeucht-Fra ss e games. For any m, we can show that B 1 n and B 2 n are rst-order equivalent up to quanti er rank m provided n > 3 m+1 .
We have to exhibit a strategy for the second player in the m-round game on B 1 n and B 2 n . Note that apart from the interpretation of the edge relation E over the U 1 -part B 1 n and B 2 n are identical. The strategy for the second player, whom we call player II, will be such that moves of the rst player, I, are copied identically as long as they go outside the U 1 -parts. For moves within U 1 , II can still stick to the same -class in response to moves of I. Only with respect to the choice of one of the two members that each of these classes has in U 1 need II be careful.
Before describing the details of that part of the strategy, let us already observe that with a strategy as described so far, one need not worry about the relations of pebbled points with the U 2 -part or the P-part at all. This follows from a simple automorphism argument: for any two choices of exactly one element from each -class over the U 1 -part | formalized by functions 1 ; 2 : n ! f1; 2g that encode the selection of (1; i (m); m) from class f(1; 1; m); (1; 2; m)g | there is an automorphism of A n which xes the U 2 -part and P-part pointwise and maps the one selection into the other: ((1; 1 (m); m)) = (1; 2 (m); m) for all m.
Turning to the particulars of how II chooses elements from -classes over U 1 , we may thus restrict attention to the U 1 -parts entirely. We regard the twoelement classes of over U 1 as arranged in a cycle of length n in the natural way. Two classes are adjacent if there are E-edges between their members. B 1 n and B 2 n induce the same adjacency notion between classes. When talking of distances between classes, we mean distance in terms of this adjacency relation; by the r-neighbourhood of a class we mean the union of all classes whose distance from the given class is less than r.
Consider the m-round game over B 1 n and B 2 n and assume that n > 3 m+1 . The strategy for II consists in maintaining the following condition: after k rounds, the mapping that associates the pebbled elements in B 1 n with those in B 2 n extends to a local isomorphism between the neighbourhoods of radius 3 m?k+1 of all pebbled -classes.
II can clearly play according to this condition in response to the rst move of I. Inductively, the condition can be maintained in response to the (k + 1)-st move of I as follows. Let k be the local isomorphism between the 3 m?k+1 -neighbourhoods of pebbled classes after k rounds. We distinguish two cases.
If I places a pebble in a -class whose distance from any of the previously pebbled classes is at most 2 3 m?k , then II can play according to the local isomorphism k , which afterwards still restricts to a local isomorphism k+1 on the 3 m?k -neighbourhoods of all pebbled classes.
Otherwise, the distance between the newly pebbled class and any previously pebbled class is greater than 2 3 m?k . We choose a local isomorphism 0 between the edge relations in B 1 n and B 2 n over the 3 m?k -neighbourhood of this newly pebbled class. Clearly 0 is disjoint from the restriction of k to the 3 m?kneighbourhoods of the previously pebbled classes; indeed the distance between the domains (and images) of these two mappings is at least 3, whence there are no E-edges linking them. Therefore, the disjoint union of 0 and the restriction of k is again a local isomorphism, which is our new k+1 . Let II play according to k+1 .
II wins after the completion of m rounds, as there are still isomorphic 3-neighbourhoods about all pebbled classes, whence in particular edges between pebbled points are preserved. Note that these inexpressibility results carry over to <-invariant rst-order logic, simply since FO <] inv FO ] inv . We therefore obtain as a further corollary a result which has also been obtained on the basis of an inexpressibility result from 5]: FO <] inv is not contained in the extension of FO by arbitrary monadic quanti ers, see 12] . The analogous strengthening of Theorem 5 shows that the xed-point logics and their counting or monadic quanti er extensions do all not encompass deterministic FO witness] + .
A personal note. Originally I came up with the above separating example more than six years ago, in an ill-advised attempt to separate FO <]inv from FO | ill-advised because I was not aware of the much neater proof that Y. Gurevich had already provided for that separation. Only later did it occur to me that I had not merely reproduced a known result in a roundabout way. The issue about -invariant rst-order over nite structures was rst raised by X. Caicedo 8] and brought to my notice by J. Flum, compare also 9]. J. van den Bussche pointed out the connection with related issues in database theory. I would therefore like to express my thanks to these three for helping me nd the right problem for my solution. My decision to submit these notes for publication, however belatedly, is due to the interest that this example has aroused on several occasions, and in various contexts, along with the versatility of the basic example that emerged partly in response to some more recent investigations and conjectures concerning both <-invariance and choice constructs proper, e.g. 6, 12] .
