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TheEuropeanDeclarativeSystem,
Database,andLanguages
TheEP2025EDSprojectdevelopsa highlyparallelinformationserverthatsupportsestablished
high-valueinterfaces.We describethemotivationfor theproject,the architectureof thesys-
tem,andthedesignandapplicationof itsdatabaseand languagesubsystems.
Guy H.aworth I] n 1988Bull, lCL,Siemens,andtheirjointlyownedEuropeanComputerResearchCentre(ECRC)identifiedacommoninterestin supportingthe
processingof futureintensiveapplications.The
four partnersdefineda EuropeanDeclarative
Systemproposal,whiChtheEuropeanCommis-
sionsupportedasprojectEP2025,a partof the
EuropeanEconomicCommunity'sESPRITpro-
gram.The EDSprojectbeganin 1989andex-
tends until 1992with phasesof definition,
componentdevelopment,andsystemintegration.
EDSmachinesprimarilyfunctionasinforma-
tion serversto manageall varietiesof informa-
tionintelligently.Theywillsupportlanguagesand
interfacesof valuethatarealreadyestablished
andin use:Unix,extendedSQL,Lisp,CH, and
the ECRCElipsysparallellogic programming
language.
Thefollowinganalysisof therequirementfor
informationserversmotivatedtheEDSprojectand
justifiesthisroleforEDSmachines.
Steve Leunig
/CL
Carsten Hammer
Siemens
MikeReeve
ECRC
Informationserverrequirement
Enterprisesin theindustrial,service,govern-
ment,administrative,anddefensesectorsusein-
formationtechnologytoday. They depend
increasinglyontheirinformationresourceto:
. reduceoperationalcosts,. improveeffectivenessfromstockholdingto
customerservice,
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.supportbusinessdevelopmentinnewmar-
kets,and.createa lastingcompetitiveadvantagein a
rapidlychangingworld.
Theseenterprisesoftenregardtheirinformation
as moreimportanthantheirnextproductor
service.As a result,theypursueasystemsarchi-
tecturethatdelivershighlyreliableinformation
technologysupportandcomprisesa:
. complete,coherent,androbustinformation
base;. portfolio of applications interworking
throughdata;and. frameworkof long-lifeinterfacesprotecting
theirinvestments.
Largecorporatesystemsincreasinglyplaythe
roleofdatabaseorinformationservers;servicing
the SQLinterfacetodayrequiressome75-80
percentof the processorcycles.Manyfactors
increasetheloadon informationservers,a fact
likelytorequirethedevelopmentofsystemswith
highlyparallelarchitectureto meetthe future
demand.l .
Information resource.We'vedeliberately
chosentheword informationtobeanumbrella
termforthecompleteknowledgespectrum.We
seethisspectrumrangingfromconventionalfor-
mattedatatolessstructuredtext,representations
ofsoundandimage,andhigherorderknowledge
in theforms,forexample,ofconstraints,integrity
0272-1732/90/1200-0020$01.00 @ 1990 IEEE
rules,businessrules,andprocesses.Knawledgeinitsbroad-
estsense,af Caurse,includesfactsandanalysis,.certainty,
rumar,andspeculatian.
Thevalumeafsuchinfarmatianrepartedlygrowsatsame
25-30percentyearly,aratethatweexpecto.besustainedby
increasedinterestintextandimage.Sincethisinfarmatianis
savaluable,wehapeto.stareitwithsecuritylevelsthatwauld
betheenvyafanybank.Theselevelssuggestalarge,central
facilityratherthanasetafalltaapartablepersanalcamputer
disks.
Infonnation access.Only an-linesystemsuppartthe
effectivenessneededin aur budget-cansciaus,campetitive
warld.Literateinfarmatianwarkers,desktaptechnalagy,CASE
(camputer-aidedsaftwareengineering)taals,andbusine$$~
to-businessystemsincreasethevalumeafan-linetransactians
at same20-30percenta year.In additian;respansesmust
camein asuitablysharttime,regardlessaf infarmatianval-
umes,transactianrates,ar theincampletenessaf thedata
inputto.specifythequery.
Wecancharacterizetransactiansintermsaffrequencyand
camplexity,asjudgedbythelaadtheyplaceanthecamputer
system.Classictransactianprocessingaccursata highrate
with law complexity,while knawledge-basedsystemsare
highlycamplexandprocessat a law rate.Any camputer
systemhasa finitethraughputcapacity,shawnby theper-
farmancefrontier(seeFigure1).
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Figure1.The rangeaf transactiantypes.
Sameevidenceshawsthatperfarmanceproblemsimpede
the explaitatianaf "fifth-generatian"knawledge-manipula-
tiantechniques.Hawever,camplexqueriesaverknawledge
basesdo.existin severalareas.Theseareasincludegavern-
mentadministratian,CAD(camputer-aideddesign)systems
includingsaftware ngineering,thestarageandscheduling
systemafdistributiani dustries,andtherematemaintenance
systemsaf largeutilities.
EDS technology intercept
The EDSprajectaimsto.advancetheinfarmatianserver
perfarmancefrontierin thefastestway.Weplanto.do.saby
interceptingkey hardwareandsaftwaretechnalagiesand
integratingthembehindestablishedinterfacesafhighvalue
to.prospectivecustamers.
The ANSI/ISOSQLstandard2is thekey interfacetaday
betweentheapplicatianandthedatabasemanager.Thisquery
languagealwaysallawstheuserto.askfara setaf recards,
mastlikelychasenfromalargedatabase.In principle,amil-
lian processarscauldsimultaneauslyassessaneeachaf a
millianrecardsto.serviceanSQLquerywithabviausbenefits
to.therespansetimeaf thequery.
Opiniansdifferasto.whetherSQLwill evalvesufficiently
. to.meetthenewrequirementsfar managingmarecamplex
datatypesandmanipulatingknawledge.Webelievethecur-
rentinvestmentin SQLwill guaranteeSQLa langlife.We
therefarepropasedanextensianaf SQL,ESQL,to.meetfu-
turerequirementsfar marecamprehensivedatabases.3
On thehardwareside,themastrapidchangeis accurring
inmicroprocessars,whichcantinueto.increaseinrawpawer
atsame50percenteachyear.Taday,microprocessarsprom-
ise25MIPS(millianinstructianspersecand);tamarraw,40,
60,and100MIPS.The challengefar thecamputersystem
architectis to.achievea similarincreasein tatalsystems
thraughput.
In additian,staragetechnolagiesarediversifying;large-
scaleRAM starageis aftenthemastcast-effectiveway to.
improvetatalsystemsperfannanceandtheprice/perfarmance
ratio..Weexpecto.seetaday'scammadity,4-Mbitdynamic
RAMchipsucceededbythe16-Mbitchipin1994andthe64-
Mbit chip in 1998.DRAMcastperbytenaw drapsat 60
percenta year,andin 1995we expectDRAMstarageto.be
anly20timesthecastafmagnetic-disktarage.
TheEDSmachinetherefarexplaitsmicroprocessarsand
largeDRAMstarage,suppartedbya cammunicatiansinfra-
structureafsuitablerespansivenessandbandwidth.Itavaids
thebattleneckaf a singlepath'fromprocessingpawerto.
starageby adaptinga distributed"share-nathing"architec-
ture.Thisarchitectureafferslinearperfarmancer turnswhen
thenumberafprocessarsincreasesinto.thehundreds.
The EDS system
Thestaticandsimplifiedviewaf theEDSsystemseenin
Figure2 anthenextpageidentifiesthemaininterfacesand
campanents.Wedesignedthesystemto.campriseaparallel
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Figure2. EDSsystemarchitecture.
processingmachineandEmexkernelsupportingUnix,ex-
tendedSQL,Lisp,andElipsyssubsystems.The systemwill
attachasanacceleratorto avarietyof Unixandproprietary
hostsandbe configurableup to 256processors,eachwith
up to 64Mbytesof storage.We predicthefollowingper-
formancefigures:
. Databaseprocessing.Meetsthesimpleline-of-business
TransactionProcessingCouncilA benchmarkperforming
12,000transactionspersecondat30percentutilization.. Lisp.MeetstheBoyerbenchmarkperforming140Boyer
runspersecond.. Elipsys.32MLIPS(millionlogicalinferencespersecond)
onaverage.
TheEDShardware.TheEDSparallelmachine4consistsof
a message-passingetwork,which providesa numberof
identicalconnectionportsfor attachingvariousfunctional
elements.We envisagefourtypesof elements:processing,
diagnostic,inputandoutput,andhostconnection(Figure3).
-
~I
Figure3.EDShardware.
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Theprocessingelementobeimplementedfortheproto-
typesconsistsof (seeFigure4):
. a mainprocessingunit,ahigh-performanceSparcRISC
(reducedinstruction-setcomputer)withmatchingcache
andmemorymanagementunit;. a systemsupportunitto offloadthemostcriticalparal-
lelismprimitivesfromthemainprocessor;. a networkinterfaceunitprovidingbufferinganddata
transfer;and. alocalstorageunitholdingamaximumof64Mbytesof
data.
Network DCI
Figure 4. EDS processing element.
WeexpectlaterproductionversionsofEDStoexploitthe
16-Mbitchipandsupport4 Gbytesof nonvolatilememory
perprocessingelement.Weplantosimulatetheeffectofthe
well-understoodnonvolatilestorageduringtheproject.
Wedesignedtheprocessingelementtosupportefficiently
theparalleloperationsoftheexecutionmodelsofthekernel,
thedatabasesystem,andthelanguagesystems.In addition
to executinginstructionswithina normalsequentialthread
of computation,theprocessingelementmustsupportbasic
kerneloperationsuchaspassingamessage.Theprimitive
machineinterface,or PMI, shownearlierin Figure2, pro-
videsspecificoperationstosupportkernelfunctionality.PMI
alsointroducestherequiredindependencebetweentheker-
nelsoftwareandtheparallelmachinehardware.
The EDSkernel andPCL.TheEDSProcessControlLan-
guageisthecommoninterfacethroughwhichallsubsystems
exploitandprovideguidanceto theparallelismfeaturesof
themachine.
The conceptsuponwhichPCLis basedcloselyrelateto
thoseinUnixandinexistingkernelinterfacessuchas Chorus
Systeme'sChorusandCarnegieMellon'sMach,bothofwhich
aredesignedtomanagedistributedsystems.Theseconcepts
.includevirtualmemory,processes,and interprocesscom-
munication.PCL developstheseconceptsto providethe
Unix SOL Lisp Elipsys
Processcontrolanguage
Kernelsoftware
PrimitiveMachineInterface
Parallelmachine
Procssor System
Network Diagnostic
unit support
interface coupler
unit unit
interface
unit
........-
functionalityandperfomiancel velsthata large-scaleparal-
lel systemlikeEDSoffers.
WeparticularlydevelopedcertainfeaturesofPCLinEDS:
. amultilevelprocess-contextmodelwithverylightweight
threads, .. astoragemodelprovidingconsiderableflexibilityinthe
sharingandmanagementofvirtualmemoryin adistrib-
utedsystem,
. efficientandreliablemessagepassing, .. anexception-handlingmechanismbasedonthemessage-
passingscheme,and. flexibleschedulingandloadbalancingforahighlypar-
allelsystem.
The inclusionwithll theEDSarchitectureof a common
kernelandPCL interfacebringsanumberof benefits:stan-
dardcontrolof themachine,theexploitationofparallelism,
andtheuseof systemresources.
The EDS database system
Themainexploitationfocusof theEDSprojectis thede-
velopmentofanadvancedatabaseserver.Theserverpro-
videanorder-of-magnitudep rformanceimprovementover
mainframesandadvancedfunctionalityto extendtherange
ofapplicationsit upports. .
Theimprovedfunctionalitywill includefacilitiesfor:
. supportofuser-definedatatypesandmethods,. supportof complexobjectsandlargeobjects,. deductivedatabasecapabilities,. generalintegrityconstraints,and. triggers(actionsto be carriedoutwhena givenevent
occurs).
Thesefeatureswill notonlyextendtherangeof applica-
tionsthatcanbesupportedefficientlyandnaturallybutwill
alsoincreaseprogrammerproductivitycurrentlysupported
by standardrelationaldatabasesystems.
To achievetheseobjectives,we usea numberof design
strategies:
. exploitationoftheparallelismavailablein thebaseEDS
system;. exploitationof large,stabJeRAMstoholdthepersistent
dataovertimeandacross ystembreaks;. adatabasesystembasedonstandardrelationaldatabase
technologythatis extendedto provideobject-oriented
databaseanddeductivedatabasefacilities; .. aninterface,ESQL,3whichisanextensionofSQL.(The
languageprovidesa rich aridextensibletypesystem
basedon ADTs, or abstractdatatypes,in whichthe
methodscanbe definedin variousprogramminglan-
guages.It alsoprovidescomplexobjectswith object
sharingbycombiningtheADTswithobjectidentity,and
a batalog-likedeductivecapability);. databasequeriescompiledintonativemachineinstruc-
tionswhereverpossible;and. anoptimizerdesignedtobeextensibletoallowthesys-
temtoevolve.
ESQL
---------
PCL
Lera
Object Manager:
ADT support
User
software
Privileged
software
Object Manager:
reliable
object store
Figure5.The logicalstructureof the databasesystem.
Databasesystemarchitecture.Thedatabasesystemsplits
intothreemaincomponents,asshownin Figure5.TheRe-
questManagercompilesdatabasecommandsintoa native
machinecode,theDataManagerprovidestheruntimefacili-
continuedonp. 83
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continuedfrom p. 23
tiesrequiredto execute.thosecommands,andtheObject
Managerprovidesthesharedobjectstorage.
TheSessionManagercomponentprovidesthemechanism
by whichanapplicationstartsa databasesession.It creates
an instanceof eachof theRequestManagerandtheData
Managerfor eachdatabasesession.
Figure5 alsoshowsthemaininterfacesbetweenthecom-
ponentsof thesystem.ThefirstisESQL,whichisusedbyan
applicationtoaccessthedatabasesystem.Leraisanextended
relationalalgebrathatisusedbetweentheRequestManager
andtheDataManager.LastistheProcessControlLanguage.
interfaceprovidedby thekernel.
A setof ESQLcommands.formstheinputtotheRequest
Manager,whichcompilesthesecommandsin fivestages:
. Syntaxanalysis.Thisstageparsestheinputandcon-
vertsit to an internalstructure.It alsoperformstype
checks.. Logicaloptimization.Thelogicaloptimizereorganizes
thequerybyapplyingtransformationrulestothequery.
Thesetransformationsperformfunctionsuchaspredi-
catemigrationto minimizethesizeof intermediater -
sults,the eliminationof commonsubexpressionsto
removeredundantwork, operatortransformationto
combineoperatorsto simplifythetaskof thephysical
optimizer,applicationof constraints,andoptimization
of recursivequeries.. Physicaloptimization.The physicaloptimizerdeter-
minestheorderof thebasicoperationstominimizein-
termediateresults,selectsthebestaccesspath,chooses
thealgorithms,anddeterminestheoptimaldegreeof
parallelismin thequery.Thechoiceof theseoptionsis
basedontheminimizationofa costfunction.. Parallelization.The parallelizertranslatestheinterme-
diateformgeneratedby thephysicaloptimizerintothe
parallelprogramrepresentingthequery.. Codegeneration.This stageperformsthe final genera-
tionof theobjectmodulecontainingmachinecodeand
callstotheruntimefacilitiesof theDataManager.
As Figure5 shows,theRequestManagerconsistsof four
maincomponents:themonitor,analyzer,compiler,andcata-
logmanager.Themonitorprovidestheoperationalinterface
betweenthe applicationand its instanceof the Request
Manager.The analyzerperformsthefirststageof thecom-
pilationof aquery,andthecompilerperformstages2to 5.
To supporthemanagementof therelationsin adatabase
andthecompilationandoptimizationofqueries,theRequest
Managermaintainsa catalog,sometimescalleda metabase,
of informationabouttherelationsandschemain the data-
base.The catalogmanagerprovidestheRequestManager
witha simpleinterfaceforaccessingthisdata.
Theparallelprogramsgeneratedby theRequestManager
executein theruntimeenvironmentprovidedby theData
Manager,whichconsistsof fourmaincomponents:
. RelationalExecutionModel.This runtimelibraryin-
cludesrelationaloperations;operationsupportingthe
ADT, objects,andrules;andcontrolsoperators. .. RelationAccessManager.Thismanagerprovidesa glo-
balabstractionoftherelationsinthedatabase.Thatis,it
hidesthedistributednatureof therelationsfromthe
operationsintheRelationalExecutionModel.Theman-
ageralsoprovidesthemechanismforcallingtheappro-
priateaccessmethodsfortheindexesassociatedwitha
relation.. A setof accessmethods.Thesemethodsprovidethe
mechanismsforaccessingthetuplesof a relation.One
accessmethodwill implementeachindexassociated
with a relation.Theindexesofferfastmethodsfor ac-
cessingthetuplesof arelation.. BasicRelationalExecutionModel.Thisparallelprogram
environmentprovidesabstractionstailoredfortheeffi-
cientexecutionofRequestManagerprograms.
The ObjectManagerprovidesbasicobjectstorageand
manipulationfacilitiesrequiredtosupporthedatabasesys-
tem.Thismanagerstorespersistentobjects,controlsconcur-
rentuseofsharedobjects,andprovidesloggingandrecovery
facilitiesfortransactionsupport.WebasedtheObjectMan-
agerontheArjunasystemSwithideasincorporatedfromthe
CHOICES6andCamelot1projects.
Parallel executionof queries.Themajorinfluenceson
theRelationalExecutionModeldesignweretheDDCprojectS
andtheBubbaproject.9DDC wasa projectin theESPRITI
programthathadthe objectiveof buildinga multiproces-
sordatabasemachine.TheBubbaprojectwasamultiprocessor
databasesystem.Webasedtheparallelexecutionoftheque-
riesonthefollowingprinciples:
1)Therelationsarehorizontallypartitionedintofragments
thataredistributedacrossthesetofavailableprocessing
elementsof themachine.One of theadvancesin the
physicaloptimizeris thedevelopmentof methodsfor
determiningthedegreeof parallelismin anoperation.
Thesemethodsallowthesystemtodeterminetheopti-
malnumberof processingelementsto beusedduring
evaluation.For baserelationsthe assignmentof frag-
mentstophysicalprocessingelementsi relativelystatic.
For theintermediater lationshowever,theassignment
occursatexecutiontime.Werefertothesetofprocessing
elementsacrosswhicha relationis partitionedas the
homeof therelation.
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2)Wherepossible,processingtakesplaceatthelocation
of thedataso thedatais notmoved.Naturally,thisis
notpossiblewhenanoperationinvolvesmorethanone
relation.In thiscase.theoptimizetmustchoosethelocal
operationsinsuchawayastominimizethemovement
of data.
3)The separationof dataflow andcontrolflow allows
optimizationsthatsignificantlyreducethenumberof
. controlmessages.
A standardexemplarthatis beingusedwithintheproject
formsthebasisofthedescriptionoftheparallelevaluationof
queries.Thisexemplaris a sharemanagementsystem.The
schemain Figure6defInestworelationsfromtheexemplar.
CREATETABLEscost(
share-idc4,
costinteger2;
currencyc2);
CREATETABLEexchange(
currencyc2,
rateinteger2)j
andthequeryis:
SELECTshare-id,cost,rateFROMscost,exchange
WHEREcost<100ANDscost.currency=exchange.currency
Figure6.Sharemanagementsystemexemplar.
We plan to extendtheCreatetablecommandto allow
userstospecifythedistributionalgorithm,theattributetobe
used,andthesizeofthehome.Intheabsenceofuser-supplied
informationthephysicaloptimizerchoosestheseparameters
fortherelations.TheDataManagerdetenninesthemapping
of therelationsbasedon thesizesof therelations'homes
andtheloadingof theprocessingelements.
In thisexampleweassumethattheDataManagerchooses
processingelements1,3,8,and9 forScostand4 and5 for
Exchange.WealsoassumethatahashfunctiononShare-id
distributesScost,anda hashfunctionon exchangedistrib-
utesCurrency.
WhentheRequestManage!'compilesthequery,thephysi-
caloptimizerdecomposestheJoin operationimpliedbythe
queryintotwosuboperationsSelandJoin. Selprefiltersthe
localfragmentof Scostforthosetuplesinwhichcostis less
than100.Selthendistributesthetuplesusingthehashfunc-
tionforExchange.TheJoin suboperationjoinsa tuplefrom
ScostwiththelocalfragmentofExchange.A triggermessage
sentto theSeloper:itionstartstheprocessingof thequery.
Figure7 illustratestheexecutionof thisquery.
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Figure7.An exampleof a queryexecution.
Thissimpleexampleillustratesthemainprinciplesof the
computationalmodel:
. relationsarepartitionedintofragments,whicharedis-
tributedacrosstheirhomes;. relationaloperationsdecomposeinto operationsthat
executeatthehomeoftherelationsonwhichtheyop-
erateandsousepurelylocaldata;and. theirinputsareeithera streamof messagesor a frag-
mentof astoredrelation.
However,thisverysimplifiedaccountof theexecutionof
thequerydoesnotdiscussmanyimportantissues.Oneim-
portantbenefItof procesSingtherelationslocallyis thatit
allowsthelock managementto alsobe processedlocally,
thusprovidinganimportantperformanceimprovement
The Elipsys language
ElipsyslOis a parallelogicprogrammingsystemfor com-
plexapplications.ThesystemintegratesOr-parallelism,con-
straintsatisfactionthroughfInitedomains,andaninter-face
to theEDSdatabaseserver.
TheparticularcombinationofOr-para1lelismandconstraint-
satisfactionproblem-solvingtechniques,which prunethe
searchspacein an a-priorimanner,providesan efficient
platformfor executingsearch-intensiveprograms.Elipsys
solvesatypicalcombinatorialsearchproblem-forexample,
graphcoloring,scheduling,andsomeotherrelatedopera-
tionsresearchproblems-inpolynomialtime.
The syntaxof the Elipsysprogramminglanguageis de-
rivedfromDEC-IOProlog.Elipsysmakesavailableto the
programmerthefollowingfeatures:
.Data-driven computation.This featuregives the
programmera flexiblewayof instructingthelogicpro-
grammingsystemin theway thepathsof thesearch
spacecanbecomputed.. Built-inconstraints.Webuildin simpleequalitiesand
inequalities,linearequations,andoptimizedbranch-and-
boundtechniques,whichrangeoverthedomainof fi-
nitediscretesets.. User-definableparallelconstructs.Predicatescanbean-
notatedascandidatesfor parallelevaluationandinter-
faceto theEDSdatabaseserverthroughESQL.
The Elipsysexecutionmodel in Figure7 combinesa
message-passingarchitectureforthecontrolandscheduling
ofparallelworkandadistributed,sharedvirtualaddressspace
fortheimplementationfthebindingenvironment.Theabove
combinationpermitsElipsystoexecute fficientlyundert1:ie
Emexkernelby takingadvantageof tilefacilitiesprovided
for taskand threadmanagement.It alsousesthe;Emex-
provided,distributed,andsharedvirtualmemoryscheme,
whichis keptcoherentby a "lazy,strong"method.Thisco-
herenceschemedoesnotperformanycoherencemainte-
nanceoperationsby default;explicitsynchronizationpoints
in theapplicationcodetriggertheoperations.
The Elipsysbindingenvironmentis bothread-onlyand
shared.A controlOr-treeanda sharedenvironmentrepre-
sentthesearchspace.A descendentOr-nodeinheritsthe
bindingenvironmentof itsancestorOr-nodes.Thisinherited
environmentis read-only.ThusallthedescendentOr-nodes
holdthesameviewof theinheritedenvironment.Modifica-
tionsto the sharedenvironmentoccurthroughauxiliary
structures,which are local descendentOr-nodes.These
structuresin turnbecomesharedwhenevera controlOr-
nodegivesriseto anydescendentOr-nodes.
The message-basedElipsys control and scheduling
mechanismsmakeuseof thecontrolOr-treedatastructure,
whichis distributedovera setof workers.Eachworkeris
allocatedto oneEDSprocessingelement;aworkerconsists
of a distributedscheduler,performingschedulingandcon-
trolfunctions,anda setof engines.An engineperformse-
quentialresolutionsteps,extendedlinearresolutionwitha
selectionfunctionappliedto definiteclausesoverfinitedo-
mains.It ~so managesthe interfaceto theEDSdatabase
server.A scheduler-engineinterfacedescribesthescheduI-
ing policy,pruning,andinput/outputinteractionsbetween
theschedulerandtheengine.
AdvancedapplicationsusingElipsys
Elipsysis orientedtowardcomplexapplications.We are
developingasuiteofprogramstodemonstratehepractical-
ityofElipsysforawiderangeofapplicationsdomains.These
programswill highlightdifferentdesignfeaturesofElipsys:
. Compatibilitywithexistingapplications.A civil engi-
neeringprogramanalyzespossiblefaultsinconcretepiles
from acousticdata.The UK Universityof Bristolis
parallelizingandportingthissequentialPrologprogram
.totheElipsyssubsystem.Thisactivitywill identifythe
potentialproblemsthatmaybeencounteredwhencon-
vertingexistingPrologapplicationstoElipsys. .. Capabilityfor handling largedatasets.The Universityof
AthensisdevelopingatouristadvisorysystemforGreece.
The systemprovidescustomizedholidaypackagesfor
individualtouristsaswellasgeneralinformationforpo-
tentialvisitorstoGreece.Thisapplicationmakesexten-
siveuseof theElipsysconnectiontotheEDSdatabase
subsystem.The raw touristdatacanbe storedin the
EDSdatabaseratherthanwithinElipsysitself.. Deductivecapability.SystemandManagementS.p.A.in
ItalycurrentlyimplementsaTreasuryManagementSys-
tem,anexpertsystemforbanking..Itsrole.istosuggest
profitableinvestm~nfplanstobankers.Suchanapplica-
tionis wellSUitedfor ElipsysandfullyusesElipsys'in-
herentdeductivepowerandcapabilityforinterWorking
withtheEDSdatabaseserver.
. .. Capabilityfor managingcomplexdatastructures.ECRC
in Munichis developingseveralapplicationsin thedo-
mainof molecularbiology.This domainrequiresthe
managementof vastamountsof complexdata,again
usingtheElipsys/databaseconnection.Moreover,the
systemrequiresthecomplexsymbolicprocessing,for
example,instructuresmatchingdifferentDNAmolecules,
andthebuilt-inconstraintfacilityof Elipsys.
Theapplicationlanguage
Lispisapowerfulgeneral-purposeprogramminglanguage
whoseprogramsarewrittenon a muchhigherlev~lof ab-
stractionthanthePascal,Ada,andC procedurallanguages.
Beingsopowerful,Lisphasbeenwidelyusedfor complex
applicationssuchasartificialintelligence.To thisexpressive
power,we addedthepowerof parallelprocessingin EDS
LispY
EDS LispextendstheComnionLisplanguage.Because
CommonLispconstitutesa defactostandard,userscaneas-
ilyportmostexistingLispapplicationstotheEDSmachine.
Weselectedtheextensionsof EDSLispafteranintensive
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studyof otherparallelLispsystems.The extensionsallow
accessto theEDS databasesystem,andtheyprovidelan-
guageconstructsforexplicitparallelism.Explicitparallelism
enablestheprogrammertospecifylarge-grainparallelismthat
fitswell todistributed-memorymachinesliketheEDS.
An EDSLispprogramcanhavean indefinitenumberof
parallelprocesses.Theprogrammerc eatesprocessestoper-
formsomeactionin parallelandtoreturnavalue.TheEDS
systemschedulestheseprocesses.EDSLispcontainsasingle
constructo spawnparallelprocesse.s,theFutureconstruct
knownfromotherparallelLispdialects.12Futureconstructs
supportransparentuseof resultsof parallelprocesses.The
mainideais thata Futureimmediatelyreturnsan(initially
empty)placeholderfor theresultof thespawnedprocess.
The spawningprocesscanthencontinueoperation.When
someprocessaccessesthisresult,it waitsuntiltheresultis
availableandthencontinuesoperation.Boththeplaceholder
mechanismandtheimplicitwaitingareinvisibletothepro-
grammer.Consider,forexample,thefollowingpieceofEDS
Lispcode:
(setqx (futuref pI... pn»
whichcorrespondsto
X :=future (f (pI, ..., pn»;
in a proceduralprogrammingstyle.A parallelprocessis
spawnedusingtheFutureconstructtocomputethefunction
fwith parameterspI, ...,pn.TheFuturecallimmediatelyre-
turnsa placeholderfor theresultoff andassignsit to the
variablex.Thespawningprocessthencontinuesin parallel
totheprocesscomputingf If aprocessreadsthevariablex,
it testsimplicitlywhethertheresultis availableandwaitsif
necessary.
EDSLispalsoprovidesa Mailboxconceptfor communi-
cationbetweenprocessesandaCriticalSectionmechanism,
amongother things,for synchronizedaccessto shared
variables.
Metal
TheMetalmachinetranslationsystemtranslatesnatural-
languagedocumentsl3and currentlyrequiresa special-
purposeLisp machinefor productionuse.The EDSLisp
applicationis complexenoughto conquerboththeCPU-
powerandstoragelimitationsof today'sworkstations.
We expecta speedupof morethana factorof 300for
runningMetalon theEDSmachine;thetranslationof 250
pagesthatneeds10hourstodayshouldbeaccomplishedin
twominutesontheEDSmachine,asshowninFigure8.This
performanceincreaseis highlyrelevantfor theapplication,
becausethetranslationvolumefortechnicaldocumentation
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Figure8. Sequential(a)andparallel(b)translationon
Lispsystems.
is immense.The documentationfor a completetechnical
productlineoftenamountstoseveralhundredthousandpages
thathavetobemadeavailablein amultitudeof languages.
Userscanaccessthe parallelprocessingpowerof EDS
Lispnotonlytotranslatesuchahugemassoftextbutalsoto
improvethequalityofthetranslationbyusingmoreadvanced
andthereforemoreresource-intensivealgorithms.
THE EDS PROJECTIS A MAJOR,PROMISINGCommis-
sionof theEuropeanCommunity-sponsoredESPRIT11col-
laborationbetweenBull,ICL,Siemens,andtheirjointlyowned
ECRCresearchcenter.TheEDSsystemprimarilyfocuseson
thelarge-scaleinformationserver,whichmustmanageinfor-
mationefficientlyandeffectivelyacrossthespectrumfrom
datatoknowledge.
The EDSsystemenablesprogramscallingtheSQL,Lisp,
andElipsysinterfacesto exploitlarge-scaleparallelismes-
sentiallytransparently.We'vedescribedthe databaseand
languageaspectsoftheEDSsystem,lookinKattheSQL,Lisp,
andElipsyssubsystems.
TheEDSprojectcombinesthecomplementaIYskillsof its
partnersandassociatepartnerstoachievea clearandcom-
mongoal.Attheendof thesecondof fouryears,theproject
is onscheduleto switchon an EDSmachinein 1991and
demonstrate.applicationsin 1992.~
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continuedfromp.27
in whichthe 11operatorin examplei)specifiesthatstate-
mentsSIto Snareto beperformedin parallel.On onepro-
cessor,thisoperationmaybemappedintoaseriesofprocesses
activatedin someundefmedorder.In ii), the ; operator
specifiesequentialexecutionof thestatements.Replicators
existfor simplifyingrepetitiveparallelor sequentialstate-
ments.Examplesiii) and iv) arealternativesto i) and ii).
Parleonlyprovidesforsynchronousexecutionofprocesses
initiatedbythe I I operator,in thattheseprocessesmustall
tenninatebeforetheinitiatingprogramcancontinueto the
nextstatement.
Thesimplestconditionalstatementcontainsasinglestate-
ment,whichisexecutedwhenaguardconditionistrue.The
mostcomplexconditionalstatementcontainsmultiple,
guardedstatements;theguardsexecuteinparallel.Whenthe
statementassociatedwiththefirsttrueguardexecutes,par-
tiallyexecutedguardsarediscarded.
Althoughintendedasa compilertargetlanguage(CTL),
Parleis probablya betterparallelprogramminglanguage.
When it is usedas a CTL, Parle'sweak typingplacesa
largeruntimecheckingburdenon architecturesnotspe-
cificallydesignedto supportthearchitecturalmodel.The
processmodelalsohaslimitations,especiallythelimited
controloverprocessesandtheirsynchronousexecution.
Processcreationis staticallydefinedat compilationtime,
andprocessesonceinitiatedruntocompletion.Themodel
cannotsuspendordeleteaprocessonceitisstartedbecause
thereis no processbywhichanexecutingprocesscanbe
identified.Neitherdoesthemodelsupportdynamicprocess
creationandprocessmigration.
The processmodelis fmefor a programminglanguage,
butit limitsa CTL.Theapplicationsprojectsproducedsub-
stantialamountsofcodeinparle,whichwaseasytouseand
effective.
Virtual Machine Code
The VMC fullyrealizestheKernelSystemmodelat the
levelof machinecodeor assembler.It providesa modelof
theKernelSystemthatcanbe portedontoavarietyofparal-
lel architectures.Consequently,theVMC is a low-Ievellan-
guagethatreducesthework of perfonningtheport.The
philosophybehindthedesignoftheVMCwasagaintoprovide
thenecessarycomponentsosupportheKernelSystemwhile
limitingcomplexity.Thus,theVMChas
. a reducedinstruction-sets ylecomputationalmodel..asmall,simpleinstructionsetwithwhichmorecomplex
operationscanbe implemented.(Theexceptionis that
listoperationsaremembersoftheinstructionset,aslists
are primitiveelements.) .
