We consider the following equations:
Introduction
The famous Lane-Emden equation
has been the central part in the progression of nonlinear analysis in the past few decades. Such fundamental results as the critical point theory (also known as the mountain pass theory), the a priori estimates, the eigenfunction theory and the Liouville-type theorems have been obtained (please see [1] - [5] and the references therein). Naturally, one would want to know if these results are valid for the LaneEmden system:    −△u(x) = v q (x), −△v(x) = u p (x), x ∈ R n , u, v > 0, (2) with p, q > 0. Among which, the problem of existence and nonexistence (known as the Liouville theorem) of solutions has attracted wide attention, but have not yet been fully answered. The famous Lane-Emden conjecture states that Problem (2) has no classical solutions in the subcritical case
The conjecture was validated by Mitidieri [6] for radial solutions. In the critical case , it has been proved in [7] and [6] that (2) has bounded radial classical solutions.
In R 3 , Serrin and Zou [7] confirmed the conjecture on condition that (u, v) are bounded by polynomials at infinity. A decade later, Polácik, Quittner and Souplet [8] removed the growth assumption and obtained same results. Recently, still without growth restrictions at infinity, Souplet [9] proved the full conjecture in R 4 and in a particular category in dimensions higher than 4. Partial results in higher dimensions were also obtained in certain subregions by Felmer and Figueiredo [10] , Chen and Li [11] , Busca and Manásevich [12] and Lin [13] . The Lane-Emden conjecture was also considered for higher order elliptic systems:
where p, q > 0 and n > 1, m ∈ N. Partial results were obtained by Mitidieri [6] , Yan [14] , Arthur, Yan and Zhao [15] .
The counterpart of the Lane-Emden equation in the fractional Laplacian setting has also received a lot of attention.
The fractional Laplacian (−△) α/2 is a nonlocal pseudo-differential oper-ator defined as
for α ∈ (0, 2). Here PV stands for the Cauchy principle value. Let
Then it's easy to see that for u ∈ L α ∩ C 1,1 loc (R n ), the integral on the right hand side of (4) is well defined. In this paper, we consider the fractional Laplacian in this space.
The fractional Laplacian has been used to describe problems emerging from multiple fields. For example, in the Lévy process, it has been studied as the the infinitesimal generator from a perspective of the probability (see [16] , [17] ). Its nature of non-locality also fits into various research subjects as phase transitions, optimization, flame propagation, finance, and so on. Readers who are interested please see [18] , [19] , [20] , [21] , [22] and the references therein.
In [23] , the authors considered
They first proved that (5) is equivalent to an integral equation
where G(x, y) is the Green's function for (−△) α/2 in R n + . Then by applying the method of moving planes in integral forms, they proved the non-existence of positive solutions for p ≤ n+α n−α without assumptions on the growth of the solutions. Using the same method, the authors in [24] obtained radial symmetry of positive solutions for a system:
by investigating its corresponding integral system:
For more details on the method of moving planes in integral forms, please see [25] - [29] . In [30] , the authors derived existence and uniqueness of positive viscosity solutions on a smooth bounded domain Ω ⊆ R n :
when pq = 1, p, q > 0 in the supercritical case
. Quite recently, Chen, Li and Li [31] developed a direct method of moving planes for the fractional Laplacian. With this, they derived symmetry and nonexistence for:
In [32] , Quaas and Xia proved a non-existence result for positive viscosity solutions for:
. So far, quite some results have been accumulated about the fractional system involving the same order of operators. For example, in [14] , Yu considered systems of the same fractional order with quite general nonlinearities. Using the method of moving planes in integral forms, among which, the author obtained symmetry of positive solutions. Such results on the system have also been proved in [33] and [34] . Till now, few have been presented dealing with equations involving different orders. In this paper, we introduce a new idea -the iteration method -to deal with such problems.
We consider the following system:
with α, β > 0.
First, we use the iteration method to establish the maximum principles for the system. Let T λ be a hyperplane in R n . Without loss of generality, we may assume that
loc (Ω), and U, V are lower semi-continuous onΩ. If
and c i (x) < 0, i = 1, 2, then there exists a constant R > 0 ( depending on c i (x), but is independent of U, V ) such that if
Theorem 2 (Narrow Region Principle) Let Ω be a bounded narrow region in Σ λ , such that it is contained in {x | λ − l < x 1 < λ } with small l.
loc (Ω), and U, V are lower semi-continuous onΩ. If c i (x) < 0, i = 1, 2, are bounded from below in Ω and
then for sufficiently small l, we have
If Ω is unbounded, the conclusion still holds under the condition that
With the above theorem, we use a direct method of moving planes for the fractional Laplacians [31] to show that Theorem 3 Assume that for r ≥ 0, f, g are nonnegative continuous functions satisfying:
(a) f (r) and g(r) are non-decreasing about r;
r q are bounded near r = 0 and non-increasing with p = n+α n−β and q = n+β n−α . If u and v are nonnegative solutions for (7), then
• either u and v are constant,
In particular, from Theorem 3, we have Theorem 4 Assume f and g satisfy the conditions in Theorem 3. If u and v are nonnegative solutions for (7), then when α = β,
The form of the radial solutions were first obtained in [35] where the authors classified the positive solutions of
More than a decade later, the author in [14] used results in [35] and obtained the same explicit expressions for
The paper is organized as follows. In Section 2, we verify Theorem 1 and 2. To better illustrate the idea, we first prove Theorem 3 under assumptions on the decay rate of solutions at infinity in Section 3. Then we complete the proof of Theorem 3 in Section 4. In Section 5, we briefly prove Theorem 4. Throughout the paper, we denote C, C i , i ∈ N as positive constants whose values may vary from line to line.
Proof of the Maximum Principles
Our proof of the maximum principles for the system is inspired by that in [31] .
Proof of Theorem 1. By (4), we have
For each fixed λ, forx ∈ Σ λ and |x| sufficiently large, there exists a C > 0 such that
Hence
Together with (8), it's easy to deduce that
and
From (16), we know that there exists ax such that
Similar to (17), we can derive that
Combining (8) and (17), for λ sufficiently negative, we have
The last inequality follows from assumptions (9) . This contradiction shows that (10) must be true. Through an entirely identical argument one can prove the rest of (10). This completes the proof.
Proof of Theorem 2. If (12) does not hold, then the lower semi-continuity of U onΩ guarantees that there exists somex ∈Ω such that
And one can further deduce from condition (11) thatx is in the interior of Ω.
By (4), we have
Thus,
Together with (11), we have
From (20), we know that there exists ax such that
Similar to (19), we can derive that (20) , for l sufficiently negative, we have
This contradiction shows that (12) must be true. To prove (13), we suppose that there exists η ∈ Ω such that
If V (x) ≡ 0, then (21) implies that
Together with (11) , it shows that
This is a contradiction with (12) . Hence V (x) must be identically 0 in Σ λ . Since
Again from (11), we know that
Since we already know that
Together with U(x λ ) = U(x), we arrive at
Similarly, one can show that if U(x) attains 0 at one point in Σ λ , then both U(x) and V (x) are identically 0 in R n . This completes the proof.
assuming that for |x| large,
In the next section, one can see that even without such growth assumption, Theorem 3 still holds.
Choose an arbitrary direction for the x 1 -axis. Let
Step 1. Start moving the plane T λ from −∞ to the right along the x 1 -axis.
We will show that for λ sufficiently negative,
For fixed λ, by the decay rate, we know that
As λ → − ∞, for x ∈ Σ λ , u(x) → 0.
Thus for x ∈ Σ λ ,Ũ
Similarly, one can show that for x ∈ Σ λ ,
then by (22) and Lemma 6.1, we know that there must exist somex ∈ Σ λ such thatŨ
On one hand, by (15) ,
On the other hand, by (7),
Therefore, by the monotonicity of f , we havẽ
This implies that there exists somex ∈ Σ λ such that
By the mean value theorem, we have
Through a similar argument, one can show that
By assumption (b), we know that for |x|, |x| large,
By Lemma 1 (decay at infinity), for λ sufficiently negative (less than the R in Lemma 1), it holds that
This completes step 1.
Step 2. Continue to move the plane T λ until the limiting position
Obviously,
Otherwise, for any λ > 0,
Meanwhile,
This is a contradiction.
Similarly, one can move the plane T λ from +∞ to the left and show that
Due to the arbitrariness of the x 1 direction, we conclude that u, v are symmetric about some point in R n .
Proof of Theorem 3
Without any decay assumption on u and v, we first consider their Kelvin transform. For any x o ∈ R n , letū andv be the Kelvin transform of u and v respectively:ū
Without loss of generality, let x o = 0, then
By (7) and (29),
Similarly,
We noticed that for λ sufficiently negative, there exists a positive constant C such that
The proof will be given in the appendix. Meanwhile, by definition, for λ fixed,
Hence if Σ
there must exist a pointx such that
Through arguments similar to those in Lemma 1, we obtain
We claim that
Indeed, otherwise, we have V λ (x) ≥ 0. From (32),
This is a contradiction with (33) , and it proves (34) .
From (34), we can see that there exists a pointx such that
Similar to (34), we can show that
Then we have
From Lemma 1 (decay at infinity), it's easy to deduce that for λ sufficiently negative,
Step 2. Keeping moving the plane T λ until the limiting position
By definition,
There are two possible cases:
Case i. Suppose there exists somex ∈ Σ λo such that
then it must be true that
Otherwise,
On the other hand,
A contradiction with (39). This proves (38).
Since
we have
Together with (35) , one can deduce that
Similarly, if V λo (x) = 0 somewhere, then we can show that
Hence for all x ∈ R n ,
Similarly, we can prove that
then we claim that
To prove (42), suppose that λ o < 0. Then with (41), we would be able to keep moving the plane T λ . To be precise, for some ε > 0 small such λ o + ε < 0, it holds that
This is a contradiction with the definition of λ o . Therefore,
From (41), we have
Later, in Lemma 6.2, we will show that
Together with bounded-away-from-0 results, we derive that for δ > 0 small there exists some C that
Since U λ (x) depends on λ continuously,
What remains is to show that
We argue by contradiction. Suppose (45) does not holds, then there exists somex ∈ (Σ λ \Σ λo−δ ) ∩ B R (0) such that
Therefore, there exists somex ∈ (Σ λ \Σ λo ) ∩ B R (0) such that
By (18),
Similarly, one can show that
we can choose δ, ε ≪ λo 2 such that |x|, |x| > 2λo 3
. Then for some C, it holds that v(x |x| 2 ), u(x |x| 2 ) ≤ C,
It then follows from Lemma 2(narrow region principle) that (45) must be true.
Combining (44) and (45), we arrive at
The proof for V λ (x) is almost the same and we omit it. This completes the proof of (43) and (42).
Through an identical argument, one can move T λ from +∞ to the left and show that
Together with (37), we obtain
For a more general Kelvin transform as in (27) and (28), through a similar argument as above one can show that
For any x 1 , x 2 ∈ R n , let their midpoint be the center of the Kelvin transform:
Let
It thus implies that
Since x 1 , x 2 are arbitrary, u and v must be constant.
Combining Case i and Case ii, we complete the proof.
From Theorem 3, we know that when α = β, if u and v are nonnegative solutions for (7), then
By Theorem 2 in [24] , we know that when α = β, system (7) is equivalent to
From the results in [35] , we have
This proves the theorem.
Appendix
We use the ideas in the proof of the bounded-away-from-0 lemmas in the appendix in [31] .
Lemma 6.1 For λ sufficiently negative, there exists a positive constant C such that
Proof. For λ ∈ Σ λ , as λ → − ∞, it's easy to see that
To prove (46), it suffices to show that
Or equivalently,ū (x) ≥ C > 0, x ∈ B ε (0)\{0}. It's trivial that for |x| sufficiently large,
by the maximum principle (see [36] ), we have (u − ϕ)(x) ≥ 0, x ∈ B R . Thus (u − ϕ)(x) ≥ 0, x ∈ R n .
For |x| sufficiently large, from (48), one can see that for some constant C > 0,
Hence for |x| small u( x |x| 2 ) ≥ C|x| n−α , andū (x) = 1 |x| n−α u(
Together with (47), it yields that
Through an identical argument, one can show that (51) holds for V λ (x) as well. This completes the proof of the lemma. C dy ≥ C > 0.
In a same way, one can show that V λo (x) also satisfies (52). This completes the proof.
