Background
==========

The interactions of the many molecular constituents of a cell can be expressed in term of various networks, such as protein-protein interaction networks \[[@B1]-[@B3]\], metabolic networks \[[@B4],[@B5]\] or genetic networks \[[@B6]\], in which the cell would be represented as a network of networks. Genetic regulatory networks are complex systems in which the agents or genes, that are the nodes of the network, each carry out the combined processes of transcription, translation and post-translational modifications, and the links represent the causal influences amongst these agents \[[@B7]\]. There are two aspects important for understanding these networks. The first is the static architecture. This comprises the overall connectivity or architecture, namely, which nodes are connected to which others, and the designation of links as either promoters or repressors. The second is the dynamics, namely, how it is determined which nodes are active at any one time, that is, the genes that are expressed, and what determines the level of activity at an active node. The architecture and dynamics gives rise to a pattern of activity over time and the corresponding time-dependent activities. In the case of cell biology, a major goal is to explain how the genetic regulatory network functions to produce mRNAs and hence phenotypes. Specific patterns of connection that are expected to reveal mechanisms of regulation and influence the dynamics of the network have already been shown \[[@B8],[@B9]\]. However, there are several problems in trying to attain this goal on a larger scale. Indeed, the relationship between the static architecture and the dynamics of the genetic regulatory network is uncertain; in other words, the information available on the architecture, even if it were complete, may be insufficient to deduce the dynamics.

The information is unavailable that is needed on the distribution of the different species of mRNA over time in an individual cell and, moreover, that is needed for a representative number of the different cells that make up the heterogeneous population. On the other hand information is available on mRNA abundances in populations grown in a variety of conditions, but the relationship of these to the network architecture is unclear.

Network simulation might be expected to clarify the relationship between the phenotype of individual cells, the static architecture of their genetic regulatory circuits and the abundances of mRNA extracted from cell populations. Construction of such a model network should be constrained by the static architecture characteristic of real biological systems. For example, in both *Saccharomyces cerevisiae*and *Escherichia coli*, the number of regulatory proteins binding a gene is exponentially distributed, whilst the number of genes a transcription factor can bind follows a decaying power-law \[[@B6]\]. Another important constraint is the distribution of mRNA abundances in populations of cells which is best fitted by a log-normal function with a decaying power-law tail \[[@B10],[@B11]\]. Here, we analyse the relationship between the network architecture and its regulatory behaviour using experimental data from *E. coli*. This reveals that the abundance of the mRNA encoding a regulatory protein is strongly correlated with the number of genes regulated by that protein.. To implement this relationship we use a model similar to a two state Boolean network in which nodes are either on or off, but with rates of production, for the nodes that are switched on, proportional to the number of outgoing links. Boolean networks have long been used as a biological model of cell differentiation \[[@B7],[@B12]\] or in the inference of genetic regulatory networks from mRNA data \[[@B13]-[@B15]\], for example.

Results
=======

Network architecture and mRNA abundances in *E. coli*
-----------------------------------------------------

Information about the architecture of the transcriptional network of *E. coli*is contained in regulonDB \[[@B16]\] while data on mRNA abundances is extracted from the ASAP database \[[@B17]\]. Both sets of data are combined in order to investigate correlations between incoming or outgoing degrees of connectivity and mRNA abundances (see the methods section for details).

We look first at correlations between the incoming degree of connectivity of the genes and the level of abundance of the corresponding mRNA. The result presented in Figure [1](#F1){ref-type="fig"} for the 787 selected genes (see the methods section) shows no evident linear correlation (Pearson correlation coefficient *r*= 0.01, p = ns; see additional file [1](#S1){ref-type="supplementary-material"} for the corresponding scatter plot). The large standard deviations about most of the averaged abundances suggest that the abundance of mRNA, for a given incoming degree, is not normally distributed. This is confirmed in Figure [2](#F2){ref-type="fig"} by plotting the distributions of mRNA abundances, for the incoming degrees of connectivity, *k*~*in*~, from 1 to 6. For intermediate degrees of connectivity, where the data are sufficient to reveal a trend, the distributions show decaying power-law tails, similarly to previous observations \[[@B10],[@B11]\].

![**The mRNA abundance versus incoming degrees of connectivity in *E. coli***. The relative mRNA abundances (on an arbitrary scale) as given by microarray experiments are averaged according to the incoming degree of the corresponding genes, that is the number of transcription factors regulating the given genes, and plotted against that degree. Only the genes that have an incoming degree greater than 0 have been selected, that is 787 genes. The error bars give the standard deviation.](1752-0509-1-30-1){#F1}

![**Distribution of mRNA abundances per incoming degree of connectivity in *E. coli***. Each graph represents the distribution of mRNA abundance for a given incoming degree of connectivity, *k*~*in*~, that is the probability *P*(*r*) of finding a mRNA at abundance *r*for a given number of proteins regulating the corresponding genes. Graph A shows the distribution of mRNA abundance corresponding to the genes with *k*~*in*~= 1, graph B for *k*~*in*~= 2, graph C for *k*~*in*~= 3, graph D for *k*~*in*~= 4, graph E for *k*~*in*~= 5 and graph F for *k*~*in*~= 6. In graphs B, C and D the distribution of abundance appears clearly to follow a power-law tail which confirms the large standard deviation observed in Figure 1 when the mRNA abundance is averaged according to the incoming degree.](1752-0509-1-30-2){#F2}

We look then at whether the mRNA abundance of a transcription factor varies with the number of genes it regulates. The mRNA abundance of the corresponding transcription factors versus the outgoing degree of connectivity, shown in Figure [3](#F3){ref-type="fig"}, scatters over a larger range of connectivity than that of Figure [1](#F1){ref-type="fig"} (see additional file [1](#S1){ref-type="supplementary-material"} for the corresponding scatter plot). Most important is the linear correlation between the outgoing degree of connectivity and the average mRNA abundance (Pearson correlation coefficient *r*= 0.66, p \< 0.001): the data indicate a trend for mRNA to be present at a relatively higher abundance when the corresponding transcription factor regulates a higher number of genes. Although suggestive, these data do not actually show that the patterns of incoming and outgoing connectivity in the static architecture are responsible for the similar patterns in the abundance of the mRNAs. This is because (i) the static architecture alone does not determine the dynamical behaviour of a network and (ii) the abundances are obtained from heterogeneous populations of cells. We have therefore turned to a model network in which the functioning of a network with concomitant production of mRNA is simulated at the level of individual \'bacteria\'. However, we average the mRNA over a cycle, which is equivalent to averaging over a heterogeneous population.

![**Abundance of transcription factor versus their outgoing degree of connectivity in *E. coli***. The relative mRNA abundances (on an arbitrary scale) as given by microarray experiments are averaged according to the outgoing degree of the corresponding genes, that is the number genes the corresponding protein regulates, and plotted against that degree. Only the genes that have an outgoing degree greater than 0 have been selected, that is 113 genes. The error bars give the standard deviation.](1752-0509-1-30-3){#F3}

The network simulation
----------------------

We have adopted a simple genetic regulatory model network in which the nodes are agents that carry out the combined processes of transcription, translation and post-translational modifications. The interactions between the agents are the cause of the actions performed by the agents. The indirect influence of one gene on another in a cell is therefore replaced by the direct action of one agent on another in the model. This simplification, which allows us to concentrate only on the mRNA abundance, is valid if we consider the mRNA abundance to be correlated to the protein abundance. Such correlation has been previously studied in *S. cerevisiae*\[[@B18],[@B19]\]. The model and the simulation from which we extract the following data are described in more detail in the methods section.

The mRNA abundances generated at the nodes of our model network are averaged over time and plotted against the incoming degree of connectivity of the corresponding nodes. Figure [4](#F4){ref-type="fig"} shows that the result is similar to that observed in *E. coli*, with no evident correlation between the abundance and the degree of connectivity (Pearson correlation coefficient *r*= 0.06, p = ns; see additional file [1](#S1){ref-type="supplementary-material"} for the corresponding scatter plot). A large standard deviation about the mean abundance is also observed. The distribution of abundances at each degree, where there are enough data to display a trend, exhibits a decaying power-law tail like the *E. coli*data in Figure [4](#F4){ref-type="fig"} (data not shown).

![**Abundance of transcription factor versus their incoming degree of connectivity in the simulation**. The plotted mRNA abundance is the simulated mRNA abundance averaged over time for a given value of the incoming degree of connectivity of the corresponding nodes. Only the nodes that have been ON at least once during the recorded period and that have an incoming degree of connectivity greater than 0 have been recorded, in this case 732 nodes. The error bars give the standard deviation.](1752-0509-1-30-4){#F4}

The simulated mRNA abundances, averaged over time for nodes of a given outgoing degree of connectivity, show a linear dependency on the outgoing degree of the nodes (Pearson correlation coefficient gives *r*= 0.86, p \< 0.001; Figure [5](#F5){ref-type="fig"} and additional file [1](#S1){ref-type="supplementary-material"} for the scatter plot). This result for outgoing degree of connectivity, like that for the incoming degrees of connectivity, is similar to that found in the *E. coli*data.

![**Abundance of transcription factor versus their outgoing degree of connectivity in the simulation**. The plotted abundance is the simulated mRNA abundance averaged over time at a given value of the outgoing degree of connectivity of the corresponding node. Only the nodes that have been ON at least once during the recorded period and that have an outgoing degree of connectivity greater than 0 have been recorded, in this case 730 nodes. The error bars give the standard deviation.](1752-0509-1-30-5){#F5}

Discussion
==========

The approach to the cell as a network -- or network of networks -- holds out the promise of a deep level of understanding of the origin of the phenotype. Study of the connectivity in metabolism has revealed power-law relationships \[[@B4],[@B5]\], the significance of which is a matter of debate \[[@B20],[@B21]\], whilst study of the connectivity of the transcriptional regulatory network in *S. cerevisiae*has revealed that the number of genes encoding transcription factors has a power-law relationship to the degree of outgoing connections (how many genes are regulated by the transcription factor) but has an exponential relationship to the incoming connections (how many transcription factors regulate the gene in question) \[[@B6]\]. This raises the question of the relationship between such static patterns in the architecture of the overall network and the phenotype in terms of the mRNA of individual cells in which only a part of the network functions at any one time.

To begin to address it, we looked first at the static architecture of the network of regulatory proteins in *E. coli*from the RegulonDB \[[@B16]\] and at the abundances of the mRNA corresponding to these proteins in the ASAP database \[[@B17]\]. We find that there is a linear relationship between the outgoing degree of connectivity of the regulatory protein and the abundance of mRNA encoding that protein, but that there is no evident relationship between the incoming degree and mRNA abundance. It might be argued that this has little meaning. On the one hand, the ASAP data are of heterogeneous populations of cells and not of individuals (even if mainly one set of growth conditions was used) whilst, on the other hand, the similar pattern of outgoing degrees of connectivity observed in architecture by others and in mRNA abundances by us here might be coincidental. We therefore constructed an artificial network based closely on the architecture of the genetic regulatory network of *E. coli*. The running of this network and the accumulation of the \'mRNA\' generated is equivalent to taking a series of snapshots of an individual bacterium and adding up all the mRNA generated (which *in vivo*generally has a short half-life). Comparison of the results from the simulation data with those from *E. coli*populations indicates similar behaviour in terms of correlations between the mRNA abundances and the architecture of the system. It might be argued that this result is to be expected since the production of mRNA built into the model is correlated to the outgoing degree of the node. However, this argument ignores the fact that it is the dynamics of the network that determines which nodes are actually activated. Indeed, it is this relationship between static architecture and functional dynamics that the model network clarifies.

In comparison with the *E. coli*data, the Pearson correlation coefficient for the simulated data reveals more dramatically the fact that mRNA abundance is correlated to the outgoing rather than the incoming degree of connectivity. This may be because, in the model network, the gene-to-gene interactions are represented by a single intermediate, as we have assumed the mRNA abundances to be perfectly correlated to that of the proteins. Assuming a weaker connection would simply tend to diminish the correlation with the degree of connectivity.

The proportion of negative links *μ*plays a role similar to that of the homogeneity parameter in Boolean network \[[@B7],[@B22]\], in that it determines the probability for a node to be ON according to its inputs. It is easy to see that for *μ*close to zero, most of the nodes in the network are ON and the distribution of abundance must then be very similar to the distribution of the outgoing degrees of connectivity (equation (2)). In this case the correlation, between the outgoing degree of connectivity and the abundance, exhibited in the dynamical behaviour of the network, follows from the static architecture and is close to 1. On the other hand, for *μ*close to 1, as most of the nodes are OFF, the correlation is close to 0. In this case the static architecture is unrelated to the mRNA abundance! Furthermore, it is also possible to engineer the distribution of negative links so that, for example, the probability that the nodes of high outgoing degree of connectivity are expressed tends to zero. This would have a similar effect on the correlation as an increase in *μ*.

In our model, the proportion of negative links is therefore an essential parameter in determining the degree of the correlation. Thus it is a matter for numerical experiment to determine the correlation for a realistic range of values of *μ*. We find that for 0 \< μ \< 1, the correlation *r*is 1 \<*r*\< 0. At *μ*= 0.37 as shown in the illustration, the correlations are closed to what is observed in *E. coli*.

Many factors intervene in the dynamics of gene regulation. This includes local factors such as the sequence specificity of the transcription factor DNA binding site \[[@B23]\] and global ones such as the structural organisation of the chromosomes \[[@B24]\]. The timing of interaction is another important factor: differential timing of interaction is suggested to explain the large diversity of organisms against a not so large genomic diversity \[[@B25]\]. Furthermore, it is also known that local structures, such as the feed-forward loop significantly represented in *E. coli*for example, have an effect on the kinetics of interaction which can affect the regulatory response of genes \[[@B9],[@B26]\]. The correlation we find between the architecture of the network and the mRNA activity is one of the numerous factors influencing gene regulation and needs to be considered as such.

We have shown that there is a significant correlation between architecture and mRNA. We can ask the reason for such correlation. We speculate that it may have to do with a selective pressure to produce sufficient regulator for the task of regulation. Producing too little leads to failure to generate the phenotype whilst producing too much is not simply wasteful but also means that there is more regulator to be eliminated in order to generate another phenotype.

The mRNA abundance is obviously correlated to the mechanism of regulation of transcription factors. Here we have shown that there is also a significant correlation between the architecture and the function.

One value of simulated genetic regulatory networks is that they can help bridge gaps in our understanding, such as that between the static architecture of the biological network and the consequences of its dynamic functioning in individual cells (which results in the experimentally accessible data on heterogeneous populations of mRNA). The model network used here is based closely on information about the architecture of the real network. Determining what information is needed to go from architecture to functioning and back will depend on continued exploration of real and simulated networks and of the relationship between them.

Conclusion
==========

Analysis of experimental data from *E. coli*suggests a significant correlation between the number of genes regulated by a transcription factor and the abundance of the mRNA that encode this transcription factor. It does not suggest an evident correlation between the number of regulators of a gene and the abundance of the mRNA it encodes. Since the relationship between the architecture of a genetic regulatory network and its functioning is unclear, a model network was constructed with architecture similar to that of the *E. coli*network. The correlations between mRNA abundances and degrees of incoming and outgoing connectivity observed in the *E. coli*data are corroborated by the correlations in the data generated by the model.

Methods
=======

The *E. coli*data
-----------------

The regulonDB \[[@B16]\] gives for *E. coli*the regulatory genes and the genes that they regulate. We calculate the incoming degree of connectivity, *k*~*in*~, of given genes corresponding to the number of transcription factors regulating a given gene, as well as the outgoing degree of connectivity, *k*~*out*~, which corresponds to the number of genes a given transcription factor regulates. In July 2005, this database contained 131 regulatory genes and 925 regulated genes.

The mRNA abundances in *E. coli*is obtained from the ASAP database \[[@B17]\]. The abundances were measured in microarray experiments using mRNAs extracted from populations of *E. coli*grown in standard conditions in which cells were grown for the majority in MOPS minimal medium and harvested in early exponential phase \[[@B27]\]. Here, the mRNA abundances we use are the average values over the 8 to 11 repeats of the microarray experiments.

By combining the two datasets we identify 859 genes and for which the abundance and the degrees of incoming and outgoing connectivity are known (see additional files [2](#S2){ref-type="supplementary-material"} and [3](#S3){ref-type="supplementary-material"} for the data). Amongst those genes, of which 113 are regulatory, 72 are not associated to regulatory genes (*k*~*in*~= 0) and 787 are regulated (*k*~*in*~\> 0). The genes are then grouped according their incoming or outgoing degree of connectivity and the average of the corresponding mRNAs calculated.

Characteristics of the model
----------------------------

In our genetic regulatory model, we consider directed networks where the agents, or nodes, represent the cellular machinery and the links represent the regulating influence of the agents on each other. This model is based on a Boolean network \[[@B7],[@B12],[@B15]\]. The three principal features of this model described below are (i) the architecture of the network, (ii) the dynamics of regulation of the agents and (iii) the activity function of the agents.

The network is represented by its adjacency matrix *A*, with elements *a*~*ij*~given by

$$a_{ij} = \left\{ \begin{matrix}
{\text{0,~if~there~~is~no~link~from~the~node~}j\text{~to~the~node~~}i\text{;~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~}} \\
{\text{1,~if~node~}j\text{~is~connected~~and~directed~to~node~}i\text{~and~acts~~as~an~inducer~on~}i\text{;}} \\
{- \text{1,~if~node~}j\text{~is~connected~~and~directed~to~node~}i\text{~and~acts~as~a~repressor~~on}i.} \\
\end{matrix} \right.$$

Contrary to the classical representation of Boolean networks, the links between agents are considered to be either positive or negative. This models, respectively, the activation or inhibition capability of the agents on each other. The proportion of negative links is labelled *μ*. The difference from standard Boolean networks is in the proportion of negative links *μ*which differs from what is called the internal homogeneity, *p*, that is the proportion of output nodes that are ON according the inputs \[[@B7],[@B22]\].

Data show that in *S. cerevisiae*and *E. coli*\[[@B6]\] the distribution of the incoming degree of connectivity follows a Poisson distribution while the distribution of the outgoing degree of connectivity follows a power-law. To generate a network with such architecture, we first generate the adjacency matrix of an undirected network, that is *a*~*ij*~= *a*~*ji*~, with a power-law distribution of both the incoming and outgoing degree of connectivity using the Barabasi-Albert model \[[@B28]\]. A direction is then given to the links by setting at random element *a*~*ij*~= 0 or *a*~*ji*~= 0 with equal probability. The columns of the resulting adjacency matrix are then randomised in order to give a Poisson distribution to the incoming degree of connectivity while the distribution of the outgoing degree of connectivity remains unchanged.

As for classical Boolean networks, each agent is characterised by its binary state. The configuration of the network at any one time is given by the vector *S*(*t*) where the element *s*~*i*~(*t*) is the state of agent *i*at time *t*, such that *s*~*i*~(*t*) = 0 if the agent is OFF; otherwise *s*~*i*~(*t*) = 1 and the agent is ON. The dynamics of the network is provided by a simple rule in which the state of the agents at a given time depends only on the configuration of the network at the previous time. This rule states that a node is ON if the number of activated positive incoming links is greater than the number of negative ones plus a bias of activation, *b*~*a*~. Thus only the nodes that are ON can exert their control over the other nodes. This translates to the following expression in which a node *i*is ON if

$$\sum\limits_{j}{a_{ij}s_{j}(t) + b_{a} > 0}$$

and it is OFF otherwise. In the following, *b*~*a*~is in fact set to 0. The activation function in equation (1) expresses thresholds conditioned, for example, by the specificity of the sequence or the concentration of the regulator, which may be more realistic than the binary binding or not-binding of a transcription factor to specific DNA sequences \[[@B23],[@B29]\]. Thus, although equation (1) could be expressed in terms of rather complex Boolean functions the direct formulation given here is more appropriate.

We add to the model that the level of expression of an agent is measured by the abundance of its product and is given by the activity function. We do not consider here the effects of a variable lifetime of the product, which is then arbitrarily set to one time step. Under this condition, the rate of synthesis of a product and its abundance are identical. The abundance is proportional to the rate of transcription in two cases: (i) the reaction is at equilibrium or, (ii) as here, the product is quickly degraded (1 time step in our case).

The study of correlations between abundance and degree of connectivity in *E. coli*suggests a linear correlation between the outgoing degree of connectivity and the mRNA abundance. The product abundance related to the activity of an agent *i*at *t*, X~*i*~(*t*), is therefore expressed as

$$X_{i}\left( t \right) = s_{i}\left( t \right){\sum\limits_{j}{\left| a_{ji} \right| + b_{e}}},$$

where *b*~*e*~is the bias of the level of expression or base level at which an agent is expressed when

$$s_{i}(t){\sum\limits_{j}{\left| a_{ji} \right| = 0}}.$$

In the following, *b*~*e*~is set to 0.

The results of a typical run of the model are presented in the results section for a network with the following parameters. The network is constructed with 1500 nodes. This is larger than the present dataset used for *E. coli*but smaller than the 3000 estimated genes in *E. coli*. The proportion of negative links is set to *μ*= 0.37, close to the proportion of links that have a negative effect in *E. coli*(\~0.41) as calculated from regulonDB. Note that the possibility of a link having dual actions (positive and negative), as observed in the data from *E. coli*, is not considered, hence there would be no significance to taking *μ*to be exactly 0.41. The results for *μ*= 0.37 are typical of the range 0.35 \< μ \< 0.42.

Genetic regulatory networks are sparse and the number of regulators acting on a gene is low \[[@B6]\]. Here, the mean degree of connectivity is set to 6 that is, on average, a node has 3 incoming and 3 outgoing links. For comparison, the mean degree of connectivity of the 113 regulatory genes in *E. coli*is about 15 while that of all the 859 genes is about 2. Finally, the networks are not autonomous and a number of nodes are therefore chosen to receive an external input. Those nodes remain ON at any time regardless the value of equation (1). In the present case, 50 nodes are chosen at random to receive an external input. This value is sufficient to ensure a dynamical response of the network without a strong clamping effect.

Because the dynamics of the model is that of Boolean networks, there is flexibility in the setting of the parameters without affecting the outcome. This ensures that the results are consistent over small variations of the parameters, upon further observations or collection of data, for example. This is also satisfactory with the incompleteness of the data, upon the condition that there are enough data to proceed at such a large scale. Therefore, the parameters used in the model need to be close to, but not necessarily equal to the set of observed parameters.

For the network architecture and with the parameters given above, simulations show that there is a large probability for the network to be periodic, an identical configuration of the network as given by the states of the nodes being likely to appear twice in a short length of time. Our model exhibits a period and has about a quarter of the nodes are ON permanently and another quarter where the state is variably ON and OFF. Population abundance data are generated from the network by summing over a period. In the simulation, we consider only the abundance at the nodes that have been activated at least once (see additional files [4](#S4){ref-type="supplementary-material"} and [5](#S5){ref-type="supplementary-material"} for the generated data and corresponding degrees of connectivity).
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###### Additional file 1

Scatter plot of the data plotted in Figures [1](#F1){ref-type="fig"}, [2](#F2){ref-type="fig"}, [4](#F4){ref-type="fig"} and [5](#F5){ref-type="fig"}. Each graph gives the scatter plot of the data presented in Figures [1](#F1){ref-type="fig"}, [2](#F2){ref-type="fig"}, [4](#F4){ref-type="fig"} and [5](#F5){ref-type="fig"}. The Supplementary Figure [1](#F1){ref-type="fig"} gives the scatter plot of the data plotted in Figure [1](#F1){ref-type="fig"}, the Supplementary Figure [2](#F2){ref-type="fig"} the scatter plot of the data in Figure [3](#F3){ref-type="fig"}, the Supplementary Figure [3](#F3){ref-type="fig"} the scatter plot of the data in Figure [4](#F4){ref-type="fig"} and the Supplementary Figure [4](#F4){ref-type="fig"} the scatter plot of the data in Figure [5](#F5){ref-type="fig"}.
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###### Additional file 2

Primary *E. coli*data for the correlation between the incoming degree and mRNA abundance. The first column corresponds to the incoming degree of connectivity of the genes in *E. coli*as given in RegulonDB (see the methods section for details). The second column gives the relative mRNA abundance of the corresponding genes obtained from the ASAP database (see the methods section for details). The mRNA abundances are the average of the relative value obtained from microarray experiments.
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###### Additional file 3

Primary *E. coli*data for the correlation between the outgoing degree and mRNA abundance. The first column corresponds to the outgoing degree of connectivity of the genes in *E. coli*as given in RegulonDB (see the methods section for details). The second column gives the relative mRNA abundance of the corresponding genes obtained from the ASAP database (see the methods section for details). The mRNA abundances are the average of the relative value obtained from microarray experiments.
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###### Additional file 4

Primary simulated data for the correlation between the incoming degree and mRNA abundance. The first column corresponds to the incoming degree of connectivity of the nodes in the model that have been at least ON once in the length of the period (see the methods section for details). The second column gives the \'mRNA\' abundance averaged over the period of the corresponding nodes (see the methods section for details).
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###### Additional file 5

Primary simulated data for the correlation between the outgoing degree and mRNA abundance. The first column corresponds to the outgoing degree of connectivity of nodes in the model that have been at least ON once in the length of the period (see the methods section for details). The second column gives the \'mRNA\' abundance averaged over the period of the corresponding nodes (see the methods section for details).
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