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Abstract. We prove well-posedness in reflexive Sobolev spaces of weak solutions to the sta-
tionary Stokes problem with Navier slip boundary condition over bounded domains Ω of Rn of class
W
2−1/s
s , s > n. Since such domains are of class C
1,1−n/s, our result improves upon the recent one
by Amrouche-Seloula, who assume Ω to be of class C1,1. We deal with the slip boundary condition
directly via a new localization technique, which features domain, space and operator decompositions.
To flatten the boundary of Ω locally, we construct a novel W 2s diffeomorphism for Ω of class W
2−1/s
s .
The fractional regularity gain, from 2− 1/s to 2, guarantees that the Piola transform is of class W 1s .
This allows us to transform W 1r vector fields without changing their regularity, provided r ≤ s, and
preserve the unit normal which is Ho¨lder. It is in this sense that the boundary regularity W
2−1/s
s
seems to be minimal.
Key words. Stokes problem, Navier slip boundary condition, reflexive Sobolev space, fractional
Sobolev domain, localization approach, Piola transform.
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1. Introduction. A bounded connected domain Ω in Rn (n ≥ 2) is said to be
of fractional Sobolev class W
2−1/s
s , (n < s <∞) whenever its boundary ∂Ω is locally
the graph of a function ω in W
2−1/s
s,loc (Rn−1). We refer to [17, 18] for an equivalent
definition via the signed distance function. Our primary goal is to establish well
posenedness (in the sense of Hadamard) of the following Stokes problem
− divσ (u, p) = f , divu = g in Ω, (1.1a)
together with the Navier slip boundary condition,
u · ν = φ, βTu+ T>σ (u, p)ν = ψ on ∂Ω, (1.1b)
in the reflexive Sobolev spaces W 1r (Ω) × Lr(Ω) with s′ = s/(s − 1) ≤ r ≤ s. Here
σ = ηε(u) − Ip is the stress tensor, η is a constant viscosity parameter (Newtonian
fluid), ε(u) = (∇u + ∇u>) is the strain tensor (or symmetric gradient), ν is the
exterior unit normal to ∂Ω, β(x) ≥ 0 is the friction coefficient, and T = I − ν ⊗ ν
is the projection operator onto the tangent plane of ∂Ω. Notice that when φ = 0,
ψ = 0, and β = 0 in (1.1b) then the fluid slips along the boundary. The well-known
no-slip condition u = 0 can be viewed as the limit of (1.1b) when φ = 0, ψ = 0, and
β →∞. The boundary condition (1.1b) is appropriate in dealing with free boundary
problems; we refer to [31, 28, 41, 40, 6, 39, 5, 4] and related references [3, 40].
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In contrast to (1.1b), the no-slip condition u = 0 has received a great deal of
attention in the literature. It turns out that most of what is valid for the Poisson
equation −∆u = div f extends to the Stokes equation with no-slip condition. The a
priori bound in W 1r (Ω)
‖u‖W 1r (Ω) ≤ C‖f‖Lr(Ω) (1.2)
is valid for the Laplacian provided ∂Ω is Lipschitz and s′ ≤ r ≤ s for s > n; see [30,
Theorem 1.1] for Dirichlet condition and [44, Theorem 1.6] for Neumann condition.
Moreover, the range of r becomes 1 < r < ∞ provided ∂Ω is C1; see [30, Theorem
1.1] for the Dirichlet problem. A similar bound with 1 < r <∞ is valid for the Stokes
system with Dirichlet condition provided Ω is Lipschitz with a small constant, and in
particular for C1 domains [24]. This extends to Besov spaces on Lipschitz domains
for the Stokes system with Dirichlet and Neumann conditions [37]; we refer to [16, 20]
for earlier contributions. It is thus natural to wonder whether such estimates would
extend to the Navier boundary condition (1.1b) with a domain regularity weaker
than C1,1. We first mention some relevant literature and next argue that the domain
regularity W
2−1/s
s seems to be minimal.
It is well-known that in case φ = 0,ψ = 0, and β = 0 one can write (1.1b)
equivalently as
u · ν = 0, ν × curlu = 0 on ∂Ω. (1.3)
However, such an equivalence is known to hold only when the boundary is of class
C2 [36, Section 2]. Starting from (1.3), Amrouche–Seloula [3] obtained recently well
posedness of weak, ultra-weak, and strong solutions to (1.1a) in reflexive Sobolev
spaces for Ω of class C1,1. To our knowledge, this is the best result in the literature.
Our approach deals directly with (1.1b) which makes it amenable to free boundary
problems. We elaborate below on this matter.
The pioneering work on the Stokes problem (1.1) in Ho¨lder spaces is due to
Solonnikov-Sˇcˇadilov [42]. This was extended by Beira˜o da Veiga [7], who showed
existence of weak and strong solutions to a generalized Stokes system with C1,1-
domains in Hilbert space setting. We also refer to Mitrea-Monniaux [36] who proved
existence of mild solutions in Lipschitz domains for the time-dependent Navier-Stokes
(NS) equations with boundary condition (1.3). A survey for the stationary and the
time-dependent Stokes and NS equations with slip boundary condition is given by
Berselli [10]. Finally, well posedness for several variants of the time-dependent NS
equations are shown by Ma´lek and collaborators for C1,1 domains [12, 13, 14, 15].
We now give three reasons why we find the regularity W
2−1/s
s of ∂Ω (nearly)
minimal for (1.1), and stress that they all hinge on the critical role played by the unit
normal ν. We start with the boundary condition u ·ν = φ in (1.1b). Given the scalar
function φ ∈ W 1−1/rr (∂Ω), in §7 we construct a vector-valued extension ϕ ∈ W 1r (Ω)
such that ϕ = φν on ∂Ω in the sense of traces along with ‖ϕ‖W 1r (Ω) ≤ C‖φ‖W 1−1/rr (∂Ω).
One possibility is to solve the following auxiliary problem subject to the compatibility
condition
´
Ω
g +
´
∂Ω
φ = 0
−∆ξ = g in Ω ∂νξ = φ on ∂Ω, (1.4)
and set ϕ := ∇ξ. The requisite regularity ξ ∈ W 2r (Ω), whence ϕ ∈ W 1r (Ω), fails in
general for ∂Ω Lipschitz or even C1 [29]. If ∂Ω is of class W
2−1/s
s , instead, then we
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can extend each component of ν ∈ W 1−1/ss and thus ν to a function in W 1s (Ω) (still
denoted ν). If we also denote φ ∈W 1r (Ω) an extension of φ, then a simple calculation
shows that r ≤ s and s > n yields φν ∈W 1r (Ω) and
‖ϕ‖W 1r (Ω) ≤ C‖φ‖W 1−1/rr (∂Ω)‖ν‖W 1−1/ss (∂Ω). (1.5)
Setting v := u − ϕ we get a problem for v similar to (1.1) with modified data with
the same regularity as f , g and ψ but v · ν = 0. We study this problem in §§3–6.
Our localization technique is the second instance for ∂Ω to be of class W
2−1/s
s .
In §5 we construct a local W 2s diffeomorphism Ψ, such that Ψ−1 flattens ∂Ω, by
suitably extending the function ω ∈ W 2−1/ss describing ∂Ω locally. We exploit this
small gain of regularity, from 2 − 1/s to 2, to define the Piola transform inverse
P−1 := det(∇Ψ−1)∇Ψ−1 ∈W 1s (Ω), which maps vector fields v ∈W 1r (Ω) into vector
fields (P−1v) ◦ Ψ ∈ W 1r (Rn−) with the same divergence and normal trace in Rn+.
This is instrumental to reduce (1.1) locally to a Stokes problem in Rn− with variable
coefficients and Navier condition (1.1b) on {xn = 0}, and next make use of reflection
arguments. We develop the localization framework in §6.
Our primary interest in studying (1.1) with minimal domain regularity is the
Stokes problem defined in Ω
Ω := {(x, y) ∈ R2 : 0 < x < 1, 0 < y < 1 + γ(x)}, Γ := {(x, 1 + γ(x)) : 0 < x < 1}
with free boundary Γ given by the graph of 1 + γ and γ(0) = γ(1) = 0. The free
boundary condition on Γ corresponds to surface tension effects, is overdetermined,
and reads
u · ν = 0, σ(u, p)ν = χH[γ]ν, (1.6)
with H[γ] = −dx
(
dx γ
Q[γ]
)
being the curvature of Γ, Q[γ] :=
√
1 + |dx γ|2, and χ > 0 a
surface tension coefficient, whereas a Dirichlet condition is imposed on the rest of ∂Ω.
We realize that (1.6) includes (1.1b) besides the equation for the balance of forces
νTσ(u, p)ν = χH[γ] which determines the location of Γ. To formulate this problem
variationally, we multiply the momentum equation in (1.1a) by v, integrate by parts
ˆ
Ω
σ(u, p) : ∇v − f · v =
ˆ
Γ
v · σ(u, p)ν =
ˆ
Γ
H[γ]v · ν =
ˆ 1
0
dx γ dx v
Q[γ]
and use γ(0) = γ(1) = 0, where v = Q[γ]v · ν. We emphasize again the critical
role that ν plays: applying the Implicit Function Theorem enables us to prove that
γ ∈ W 2−1/ss (0, 1) ⊂ W 1∞(0, 1), s > 2, whence v ∈ W 1s′(Ω) implies Q[γ]v · ν ∈
W
1−1/s′
s′ (Γ) as already alluded to in (1.5). This would not be possible with mere
Lipschitz regularity γ ∈W 1∞(0, 1). We refer to [4] for full details.
For the moment, we will make two simplifications in (1.1b). The first one is
to treat the frictionless problem, i.e. β = 0; we will return to β 6= 0 in §8. The
second simplification concerns the non-trivial essential boundary condition φ, which
we address in §7 by the lifting argument already mentioned in (1.5). It is customary
for the Stokes system (1.1) to let the pressure p be defined up to a constant. Less
apparent is that the velocity field kernel, namely ∇u + ∇u> = 0, is non-trivial if
and only if Ω is axisymmetric. More importantly, when this kernel is not empty, it is
characterized by a small subspace of the rigid body motions,
Z(Ω) :=
{
z(x) = Ax+ b : x ∈ Ω, A = −A> ∈ Rn×n, b ∈ Rn, z · ν∣∣
∂Ω
= 0
}
; (1.7)
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see [35, Appendix A] and [7, Appendix I] for more details.
The standard variational formulation of (1.1) entails dealing with the Stokes
bilinear form
SΩ(u, p)(v, q) :=
ˆ
Ω
ηε(u) : ε(v)− p div v + q divu. (1.8)
which we obtain from (1.1a) upon formal mutiplication by a test pair (v, q) and
integration by parts. This also leads to the forcing term
F(v, q) :=
ˆ
Ω
f · v +
ˆ
∂Ω
ψ · γ0v +
ˆ
Ω
gq,
upon invoking (1.1b). To formulate (1.1) variationally we need two function spaces.
The first space is that of trial functions Xr(Ω), which we define as
Xr(Ω) := Vr(Ω)× Lr0(Ω) s′ ≤ r ≤ s, (1.9a)
with Vr(Ω) :=
{
v ∈W 1r (Ω)/Z(Ω) : v · ν = 0
}
, Lr0(Ω) := L
r(Ω)/R and 1/s+ 1/s′ = 1.
We have the following characterization of Vr (see [19, p. 4]): a vector v ∈ Vr(Ω) if
and only if
v ∈
{
v ∈W 1r (Ω) : v · ν = 0,
ˆ
Ω
(∂xiv
j − ∂xjvi) dx = 0 ∀i, j = 1, . . . , n
}
.
It follows from its product definition that Xr(Ω) is complete under the norm∥∥(v, p)∥∥
Xr(Ω)
:=‖v‖W 1r (Ω) +‖p‖Lr(Ω) . (1.9b)
The second function space is that of prescribed data, which we take to be Xr′(Ω)
∗
,
the topological dual of Xr′(Ω) where 1/r + 1/r
′ = 1. Moreover, Xr′(Ω)
∗
is complete
under the operator norm
‖F‖Xr′ (Ω)∗ = sup‖(v,q)‖
X
r′ (Ω)
=1
∣∣F(v, q)∣∣ . (1.9c)
We note that ‖F‖Xr′ (Ω)∗ is finite provided g is in Lr(Ω), f belongs to Vr′(Ω)
∗
, ψ lies
in the dual of the trace space γ0(Vr′(Ω)); moreover all three functions must satisfy
the compatibility conditions
ˆ
Ω
g = 0,
ˆ
Ω
f · z +
ˆ
∂Ω
ψ · γ0z = 0 ∀z ∈ Z(Ω). (1.10)
The variational formulation of the strong equations (1.1) finally reads: solve
(u, p) ∈ Xr(Ω) : SΩ(u, p)(v, q) = F(v, q) ∀(v, q) ∈ Xr′(Ω). (1.11)
With the functional setting in place, we state our main result.
Theorem 1.1 (well posedness of (1.1)). Let Ω be a bounded domain of class
W
2−1/s
s with s > n, and let s′ ≤ r ≤ s. For every F ∈ Xr′(Ω)∗ there exists a unique
solution (u, p) ∈ Xr(Ω) of (1.11) such that∥∥(u, p)∥∥
Xr(Ω)
≤ CΩ,η,n,r‖F‖Xr′ (Ω)∗ . (1.12)
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We say that the Stokes problem is well-posed (in the sense of Hadamard) between
the spaces Xr(Ω) and Xr′(Ω)
∗
whenever (1.11)-(1.12) is satisfied.
The ideas explored in this paper can be summarized as follows. We develop a
new localization technique which features domain, space and operator decompositions.
Instead of (1.3), we rely solely on existence and uniqueness of solutions to the Stokes
problem in the whole space Rn for compactly supported data. Finally, we develop an
index-theoretical framework to close the argument [34, Chapter 27]. Our approach
is general and can be applied to a wide class of elliptic partial differential equations
(PDEs). After a brief section about notation, we split the proof of Theorem 1.1 into
six sections, which describe how the paper is organized:
§3 gives a short proof for the Hilbert space case (r = 2). The importance of this result
is the direct implication of uniqueness for solutions to (1.11) when r ≥ 2 and
Ω is bounded.
§4 presents fundamental results on well-posedness of the Stokes system in Rn and the
half-space Rn−. These two building blocks are instrumental in constructing a
solution of (1.11) for s′ ≤ r ≤ s.
§5 constructs a local W 2s diffeomorphism Ψ, whose inverse Ψ−1 locally flattens ∂Ω,
and analyzes the Piola transform which preserves the essential boundary con-
dition u · ν = 0.
§6 develops a new localization procedure and uses index theory to prove the well-
posedness of the Stokes system (1.1) between the spaces Xr(Ω) and Xr′(Ω)
∗
for s′ ≤ r ≤ s.
§7 deals with the inhomogeneous essential boundary conditions.
§8 extends the theory to the full Navier boundary condition, i.e. β 6= 0.
2. Notation. It will be convenient to distinguish the n-th dimension. A vector
x ∈ Rn, will be denoted by
x = (x1, . . . , xn−1, xn) = (x′, xn),
with xi ∈ R for i = 1, n, x′ ∈ Rn−1. We will make a distinction between the
reference coordinate (x) and the physical coordinate (x), such that x = Ψ(x) where
the properties of the map Ψ are listed below. The symbols B(x, δ) ⊂ Rn and B(x, δ) ⊂
Rn will denote the balls of radius δ centered at x and x respectively. Moreover,
D(x′, δ) ⊂ Rn−1 × {xn} and B−(x, δ) := B(x, δ) ∩ Rn− will be the disc and the lower
half ball of radius δ centered at x′ and x respectively; see Figure 2.1 (right).
Definition 2.1 (W
2−1/s
s -domain). An open and connected set Ω in Rn is called
a W
2−1/s
s -domain, s > n, if at each point x in ∂Ω there exists δ > 0 and a function
ω in W
2−1/s
s, loc (Rn−1) such that, after a possible relabeling and reorientation of the
coordinate axis
Ω ∩B(x, δ) =
{
y =
(
y′, yn
) ∈ B(x, δ) : yn < ω(y′)} ; (2.1)
see Figure 2.1. A W
2−1/s
s -domain where δ can be chosen independently of x is said to
be a uniform W
2−1/s
s –domain. It is easy to verify that every bounded W
2−1/s
s -domain
is a uniform W
2−1/s
s -domain.
To study the problem (1.1) near x ∈ ∂Ω we need to flatten ∂Ω locally. This is
realized by a map Ψ = (Ψ1, . . . ,Ψn) : Rn− → Rn with the following properties (see
Figure 2.1):
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(P1) Ψ is a diffeomorphism of class W 2s between Rn− and Ψ(Rn−) ⊂ Rn, y ∈ Q ⊂ Rn−
denotes the reference coordinate and y ∈ Ψ(Rn−) the physical coordinate so that
y = Ψ(y) and Q = Ψ(Q).
(P2) Ψ(D(x, δ/2)) = ∂Ω ∩B(x, δ/2).
(P3) Ψ(Rn− \ B(x, δ)) = I (identity).
We construct such a map Ψ in Section 5.1 but observe now the gain in regularity from
W
2− 1s
s to W 2s . This regularity improvement is critical for our theory and is achieved
by extending the function ω suitably.
b
B(x; =2)
B(x; )
x = (x0; !(x0))


yn = !(y0)
	(D(x; =2)) 	(D(x; ) n D(x; =2))
	(B (x; ))
b
x = (x0; xn)
B (x; )
B (x; =2)
D(x; =2)
Fig. 2.1. The left panel depicts part of the boundary ∂Ω which has a graph representation
(dotted curve), i.e., if x ∈ ∂Ω then x = (x′, ω(x′)). The domain Ω is assumed to lie below ∂Ω. The
inner dashed curve is B(x, δ/2), and the outer dashed curve is B(x, δ). The right panel shows the
reference domains B−(x, δ/2) = Rn− ∩B(x, δ/2) and B−(x, δ) = Rn− ∩B(x, δ) with discs D(x, δ/2) and
D(x, δ) at the top respectively. If Ψ is a local W 2s -diffeomorphism satisfying (P1)-(P3), we see that
Ψ(B−(x, δ)) is the part of Ω lying below the solid curve (left panel).
If Xp(Ω) is a Banach space over Ω, we denote by ‖·‖Xp its norm. By Lp(Ω) with
p ∈ [1,∞] we denote the space of functions that are Lebesgue integrable with exponent
p. By W kp (Ω) we denote the classical Sobolev space of functions whose distributional
derivatives up to k-th order are in Lp(Ω). We indicate with W˚ kp (Ω) the closure of
C∞c (Ω) in W
k
p (Ω). The Lebesgue conjugate to p will be denoted by p
′, i.e. 1p +
1
p′ = 1.
We denote by 〈·, ·〉 the duality pairing and sometimes the L2-scalar product when it
is clear from the context. The relation a . b indicates that a ≤ Cb, with the constant
C that does not depend on a or b. The value of C might change at each occurrence.
Given matrices P ∈ Rn×n, M = (mi,k)n
i,k=1
∈ Rn×n, and vector w ∈ Rn, we
define
PP (M) = PMP
−1, (2.2)
and note that
∇ (Mw) = ∇M  w +M∇w, (2.3)
where the (i, j) component of the n× n matrix ∇M  w is
(∇M w)i,j =
n∑
k=1
(
∂xjm
i,k
)
wk.
3. The Hilbert Space Case. In this section we prove the well-posedness of
the Stokes problem in X2(Ω) × X2(Ω)∗. Results in this direction are known for a
generalized Stokes system on C1,1 domains [7]. We show that Ω being Lipschitz is
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sufficient for the homogeneous case φ = 0. Our proof relies on Korn’s inequality,
Brezzi’s inf-sup condition for saddle-point problems, and Necˇas’ estimate on the right
inverse of the divergence operator. We collect these results in the sequel.
Proposition 3.1 (Korn’s inequality). Let 1 < r < ∞ and D be a bounded
Lipschitz domain in Rn. There exists constants C1 and C2 depending only on D, n
and r such that for every v in W 1r (D)
‖v‖W 1r (D) ≤ C1
(
‖v‖Lr(D) +
∥∥ε(v)∥∥
Lr(D)
)
≤ C2‖v‖W 1r (D) . (3.1a)
Moreover, for every v ∈ W 1r (D) there exists a skew symmetric matrix A in Rn×n,
and b ∈ Rn such that∥∥v − (Ax+ b)∥∥
W 1r (D) ≤ CD,n,r
∥∥ε(v)∥∥
Lr(D) . (3.1b)
Proof. See [35, Theorem A.1] for r = 2, [19, Section 2] for 1 < r <∞ in bounded
domains.
Lemma 3.2 (equivalence of norms). Let 1 < r <∞ and D be a bounded Lipschitz
domain. For every v in Vr(D) the following holds
‖v‖W 1r (D) ≤ CD,n,r
∥∥ε(v)∥∥
Lr(D) .
Proof. This proceeds by contradiction. However, the argument is fairly standard,
is based on [35, Theorem A.2] for r = 2, and is thus omitted.
Remark 3.3 (boundary condition z ·ν = 0). The difference between Lemma 3.2
and Proposition 3.1 is that the vector-fields z in Z(D) satisfy z · ν = 0 while the
ones from Korn’s inequality do not have this requirement. We further remark that
Lemma 3.2 remains valid if the condition v · ν = 0 is imposed only on a subset of
∂D with positive measure. We will use this result in Theorem 5.14, Lemma 6.10 and
Lemma 6.21 below.
Next we state Brezzi’s characterization of (1.11) as a saddle-point problem. We
rewrite (1.11) as follows: find a unique (u, p) in Vr(Ω)× Lr0(Ω) such that
η
〈
ε(u), ε(v)
〉
Ω
− 〈p, div v〉Ω = F(v, 0) ∀v ∈ Vr′(Ω),
〈divu, q〉Ω = F(0, q) ∀q ∈ Lr
′
0 (Ω).
(3.2)
Lemma 3.4 (inf-sup conditions). The saddle point problem (3.2) is well-posed in
(Vr(Ω) × Lr0(Ω)) × (Vr′(Ω)∗ × Lr
′
0 (Ω)
∗
) if and only if there exist constants α, β > 0
such that
inf
w∈V˚r
sup
v∈V˚r′
〈
ε(w), ε(v)
〉
‖w‖Vr‖v‖Vr′
= inf
v∈V˚r′
sup
w∈V˚r
〈
ε(w), ε(v)
〉
‖w‖Vr‖v‖Vr′
= α > 0, (3.3a)
inf
q∈Lr′0
sup
w∈Vr
〈divw, q〉
‖w‖Vr‖q‖Lr′
= β > 0, (3.3b)
where V˚r :=
{
w ∈ Vr(Ω) : 〈divw, q〉 = 0, ∀q ∈ Lr′0 (Ω)
}
. In addition, there exists γ =
γ(α, β, η) such that the solution (u, p) is bounded by∥∥(u, p)∥∥
Xr(Ω)
≤ γ‖F‖Xr′ (Ω)∗ .
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Proof. See [11, Section II.1, Theorem 1.1].
Theorem 3.5 (well-posedness for r = 2). Let Ω be a bounded Lipschitz domain.
The Stokes problem (1.11) is well-posed in X2(Ω)×X2(Ω)∗.
Proof. It suffices to check Brezzi’s conditions (3.3).
Remark 3.6 (boundary regularity). The Lipschitz regularity of ∂Ω is adequate
only for φ = 0 and r = 2, as alluded to in the introduction. In general, we need to
work with domains of class W
2−1/s
s .
4. Stokes Problem on Unbounded Domains (Rn and Rn−) . The purpose
of this section is to prove the existence, uniqueness and local regularity of the Stokes
problem (1.11) in the whole space Rn and the half-space Rn− for data with compact
support. These two problems are the essential building blocks for the localization
procedure in §6. This problem has been extensively studied under different functional
frameworks; we refer to [2, Introduction] for an overview.
Weighted Sobolev spaces are an extremely general framework for it provides a
wealth of predictable behaviors at ∞ when considering different weight functions. A
different framework is the one of Homogeneous Sobolev spaces, its main disadvantage
being the lack of control on the Lr-norm of the function. Fortunately, these two
frameworks are interchangeable as long as the data in question has compact support
and one is not interested in the behavior at ∞ of the functions being analyzed [2,
Proposition 4.8].
With this equivalence in hand, and the fact that our work was originally inspired
by that of Galdi-Simader-Sohr [24], we choose to work with the Galdi-Simader’s char-
acterization for homogeneous Sobolev spaces [23]. The rest of this section is split into
three parts. In §4.1 we recall this essential characterization and define the equivalent
Xr(D) spaces for unbounded domains D. In §4.2 we prove the well-posedness of the
Stokes problem in its symmetric gradient form in Rn. Finally, in §4.3 we extend the
result to the half-space Rn−.
4.1. Homogeneous Sobolev Spaces. The solution space Xr(Ω) is too small
to prove an existence and uniqueness result for unbounded domains [24, Section 2].
In these cases we are led to consider the homogeneous Sobolev spaces
G1r(Rn) = G˚1r(Rn) := [C∞c (Rn)]n
|·|W1r (Rn) ,
G1r(Rn−) := [C∞c (Rn−)]n
|·|W1r (Rn−) ,
G˚1r(Rn−) := [C∞c (Rn−)]n−1 × C∞c (Rn−)
|·|W1r (Rn−) ,
(4.1)
where C∞c (D) are C∞ functions with compact support in D, the half-space Rn− is
given by x = (x′, xn) ∈ Rn with xn < 0, and Rn− = Rn− ∪ ∂Rn− with x in ∂Rn− if
and only if xn = 0. The statement v = (v′, vn) ∈ [C∞c (Rn−)]n−1 × C∞c (Rn−) implies
v
∣∣
∂Rn−
= (v′
∣∣
∂Rn−
, 0) for v′ ∈ [C∞c (Rn−)]n−1. For a detailed presentation of these
spaces, their duals and trace spaces see [22, Chapter II], in particular [22, Theorem
II.10.2] for the trace space results.
Next we recall a result by Galdi-Simader on the characterization of G1r(D) and
G˚1r(D) with D equal to Rn or Rn− [33, Lemma 2.2],[8, Section 1], [23], and [24].
Proposition 4.1 (Galdi-Simader). Let 1 < r < ∞ and G1r(D) and G˚1r(D) be
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the spaces defined in (4.1). The following characterization holds,
G1r(Rn) =
{
[v]1 ∈ [Lrloc(Rn)]n : ∇v ∈
[
Lr(Rn)
]n×n}
,
G˚1r(Rn−) =
{
v = ([v′]1, vn) ∈ [Lrloc(Rn−)]n : ∇v ∈ Lr(Rn−)n×n, vn
∣∣
∂Rn−
= 0
}
,
(4.2)
where [v]1 is the equivalence class of functions in
[
Lrloc(D)
]n
which differ by a constant
vector. Furthermore, if 1 < r < n then additionally
G1r(D) =
{
v ∈ [Lr∗loc(D)]n : ∇v ∈ [Lr(D)]n×n
}
, D = Rn or Rn−
G˚1r(Rn−) =
{
v ∈ ([Lr∗loc(Rn−)]n−1 × Lr
∗
(Rn−)) ∩G1r(Rn−) : vn
∣∣
∂Rn−
= 0
}
,
(4.3)
where r∗ is the Sobolev conjugate of r and is given by 1/r∗ = 1/r − 1/n. Moreover,
using Gagliardo-Nirenberg inequality we have for 1 < r < n
‖v‖Lr∗ (D) .‖∇v‖Lr(D) . (4.4)
We conclude by introducing the functional space Xr(D) when D is Rn or Rn−.
The distinction between this and (1.9a) is that now we use the homogeneous Sobolev
spaces defined above, and the pressure space is simply Lr(D), i.e.
Xr(D) := Vr(D)× Lr(D) 1 < r <∞, (4.5a)
with Vr(Rn) = G1r(Rn), and Vr(Rn−) = G˚1r(Rn−).
It follows from the product definition of Xr(D) that it is a complete space under
the norm ∣∣(v, p)∣∣
Xr(D) := |v|W 1r (D) +‖p‖Lr(D) . (4.5b)
The space for the prescribed data, is Xr′(D)∗, the topological dual of Xr′(D), where
1/r + 1/r′ = 1. Moreover, Xr′(D)∗ is complete under the operator norm
‖F‖Xr′ (D)∗ = sup|(v,q)|
X
r′ (D)
=1
∣∣F(v, q)∣∣ . (4.5c)
4.2. Stokes Problem in Rn. In this section we investigate the well-posedness
of the Stokes problem (1.11) between the spaces Xr(Rn) and Xr′(Rn)∗. We begin by
recalling the well posedness of the usual Stokes problem without symmetric gradient
[22, Section IV.2].
Lemma 4.2 (Well posedness in Rn). Let 1 < r < ∞, n ≥ 2. For each f ∈
G−1r (Rn) = G1r′(Rn)
∗
and g ∈ Lr(Rn) = Lr′(Rn)∗, there exists a unique pair (u, p) ∈
G1r(Rn)× Lr(Rn) satisfying
−∆u+∇p = f , divu = g in Rn
in the sense of distributions, which depends continuously on the data, i.e.
|u|W 1r (Rn) +‖p‖Lr(Rn) ≤ Cn,r
(
‖f‖G−1r (Rn) +‖g‖Lr(Rn)
)
.
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Additionally, if 1 < t <∞, f ∈ G−1t (Rn) and g ∈ Lt(Rn), then u ∈ G1r(Rn)∩G1t (Rn)
and p ∈ Lr(Rn) ∩ ×Lt(Rn).
This result, combined with the identity div∇u> = ∇ divu, yields the well-
posedness of (1.11)-(1.12) in Rn.
Theorem 4.3 (well-posedness of SRn). Let 1 < r < ∞, n ≥ 2. The Stokes
problem SRn(u, p) = F is well-posed in the space pair
(
Xr(Rn), Xr′(Rn)∗
)
, namely
(1.11)-(1.12) are satisfied. Additionally, if 1 < t < ∞ and F ∈ Xt′(Rn)∗, then
(u, p) ∈ Xt(Rn).
4.3. Stokes Problem in Rn−. In this section we show the well-posedness of the
Stokes problem (1.11) in the space pair
(
Xr(Rn−), Xr′(Rn−)
∗)
. Although the reflection
technique employed is well-known, the construction sets the stage for the localization
section. A very general result in this direction is the work by Beira˜o da Veiga-Crispo-
Grisanti [9].
Theorem 4.4 (well-posedness of SRn−). Let 1 < r < ∞, n ≥ 2. The Stokes
problem (1.11) is well-posed from Xr(Rn−) to Xr′(Rn−)
∗
. Additionally, if 1 < t < ∞
and F ∈ Xt′(Rn−)∗, then (u, p) ∈ Xt(Rn−).
Proof. In view of the uniqueness results in [21, Theorem 3.1], it suffices to con-
struct a solution to the Stokes problem in the half-space which depends continuously
on the data.
Define for each function ϕˆ : Rn → R its upper and lower parts as
ϕ+(x) := ϕˆ(x
′,−xn), ϕ−(x) := ϕˆ(x) for all x ∈ Rn−.
Take (vˆ, qˆ) ∈ Xr′(Rn) and define their pullbacks into Rn− as follows:
v :=
1
2
(
vˆ′− + vˆ
′
+, vˆ
n
− − vˆn+
)>
, q :=
1
2
(qˆ− + qˆ+) .
It is simple to show that (v, q) ∈ Xr′(Rn−) and∣∣(v, q)∣∣
Xr′ (Rn−)
≤ ∣∣(vˆ, qˆ)∣∣
Xr′ (Rn)
.
Let F ∈ Xr′(Rn−)∗ be fixed but arbitrary and define Fˆ(vˆ, qˆ) := F(v, q). It follows
immediately from our current results that Fˆ is a linear functional on Xr′(Rn) and
‖Fˆ‖Xr′ (Rn)∗ ≤ ‖F‖Xr′ (Rn−)∗ . Therefore, Theorem 4.3 for Rn asserts the existence and
uniqueness of a solution (wˆ, pˆi) in Xr(Rn) to (1.11) with the forcing function Fˆ , i.e.
SRn(wˆ, pˆi)(vˆ, qˆ) = Fˆ(vˆ, qˆ) ∀(vˆ, qˆ) ∈ Xr′(Rn), (4.6)
and
∥∥(wˆ, pˆi)∥∥
Xr(Rn) ≤ Cn,r‖F‖Xr′ (Rn−)∗ .
Since the test functions (vˆ, qˆ) are arbitrary, we take (v, q) ∈ Xr′(Rn−) and test
(4.6) with (vˆ, qˆ) defined as even reflections for q and v′, and an odd reflection for vn,
i.e.
qˆ+ = qˆ− = q, vˆ′+ = vˆ
′
− = v
′, vˆn+ = −vˆn− = −vn.
We can immediately verify that Fˆ(vˆ, qˆ) = F(v, q) still holds, and after some technical
computations,
SRn(wˆ, pˆi)(vˆ, qˆ) = 2SRn−(u, p)(v, q),
Stokes with Navier slip conditions: W
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where p(x) = 12
(
pˆi(x) + pˆi(x′,−xn)) and u = (u′, un) is given by
u′(x) =
1
2
(
wˆ′(x) + wˆ′(x′,−xn)) , un(x) = 1
2
(
wˆn(x)− wˆn(x′,−xn)) .
Finally, u · ν(x′, 0) = un(x′, 0) = 0 and (u, p) also satisfies estimate (1.12). This
concludes the proof.
5. Sobolev Domains and the Piola Transform.
5.1. Local Diffeomorphism on Sobolev Domains. We begin with a defini-
tion of the local-diffeomorphism.
Definition 5.1 (diffeomorphism). A map Ψ : U → V, where U , V are open
subsets of Rn, is a W 2s -diffeomorphism if Ψ is of class W 2s , is a bijection and Ψ−1
is of class W 2s . A map Ψ is a local W
2
s -diffeomorphism if for each point x ∈ U there
exists an open set U ⊂ U containing x, such that Ψ(U) ⊂ V is open and Ψ : U→ Ψ(U)
is a W 2s -diffeomorphism.
Given a W
2−1/s
s -domain Ω it is essential to extend the local graph representation
ω in Definition 2.1 to a smooth, open, bounded subset of Rn with the extension being
W 2s –regular.
Definition 5.2 (bubble domain). An open set Θ(x, δ) is called a bubble domain
of size δ if its C∞ boundary is obtained by smoothing the “corners” of the lower
half-ball B−(x, 32δ) = B
(
x, 32δ
) ∩ Rn− so that
B−(x, δ) ( Θ(x, δ) ( B−(0,
3
2
δ).
This is depicted in Figure 5.1.
Our strategy consists of the following four steps:
Step 1. In Lemma 5.3 we prove useful norm estimates for ω ∈W 2−1/ss (D(x′, δ)), where
D(x′, δ) is an open disc of radius δ centered at x′.
Step 2. It is not possible to invoke a standard extension of ω to the bubble domain
Θ(x, δ) and still arrive at W 2s -regularity for this extension. Therefore we
introduce a smooth characteristic function % in Definition 5.4, which permits
us to define a compactly supported function Cω on a disc D(x′, δ) in Lemma 5.5
and to prove norm estimates for Cω in terms of ω.
Step 3. We define an harmonic extension Eω of Cω to the bubble domain Θ(x, δ) and
prove the W 2s -norm estimates for Eω in terms of ω in Lemma 5.6.
Step 4. We define an extension E˜ω := %Eω upon multiplying Eω by a cutoff function
% which is equal 1 in B(x, δ/2) and vanishes outside B(x, δ) (see (5.6)), and
prove its W 2s -regularity in Lemma 5.7.
This allows us to define Ψ : Rn− → Rn as follows and prove that Ψ is W 2s -regular
in Corollary 5.8: {
x′ = x′ = Ψ′(x)
xn = xn + E˜ω(x) = Ψn(x), (5.1)
where E˜ω is the extension of Step 4. We remark that the mapping x 7→ Ψ−1(x) = x
“straightens out ∂Ω”; see Figure 2.1. The construction of such a Ψ which is W 2s –
regular, on a Sobolev domain which is only W
2−1/s
s –regular, is one of the key con-
tributions of this paper. We point out that a standard diffeomorphism will only be
W
2−1/s
s –regular, which is not sufficient for our purposes.
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Given x ∈ ∂Ω, we rotate Ω about x = x′ so that ω in Definition 2.1 satisfies
additionally
∇x′ω(x′) = 0. (5.2a)
We further translate Ω in the en direction to enforce
 
D(x′,δ)
ω = 0. (5.2b)
Lemma 5.3 (properties of ω). Let Ω be a domain of class W
2−1/s
s , x ∈ ∂Ω, and
ω satisfy (5.2a)-(5.2b). Then
‖ω‖L∞(D(x′,δ)) . δ2−n/s|ω|W 2−1/ss (D(x′,δ)) , (5.3a)
‖∇x′ω‖L∞(D(x′,δ)) . δ1−n/s|ω|W 2−1/ss (D(x′,δ)) , (5.3b)
|ω|
W
1−1/s
s (D(x′,δ))
. δn/s‖∇x′ω‖L∞(D(x′,δ)) . (5.3c)
Proof. We proceed in three steps. For simplicity we set Dδ := D(x
′, δ) and
∇′ := ∇x′ .
1 Invoking (5.2b), in conjunction with Poincare´ inequality we deduce
‖ω‖L∞(Dδ) . δ
∥∥∇′ω∥∥
L∞(Dδ)
.
2 Expression (5.2a) implies∣∣∇′ω(y′)∣∣ = ∣∣∇′ω(y′)−∇′ω(x′)∣∣ . δ1−n/s|ω|C1,1−n/s(Dδ) . δ1−n/s |ω|W 2−1/ss (Dδ) ,
because W
2−1/s
s (Dδ) ⊂ C1,1−n/s(Dδ). We thus deduce (5.3b), and combining this
with 1 we obtain (5.3a).
3 To prove (5.3c), we use the definition of the W
1−1/s
s seminorm, i.e.
|ω|s
W
1−1/s
s (Dδ)
=
ˆ
Dδ
ˆ
Dδ
∣∣ω(x′)− ω(y′)∣∣
|x′ − y′|s+n−2
s
dx′ dy′,
because the exponent of the denominator is (n− 1) + s(1− 1s ) = s+ n− 2. A direct
estimate further yields
|ω|s
W
1−1/s
s (Dδ)
≤∥∥∇′ω∥∥s
L∞(Dδ)
ˆ
Dδ
ˆ
Dδ
1
|x′ − y′|n−2 dx
′ dy′,
and the double integral is of order δn. This implies
|ω|s
W
1−1/s
s (Dδ)
. δn
∥∥∇′ω∥∥s
L∞(Dδ)
which is the asserted bound (5.3c).
Definition 5.4 (cutoff function). Given x ∈ Rn, a function % in C∞c (Rn) such
that % = 1 in B(x, δ/2), 0 ≤ % ≤ 1 in B(x, δ) \ B(x, δ/2) and % = 0 in Rn \ B(x, δ)
will be called a cutoff function of B(x, δ/2).
Stokes with Navier slip conditions: W
2−1/s
s Domains 13
Lemma 5.5 (compactly supported graph). Let Ω be a domain of class W
2−1/s
s ,
x ∈ ∂Ω, and ω satisfy (5.2a)-(5.2b). Then Cω(y′) := %(y′, ω(y′))ω(y′) for y′ ∈ D(x′, δ)
satisfies Cω ∈W 2−1/ss (D(x′, δ)), Cω
∣∣
D(x′,δ/2) = ω, and
‖Cω‖
W
2−1/s
s (D(x′,δ))
.‖ω‖
W
2−1/s
s (D(x′,δ))
. (5.4)
Proof. We proceed in four steps. For simplicity we again define Dδ = D(x
′, δ) and
∇′ = ∇x′ .
1 As ∇′Cω = (∇′%)ω + %∇′ω, we deduce∥∥∇′Cω∥∥
Ls(Dδ)
≤∥∥∇′%∥∥
L∞(Dδ)
‖ω‖Ls(Dδ) +‖%‖L∞(Dδ)
∥∥∇′ω∥∥
Ls(Dδ)
.
Since
∥∥∇′%∥∥
L∞(Dδ)
. δ−1 and ‖ω‖Ls(Dδ) . δ
∥∥∇′ω∥∥
Ls(Dδ)
(Poincare´ inequality), we
infer that
∥∥∇′Cω∥∥
Ls(Dδ)
.‖ω‖W 1s (Dδ).
2 Invoking the definition of the W
1−1/s
s -seminorm, we get∣∣∇′Cω∣∣s
W
1−1/s
s (Dδ)
=
ˆ
Dδ
ˆ
Dδ
∣∣∇′Cω(x′)−∇′Cω(y′)∣∣
|x′ − y′|s+n−2
s
dx′ dy′
≤
ˆ
Dδ
ˆ
Dδ
∣∣ω(x′)∇′%(x′)− ω(y′)∇′%(y′)∣∣
|x′ − y′|s+n−2
s
dx′ dy′
+
ˆ
Dδ
ˆ
Dδ
∣∣%(x′)∇′ω(x′)− %(y′)∇′ω(y′)∣∣
|x′ − y′|s+n−2
s
dx′ dy′ = I + II.
We now proceed to tackle I and II separately.
3 We estimate the term I as follows: we add and subtract ω(x′)∇′%(y′) to obtain
I .
ˆ
Dδ
ˆ
Dδ
∣∣∇′%(x′)−∇′%(y′)∣∣s∣∣ω(x′)∣∣s
|x′ − y′|s+n−2 dx
′ dy′
+
ˆ
Dδ
ˆ
Dδ
∣∣∇′%(y′)∣∣s∣∣ω(x′)− ω(y′)∣∣s
|x′ − y′|s+n−2 dx
′ dy′
≤‖ω‖sL∞(Dδ)
∣∣∇′%∣∣s
W
1−1/s
s (Dδ)
+
∥∥∇′%∥∥s
L∞(Dδ)
|ω|s
W
1−1/s
s (Dδ)
= III + IV.
Likewise, we estimate II as follows:
II ≤|%|s
W
1−1/s
s (Dδ)
∥∥∇′ω∥∥s
L∞(Dδ)
+‖%‖sL∞(Dδ)
∣∣∇′ω∣∣
W
1−1/s
s (Dδ)
= V + VI.
4 Introducing a co-ordinate transformation x′ = δxˆ′ implies
|%|
W
1−1/s
s (Dδ)
= δ
n
s−1|%ˆ|
W
1−1/s
s (D1)
,∣∣∇′%∣∣
W
1−1/s
s (Dδ)
= δ
n
s−2
∣∣∣∇ˆ′%ˆ∣∣∣
W
1−1/s
s (D1)
,∥∥∇′%∥∥
L∞(Dδ)
= δ−1‖∇ˆ%ˆ‖L∞(D1),
where D1 denotes the unit disc. We now show that III–VI are O(1) in δ. Using
(5.3a)-(5.3c), we obtain
III . δ(2−ns )sδs(ns−2)|ω|
W
2−1/s
s (Dδ)
= |ω|
W
2−1/s
s (Dδ)
,
IV . 1
δs
δnδs(1−
n
s )|ω|
W
2−1/s
s (Dδ)
= |ω|
W
2−1/s
s (Dδ)
,
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as well as
V . δs(ns−1)δs(1−ns )|ω|
W
2−1/s
s (Dδ)
= |ω|
W
2−1/s
s (Dδ)
.
Since the estimate of VI is immediate, we conclude the proof.
Next we extend Cω by zero to the boundary ∂Θ(x, δ) of the bubble domain Θ(x, δ)
but still indicate it by Cω. We denote by Eω the harmonic extension of Cω to Θ(x, δ)
[25, Theorem 9.15], and point out that this is not the usual extension which retains the
regularity properties of Cω. We collect the properties of Eω in the following lemma.
Lemma 5.6 (harmonic extension). Let Ω be a domain of class W
2−1/s
s , x ∈ ∂Ω,
and ω satisfy (5.2a)-(5.2b). The harmonic extension Eω of Cω to Θ(x, δ) satisfies
‖Eω‖L∞(Θ(x,δ)) .‖ω‖L∞(D(x′,δ)) , (5.5a)
‖Eω‖W 2s (Θ(x,δ)) .‖ω‖W 2−1/ss (D(x′,δ)) . (5.5b)
Proof. As ∂Θ(x, δ) is smooth and Cω ∈W 2−1/ss (∂Θ(x, δ)), the harmonic extension
Eω exists in W 2s (Θ(x, δ)) and satisfies (5.5b) [25, Lemma 9.17]. Expression (5.5a) is
due to the maximum principle.
We remark that Lemma 5.6 is the first place where we have used the bubble
domain and the smoothness of its boundary. Since the map Ψ in (5.1) is defined over
Rn−, we introduce an extension E˜ω of Eω as follows
E˜ω := %Eω, (5.6)
where % is the cutoff function in Definition 5.4. In view of (5.6) we remark that Ψ in
(5.1) satisfies (P1)-(P3) in §2. It remains to show that Ψ is a localW 2s –diffeomorphism,
but that requires studying the following properties of E˜ω.
Lemma 5.7 (properties of E˜ω). Let Ω be a domain of class W 2−1/ss , x ∈ ∂Ω, and
ω satisfy (5.2a)-(5.2b). Then
|E˜ω|W 1∞(Θ(x,δ)) . δ1−n/s|ω|W 2−1/ss (D(x′,δ)) , (5.7a)
‖E˜ω‖W 2s (Θ(x,δ)) .‖ω‖W 2−1/ss (D(x′,δ)) . (5.7b)
Proof. For simplicity we use the notation Θδ = Θ(x, δ), Dδ = D(x
′, δ), and
∇ = ∇x.
1 The proof of (5.7a) is tricky and we split it into two steps. Using the definition of
E˜ω we obtain
‖∇E˜ω‖L∞(Θδ) ≤‖∇%‖L∞(Θδ)‖Eω‖L∞(Θδ) +‖%‖L∞(Θδ)‖∇Eω‖L∞(Θδ) .
As ‖∇%‖L∞(Θδ) . 1δ and ‖Eω‖L∞(Θδ) . δ‖∇Eω‖L∞(Θδ) by Poincare´ inequality, we
deduce
‖∇E˜ω‖L∞(Θδ) .‖∇Eω‖L∞(Θδ) .
2 Let B = B
(
(x′, xn− δ2 ), δ4
)
be the ball of center (x′, xn− δ2 ) and radius δ4 depicted in
Figure 5.1. Adding and subtracting ∇Eω := ffl
B
∇Eω to ‖∇Eω‖L∞(Θδ), and applying
triangle inequality we arrive at
‖∇Eω‖L∞(Θδ) ≤ ‖∇Eω −∇Eω‖L∞(Θδ) + ‖∇Eω‖L∞(Θδ) = I + II.
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b
(x; )
B
 

x = (x0; xn)
Fig. 5.1. The bubble domain Θ(x, δ) centered at x (solid curve) and ball B = B
(
(x′, xn − δ
2
), δ
4
)
.
We deal with terms I and II separately. To estimate I we use Poincare´ inequality
I = ‖∇Eω −∇Eω‖L∞(Θδ) . δ1−
n
s ‖∇Eω‖W 1s (Θδ) = δ
1−ns |Eω|W 2s (Θδ).
On the other hand, we estimate II as follows: II ≤ ffl
B
|∇Eω| ≤ ‖∇Eω‖L∞(B) .
Invoking the interior estimate for derivatives of a harmonic function [25, Theorem
2.10] we obtain
‖∇Eω‖L∞(B) ≤ nδ−1‖Eω‖L∞(Θδ) .
Using (5.5a) followed by (5.3a) yields
II . δ−1‖ω‖L∞(Dδ) . δ1−
n
s |ω|
W
2−1/s
s (Dδ)
.
The estimates for I and II yield |Eω|W 1∞(Θδ) ≤ δ1−
n
s |ω|
W
2−1/s
s (Dδ)
, whence (5.7a)
follows.
3 To prove (5.7b) we use the definition of E˜ω to arrive at
‖E˜ω‖W 2s (Θδ) . ‖D2%‖Ls(Θδ)‖Eω‖L∞(Θδ) +‖∇%‖Ls(Θδ)‖∇Eω‖L∞(Θδ)
+ ‖D2Eω‖Ls(Θδ) +‖∇%‖Ls(Θδ)‖Eω‖L∞(Θδ) +‖∇Eω‖L∞(Θδ) +‖Eω‖Ls(Θδ) .
Since
∥∥D2%∥∥
Ls(Θδ)
. δ ns−2 and ‖Eω‖L∞(Θδ) . δ‖∇Eω‖L∞(Θδ) (Poincare´ inequal-
ity), Step 2 shows that the first term is bounded by |ω|
W
2−1/s
s (Dδ)
. Similar argu-
ments, in conjunction with (5.5b) shows that the remaining terms are also bounded
by |ω|
W
2−1/s
s (Dδ)
, which is (5.7b).
Corollary 5.8 (W 2s -diffeomorphism). Let Ω be a domain of class W
2−1/s
s ,
x ∈ ∂Ω, and ω satisfy (5.2a)-(5.2b). If δ > 0 is sufficiently small, then Ψ defined in
(5.1) is a local W 2s –diffeomorphism and satisfies
‖1− det∇xΨ‖L∞(Θ(x,δ)) . δ1−n/s|ω|W 2−1/ss (D(x′,δ)) . (5.8)
Proof. In view of Definition 5.1 and the inverse function theorem, Ψ is a local
W 2s -diffeomorphism, if and only if ∇yΨ(y) is an isomorphism for every y ∈ Θ(x, δ). We
first observe that the definition of Ψ in (5.1) and the properties of E˜ω in Lemma 5.7
yield Ψ ∈W 2s (Rn). Moreover, (5.1) implies
det∇yΨ(y) = 1− ∂yn E˜ω(y),
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whence ∥∥1− det∇yΨ∥∥L∞(Θ(x,δ)) ≤ ‖∇yE˜ω‖L∞(Θ(x,δ)).
Using (5.7a) we obtain (5.8). Finally, upon choosing δ small enough in (5.8), for
every y ∈ Θ(x, δ), we obtain ∣∣1− det∇yΨ∣∣ < 1/2, whence ∣∣det∇yΨ(y)∣∣ > 1/2. Thus,
∇yΨ(y) is invertible for every y ∈ Θ(y, δ), which completes the proof.
5.2. Piola Transform. The purpose of this section is to analyze the Piola trans-
form, a mapping which preserves the essential boundary condition u · ν = 0 after
the boundary of Ω has been flattened. We will restrict the presentation to a local
W 2s -diffeomorphism Ψ, s > n. which maps the reference domain Q (bounded or
unbounded) one-to-one and onto a physical domain Q, i.e.,
Ψ : Q −→ Q
x 7−→ x ,
with U = supp(I −Ψ) and U = Ψ(U). The construction of such a Ψ was the subject
of Corollary 5.8, but we do not need in this section to use a particular form of Ψ.
We remark that for the Ψ constructed in Corollary 5.8, we have U = supp(I −Ψ) ⊂
B−(x, δ).
Definition 5.9 (Piola transform). Let P : Q → Rn×n and P−1 : Q → Rn×n
be the maps P := Jx
−1∇xΨ, P−1 := Jx−1∇xΨ−1 with Jx = det∇xΨ and Jx =
det∇xΨ−1. We say two vector fields v : Q → Rn and v : Q → Rn are the Piola
transforms of each other if and only if
v ◦Ψ = P v, v ◦Ψ−1 = P−1v, (5.9)
In view of the inverse function theorem we also have P−1 ◦Ψ = Jx((∇xΨ)−1 ◦Ψ).
The Piola transform is instrumental in dealing with vector-valued functions be-
cause it preserves the divergence and normals as the following identities illustrate.
Lemma 5.10 (Piola identities). If v ∈ [H1(Q)]n is the Piola transform of v ∈
[H1(Q)]n and q ∈ H1(Q), then the following statements hold:
ˆ
Q
∇xq · v dx =
ˆ
Q
∇xq · v dx, (5.10a)
ˆ
Q
q divx v dx =
ˆ
Q
qdivx v dx, (5.10b)
ˆ
∂Q
qv · νx dsx =
ˆ
∂Q
qv · νx dsx, (5.10c)
where νx and νx are outward unit normals on ∂Q and ∂Q respectively. Moreover,
v · νx dsx = v · νx dsx. (5.11)
Proof. The Definition 5.9 is precisely what yields (5.10a). In fact,
ˆ
Q
v · ∇xq dx =
ˆ
Q
(v ◦Ψ) ·
(
(∇xΨ)−T ◦Ψ
)
∇xq Jx dx,
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and using P−1 ◦Ψ = Jx((∇xΨ)−1 ◦Ψ) and Definition 5.9, we deduce
ˆ
Q
(v ◦Ψ) ·
(
(∇xΨ)−T ◦Ψ
)
∇xqJx dx =
ˆ
Q
((P−1v) ◦Ψ) · ∇xqdx =
ˆ
Q
v · ∇xqdx.
Invoking the divergence theorem and (5.10a) we obtain
ˆ
∂Q
qv · νx dsx −
ˆ
Q
q divx v dx =
ˆ
Q
v · ∇xq dx
=
ˆ
Q
v · ∇xqdx = −
ˆ
Q
qdivx v dx +
ˆ
∂Q
qv · νx dsx
Choosing q ∈ H10 (Q), we obtain (5.10b), which in turn implies (5.10c) and (5.11).
Lemma 5.11 (Lr-norm equivalence). Let 1 < r <∞ and v be the Piola transform
of v. There exists constants C ′ and C ′′ which depend only on the Lipschitz seminorms
of Ψ and Ψ−1 such that
C ′‖v‖Lr(Q) ≤‖v‖Lr(Q) ≤ C ′′‖v‖Lr(Q) . (5.12)
Proof. This is a trivial consequence of Definition 5.9 because
‖v‖Lr(Q) =
∥∥∥(P−1v) ◦Ψ∥∥∥
Lr(Q)
≤
∥∥∥P−1 ◦Ψ∥∥∥
L∞(Q)
‖Jx‖L∞(Q)‖v‖Lr(Q) ,
and
‖v‖Lr(Q) =
∥∥∥(P v) ◦Ψ−1∥∥∥
Lr(Q)
≤
∥∥∥P ◦Ψ−1∥∥∥
L∞(Q)
‖Jx‖L∞(Q)‖v‖Lr(Q) .
This concludes the proof.
Lemma 5.10 discusses the transformation of the divergence operator from the
reference domain Q to the physical domain Q. In what follows, we need to transform
the gradient operator as well.
Lemma 5.12 (Piola gradient). Let v and v be Piola transforms of each other.
The gradient operator admits the following decomposition
∇xv = JxPP−1(∇xv ◦Ψ) +∇x(P−1 ◦Ψ) v ◦Ψ, (5.13a)
∇xv ◦Ψ = Jx−1PP (∇xv)− Jx−1PP
(
∇x(P−1 ◦Ψ) P v
)
, (5.13b)
where P is defined in (2.2). Moreover, for s′ ≤ t• ≤ s and 1/t• = 1/s+ 1/t◦
|v|W 1
t• (Q)
≤ C ′
(
|v|W 1
t• (Q)
+‖v‖Lt◦ (U)
)
|v|W 1
t• (Q)
≤ C ′′
(
|v|W 1
t• (Q)
+‖v‖Lt◦ (U)
)
,
(5.13c)
where the constants C ′ and C ′′ depend only on n, r, s, the Lipschitz and W 2s semi-
norms of Ψ and Ψ−1, and on the sets U = supp(I −Ψ) and U = Ψ(U).
Proof. To obtain (5.13a) it suffices to differentiate the Piola transform given in
(5.9) and note that we use the chain rule to deal with the first term ∇xv but not the
second one ∇x(P−1 ◦Ψ).
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To derive (5.13b) we multiply by P on the left and P−1 on the right of (5.13a)
and then reorder terms
P
(
∇xv −∇x(P−1 ◦Ψ) v ◦Ψ
)
P−1 = Jx∇xv ◦Ψ,
whence, upon using v ◦Ψ = P v from (5.9), we achieve the desired expression.
To show (5.13c) we observe that Ψ is the identity on Q \U, whence |v|W 1
t• (Q\U) =|v|W 1
t• (Q\U) . To deal with the remaining part on U, we resort to (5.13a) and Ψ ∈
W 2s (U). Combining these results yields the first estimate of (5.13c). To obtain the
second one, it suffices to follow the same steps above starting with (5.13b).
Proposition 5.13 (Piola symmetric gradient). Let v be the Piola transform of
v. The symmetric gradient admits the following decomposition
ε(v) ◦Ψ = Jx−1
(
εP (v)− ϑP (v)
)
, (5.14a)
with
εP (v) := PP (ε(v)),
ϑP (v) :=
1
2
PP
(
∇x(P−1 ◦Ψ) P v +
(
∇x(P−1 ◦Ψ) P v
)>)
.
(5.14b)
Moreover, if Ψ is a local W 2s -diffeomorphism, s > n, and t
◦, t• satisfy s′ ≤ t◦ ≤ ∞,
1 ≤ t• ≤ s, and 1/t• = 1/s+ 1/t◦, then there holds∥∥εP (v)∥∥Lt◦ (Q) ≤ C ′|v|W 1t◦ (Q)∥∥ϑP (v)∥∥Lt• (Q) ≤ C ′′‖v‖Lt◦ (U) , (5.14c)
with constants C ′ and C ′′ depending only on n, r, s, t◦, the Lipschitz and W 2s semi-
norms of Ψ and Ψ−1, and on the sets U = supp(I −Ψ) and U = Ψ(U).
Proof. The decomposition follows directly by the definition of the symmetric
gradient and (5.13b). The bounds follow from the bounds in Lemma 5.12.
Theorem 5.14 (space isomorphism). Let s′ ≤ r ≤ s and Ψ be a local W 2s -
diffeormorphism between Q and Q. The linear operator
P : Xr(Q) −→ Xr(Q)
(v, q) 7−→ (v, q) = (P v, q) ◦Ψ−1 (5.15)
is an isomorphism.
Proof. We only show that P is bounded because the same procedure applies to
P−1. Consequently, given (v, q) ∈ Xr(Q), we will show that (v, q) ∈ Xr(Q) and the
norm
‖(v, q)‖Xr(Q) = ‖P(v, q)‖Xr(Q) = ‖v‖Vr(Q) + ‖q‖Lr(Q)
is bounded. We first observe that v · νx = 0 implies v · νx = 0 because of (5.11).
In view of Lemma 3.2 and (4.5b), Vr(Q) is complete under the semi-norm |·|W 1r (Q).
Owing to (5.13c), for r = t•, we obtain
|v|W 1r (Q) . |v|W 1r (Q) +‖v‖Lt◦ (U) ,
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and see that the first term is bounded because v ∈ Vr(Q). To bound the second term,
we use the Sobolev embedding theorem W 1r (U) ⊂ Lt
◦
(U) with 1/t◦ = 1/r − 1/s to
arrive at ‖v‖Lt◦ (U) .‖v‖W 1r (U).
If Q is bounded then Lemma 3.2 implies ‖v‖W 1r (U) . ‖v‖W 1r (Q) . |v|W 1r (Q) . If
Q = Rn, then P = I and there is nothing to prove. If Q = Rn− then by Remark 3.3
we obtain ‖v‖W 1r (U) ≤|v|W 1r (U) . Altogether, we conclude that v ∈ Vr(Q).
It remains to estimate ‖q‖Lr(Q). Due to the change of variables and the fact that
Ψ is W 2s with s > n, we arrive at ‖q‖Lr(Q) .‖Jx‖L∞(Q)‖q‖Lr(Q). This concludes the
proof.
Remark 5.15 (W 2s –regularity). The proof of Theorem 5.14 reveals that it is ab-
solutely necessary for Ψ to have two derivatives, i.e. Ψ ∈W 2s , for the Piola transform
to make sense as an isomorphism between Xr(Q) and Xr(Q). This differs from the
canonical use of the Piola transform for H(div) spaces which hinges on (5.11).
6. The Sobolev Space Case. We start with a brief summary of index theory
and related results following [34]. Let X, Y and Z be arbitrary Banach spaces with
X∗, Y ∗ and Z∗ being their duals.
A (bounded) linear operator A : X → Y is said to have finite index if it has the
following properties:
(i) The nullspace NA of A is a finite dimensional subspace of X.
(ii) The quotient space Y/RA is finite dimensional, with RA the range of A.
For such an operator we define the index as
indA := dimNA − dimY/RA.
Two bounded linear operators A : X → Y and A† : Y → X are called pseudoinverses
of each other if
AA† = IY +K, A†A = IX + C,
where K : Y → Y and C : X → X are compact operators. Every bounded linear
operator A : X → Y has a dual (operator) A∗ : Y ∗ → X∗ given by the relation,
〈A∗y∗, x〉X∗,X := 〈y∗,Ax〉Y ∗,Y , x ∈ X, y∗ ∈ Y ∗.
Lemma 6.1 (index vs pseudoinverse [34, Chapter 27: Theorems 1,2]). A bounded
linear operator A : X → Y has finite index if and only if A has a pseudoinverse.
Moreover,
indA = − indA†.
Lemma 6.2 (compact perturbation [34, Chapter 21: Theorem 3]). Suppose that
A : X → Y has finite index, and K : X → Y is a compact linear map. Then A + K
has finite index and
ind(A+K) = indA.
Lemma 6.3 (index of dual [34, Chapter 27: Theorem 4]). Let A : X → Y be a
bounded linear operator. If A has finite index, then so does its dual A∗. Moreover,
indA∗ = − indA.
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Corollary 6.4 (invertibility). Let A : X → Y be a bounded operator with a
pseudoinverse. If A and A∗ are injective then they are bijective.
Proof. From Lemma 6.1 we have that A has finite index. Since A and A∗ are in-
jective, dimNA = dimNA∗ = 0. According to Lemma 6.3 we have, −dimX∗/RA∗ =
dimY/RA. Since the dimension of a space is not negative, we obtain
dimX∗/RA∗ = dimY/RA = 0,
i.e. A and A∗ are surjective which concludes our proof.
Our strategy is to use Corollary 6.4 to infer the invertibility of the Stokes operator
SΩ : Xr(Ω)→ Xr′(Ω)∗.
• First, we will decompose SΩ into its interior and boundary parts (see §6.1).
• Second, we will use the boundedness of Ω to construct a pseudoinverse of SΩ,
hence showing that it has a finite index (see §6.2).
• Third, and last, we will show that SΩ and S∗Ω are injective (see §6.3).
6.1. Localized Equations. The goal of this section is to localize the Stokes
equations. The technique’s essence is to test the Stokes variational system with a
cutoff version of a velocity-pressure pair (v, q) defined over an unbounded domain.
This exhibits the local behavior, in operator terms, of the Stokes linear map which
splits (locally) into bounded operators including invertible SRn or SRn− plus a compact
part.
Definition 6.5 (localization operator). Let Ω be a W
2−1/s
s -domain. Let x ∈ Ω
and ζ ∈ C∞c (B(x, δ)). Then for every s′ ≤ r ≤ s,
Rζ : Xr(Q) −→ Xr(Ω)
(v, q) 7−→ ζP(v, q)
Eζ : Xr(Ω) −→ Xr(Q)
(v, q) 7−→ P−1(ζv, ζq)
are localization operators if and only if
• when x ∈ Ω, then δ = dist(x, ∂Ω), and Ψ = I, P = I and Q = Q = Rn;
• when x ∈ ∂Ω, then δ > 0 is sufficiently small so that Corollary 5.8 holds,
U(x, δ) = supp (I −Ψ) ⊂ B−(x, δ), U(x, δ) = Ψ(U) (see Figure 2.1), and
Q = Rn−, Q = Ψ(Q).
Lemma 6.6 (continuity). The operators Rζ and Eζ are continuous.
Proof. Since ζ is smooth, this follows from P and P−1 being continuous. This is
due to Theorem 5.14 if x ∈ ∂Ω and to P = I if x ∈ Ω.
Next we state the equations satisfied by the localized Stokes operator using Rζ
and Eζ . This process is applied both to the interior of Ω in Proposition 6.7 and to its
boundary in Proposition 6.8.
Proposition 6.7 (interior localization). Let x ∈ Ω. The Stokes (interior)
operators Rζ∗SΩ : Xr(Ω) → Xr′(Rn)∗ and SΩRζ : Xr(Rn) → Xr′(Ω)∗ are linear
continuous and can be written as
Rζ∗SΩ = S˜Eζ + P∗Kζ , SΩRζ = E∗ζ S˜ +KζP, (6.1a)
where S˜ = SRn , P : Xr(Rn) → Xr(Rn) is the identity, Kζ : Xr(Rn) → Xr′(Rn)∗ is
given by
Kζ(u, p)(v, q) := −〈p,∇xζ · v〉U(x,δ) − 〈∇xζ · u, q〉U(x,δ)
− η 〈eζ(u), ε(v)〉U(x,δ) + η 〈ε(u), eζ(v)〉U(x,δ) , (6.1b)
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and
eζ(w) :=
1
2
(∇xζ ⊗w +w ⊗∇xζ),∥∥eζ(w)∥∥Lt(U(x,δ)) .‖w‖Lt(U(x,δ)) , (6.1c)
where 1 ≤ t ≤ ∞.
Proof. Let (u, p) ∈ Xr(Ω), (v, q) ∈ Xr(Rn) be fixed. To localize SΩ, we employ
a test pair of the form ζ(v, q) and switch the cut-off function ζ as a multiplier of the
solution pair (u, p). To do so, we first realize that since R∗ζSΩ and SΩRζ are compo-
sitions of linear and continuous operators, they are themselves linear and continuous.
To prove (6.1a) we recall Definition 6.5
Rζ(v, q) = ζP(v, q) = ζ(v, q),
because P = I. We multiply by SΩ(u, p) and rearrange terms to deduce〈Rζ∗SΩ(u, p), (v, q)〉Xr′ (Rn)∗,Xr′ (Rn) = SΩ(u, p)(ζv, ζq).
We now move the cutoff function ζ from (v, q) to (u, p) to obtain
SΩ(u, p)(ζv, ζq) = SΩ(ζu, ζp)(v, q) +Kζ(u, p)P(v, q).
Since P is the identity, we further have (ζu, ζp) = Eζ(u, p) thereby getting the first
expression of (6.1a). The proof of the second expression is similar and thus omitted
for brevity. Using Ho¨lder’s inequality, and smoothness of ζ, we get the estimate (6.1c).
This concludes the proof.
For simplicity for the rest of this section we let η = 1.
Proposition 6.8 (boundary localization). Let x ∈ ∂Ω, Q = Ψ(Rn−), U(x, δ) =
supp(I − Ψ) ⊂ B−(x, δ), and U(x, δ) = Ψ(U). The Stokes (boundary) operators
Rζ∗SΩ : Xr(Ω)→ Xr′(Rn−)∗ and SΩRζ : Xr(Rn−)→ Xr′(Ω)∗ are continuous and can
be written as
Rζ∗SΩ = (S˜ + C)Eζ + P∗Kζ , SΩRζ = E∗ζ (S˜ + C) +KζP, (6.2a)
where S˜ := SQ + B with
B(w, pi)(v, q) := 〈εP (w), J−1x εP (v)〉Rn− −
〈
ε(w), ε(v)
〉
Rn−
, (6.2b)
and
C(w, pi)(v, q) := 〈ϑP (w), J−1x ϑP (v)〉U(x,δ)
− 〈ϑP (w), J−1x εP (v)〉U(x,δ) − 〈εP (w), J−1x ϑP (v)〉U(x,δ).
(6.2c)
The operators εP and ϑP are defined in (5.14b) and Kζ is defined in (6.1b).
Proof. Let (u, p) ∈ Xr(Ω) and (v, q) ∈ Xr′(Rn−) be fixed. As in Proposition 6.7,
we again take ζ(v, q) as a test function and switch the cut-off function ζ as a mutiplier
for the solution (u, p). We obtain
SΩ(u, p)Rζ(v, q) = SU(x,δ)(ζu, ζp)P(v, q) +Kζ(u, p)P(v, q).
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except that now P is no longer the identity. Let (v, q) = P(v, q) and (ζu, ζp) =
P−1(ζu, ζp). The divergence term in SU(x,δ) can be simplified after using the Piola
identity (5.10b)
ˆ
U(x,δ)
ζpdivx v dx =
ˆ
U(x,δ)
ζpdivx v dx.
Moreover for the symmetric gradient we resort to Proposition 5.13 to write
ˆ
U(x,δ)
ε(ζu) : ε(v) dx =
ˆ
U(x,δ)
(
εP (ζu)− ϑP (ζu)
)
:
(
εP (v)− ϑP (v)
)
J−1x dx.
We add
〈
ε(ζu), ε(v)
〉
Rn−
to create the term SRn−(ζu, p)(v, q) and subtract it to com-
pensate. The latter, together with the preceding terms give rise to B in (6.2b) and C
in (6.2c). The expression for Rζ∗SΩ follows analogously.
Lemma 6.9 (Kζ is compact). Let s′ ≤ r ≤ s, x ∈ Ω and Q = Ψ(Q), where
Q = Rn (if x ∈ Ω), Q = Rn−, (if x ∈ ∂Ω). The operator Kζ : Xr(Q) → Xr′(Q)∗ is
compact.
Proof. Let {(u`, p`)}`∈N ⊂ Xr(Q) be a bounded sequence. Since Xr(Q) is reflex-
ive, there exists a subsequence {(u`, p`)}`∈N (not relabeled) such that
(u`, p`) ⇀ (u, p) in Xr(Ω),
and due to Rellich-Kondrachov theorem (cf. [1, Theorem 6.2])
∇u` → ∇u in W 1r′(Ω)∗, p` → p in W 1r′(Ω)∗.
For simplicity we denote U = U(x, δ). We need to prove
Kζ(u`, p`)→ Kζ(u, p) in Xr′(Q)∗. (6.3)
We will proceed in several steps. We write (6.1b) as follows
Kζ(u`, p`)(v, q) = I + II + III + IV.
In view of Lemma 3.2 we estimate I as
|I| .‖p`‖W 1
r′ (U)
∗‖∇xζ · v‖W 1
r′ (U)
.‖p`‖W 1
r′ (Ω)
∗‖v‖W 1
r′ (Ω)
.‖p`‖W 1
r′ (Ω)
∗ |v|W 1
r′ (Ω)
.‖p`‖W 1
r′ (Ω)
∗ |v|W 1
r′ (Q)
.
For II and III we use the definition (6.1c) of eζ to obtain
|II|, |III| .‖u`‖Lr(Ω)
(
‖q‖Lr′ (Ω) +‖v‖W 1
r′ (Ω)
)
.‖u`‖Lr(Ω)
(
‖q‖Lr′ (Q) +|v|W 1
r′ (Q)
)
.
Lemma 3.2 again implies
|IV| .∥∥ε(u`)∥∥W 1
r′ (U)
∗‖v‖W 1
r′ (U)
.
∥∥ε(u`)∥∥W 1
r′ (Ω)
∗‖v‖W 1
r′ (Ω)
.
∥∥ε(u`)∥∥W 1
r′ (Ω)
∗ |v|W 1
r′ (Q)
.
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Collecting estimates, we obtain for all (v, q) ∈ Xr′(Q)
sup
(v,q)∈Xr′ (Q)
∣∣Kζ(u`, p`)(v, q)−Kζ(u, p)(v, q)∣∣∥∥(v, q)∥∥
Xr′ (Q)
.‖p` − p‖W 1
r′ (Ω)
∗ +‖u` − u‖Lr(Ω) +
∥∥ε(u`)− ε(u)∥∥W 1
r′ (Ω)
∗
which tends to 0 as `→∞ and implies (6.3). This concludes the proof.
Lemma 6.10 (C is compact). Let s′ ≤ r ≤ s and x ∈ ∂Ω. The operator
C : Xr(Rn−)→ Xr′(Rn−)∗ defined in (6.2c) is compact.
Proof. The starting point of the proof is the same as in Lemma 6.9. For simplicity
we set U = U(x, δ) and U = U(x, δ). Let {(u`, p`)}`∈N ⊂ Xr(Rn−) be a bounded se-
quence. Since Xr is reflexive, there exists a subsequence {(u`, p`)}`∈N (not relabeled),
such that
u` ⇀ u in Vr(Rn−), p` ⇀ p in Lr(Rn−).
Setting
1
r
=
1
s
+
1
r◦
,
1
r′
=
1
s
+
1
(r′)◦
,
the following embeddings are compact
W 1r (U) ⊂ Lr
◦
(U), W 1r′(U) ⊂ L(r
′)◦(U).
We rewrite C(u`, p`)(v, q) = I + II + III with
I = 〈ϑP (u`), J−1x ϑP (v)〉U, II = −〈ϑP (u`), J−1x εP (v)〉U,
III = −〈εP (u`), J−1x ϑP (v)〉U,
and estimate each term separately. The estimate for I reads
|I| .∥∥ϑP (u`)∥∥Lr(U)∥∥ϑP (v)∥∥Lr′ (U) .‖u`‖Lr◦ (U)‖v‖L(r′)◦ (U) .‖u`‖Lr◦ (U)|v|W 1r (Rn−) ,
in view of (5.14c) as well as ‖v‖L(r′)◦ (U) ≤ ‖v‖W 1r (U) . |v|W 1r (U), the latter being a
consequence of Remark 3.3.
Applying Ho¨lder’s inequality and using Ψ ∈W 2s (Rn) in conjunction with (5.14c),
we obtain
|II| .∥∥ϑP (u`)∥∥Lr(U)∥∥εP (v)∥∥Lr′ (U) .‖u`‖Lr◦ (U)|v|W 1r′ (Rn−) .
Instead of directly estimating III, for every (v, q) ∈ Xr(Rn−), we consider∣∣∣〈εP (u` − u), J−1x ϑP (v)〉U∣∣∣ ,
where we have used the linearity of εP (·). As εP (·) : W 1r (U) → Lr(U) is continuous
and J−1x ϑP (v) ∈ Lr
′
(U), we deduce that
lim
`→∞
∣∣∣〈εP (u` − u), J−1x ϑP (v)〉U∣∣∣ = 0.
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Combining the estimates for I, II, III, we obtain
lim
`→∞
∣∣C(u`, p`)(v, q)− C(u, p)(v, q)∣∣ = 0,
for every (v, q) ∈ Xr(Rn−). This completes the proof.
Now that we have obtained a local decomposition of SΩ it is important to show
that the perturbed Stokes operator S˜ in Propositions 6.7 and 6.8 is invertible and
enjoys the same smoothing property as SRn and SRn− . The strategy is to use Neumann
perturbation theorem [32, Chapter 4: Theorem 1.16], [24, Lemma 3.1] which we
restate in a form that suits our needs.
Lemma 6.11 (perturbation of identity). Consider two Banach spaces X and Y ,
and two bounded linear operators A and B from X to Y . Suppose A has a bounded
inverse from Y to X and that
‖Bx‖Y ≤ C‖Ax‖Y ∀x ∈ X,
with a constant 0 < C < 1. Then A+B : X → Y is bijective with a bounded inverse.
Theorem 6.12 (well-posedness of S˜). Let s′ ≤ r ≤ s and x ∈ Ω. There exists a
constant C = C(n, r, s, ∂Ω) such that if δ ≤ C, then the (perturbed) Stokes problem
S˜(w, pi) = F
is well-posed from Xr(Q) to Xr′(Q)
∗
, where Q = Rn if x ∈ Ω or Q = Rn− if x ∈ ∂Ω.
Additionally, if r < t ≤ s and F ∈ Xt′(Q)∗, then (w, pi) ∈ Xt(Q).
Proof. For simplicity we set U = U(x, δ) and U = U(x, δ).We first note that if x ∈
Ω, then S˜ = SRn from Proposition 6.7 and SRn is invertible thanks to Theorem 4.3.
On the other hand, if x ∈ ∂Ω, then S˜ = SRn− + B from Proposition 6.8 and SRn−
is invertible owing to Theorem 4.4. To prove the invertibility of S˜ using Lemma 6.11,
we will show that for δ sufficiently small
‖B‖ ≤ C(δ)‖SRn−‖, C(δ) < 1.
We start by splitting B(w, pi)(v, q) in (6.2b) into three parts
I =
〈
εP (w), (Jx
−1 − 1)εP (v)
〉
Rn−
, II =
〈
εP (w), εP (v)− ε(v)
〉
Rn−
,
III =
〈
εP (w)− ε(w), ε(v)
〉
Rn−
.
We recall that εP (w) is defined in (5.14b) and assume for the remainder of this proof
that |v|W 1
r′ (R
n
−)
= 1. We can readily estimate I using (5.14c) and (5.8)
|I| ≤ C‖1− det∇xΨ‖L∞(U)|w|W 1r (U) ≤ Cδ
1−n/s|w|W 1r (U) .
The constant C depends on n, r, s, U, ‖Ψ‖W 2s (Rn−) but is independent of δ. Next note
that PP (M) = PMP
−1 for any matrix M , according to (2.2), whence
PP (M)−M = ∇xΨM (∇xΨ)−1 −M
= (∇xΨ− I)M (∇xΨ)−1 +M (∇xΨ)−1 (I −∇xΨ) .
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We recall that (5.1) reads E˜ω = Ψ − I, whence ‖I −∇xΨ‖L∞(U) = |E˜ω|W∞(U), and
apply the preceding expression in conjunction with (5.7a) to bound the remaining
terms II and III as follows:
|II| , |III| ≤ Cδ1−n/s|w|W 1r (U) .
Collecting the estimates for I, II and III, and using the invertibility of SRn− , we obtain∥∥B(w, pi)∥∥
Xr′ (Rn−)∗
≤ Cδ1−n/s∥∥(w, pi)∥∥
Xr(Rn−)
= Cδ1−n/s
∥∥∥S−1Rn−SRn−(w, pi)∥∥∥Xr(Rn−)
≤ Cδ1−n/s
∥∥∥S−1Rn−∥∥∥L(Xr′ (Rn−)∗,Xr(Rn−))
∥∥∥SRn−(w, pi)∥∥∥Xr′ (Rn−)∗ ,
where C depends on n, r, s, U and‖Ψ‖W 2s (Rn−). By choosing δ small enough we satisfy
the assumption of Lemma 6.11 and conclude the first part of our theorem.
To prove the second part involving further regularity in Xt(Q) for t > r we simply
follow Galdi-Simader-Sohr [24, p. 159]. This concludes the proof.
6.2. SΩ has finite index. In this section we prove that SΩ has finite index or
equivalently, according to Lemma 6.1, that SΩ has a pseudo-inverse.
Lemma 6.13 (domain decomposition). Let Ω ⊂ Rn be a bounded domain of class
W
2−1/s
s . There exists a finite open covering of Ω ⊆ ⋃ki=1B(xi, δi/2), such that
(i) if xi ∈ Ω then B(xi, δi/2) ∩ ∂Ω = ∅.
(ii) if xi ∈ ∂Ω then the associated local W 2s -diffeomorphism Ψi is a bijection between
U(xi, δ) = supp(I − Ψi) ⊂ B−(xi, δ) and U(xi, δ) = Ψi(U(xi, δ)) with the disc
D(x′i, δi/2) being mapped to ∂Ω∩B(xi, δi/2) (see Figure 2.1), i.e. it flattens the
boundary of Ω near xi.
(iii) the (perturbed) Stokes operator S˜i is invertible.
Proof. Since Ω is compact, the trivial covering generated by the
{
B(xi, δi/2)
}
,
with xi ∈ Ω and δi computed in Theorem 6.12, has a finite sub-covering. Results
(i)-(iii) follow immediately.
We subordinate to the finite covering of Lemma 6.13 the following set of functions:
(a) a smooth partition of unity {ϕi}ki=1 of Ω, i.e. ϕi in C∞c (B(xi, δi/2)) with 0 ≤
ϕi ≤ 1,
∑k
i=1 ϕi(x) = 1 for every x ∈ Ω.
(b) smooth characteristic functions {%i}ki=1 of B(xi, δi/2) with support on B(xi, δi),
i.e. %i ∈ C∞c (B(xi, δi)) with %i = 1 on B(xi, δi/2).
Lemma 6.14 (space decomposition of Xr(Ω)). Let s
′ ≤ r ≤ s. The following
identities hold
IXr(Ω) =
k∑
i=1
RϕiE%i , IXr(Ω)∗ =
k∑
i=1
E∗%iR∗ϕi .
As a result we may decompose Xr(Ω) and Xr(Ω)
∗
as follows:
Xr(Ω) =
k∑
i=1
RϕiXr(Qi), Xr(Ω)∗ =
k∑
i=1
E∗ϕiXr(Qi)∗,
where Qi = Rn or Rn−.
Proof. We begin by proving the relation for IXr(Ω) and simultaneously show
the decomposition of Xr(Ω). Let (u, p) in Xr(Ω) be fixed but arbitrary. Using that
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ϕi%i = ϕi and
∑k
i=1 ϕi = 1, Definition 6.5 implies
(u, p) =
k∑
i=1
ϕi%i(u, p) =
k∑
i=1
ϕiPiP−1i (%iu, %ip) =
k∑
i=1
RϕiE%i(u, p).
This proves the identity relation for IXr(Ω).
Since the operators E%i : Xr(Ω) → Xr(Qi) are continuous, due to Lemma 6.6, it
follows that the “vector” (E%i(u, p))ki=1 ∈ Πki=1Xr(Qi). Conversely, if {(ui, pi)}ki=1 ∈
Πki=1Xr(Qi), then the continuity of Rϕi : Xr(Qi) → Xr(Ω), implies Rϕi(ui, pi) ∈
Xr(Ω) and
∑k
i=1Rϕi(ui, pi) ∈ Xr(Ω) because k is finite. This implies the decompo-
sition of Xr(Ω).
The remaining decompositions of IXr(Ω)∗ and Xr(Ω)∗ can be proven similarly.
Theorem 6.15 (pseudoinverse of SΩ). Let s′ ≤ r ≤ s, SΩ : Xr(Ω)→ Xr′(Ω)∗ be
Stokes operator defined in (1.11), and S˜i : Xr(Qi)→ Xr′(Qi)∗ be the perturbed Stokes
operator defined in Propositions 6.7 and 6.8. The operator S†Ω : Xr′(Ω)∗ → Xr(Ω)
S†Ω :=
k∑
i=1
R%i S˜−1i R∗ϕi
is a pseudoinverse of SΩ.
Proof. To simplify the notation take Ci = 0 whenever xi ∈ Ω. In view of
Propositions 6.7 and 6.8, we can write
S†ΩSΩ =
k∑
i=1
R%i S˜−1i (S˜iEϕi + CiEϕi + P∗i Kϕi)
=
k∑
i=1
R%iEϕi +
k∑
i=1
R%i S˜−1i (CiEϕi + P∗i Kϕi)
= IXr(Ω) +
k∑
i=1
R%i S˜−1i (CiEϕi + P∗i Kϕi).
Since Ci and Kϕi are compact, according to Lemmas 6.9 and 6.10, and so is S†ΩSΩ −
IXr(Ω) [34, Chapter 21: Theorem 1]. The proof that SΩS†Ω − IXr(Ω)∗ is compact
follows along the same lines.
6.3. SΩ and S∗Ω are injective. In view of our strategy to use Corollary 6.4 to
infer the invertibility of the Stokes operator SΩ, it is essential to prove the injectivity
of SΩ and S∗Ω. This is precisely the aim of this section. We proceed by making an
immediate observation.
Proposition 6.16. Let 2 ≤ r ≤ s. The Stokes operator SΩ : Xr(Ω) → Xr′(Ω)∗
is injective.
Proof. Owing to Theorem 3.5, if (u, p) ∈ X2(Ω) solves SΩ(u, p) = 0, then (u, p) =
(0, 0). To prove the assertion for r > 2 we use that Ω is bounded so that Xr(Ω) ↪→
X2(Ω), and as a consequence any solution (u, p) ∈ Xr(Ω) of SΩ(u, p) = 0 necessarily
belongs to X2(Ω). We conclude that SΩ is injective for 2 ≤ r ≤ s.
To prove that SΩ is injective for s′ ≤ r < 2 we will develop an induction argument;
for a somewhat related result see [24, pg. 159]. It seems that the induction argument
is rooted in the work introduced by Moser in the context of elliptic PDE [38][25,
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Section 8.5]. Leveraging the boundedness of Ω it is sufficient to prove this argument
for r = s′. We will show in a finite number of steps that a homogeneous solution in
Xs′(Ω) is in fact in Xt(Ω) for some t ≥ 2.
Definition 6.17 (smoothing sequence). Let s > n and t−1 = r = s′. We
introduce a smoothing sequence
1
t0
:= 1− 2
s+ n
1
tm
:=
1
tm−1
+
1
s
− 1
n
for m = 1, . . . ,M
where M =
⌈(
1
n − 1s
)−1 ( 1
2 − 2s+n
)⌉
guarantees that tM ≥ 2.
Remark 6.18 (properties of tm). We observe that tm is monotone increasing
because s > n. Moreover, tm−1 < 2 ≤ n implies t′m < n for m ≥ 1. In fact, the final
conclusion is due to the definitions of tm and t
′
m, namely
1
t′m
= 1− 1
tm
=
1
s′
− 1
tm−1
+
1
n
,
and that tm−1 is monotone increasing with tm−1 > s′ = t−1.
Lemma 6.19 (Sobolev embedding). Let D ⊂ Rn be a bounded Lipschitz domain.
The following holds for m ≥ 0 and tm−1 < 2 ≤ n
W 1tm−1(D) ↪→ Ltm(D), W 1t′m(D) ↪→ Lt
′
m−1(D).
Equivalently, for every u in W 1tm−1(D) and v in W 1t′m(D),
‖u‖Ltm (D) ≤ Cm,n,s,D‖u‖W 1tm−1 (D)
‖v‖
L
t′
m−1 (D) ≤ Cm,n,s,D‖v‖W 1t′m (D) .
(6.4)
Proof. We split the proof into two cases. We recall the Sobolev number t∗
associated with t < n:
1
t∗
=
1
t
− 1
n
.
1 Case m = 0: Since t−1 = s′ < 2 ≤ n, W 1t−1(D) ↪→ Lt0(D) if t0 ≤ t∗−1. This is true
because
1
t0
− 1
t∗−1
= 1− 2
s+ n
−
(
1
t−1
− 1
n
)
=
1
s
+
1
n
− 2
s+ n
=
n2 + s2
sn(s+ n)
> 0.
For the second embedding we note t′−1 = s, and t
′
0 = (s + n)/2 > n, thus we have
W 1t′0
(D) ↪→ Lt′−1(D).
2 Case m ≥ 1: Since tm−1 < 2 ≤ n and W 1tm−1(D) ↪→ Lt
∗
m−1(D), to get the first
embedding, it suffices to verify tm ≤ t∗m−1:
1
tm
− 1
t∗m−1
=
1
tm−1
+
1
s
− 1
n
−
(
1
tm−1
− 1
n
)
=
1
s
≥ 0.
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Using Definition 6.17, we deduce t′m−1 ≤ (t′m)∗ whence W 1t′m(D) ↪→ Lt
′
m−1(D). This
completes the proof.
Lemma 6.20 (interior regularity of homogeneous solution). Let x ∈ Ω. If (u, p) ∈
Xtm−1(Ω) satisfies SΩ(u, p) = 0, then Eζ(u, p) ∈ Xtm(Rn).
Proof. Since SΩ(u, p) = 0 we have from (6.1a) that
S˜Eζ(u, p) = −P∗Kζ(u, p).
As P is an isomorphism (cf. Theorem 5.14) the strategy is show that Kζ(u, p) ∈
Xt′m(R
n)∗ provided (u, p) ∈ Xtm−1(Rn) and use Theorem 6.12 to conclude that
Eζ(u, p) ∈ Xtm(Rn). For simplicity we use the notation U = U(x, δ).
Let (v, q) ∈ Xt′m(Rn). In view of the definition (6.1b), we split Kζ(u, p) into four
terms
I = −〈p,∇xζ · v〉U , II = −〈∇xζ · u, q〉U ,
III = − 〈eζ(u), ε(v)〉U , IV = 〈ε(u), eζ(v)〉U ,
and estimate them separately. Invoking Ho¨lder’s inequality and (6.4), we obtain
|I| .‖p‖Ltm−1 (U)‖v‖Lt′m−1 (U) .‖p‖Ltm−1 (U)‖v‖W 1t′m (U) ,
|II| .‖u‖Ltm (U)‖q‖Lt′m (U) .‖u‖W 1tm−1 (U)‖q‖Lt′m (U) .
Using Ho¨lder’s inequality again, this time in conjunction with (6.1c) and (6.4), we see
that
|III| .‖u‖Ltm (U)
∥∥ε(v)∥∥
Lt
′
m (U)
.‖u‖W 1tm−1 (U)‖v‖W 1t′m (U)
|IV| .∥∥ε(u)∥∥
Ltm−1 (U)‖v‖Lt′m−1 (U) .‖u‖Ltm−1 (U)‖v‖W 1t′m (U) .
Since ‖v‖W 1
t′m
(U) .‖v‖W 1
t′m
(Ω) . |v|W 1
t′m
(Rn) the latter being the norm of Vt′m(R
n)
according to (4.1) and (4.5a), we deduce∣∣Kζ(u, p)(v, p)∣∣ . (‖u‖W 1tm−1 (Ω) +‖p‖Ltm−1 (Ω) )∥∥(v, q)∥∥Xt′m (Rn) .
Finally, using Lemma 3.2 (Korn’s inequality) namely ‖u‖Ltm (U) .
∥∥ε(u)∥∥
Ltm−1 (Ω) .
|u|W 1tm−1 (Ω), we obtain∥∥Kζ (u, p)∥∥Xt′m (Rn)∗ ≤∥∥(u, p)∥∥Xtm−1 (Ω) .
This completes the proof.
Lemma 6.21 (boundary regularity of homogeneous solution). Let x ∈ ∂Ω. If
(u, p) ∈ Xtm−1(Ω) satisfies SΩ(u, p) = 0, then Eζ(u, p) ∈ Xtm(Rn−).
Proof. Since SΩ(u, p) = 0 we have from (6.2a)
S˜Eζ(u, p) = −CEζ(u, p)− P∗Kζ(u, p).
The strategy is the same as in Lemma 6.20: we show that the right-hand-side is
in Xt′m(R
n
−)
∗
provided (u, p) ∈ Xtm−1(Rn−), and use Theorem 6.12 to conclude that
Eζ(u, p) ∈ Xtm(Rn−). In particular, the regularity for Kζ(u, p) follows from the exact
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same argument used in Lemma 6.20. We only need to prove the additional regularity
for CEζ(u, p).
Let (v, q) ∈ Xt′m(Rn−) be fixed but arbitrary and set (u, p) = Eζ(u, p). In view of
definition (6.2c), we split C(u, p)(v, q) into three terms
I =
〈
ϑP (u), J
−1
x ϑP (v)
〉
U
, II = −〈ϑP (u), J−1x εP (v)〉U,
III = −〈εP (u), J−1x ϑP (v)〉U,
where U = U(x, δ) = Ψ(U) is the physical domain and U is the bubble domain (see
Figure 2.1). We also recall the Sobolev number t∗ associated with t < n:
1
t∗
=
1
t
− 1
n
.
We split the proof into two parts depending on whether m ≥ 1 or m = 0.
1 Case m ≥ 1: Since tm−1 < 2 ≤ n we have u ∈ Lt∗m−1(U), and applying (5.14c)
with
1
t•m−1
=
1
s
+
1
t∗m−1
=
1
tm−1
+
1
s
− 1
n
=
1
tm
we deduce ϑP (u) ∈ Ltm(U) with∥∥ϑP (u)∥∥Ltm (U) .‖u‖W 1tm−1 (U) , (6.5)
as a consequence of (6.4). On the other hand, combining Remark 6.18 with (4.4)
yields v ∈ L(t′m)∗(U), whence invoking (5.14c) with
1
(t′m)•
=
1
(t′m)∗
+
1
s
=
1
t′m−1
,
noticing that t′m < t
′
m−1 and using Gagliardo-Nirenberg inequality, we obtain∥∥ϑP (v)∥∥Lt′m (U) .‖v‖L(t′m)∗ (U) . |v|W 1t′m (U) .
This implies
|I| .∥∥ϑP (u)∥∥Ltm (U)∥∥ϑP (v)∥∥Lt′m (U) .‖u‖W 1tm−1 (U)|v|W 1t′m (U) .
Using Lemma 3.2 (Korn’s inequality), namely ‖u‖W 1tm−1 (U) .
∥∥ε(u)∥∥
Ltm−1 (Ω) .
|u|W 1tm−1 (Ω), we arrive at
|I| . |u|W 1tm−1 (Ω)|v|W 1t′m (U) .
To estimate II we resort to (5.14c), (6.5), and Lemma 3.2, to deduce
|II| .∥∥ϑP (u)∥∥Ltm (U)∥∥εP (v)∥∥Lt′m (U) .‖u‖W 1tm−1 (U)|v|W 1t′m (U) . |u|W 1tm−1 (Ω)|v|W 1t′m (U) .
We next deal with III. Since
1
t′m−1
− 1
s
=
1
t′m
− 1
n
=
1
(t′m)∗
> 0,
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applying (5.14c) yields
∥∥ϑP (v)∥∥
L
t′
m−1 (U)
. ‖v‖
L(t
′
m)
∗
(U)
. |v|W 1
t′m
(U), where the last
inequality is due to Gagliardo-Nirenberg inequality. Lemma 3.2 (Korn’s inequality)
further leads to
|III| .∥∥εP (u)∥∥Ltm−1 (U)∥∥ϑP (v)∥∥Lt′m−1 (U) . |u|W 1tm−1 (U)|v|W 1t′m (U)
Combining the estimates for I, II, and III gives∣∣C(u, p)(v, q)∣∣ .∥∥(u, p)∥∥
Xtm−1 (Ω)
∥∥(v, q)∥∥
Xt′m (R
n
−)
,
thereby leading to C(u, p) ∈ Xt′m(Rn−)∗ as desired.
2 Case m = 0: Since t−1 = s′ < n we have u ∈ Lt∗−1(U), whence ϑP (u) ∈ Lt•−1(U)
with
1
t•−1
=
1
s
+
1
t∗−1
=
1
s
+
1
s′
− 1
n
= 1− 1
n
=
1
n′
and ∥∥ϑP (u)∥∥Ln′ (U) .‖u‖W 1t−1 (U) ,
because of (5.14c). On the other hand, the fact that
1
t′0
= 1− 1
t0
=
2
s+ n
<
1
n
implies ∥∥ϑP (v)∥∥Ln(U) .‖v‖L∞(U) .‖v‖W 1t′0 (U) .
Consequently
|I| .∥∥ϑP (u)∥∥Ln′ (U)∥∥ϑP (u)∥∥Ln(U) .‖u‖W 1t−1 (U)‖v‖W 1t′0 (U) .
Since v ∈W 1t′0(U), we see that
|II| .∥∥ϑP (u)∥∥Ln′ (U)∥∥εP (v)∥∥Ln(U) .‖u‖W 1t−1 (U)|v|W 1n(U) .‖u‖W 1t−1 (U)|v|W 1t′0 (U) .
As u ∈W 1t−1(U) and t−1 = s′, with the help of (5.14c) for t◦ =∞ we infer that
|III| .∥∥εP (u)∥∥Ls′ (U)∥∥ϑP (v)∥∥Ls(U) . |u|W 1t−1 (U)‖v‖L∞(U) . |u|W 1t−1 (U)‖v‖W 1t′0 (U) .
Applying Lemma 3.2 (Korn’s inequality), we deduce ‖u‖W 1t−1 (U) . |u|W 1t−1 (U), and
further using Remark 3.3 we obtain ‖v‖W 1
t′0
(U) . |v|W 1
t′0
(U). This implies that∣∣C(u, p)(v, q)∣∣ .∥∥(u, p)∥∥
Xt−1 (U)
∥∥(v, q)∥∥
Xt′0
(Rn−)
,
and as a consequence that C(u, p) ∈ Xt′0(Rn−)∗. This concludes the proof.
Corollary 6.22 (global regularity). If (u, p) in Xtm−1(Ω) satisfies S(u, p) = 0,
then (u, p) ∈ Xtm(Ω).
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Proof. For a given (u, p) ∈ Xtm−1(Ω), Lemma 6.14 (space decomposition of
Xr(Ω)) with r = tm−1 implies
(u, p) =
k∑
i=1
RϕiE%i(u, p).
For i = 1, . . . , k, Lemmas 6.20 and 6.21, yield E%i(u, p) ∈ Xtm(Qi) with Qi = Rn or
Rn−. Finally, using Lemma 6.6 (continuity of Rϕi) leads to the asserted result.
Proposition 6.23 (injectivity of SΩ). Let s′ ≤ r < 2. The Stokes operator
SΩ : Xr(Ω)→ Xr′(Ω)∗ is injective.
Proof. As Ω is bounded, it suffices to prove the assertion for r = s′. Let (u, p) ∈
Xs′(Ω) solve SΩ(u, p) = 0. Applying Corollary 6.22 M times, where M is given in
Definition 6.17, we obtain
(u, p) ∈ Xt−1=s′(Ω) ∩ . . . ∩XtM (Ω),
with tM ≥ 2. Proposition 6.16 further implies (u, p) = (0, 0), which concludes the
proof.
Proposition 6.24 (injectivity of S∗Ω). Let s′ ≤ r ≤ s. The dual Stokes operator
S∗Ω is injective.
Proof. We use the subscript r on the operator SΩ to indicate that SΩ is defined
on Xr(Ω), i.e. SΩ,r : Xr(Ω)→ Xr′(Ω)∗. Since Xr′(Ω) is reflexive, we further deduce
S∗Ω,r : Xr′(Ω)→ Xr(Ω)∗. Let (v, q) ∈ Xr′(Ω) satisfy
S∗Ω,r(v, q)(u, p) = 0, ∀(u, p) ∈ Xr(Ω).
Using the definition of adjoint operator
SΩ,r(u, p)(v, q) = 0, ∀(u, p) ∈ Xr(Ω).
Owing to the definition of SΩ,r we have
SΩ,r′(v,−q)(u,−p) = 0, ∀(u, p) ∈ Xr(Ω).
As SΩ,r′ is injective, thus (v, q) = (0, 0), which completes the proof.
Corollary 6.25 (invertibility of SΩ). The Stokes operator SΩ : Xr(Ω) →
Xr′(Ω)
∗ is invertible for s′ ≤ r ≤ s.
Proof. The index of SΩ is finite because SΩ has a pseudoinverse (Lemma 6.1 and
Theorem 6.15). In addition, SΩ is injective (Proposition 6.16 and 6.23) and S∗Ω is also
injective (Proposition 6.24). Apply Corollary 6.4 to conclude the assertion.
7. The non-homogeneous case u · ν 6= 0. We present a framework to treat
the nonhomogeneous essential boundary condition (1.1b). It relies on the standard
practice of lifting the data inside the domain. By the principle of superposition
it suffices to study the case when φ is the only non-trivial data. Note that the
compatibility condition (1.10) becomes
´
∂Ω
φ = 0.
Since the domain is of class W
2−1/s
s , for s > n, the unit normal satisfies ν ∈
W
1−1/s
s (∂Ω). We extend each component of ν and thus ν to a function in W 1s (Ω)
(still denoted ν). Given a scalar function φ ∈W 1−1/rr (∂Ω), we still denote φ ∈W 1r (Ω)
its extension to Ω. These extensions are possible because ∂Ω is Lipschitz. We define
ϕ := νφ and note that, for r ≤ s and s > n, a simple calculation yields
‖ϕ‖W 1r (Ω) ≤ CΩ,n,r,s‖φ‖W 1−1/rr (∂Ω)‖ν‖W 1−1/ss (∂Ω) . (7.1)
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In fact, ν∇φ ∈ Lr(Ω) is obviously valid. Therefore, the only problematic term is
φ∇ν when r ≤ n, for otherwise φ is bounded and φ∇ν ∈ Ls(Ω). In such a case,
φ ∈ Lt(Ω) with 1t > 1r − 1n , whence 1t∗ = 1r − 1t < 1n . Since s > n we can choose t so
that n < t∗ ≤ s and Ho¨lder’s inequality gives φ∇ν ∈ W 1r (Ω). Similar estimates are
reported in [43, Lemma 13.3] and [26, Corollary 1.1][1, Theorem 7.39].
Corollary 7.1. The pair (u, p) ∈ Xr(Ω) is a solution to (1.1) with only φ
non-trivial if and only if (w, p) = (u−ϕ, p) ∈ Xr(Ω) is a weak solution to (1.1) with
f = η div ε(ϕ), g = −divϕ, ψ = −ηT>ε(ϕ)ν, w · ν = 0.
In particular, (w, p) satisfies
SΩ(w, p)(v, q) = η
〈
ε(ϕ), ε(v)
〉
Ω
+ 〈p,div v〉+ 〈ψ, γ0v〉∂Ω − 〈divϕ, q〉Ω
for all (v, q) ∈ Xr′(Ω), and its norm is controlled by the data φ, namely∥∥(w, p)∥∥
Xr(Ω)
≤ CΩ,n,r,η‖φ‖W 1−1/rr (∂Ω) .
Proof. The expressions for f , g, ψ, and w · ν are straightforward to obtain,
so we skip their derivation. The variational form follows after integrating by parts
and recalling that the test functions v are tangential on the boundary. Finally, the
continuity estimate is a direct application of the results when w · ν = 0 as well as
(7.1).
Remark 7.2 (alternative lift). Given data φ in W
1−1/r
r (∂Ω), consider solving
the Neumann problem
−∆ϕ = 0 in Ω
∂νϕ = φ on ∂Ω
(7.2)
in W 2r (Ω). Then, the pair (u, p) is a solution of (1.1a), (1.1b), with only φ non-trivial,
if and only if (w, p) = (u−∇ϕ, p) is a solution of (1.1a), (1.1b), with
f = η div ε(∇ϕ), g = −div∇ϕ, ψ = −ηT>ε(∇ϕ)ν, w · ν = 0.
We point out that existence of a strong solution to the inhomogeneous Neumann
problem (7.2) for Lipschitz or even C1 domains may fail in general; see [29]. On the
other hand, it is well-known that for C1,1 domains a strong solution always exists
[27]. In this respect, our fractional Sobolev domain regularity appears to be (nearly)
optimal.
8. The Navier boundary condition. The goal of this section is to consider
the Stokes problem (1.1a) with the Navier boundary condition, i.e.
u · ν = 0, βTu+ T>σ (u, p)ν = 0 on ∂Ω. (8.1)
with β > 0. The strategy is to notice that the term Tu is a compact perturbation of
the pure-slip problem, and in view of Lemma 6.2 we have that the index of this new
problem is zero. Therefore, its well-posedness is governed only by its finite dimen-
sional null-space. We structure the rest of this section as follows: first, we state mild
integrability assumptions on the parameter β which still guarantee compactness of the
added term; second, we show that the perturbed problem is injective by constructing
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a smoothing sequence as was done in §6.3; finally, we state the main result as another
consequence of Corollary 6.4.
Lemma 8.1 (TΩ is compact). Let TΩ(u)(v) :=
´
∂Ω
βTu · Tv, s′ ≤ r ≤ s, and
β ∈ Lq(∂Ω) with
q ≥ r
n′
if r > n, q > n− 1 if n′ ≤ r ≤ n, q > r
′
n′
if r < n′,
and n′ = n/(n− 1). Then the operator TΩ : W 1r (Ω)→W 1r′(Ω)∗ is compact.
Proof. We first observe that the projection operator T = I−ν⊗ν is in L∞(∂Ω).
We employ Sobolev embeddings and the trace theorems. We only consider the case
n′ ≤ r ≤ n because the other two are similar. We have the following embeddings
W 1r (Ω) ↪→ Lp(∂Ω)
1
p
>
n′
r
− 1
n− 1 ,
W 1r′(Ω) ↪→ Lt(∂Ω)
1
t
=
n′
r′
− 1
n− 1 ,
the former being compact. Since(n′
r
− 1
n− 1
)
+
(n′
r′
− 1
n− 1
)
= 1− 1
n− 1 ,
for any q > n−1 there exists a p satisfying the above inequality as well as 1q+ 1p+ 1t = 1.
Therefore ∣∣TΩ(u)(v)∣∣ ≤ C‖β‖Lq(∂Ω)|u|W 1r (Ω)|v|W 1r′ (Ω)
and TΩ is compact.
We remark that a sufficient condition on q to ensure the conclusion of Lemma 8.1
is q > n− 1. For simplicity from hereon we will work under this assumption on q.
Definition 8.2 (smoothing sequence). Let s > n, q > n − 1 and t0 = r = s′.
The smoothing sequence conformal to SΩ + TΩ is given by
1
tm
:=
1
tm−1
− 1
n
(
1− (n− 1) 1
q
)
for m = 1, . . . ,M
where M ≥ n
(
1− n−1q
)−1 ⌈
1
t0
− 12
⌉
guarantees that tM ≥ 2.
Lemma 8.3 (SΩ+TΩ is injective). Let s′ ≤ r ≤ s and suppose β is strictly positive
in a set Γ ⊂ ∂Ω of positive measure. If (u, p) ∈ Xr(Ω) is a homogeneous solution to
the Stokes problem with Navier slip boundary conditions (8.1), then (u, p) = (0, 0).
Proof. Since Ω is bounded, the case 2 < r ≤ s follows from the embedding
Xr(Ω) ↪→ X2(Ω). The Hilbert space case r = 2 follows from the coercivity estimate
0 = S(u, p)(u, p) + T∂Ω(u)(u)
= η
∥∥ε(u)∥∥2
L2(Ω)
+
ˆ
∂Ω
β|Tu|2 ≥ η∥∥ε(u)∥∥2
L2(Ω)
+ β0‖Tu‖2L2(Γ)
where β0 > 0. Since
∥∥ε(u)∥∥
L2(Ω)
= 0 we recall Proposition 3.1 to conclude that u is
an element of Z(Ω), i.e. it is an affine vector field of the form u(x) = Ax + b with
u · ν = 0 on ∂Ω. By using that Tu = 0 a.e. on Γ, we conclude that u = 0. The
uniqueness of p, up to a constant, follows as in §3.
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To obtain injectivity for s′ ≤ r < 2 we suppose that (u, p) ∈ Xt0(Ω) is a homo-
geneous solution to SΩ + TΩ with t0 = r = s′. We then use the smoothing property
of the Stokes operator, and the same induction argument as in Proposition 6.23, to
obtain in M steps that
(u, p) ∈ Xt0(Ω) ∩ . . . ∩XtM (Ω) ⊂ X2(Ω).
where tm is the sequence from Definition 8.2. This implies (u, p) = (0, 0) as desired.
Remark 8.4 (uniqueness). If the set Γ = ∂Ω in Lemma 8.3, then we may take
the set Z = ∅, i.e. the velocity field u is unique and the pressure is unique up to a
constant, [7].
Theorem 8.5 (slip with friction). Let Ω be a bounded domain of class W
2−1/s
s
and β satisfy the assumptions of Lemmas 8.1 and 8.3. For every F ∈ Xr′(Ω)∗ there
exists a unique (u, p) ∈ Xr(Ω) such that
SΩ(u, p)(v, q) + TΩ(u)(v) = F(v, q) ∀(v, q) ∈ Xr′(Ω),
and ∥∥(u, p)∥∥
Xr(Ω)
≤ CΩ,η,n,r‖F‖Xr′ (Ω)∗ ,
where s′ ≤ r ≤ s.
Proof. The proof relies on the boundedness of Ω and the compactness of TΩ. We
start by noting that S−1Ω is a pseudo-inverse of SΩ + TΩ, i.e.
S−1Ω (SΩ + TΩ) = IXr + S−1Ω TΩ, (SΩ + TΩ)S−1Ω = IX∗r′ + TΩS
−1
Ω ,
because S−1Ω TΩ and TΩS−1Ω being the product of a bounded operator and a compact
one are compact. Moreover, in view of Lemma 6.1 we have that
ind(SΩ + TΩ) = − indS−1Ω = 0.
Using Lemma 8.3 and the definition of the index we have that codimRSΩ+TΩ =
dimNSΩ+TΩ = 0, i.e. SΩ + TΩ is bijective. The Open Mapping Theorem guarantees
the asserted estimate.
REFERENCES
[1] R. A. Adams and J. J. F. Fournier. Sobolev spaces, volume 140 of Pure and Applied Mathematics
(Amsterdam). Elsevier/Academic Press, Amsterdam, second edition, 2003.
[2] F. Alliot and C. Amrouche. The Stokes problem in Rn: an approach in weighted Sobolev
spaces. Math. Models Methods Appl. Sci., 9(5):723–754, 1999.
[3] C. Amrouche and N. E. H. Seloula. On the Stokes equations with the Navier-type boundary
conditions. Differ. Equ. Appl., 3(4):581–607, 2011.
[4] H. Antil, R. H. Nochetto, and P. Sodre´. A Stokes free boundary problem with surface tension
effects. in preparation, 2015.
[5] P. F. Antonietti, N. A. Fadel, and M. Verani. Modelling and numerical simulation of the
polymeric extrusion process in textile products. Communications in Applied and Industrial
Mathematics, 1(2):1–13, 2011.
[6] H. Bae. Solvability of the free boundary value problem of the Navier-Stokes equations. Discrete
Contin. Dyn. Syst., 29(3):769–801, 2011.
[7] H. Beira˜o da Veiga. Regularity for Stokes and generalized Stokes systems under nonhomo-
geneous slip-type boundary conditions. Adv. Differential Equations, 9(9-10):1079–1114,
2004.
Stokes with Navier slip conditions: W
2−1/s
s Domains 35
[8] H. Beira˜o da Veiga. Regularity of solutions to a non-homogeneous boundary value problem for
general Stokes systems in Rn+. Math. Ann., 331(1):203–217, 2005.
[9] H. Beira˜o da Veiga, F. Crispo, and C. R. Grisanti. Reducing slip boundary value problems from
the half to the whole space. Applications to inviscid limits and to non-Newtonian fluids.
J. Math. Anal. Appl., 377(1):216–227, 2011.
[10] L. C. Berselli. Some results on the Navier-Stokes equations with Navier boundary conditions.
Riv. Math. Univ. Parma (N.S.), 1(1):1–75, 2010.
[11] F. Brezzi and M. Fortin. Mixed and hybrid finite element methods, volume 15 of Springer
Series in Computational Mathematics. Springer-Verlag, New York, 1991.
[12] M. Bul´ıcˇek, E. Feireisl, and J. Ma´lek. A Navier-Stokes-Fourier system for incompressible fluids
with temperature dependent material coefficients. Nonlinear Anal. Real World Appl.,
10(2):992–1015, 2009.
[13] M. Bul´ıcˇek, P. Gwiazda, J. Ma´lek, and A. S´wierczewska-Gwiazda. On unsteady flows of im-
plicitly constituted incompressible fluids. SIAM J. Math. Anal., 44(4):2756–2801, 2012.
[14] M. Bul´ıcˇek, J. Ma´lek, and K. R. Rajagopal. Navier’s slip and evolutionary Navier-Stokes-
like systems with pressure and shear-rate dependent viscosity. Indiana Univ. Math. J.,
56(1):51–85, 2007.
[15] M. Bul´ıcˇek, J. Ma´lek, and K. R. Rajagopal. Mathematical analysis of unsteady flows of fluids
with pressure, shear-rate, and temperature dependent material moduli that slip at solid
boundaries. SIAM J. Math. Anal., 41(2):665–707, 2009.
[16] B. E. J. Dahlberg, C. E. Kenig, and G. C. Verchota. Boundary value problems for the systems
of elastostatics in Lipschitz domains. Duke Math. J., 57(3):795–818, 1988.
[17] M. C. Delfour and J.-P. Zole´sio. Shape analysis via distance functions: local theory. In Bound-
aries, interfaces, and transitions (Banff, AB, 1995), volume 13 of CRM Proc. Lecture
Notes, pages 91–123. Amer. Math. Soc., Providence, RI, 1998.
[18] M. C. Delfour and J.-P. Zole´sio. Shapes and geometries, volume 22 of Advances in Design
and Control. Society for Industrial and Applied Mathematics (SIAM), Philadelphia, PA,
second edition, 2011. Metrics, analysis, differential calculus, and optimization.
[19] R. G. Dura´n and M. A. Muschietti. The Korn inequality for Jones domains. Electron. J.
Differential Equations, pages No. 127, 10 pp. (electronic), 2004.
[20] E. B. Fabes, C. E. Kenig, and G. C. Verchota. The Dirichlet problem for the Stokes system on
Lipschitz domains. Duke Math. J., 57(3):769–793, 1988.
[21] R. Farwig. A note on the reflection principle for the biharmonic equation and the Stokes
system. Acta Appl. Math., 37(1-2):41–51, 1994. Mathematical problems for Navier-Stokes
equations (Centro, 1993).
[22] G. P. Galdi. An introduction to the mathematical theory of the Navier-Stokes equations.
Springer Monographs in Mathematics. Springer, New York, second edition, 2011. Steady-
state problems.
[23] G. P. Galdi and C. G. Simader. Existence, uniqueness and Lq-estimates for the Stokes problem
in an exterior domain. Arch. Rational Mech. Anal., 112(4):291–318, 1990.
[24] G. P. Galdi, C. G. Simader, and H. Sohr. On the Stokes problem in Lipschitz domains. Ann.
Mat. Pura Appl. (4), 167:147–163, 1994.
[25] D. Gilbarg and N. S. Trudinger. Elliptic Partial Differential Equations of Second Order. Clas-
sics in Mathematics. Springer-Verlag, Berlin, 2001. Reprint of the 1998 edition.
[26] V. Girault and P.-A. Raviart. Finite element methods for Navier-Stokes equations, volume 5
of Springer Series in Computational Mathematics. Springer-Verlag, Berlin, 1986. Theory
and algorithms.
[27] P. Grisvard. Elliptic problems in nonsmooth domains, volume 69 of Classics in Applied Math-
ematics. Society for Industrial and Applied Mathematics (SIAM), Philadelphia, PA, 2011.
Reprint of the 1985 original [ MR0775683], With a foreword by Susanne C. Brenner.
[28] B. J. Jin. Free boundary problem of steady incompressible flow with contact angle pi
2
. J.
Differential Equations, 217(1):1–25, 2005.
[29] D. Jerison and C. E. Kenig. The functional calculus for the Laplacian on Lipschitz domains. In
Journe´es “E´quations aux De´rive´es Partielles” (Saint Jean de Monts, 1989), pages Exp.
No. IV, 10. E´cole Polytech., Palaiseau, 1989.
[30] D. Jerison and C. E. Kenig. The inhomogeneous Dirichlet problem in Lipschitz domains. J.
Funct. Anal., 130(1):161–219, 1995.
[31] B. J. Jin and M. Padula. Steady flows of compressible fluids in a rigid container with upper
free boundary. Math. Ann., 329(4):723–770, 2004.
[32] T. Kato. Perturbation theory for linear operators. Die Grundlehren der mathematischen Wis-
senschaften, Band 132. Springer-Verlag New York, Inc., New York, 1966.
[33] H. Kozono and H. Sohr. On a new class of generalized solutions for the Stokes equations in
36 H. Antil, R.H. Nochetto, P. Sodre´
exterior domains. Ann. Scuola Norm. Sup. Pisa Cl. Sci. (4), 19(2):155–181, 1992.
[34] P. D. Lax. Functional analysis. Pure and Applied Mathematics (New York). Wiley-Interscience
[John Wiley & Sons], New York, 2002.
[35] M. Lewicka and S. Mu¨ller. The uniform Korn-Poincare´ inequality in thin domains. Ann. Inst.
H. Poincare´ Anal. Non Line´aire, 28(3):443–469, 2011.
[36] M. Mitrea and S. Monniaux. The nonlinear Hodge-Navier-Stokes equations in Lipschitz do-
mains. Differential Integral Equations, 22(3-4):339–356, 2009.
[37] M. Mitrea and M. Wright. Boundary value problems for the Stokes system in arbitrary Lipschitz
domains. Aste´risque, (344):viii+241, 2012.
[38] J. Moser. A new proof of De Giorgi’s theorem concerning the regularity problem for elliptic
differential equations. Comm. Pure Appl. Math., 13:457–468, 1960.
[39] J. A. Nitsche. Free boundary problems for Stokes’ flows and finite element methods. In Equadiff
6 (Brno, 1985), volume 1192 of Lecture Notes in Math., pages 327–332. Springer, Berlin,
1986.
[40] M. Padula and V. A. Solonnikov. On the local solvability of free boundary problem for the
Navier-Stokes equations. J. Math. Sci. (N. Y.), 170(4):522–553, 2010. Problems in math-
ematical analysis. No. 50.
[41] V. A. Solonnikov. On some free boundary problems for the Navier-Stokes equations with moving
contact points and lines. Math. Ann., 302(4):743–772, 1995.
[42] V. A. Solonnikov and V. E. Sˇcˇadilov. A certain boundary value problem for the stationary
system of Navier-Stokes equations. Trudy Mat. Inst. Steklov., 125:196–210, 235, 1973.
Boundary value problems of mathematical physics, 8.
[43] L. Tartar. An introduction to Sobolev spaces and interpolation spaces, volume 3 of Lecture
Notes of the Unione Matematica Italiana. Springer, Berlin, 2007.
[44] D. Z. Zanger. The inhomogeneous Neumann problem in Lipschitz domains. Comm. Partial
Differential Equations, 25(9-10):1771–1808, 2000.
