In this paper, we investigate the induced subgraphs of percolated random geometric graphs, and get some asymptotic results for the expected number of the subgraph. Moreover, we get the Poisson approximation for the counting by Stein's method. We also present some similar results for the expectation of Betti number of the associated percolated random geometric complexes.
Introduction
The idea of modeling networks using random graphs was first given by Gilbert (1961) in [7] where he considered a network formed by connecting points of a Poisson point process that are sufficiently close to each other. The model Gilbert introduced was a different one from the Erdős-Renyi random graph models in [6] [5] [4] . In this model the vertices have some (random) geometric layout and the edges are determined by the distances between the positions of the vertices. We call graphs formed in this way random geometric graphs.
Recently, quite a lot of work has been done on random geometric graphs, partly due to the importance of these graph model as some theoretical models for ad hoc networks, e.g., see [9] . Most of the theoretical results on random geometric graphs can be found in the monograph written by Penrose [14] .
Random geometric graphs model is as follows. Let f be some specific probability density function on R d , and let X 1 , X 2 , ... be independent and identically distributed d-dimensional random variables with common density f : R d → [0, ∞). In the whole paper, we assume that f is measurable and bounded, which also satisfies R d f (x)dx = 1. Let X n = {X 1 , X 2 , ..., X n }. We denote G(X n ; r n ) the undirected graph with vertex set X n and with undirected edges connecting all those pairs {X i , X j } with X i −X j ≤ r(n), in which denotes the Euclidean distance.
The random connection model was introduced in the context of continuum percolation by Penrose [15] . Let g : R 2 → [0, 1] be such that g(x) = g(−x). The function g is called the connection function. For two vertices x,y, they are connected with probability g(y − x). Typically, it is also assumed that g only depends on the distance between x and y, i.e., g(y − x) =ĝ( y − x ) whereĝ : R + → [0, 1] and denotes the Euclidean norm. The random geometric graph is a random connection model withĝ(x) = 1 [0,rn] (x).
Very recently, Penrose [16] investigated the connectivity of random connection model with various classes of connection functions, which are called soft random geometric graphs. He showed that as vertex number n → ∞, the probability of full connectivity is governed by that of having no isolated vertices, itself governed by a Poisson approximation for the number of isolated vertices. He generalized this beautiful result to higher dimensions, and to a large class of connection probability function in d = 2.
In this paper, we consider a specific connection function which is also mentioned in Penrose [16] :ĝ(x) = p n 1 [0,rn] (|x|), for some p n ∈ [0, 1]. The soft random geometric graph gotten by this connection function, is called percolated random geometric graph. To be more precise, a percolated random geometric graph is defined as a random graph with vertex set X n = {X 1 , X 2 , ..., X n } in which n vertices are chosen at random and independently from distribution in R 2 with probability density f , and a pair of vertices with Euclidean distance r appears as an edge with probability p n , some function of n, independently for each such a pair, we denote this graph G(X n ; p n , r n ). In particular, for p = 1, we can get the classic random geometric graph, which we denote G(X n ; r). Hereafter, we always consider p = p(n) as a function of n.
In this paper, we focus on the induced subgraph count problem on percolated random geometric graph G(X n ; p, r). Let Γ be a fixed connected graph on k vertices, k ≥ 2. Consider the number of induced subgraphs of G(X n ; p, r) isomorphic to Γ. In [14] , the author always assumes that the subgraph Γ is feasible, which means
for some r > 0. However, we will not make this assumption in this paper: the subgraphs are always feasible for percolated random geometric graphs. Surprisingly, we can attain the asymptotic results for the means of the Γ-subgraph counts on G(X n ; p, r) with the help of Γ-subgraph counts on G(X n ; r), given that Γ is a clique (i.e., a complete graph), see Corollary 2.5. But when it comes to general induced subgraph and component, we can only get a lower bound for the asymptotic result for the means of the Γ-component counts on G(X n ; p, r) for a wide range of p n , see Theorem 2.3 and Corollary 2.4. The main reason behind this is that there exist many subgraphs which are feasible for G(X n ; p, r) but not for G(X n ; r), which makes the counting on G(X n ; p, r) more complicated.
Recent years have seen an explosive growth in research of random geometric simplicial complexes. Random simplicial complexes may be viewed as higher dimensional generalizations of random graphs. Simplicial complex analogues of the classic Erdös-Renyi model and their topological properties have been the subjects of many literatures in recent years. See for example [11] , [12] , and [13] . It is also natural to generalize the random geometric graphs, and a lot of references can be found in the survey articles [10] . As Kahle mentioned in [10] , two natural ways of extending a geometric graph to a simplicial complexes are: the Cech complex and the Vietoris-Rips complex(see formal definitions in the following). Most of the results in the researches of the topology of random geometric complexes are related to their homology. Briefly speaking, if X is a topology space, its degree i-homology, denote by H i (X) is a vector space. The dimension dimH 0 (X) is the number of connected components of X, and for i > 0, H i (X) contains information about i−dimensional "holes".
Since we focus on "counting" in this paper, we will also count the expected number of "holes" for the corresponding percolated random geometric complexes in this paper. We also get the expectation of Betti number of the percolated random geometric complex (see formal definitions below).
Our argument is based on "coupling" of two random graph models: G(X n ; p, r) and G(X n ; r); and then use the same technique in Chapter 3 in Penrose [14] .
The paper is organized as follows: In Section 2 we present our main results. In Section 3 we prove the main results. Finally, we note some possible generalizations and remarks in Section 4.
Main results

Counting on percolated random geometric graphs
We first present one asymptotic result for the means of the Γ-subgraphs counts G n in [14] given by Penrose. Given a connected graph Γ on k vertices, and given in which {G(Y; r n ) Γ} means Γ is a subgraph of G(Y; r n ), but not equals G(Y; r n ). Hereafter we define g Γ (Y) = g n,A,Γ (Y) = 0 unless Y has k elements, which means we just need to consider the graph G(Y; r n ) with order k.
The reader should keep in mind that all the functions h Γ (·), h n,A,Γ (·), g Γ (·), g n,A,Γ (·) are defined on random geometric graph G(X n ; r); and only functionsĥ Γ (·),ĥ n,A,Γ (·), are defined on percolated random geometric graph G(X n ; r, p).
We set
Let G n,A (Γ) and G n,A (Γ) be the number of induced subgraphs of G(X n ; r) and G(X n ; p, r) for which the left-most of the vertex set lies in A, respectively. Theorem 2.1 (Penrose [14] ) Suppose that Γ is a feasible connected graph of order k ≥ 2, that A ⊆ R d is open with Leb(∂A) = 0, and that lim n→∞ (r n ) = 0. Then
Similar with the result above, we count the induced subgraph in the percolated random geometric graph G(X n ; p, r) and get one theorem below:
Leb(∂A) = 0, and that lim n→∞ (r n ) = 0. Then
However, if have more information about graph Γ, we can get more detailed results. In the following, we will present some results related to induced-graph Γ with order k ≥ 2 and size m ≥ 1. 
If lim n→∞ n 2 p n → α ∈ (0, ∞), we have
If lim n→∞ n 2 p n → 0, we have
Corollary 2.4 (Counting of tree-subgraph ) Suppose that Γ is a connected graph of order k ≥ 2 and size
If n 2 p n → 0, we have 
Moreover, we can get
Next consider the component count in the thermodynamic limit where nr d n tends to a constant. Given λ > 0, and given a feasible connected graph Γ of order k ≥ 2, define
and
where V (y 1 , ..., y m ) denotes the Lebesgue measure (volume) of the union of balls of unit radius (in the chosen norm) centered at y 1 , ..., y m . If Γ consists of one single point (i.e. if k = 1), set
, in which θ is the volume of the unit ball in R d . Let J n,A (Γ) be the number of Γ-components of G(X n ; r) for which the left-most point of the vertex set lies in A; and J n,A (Γ) be the number of Γ-components of G(X n ; p, r) for which the left-most point of the vertex set lies in A. Theorem 2.6 (Penrose [14] 
For the percolated random geometric graphs, we have one similar result as follows.
Same story as the counting of induced subgraph, we can get more detailed results if have more information about the induced component. 
Moreover, we have
In the following subsection, we will present the basic Poisson approximation theorem for the induced Γ-subgraph count G n on percolated random geometric graph G(X n ; p, r). Compare to the similar results for random geometric graphs in [14] , the total variation distance between the distribution of G n and corresponding Poisson distribution is tighter for percolated random geometric graphs. Theorem 2.10 Let Γ be a connected graph of order k ≥ 2 and size m, and we define
is a bounded sequence. Let Z n be Poisson with parameter E(G n ). Then there exists a constant c such that for all n,
Counting on random geometric complexes
In this section, we present some very preliminary results related to the percolated random geometric complexes, which are the corresponding results in percolated version for the expectation of Betti numbers of Vietoris-Rips complex as in Kahle [10] . For completeness of this paper, we first review some definitions related to simplicial complexes. A set of k + 1 points, u 0 , u 1 , ..., u k , is affinely independent if the k vectors,
l+1 subsets of size l + 1, σ has this number of l-faces, for 0 ≤ l ≤ k. The total number of faces is
the number of subsets minus 1 means we do not count the empty set. We then define a simplicial complex as a finite collection of simplices, K, such that (i) for every simplex σ ∈ K, every face of σ is in K;
(ii) for every two simplifies σ, τ ∈ K, the intersection, σ ∩ τ , is either empty or a face of both simplices.
If the intersection of two simplifies is a common face, then (i) implies that it is a simplex in K.
The dimension of a simplicial complex K is the largest dimension of any simplex in K. A sub complex of K is the simplices that is itself a simplicial complex. For more detains on simplicial complex and related properties, we recommend the brief monograph [3] by Edelsbrunner. The random geometric complexes studied are simplicial complexes built on independent and identically distributed random points in Euclidean space R d . In this section, we make mild assumptions about the common density f : f is bounded Lebesgue-measurable function and
The main object of study in this section is the percolated Vietoris-Rips complexes on X 1 , X 2 , ..., X n , which is a sequence of independent and identically distributed d-dimensional random variables with common density f , we denote the sequence by X n = {X 1 , X 2 , ..., X n }. The Vietoris-Rips complex was first introduced by Vietoris in order to extend simplicial homology to a homology theory for metric spaces [17] . Eliyahu Rips applied the same complex to the study of hyperbolic groups, and Gromov popularized the name of Rips complex [8] .
Denote the closed ball of radius r centered at a point p by B(p, r) = {x | ||x − p|| ≤ r}, in which || · || is the Euclidean distance in R d .
The formal definition of Vietoris-Rips complex goes as follows:
Definition 2.11 (Random VR complex) The random Vietoris-Rips complex R(X n ; r) is the simplicial complex with vertex set X n and σ a face if
From the definition above, it is easy to see that the random Vietoris-Rips complex is the clique complex of G(X n ; r).
As we mentioned before, we want to study one percolated version of the random VietorisRips complex. Roughly speaking, the underlying graph for the random Vietoris-Rips complex is the classic random graphs G(X n ; r), while the underlying graph for the percolated random Vietoris-Rips complex is the percolated random geometric graph G(X n ; r, p). Definition 2.12 (Percolated random VR complex) Let G(X n ; r, p) be the percolated random geometric graph built on the random points X n = {X 1 , X 2 , ..., X n }, which are i.i.d with common density f . The percolated random Vietoris-Rips complex R(X n ; r, p) associated with graph G(X n ; r, p) is the simplicial complex with vertex X n and σ a face if
In other words, we build any k−simplex by its basic 2-faces, i.e., edges. A face σ exists if all its 2-subfaces exist.
In this paper, we only mention the similar result for the expectation of Betti number in the subcritical regime. 
as n → ∞, where C k is a constant that depends only on k and the underlying density f .
For the percolated random Vietoris-Rips complex, we have the similar results: Theorem 2.14 (Betti number of percolated random VR complex) For d ≥ 2, k ≥ 1, and r n = o(n −1/d ), the expectation of the kth Betti number E[β k ] of the percolated random Vietoris-Rips complex R(X n ; r, p) associated with graph G(X n ; r, p) satisfies
3 Proof of the main theorems 3.1 Coupling of two random geometric models: G(X n ; p, r) and G(X n ; r) Given a vertex set X n = {X 1 , ..., X n } which are independently from a distribution on R 2 with probability density f , and two functions r n > 0, p n ∈ [0, 1]. We get the percolated random geometric graph G(X n ; p, r) in the following two steps:
• Put an edge between X i and X j if X i − X j ≤ r, for 1 ≤ i < j ≤ n, we get G(X n ; r);
• For G(X n ; r) obtained above, we keep every edge with probability p (i.e., we delete it with probability 1 − p), independently with all other edges. Then we get G(X n ; p, r).
From the procedure above, we can get that there are at least two ways to get the induced subgraphs in G(X n ; p, r):
• If G(X k ; r) ∼ = Γ, we can keep it in the second step;
• If G(X k ; r) Γ, we can delete the unwanted edges in the second step, and get G(X k ; r, p) ∼ = Γ.
In short, all the induced subgraphs G(X k ; r, p) ∼ = Γ are born from some graphs G(X k ; r) with more (or same) edges.
It is easy to observe that: if (X i , X j ) is one edge in G(X n ; r), then (X i , X j ) is one edge in G(X n ; p, r) with probability p. As a consequence, we can get a lemma.
Lemma 3.1 (Coupling Lemma) Suppose that Γ be a fixed connected graph of order k ≥ 2 and size m ≥ 1. Then
Proof: If Γ is not feasible for G(X n ; r), i.e., P r[G(X k ; r) ∼ = Γ] = 0, the statement of course holds; If G(X k ; r) ∼ = Γ, then keep all the edges in G(X k ; r), we can get G(X k ; p, r) ∼ = Γ. We complete the proof.
Remark 3.2 From the Lemma 3.1, every Γ-subgraph with size m in G(X n ; r), can contribute p m n to the expectation of number of Γ-subgraph in G(X n ; p, r).
Proof of Theorem 2.2
Slightly modify the proof of Theorem 2.1 in [14] , we can get the theorem.
Proof of Theorem 2.3
It is easy to get
The first equality means: the conditional probability P r (G(X k ; r, p) ∼ = Γ | G(X k ; r) Γ) cannot be calculated easily, as it depends on both the structures Γ and G(X k ; r). However, we can get a lower bound for this probability by considering G(X k ; r) as a complete graph, and delete all the unwanted
Follow the same idea of the proof of the Proposition 3.1 in [14] , we can get that the first term and second term on the right side of ( 3 ) is asymptotic to n k p m r
(i) If p n ≡ p, we can rearrange the terms, and get the result;
(ii) if n 2 p n → α, which means (1 − p) (
We complete our proof.
Proof of Corollary 2.4
let m = k − 1, use the same idea as proof of 2.3, we can get the Theorem 2.4.
Proof of Corollary 2.5
If Γ is a clique with order k, we have
Use the same argument as proof of Theorem 2.3, we can finish the proof here.
Proof of Theorem 2.7
Almost same argument as the proof of Theorem 2.6 in [14] , we can get the theorem.
Proof of Theorem 2.8
For the component counting, we have
in which, G dis (X k ; r) means that G(X k ; r) does not connect with any vertices in X n \ X k ; and G con (X k ; r) means that G(X k ; r) does connect with some vertex in X n \ X k .
So we get
For the first term of the right side of ( 5), by Theorem 2.6, we can know the the asymptotic result
For the second term, we use the same argument as in the proof of Proposition 3.3 in [14] , and get that
is asymptotically bounded from below by
Then use the same arguments as the 3.3, we finish the proof.
Proof of Corollary 2.9
By Lemma 3.1, we can get
By Theorem 2.6, which gives us ( 1).
Proof of Theorem 2.10
Before we prove this theorem, we present some notations related to dependency graphs and some approximation results for sums of Bernoulli variables indexed by the vertices of a dependency graph. Suppose (I, E) is a graph with finite for countable vertex set I. For i, j ∈ I write i ∼ j if {i, j} ∈ E. For i ∈ I, let N i denote the adjacency neighborhood of i, that is, the set {i} ∪ {j ∈ I : j ∼ i}. We say that the graph (I, ∼) is a dependency graph for a collection of random variables (ξ i , i ∈ I) if for any two disjoint subsets I 1 , I 2 of I such that there are no edges connecting I 1 to I 2 , the collection of random variables (ξ i , i ∈ I 1 ) is independent of (ξ j , j ∈ I 2 ). The notation of dependency graph is very helpful to cope with some problem related to near-independence random variables. . Let λ := i∈I p i , and suppose λ is finite. let W := i∈I ξ i . Then
Proof:[Proof of Theorem 2.10] Clearly we have
where i runs through the index set I n of all k-subsets i = {i 1 , ..., i k } of {1, 2, ..., n}, and ξ i,n = 1 {G({X i , i∈i};p,r) ∼ =Γ} . Then we use stein's method to get the error bounds for the convergence. For each index i ∈ I n , let N i be the set of j ∈ I n such that i and j have at least one element in common. Let ∼ be the associated adjacency relation on I n , that is i ∼ j if j ∈ N i and i = j. Then ξ i,n is independent of ξ j,n except when j ∈ N i . In this way, we get a dependency graph (I n , ∼) for (ξ i,n , i ∈ I n ).
By connectedness all vertices of any Γ-subgraph of G(X n ; p, r) lie within a distance (k−1)r n of one another, and hence, with θ denoting the volume of the unit ball in R d , we have
in which C = ( k 2 ) m . Considering the third items on the right side of the first inequality, we sum up all the possibilities of the graphs which contains" strictly" subgraph Γ, and keep the m edges we want and delete all other edges unwanted; and then we bound ( The next step is to bound Eξ i,n ξ j,n when i ∼ j and i = j. Here we have h =| i ∩ j |∈ {1, ..., k − 1}.
By the same arguments as we bound Eξ i,n , we can get
Given h ∈ {1, 2, ..., k − 1}, the number of pairs (i, j) ∈ I n × I n with h elements in common is n k k h n − k k − h = Θ(n 2k−h ).
Finally, we get i∈In j∈N i \{i} Eξ i,n ξ j,n ≤ C In this paper, we only explore the counting of induced subgraphs on percolated random geometric graph, which is the simplest soft random geometric graph. Can we extend the counting to the general soft random geometric graph with other more general connection functions(e.g., see [16] )? We would be very interested to see more results related to this topic.
Moreover, as we mentioned already, random geometric simplicial complexes is extensively studied in these years. There are of course a lot of interesting and challenging open problems in this areas, see the last part of [2] for some of them. We would like to explore more in further directions.
