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increased calcium entry and calcium-dependent release
of cannabanoids from the postsynaptic spiny neuron,
which then acts presynaptically to reduce the release
of glutamate. The mechanism as they show it explains
a number of well-known features of striatal LTD, includ-
ing its dependence on L-type calcium channels and me-
tabotropic glutamate receptors. It is complicated, how-
ever. It is so complicated that if it had been proposed in
the absence of so clear an experimental demonstration
of its truth, it would probably have been rejected as un-
parsimonious. One lesson if this work is that parsimony
is often not a reliable basis of judgment. We have clearly
been using Occam’s Razor incorrectly, and maybe it
would be best if we just left it alone for a while.
One implication of these findings concerns the spa-
tial range of dopamine’s effects. When dopamine was
thought to act directly on spiny neurons, one could
imagine its effects being localized to limited parts of
the spiny cell, or even particular synapses. In the au-
thors’ diagram in Figure 7, the critical parts of the signal-
ing pathway controlling release of endocannabanoids,
including the m1 receptor, are shown as contained
within a dendritic spine. This localization of everything
in each spine is not meant to be taken too literally. Cho-
linergic interneurons are few and their dendritic and ax-
onal arborizations are widespread. The effects of dopa-
mine relayed through cholinergic cells probably occur
on a spatial scale larger than a single synapse, or even
a single spiny cell. Synaptic specificity for LTD must
be mediated by the glutamatergic side of the mecha-
nism, either in the local activation of voltage-gated cal-
cium channels in the spine (e.g., Carter and Sabatini
[2004]), in the mGluR activation that can trigger release
of calcium from intracellular stores, or both.
These findings forecast a comeback for the choliner-
gic cell as an intermediary between dopaminergic inputs
and spiny cells, especially in matters involving the inter-
action of D1 and D2 receptors.
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Figure 1. Relationship of Spiny Neurons, Cholinergic Interneurons,
Glutamatergic Afferents, and Dopamine Axons in the Striatum
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348Keeping Time without a Clock
The accepted dogma in circadian biology is that the
transcription factor CLOCK lies at the heart of the mo-
lecular clock that drives behavioral and molecular
rhythms. In this issue of Neuron, the generation of
CLOCK-deficient mice with only subtle clock defects
by DeBruyne et al. shakes up this view of the mamma-
lian clock.
Circadian biologists like to boast that theirs is the best-
understood behavior at the molecular level and that the
circadian clock underlies large amounts of our physiol-
ogy: the master clock in the suprachiasmatic nucleus
(SCN) of the hypothalamus drives daily rhythms in sleep/
wake cycles and body temperature, while the clocks
of peripheral tissues such as the liver drive rhythms
in detoxification and liver regeneration. Furthermore,
desynchronization of the internal body clock from the
environment increases the risk of developing various
types of cancer. The current model places two tran-
scription factors—CLOCK and BMAL1—at the core of
this SCN clock; together, they activate the transcription
of the mCry1–2 and mPer1–3 genes. The resulting CRY/
PER protein dimers translocate into the nucleus and
repress CLOCK/BMAL1 activity, leading to w24 hr
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349rhythms of gene expression, even in constant darkness.
Similar transcription-translation feedback loops form
the basis of circadian molecular clocks in organisms
ranging from Cyanobacteria to humans. Evidence from
Drosophila supports a core role for Clock, since Clock
null mutants are arrhythmic, and ectopic expression of
CLOCK induces ectopic clocks, suggesting that Clock
may be the master clock gene (Allada et al., 2003;
Zhao et al., 2003). Or so we thought.
The identification of the original Clock mutation
(ClockD19) remains one of the triumphs of forward genet-
ics in mice (Vitaterna et al., 1994). Since ClockD19/D19
mice had long rhythms that tended to degenerate into
arrhythmicity, mammalian Clock was classified as an
essential clock component. However, this view became
less solid with three findings: first, changing the genetic
background ofClockD19/D19 mice removed arrhythmicity
from the phenotype, although the long rhythms re-
mained; second, ClockD19 is a dominant-negative muta-
tion (King et al., 1997), so its effects could include inter-
fering with other proteins; third, the identification of
NPAS2, a CLOCK-related protein, that functionally re-
places CLOCK in the forebrain (Reick et al., 2001).
Now, in this issue of Neuron, DeBruyne et al. (2006)
report the generation and analysis of a Clock null muta-
tion using theCre-LoxP system. Targeted removal of the
two exons encoding the basic-helix-loop-helix region
of CLOCK (required for dimerization with BMAL1) led
to a complete loss of CLOCK immunoreactivity, and
this mutant was designated Clock2/2. To their surprise,
DeBruyne et al. (2006) found that Clock2/2 mice have
strong rhythms of activity that persisted for 1 month in
constant darkness, and the period of the rhythm was
only 20 min shorter than their wild-type siblings. In other
words, mouse CLOCK is not required for robust behav-
ioral rhythms.
However, Clock2/2 mice did show altered responses
to light. They became active w2 hr before lights off in
light:dark cycles, whereas wild-type mice are strictly
nocturnal. DeBruyne et al. (2006) also found that
Clock2/2 mice had defects in resetting their clocks
with light. In contrast to wild-type mice, Clock2/2 mice
could not set their clocks back after light in the early
evening, but their clocks advanced much more with light
at the end of the night. Thus, CLOCK may have a role in
the light input pathway or in regulating the sensitivity of
the SCN to light. The potential to generate knockouts
of this LoxP Clock allele by expressing Cre recombinase
in specific SCN subregions will allow this to be resolved.
What about molecular rhythms in Clock2/2 mice? Is
CLOCK essential for the molecular clock? To test this,
the authors measured the expression of clock controlled
genes in the SCN across the day. For the most part, their
expression continued to oscillate. For many of the genes
tested (e.g., mPer1), peak levels were reduced, yet the
troughs remained the same. Thus, CLOCK is not essen-
tial for rhythmic expression of many ‘‘CLOCK-controlled’’
genes (even some direct targets), although it does con-
tribute to the amplitude of these molecular rhythms.
How general is this finding? This was tested by analyz-
ing clock gene expression in the liver. Again, the authors
found that some genes retained rhythmic expression.
However, there was not a perfect correlation between
changes in the SCN and liver (e.g., mPer1 rhythms inthe liver had a greater amplitude in the mutants), indicat-
ing that the function of CLOCK is both tissue and target
specific. Conclusions drawn from the liver must be
slightly tempered because the clocks in the liver, a pe-
ripheral oscillator, also require inputs from the SCN
to function correctly. The ability to remove Clock specif-
ically from the liver will more precisely test CLOCK’s role
within peripheral clocks.
So how can the lack of a strong phenotype for the loss
of a ‘‘core clock gene’’ be explained when the original
Clock mutation had such a strong effect? Since mice
lacking CLOCK’s partner, BMAL1, are arrhythmic, it is
likely that an additional transcription factor substitutes
for CLOCK in Clock2/2mice. Presumably the phenotype
of the original dominant-negativeClockD19allele is stron-
ger because it interacts with BMAL1 and prevents
BMAL1 from interacting with other proteins. If redun-
dancy is to be invoked as an explanation, then the factor
that dimerizes with BMAL1 inClock2/2mice needs to be
identified. This factor could normally be present in the
SCN, or it could be upregulated as a result of removing
CLOCK. The authors propose that NPAS2 substitutes
for CLOCK in the SCN as it does in the forebrain (Reick
et al., 2001). Consistent with this, NPAS2 and BMAL1
coimmunoprecipitated from whole-brain extracts of both
wild-type and CLOCK-deficient mice and Npas2 RNA
and protein levels were elevated in CLOCK-deficient
livers. Unfortunately, Npas2 RNA was undetectable in
the SCN of either wild-type or CLOCK-deficient mice.
While Npas2 may be expressed at biologically meaning-
ful (but undetectable) levels in the SCN, analysis of
Clock2/2; Npas2m/m double mutant mice is required to
test a role for Npas2 in the SCN of Clock2/2 mice.
This paper provides a great example of how scientific
dogmas should not be accepted as incontrovertible
truth. Even the central dogma of molecular biology
(DNA makes RNA makes protein) has been substantially
modified over the years with the discovery of retrovi-
ruses (RNA makes DNA), prions (inheritable proteins),
and microRNAs (RNA inhibits protein production). Is
it time to forget the circadian central dogma—that a clock
depends upon feedback loops where transcription fac-
tors drive the transcription of their own repressors, and
removing any one of these ‘‘core clock genes’’ results in
a loss of rhythmicity? The rule that a gene is a core clock
component when its loss results in arrhythmicity has
proven useful in identifying clock genes in Drosophila—
for example, flies with a Clock null mutation are arrhyth-
mic at behavioral and molecular levels (Allada et al.,
2003). In mammals, this rule is not necessarily true, as
there is often redundancy. Thus, mammals can have
robustw24 hr rhythms in the absence of the ‘‘core clock
component’’ Rev-erba (Preitner et al., 2002), or in the
absence of both mPer2 and mCry2 (Oster et al., 2002).
Perhaps it is not so surprising that mouse Clock is not
required for rhythmicity.
‘‘Core clock genes’’ are not always required for rhyth-
micity even in Drosophila. The classic arrhythmic per01
mutation can be partially rescued by a mutation in cry
(Collins et al., 2005). Similarly, there are oscillations in
Neurospora in the absence of the ‘‘core clock gene’’
FREQUENCY (FRQ)—the so-called FRQ-less oscillator
(Lakin-Thomas and Brody, 2004). Furthermore, a
spectacular recent experiment demonstrated that
The Secret Life of Memories
Recent evidence has challenged the view that memo-
ries are made permanent by a consolidation process
that happens just once and instead have suggested
that memories are ‘‘reconsolidated’’ after reminders.
The current findings of Morris et al. in this issue of
Neuron suggest that reconsolidation may involve a
complex interaction between synaptic andsystempro-
cessing of recent as well as remote experiences.
Brain insults can result in amnesia for recent events but
has less effect on memories that have had time to ma-
ture. The common observation of temporally graded ret-
rograde amnesia has led to the prevalent hypothesis
that memories undergo consolidation, an extended pro-
cess through which memories become more perma-
nent. But we are woefully ignorant about what goes on
in the brain during this shadowy afterlife of experiences.
We do know that there are two distinct types of consol-
idation: a modification of synaptic efficacy that is char-
acterized by molecular events and a system integration
that involves interplay between the hippocampus and
cortical areas (Dudai, 2004).
Historically, the view has been that each process,
once begun, normally runs its course to a completion
without further influence. Now we know this idea is too
simplistic. Recent observations have suggested that
synaptic consolidation can be reinitiated by reminders
(Przybyslawski and Sara, 1997; Nader et al., 2000). In
these experiments, sufficient time after a learning expe-
rience was allowed for synaptic consolidation to com-
plete. Then, when given a reminder of the task, the sub-
ject’s memory became again susceptible to disruption
by an agent that blocks synaptic consolidation. The in-
terpretation was that the reminder initiates ‘‘reconsoli-
dation,’’ a recapitulation of synaptic consolidation pro-
cesses. Many expressed skepticism about how the
molecular events in synaptic consolidation could be re-
versed (Dudai, 2004), but the phenomenon has been
replicated and extended, reassuring us that whatever
the susceptibility after reminders is, it is a real phenom-
enon that requires an explanation.
Our understanding of system consolidation has also
evolved. The standard notion is that the hippocampus
initially encodes a new experience by linking corti-
cal representations, and then repetitive iterations of
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350transcriptional regulation of clock genes in Cyanobacte-
ria is unnecessary, since 24 hr rhythms in KaiC phos-
phorylation can be observed for at least 3 days when pu-
rified KaiA, KaiB, and KaiC are mixed together in a test
tube (Nakajima et al., 2005).
However, before we conclude that any supposed
‘‘core clock gene’’ is dispensable, we should remember
that none of these ‘‘clocks’’ in a null mutant genetic
background is truly accurate—the clocks of Clock2/2
mutant mice run short and display light-resetting de-
fects. Even so, it is difficult to reconcile the findings of
De Bruyne et al. with further evidence of the importance
of mammalian CLOCK reported in the current issue of
Cell. Doi et al. (2006) found that the CLOCK carboxy ter-
minus possesses histone acetyltransferase (HAT) activ-
ity, which is important since histone acetylation was pre-
viously shown to contribute to the activation of genes
controlled by CLOCK/BMAL1. Doi et al. found that the
HAT activity of CLOCK is essential for circadian regula-
tion, as rhythms in mouse embryonic fibroblasts from
ClockD19/D19 mice can be rescued by full-length CLOCK
but not by HAT-deficient CLOCK. Thus, it is even more
surprising thatClock2/2mice show strong rhythms. Pre-
sumably there is another circadian HAT, but it seems un-
likely that NPAS2 fulfills this function, as the homology
to CLOCK is low at the carboxy terminus.
The redundancy that allows rhythms in the absence
of CLOCK may reflect the underlying complexity of the
molecular clock itself. Many clock proteins are posttran-
scriptionally regulated to control their rates of accumu-
lation, nuclear entry, and degradation. This presumably
allows clocks to keep track of time even when genes are
constitutively expressed or expressed with a lower am-
plitude than normal—as long as they are expressed to
some degree. Rhythms in the absence of CLOCK could
also arise from the clock network formed by intracellular
interactions between pacemaker cells in the SCN. Ani-
mal behavior requires so many genes to be regulated
in different ways at different times of the day in different
tissues that an intracellular feedback loop with a minimal
number of core factors is simply not up to the task.
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