Abstract-Three new approximations to the probability density function (PDF) of the symmetric alpha stable (SαS) distribution are proposed. The first two approximations use rational functions while the third approximation uses power functions. Using these approximations, new detectors for signals in symmetric alpha stable noise are also derived. Numerical results show that all these new approximations have good accuracies. Numerical results also show that the new detectors based on these approximations outperform the existing detectors, especially when the characteristic exponent of the symmetric alpha stable distribution is small. Index Terms-Approximation, bit error rate, detection, symmetric alpha stable.
distribution. In fact, the alpha stable distribution is only defined in terms of its characteristic function [4] . This characteristic function does not have a closed-form expression for the inverse Fourier transform and hence, the PDF of the alpha stable distribution has to be calculated numerically from the characteristic function [5] . This causes great inconvenience in applications related to the alpha stable model. Consequently, simple approximations to the PDF of the alpha stable are preferable for these applications. In [6] and [7] , a mixture of Cauchy and Gaussian distributions was used, where [6] provided a simple heuristic formula for the model parameter while [7] required extensive simulation to determine the model parameters. In [8] , a mixture of a finite number of Gaussian distributions was used. Unlike that in [6] , the approximations in [7] and [8] do not have any numerical way of determining the model parameters and hence extensive simulation is required to calculate these parameters, which is complicated. On the other hand, since the approximation in [6] uses simple formula to calculate the parameters of the mixture, its accuracy can be further improved.
In this paper, three simple parametric approximations to the PDF of the symmetric alpha stable (SαS) distribution are proposed. The first two approximations use rational functions. Nonlinear least squares curve-fitting and point-matching are used to derive the model parameters. The third approximation uses a power function. Nonlinear least squares curve-fitting, point-matching as well as moment-matching are used to obtain its parameters. Numerical results are presented to show and compare the accuracies of these approximations in terms of the Jensen-Shannon divergence. They also show that detectors using new approximations outperform the existing detectors, especially for small characteristic exponent often seen in wireless communications with high path loss exponent.
II. NEW APPROXIMATIONS
The true PDF of the SαS distribution is given by [9] f α (x) = 1 2π
where δ is the location parameter that controls the mode of the PDF, γ is the dispersion parameter that controls the spread of the PDF and α is the characteristic exponent with 0 < α ≤ 2 that controls the shape of the PDF [10] . For simplicity, only the standard alpha stable random variable is considered in the following such that δ = 0 and γ = 1. For non-standard alpha stable random variables, one can simply replace the argument in the function for the standard alpha stable random variable with its shifted and scaled version. In this case, the true PDF is given by
The integration in (2) does not have any closed-form expression, except for α = 1 and α = 2 which lead to the Cauchy and Gaussian distributions, respectively. Moreover, when α is small, the integration converges very slowly such that it takes a long time to numerically evaluate (2) . In [5] , transformations to the argument have been done to solve this problem. However, evaluation of the resulting integral is still time-consuming and inconvenient. In [6] , a mixture of Cauchy and Gaussian distributions was used to approximate f α (x) as
where = 2 − α is a weighting factor that changes with the value of α. In the following, new approximations to the PDF of the SαS distribution are derived.
A. Approximation Using Rational-Based Mixture of Cauchy
The first new approximation is a mixture of two Cauchy distributions given by
This is motivated by the following observations. First, according to [4, Prop. 1.3.1], the SαS random variable can be expressed as X = Y · Z, where Y is the ordinary alpha stable random variable totally skewed to the right with PDF f Y (y) that has the same α as X and Z is the Cauchy random variable with PDF f Z (z) = 1 1+z 2 , when α < 1. Then, the PDF of the SαS random variable X can be calculated as
|y| dy. This integral can be approximated by a sum such that one has
. The more terms used in the approximation, the more accurate but the more complicated the approximation will be. Considering the tradeoff between accuracy and complexity, one can take two terms in the approximation to give (4). Theoretically, this only applies to α < 1. However, for engineering use, one could also extend this to α > 1, as this is after all an approximation.
Second, in [6] and [7] , a mixture of Cauchy and Gaussian distributions was used to approximate the exact PDF of the SαS distribution by controlling the weighting factors for the Cauchy and Gaussian PDFs. The core idea is to obtain different PDFs of the SαS distribution using different weighting factors in the mixture. The same idea can actually be applied to a mixture of two Cauchy distributions by controlling the weighting factors a 1 and c 1 as well as the coefficients of the second-order terms b 1 and d 1 , as proposed in (4). This not only gives higher accuracy, especially for small values of α, as will be shown later, but also gives simpler detector structures, as one does not need to calculate the exponential function that is required in [6] .
The parameters of a 1 , b 1 , c 1 , and d 1 can be determined in different ways. Table I . In the fitting, the argument is considered from −10 to 10 with a step size of 0.1. The same range and resolution are used for all the other curve-fittings. Note that the choice of this range will affect the approximation accuracy. This is one of the heuristic characteristics of the LS method. For those values that are not listed, similar fitting methods could be used, or one can further fit the parameters as functions of α. It is noted from Table I that the values of parameters for 1 < α < 2 and for 0 < α < 1 have different patterns. Thus, these values can be fitted as functions of α for two different intervals as 
Note that this may not be a problem for signal detection, as knowledge of α can be acquired by either direct estimation [10] or indirect calculation from the path loss exponent [3] before detection. In the case when α is not known for signal detection, these formulas cannot be used. Nevertheless, the detector performances will be examined with estimation errors later. For parameter estimation, these formulas cannot be used, as one does not know if α is larger than 1 or smaller than 1. This will be left as a future research topic. The curve-fitting is heuristic and normally depends on the range of α considered. However, in this case, since 0 < α ≤ 2 is a very limited range, it works well.
2) PMM: The second method of determining these parameters is obtained by using point-matching method (PMM). Essentially, four values of the true PDF and the four corresponding values of g 1 (x) are calculated and then four equations can be established by equating them to find the four 
α (x) dx and the p-th order moment, one has
where 
B. Approximation Using Rational-Based Partial Fraction
From (4), a very straightforward extension is to combine the two terms in (4) using partial fraction such that one has
This approximation is similar to (4), but is not equivalent to (4), as the denominator in (8) may not be decomposed to give (4) . In other words, (8) is more general than (4), and this generality can give extra accuracy that is not offered by (4), as will be discussed in Section IV. On the other hand, this approximation is more complicated than (4) due to the fourth-order term in the denominator.
1) LS:
Using LS, the values of a 2 , b 2 , c 2 , and d 2 can be calculated as in Table II . These values can be fitted as functions of α as
In this case, one has the same functions for all values of α.
2) PMM: Also, using PMM, one has
for c 2 2 ≥ 4d 2 , where u, v, and w are given by (47) in Appendix B.
For c 2 2 < 4d 2 , one has
where t = arccos
, u , v , and w are given by (48) in Appendix B. Equations (10) and (11) or (12) and (13) can be used to find the values of
. In this case, two onedimensional searches are required for
. The value of d 2 can be found by using (40) or (41). Then, b 2 and c 2 can be calculated. Their derivations are given in Appendix B.
C. Power-Based Approximations
In this subsection, another new approximation is proposed that uses power functions. It is proposed that the true PDF of the SαS distribution can be approximated as
This approximation is motivated by the fact that the true PDF of the SαS distribution decays at a rate of 1 x α+1 at the tails [9] . 
The fitting functions in (5), (6), (9), and (15) are chosen as the best fits after testing all commonly used nonlinear functions, including Gaussian, exponential, rational, polynomial and power functions, based on the observations from their plots with respect to α. This shows another heuristic aspect of curve-fitting.
In this case, there are four equations available but one only needs to find the values of two unknown parameters a 3 and b 3 . Thus, there are six different solutions. Using (16a) and (16b), one has
Using (16a) and (16c), one has
Using (16b) and (16c), one has
Using (16a) and (16d), one has
Using (16b) and (16d), one has
Using (16c) and (16d), one has
. (22b)
3) MMM:
The p-th order moment can also be derived as
where −1 < p < α. Using moment-matching method (MMM) by choosing any two orders of moments p 1 and p 2 , one has
The derivations of these equations are given in Appendix C.
In Tables I-III, only the values from LS are shown, because these values are used to find the analytical relationships between α and the model parameters in (5), (6), (9) , and (15) . Values from other methods are not shown in the tables for this purpose due to the fact that they have already had these analytical relationships and also due to the limited space.
D. Further Notes
Note that PMM and MMM provide simple closed-form expressions for the power-based approximation. Thus, they are particularly useful for the power-based approximation. For the rational-based approximations using PMM, grid searches have to be performed. The search time can be saved by using the results from the LS method as the starting points and by performing selective searches for the range. For example, depending on the LS result, the first search can be from 0 to 10 000 with a step size of 1000 to determine the first valid digit. The second search is based on the first search. If the first search gives 2000 as the best value, the second search will be from 1000 to 3000 with a step size of 100 to determine the second valid digit, and so on until the third digit after the decimal point is determined. Then, the selective search is over. Note also that reference [6] has much lower complexity in the calculation of the parameters than the approximations proposed in this paper, as it only needs to determine the value of which is a very simple function of α. This simplicity comes at the cost of accuracy loss in certain cases.
Note that the above approximations are not normalized, except those based on PMM that uses ∞ −∞ f α (x) dx. This does not affect signal detection, as the normalization factor will be canceled out in the likelihood ratio. On the other hand, the approximations based on LS, MMM and PMM that does not use ∞ −∞ f α (x) dx can be normalized by dividing the approximations with the left sides of the equations in (7b), (40), (41), and (16b). Denote the normalized approximations as h 1 (x), h 2 (x) and h 3 (x) for g 1 (x), g 2 (x), and g 3 (x), respectively.
III. DETECTORS BASED ON NEW APPROXIMATIONS
In this section, detectors based on the new approximations derived in the previous section will be obtained. These detectors are based on the maximum likelihood (ML) detection principle but use the new approximations to replace the true PDF of the SαS distribution instead. Specifically, consider a binary phase shift keying (BPSK) signal with equal a priori probabilities. The i-th received signal sample can be expressed as
where A is the channel gain, s is the BPSK signal and I i is the SαS interference or noise sample. Thus, one has the likelihood ratio as
and the log-likelihood ratio as
, where
and s = −1 have equal a priori probabilities, the detection threshold becomes log P r{s=−1} P r{s=1} = 0. Then, using the ML principle, the detector becomes Ψ > 0 for s = 1 and Ψ < 0 for s = −1. Using (4), (8) , (14) , the decision variables are
and
respectively, where N is the number of samples for each bit or symbol. It was reported in the literature that the Cauchy detector and the Myriad detector have good performances with simple structures, similar to the proposed detectors here. The Cauchy detector is given by [9, eq. (3)- (18)]
while the Myriad detector is given by
where k = α 2−α is a simple empirical form by taking three points of optimality associated with the Myriad and is found to be consistently efficient in many cases examined in [13] , [14] . The exact optimal k depends on the cost function and often does not have a simple closed-form expression [13] , [14] and therefore, is not compared here. In the case when γ = 1, one can replace x i − A and x i + A with . This can be verified by using the general PDF in the ML detector and then replacing it using the shifted and scaled version of the standard PDF.
IV. NUMERICAL RESULTS AND DISCUSSION
In this section, the accuracies of the proposed approximations will be examined. Also, the detectors based on these approximations will be compared in terms of bit error rate (BER). The BER will be simulated for BPSK signals with respect to the geometric signal-to-noise ratio (SNR) defined as Ω = [17] , where C g = 1.78. The geometric power of a random variable is defined as e E{log{X}} , where E{·} is the expectation and X is the interested random variable. The TABLE IV  THE JSD OF DIFFERENT APPROXIMATIONS WITH DIFFERENT  METHODS OF PARAMETER CALCULATIONS traditional power E{X 2 } does not exist for random variables with infinite variance, such as SαS, and the geometric power is reported to be a good alternative in this case [17] . In the simulation, N = 10, a number of 10 6 trials, α = 1.8, α = 0.5, and α = 0.3 are used. Also, imperfect estimate of α is assumed as Gaussian with mean α and variance = 0.002, unless stated otherwise. This is based on the sample characteristic function estimator for α that can achieve a mean squared error (MSE) of less than 0.002 with enough samples [18] . Table IV shows the Jensen-Shannon divergence (JSD) of different approximations with different methods. JSD is a symmetric version of the commonly used Kullback-Leibler divergence. Since the JSD is only represented in an integral form and does not have a closed-form expression for SαS, it is calculated using the Simpson's rule between −1000 and 1000 with a step size of 0.1. Since α > 0 and −1 < p < α, the order of moment is chosen between −1 and 0 for small values of α such that it always exists. For PMM of g 1 (x), p = −0.9, p = −0.7, p = −0.5, p = −0.3, and p = −0.1 with a step size of 0.2 are tested to cover the chosen range, and the smallest JSD is given in Table IV . For PMM of g 2 (x), p = −0.9, p = −0.7, p = −0.5, and p = −0.3 are tested with a step size of 0.2 to cover the chosen range. For PMM of g 3 (x), all six possible solutions are tested. It is found that (18) gives the smallest JSD, given in Table IV . For MMM of g 3 (x), p 1 = −0.9, p 2 = 0.1, 2 = 0.7 are tested for α = 1.8, with decreasing distances between p 1 and p 2 , and the smallest JSD is given in Table IV. Note that other values of p and other combinations of multiple orders can also be tested. Due to the limited space and the similar method used, they are not given here to make the paper compact.
Several important observations can be made from Table IV . First, comparing the new approximations with [6] , one sees that the new approximations have smaller JSD than [6] for most cases of α = 0.3 and α = 0.5, and larger JSD for α = 1.8. This is because when α increases, the decaying rate of the tails increases (exponential rate in the limiting case when α = 2) to a degree that it cannot be captured well by the new approximations, as the maximum decaying rate for h 1 (x) and h 2 (x) is has the lowest overall JSD, followed by h 1 (x) and then by h 2 (x). For α = 1.8, h 2 (x) using LS has a JSD of 0.008399, only about half of h 1 (x) using LS. This verifies the necessity of using g 2 (x) in (8) , in addition to g 1 (x) in (4). It can be shown that, when α = 1.8, c 2 2 − 4d 2 < 0 such that the denominator of g 2 (x) in (8) cannot be decomposed into the product of two terms. As a result, g 2 (x) in (8) is not equivalent to g 1 (x) in (4). Thus, the generality of g 2 (x) in (8) does offer extra accuracy in this case. Third, comparing different parameter calculation methods for each approximation, one sees that PMM gives the smallest JSD for h 1 (x) and h 2 (x) in most cases, while MMM gives the smallest JSD for h 3 (x). Finally, the value of JSD increases when the value of α decreases in most cases. This is because the true PDF of the SαS distribution becomes more impulsive when α decreases and hence, approximations become more difficult to track this dramatic change. Fig. 1 compares the approximate PDFs using the LS method and the exact PDF graphically. Only the positive part is shown as the PDF is symmetric around 0. As expected, h 3 (x) has the same decaying rate as the exact PDF, as it is designed based on this observation. For h 1 (x), h 2 (x) and [6] , they have similar decaying rates, all of which are faster than that of the exact PDF, as expected, as the exact PDF decays at 1 x 1.5 for α = 0.5 at 1 x 1.3 for α = 0.3 while h 1 (x), h 2 (x) and [6] decay at 1 x 2 (the Gaussian term in [6] can be ignored for x > 10 from the figures.). However, [6] varies a lot when approaching the tail due to the interaction between the Cauchy term and the Gaussian term in the mixture that have different decaying rates, while h 1 (x), h 2 (x) are quite consistent. In summary, the new approximations seem to track the exact PDF better than the existing approximation in [6] in Fig. 1 .
Figs. 2-4 show the BER performances of different detectors under different conditions when γ = 1. In these figures, only LS is used for the new approximations for better readability. Fig. 2 shows the detector performances for α = 0.5. In this case, the detector performances have significant differences. Specifically, Ψ 1 , Ψ 2 , and Ψ 3 have the best performances and their performances are indistinguishable from each other. The Myriad detector Ψ 5 has the second best overall performance, while Cauchy Ψ 4 and [6] have the worst overall performances. The performance gains decrease when the SNR increases. The reason why the performances of all the detectors converge at smaller BER is that the SαS noise is less important in signal detection for larger values of SNR (smaller BER) where signals dominate such that the approximation error does not determine the BER performance in this case. Fig. 3 shows the BER performances of the detectors for α = 0.3. In this case, the performance gains of the new detectors are larger than those in Fig. 2 . For example, at a BER of 0.08, the performance gain over Myriad is about 2 dB, and the performance gain over Cauchy and [6] is about 6 dB. Importantly, the performance gain is larger at smaller values of SNR, when it is needed most. Although a BER value of 0.1 or 0.01 and a SNR value of −20 dB are not common for data-oriented or cellular communications systems, it is quite common in optical wireless communications systems [19] that may suffer from atmospheric turbulence often modeled as alpha stable distributed [1] , in air-borne wireless sensor networks with very weak transmitted signals but large node density, or in radar communications, such as passive or long-range radars, where SNR is often small as the signal from the target is weak. For example, in distributed sensor networks, the effective BER could reach 0.1 or 0.2 for various signal processing algorithms [20] . In ultra-wideband radars [21] , the SNR could be as low as −56 dB or −86 dB, and in some sensor applications [22] , the SNR could be at −6 dBm or −36 dB. The performance gains of the new detectors are in the range between 2 dB and 6 dB near the SNR value of −20 dB. These are significant in this operating region [23] , [24] . Fig. 4 shows the detector performances for α = 1.8. In this case, the Cauchy detector has the worst performance, while all the other detectors have similar performances. It can be seen that [6] has a slightly better performance than all other detectors, as expected, as none of the other detectors can capture the exponentially decaying rate of the SαStails better than [6] when α is large, inlcuding the Myriad detector. From Figs. 2-4 , the new detectors outperform the existing detectors in most cases, and the performance gain increases when α decreases, implying that these new detectors are more suitable for impulsive noise. In wireless communications with a Poisson field of scatters, α is often determined by α = (17)], where β is the path loss exponent in the channel. On the other hand, it was reported in [25, Table 4 .2] that the path loss exponent β is often between 2 and 6 for different application scenarios. Using these two results, the value of α can be calculated as between 1 and 0.33 if a plane is considered. For future wireless systems with higher carrier frequency, such as the proposed 5G system at 26 GHz, β will be larger due to higher attentuation, leading to even smaller α. This observation is not confirmed by any experimental measurements and does not exclude other applications with α larger than 1 either. Rather, it comes directly from combining results in [3] and [25] . 66. This agrees with the previous conclusion that the new detectors are more suitable for impulsive noise with large path loss. Fig. 6 shows the performances of the detectors where different proposed methods are used to calculate the approximation parameters. One sees that the difference between different methods of the proposed detectors is trivial compared with the difference between the proposed detectors and the existing detectors. Our numerical tests show that the PMM method, although with higher complexity due to the grid search, offers little gain in detection performance over the LS method in the cases examined. Thus, for signal detection, the LS method is a better choice. For other applications that require a more accurate approximation, the PMM method may be a better choice according to Table IV . Fig. 7 examines the sensitivities of the detectors to the errors in the estimation of α. One sees that in general the detectors are not sensitive to the estimation error when the error MSE increases from 0.002 to 0.02, both of which are attainable using practical estimators designed in the literature. Fig. 8 shows the BER vs. GSNR when γ = 4 to examine the effect of varying γ, which is the case when one considers the system performance in different scenarios, for example, different densities of interferers [3, eq. (18) ]. One sees from Fig. 8 that the new detectors still have the best performances, in all the cases considered. The performance gains of the new detectors do not change much compared with Fig. 2. Fig. 9 shows the symbol error rate vs. GSNR for quaternary phase shift keying (QPSK). Similar observations to those from Fig. 2 can be made. Moreoever, QPSK has poorer performance than BPSK in Fig. 2 under the same conditions.
Finally, the complexities of the detectors are compared as follows. For Ψ 1 using LS, Ψ 2 using LS, and Ψ 3 using LS, PMM and MMM, closed-form expressions for their model parameters are available. Thus, their complexities in terms of model parameter calculation are comparable with those of the Myriad detector and the existing detector in [6] that also have closedform expressions, although the new approximations do have more complicated functions, such as power and exponential functions, in their closed-form expressions.
For Ψ 1 using PMM and Ψ 2 using PMM, their model parameters do not have any closed-form expressions. Instead, twodimensional searches for Ψ 1 and one-dimensional searches for Ψ 2 are required. Using a desktop PC with i7 CPU and 8 GB memory and the tic-toc operations in MATLAB, a 11 × 11 twodimensional search takes on average 2.8 seconds. From Tables I  and II , the longest search is the two-dimensional search for b 1 and d 1 in Ψ 1 when α = 0.3. In this case, using values from LS in Table I as starting points, 7 selective searches each of 21 grid points are required to find b 1 and 4 selective searches each of 21 grid points are required to find d 1 , as b 1 has 7 digits and d 1 has 4 digits if the third digit after the decimal point is required. Thus, the total is about 28 × 4 × 2.8 = 313.6 seconds, where 28 is the number of selective searches and 4 is the number of 11 × 11 two-dimensional grids in each search. Using the same hardware and software, the Myriad detector takes 1.6 seconds on average. These calculations include the time required to compute the decision variables and all necessary parameters. Thus, Ψ 1 takes about 196 times longer than the Myriad detector or consumes about 23 dB more power than the Myriad detector using PMM. However, these searches are on-off as long as the new detectors operate in a homogeneous environment. From Fig. 3 , Ψ 1 has a performance gain of about 2 dB over the Myriad detector, when α = 0.3. Thus, the power penalty incurred from the two-dimensional search may be completely compensated after 12 operations. From the 13th operation, Ψ 1 will provide gains over the Myriad detector. For other values of α and Ψ 2 , the search will be quicker and less power-consuming too. The aforementioned figures are only indicative and rough estimates. A more accurate comparison will depend on the practical hardware as well as the actual operating environment.
On the other hand, if one does require closed-form expressions for Ψ 1 using PMM and Ψ 2 using PMM, one can simplify them. From (7), any use of (7c) or (7d) will lead to intractable solutions, due to the highly nonlinear functions of the p-th power in (7d) and the square root in (7c). Thus, to obtain closedform expressions for Ψ 1 using PMM, one can use two closedform expressions from LS to replace (7c) and (7d). This gives
where b 1 and d 1 are determined in closed-form by (5) when α > 1 and (6) when α < 1. Similarly, for Ψ 1 using PMM, one has
where c 2 and d 2 are given by (9) . Essentially, this is a combination of LS and PMM to simplify PMM-based approximations.
V. CONCLUSION
New approximations to the PDF of the SαS distribution have been proposed. Numerical results have shown that the new approximations have high accuracy in most cases. Numerical results have also shown that detectors based on these new approximations outperform the existing detector in most cases, especially when the value of α is small. A future work includes the experimental verification of the proposed detectors in a wireless sensing system. APPENDIX A DERIVATIONS OF (7) In this appendix, the methods of calculating the parameters of g 1 (x) are derived. One has
where [12, The two integrations can directly be solved using [12, eq. (3.252.2) ] to give (7d). The moments of f α (x) are given by [11, eq. (6) ]. By equating them, one has (7d).
APPENDIX B DERIVATIONS OF (10)-(13)
First, using f α (0) = g 2 (0), one has
Second, one has 
The last integral can be solved using [12, eq. (3.241.2) ] to give (16b). Similarly, one has 
Since lim x→∞ g 3 (x) = a 3 b 3 x α+1 , one has (16d). Also, the p-th order moment of g 3 (x) is derived as 
The last integral can be solved using [12, eq. (3.241.
2)] to give (23) .
