This paper studies the 1-2-1 half-duplex network model, where two half-duplex nodes can communicate only if they point "beams" at each other; otherwise, no signal can be exchanged or interference can be generated. The main result of this paper is the design of two polynomial-time algorithms that: (i) compute the approximate capacity of the 1-2-1 halfduplex network and, (ii) find the network schedule optimal for the approximate capacity. The paper starts by expressing the approximate capacity as a linear program with an exponential number of constraints. A core technical component consists of building a polynomial-time separation oracle for this linear program, by using algorithmic tools such as perfect matching polytopes and Gomory-Hu trees.
a surprising result: the approximate capacity of HD networks is notoriously hard to study [3] , [4] . For a network with N relays, since each node can either transmit or receive, there exist 2 N (an exponential number of) possible states. Thus, to calculate the approximate capacity, we may need to examine the fraction of time each of these states needs to be used. For instance, for the traditional Gaussian wireless network, although for FD networks the approximate capacity can be computed in polynomial-time in the network size [5] , in HD such result is known to hold only for a few special cases, such as line networks [6] and specific classes of layered networks [7] . Furthermore, although there have been several works that characterize the complexity of the structure of the optimal schedule for Gaussian HD wireless networks [3] , [4] , the problem of efficiently finding the schedule optimal for the approximate capacity for any general number of relays N has only been solved for Gaussian line networks [6] . In this work, we show that the approximate capacity and an optimal schedule for Gaussian HD 1-2-1 networks can be always computed in polynomial-time in the network size, independently of the network topology. Our result for HD 1-2-1 networks parallels our recent result for FD networks proved in [2] . However, the approach and tools that we use here are different 2 . In particular, we first show that the approximate capacity can be calculated as the solution of a linear program (LP) that has an exponential number of constraints. Then, we reduce our problem to building a polynomial-time separation oracle for this LP, by using graph-theoretic tools such as perfect matching polytopes [9] and Gomory-Hu trees [10] . Paper Organization. Section II describes the N -relay Gaussian HD 1-2-1 network and presents some known capacity results for them. Section III presents our main results, which are proved in Section IV and Section V.
II. SYSTEM MODEL AND KNOWN RESULTS
With [n 1 : n 2 ] we denote the set of integers from n 1 to n 2 ≥ n 1 ; ∅ is the empty set; 1 P is the indicator function that defines membership of set P ; 0 N is the all-zero vector of length N ; |S| is the absolute value of S when S is a scalar, and the cardinality when S is a set. 1-2-1 Gaussian HD network. We consider a network denoted by N where N relays assist the communication between a source node (node 0) and a destination node (node N +1). We assume the following network model, which is shown in Fig. 1 . At any time instant, this network has the two following features: (i) each node can direct/beamform its transmissions towards at most one other node, and (ii) each node can point its receiving beam towards -and hence receive transmissions from -at most one other node. Moreover, the N relays operate in HD mode, that is, at any particular time, each relay can be either transmitting to or receiving from at most one node.
In particular, we can mathematically model the features explained above, by introducing two discrete state random variables S i,t and S i,r , for each node i ∈ [0 : N + 1]. The variable S i,t (respectively, S i,r ) indicates the node towards which node i is pointing its transmitting (respectively, receiving) beam. With this, we have that
where S 0,r = S N +1,t = ∅ since the source always transmits and the destination always receives, and where the constraint in (1c) follows since the relays operate in HD, i.e., for relay i ∈ [1 : N ], if S i,t = ∅, then S i,r = ∅, and vice versa. Thus, ∀j ∈ [1:N +1], we can write the input/output relationship for the Gaussian HD 1-2-1 network as
where: (i) Y j ∈ C represents the channel output at node j; (ii) h ji ∈ C is the channel coefficient from node i to node j; the channel coefficients are assumed to remain constant for the entire transmission duration and hence they are known by all nodes in the network; (iii) Z j is the additive white Gaussian noise at the j-th node; noises across nodes in the network are assumed to be independent and identically distributed as CN (0, 1); (iv) X i ∈ C N +1 has elements X i (k) defined as
where S i,t is defined in (1), and where X i ∈ C denotes the channel input at node i; the channel inputs are subject to an individual power constraint, i.e., E[|X i | 2 ] ≤ P, ∀i ∈ [0 : N ]; note that, when node i is not transmitting, i.e., S i,t = ∅, then X i = 0 N +1 ; (v) S j,r is defined in (1) . Capacity results on 1-2-1 networks. The Shannon capacity of the Gaussian HD 1-2-1 network described in (2) is not known. However, recently we have shown in [2, Theorem 1] that the capacity C of the Gaussian HD (as well as FD) 1-2-1 network can be approximated by C cs,iid as follows 3 ,
C cs,iid = max λs:λs≥0
where: (i) Ω enumerates all possible cuts in the graph representing the network, such that the source belongs to Ω; (ii) Ω c = [0 : N + 1]\Ω; (iii) s enumerates all possible network states of the 1-2-1 network in HD (or FD), where each network state corresponds to specific values for the variables in (1) for each HD node; (iv) λ s , i.e., the optimization variable, is the fraction of time for which state s is active; we refer to a schedule as the collection of λ s for all feasible states, such that they sum up to at most 1; (v) s i,t and s i,r denote the transmitting and receiving states for node i in the network state s (defined in (1) for HD operation). In other words, for Gaussian HD 1-2-1 networks, C cs,iid in (3) is the approximate capacity of the Shannon capacity C. The expression in (3b) can be explained as follows. Given a fixed schedule {λ s }, for each point-to-point link (i→j) in the network, we sum together the activation times λ s of all the states s that activate this link (represented by A ji in (3b)). Then, we weight/multiply the link capacity j,i by this effective activation time A ji . For this new network with weighted link capacities (s) j,i as shown in (3b), we calculate the graph-theoretic min-cut. Finally, we maximize this mincut over all possible feasible schedules of the 1-2-1 network.
III. MAIN RESULTS
In this section, we show how the expression of the approximate capacity C cs,iid in (3b) for Gaussian HD 1-2-1 networks can be efficiently evaluated and how an optimal schedule {λ s } for (3b) can be found in polynomial-time in the number of network relays N . In particular, our main result is summarized by the following theorem. (a) The approximate capacity C cs,iid can be found in polynomial time in N ; (b) An optimal schedule for the approximate capacity C cs,iid can be found in polynomial-time in N .
To the best of our knowledge, Gaussian HD 1-2-1 networks represent the first class of HD relay networks for which the approximate capacity and schedule can be computed efficiently independently of the network topology. In what follows, we focus on the proof of Theorem 1. Theorem 1 Part (a). The proof of the first part of Theorem 1 is a direct consequence of two results that we present and discuss in what follows. Our first result shows that calculating C cs,iid for Gaussian HD 1-2-1 networks is equivalent to solving an LP, where state activation times are replaced by link activation times. In particular, we have the following theorem for which the proof is delegated to [11, Appendix A].
Theorem 2. For any N -relay Gaussian HD 1-2-1 network, we have that
where F j,i represents the data flow through the link of capacity j,i and λ ji represents the fraction of time in which the link is active.
Note that P1 is very similar to the LP representation of the max-flow problem, where the edge capacities are given by λ ji j,i . The key difference is that λ ji is now a variable and is subject to the feasibility constraints in (1c) − (1f ) that stem from the nature of the scheduling in HD 1-2-1 networks. Note that a similar LP as in Theorem 2 was obtained in [2] for the FD case. However, there is a fundamental difference in HD, which is captured by the constraints in (1f ) that are not needed in FD. To illustrate the need of the constraint in (1f ) in P1, consider the network in Fig. 2a . Assume that each of the three links in the network is active for a fraction of time equal to 1/2 (as shown in Fig. 2a ). Clearly, these link activation times satisfy the constraint in (1c)−(1e) withλ 01 =λ 02 =λ 12 = 1 2 . However, we note that these link activation times do not satisfy the constraint in (1f ) since, by considering S = {0,1,2}, we have i∈S,j∈S, i<ĵ
Thus, if the constraint in (1f ) was not there, then one would conclude that the link activation times illustrated in Fig. 2a are feasible. However, we now show that this is not the case, which highlights the need of the constraint in (1f ). For the Gaussian 1-2-1 network in Fig. 2a , when the relay operates in HD, there are three possible useful states of the network, in each of which exactly one link is active. These three states are depicted with different line styles (i.e., solid, dashed, dotted) in Fig. 2b . Note that the links S→RN and RN→D cannot be active simultaneously because of the HD constraint at the relay. Additionally, the links S→RN and S→D cannot be activated simultaneously since the source has only a single transmitting beam. A similar argument also holds for the links RN→D and S→D. Thus, for this network we have a one-toone mapping between λ s in (3b) and λ ji in P1, with λ s = λ ji if state s activates the link of capacity j,i . Hence, if we use the values from Fig. 2a , we would obtain s λ s = 3/2 > 1 which clearly does not satisfy the constraint in (3b). We therefore conclude that the link activation times illustrated in Fig. 2a , which are feasible if the relay operates in FD (see Fig 2c) , are not feasible when the relay operates in HD. This simple example shows why the constraint in (1f ) in P1 is needed for HD Gaussian 1-2-1 networks. We note that the LP P1 has a number of variables that is polynomial in N (two per each edge in the network) compared to the number of variables in the maximization in (3b), which instead is exponential in N (one per each state in the network). However, we also note that P1 now has an exponential number of constraints of the type (1f ). Thus, it follows that algorithms such as the simplex method and the interior point method can not solve P1 in polynomial-time in N . However, as we show next, the ellipsoid method [12] can indeed solve P1 in polynomial-time in N . The key step of the ellipsoid method, that incorporates the constraints of an LP, relies on the existence of an oracle which, given the problem and a point in space, can decide in polynomial-time whether the point is feasible or not and, if not, it returns one constraint of the linear program that is violated by that point. This is referred to as a polynomial-time separation oracle. Our next result focuses on showing that a polynomial-time separation oracle for P1 exists such that, given the graph representing the N -relay Gaussian HD 1-2-1 network and a point y in the space of P1, it can verify in polynomial-time in N if y is feasible in P1 and, if not feasible, it returns one of the constraints that is violated. In other words, if one of the constraints is violated, then the oracle returns a hyperplane that separates the point y from the feasible polytope in P1. This result is formalized in the theorem below for which a proof overview is given in Section IV. Theorem 3. A polynomial-time separation oracle exists that, provided with a weighted graph with N +2 nodes and a point y in the space of P1, can verify in polynomial-time in N if y is feasible in P1, and if not feasible it returns one of the constraints in P1 that is violated. Theorem 2, Theorem 3 and the existence of the ellipsoid method [12] directly imply the result in part (a) of Theorem 1. Theorem 1 Part (b). The proof of the second part of Theorem 1 makes use of Theorem 3 and an algorithmic version of Caratheodory's theorem to find a feasible schedule λ s for the approximate capacity in (3b), such that each link is activated for the amount given by the solution of P1. We give an overview of the proof in Section V.
IV. OVERVIEW OF THE PROOF OF THEOREM 3
In this section, we give an overview of the main steps in the proof of Theorem 3 while the full proof is delegated to [11] . In particular, our goal is to show the existence of a polynomial-time separation oracle that, provided with a weighted graph with N +2 nodes -representing our Gaussian HD 1-2-1 network -and a point y = (F i,j , λ ij ,λ ij ) in the solution space of P1, can verify in polynomial-time in N if y is feasible in P1 and if not, it returns a hyperplane that separates y from the feasible region (i.e., an inequality satisfied for the feasible region but not for y).
Our oracle consists of two parts: (i) a simple oracle to check the constraints in (1a)-(1e) and (1g); (ii) a more involved oracle to check the constraint in (1f ). Note that, since the number of variables and constraints in (1a)-(1e) and (1g) is polynomial in N , then we can check these constraints for y in polynomial-time through direct substitution. If one of these is violated, then we return that constraint as the hyperplane that separates y from the feasible set.
For the constraint in (1f ), we make use of the following observation: by considering an undirected weighted graph representation G of our network, then the constraints in (1e) − (1g) define the matching polytope (M-polytope) 4 of G [9] . Using this fact, we can then perform the following standard steps for checking the feasibility of a point in the M-polytope. In particular, given {λ} for which we want to check that all the constraints in (1f ) are satisfied, we make use of the three following steps.
Step (1) . From the undirected graph G representing our network and the edges weightsλ, we can construct: (i) an undirected graph G, and (ii) weights λ such that, ifλ satisfies (1f ) (i.e., in the M-polytope of G), then its corresponding λ is in the perfect M-polytope 5 of G. This construction of G and λ can be done in polynomial-time in N .
Step (2) . The second key ingredient is the fact that λ is in the perfect M-polytope of G if and only if the minimum odd cut in G has weight greater than or equal to 1. By odd cut, we refer to a partition of the graph vertices (nodes) into S and S c such that either S and/or S c is of odd cardinality.
Step (3). The step above can be checked in one-shot by constructing a Gomory-Hu tree [10] of G, which abstracts the cut between any pair of vertices in G. An algorithm for constructing the Gomory-Hu tree in polynomial-time is also provided in [10] . Additionally, it has been shown in [13] that a Gomory-Hu tree can be used to check the value of the minimum odd cut in an undirected graph in polynomialtime. If the minimum odd cut value is strictly smaller than 1, then the approach returns in polynomial-time one odd cut that violates this condition.
Thus, givenλ for which we would like to check if all constraints in (1f ) in P1 are satisfied, we perform the steps above. In particular, if through the constructed Gomory-Hu tree, we verify that G has all odd cuts with value greater than or equal to 1, thenλ is feasible. Otherwise, we can re-trace back the odd cut of G that violates the condition to a constraint in (1f ) that is violated byλ. Each of these steps is sequentially applied and, since each runs individually in polynomial-time in N , then the whole oracle runs in polynomial-time in N . A more detailed discussion of these steps and ideas can be found in [11] .
V. FINDING A SCHEDULE IN POLYNOMIAL-TIME
To prove part (b) of Theorem 1, we first note that, for a Gaussian HD 1-2-1 network, a state s in (3b) does not activate two adjacent links. Thus, a state is a matching of directed edges in a directed graph representing the network topology. Now, assume that we are given a feasible point in the LP P1 (obtained by solving P1 as described in Section IV). The main objective of this section is to efficiently construct a set of matchings (representing states in the network) and find their corresponding activation times (representing λ s in (3b)), such that the fraction of time a link i→j is active is equal to λ ji in P1. For any pair of nodes i < j, we refer toλ ji in P1 as the connection activation time, i.e.,λ ji represents the duration of time nodes i and j are connected, without considering the direction of communication between them. Thus, from a connection activation time perspective, the network is represented by an undirected graph where an edge (i, j) is active for a fractionλ ji of time. We first discuss how we can decompose the connection activation times into undirected matchings, and then show how these can be leveraged to construct our set of directed matchings (states). The goal is to show that both these tasks can be performed in polynomial-time in the number of relays N .
A. Decomposition into undirected matchings
We define the undirected graph G = (V G , E G ,λ), where: (i) the graph vertices in V G represent the nodes in our Gaussian HD 1-2-1 network, (ii) E G = {(i, j)|i > j,λ ij > 0} is the set of edges, and (iii) the edge weights are equal to the values ofλ ij from the feasible point in P1. Note that, without loss of generality, in the definition of E G we do not include any edge e for whichλ e = 0.
Letλ ∈ R |EG| be the vector comprised ofλ e , ∀e ∈ E G . As highlighted in Section IV, the constraints on {λ e } in (1e) − (1g) describe the M-polytope of the undirected graph G [9] . Our goal here is to efficiently find a set of K matchings M k ∈ R |EG| (vertices of the M-polytope) such that
By Caratheodory's theorem [14] , we know that for some K≤|E G |+1, such a decomposition ofλ exists. However, the key challenge is to discover this decomposition in polynomial-time in N . Towards this end, we appeal to a result in combinatorial optimization [15, Theorem 6.5.11] . This theorem states that, if we can optimize an objective function over the M-polytope using a separation oracle that runs in polynomial-time, then an algorithmic implementation of Caratheodory's theorem can be performed in polynomialtime in the number of variables. Our result in Theorem 3 proves that such a polynomial-time separation oracle exists, and hence [15, Theorem 6.5.11] ensures that the decomposition in (4) can be performed in polynomial-time. Thus, we can efficiently discover a set of matchings over the undirected graph G. The details of the algorithmic implementation of Caratheodory's theorem are delegated to [11] .
B. Post-processing for directional matchings
We now need to utilize the matchings {M k } and their activation times {ϕ k } output by the algorithm discussed in the previous subsection to construct network states and find their activation times such that each link i→j is activated for a duration λ ji (output by P1). We can perform this decomposition in polynomial-time by iterating over the edges of the undirected graph G constructed in the previous subsection. For notational ease, we can rewrite each of the matchings M k discovered in the previous subsection as a lower triangular matrix M k ∈ R (N +2)×(N +2) , where With this notation, we can design an algorithm that generates the {λ s } optimal for (3b) such that they activate each link i → j for the duration λ ji from the LP P1. The main idea is the following. From (4), the definition of M k and the LP P1, we know that ∀(i, j) ∈ [0:N +1], such that i<j, we have
Thus, for each connection (i, j) in the network, we just need to break the matchings { M k } into two sets contributing to the activation of the links i → j and j → i. Before processing a connection (i, j), the default direction is i → j. The algorithm iterates over each connection (i, j), and adds up the activation times for the matchings one by one until the sum exceeds λ ji . For the remaining matchings, we change the assigned direction to j → i. The matching M k (j, i) that caused the sum to exceed λ ji is split into two copies, one where the direction is i → j and the other with j → i. Note that, in each iteration over the elements in E G , we split at most one matching (state). Thus, starting with |E G |+1 matchings, we end up with at most 2|E G | + 1 matchings. Moreover, the inner loop iterates over at most 2|E G | + 1 matchings. Thus, the algorithm runs in O(|E G | 2 ) time which in the worst case is O(N 4 ) for a network with N relays.
