Abstract-In this paper, we propose a method for the iterative restoration of fluorescence Confocal Laser Scanning Microscopic (CLSM) images and parametric estimation of the acquisition system's Point Spread Function (PSF). The CLSM is an optical fluorescence microscope that scans a specimen in 3D and uses a pinhole to reject most of the out-of-focus light. However, the quality of the images suffers from two basic physical limitations. The diffraction-limited nature of the optical system, and the reduced amount of light detected by the photomultiplier cause blur and photon counting noise respectively. These images can hence benefit from post-processing restoration methods based on deconvolution. An efficient method for parametric blind image deconvolution involves the simultaneous estimation of the specimen 3D distribution of fluorescent sources and the microscope PSF. By using a model for the microscope image acquisition physical process, we reduce the number of free parameters describing the PSF and introduce constraints. The parameters of the PSF may vary during the course of experimentation, and so they have to be estimated directly from the observed data. A priori model of the specimen is further applied to stabilize the alternate minimization algorithm and to converge to the solutions.
I. INTRODUCTION

A. Confocal Microscopy
The CLSM is an optical fluorescence microscope that scans a biological specimen using a focused laser spot and uses a pinhole before the detection to reject the out-of-focus fluorescence [1] . It focuses the objective at different depths inside a specimen allowing the 3D visualization of cells, tissues and embryos without a need for physical sectioning.
1) Point Spread Function (PSF):
The optics of an observation system allows inspection of a specimen, but the image finally obtained is often not perfect. Mathematically the process of degradation is characterized by the PSF, which models the propagation and recording of the electromagnetic radiation from a point source. The PSF thus displays a radial diffractive ring pattern [2] (expanding with defocus) that is introduced by the finite-lens aperture. Thus each optical section has the in-focus plane and also out-of-focus contributions from other parts of the object. Although the out-offocus contribution in confocal images is greatly reduced, it is not totally eliminated, and in practice is dependent on the pinhole diameter. This reduces the contrast and complicates the direct quantitative analysis of the specimen.
2) Poisson Noise:
The detector of the fluorescence microscope behaves ideally as a photon counter (ignoring electronic amplification noise). For low illumination conditions, the number of photons reaching the detector is small, and the statistical variation in the number of detected photons can be described by a Poisson process (see Section II-A.1 below).
B. Problem Formulation
The main difficulty in restoring the 3D image is that the exact PSF is not precisely known, denoising the image can induce artifacts and restoration by deconvolution is an illposed problem. Computationally, deconvolution uses the PSF to remove the out-of-focus light that was described earlier, and thus improve the contrast and the resolution. There are three kinds of methods to obtain the microscope PSF for the deconvolution process. Firstly, in the experimental approach [3] , point-like objects in the specimen are imaged and processed to obtain the PSF. The experimental PSF is in itself dim (therefore may be recorded only at a finite range of defocus values), is contaminated by noise and requires point-like sources in every image. In addition, PSF measured in one sample (typically fluorescent microspheres stuck to a cover slide) may not represent the exact PSF applicable for another sample (such as live cells in physiological buffers). For the second case, when an analytical model [4] is used, the PSF generated is noise free. However, the optical parameters of the set up (for example small residual phase aberrations in the objective) are not known or might change during the course of an experimentation (for example, due to heating of live samples). Thus, we propose the blind deconvolution approach that reconstructs the closest approximation of the specimen structure and the unknown PSF parameters from the observation simultaneously.
II. PARAMETRIC APPROACH TO BLUR AND SPECIMEN
FUNCTION ESTIMATION
A. System Model
1) Poisson Statistics for the Image Formation Model:
We can approximate the statistical variation in the measured data by the Poisson statistics. However, it is important to note that the Poisson model is valid only for low-intensity regions when the photomultiplier functions in the counting state. If o and i denote the original and observed images respectively, the image degradation model ( Fig. 1 ) can be expressed as,
The object's intensity is defined as {o(x) : x ∈ Ω}, where Ω is the region over which the intensity is non-vanishing and is finite in nature. Here, h(·) is the PSF of the microscope, and ( * ) denotes the convolution operator (assuming linearity property of the imaging system). 
2) A priori image model and Total Variation (TV) regularization (Rudin et al. [5]):
The Gibbsian distribution P (X = o), captures the prior knowledge of the image, and is the regularization model. (X = o) is a low-order, homogeneous, isotropic Markov Random Field (MRF), over a 6 member neighborhood η x ∈ V x of the site x ∈ Ω (for 3D images)
where |∇o(x)| = (
and
Λ is a finite set of possible specimen solutions, λ is the global hyperparameter, V x is the set of all cliques for the neighborhood system η x over the lattice L. ∇o(x) is the potential function associated with clique and Z λ is a normalizing constant called the partition function. It has been observed that a 1 norm over ∇o(x) rather than the 2 norm allows to impose edge preserving smoothing of the solution [6] . Since, the likelihood of (X = o) is modeled as a Poisson statistics,
Therefore the posterior probability P (X = o|Y = i) is given as:
where θ are the parameters of the PSF model. The estimates for o and h (or θ) are obtained from the joint probability as:
Thus, the cost function to be minimized is,
B. Bayesian approach for joint object and blur parameter estimation It is easy to see that direct minimization of (7) can yield many possible solutions for o and h (for example, the observed data and an impulse function is one such solution), and their simultaneous estimate from (7) is difficult. Thus, our approach is to alternatively minimize the cost function (L (o, h) ), first w.r.t the object and then use the estimate to determine the PSF parameters. This is similar to the Generalized Expectation Maximization (GEM) [7] algorithm which was developed for Bayesian reconstruction with locally correlated MRF priors, on Poisson data model.
1) Estimation of the object: Given the initial value (or estimate) ofθ, L(o, h) has now the new form :
But, (8) can be rewritten as:
We now use the Maximum A Posteriori (MAP) algorithm (that is equivalent to the penalized Maximum Likelihood (ML) [8] ), with a prior distribution on the object o. Hence, (8) can be solved for the object o by adopting the TV regularization, and the Richardson-Lucy (RL) ( [9] , [10] ) algorithm, which is an expectation-maximization algorithm [11] for computing the ML estimate. Since the smoothing process introduced by L reg works only in the direction tangential to the level lines (edges) and not in the orthogonal direction, discontinuities are well preserved. We adopt an explicit scheme that proposes to minimize (8) by the following multiplicative algorithm:
|∇on(x)| ) where (·) denotes the component-wise multiplication, n the iteration number, and div stands for the divergence (see [6] ).
When the difference measure (χ n+1 ) between two successive iterations is smaller than a threshold (t), we stop the algorithm to get the final deconvolved image.
2) Parameter estimation on complete data: Once the object o is estimated by using the iterative algorithm that was described above, the parameters of the PSF can be obtained by minimizing the following function,
The terms that are independent of h have been excluded. The PSF can be estimated by the Shepp-Vardi solution [12] , which is based on ML and is similar to the RL algorithm described previously for estimating o. A direct, closed-form solution is difficult in this case. However, by introducing constraints on the PSF, we greatly reduce the number of free parameters to describe it and the estimation is realizable. It was shown in [13] that the CLSM PSF is well modeled by a 3D Gaussian function as:
where ρ = (x 2 + y 2 ) and Z σ ρ ,σ z = (2π) Thus, the covariance matrix should be diagonal [13] and |Σ| = σ The method outlined in Section II-B.1 requires the knowledge of parameters θ = (σ ρ , σ z ). However, due to the invariance property of ML estimation, we can saŷ
is the ML estimate of the PSF.
From (11), we get
The parameters of the PSF can be estimated as,
where α (k) and ∇ θ L(θ (k) ) are the step size and the search
where, h θ = ∂ ∂θ h(θ). We stop the computation if the difference measure between two successive iterations is smaller than a specific threshold (in practice 10 −3 or 10 −4 ), and assume the last estimate as the best solution.
III. RESULTS
In this section, we present the outcome of our alternate minimization method on some synthetic data.
Experiments on Simulated Data
The 3D simulated test object (see Fig. 2 ) used is of dimension 128 × 128 × 64, with XY and Z pixel sizes of 50nm and 230nm respectively. The observed data was then generated by using an analytical model of the microscope PSF [14] (with an excitation peak at 488nm, emission peak at 520nm, NA of 1.4 and pinhole size of 1AU), and Poisson noise. The stopping threshold t and the hyperparameter λ dictates the amount of reduction in the blur and noise-edge effects respectively. The typical values chosen for t are 10 −4 or 10 −6 , depending on the precision desired. For the simulated data case, the hyperparameter λ was chosen to be 0.002 (see [6] ). To obtain faster convergence results, we initializeθ 0 to the theoretically calculated values [13] . Correct estimation and convergence of the parameters of the PSF model is dependent on the stable estimate of the object. Objective Analysis: The I-divergence or generalized Kullback distance is used for measuring the quality of the restored image in comparison to the original image. The Idivergence, I (u, v) , between two non-negative distributions u and v measures the discrepancy or the distance of the function v to u. It was proved to be consistent [15] with the Csiszar's axioms [16] .
After 7 joint iterations of the alternated minimization algorithm, when the stopping criterion (18) is reached, the final I-divergence was found to be 0.767 and the improvement over the standard RL algorithm was found to be 43.81%. It was also observed that the theoretically calculated and the experimentally estimated parameter values differ by about 16% and 14.5% for the radial and the axial cases respectively. Fig. 3 compares the estimated 3D PSF with the analytically modeled PSF [4] along the one direction of the radial plane. The error in the estimation given by the 2 residual of the PSF was found to be < 0.2%.
IV. CONCLUSIONS AND FUTURE WORK
In this paper we have proposed an alternate minimization algorithm for the joint estimation of the PSF and the object for CLSM. We choose the RL algorithm for the deconvolution process as it is best suited for the Poisson data, and TV as the regularization model. A separable 3D Gaussian model best describes the PSF, and is chosen as the a priori model. We have presented some results on simulated data, and the method gives good results both qualitatively and quantitatively. However, it should be noted that, all of the out-of-focus light cannot be rejected and some noticeable haze and axial smearing remains in the images. Although the TV regularization preserves the borders, small structures close to noise are not well restored (staircase effect), and some corners are rounded. A way to minimize the deblurring artifacts may be to estimate the hyperparameter of the regularization model. Future work is aimed at testing the proposed algorithm on real specimens [2] , and improving the representation of the object and PSF model to match the physical conditions. V. ACKNOWLEDGMENTS
