Abstract-Field programmable gate arrays (FPGAs) are an enabling technology in circuit designs. We consider the board-level multi-terminal net assignment in the FPGA-based logic emulation. A novel probabilistic optimization method is devised for solving the net assignment problem. The approach incorporates randomized rounding, genetic algorithm, and solution-improvement strategies. Experimental results demonstrate promising performance. Index Terms-Board-level routing, Chernoff bound, field programmable gate array (FPGA), randomized rounding.
crossbars. The problem is called the board-level net routing problem (BLRP) [4] - [7] .
An optimal algorithm for two-terminal case was proposed in [4] . The algorithm was devised based on the iterative computation of Euler circuits in graphs of BLRPs. They also proved that the multi-terminal routing problem is NP-hard. In [5] , an interesting satisfiability-based method for solving the multi-terminal case was presented. The approach transformed the FPGA board-level routing task into a single Boolean equation. Any assignment of Boolean variables that satisfies the equation specifies a valid routing. Empirical results show that it is one of the best in existing solvers for BLRP.
We devise a novel probabilistic optimization algorithm that incorporates randomized rounding, genetic algorithm and solution improvement strategies. With this approach, we solve the problem of board-level multi-terminal net assignment in FPGA-based logic emulation. The techniques based on Chernoff bounds are used to establish the feasibility of randomized rounding. Experimental results demonstrate the promising performance of the approach. Compared to [5] , our approach is more applicable to large routing instances.
The paper is organized as follows. In Section II, we formulate the problem as an integer programming. Section III introduces the general ideas in terms of randomized rounding and application in solving our problem. A mathematical technique, Chernoff bound, is used to analyze the feasibility of randomized rounding. In Section IV, a novel probabilistic optimization algorithm combining randomized rounding, genetic algorithm and solution improvement method is devised. The experimental results of our approach are presented in Section V. Section VI concludes this paper.
II. PROBLEM FORMULATION
We refer to FPGAs as chips and assume all chips are identical. Let CHIPS be the set of all chips, NETS be the set of all multi-terminal nets, and CROSSBARS be the set of all crossbars. A chip has a set of I/O pins. Given a BLRP instance, we determine a function such that in each chip there are no more than nets assigned to the same pin subset [4] . If we view each subset type as a bin, each net as an object, then the BLRP can be considered as a partitioned bin-packing problem [7] .
We present a new mathematical model for BLRP. Let with . Namely, is a matrix where is the of net . Define the decision variable as if net is assigned to subset type otherwise.
(
and let . A feasible solution to BLRP satisfies the following two constraints.
1) Every net must be assigned to one and only one subset type, i.e., for
2) For each subset on each chip, the number of nets assigned to it cannot exceed , i.e., for
The matrix form of (3) is: , where is a zero matrix with rows and columns.
The constraints (1)-(3) characterize the exact solution that we need. We say a solution is legal if and only if it satisfies constraints (1)-(3). However, the solution space limited by constraints (1)- (3) is too small. In order to extend the feasible solution space, such that our search process can be performed efficiently, we relax the constraint (2) to be for (4) Our objective function is (5) Then, our integer-programming (IP) model is defined by the objective function (5) and the constraints (1), (3), and (4). Let be the optimal value of (IP), obviously . If , the optimal solution satisfies constraints (1)(3), and the solution is legal. If the corresponding integer-programming model has a legal solution, we say the BLRP problem is feasible.
III. RANDOMIZED ROUNDING FOR BLRP
To solve the integer-programming problems, Raghavan [8] proposed an effective technique of solving a corresponding linear programming problem first and then randomly rounding it. They applied their approach to solving the global wiring problem with promising performance [8] . The technique was also applied to the MAX-SAT problem [9] . Using Raghavan's technique, we do not need to solve an integer programming, which is shown to be NP-hard.
The Chernoff bound is an important technique in designing and analyzing randomized algorithms. The basic ideas behind the Chernoff bound are presented in [10] . Raghavan [8] uses the Chernoff Bound to analyze the randomized rounding. Motwani [11] provides a detailed survey on the Chernoff Bound.
A. Linear Program Relaxation
For the integer programming (IP) of the BLRP, we replace the integrality constraint in (1) with for Then, we obtain a linear program relaxation of . We can use several efficient methods to solve it (such as the simplex method and so on). Let denote the linear programming. Let , be the optimal solutions of and let be its optimal value. Since is a relaxation of , there is .
B. Randomized Rounding
The optimal solutions of may be fractional values, and therefore may not constitute a feasible solution to our integer program . We must therefore round these values to 0's and 1's to obtain a feasible BLRP solution. The idea of randomized rounding is to interpret the fractional solutions provided by the linear program as probabilities for the rounding process [11] .
Denote by the rounded value of . Randomized rounding is as follows: independently for each and each , set to 1 with the probability ; otherwise set to 0. Thus, for each and each and .
C. Analysis by Chernoff Bound
Intuitively, we can always obtain a legal solution by a sufficient number of randomized rounding. But what is the approximate upper bound to the number of necessary randomized roundings? We answer the question in this section.
Theorem 1 [11] : Let be independent Poisson trials such that, for 1 , where . Let . Then, for any , if (6) if (7) Definition 1 [11] : Define (8) (9) For any positive and is the value of that satisfies (10) Similarly, is that value of that satisfies (11) Using the Chernoff bound, we can prove the feasibility of randomized rounding to the BLRP instances. First, since the randomized roundings are performed independently to each other, so and 1 are independent Poisson trials. Define and , then we have Theorem 2: Let be a real number such that . With probability , the BLRP solution produced by randomized rounding satisfies Proof: Omitted due to the page limitation [12] . Theorem 3: Let be a real number such that . With probability , the BLRP solution produced by randomized rounding satisfies Proof: Omitted due to the page limitation [12] . Theorem 4: In the set of BLRP solutions repeatedly generated by randomized rounding, with probability , where is a real number such that , there exists at least one solution that satisfies Proof: Omitted due to the page limitation [12] . Theorem 5: In the set of BLRP solutions repeatedly generated by randomized rounding, with probability , where is a real number such that , there exists at least one solution that satisfies Proof: Omitted due to the page limitation [12] . Suppose we want to find a solution that satisfies (12) with the probability 0.999. We first substitute the value of 0.999 to Theorem 4 and 5, and get and . In order to satisfy the former part of (12), we substitute the values of and into (8) and (10), then
From the above equation, we can easily calculate in the case of and in other case of . On the other hand, for satisfying the latter part of (12), we substitute the values of and into (9) and (11), and then with similar calculation, we can get when , and when . In conclusion, to find a satisfying solution, we are likely to perform the randomized rounding about 13 861 times in the case of and about 1386 times in the case of .
IV. OUR APPROACH
In Raghavan's approach, the legal solution of IP is achieved by applying randomized rounding repeatedly. After applying the randomized rounding sufficient times, we can always get a legal solution. However, this process is very time consuming.
A. Optimization Procedure
In our new approach, we adopt the efficient genetic algorithm (GA). The randomized rounding is integrated into the process of GA. To accelerate the searching process, a solution improvement method is designed. The solution improvement method maintains a short tabu list and searches the local optimal solution in a neighbor field. The method can greatly reduce the time needed for finding the optimal solution, thus making our algorithm practical. Our optimization procedure is given as follows. false.
There are many efficient methods for solving , such as simplex method. The time needed by step 1 greatly depends on the solver, so it is not considered into the total runtime taken by our algorithm.
stores a copy of the best solution found so far. It is initialized in step 3, and is updated in each iteration cycle (step iii). In step a), we initialize the population. If no legal solution found after MaxIter2 iterations, the algorithm would be redirected to step a), and then reinitialize the population.
B. Chromosome Coding
Assume that the nets are labeled from 1 to , and net is denoted as . Assume the subset types are labeled from 1 to , and subset type is denoted as . We encode an assignment of nets to subset types into a chromosome , where represents that net is assigned to subset type . To suit the form of chromosome coding, we transform the constraint (1)-(3) into the following optimization model: (13) subject to constraints (1) and (2), where is the penalty function for unsatisfying constraint (3) . Because the constraints (1) and (2) are satisfied naturally by the structure of the chromosome, we only need to consider this objective function (13) in our search process.
C. Initialization
We generate chromosomes by randomized rounding to initialize the population. Assume the solutions of (LP) is , for 1 , and . We consider the value of as the probability of assigning net to subset type , i.e.,
. Thus, the process of randomly rounding the solution of (LP) to be a chromosome is: set independently to be with probability .
D. Mutation
We define a parameter as the probability of mutation. The number of chromosomes undergoing the mutation operation may most likely to be . We adopt the twopoint mutation. For traditional two-point mutation, it randomly selects two points and in the chromosome, and then replaces the value of every character between site and with a random number between 1 to . In our heuristic two-point mutation, the mutation sites and are selected similarly, however the value of each character between site and 
E. Improvement
We define a parameter as the probability of improvement. When a new chromosome is generated, it is improved with the probability . The number of chromosomes undergoing the improvement operation is most likely to be . The improvement method is shown in Fig. 2 .
In our method, a move is to reassign a net to a subset . The neighborhood of a given point is defined as the set of solutions which can be reached in one move from the given solution. Once a move (which reassign net to a subset ) has been done, the opposite move (which assign back net to pre-assigned subset) will be considered as tabu for a given number of iterations (in this method, is limited to be 1).
V. EXPERIMENTAL RESULTS
To test our algorithm, we coded our algorithm in language and ran on a PC with Intel ® Celeron ® 2.4 GHz CPU and 512M RAM. The parameters are set as:
, and , where is the probability of crossover.
Our approach is an integration of GA and two techniques: randomized rounding and solution improvement strategy. Table I compares the performance contributions made by the two techniques respectively. Benchmark is the name of the tested benchmark. The benchmark's name implies some parameters. For example, the name " 5" indicates that the number of chips is 3, the number of pin types is 2, the number of pins in each type is 2, and the maximum number of pins for generated net is 5. Column lists the number of nets.
denotes our algorithm, denotes the algorithm integrated by GA and the randomized rounding only, denotes the algorithm integrated by GA and the improvement strategy only. Notice that the algorithm could not find the optimum solution (the case that Iter column is recorded as MAX) for most of the tested benchmarks, while the other two (with improvement strategy) can find the legal solution in all cases. This demonstrates that the improvement method is the main contributor to the performance improvement. Table II compares the performance of our algorithm to the SAT solvers used in [5] . All experiments are conducted on the same PC. Column Pins lists the number of pins on each chip. DLM is the time needed to solve the problem by DLM SAT solver, and zChaff is the time needed to solve the problem by zChaff SAT solver. The time needed to solve the problem by our randomized algorithm is listed in the RA column.
For the same parameters of and , we increase (number of nets) gradually. However, the time it takes for the RA does not increase correspondingly. The same phenomenon can be observed for the number of pin types . The reason is that the RA is an iterative algorithm, thus the time it takes depends not only on the problem size, but also its used iterations.
For the majority of cases, our algorithm performs better than the SAT solvers. Notice there is one benchmark whose solution cannot be found by none of the SAT solvers, but can be found by ours. For some of the cases, our algorithm takes longer to compute than DLM or zChaff. This is understandable. Since the time needed by a SAT solver usually depends on the complexity of the CNF formula [5] (converted from the corresponding benchmark), and the size of the CNF formula is not necessarily proportional to the problem size.
Furthermore, we randomly generated some large benchmarks that mimic real-world problem size [13] (with more than 50 pins on a chip) to test our algorithm. For these benchmarks, the SAT solvers cannot be used because the converter (converting the benchmarks to CNF formulas) explodes already. However our algorithm can solve all these benchmarks with rapid speed. This demonstrates that our algorithm is more applicable to large benchmarks.
VI. CONCLUSION
In this paper, we studied the board level routing problem. A novel mathematical model has been proposed. A new randomized algorithm combining randomized rounding, genetic algorithm and solution improvement method has been presented. Experimental results showed promising performance of our approach.
