Abstract. A criterion is proved for the existence of a unique wide sense stationary solution of a linear difference equation with operator coefficients in a Banach space. The stability of this solution with respect to small perturbations of operator coefficients is proved.
Definition 1.
A sequence of X-valued random elements η := {η n : n ∈ Z} defined on the probability space (Ω, F, P) is called stationary (in a wide sense) if 1) sup n∈Z E η n 2 X < +∞, 2) E η n = E η 0 for all n ∈ Z, 3) for all n, k ∈ Z and all x * , y * ∈ X * cov( η n+k , x * , η k , y * ) = cov( η n , x * , η 0 , y * ).
Here X * is the dual space to the Banach space X and x, x * denotes the action of the functional x * ∈ X * at the element x ∈ X. Remark 1. It is shown in [1] that conditions 2) and 3) in the definition of a stationary sequence do not necessarily imply condition 1) for the case of an infinite-dimensional Banach space.
Let η be a stationary sequence of X-valued random elements, let an operator
be closed, and let {A n : n ∈ Z} be a sequence of operators in L(X) such that
Definition 2. A sequence of X-valued random elements
ξ := {ξ n : n ∈ Z} defined on a probability space (Ω, F, P) is called a stationary solution of the difference equation
if equality (2) holds, ξ is a stationary sequence, and for every n ∈ Z, ξ n : Ω → D with probability 1.
The uniqueness of a solution of equation (2) is understood in the sense of the stochastic equivalence.
The aim of this paper is to obtain a criterion for the existence of a unique stationary solution of equation (2) and to study its stability with respect to small perturbations of the operator coefficients.
Stationary solutions of difference equation (2)
An answer to the question on whether or not a unique stationary solution of equation (2) exists is given in the following result. 
Remark 2. If a sequence {A n : n ∈ Z} satisfies a stronger assumption than (1), namely if f is an analytic function in a certain ring containing S, then a criterion for the existence of a unique stationary (in a restricted sense) solution and sufficient conditions for the existence of a stationary solution of equation (2) are given in [1] .
We need the following auxiliary results for the proof of Theorem 1.
Lemma 1.
If assumption i 2 ) holds, then the nonrandom difference equation
has a unique bounded in the norm of X solution x := {x n : n ∈ Z} for an arbitrary bounded sequence y := {y n : n ∈ Z}.
Proof. Note that D is a complex Banach space with the norm
We also note that any bounded solution x of difference equation (3) corresponding to a (X,
Denote by L(X, D) the set of all linear bounded operators acting from X to D.
for any n ∈ Z, and
.
for all z ∈ S and therefore the operator
and has the continuous inverse operator
for all n ∈ Z according to condition i 2 ). The generalization of the Wiener theorem on the absolutely convergent Fourier series proved by Bochner and Phillips [2] and condition (5) imply that there exists a sequence of operators
Since the operator T belongs to the space L(X, D) and is continuously invertible, the mapping X ⊃ {x n : n ∈ Z} → {T x n : n ∈ Z} ⊂ D is a bijection between the sets of all bounded sequences in the spaces (X, · X ) and (D, · D ). Thus Lemma 1 holds if and only if the difference equation
has a unique bounded solution u := {u n : n ∈ Z} for an arbitrary bounded in D sequence v := {v n : n ∈ Z}. Further, using properties of the inverse operator, we derive from relations (6) and (7) 
, and I D is the unit operator in D.
Following the method used in the proof of the implication ii) ⇒ iii) in Theorem 1 of the paper [3] , one can check that there exists a unique bounded solution u of equation (8) for an arbitrary bounded in D sequence v and moreover
Lemma 1 is proved.
Remark 3. Lemma 1 also holds for a nonseparable space X.
As usual, a sequence η of X-valued random elements is called mean square bounded if it satisfies condition 1) of Definition 1. The uniqueness of a mean square bounded solution ξ of equation (2) is defined similarly to Definition 2. 
Therefore Lemma 2 holds if and only if the nonrandom difference equatioñ
has a unique bounded solution ξ for an arbitrary bounded in Y sequence η. The latter condition holds in view of Lemma 1 and properties j 1 )-j 3 ). Moreover, according to equality (9) the unique mean square bounded solution ξ of equation (2) corresponding to a mean square bounded sequence η is represented as
Lemma 2 is proved.
Proof of Theorem 1. First we prove that i 1 ) ⇒ i 2 ). Fix z ∈ S, u ∈ X, and u = 0 X . For η 0 we take a random element such that
Put η n := η 0 z n , n ∈ Z. It is easy to check that the sequence {η n : n ∈ Z} is stationary. According to condition i 1 ), equation (2) for this sequence has a unique stationary solution ξ. Thus
with probability one, whence
with probability one. Condition i 1 ) means in particular that the homogeneous difference equation (2) has a unique zero (stationary) solution. Hence (12) implies that
with probability one. Using (11), we prove that (A − f (z))ξ 0 = η 0 with probability one.
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Therefore we proved that the equation (A − f (z))w = u has a solution w for an arbitrary u ∈ X. Were this solution not unique, one would find an element v ∈ X, v = 0 X , such that
Then the homogeneous difference equation (2) has a nonzero stationary solution ζ n = ζ 0 z n where ζ 0 is a random element such that
The Banach inverse operator theorem for a closed operator implies that the operator
exists. Now we prove the implication i 2 ) ⇒ i 1 ). If condition i 2 ) holds, then Lemma 2 yields that equation (2) for a fixed stationary sequence η has a unique mean square bounded solution ξ that can be represented in the form of series (10). Using representation (10), one can easily check that this solution is stationary.
Theorem 1 is proved.
2. The stability of stationary solutions of the difference equation (2) In this section, we study the stability of stationary solutions of equation (2) with respect to small perturbations of the operator coefficients. This is an important question from the point of view of applications where the structure of perturbations is not known completely and is modelled by a difference equation.
The following theorem contains the main result in this direction.
Theorem 2. Assume that condition i
2 ) of Theorem 1 holds. Let T n (m), T n,k (m), n ∈ Z, k ∈ Z, m ∈ N, be a
family of operators of L(X) such that
Then a 1 ) for all stationary sequences η and for all sufficiently large numbers m, the difference equation
has a unique mean square bounded solution
a 2 ) Also,
where ξ := {ξ n : n ∈ Z} is a unique stationary solution of equation (2) 
It is easy to check that these operators belong to L(W ). Now
for all n ∈ Z in view of conditions j 1 )-j 3 ) and appropriate bounds for the norms similar to (4). It follows from Lemma 2 and the Banach inverse operator theorem that the inverse operator G −1 ∈ L(W ) exists. Put 
Theorem 2 is proved.
Remark 4. Results similar to Theorem 2 concerning the stability of stationary in a restricted sense solutions of the difference equation (2) with a finite numbers of nonzero operator coefficients are obtained by A. Ya. Dorogovtsev in [6, 7] .
Remark 5. A unique mean square solution ξ(m) of perturbed equation (13) corresponding to a stationary sequence η is not necessarily stationary if m ≥ m 0 . One can only prove in this case that a solution of perturbed equations is mean square bounded (see [6, 7] ).
Remark 6. One can approximate a unique mean square bounded solution (13) for a fixed m ≥ m 0 with successive approximations (see [5] ). This method is used in [6, 7] to prove analogous results.
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