The rank invariant is of great interest in studying both one-dimensional and multidimensional persistence modules. Based on a category theoretical point of view, we generalize the rank invariant to zigzag modules. We prove that the rank invariant of a zigzag module recovers its interval decomposition. This proves that the rank invariant is a complete invariant for zigzag modules.
Introduction
The persistence diagram [10] of Cohen-Steiner, Edelsbrunner, and Harer was recently extended by Patel to the setting of constructible persistence modules F : R → C , where C is a symmetric monoidal category with images [19] . In brief, the persistence diagram of F : R → C is obtained from the map sending each pair s ≤ t in R to the images of the morphism F (s ≤ t ) in C . This map is specifically a generalization of the rank invariant [8] and the persistent homology group [10] .
We further generalize the rank invariant/persistence diagram to the setting of zigzag modules [5] . We begin by defining the rank of a zigzag diagram of vector spaces from a category theoretical perspective. Then, the rank invariant of a zigzag module M is defined as the record of all the ranks of sub-zigzag-diagrams of M . This construction is universal across categories and thus, we can straightforwardly generalize the rank invariant to zigzag modules valued in other categories. 1 Our construction is a generalization of the rank invariant of Patel in a certain sense (Proposition 6.7).
The primary goal of this paper is to substantiate the robustness of the rank invariant we construct. To do this, we chiefly focus on zigzag modules of vector spaces and examine how much information of a zigzag module M is contained in the rank invariant of M . We specifically prove that the rank invariant of M and the barcode [4, 5] of M can be translated to each other (Propositions 3.10 and 4.1). Since the barcode of a zigzag module is a complete invariant, we also conclude that the rank invariant of a zigzag module is also a complete invariant (Theorem 4.2).
Also, in terms of the erosion distance [19] and the interleaving distance [4] , we show that the rank invariant is stable to perturbation of the zigzag modules (Theorem 5.9).
Contributions.
(i) We define the rank invariant of a zigzag module based on a category theoretical perspective. This construction of the rank invariant does not depend on the interval decomposition theorem [5, 3] of zigzag modules. This independence allows us to generalize the rank invariant/function of [8, 19, 18] to zigzag modules valued in a ("nice") category other than the category of vector spaces. 2 (ii) We show that the rank invariant of a zigzag module recovers the barcode of the zigzag module (Proposition 3.10). This also demonstrates that the rank invariant of a zigzag module is 1 To be precise, we will consider zigzag modules valued in a symmetric monoidal bicomplete category C with images.
The category of sets, the category of vector spaces, and the category of abelian groups are examples of such categories. 2 We compare our construction with the rank invariant of [20] in Section 6. a complete invariant (Theorem 4.2), which is analogous to [8, Theorem 12] .
(iii) We prove that the rank invariant of zigzag modules is stable with respect to perturbation of the input data, utilizing the erosion distance [19, 20] and the interleaving distance for zigzag modules [4] .
(iv) Based on item (i) above, we show that generalized persistence diagrams for constructible 1-dimensional persistence modules of [19] can be extended to generalized persistence diagrams for zigzag modules (or constructible cosheaves over R [12, 13, 14] ) valued in a ("nice") category other than the category of vector spaces..
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Preliminaries
In Section 2.1 we review the categorical notions of limit and colimit. In Sections 2.2 and 2.3 we recall the definitions of barcode of a zigzag module and rank invariant of a persistence module, respectively.
Category theory elements.
Categories. For any category C , let ob(C ) and hom(C ) denote the class/set of all objects and that of all morphisms in C , respectively. Throughout this paper, I will stand for a small category, i.e. ob(I ) and hom(I ) are sets. For any two functors F,G : I → C , we write F ∼ = G if F and G are naturally isomorphic. A functor F : I → C will sometimes be referred to as a diagram. Since the domain I is small, we also refer to F as a small diagram. A sub-diagram of F means the restriction F | J to a subcategory J of I . The following categories will appear in this paper.
(i) By Vec and vec, we mean the category of vector spaces and finite dimensional vector spaces, respectively with linear maps over a fixed field F.
(ii) By Sets, we mean the category of sets.
(iii) By Top, we mean the category of topological spaces.
(iv) By Grp and Ab, we mean the category of groups and abelian groups, respectively.
Limits and Colimits. We recall the notions of limit and colimit [17] .
Definition 2.1 (Cone). Let F : I → C be a functor. A cone over F is a pair L, (π x ) x∈ob(I ) of an object L in C and a collection (π x ) x∈ob(I ) of morphisms π x : L → F (x) that commute with the arrows in the diagram of F , i.e. if g : x → y is a morphism in I , then π y = F (g ) • π x in C , i.e. the diagram below commutes.
In Definition 2.1, the cone L, (π x ) x∈ob(I ) over F will sometimes be denoted simply by L, suppressing the collection (π x ) x∈ob(I ) of morphisms if no confusion can arise. A limit of a diagram F : I → C is a terminal object in the collection of all cones:
It is possible that a diagram does not have a limit at all. However, if a diagram does have a limit then the terminal property of the limit guarantees its uniqueness up to isomorphism.
For this reason, we will sometimes refer to a limit as the limit of a diagram.
Cocones and colimits are defined in a dual manner:
In Definition 2.4, a cocone C , (i x ) x∈ob(I ) over F will sometimes be denoted simply by C , suppressing the collection (i x ) x∈ob(I ) of morphisms. A colimit of a diagram F : I → C is an initial object in the collection of cocones over F : Definition 2.5 (Colimit). Let F : I → C be a functor. A colimit of F is a cocone, denoted by lim − − → F, (i x ) x∈ob(I ) or simply lim − − → F , with the following initial property: If there is another cocone C , (i x ) x∈ob(I ) of F , then there is a unique morphism u : lim − − → F → C such that for each morphism g : x → y in I , the following diagram commutes.
Remark 2.6. It is possible that a diagram does not have a colimit at all. However, if a diagram does have a colimit then the initial property of the colimit guarantees its uniqueness up to isomorphism. For this reason, we will sometimes refer to a colimit as the colimit of a diagram.
Remark 2.7 (Restriction of an indexing poset). Let P be any poset and let Q be a subposet of P. In categorical language, Q is a full subcategory of P. Let F : P → C be a functor.
(i) For any cone L , (π p ) p∈P over F , its restriction L , (π p ) p∈Q is a cone over the restriction F | Q : Q → C . Therefore, by the terminal property of lim ← − − F | Q , there exists the unique mor-
(ii) For any cocone C , (i p ) p∈P over F , its restriction C , (i p ) p∈Q is a cocone over the restriction F | Q : Q → C . Therefore, by the initial property of lim − − → F | Q , there exists the unique morphism
The barcode of a zigzag module
Given any partially ordered set (poset) P, we regard P as the category: Objects are elements of P.
For any p, q ∈ P, there exists a unique morphism p → q if and only if p ≤ q. P-indexed modules and their interval decomposability. We follow the notation/definition from [4] in what follows.
For P a poset and C an arbitrary category, F : P → C a functor, and s ∈ P, let F s := F (s). Also, for any pair s ≤ t in P, let ϕ F (s, t ) : F s → F t denote the morphism F (s ≤ t ). We refer to the morphisms ϕ F (s, t ) : F s → F t for s ≤ t in P as internal maps of F in the case the morphisms in C are maps.
Also, any functor F : P → vec is called a P-indexed module.
Definition 2.8 (Intervals, [4] ). Given a poset P, an interval J of P is any subset J ⊂ P such that 1. J is non-empty.
2. If r, t ∈ J and r ≤ s ≤ t , then s ∈ J .
3. (connectivity) For any s, t ∈ J , there is a sequence s = s 0 , s 1 , · · · , s l = t of elements of J with
For J an interval of P, the interval module I J : P → Vec is the P-indexed module where
Let F,G be P-indexed modules. The direct sum F G of F and G is the P-indexed module defined as follows: for all s ∈ P, (F G) s := F s G s and for all s ≤ t in P, the linear map ϕ F G (s, t ) :
for all (v, w) ∈ (F G) s . We say a P-indexed module F is decomposable if F is (naturally) isomorphic to G 1 G 2 for some non-trivial P-indexed modules G 1 and G 2 . Otherwise, we say that F is indecomposable. Proposition 2.9 (Proposition 2.2 in [4] ). I J is indecomposable.
Recall that a multiset is a collection of objects (called elements) in which elements may occur more than once. We call the number of instances of an element in a specific multiset the multiplicity of the element. For example, A = x, x, y is a multiset and the multiplicity of x is two.
Also, this multiset A is distinct from the multiset x, y .
It is well-known that, by the theorem of Azumaya-Krull-Remak-Schmidt [1] , such a decomposition is unique up to a permutation of the terms in the direct sum. Therefore, the multiset B(F ) is unique if F is interval decomposable since a multiset is careless of the order of its elements. We call B(F ) the barcode of F.
Given any two posets P, P , we assume that by default the product P × P is equipped with the partial order where (p, p ) ≤ (q, q ) if and only if p ≤ p and q ≤ q . We regard the extended real line R as a poset with the canonical order ≤. Also, by R op we mean the opposite category of R, i.e. for any p, q ∈ R, there exists a morphism p → q if and only if p ≥ q. The following posets will be used throughout this paper:
(i) The posets
equipped with the partial order inherited from R op × R (see Figure 1 ).
(ii) The poset ZZ = {(i , j ) ∈ Z 2 : j = i or j = i − 1}, with the partial order inherited from R op × R.
Also, let ι : ZZ → R op × R be the canonical inclusion, which is an order-preserving map. See falls into one of the following four types:
See Figure 3 for examples. Specifically, we let 〈b, d 〉 ZZ denote any of the above types of intervals.
By utilizing this notation, the barcode of a zigzag module M : ZZ → vec can be expressed, for some index set J , as
Persistence diagram of a zigzag module. We now define the persistence diagram (PD) of a zigzag module, adapting notation from [7, 9] . This object will help us graphically interpret the rank invariant.
Recall the poset U = (u 1 , u 2 ) ∈ R 2 : u 1 ≤ u 2 equipped with the partial order inherited from 
where each (b * j , d * j ) ∈ dgm ZZ (M ) corresponds to the interval 〈b j , d j 〉 ZZ of ZZ according to Table 1 . See Figure 4 for an example. Interval Decorated pair Table 1 The partial order on U * . Here we define the partial order on U * as follows. Let
We will denote any (r, * ) ∈ R * by r * . Let us equip the set {−.o, +} with the order
and consider R * as the (completely) ordered set with the lexicographic order:
Finally, we equip U * with the partial order which is inherited from
regardless of the decorations of u and u .
The rank invariant of a persistence module
In this section we review some important results about the rank invariant of one-dimensional or multidimensional persistence modules. to rank (F (u 1 ≤ u 2 )).
Remark 2.15. In Definition 2.14, rk(F )(u) for u = (u 1 , u 2 ) counts all the persistence features of the persistence module F which are born before or at u 1 and die after or at u 2 . Also, for any u 1 ∈ R,
Remark 2.16 (Rank invariant is order-reversing). In Definition 2.14, for any pair
it holds that rk(F ) u ≤ rk(F )(u). Therefore, the map rk(F ) : U → Z + is an order-reversing map.
This result generalizes to [18, Proposition 4.1] . Also, see [20, Lemma 16] . The rank invariant can also be defined for multidimensional modules F : R n → vec, n > 1 : For [8] . This defines a function from the set {(a, b) ∈ R n × R n : a ≤ b} to Z + . However, the map rk(F ) is not a complete invariant for multidimensional modules, i.e. for any n > 1, there exists a pair of persistence modules F,G : R n → vec that are not isomorphic but rk(M ) = rk(N ) [8] .
The rank invariant of a zigzag module
The goal of this section is to generalize the definition of the rank invariant (Definition 2.14) to zigzag modules.
Finite zigzag categories
We begin by introducing the notion of finite zigzag category:
Definition 3.1 (Finite zigzag categories). For each n ∈ N, we define the two finite zigzag categories
To be precise, the category ([n], →) consists of the following:
(i) Objects: the integers 1, 2, . . . , n.
(ii) Morphisms: Other than the isomorphism on each object, there are the following morphisms:
1 → 2, 2 ← 3, 3 → 4, . . ., n − 1 ↔ n (strictly alternating directions).
The arrow → in ([n], →) stands for the direction of the first arrow, i.e. 1 → 2. The category ([n], ←)
is defined as the opposite category of ([n], →). Notice that for n = 1, the two categories ( [1] , →) and
( [1] , ←) are identical. By [n], we will mean either of ([n], →) or ([n], ←).
Fix n ∈ N. Any functor F : [n] → vec is called a finite zigzag module, which is represented as a sequence of linear maps in a strictly alternating way:
Recall the notions of cones and cocones (Definitions 2.1 and 2.4). The following observation is the first step toward defining the rank invariant of a zigzag module. 
Proof. We have the combined commutative diagram of L, (π a ) a∈[n] and C , (i a ) a∈ [n] as follows:
Without loss of generality, assuming f 1 is a map from V 1 to V 2 , we prove that i 1 • π 1 = i 2 • π 2 . This is clear by tracking the commutativity of the diagram above:
Similarly, one can check that for each k = 2, . . . , n − 1,
completing the proof.
Note that Vec is bicomplete category, and thus every small Vec-valued diagram has both a limit and a colimit. By virtue of Proposition 3.2, we can define: 
We define the canonical LC map 3 of F as the linear map
. We define the rank of F as the rank of the canonical LC map of F .
The remark below justifies the use of the term "rank" in Definition 3.3.
Remark 3.4.
We consider the case of short zigzag modules:
(i) When n = 1, a functor F : [1] → vec, amounts to the vector space F 1 with the identity map
In this case, the rank of F is the dimension of F 1 .
(ii) When n = 2, a functor F : [2] → vec amounts to the linear map 
Rank invariant of a zigzag module
In this section we define the rank invariant of a zigzag module M : ZZ → vec in a category theoretical way. For this, representing sub-diagrams of M in a simple way is desirable. 
This construction of F is clearly nothing but a re-indexing of M . Therefore, there exist canonical isomorphisms between lim ← − − (See Figure 5 for an example). 
are a limit and a colimit of
can be regarded as the rank of the canonical LC map of F | [u 1 ,u 2 ] .
Let P and Q be any two posets and let f :
The following proposition is analogous to Remark 2.16. 
which implies the rank of φ M (u ) is less than or equal to that of φ M (u), as desired.
Graphically, (1) u stands for the closed upper-left quadrant defined by u in U, and (2) the inequality
≤ v * indicates that the point with a tip which symbolizes v * is completely contained in the quadrant u (see Figure 4 ). Also, similarly we define, for u ∈ U \ U,
One can compute the rank invariant of a zigzag module M easily, given the PD of M : In the TDA literature it is often the case that the indexing set of a zigzag module is a subset of R [6, 7, 14, 13, 15] , which motivates us to construct a rescaled-version of the poset ZZ. Similar ideas can be found in [4] . It is easy to see that any re-scaled zigzag module M : ZZ G → vec also allows its rank invariant defined as in Definition 3.7. • Finite intervals:
• Infinite intervals:
(iv) For d ∈ Z, the multiplicity of the interval (−∞, d + ) in dgm ZZ (M ) is
Since we can recover the PD dgm ZZ (M ) from the rank invariant of M : ZZ → vec, we obtain the following theorem (cf. Theorem 2.17). We now give the proof of Proposition 4.1.
Proof of Proposition 4.1. We only prove the first statement (the other cases are similar):
This directly follows from the observation that the multiplicity of (b + , d − ) in dgm ZZ (M ) is obtained by computing:
The total multiplicity of points u
By virtue of Proposition 3.10, each of these four terms exactly corresponds to the four terms in (2) in order.
Stability of the rank invariant
In this section we prove that rank invariants of zigzag modules (Definition 3.7) are stable.
Interleaving distance between R n -indexed functors. We review the interleaving distance [4, 9, 16] .
Let n ∈ N. We regard R n as a poset with the partial order ≤ defined as a = (a 1 , . . . , a n ) ≤ a = (a 1 , . . . , a n ) if and only if a i ≤ a i in R for each i = 1, . . . , n. Also, for another a ∈ R n such that a ≤ a
In particular, if v = ε(1, . . . , 1) ∈ [0, ∞) n , then we simply write F (ε) in lieu of F (ε, . . . , ε).
(ii) (On morphisms) Given any morphism ϕ :
For any v ∈ [0, ∞) n , let ϕ v F : F → F (v) be a morphism in C R n whose restriction to each F a is the morphism F (a ≤ a + v) in C . When v = ε(1, . . . , 1), we denote ϕ v F simply by ϕ ε F .
Definition 5.2 (ε-interleaving between R n -indexed functors). Let C be any category. Given any two functors F,G : R n → C , we say that they are ε-interleaved if there are morphisms f : F → G(ε)
In this case, we call ( f , g ) an ε-interleaving pair. The interleaving distance between d C I is defined as 
Bottleneck distance . For
Let X 1 , X 2 be multisets of points in U. Let α : X 1 X 2 be a matching, i.e. a partial bijection. We call α an ε-matching if
Their bottleneck distance d B (X 1 , X 2 ) is defined [10] as the infimum of ε ∈ [0, ∞) for which there exists an ε-matching α : X 1 X 2 . 
Therefore, we also have
where the maximum is taken over all ∈ {o, co, oc, c}. Erosion distance. We review a particular case of the erosion distance from [19, 20] . Let P and Q be any two posets. Given any two maps f , g : P → Q, we write f ≤ g if f (p) ≤ g (p) for all p ∈ P.
For any ε ∈ [0, ∞), let ε := (−ε, ε) ∈ U. Given any map Y : U → Z + and ε ∈ [0, ∞), define another
Definition 5.7 (Erosion distance [19, 20] ). Let Y 1 , Y 2 : U → Z + be any two order-reversing maps.
The erosion distance between Y 1 and Y 2 is defined as Recall that for any zigzag module M , the rank invariant rk(M ) : U → Z + is order-reversing (Proposition 3.9). Also, recall that for any ε ∈ [0, ∞), we use the notation ε := (−ε, ε).
The association M → rk(M ) is (1/2)-Lipschitz: 
Generalized zigzag modules and their persistence diagrams
We adapt ideas from [19] in order to define generalized zigzag modules, their rank invariants, and their persistence diagrams. Definition 6.1 (Generalized zigzag modules). Let C be any category.
(i) Any functor F : [n] → C is called a (generalized) finite zigzag module.
(ii) Any functor M : ZZ → C is called a (generalized) zigzag module.
We have considered zigzag modules valued in vec. However, numerous definitions and propositions from previous sections are not necessarily restricted to the category vec.
Preliminaries from category theory. We now recall terminology from category theory. A category C is called complete if every small diagram F : I → C has a limit in C . Likewise, a category C Amit Patel's work. In [19] , the author generalizes the persistence diagram of Cohen-Steiner, Edelsbrunner, and Harer to the setting of constructible persistence modules valued in a symmetric monoidal cateogory. We call this the type A persistence diagram of a persistence module. If the category C is also abelian, then we also have the type B persistence diagram. These diagrams are stable in a certain sense [19, 18] .
Let (C , ) be an essentially small symmetric monoidal category with images and let e ∈ ob(C ) be an identity object for the binary operation . We refer to a functor F : R → C as a (generalized) persistence module. A persistence module F is constructible if there exists a finite set S = {s 1 < s 2 < . . . < s n } of real numbers such that (i) for p ≤ q < s 1 , ϕ F (p, q) is the identity on e,
Let C R c be the category of constructible persistence modules. For ease of notation, we always assume that S ⊂ Z in the rest of this section.
Turning a constructible persistence module into a zigzag module.
Adapting the idea of [4, Remark 4 .5], we define a fully faithful functor D : C R c → C ZZ as follows: Given any constructible persistence module F :
Also, for any morphism Γ :
Being analogous to [4, Remark 4.5] , it can be checked that D(G) ). Remark 6.5. When C = Sets, the functor D : C R c → C ZZ stands for the embedding of the category of merge trees into the category of Reeb graphs. Remark 6.6. Assume that F : R → vec is constructible. Then, by forgetting decorations of the points in dgm ZZ (D(F )), we recover the original persistence diagram [10] of F .
The following proposition implies that Definition 6.3 is a generalization of the rank function [19, 18] to zigzag modules. By the construction of F (Definition 3.6), F can be expressed as F :
Without loss of generality assume that the odd numbers in [n] are the source indices and n is odd. Then, by the definition of F , there exist u 1 = t 1 < t 2 < . . . < t m = u 2 in R such that F can be expressed as
In particular the forword maps f 2k−1 : G t k → G t k+1 are ϕ G (t k , t k+1 ) and the reverse maps f 2k are the isomorphisms on G t k+1 . Let us shrink the isomorphisms f 2k in diagram (3) to obtain the following diagram F :
It is not difficult to check that the limit and the colimit of F are isomorphic to the limit and the colimit of F respectively. Also, the limit of F is the pair G u 1 , ϕ G (u 1 , t k ) m k=1 , and the colimit of F is the pair G u 2 , ϕ G (t k , u 2 ) m k=1 and the following diagram commutes:
Therefore, we have rk (D(G)) (u) = im φ F = im ϕ G (u 1 , u 2 ) , as desired. Remark 6.9. When F : R → C is S-constructible with S ⊂ Z, one can still turn F into a re-scaled zigzag module (Definition 3.13): Namely choose any G : Z → R such that S ⊂ im(G ), lim i →+∞ G (i ) = +∞, lim i →−∞ G (i ) = −∞, and then define the functor D G (F ) : ZZ G → C as
Ville Puuska's work.
In [20] , the author considers the set and N is defined as
where π 1 , π 2 : F 2 → F are the canonical projections to the first and the second coordinate, respec- 
A.2 Proof of Proposition 3.10
The proof of Proposition 3.10 is elementary, but requires some preliminary works. Fix n ∈ N and consdier a finite zigzag module F : [n] → vec, which is represented as a sequence of linear maps in a strictly alternating way:
Each F k is called the k-th component of F and each f k is called the k-th map of F . Notice that Invoking the notion of interval module from Section 2.2, the interval module I [b,d ] : [n] → vec has the following representation:
In words, the field F is assigned to k ∈ [b, d ], and the zero space is assigned to k ∈ [n] \ [b, d ]. Also, adjacent copies of F have the identity maps and the zero maps otherwise.
Theorem A.2 (Interval decomposition of a finite zigzag module [5] ). For any finite zigzag module
By virtue of Theorem A.2, we have the barcode of any finite zigzag module: 
This expression is called the canonical expression of v, and each a j above is called the coefficient
Example A.4. Consider the finite zigzag module F : ( [3] , ←) → vec which is given as F = I [1, 2] I [2, 3] (see Figure 7 ). Figure 7 : An illustration of F = I [1, 2] I [2, 3] . The hollow circles stand for 0 whereas the solid circles stand for the elements of the standard bases of F 1 , F 2 and F 3 . All the colored arrows show how the maps f 1 : F 2 → F 1 and f 2 : F 2 → F 3 act on the bases elements.
(i) When k = n, for the k-th map f k : F k → F k+1 , the vector f k (v) ∈ F k+1 has the following canonical expression:
a j e k+1 j (c.f. equation (5)). (ii) When k = 1, for the (k − 1)-th map f k−1 : F k → F k−1 , the vector f k−1 (v) has the following canonical expression : Proof. We only prove (i). We already know that v has the following canonical expression:
. Notice that
We define l -type intervals:
Definition A.6 (l -type intervals). Given a finite zigzag category [n] (Definition 3.1), any interval
Given a finite zigzag module F : [n] → vec, we will see that l -type intervals in barc [n] (F ) contribute to the dimension of the limit of F and that is the reason for the name 'l '-type. Notice that the full interval [1, n] 
In Definition A.7, observe the following: (1) The zero (0, . . . , 0) ∈ n k=1 F k is an orbit, (2) Given any two orbits v = (v k ) n k=1 and w = (w k ) n k=1 , their linear combination av + bw, a, b ∈ F is also an orbit. Therefore, the collection V of orbits is a subspace of n k=1 F k : Proof. Let v = (v 1 , . . . , v n ). In order to show that b is 1 or a source index, it suffices to prove that
which is a contradiction. Therefore, b −1 must be a sink index, which implies that b is a source index. Similarly, one can show that d is n or a source index, completing the proof. 
which is an element of n k=1 F k . The following proposition claims that there exists a bijection between the canonical orbits of F and the l -type intervals in barc [n] (F ). check that e j defined as in equation (6) is an orbit (Definition A.7), i.e. e j ∈ V . Also, it is clear that
We claim that v = e j 0 (see equation (6)). Since v is an orbit, we have
. By repeating this process inductively, we have that
otherwise.
In particular, since v is an orbit and v b−1 = 0, and b is a source index, we have
Similarly, one can also check that d j 0 = d . Therefore, we have v = e j 0 . Then v k has the following canonical expression:
We show that for all j 0 ∈ {1, . . . , m} such that k ∈ [b j 0 , d j 0 ], and [b j 0 , d j 0 ] is not l -type, a k j 0 = 0. For some j 0 ∈ {1, . . . , m}, suppose that k ∈ [b j 0 , d j 0 ] and [b j 0 , d j 0 ] is not l -type. This implies that [b j 0 = 1 and b j 0 is a sink index] or [d j 0 = n and d j 0 is a sink index].
Suppose the former, implying that b j 0 −1 is a source index. Since v is an orbit, v b j 0 = f b j 0 −1 (v b j 0 −1 ).
Then by Lemma A.5, v b j 0 has the following canonical expression:
In particular, from this equation, notice that since
Similarly, assuming that [d j 0 = n and d j 0 is a sink index], one can show that a k j 0 = 0. Therefore, for each k ∈ [n], we can reduce the equation (7) as follows:
Furthermore, since v is an orbit, by invoking that B = (B k ) n k=1 is the canonical basis of F , for each j = 1, . . . , m
This reduces equation (8) 
This expression leads to
Since v is an arbitrary orbit of F , invoking Proposition A.12, we have proved that O B spans the orbit space V .
Next we show that
We wish to prove that each coefficient a j above is 0. Pick any j 0 ∈ {1, . . . , m} such that [b j 0 , d j 0 ] ∈ barc [n] (F ) and [b j 0 , d j 0 ] is l -type. Also pick any k ∈ [b j 0 , d j 0 ]. Then from the k-th entry of the both sides of equation (10), we have 0 = [b j ,d j ]∈barc [n] (F )
a j e k j .
Since B k = e k j : k ∈ [b j , d j ] is linearly independent in F k , each coefficient a j , including a j 0 , in equation (11) is equal to 0. Since j 0 was chosen arbitrarily from the set j ∈ {1, . . . , m} : [b j , d j ] ∈ barc [n] (F ), and [b j , d j ] is l -type , all the coefficients a j in equation (10) (ii) if v k ∼ v k+1 and w k ∼ w k+1 , then (av k + bw k ) ∼ (av k+1 + bw k+1 ).
Proposition A. 16 (Computation of limits and colimits for a zigzag module). Let F : [n] → vec be any finite zigzag module.
(i) The limit of F is (isomorphic to) the pair V, (π k ) n k=1 described as follows: V is the orbit space of F . For each k = 1, . . . , n, the map π k : V → F k is the canonical projection.
(ii) The colimit of F is (isomorphic to) the pair U , (i k ) n k=1 described as follows: U is the quotient vector space n k=1 F k /W , where W is the subspace of the direct sum n k=1 F k which is generated by the vectors of the form (0, . . . , 0, v k , −v k+1 , 0, . . . , 0) with v k ∼ v k+1 (Notation A.14). Let q be the quotient map from n k=1 F k to U = n k=1 F k /W . For k = 1, . . . , n, let the mapī k : F k → n k=1 F k be the canonical injection. Then i k : F k → U is the composition q •ī k .
Proof. We only prove (i). We already know that V is a subspace of n k=1 F k . Also, by construction, V, (π k ) n k=1 is a cone over F . It remains to show that the pair V, (π k ) n k=1 satisfies the terminal property (Definition 2.2). Let V , (π k ) n k=1 be another cone over F . We wish to find a (unique) map ψ : V → V such that π k = π k • ψ for k = 1, . . . n. This implies that ψ must be ψ := n k=1 π k , which sends each v ∈ V to the n-tuple π k (v ) n k=1 ∈ V ⊂ n k=1 F k . Indeed, since V , (π k ) n k=1 is a cone over F , it is clear that the image of ψ is confined in V and hence ψ can be regarded as a linear map from V to V .
Fix any index k ∈ {1, . . . , n − 1}. Then, the diagram below commutes regardless of the direction of the map between F k and F k+1 , completing the proof of the terminal property of V, (π k ) n k=1 , as desired.
Recall the simple representation of sub-diagrams of a zigzag module (Definition 3.6). Also, by [5, Proposition 2.12], there exists a bijection between the intervals in barc ZZ (M ) containing 〈b 0 , d 0 〉 ZZ and the intervals [1, n] in barc [n] (F ), completing the proof. By Lemma A.17, it suffices to show that rk(M )(u) is identical to the multiplicity of the interval [1, n] in the barcode barc [n] (F ) = [b j , d j ] : j = 1, . . . , m of F . From Proposition A.16, we have the limit V, (π k ) n k=1 and the colimit U , (i k ) n k=1 of F . Consider the canonical LC map φ F : V → U , defined by φ F = i k • π k for any k ∈ [n] (Definition 3.3). By Propositions A. 12 is mapped to the linearly independent set in U via φ(u). Without loss of generality, assume that j ∈ {1, . . . , m} : [b j , d j ] = [1, n] = {1, . . . , l } for some l ≤ m. Since φ F = i 1 •π 1 , it suffices to show that
is a linearly independent set of U .
Before showing the linear independence, invoke from Proposition A.16 that U = n k=1 F k /W , where W is the subspace of the direct sum n k=1 F k which is generated by the vectors of the form (0, . . . , 0, v k , −v k+1 , 0, . . . , 0) with v k ∼ v k+1 (Notation A.14). Let q be the quotient map from n k=1 F k
