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Abstract
We apply the results in [L. Olsen, Multifractal analysis of divergence points of deformed measure the-
oretical Birkhoff averages, J. Math. Pures Appl. 82 (2003) 1591–1649; L. Olsen, Multifractal analysis of
divergence points of deformed measure theoretical Birkhoff averages. III, Aequationes Math. 71 (2006)
29–53; L. Olsen, Multifractal analysis of divergence points of deformed measure theoretical Birkhoff av-
erages. IV: Divergence points and packing dimension, Bull. Sci. Math. 132 (2008) 650–678; L. Olsen,
S. Winter, Multifractal analysis of divergence points of deformed measure theoretical Birkhoff averages. II:
Non-linearity, divergence points and Banach space valued spectra, Bull. Sci. Math. 131 (2007) 518–558]
to give a systematic and detailed account of the Hausdorff and packing dimensions of sets of d-tuples of
numbers defined in terms of the asymptotic behaviour of the frequencies of strings of digits in their N -adic
expansion.
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1. Introduction
1.1. Introduction
Fix positive integers N and d with N  2. The purpose of this paper is to apply the results
from [26,27,34,36] to develop a general framework for studying the Hausdorff and packing di-
mensions of very general classes of sets of d-tuples of numbers defined in terms of the asymptotic
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have already been obtained in [4,5,8,13,22,30,35,39,42,43] building on classical work due to,
for example, Besicovitch [1], Billingsley [3], Cajar [10], Eggleston [14], and more recent results
on multifractal analysis [2,15–17,20,21,26,27,29,34,36]. In this paper we apply the results from
recent works [26,27,34,36] to provide a comprehensive and very general framework for studying
the Hausdorff and packing dimensions of very general classes of sets of d-tuples of numbers de-
fined in terms of the asymptotic behaviour of the frequencies of digits in their N -adic expansion.
This both generalizes the results from the aforementioned papers and at the same time removes
a number of technical assumptions needed in those papers. We will now describe the four main
novelties in this work.
Strings and tuples. Previous studies have focused almost entirely on the Hausdorff dimension
of sets of d-tuples of numbers defined in terms of the asymptotic behaviour of the frequencies of
digits in their N -adic expansion [4,5,8,13,22,35,39,42,43]. However, the study of sets of d-tuples
of numbers defined in terms of the asymptotic behaviour of the frequencies of strings of digits in
their N -adic expansion combine the simultaneous behaviour of different digits and provides the
basis for a significantly better understanding of the dynamics underlying N -adic expansion. In
this paper we apply the techniques and results from the theory of multifractal divergence points
developed in [27,34–36] to give a systematic and detailed account of the substantially more
complicated problem of determining the Hausdorff and packing dimensions of sets of d-tuples
of numbers defined in terms of the asymptotic behaviour of the frequencies of strings of digits in
their N -adic expansion, and show that these points have a surprisingly rich and intricate structure,
cf. Theorems 4.1 and 4.2, and the examples in Section 3. In addition to investigating and comput-
ing the Hausdorff and packing dimensions of several new classes of sets of d-tuples of numbers,
our techniques can also be used to obtain simple proofs of substantial generalizations of known
results on the Hausdorff and packing dimensions of sets of normal and non-normal numbers. For
example, in Sections 3.1–3.5 we use our result to provide a detailed analysis of the dimension of
sets of d-tuples of numbers determined by the asymptotic behaviour of the frequencies of groups
of strings of digits (as opposed to the dimension of sets of d-tuples of numbers determined by the
asymptotic behaviour of the frequencies of their digits). This provides substantial generalizations
of some recent results by Li and Dekking [22] and Olsen [33].
Non-linearity. The second novel feature in our work is the treatment of sets of d-tuples of
numbers whose frequencies of strings of digits are subject to general non-linear constraints.
With the noticeably exception of [6,30], who considered the much simpler problem of finding
the Hausdorff dimension of certain rather special sets of numbers whose frequencies of dig-
its are subject to certain non-linear constraints satisfying various technical conditions, previous
works [4,5,8,13,22,23,25,35,39,42,43] studied sets of numbers whose frequencies are subject to
linear constraints; for example, the set of numbers x such that the arithmetic mean of the limiting
frequency of 0’s and the limiting frequency of 1’s in the triadic expansion of x equals a given
real number. However, many interesting and important quantities associated with the N -adic
expansion depend in a highly non-linear way on the frequencies of the digits, e.g. the limiting
frequency of one digit relative to the sine squared of the limiting frequency of another digit (see
the example in Section 2), and existing methods and results cannot be applied to the study of
these quantities. Due to the non-linearity of the problems, previous techniques (namely, the ther-
modynamical formalism developed in Bowen [7] and Ruelle [37]) appear not to be applicable. In
this paper we apply the result from [26,27,34,36] to establish a variational principle of the Haus-
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of ) digits are subject to general non-linear constraints, see Theorem 4.1.
Divergence points. The third novelty is the detailed study of divergence points initiated
in [27,28,35,36]. For a real number it is natural to consider the limiting frequence of a digit
in its N -adic expansion. If this, or similar, limiting frequencies do not exist the number is called
a divergence point. Divergence points were first studied by Volkmann [42,43] in the 1950es.
In [42,43] it was shown that the set of divergence points is “big”; more precisely, it has full
Hausdorff dimension (i.e. the Hausdorff dimension of the set of divergence points equals the
Hausdorff dimension of the ambient space). In [27,28,35,36] we initiated a significantly more
detailed study of divergence points not just focusing on the set of all divergence points, but an-
alyzing sets of points for which the frequencies of the N -adic digits diverge in an arbitrary but
prescribed way. The study of these sets is instrumental in obtaining simple proofs of a large
number of new and known results, cf. the discussion in the examples in Sections 3.1–3.5
Packing dimension. Previously, only the Hausdorff dimension of sets of divergence points
has been investigated. However, in the mid 1980s the packing measure and the packing dimen-
sion were introduced as a dual to the Hausdorff measure: the Hausdorff measure is defined by
considering economical coverings, whereas the packing measure is defined by considering ef-
ficient packings. The packing measure is nowadays considered as important as the Hausdorff
measure. Indeed, many Hausdorff measure properties have dual packing measure properties, and
it is widely believed that an understanding of both the Hausdorff dimension and the packing
dimension of a fractal set provides the basis for a substantially better understanding of the under-
lying geometry of the set. Unfortunately, nothing is known about the packing dimension of sets
of divergence points. In this paper we will give a systematic and detailed account of the problem
of determining the packing dimensions of sets of divergence points appear within the context of
non-normal numbers. In particular, we obtain an explicit formula for the packing dimension of
a very large class of sets of divergence points, cf. the examples in Section 3 and Theorem 4.2. In
particular, the examples in Section 3 and Theorem 4.2 show the following:
(1) Surprisingly, for many sets of divergence points, the packing dimension and the Hausdorff
dimension do not coincide, cf. the discussion following Theorems 1.1, 3.3 and 4.2. Due to
the seminal work of Taylor (cf., for example, the survey [41]), a set whose Hausdorff and
packing dimensions coincide is called a Taylor fractal. Hence, sets of divergence points are
typically not Taylor fractals.
(2) The formulas for the Hausdorff dimension and the packing dimension of sets of divergence
points in the examples in Section 3 and in Theorem 4.2 are “dual”; this may be viewed as yet
another manifestation of the dual nature of the Hausdorff measure and the packing measure.
1.2. Basic definitions
Throughout this paper we will denote the Hausdorff dimension by dimH and we will denote
the packing dimension by dimP.
For x ∈ R, let [x] denote the integer part of x and write
x = [x] +
∞∑ dn(x)
Nn
, (1.1)n=1
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a digit j ∈ {0,1, . . . ,N − 1} and a positive integer n write
Πj(x;n) = |{1 i  n | di(x) = j}|
n
(1.2)
for the frequency of the digit j among the first n of the N -adic digits of x.
The problem of computing the Hausdorff dimension of various sets of numbers defined in
terms of the asymptotic behaviour of the frequencies Πj(x;n) has a long history going back to
Borel’s Normal Number Theorem from 1909. For a given probability vector p = (p0, . . . , pN−1),
it is natural to investigate the size of the set of numbers x for which the frequency of the digit j
among the first n digits of x approaches pj as n → ∞ for all j ∈ {0,1,2, . . . ,N − 1}, i.e. the set
B(p) =
{
x ∈ [0,1] ∣∣ lim
n
Πj (x;n) = pj for all j
}
. (1.3)
Borel’s Normal Number Theorem says that, if p equals the uniform distribution, i.e. if p =
( 1
N
, . . . , 1
N
), then the Lebesgue measure of B(p) equals 1; in particular, this implies that the
Hausdorff dimension dimH B(p) of B(p) is equal to 1, i.e. dimH B(p) = 1. It is therefore natu-
ral to ask for the Hausdorff dimension of B(p) for a general probability vector p. Indeed, this
problem was investigated by Besicovitch [1] and Eggleston [14] in the 1930s and the 1940s, and
the set B(p) is therefore usually referred to as the Besicovitch–Eggleston set. Besicovitch and
Eggleston proved that
dimH
{
x ∈ [0,1] ∣∣ lim
n
Πj (x;n) = pj for all j
}
= − 1
logN
∑
j
pj logpj . (1.4)
Formula (1.4) was first proved by Besicovitch [1] for N = 2 in 1934, and later for general N by
Eggleston [14] in 1949.
It is natural to extend Besicovitch–Eggleston’s result to a higher dimensional setting.
It is also natural to extend Besicovitch–Eggleston’s result by considering frequencies of
strings of digits. To consider those generalizations, we now introduce some notation. For
x = (x1, . . . , xd) ∈ [0,1]d and an integer i, let
di (x) =
(
di(x1), . . . , di(xd)
)
, (1.5)
i.e. di (x) is the vector consisting of the ith digits of the xk’s. Next, write
Σ = {0,1, . . . ,N − 1}d,
i.e. Σ is the family of vectors i = (i1, . . . , id ) with entries ij ∈ {0,1, . . . ,N−1}, and for a positive
integer m write
Σm = ({0,1, . . . ,N − 1}d)m,
for the family of strings ω = i1 . . . im of length m whose entries ij ∈ Σ are vectors of N -adic
digits. For x = (x1, . . . , xd) ∈ [0,1]d and a string ω = i1 . . . im ∈ Σm of vectors of N -adic digits
and a positive integer n write
Πω(x;n) = |{1 i  n | di (x) = i1,di+1(x) = i2, . . . ,di+m−1(x) = im}|
n
= |{1 i  n | di (x)di+1(x) . . .di+m−1(x) = i1i2 . . . im}| , (1.6)
n
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As in the one-dimensional case, for a given probability vector p = (pi)i∈Σ , it is natural to
investigate the size of the set of d-tuples of numbers x = (x1, . . . , xd) ∈ [0,1]d for which the
frequency Πi(x;n) of the vector i of digits among the first n digits of the xk’s approaches pi as
n → ∞ for all vectors i ∈ Σ , i.e. the set
Bd(p) =
{
x ∈ [0,1]d ∣∣ lim
n
Πi(x;n) = pi for all i ∈ Σ
}
.
Following Maxfield [24] we will say that a vector x ∈ [0,1]d is base N simply normal if the
limiting frequencies limn Πi(x;n) exist for all i ∈ Σ and equals 1Nd . In fact, already in 1914
Hardy and Littlewood [19] extended Borel’s Normal Number Theorem to the higher dimensional
case, and proved that Lebesgue almost all x ∈ [0,1]d are base N simply normal; in particular,
this implies that dimH Bd(p) = d if p = (pi)i is the uniform distribution, i.e. if pi = 1Nd for all
i ∈ Σ . It is also natural to extend this to frequencies of strings of vectors of digits. For a positive
integer m and a given probability vector p = (pω)ω∈Σm , it is natural to investigate the size of the
set of d-tuples of numbers x = (x1, . . . , xd) ∈ [0,1]d for which the frequency Πω(x;n) of the
string ω of vectors of digits among the first n digits of the xk’s approaches pω as n → ∞ for all
strings ω ∈ Σm, i.e. the set
Bd,m(p) =
{
x ∈ [0,1]d ∣∣ lim
n
Πω(x;n) = pω for all ω ∈ Σm
}
. (1.7)
In [31] we computed the Hausdorff dimension of Bd,m(p). The set Bd,m(p) is obtained by con-
sidering the limiting behaviour of the vector(
Πω(x;n)
)
ω∈Σm
consisting of the frequencies of the individual strings of digits. However rather then simply in-
vestigating the limiting behaviour of the vector (Πω(x;n))ω∈Σm it is natural to consider sets
of d-tuples x of numbers whose frequencies, Πω(x;n), are subject to linear or, even possibly,
highly non-linear constraints. Therefore, let Φ :RΣ → RI be a continuous and possibly non-
linear function. We now consider d-tuples x of numbers determined by the limiting behaviour of
the quantity
Φ
((
Πω(x;n)
)
ω∈Σm
)
,
i.e. for p ∈ RI , we consider the set{
x ∈ [0,1]d ∣∣ lim
n
Φ
((
Πω(x;n)
)
ω∈Σm
)= p}. (1.8)
For example, by putting I = Σm and taking Φ :RΣm → RI = RΣm to be the identity, this set
reduces to the generalized Besicovitch–Eggleston set Bd,m(p), i.e.{
x ∈ [0,1]d ∣∣ lim
n
Φ
((
Πω(x;n)
)
ω∈Σm
)= p}
=
{
x ∈ [0,1]d ∣∣ lim
n
Πω(x;n) = pω for all ω ∈ Σm
}
= Bd,m(p).
For a continuous but otherwise arbitrary, and possibly highly non-linear, map Φ we obtain
a variational principle for the Hausdorff dimension of the set in (1.8); this result appears in
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the generalized Besicovitch–Eggleston set Bd,m(p) obtained earlier in [31], cf. Corollary 3.6 in
Section 3.
If the function Φ is affine we prove a significantly more general result providing detailed
information about the so-called divergence points of the frequencies Πω(x;n). Recall, that tuples
x ∈ [0,1]d for which the limiting frequencies limn Πi(x;n) for i ∈ Σ (or similar limits) do not
exist are called divergence points and have recently attracted considerable interests, cf. [6,10,11,
26,27,35,36]. Sets of divergence points have until very recently been considered of little interest
in number theory and geometric measure theory. Indeed, according to folklore, these sets carried
no essential information about the underlying structure. However, recent work on (the more
general notion of ) divergence points in multifractal analysis [6,11,26,27,35,36] has changed this
point of view. Divergence points were first studied by Volkmann [42,43] in the 1950es. In [42,43]
it was shown that the set of divergence points has full Hausdorff dimension, i.e. the Hausdorff
dimension of the set of divergence points equals the Hausdorff dimension of the ambient space;
i.e. for each i ∈ Σ , we have
dimH
{
x ∈ [0,1]d ∣∣ the limit lim
n
Πi(x;n) does not exist
}
= d. (1.9)
In [27,28,35,36] we initiated a significantly more detailed study of divergence points not just
focusing on the set of all divergence points, but, in addition, analyzing sets of points for which
the frequencies of an N -adic digit diverge in a prescribed way. In order to make this precise,
we introduce the following definition, namely, for a sequence (xn)n in a metric space X, we
let A(xn) denote the set of accumulation points of the sequence (xn)n, i.e.
A(xn) =
{
x ∈ X ∣∣ there exists a subsequence (xnk )k such that xnk → x}. (1.10)
If Φ is affine we obtain variational principles for the Hausdorff and packing dimensions of the
following sets,{
x ∈ [0,1]d ∣∣A(Φ((Πω(x;n))ω∈Σm))= C for all i ∈ Σ},{
x ∈ [0,1]d ∣∣A(Φ((Πω(x;n))ω∈Σm))⊆ C for all i ∈ Σ}, (1.11)
see Theorem 4.2. This result provides very accurate information about the fractal structure of
sets of points x whose frequencies Πω(x;n) are subject to linear constraints and has many appli-
cations. For example, by choosing the map Φ judiciously we obtain formulas for the dimensions
of sets of numbers with given limiting frequencies of groups of digits. We will now explain this.
For a set Γ ⊆ Σm of strings of digits and a positive integer n, we write
ΠΓ (x;n) = |{1 i  n | di (x)di+1(x) . . .di+m−1(x) ∈ Γ }|
n
,
i.e. ΠΓ (x;n) denotes the frequency of the set Γ among the first n + m − 1 vectors of digits in
the N -adic expansion of the xk’s. As in the case of frequencies of vectors of strings of digits, for
a given family Γ of subsets of Σm and a given vector p = (pΓ )Γ ∈Γ of positive real numbers, it
is natural to investigate the size of the set of d-tuples of numbers x = (x1, . . . , xd) ∈ [0,1]d for
which the frequency ΠΓ (x;n) of the set Γ approaches pΓ as n → ∞ for all Γ ∈ Γ , i.e. the set
Bd,m,Γ (p) =
{
x ∈ [0,1]d ∣∣ lim
n
ΠΓ (x;n) = pΓ for all Γ ∈ Γ
}
.
By choosing the map Φ appropriately, the Hausdorff and packing dimensions of the set
Bd,m,Γ (p) can be computed by Theorem 4.2. The dimensions of similar sets have been com-
puted previously only for partitions Γ of Σm for m = 1 [22,33,42,43]. However, we emphasize
70 L. Olsen / Bull. Sci. math. 134 (2010) 64–96that we compute the dimensions of the set Bd,m,Γ (p) for an arbitrary family Γ of subsets of Σm;
in particular, we emphasize that Γ need not be a partition of Σm and that the sets in Γ need not
be pairwise disjoint. To the best of our knowledge the dimensions of such sets have not been
computed previously. For example, in Section 3.2 we obtain the following result.
Theorem 1.1. Let N = 10 and Γ = {Γ1,Γ2} where Γ1 = {0,2,5,8} and Γ2 = {3,4,5,8,9};
observe that the sets Γ1 = {0,2,5,8} and Γ2 = {3,4,5,8,9} are not pairwise disjoint and do not
form a partition of Σ = {0,1, . . . ,9}. For p = (p1,p2) ∈ [0,1]2, let
T (p) = − 1
log 10
(
(p1 − p1p2) log p1 − p1p22 + (p2 − p1p2) log
p2 − p1p2
3
+ p1p2 log p1p22 + (1 − p1 − p2 + p1p2) log
1 − p1 − p2 + p1p2
3
)
.
If C is not a subcontinuum of [0,1]2, then{
x ∈ [0,1] ∣∣A((ΠΓi (x;n))i=1,2)= C}= ∅.
If C is a subcontinuum of [0,1]2, then
dimH
{
x ∈ [0,1] ∣∣A((ΠΓi (x;n))i=1,2)= C}= infp∈C T (p),
dimP
{
x ∈ [0,1] ∣∣A((ΠΓi (x;n))i=1,2)= C}= supp∈C T (p).
If C is a closed and convex subset of R2, then
dimH
{
x ∈ [0,1] ∣∣A((ΠΓi (x;n))i=1,2)⊆ C}= sup
p∈C
T (p),
dimP
{
x ∈ [0,1] ∣∣A((ΠΓi (x;n))i=1,2)⊆ C}= sup
p∈C
T (p).
In particular, if p = (p1,p2) ∈ [0,1]2, then
dimH
{
x ∈ [0,1] ∣∣ lim
n
ΠΓi (x;n) = pi for i = 1,2
}
= T (p),
dimP
{
x ∈ [0,1] ∣∣ lim
n
ΠΓi (x;n) = pi for i = 1,2
}
= T (p).
Comparing the formulas for the Hausdorff dimension and packing dimension of the set
E(C) = {x ∈ [0,1] ∣∣A((ΠΓi (x;n))i=1,2)= C}
we see the following surprising fact. Namely, that, in general, the Hausdorff dimension and the
packing dimension of the set E(C) do not coincide. This is in sharp contrast to the last statement
in Theorem 1.1 providing formulas for the Hausdorff and packing dimensions of the set
E(p) =
{
x ∈ [0,1] ∣∣ lim
n
ΠΓi (x;n) = pi for i = 1,2
}
of points x for which the limit limn ΠΓi (x;n) exists for all i. Indeed, the last statement in Theo-
rem 1.1 says that the Hausdorff dimension and the packing dimension of the set E(p) coincide.
Hence, the Hausdorff dimension and the packing dimension of the set E(C) only coincide in
the special case for which C is a singleton. As mentioned earlier, due to the seminal work of
L. Olsen / Bull. Sci. math. 134 (2010) 64–96 71Taylor [41], a set whose Hausdorff and packing dimensions coincide is called a Taylor fractal.
Hence, the sets E(C) therefore provide a large and natural class of sets that are not Taylor frac-
tals. Theorem 1.1 also shows that the formulas for the Hausdorff dimension and the packing
dimension of the set E(C) are “dual”: the infimum in the formula for the Hausdorff dimension
is replaced by the supremum in the formula for the packing dimension. As noted earlier, this
may be viewed as yet another manifestation of the dual nature of the Hausdorff measure and the
packing measure.
As a further application of Theorem 4.2, we prove in Section 3.5 that (1.9) can be strength-
ened significantly. Namely, we will prove that even the set of points x for which the sequences
(Πω(x;n))n diverge simultaneously as n → ∞ for all ω ∈ Σm has full Hausdorff dimension, i.e.
dimH
( ⋂
ω∈Σm
{
x ∈ [0,1]d ∣∣ the limit lim
n
Πω(x;n) does not exist
})
= d.
In fact, an even more general result is obtained in Corollary 3.7. Results similar to this, but in-
vestigating simultaneous divergence points for local dimensions of finite families of self-similar
measures, have been obtaining in [32].
We now again return to Theorem 4.2. Recall that Theorem 4.2 provides variational principles
for the Hausdorff and packing dimensions of the sets in (1.11) for an arbitrary affine function Φ .
In fact, Theorem 4.2 consists of two parts. In part 1 we obtain variational principles for the
Hausdorff and packing dimensions of the set in (1.11), namely, we prove that the Hausdorff and
the packing dimensions of the sets in (1.11) equal the supremum of a certain entropy function.
In part 2 we obtain an explicit expression for this supremum. For certain special choices of Φ
this result has been obtained earlier in [30]. The supremum will be computed using techniques
from the Perron–Frobenius theory on spectral properties of irreducible non-negative matrices,
cf. [38]. In particular, the supremum will be expressed as the solution to a (non-linear) systems
of equations involving the so-called Perron–Frobenius eigenvectors associated with a certain
irreducible matrix. Other authors have used techniques from Perron–Frobenius theory to compute
the Hausdorff dimension of various sets, cf. for example [8–10,13,23,25,39,40,42].
Before presenting the general results, we present a few selected examples of the results in
this paper. The first example, i.e. the example in Section 2, illustrates the difficulties involved
in computing the Hausdorff dimension of sets of numbers for which the limiting frequencies of
their digits are subject the highly non-linear constraints.
Computation of dimensions of sets defined in terms of strings of digits involves further diffi-
culties. We illustrated this in the example in Section 3 where we apply the main results to give
a detailed analysis of the dimension of sets of d-tuples of numbers determined by the asymptotic
behaviour of the frequencies of groups of strings of digits. This example significantly extends
recent results by Li and Dekking [22] and Olsen [33].
2. Example: An example with highly non-linear constrained limiting frequencies
This example illustrates the difficulties involved in computing the Hausdorff dimension of
sets of numbers for which the limiting frequencies of their digits are subject to highly non-linear
constraints. For t > 0 write
Et =
{
x ∈ [0,1]
∣∣∣ lim
n
Π0(x;n)
sin(Π1(x;n))2 = t
}
.
This is the set of numbers in [0,1] such that in their N -adic expansion the frequency of 0’s is
t times the sine squared of the frequency of 1’s. The frequencies of the other digits are arbitrary.
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Φ :RΣ = RN → R by Φ(q0, q1, . . . , qN−1) = q0sin(q1)2 , then
Et =
{
x ∈ [0,1] ∣∣ lim
n
Φ
((
Πi(x;n)
)
i=0,1,...,N−1
)= t}.
First observe that if N = 3, then clearly
Et =
⋃
0p
t sin(p)2+p1
B
(
t sin(p)2,p,1 − t sin(p)2 − p)
(recall that the Besicovitch–Eggleston set B(t sin(p)2,p,1 − t sin(p)2 − p) is defined in (1.3)).
It follows immediately from this and Besicovitch–Eggleston’s theorem (1.4) that
dimH Et  sup
0p
t sin(p)2+p1
dimH B
(
t sin(p)2,p,1 − t sin(p)2 − p)
= sup
0p
t sin(p)2+p1
− 1
log 3
(
t sin(p)2 log
(
t sin(p)2
)+ p logp
+ (1 − t sin(p)2 − p) log(1 − t sin(p)2 − p)).
The methods developed in this paper allow us to show that this inequality is, in fact, an
equality. The difficulties lie in the fact that the union Et = ⋃ 0p
t sin(p)2+p1
B(t sin(p)2,p,
1− t sin(p)2 −p) is uncountable. Additional difficulties are encountered for N  4, since in this
case the identity Et =⋃ 0p
t sin(p)2+p1
B(t sin(p)2,p,1 − t sin(p)2 − p) is replaced by a strict
inclusion,
Et 
⋃
0p,p2,...,pN−1
t sin(p)2+p+p2+···+pN−1=1
B
(
t sin(p)2,p,p2, . . . , pN−1
)
.
This is so since (for N  4) the set Et , in addition to the numbers in the union⋃
0p,p2,...,pN−1
t sin(p)2+p+p2+···+pN−1=1
B
(
t sin(p)2,p,p2, . . . , pN−1
)
,
clearly also contains (an uncountable number of ) numbers x for which the limiting frequency
limn Πi(x;n) does not exist for one or several i ∈ {2, . . . ,N −1}. We emphasize that the methods
and techniques developed in this paper are capable of solving these problems for all values of N .
In particular, applying Theorem 4.1 to the case where m = d = 1 and the map Φ :RΣ = RN → R
is defined by Φ(q0, q1, . . . , qN−1) = q0sin(q1)2 , immediately gives the following result.
Theorem 2.1. Let t > 0 and
Et =
{
x ∈ [0,1]
∣∣∣ lim
n
Π0(x;n)
sin(Π1(x;n))2 = t
}
.
Then
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Theorem 2.1.
dimH Et = sup
0p,p2,...,pN−1
t sin(p)2+p+p2+···+pN−1=1
− 1
logN
(
t sin(p)2 log
(
t sin(p)2
)+ p logp
+
N−1∑
i=2
pi logpi
)
. (2.1)
Unfortunately, we have not been able to obtain an explicit expression for the supremum
in (2.1), but the supremum can be computed numerically. Indeed, in Fig. 1 the graph of the
function t → dimH Et in Theorem 2.1 is sketched for N = 3. We observe from Fig. 1 that the
function t → dimH Et is non-concave. In fact, it follows from Fig. 1 that the t → dimH Et is
strictly convex on a non-degenerate interval.
3. Example: Frequencies of groups of strings of digits
3.1. Frequencies of groups of strings of digits
Computation of dimensions of sets defined in terms of strings of digits involves further diffi-
culties. We will now illustrate this by applying the main results to give a detailed analysis of the
dimension of sets of d-tuples of numbers determined by the asymptotic behaviour of the frequen-
cies of groups of strings of digits (as opposed to the dimension of sets of d-tuples of numbers
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Γ ⊆ Σm of strings of digits and a positive integer n, we write
ΠΓ (x;n) = |{1 i  n | di (x)di+1(x) . . .di+m−1(x) ∈ Γ }|
n
,
i.e. ΠΓ (x;n) denotes the frequency of the set Γ of vectors of strings of digits among the
first n + m − 1 vectors of digits in the N -adic expansion of the xk’s. As in the case of fre-
quencies of vectors of strings of digits, for a given partition Γ of Σm and a given probability
vector p = (pΓ )Γ ∈Γ , it is natural to investigate the size of the set of d-tuples of numbers
x = (x1, . . . , xd) ∈ [0,1]d for which the frequency ΠΓ (x;n) of the set Γ approaches pΓ as
n → ∞ for all Γ ∈ Γ , i.e. the set
Bd,m,Γ (p) =
{
x ∈ [0,1]d ∣∣ lim
n
ΠΓ (x;n) = pΓ for all Γ ∈ Γ
}
.
It is easily seen that
Bd,m,Γ (p) ⊇
⋃
q=(qω)ω∈Σm
qω0 for all ω∑
ω∈Γ qω=pΓ for all Γ
Bd,m(q) (3.1)
(recall that the generalized Besicovitch–Eggleston set Bd,m(q) is defined in (1.7)). Of course, the
following lower bound for the dimension of F follows immediately from (3.1),
dimH Bd,m,Γ (p) sup
q=(qω)ω∈Σm
qω0 for all ω∑
ω∈Γ qω=pΓ for all Γ
dimH Bd,m(q). (3.2)
The results developed in this paper allow us to show that the inequality in (3.2) is, in fact, an
equality, and, in addition, to compute the supremum on the right-hand side of (3.2) explicitly.
In this example there are two difficulties in showing equality in (3.2): firstly, the union at the
right-hand side of (3.1) is uncountable, and secondly, the inclusion in (3.1) is always strict. This
is so since the set Bd,m,Γ (p), in addition to the numbers in the union⋃
q=(qω)ω∈Σm
qω0 for all ω∑
ω∈Γ qω=pΓ for all Γ
Bd,m(q),
clearly also contains (an uncountable number of ) numbers x for which the limiting frequency
limn Πω(x;n) does not exist for one or several ω ∈ Σm. In fact, recently the Hausdorff dimension
of the set Bd,m,Γ (p) has been obtained for m = 1 by Li and Dekking [22] and Olsen [33].
Theorem 3.1. Let Γ be a partition of Σ , and let p = (pΓ )Γ ∈Γ be a probability vector. Then
dimH
{
x ∈ [0,1]d ∣∣ lim
n
ΠΓ (x;n) = pΓ for all Γ ∈ Γ
}
= − 1
logN
∑
Γ
pΓ log
(
pΓ
|Γ |
)
.
However, the theory developed in this paper allows us to compute the Hausdorff and packing
dimensions of the sets Bd,m,Γ (p) for all positive integers m. We emphasize that the case m 2
involves completely new ideas that are not present in the case m = 1. In fact, we will prove
a significantly more general results about frequencies of arbitrary groups of strings of digits. For
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for all positive integers and for all families Γ of subsets of Σm; in particular, we emphasize that
the family Γ need not be a partition of Σm and that the sets in Γ need not be pairwise disjoint.
We first introduce some notation. For a positive integer m, let
Δm =
{
(uω)ω∈Σm
∣∣∣ uω  0, ∑
ω
uω = 1
}
,
Sm =
{
(uω)ω∈Σm
∣∣∣ uω  0, ∑
ω
uω = 1,
∑
i∈Σ
uiω =
∑
i∈Σ
uωi for all ω ∈ Σm−1
}
, (3.3)
i.e. Δm is the simplex of probability vectors in RΣ
m
and Sm is the subsimplex of “shift invariant”
probability vectors in RΣm . Observe that Δ1 = Γ1. Now define Hm :Δm → R by
Hm(u) = − 1logN
∑
i∈Σ
∑
ω∈Σm−1
uωi log
(
uωi∑
j∈Σ uωj
)
(3.4)
for u = (uω)ω∈Σm (as usual, we put 0 log 0 = 0). Observe that for m = 1 we obtain
H1(u) = − 1logN
∑
i∈Σ
ui logui
for u = (ui)i∈Σ .
We can now present our results about frequencies of arbitrary groups of strings of digits. Fix
a positive integer m and an arbitrary family Γ of subsets of Σm. Once more we emphasize that Γ
need not be a partition of Σm and that the sets in Γ need not be pairwise disjoint. We divide the
analysis into two cases.
Case 1: m = 1. For t = (tΓ )Γ ∈Γ ∈ RΓ and i ∈ Σ write
Qi(t) = e
−∑Γ,i∈Γ tΓ logN∑
j∈Σ e
−∑Γ,j∈Γ tΓ logN , (3.5)
and define the vector Q(t) ∈ RΣ and the matrix A = (aΓ,i)Γ ∈Γ , i∈Σ ∈ RΓ×Σ by
Q(t) = (Qi(t))i∈Σ,
aΓ,i =
{1 if i ∈ Γ ;
0 if i /∈ Γ. (3.6)
Case 2: m 2. For t = (tΓ )Γ ∈Γ ∈ RΓ , define the matrix
M(t) = (Mω,σ (t))ω,σ∈Σm−1
by
Mω,σ (t) =
⎧⎨
⎩
e−
∑
Γ,kπ l∈Γ tΓ logN if there exist k, l ∈ Σ, π ∈ Σm−2 such that
ω= kπ , σ = π l, kπ l ∈ Γ ;
0 otherwise.
(3.7)
Let ρ(t) = spec rad(M(t)) (for a square matrix B , we let spec rad(B) denote the spectral radius
of B) and let v(t) = (vω(t))ω∈Σm−1 , u(t) = (uω(t))ω∈Σm−1 ∈ RΣm−1 , denote the unique vectors
such that
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u(t)M(t) = ρ(t)u(t),∥∥v(t)∥∥1 = 1, 〈v(t)|u(t)〉= 1, v(t) 0, u(t) 0. (3.8)
For k, l ∈ Σ and π ∈ Σm−2 write
Qkπ l(t) = 1
ρ(t)
e−
∑
Γ,kπ l∈Γ tΓ logNukπ (t)vπ l(t) (3.9)
and define the vector Q(t) ∈ RΣm and the matrix A = (aΓ,ω)Γ ∈Γ ,ω∈Σm ∈ RΓ×Σm by
Q(t) = (Qω(t))ω∈Σm,
aΓ,ω =
{1 if ω ∈ Γ ;
0 if ω /∈ Γ. (3.10)
The following result provides an extension of Theorem 3.1 to the case of frequencies of groups
of strings of digits.
Theorem 3.2. Let m be a positive integer and let Γ be a family of subsets of Σm. (We emphasize
that Γ need not be a partition of Σm and that the sets in Γ need not be pairwise disjoint.) Define
Tm :R
Γ → R by
Tm(p) = sup
t∈RΓ
AQ(t)=p
Hm
(
Q(t)
)
.
If p = (pΓ )Γ ∈Γ ∈ A(Sm), then
dimH
{
x ∈ [0,1]d ∣∣ lim
n
ΠΓ (x;n) = pΓ for all Γ ∈ Γ
}
= Tm(p).
If p = (pΓ )Γ ∈Γ /∈ A(Sm), then{
x ∈ [0,1]d ∣∣ lim
n
ΠΓ (x;n) = pΓ for all Γ ∈ Γ
}
= ∅.
In fact, in Theorem 3.3 below we obtain a significantly more general result providing detailed
information about the so-called divergence points of the frequencies ΠΓ (x;n). Recall, that for
a sequence (xn)n in a metric space X, we let A(xn) denote the set of accumulation points of the
sequence (xn)n, i.e.
A(xn) =
{
x ∈ X ∣∣ there exists a subsequence (xnk )k such that xnk → x}.
We can now state Theorem 3.3.
Theorem 3.3. Let m be a positive integer and let Γ be a family of subsets of Σm. (We emphasize
that Γ need not be a partition of Σm and that the sets in Γ need not be pairwise disjoint.) Define
Tm :R
Γ → R by
Tm(p) = sup
t∈RΓ
AQ(t)=p
Hm
(
Q(t)
)
.
(1) If C is not a subcontinuum of A(Sm), then{
x ∈ [0,1]d ∣∣A((ΠΓ (x;n))Γ ∈Γ )= C}= ∅.
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dimH
{
x ∈ [0,1]d ∣∣A((ΠΓ (x;n))Γ ∈Γ )= C}= infp∈C Tm(p),
dimP
{
x ∈ [0,1]d ∣∣A((ΠΓ (x;n))Γ ∈Γ )= C}= sup
p∈C
Tm(p).
(3) If C is a closed and convex subset of RΓ , then
dimH
{
x ∈ [0,1]d ∣∣A((ΠΓ (x;n))Γ ∈Γ )⊆ C}= sup
p∈C
Tm(p),
dimP
{
x ∈ [0,1]d ∣∣A((ΠΓ (x;n))Γ ∈Γ )⊆ C}= sup
p∈C
Tm(p).
As in Section 1, comparing the formulas for the Hausdorff dimension and the packing di-
mension in Theorem 3.3(2) we see the following surprising fact. Namely, that, in general, the
Hausdorff dimension and the packing dimension of the set {x ∈ [0,1]d | A((ΠΓ (x;n))Γ ∈Γ ) = C}
do not coincide. In fact, the Hausdorff dimension and the packing dimension of this set only co-
incide if C is a singleton.
Theorem 3.3 follows immediately by applying Theorem 4.2 to the index set I = Γ with the
matrix A defined as in (3.10) and noticing that (ΠΓ (x;n))Γ ∈Γ = A(Πω(x;n))ω∈Σm .
We remark that if m = 1 and Γ is a partition of Σ then Theorem 3.3 reduces to Theorem 3.1.
Indeed, it is easily seen that if we write sΓ = |Γ |e−tΓ logN for t = (tΓ )Γ ∈Γ , then
Q(t) =
(
sΓ∑
Π∈Γ sΠ
)
Γ ∈Γ
,
H1
(
Q(t)
)= − 1
logN
∑
Γ
sΓ∑
Π∈Γ sΠ
log
sΓ
|Γ |∑Π∈Γ sΠ .
Hence, for all probability vectors p = (pΓ )Γ ∈Γ ∈ RΓ we see that
T1(p) = sup
(sΓ )Γ ∈Γ ∈RΓ
sΓ∑
Π∈Γ sΠ =pΓ for all Γ
− 1
logN
∑
Γ
sΓ∑
Π∈Γ sΠ
log
sΓ
|Γ |∑Π∈Γ sΠ
= sup
(sΓ )Γ ∈Γ ∈RΓ
sΓ∑
Π∈Γ sΠ =pΓ for all Γ
− 1
logN
∑
Γ
pΓ log
pΓ
|Γ |
= − 1
logN
∑
Γ
pΓ log
pΓ
|Γ | .
This shows that in this case Theorem 3.3 reduces to Theorem 3.1.
For m = 1 we can find an alternative expression for T1(p) in Theorem 3.3. This expression is
better suited for numerical calculations and is given in the next proposition.
Proposition 3.4. Let Γ be a finite family of subsets of Σ (observe that Γ is not necessarily
a partition of Σ ). Let
Π =
{⋃
ΞΓ
∣∣∣ΞΓ ∈ {Γ,Σ \ Γ } for all Γ
}
.Γ ∈Γ
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W(p) =
{
(qΠ)Π∈Π
∣∣∣ (qΠ)Π∈Π is a probability vector with ∑
Γ,Π⊆Γ
qΠ = pΓ for all Γ
}
.
For p = (pΓ )Γ ∈Γ ∈ RΓ we have
T1(p) = sup
(qΠ )Π∈Π∈W(p)
− 1
logN
∑
Π
qΠ log
qΠ
|Π | .
Proof. For brevity write S(p) = sup(qΠ )Π∈Π∈W(p) − 1logN
∑
Π qΠ log
qΠ
|Π | .
Part 1: We first prove that T1(p) S(p). Fix t = (tΓ )Γ ∈Γ ∈ RΓ with AQ(t) = p. For Π ∈Π
write
qΠ = |Π |e
−∑Γ,Π⊆Γ tΓ logN∑
Ξ∈Π |Ξ |e−
∑
Γ,Ξ⊆Γ tΓ logN
,
and put q = (qΠ)Π∈Π . It is not difficult to see that q ∈ W(p) and that H1(Q(t)) =
− 1logN
∑
Π qΠ log
qΠ
|Π |  S(p). Taking supremum over all t ∈ RΓ with AQ(t) = p gives the
desired result.
Part 2: Next we prove that S(p) T1(p). Fix q ∈ W(p), and note that{
x ∈ [0,1]d ∣∣ lim
n
(
ΠΠ(x;n)
)
Π∈Π = q
}
⊆
{
x ∈ [0,1]d ∣∣ lim
n
(
ΠΓ (x;n)
)
Γ ∈Γ = p
}
. (3.11)
Hence
− 1
logN
∑
Π
qΠ log
qΠ
|Π |
= dimH
{
x ∈ [0,1]d ∣∣ lim
n
(
ΠΠ(x;n)
)
Π∈Π = q
}
[by Theorem 3.1]
 dimH
{
x ∈ [0,1]d ∣∣ lim
n
(
ΠΓ (x;n)
)
Γ ∈Γ = p
}
[by (3.11)]
= T1(p) [by Theorem 3.2].
Taking supremum over q ∈ W(p) gives the desired result. 
3.2. An example of mixed group frequencies of digits
We now consider a concrete example of Theorem 3.3 (and Proposition 3.4). In particular, we
will compute Tm(p) in Theorem 3.3 in the following case: m = 1, N = 10 and Γ = {Γ1,Γ2}
where Γ1 = {0,2,5,8} and Γ2 = {3,4,5,8,9}; observe that the sets Γ1 = {0,2,5,8} and Γ2 =
{3,4,5,8,9} are not pairwise disjoint and do not form a partition of Σ = {0,1, . . . ,9}. However,
we first consider a slightly more general problem. Fix Γ1,Γ2 ⊆ Σ and put Γ = {Γ1,Γ2}. Also, let
p = (pΓ1,pΓ2) and write pi = pΓi for brevity. In this case we have Π = {Π1,Π2,U,V } where
Π1 = Γ1 \Γ2, Π2 = Γ2 \Γ1, U = Γ1 ∩Γ2 and V = Σ \ (Γ1 ∪Γ2). Finally, we let W(p) be as in
Proposition 3.4, and for (qΠ1 , qΠ2, qU , qV ) ∈ W(p) we write qi = qΠi , u = qU and v = qV for
brevity. Using this notation we clearly have
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q1 + u = p1, q2 + u = p2
}
= {(p1 − u,p2 − u,u,1 − p1 − p2 + u) ∈ R4 ∣∣
u ∈ [max(0,p1 + p2 − 1),min(p1,p2)]}
and so (using Proposition 3.4)
T1(p) = sup
u∈[max(0,p1+p2−1),min(p1,p2)]
− 1
logN
(
(p1 − u) log p1 − u|Γ1 \ Γ2|
+ (p2 − u) log p2 − u|Γ2 \ Γ1| + u log
u
|Γ1 ∩ Γ2|
+ (1 − p1 − p2 + u) log 1 − p1 − p2 + u|Σ \ (Γ1 ∪ Γ2)|
)
.
The number T1(p) can now be found by a simple calculus argument. For example, if
|Γ1 \ Γ2| = |Γ1 ∩ Γ2|, |Γ2 \ Γ1| =
∣∣Σ \ (Γ1 ∪ Γ2)∣∣, (3.12)
then
T1(p) = − 1logN
(
(p1 − p1p2) log p1 − p1p2|Γ1 \ Γ2| + (p2 − p1p2) log
p2 − p1p2
|Γ2 \ Γ1|
+ p1p2 log p1p2|Γ1 ∩ Γ2| + (1 − p1 − p2 + p1p2) log
1 − p1 − p2 + p1p2
|Σ \ (Γ1 ∪ Γ2)|
)
for p = (p1,p2) ∈ [0,1]2, and
T1(p) = 0
for p = (p1,p2) /∈ [0,1]2. Condition (3.12) is, for example, satisfied if N = 10 and Γ1 =
{0,2,5,8} and Γ2 = {3,4,5,8,9}; observe that the sets Γ1 = {0,2,5,8} and Γ2 = {3,4,5,8,9}
are not pairwise disjoint and do not form a partition of Σ = {0,1, . . . ,9}. If condition (3.12) is
not satisfied it is possible to obtain a rather more complicated formula for T1(p). However, since
this formula is easily derived but fairly long we are omitting it.
3.3. The dimension of the generalized higher dimensional Besicovitch–Eggleston set Bd,m(p)
in (1.7)
As a further application of Theorem 3.3 we immediately obtain the following explicit formula
for the Hausdorff and packing dimensions of the generalized higher dimensional Besicovitch–
Eggleston set
Bd,m(p) =
{
x ∈ [0,1]d ∣∣ lim
n
Πω(x;n) = pω for all ω ∈ Σm
}
.
Indeed, this follows by applying Theorem 3.3 to the family Γ of subsets of Σm defined by
Γ = {{ω} | ω ∈ Σm}. In this case we clearly have (Πω(x;n))ω∈Σm = (ΠΓ (x;n))Γ ∈Γ , and, by
identifying the singleton {ω} with ω for ω ∈ Σm, it is easily seen that the matrix A in (3.10)
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lary 3.5 below follows from these observations and Theorem 3.3.
Corollary 3.5.
(1) If C is not a subcontinuum of Sm, then{
x ∈ [0,1]d ∣∣A((Πω(x;n))ω∈Σm)= C}= ∅.
(2) If C is a subcontinuum of Sm, then
dimH
{
x ∈ [0,1]d ∣∣A((Πω(x;n))ω∈Σm)= C}= infp∈CHm(p),
dimP
{
x ∈ [0,1]d ∣∣A((Πω(x;n))ω∈Σm)= C}= sup
p∈C
Hm(p).
(3) If C is a closed and convex subset of RΣm , then
dimH
{
x ∈ [0,1]d ∣∣A((Πω(x;n))ω∈Σm)⊆ C}= sup
p∈C
Hm(p),
dimP
{
x ∈ [0,1]d ∣∣A((Πω(x;n))ω∈Σm)⊆ C}= sup
p∈C
Hm(p).
In particular, Corollary 3.5 implies the following result providing a formula for the dimensions
of Bd,m(p).
Corollary 3.6. If p /∈ Sm, then{
x ∈ [0,1]d ∣∣ lim
n
Πω(x;n) = pω for all ω ∈ Σm
}
= ∅.
If p ∈ Sm, then
dimH
{
x ∈ [0,1]d ∣∣ lim
n
Πω(x;n) = pω for all ω ∈ Σm
}
= Hm(p),
dimP
{
x ∈ [0,1]d ∣∣ lim
n
Πω(x;n) = pω for all ω ∈ Σm
}
= Hm(p).
The result in Corollary 3.6 was first obtained in [31]. Observe that if d = m = 1, then Corol-
lary 3.6 reduces to the classical result (1.4) due to Besicovitch and Eggleston. Also observe that
if m = 1 and p equals the uniform distribution, i.e. if p = ( 1
Nd
, . . . , 1
Nd
), then Corollary 3.6 re-
duces to Hardy and Littlewood’s result [19], namely, that the Hausdorff dimension of the set
{x ∈ [0,1]d | limn Πi(x;n) = 1Nd for all i ∈ Σ} equals d .
3.4. An example of frequencies of groups of strings of digits
We will now consider a specific example of Theorem 3.3. We consider the case of strings of
length 2 of binary digits of pairs of real numbers, i.e. we put m = d = N = 2. For brevity write
0 = (0,0), 1 = (1,1), i = (0,1) and j = (1,0). Define the partition Γ of Σm = {0,i,j,1}2
by Γ = {Γ1,Γ2,Γ3,Γ4} where
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Γ2 = {10,11,1i,1j},
Γ3 = {0i,0j,ii,jj},
Γ4 = {i0,i1,ij,j0,j1,ji}.
Let p be the probability vector p = (pΓ1 ,pΓ2,pΓ3,pΓ4) = ( 380 , 2480 , 1780 , 3680 ). We will now com-
pute the Hausdorff dimension of the set of pair (x1, x2) of real numbers for which the limiting
frequency of the group Γ of strings of binary digits equals pΓ for all Γ ∈ Γ , i.e. we will compute
the Hausdorff dimension of the set
E =
{
(x1, x2) ∈ [0,1]2
∣∣ lim
n
ΠΓ
(
(x1, x2);n
)= pΓ for all Γ ∈ Γ }.
For t = (t1, t2, t3, t4) ∈ R4, the matrix M(t) is given by
M(t) =
⎛
⎜⎝
M0,0(t) M0,i(t) M0,j(t) M0,1(t)
Mi,0(t) Mi,i(t) Mi,j(t) Mi,1(t)
Mj,0(t) Mj,i(t) Mj,j(t) Mj,1(t)
M1,0(t) M1,i(t) M1,j(t) M1,1(t)
⎞
⎟⎠=
⎛
⎜⎝
t1 t3 t3 t1
t4 t3 t4 t4
t4 t4 t3 t4
t2 t2 t2 t2
⎞
⎟⎠ .
We now compute the spectral radius ρ(t) of M(t). Define f,g,h :R4 → C by
f (t) = t1 + t2 + t3 + t4,
g(t) =
√
t23 − 2t3t2 − 2t1t3 + 10t4t3 + t22 + 2t1t2 + 6t4t2 + t21 − 2t1t4 + t24 ,
h(t) = 1
2
(
f (t)+ g(t)),
for t = (t1, t2, t3, t4) ∈ R4. The spectral radius ρ(t) is given by
ρ(t) = ∣∣h(t)∣∣.
The eigenvectors v(t) and u(t) are given by
v(t) =
⎛
⎜⎝
v0(t)
vi(t)
vj(t)
v1(t)
⎞
⎟⎠= v(t)
⎛
⎜⎜⎜⎝
− t1(t2+t3+t4−h(t))−t3(2t4+t2−h(t))
t2(−2t3+t1+t4)
−−h(t)t3+h(t)t4−t4t2+t3t2+t1t3−2t4t3+t1t4
t2(−2t3+t1+t4)
−−h(t)t3+h(t)t4−t4t2+t3t2+t1t3−2t4t3+t1t4
t2(−2t3+t1+t4)
1
⎞
⎟⎟⎟⎠ ,
u(t) =
⎛
⎜⎝
u0(t)
ui(t)
uj(t)
u1(t)
⎞
⎟⎠= u(t)
⎛
⎜⎜⎝
1
− 14t4 (t1 + t2 − t3 − t4 − g(t))
− 14t4 (t1 + t2 − t3 − t4 − g(t))
1
⎞
⎟⎟⎠ ,
for t = (t1, t2, t3, t4) ∈ R4 where v(t) and u(t) are determined by the requirements ‖v(t)‖1 = 1
and 〈v(t)|u(t)〉 = 1. The vector Q(t) = (Qij(t))i,j=0,i,j,1 is given by
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⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
Q00(t)
Q01(t)
Q10(t)
Q11(t)
Q1i(t)
Q1j(t)
Q0i(t)
Q0j(t)
Qii(t)
Qjj(t)
Qi0(t)
Qi1(t)
Qij(t)
Qj0(t)
Qj1(t)
Qji(t)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= 1|h(t)|
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
t1u0(t)v0(t)
t1u0(t)v1(t)
t2u1(t)v0(t)
t2u1(t)v1(t)
t2u1(t)vi(t)
t2u1(t)vj(t)
t3u0(t)vi(t)
t3u0(t)vj(t)
t3ui(t)vi(t)
t3uj(t)vj(t)
t4ui(t)v0(t)
t4ui(t)v1(t)
t4ui(t)vj(t)
t4uj(t)v0(t)
t4uj(t)v1(t)
t4uj(t)vi(t)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
for t = (t1, t2, t3, t4) ∈ R4. Finally, let t0 be the unique solution to AQ(t0) = p, i.e. t0 is the
unique solution to
⎛
⎜⎝
Q00(t0)+Q01(t0)
Q10(t0)+Q11(t0)+Q1i(t0)+Q1j(t0)
Q0i(t0)+Q0j(t0)+Qii(t0)+Qjj(t0)
Qi0(t0)+Qi1(t0)+Qij(t0)+Qj0(t0)+Qj1(t0)+Qji(t0)
⎞
⎟⎠=
⎛
⎜⎜⎜⎝
3
80
24
80
17
80
30
80
⎞
⎟⎟⎟⎠ . (3.13)
It now follows from Theorem 3.3 that
dimH E = dimP E = H2
(
Q(t0)
)
.
Eq. (3.13) provides an explicit system of 4 (non-linear) equations for the 4 unknowns t0 =
(t01, t02, t03, t04) ∈ R4. Unfortunately, despite numerous attempts we have not been able to
solve (3.13) for the unknowns t0 = (t01, t02, t03, t04) ∈ R4 using MAPLE.
3.5. Simultaneous divergence points of group frequencies have full dimension
We will now apply Theorem 3.3 to give a detailed discussion of the set of so-called simul-
taneous divergence points of group frequencies. Let D denote the set of tuples x for which the
sequence ((ΠΓ (x;n))Γ ⊆Σm)n of vectors (ΠΓ (x;n))Γ ⊆Σm of all group frequencies diverges as
n → ∞, i.e.
D =
{
x ∈ [0,1]d ∣∣ the limit lim
n
(
ΠΓ (x;n)
)
Γ ⊆Σm does not exist
}
.
It follows from (arguments very similar to those presented in the proofs of the main results
in) [11,35,42,43] that the set D of divergence points is extremely large, namely, it has full Haus-
dorff dimension, i.e.
dimH
{
x ∈ [0,1]d ∣∣ the limit lim
n
(
Πω(x;n)
)
ω∈Σm does not exist
}
= d. (3.14)
Using Theorem 3.3, we will show that this result can be strengthened significantly. Namely, we
will prove that even the set of points x for which the sequences (ΠΓ (x;n))n diverge simultane-
ously as n → ∞ for all Γ ⊆ Σm has full Hausdorff dimension. This is the content of the next
theorem.
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Then
dimH
( ⋂
Γ⊆Σm
{
x ∈ [0,1]d ∣∣ the limit lim
n
ΠΓ (x;n) does not exist
})
= d.
Proof. Let u = (uω)ω∈Σm = ( 1|Σm| , . . . , 1|Σm| ) = ( 1Ndm , . . . , 1Ndm ) ∈ RΣ
m denote the uniform
distribution in RΣm . Let Γ denote the family of all subsets of Σm, and let the matrix
A = (aΓ,ω)Γ ⊆Σm,ω∈Σm be defined as in Theorem 3.3 (i.e. A is defined in (3.10)), whence
aΓ,ω =
{1 if ω ∈ Γ ;
0 if ω /∈ Γ.
For each positive integer n, let B(Au, 1
n
) denote the closed ball in RΓ centered at Au and with
radius equal to 1
n
and write Cn = B(Au, 1n )∩A(Sm). Finally put
Bn =
{
x ∈ [0,1]d ∣∣A((ΠΓ (x;n))Γ ⊆Σm)= Cn}, B =⋃
n
Bn.
The set Cn is clearly closed and connected, and Theorem 3.3 therefore implies that dimH Bn =
infp∈Cn Tm(p). Hence
dimH B = sup
n
dimH Bn = sup
n
inf
p∈Cn
Tm(p).
However, since Tm is continuous (at Au), we have supn infp∈Cn Tm(p) = Tm(Au), whence
dimH B = sup
n
inf
p∈Cn
Tm(p) = Tm(Au) = sup
t
AQ(t)=Au
Hm
(
Q(t)
)= Hm(u) = d.
In order to complete the proof we therefore need to prove that
B ⊆
⋂
Γ ⊆Σm
{
x ∈ [0,1]d ∣∣ the limit lim
n
ΠΓ (x;n) does not exist
}
. (3.15)
We will now prove (3.15). Therefore fix a positive integer n and Γ ⊆ Σm. We may clearly
choose w = (wω)ω ∈ Sm such that ∑ω∈Γ (wω − uω) = 0 (recall that u = (uω)ω∈Σm =
( 1|Σm| , . . . ,
1
|Σm| ) = ( 1Ndm , . . . , 1Ndm ) ∈ RΣ
m denotes the uniform distribution in RΣm ). Next,
as u is an interior point of Sm there exists t0 > 0 such that u + t (w − u) ∈ Sm for all |t |  t0.
Writing (A(u + t (w − u)))Γ , (A(u))Γ and (A(w − u))Γ for the Γ th coordinate of the vectors
A(u + t (w − u)), A(u) and A(w − u), we see that d
dt
((A(u + t (w − u)))Γ ) = ddt ((A(u))Γ +
t (A(w − u))Γ ) = (A(w − u))Γ =∑ω∈Γ (wω − uω) = 0. Since A(u + t (w − u)) ∈ A(Sm) with
d
dt
((A(u + t (w − u)))Γ ) = 0 for all |t |  t0, we conclude that the set Cn contains vectors
whose Γ th coordinates are distinct. This clearly implies that
Bn ⊆
{
x ∈ [0,1]d ∣∣ the limit lim
n
ΠΓ (x;n) does not exist
}
. (3.16)
Taking union over all n and intersection over all Γ ⊆ Σm in (3.16) gives (3.15). This completes
the proof of Corollary 3.7. 
We wonder if the result in Corollary 3.7 can be strengthened even further. Namely, does the
set of points x for which the sequences (ΠΓ (x;n))n diverge simultaneously as n → ∞ for all
Γ ⊆ Σm and all positive integers m also have full Hausdorff dimension? This is the content of
the next question.
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dimH
(⋂
m
⋂
Γ ⊆Σm
{
x ∈ [0,1]d ∣∣ the limit lim
n
ΠΓ (x;n) does not exist
})
= d?
4. Statement of main results
In this section we state the main results. They provide very detailed information about the
fractal geometry of very general classes of sets of d-tuples x of real numbers determined
by the asymptotic behaviour of the frequencies Πω(x;n), namely for a continuous function
Φ :RΣ
m → RI we consider the set of d-tuples x of real numbers determined by the asymptotic
behaviour of the frequencies Φ(Πω(x;n)). Specifically, for p ∈ RI we consider the set
D(p) =
{
x ∈ [0,1]d ∣∣ lim
n
Φ
((
Πω(x;n)
)
ω∈Σm
)= p}.
The first result, Theorem 4.1, obtains a variational principle for the Hausdorff dimension of D(p)
for arbitrary continuous, and possible non-linear, functions Φ . In the second main result, namely
Theorem 4.2, we specialize to the case where Φ is affine. In this case the result from Theorem 4.1
can be strengthened considerably in two ways. Firstly we obtained precise information about the
set of d-tuples x of real numbers for which the frequencies A(Πω(x;n)) diverge in a prescribed
way, namely we obtain variational principles for the Hausdorff and packing dimensions of the
set of d-tuples x of real numbers for which the set of accumulation points of A(Πω(x;n)) equals
a given set C or is contained in a given set C, i.e. for the sets{
x ∈ [0,1]d ∣∣A(A((Πω(x;n))ω∈Σm))= C},{
x ∈ [0,1]d ∣∣A(A((Πω(x;n))ω∈Σm))⊆ C}. (4.1)
Secondly, we obtain explicit formulas for the suprema that appear in these variational principles.
Before stating our main results, we recall some notation. Recall that for a positive integer m,
we write
Δm =
{
(uω)ω∈Σm
∣∣∣ uω  0, ∑
ω
pω = 1
}
,
Sm =
{
(uω)ω∈Σm
∣∣∣ uω  0, ∑
ω
uω = 1,
∑
i∈Σ
uiω =
∑
i∈Σ
uωi for all ω ∈ Σm−1
}
, (4.2)
i.e. Δm denotes the simplex of probability vectors in RΣ
m
and Sm denotes the subsimplex of
“shift invariant” probability vectors in RΣm . Observe that Δ1 = Γ1. Also, recall that we define
Hm :Δm → R by
Hm(u) = − 1logN
∑
i∈Σ
∑
ω∈Σm−1
uωi log
(
uωi∑
j∈Σ uωj
)
(4.3)
for u = (uω)ω∈Σm (as usual, we put 0 log 0 = 0). We can now state the two main results in the
paper.
Theorem 4.1 (Non-linearly constrained frequencies). Fix a positive integer m. Let I be a finite
set and let Φ :RΣm → RI be a continuous map. Define Km :RI → R by
Km(p) = sup
q∈RΣm
Hm(q).Φ(q)=p
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dimH
{
x ∈ [0,1]d ∣∣ lim
n
Φ
((
Πω(x;n)
)
ω∈Σm
)= p}= Km(p).
Theorem 4.2 (Linearly constrained frequencies and divergence points). Fix a positive integer m.
Let I be a finite set and let A = (ai,ω)i∈I,ω∈Σm be a matrix with real valued entries. Define
Km :R
I → R by
Km(p) = sup
q∈RΣm
Aq=p
Hm(q).
Part (1) of the theorem provides an explicit expression for the Hausdorff dimension and pack-
ing dimensions of the sets in (4.1) in terms of Km(p).
Part (2.1) of the theorem provides an explicit expression of the supremum Km(p) for m = 1,
and part (2.2) of the theorem provides an explicit expression of the supremum Km(p) for m 2.
(1) If C is not a subcontinuum of A(Sm), then{
x ∈ [0,1]d ∣∣A(A((Πω(x;n))ω∈Σm))= C}= ∅.
If C is a subcontinuum of A(Sm), then
dimH
{
x ∈ [0,1]d ∣∣A(A((Πω(x;n))ω∈Σm))= C}= infp∈CKm(p),
dimP
{
x ∈ [0,1]d ∣∣A(A((Πω(x;n))ω∈Σm))= C}= sup
p∈C
Km(p).
If C is a closed and convex subset of RI , then
dimH
{
x ∈ [0,1]d ∣∣A(A((Πω(x;n))ω∈Σm))⊆ C}= sup
p∈C
Km(p),
dimP
{
x ∈ [0,1]d ∣∣A(A((Πω(x;n))ω∈Σm))⊆ C}= sup
p∈C
Km(p).
(2.1) Assume that m = 1. For i ∈ Σ , let ai = (ai,i)i denote the ith column of A. For t =
(ti)i∈I ∈ RI , and i ∈ Σ write
Qi(t) = e
−〈t|ai〉 logN∑
j e−〈t|aj〉 logN
,
and define Q(t) ∈ RΣ by Q(t) = (Qi(t))i∈Σ . Then
K1(p) = sup
t
AQ(t)=p
H1
(
Q(t)
)
.
(2.2) Assume that m  2. For ω ∈ Σm, let aω = (ai,ω)i denote the ωth column of A. For
t = (ti)i∈I ∈ RI , define the matrix
M(t) = (Mω,σ (t))ω,σ∈Σm−1
by
Mω,σ (t) =
{
e−〈t|akπ l〉 logN if there exist k, l ∈ Σ, π ∈ Σm−2 such that
ω= kπ , σ = π l;
0 otherwise.
86 L. Olsen / Bull. Sci. math. 134 (2010) 64–96Let ρ(t) = spec rad(M(t)) and let v(t) = (vω(t))ω∈Σm−1 , u(t) = (uω(t))ω∈Σm−1 ∈ RΣm−1 ,
denote the unique vectors such that
M(t)v(t) = ρ(t)v(t),
u(t)M(t) = ρ(t)u(t),∥∥v(t)∥∥1 = 1, 〈v(t)|u(t)〉= 1, v(t) 0, u(t) 0.
For k, l ∈ Σ and π ∈ Σm−2 with kπ l ∈ Γ write
Qkπ l(t) = 1
ρ(t)
e−〈t|akπ l〉 logNukπ (t)vπ l(t)
and define Q(t) ∈ RΣm by Q(t) = (Qω(t))ω∈Σm . Then
Km(p) = sup
t
AQ(t)=p
Hm
(
Q(t)
)
.
As in Section 1, comparing the formulas for the Hausdorff dimension and the packing dimen-
sion in Theorem 3.3(1) we see the following surprising fact. Namely, that, in general, the Haus-
dorff dimension and the packing dimension of the set {x ∈ [0,1]d | A(A((Πω(x;n))ω∈Σm)) = C}
do not coincide. In fact, the Hausdorff dimension and the packing dimension of this set only co-
incide if C is a singleton.
The proofs of Theorems 4.1 and 4.2 are given in Sections 5–7.
5. Proofs of Theorems 4.1 and 4.2
Let ΣN = ({0,1, . . . ,N − 1}d)N denote the family of all infinite strings ω = i1i2 . . . with
entries ij ∈ Σ , and define π :ΣN → Rd by
π(ω) =
(∑
n
i1,n
Nn
, . . . ,
∑
n
id,n
Nn
)
for ω = i1i2 . . . ∈ ΣN where in = (i1,n, . . . , id,n). We define the nth order empirical measure
Ln :Σ
N → P(ΣN) by
Lnω= 1
n
n−1∑
k=0
δSkω
where S :ΣN → ΣN denotes the shift and δx denotes the Dirac measure concentrated at x. Also,
for a probability measure μ on ΣN, we let h(μ) denote the entropy of μ. Finally, we denote the
family of probability measures and the family of shift invariant probability on ΣN by P(ΣN)
and PS(ΣN), respectively. The following two results are proved in [26,27,34,36].
Theorem 5.1 (Non-linear multifractal spectrum). Let X be a metric space and let
Ξ : P(ΣN) → X be a continuous, and possibly non-linear, map. For x ∈ X write
Λ(x) = sup
μ∈PS(ΣN)
h(μ)
logN
.Ξ(μ)=x
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dimH π
{
ω ∈ ΣN ∣∣ lim
n
Ξ(Lnω) = x
}
= Λ(x).
Theorem 5.2 (Linear multifractal spectra of divergence points). Let X be a vector space and let
Ξ : P(ΣN) → X be an affine and continuous map. For x ∈ X write
Λ(x) = sup
μ∈PS(ΣN)
Ξ(μ)=x
h(μ)
logN
.
Let C ⊆ X.
(1) If C is not a subcontinuum of Ξ(PS(ΣN)), then{
ω ∈ ΣN ∣∣A(Ξ(Lnω))= C}= ∅.
(2) If C is not a subcontinuum of Ξ(PS(ΣN)), then
dimH π
{
ω ∈ ΣN ∣∣A(Ξ(Lnω))= C}= inf
x∈CΛ(x),
dimP π
{
ω ∈ ΣN ∣∣A(Ξ(Lnω))= C}= sup
x∈C
Λ(x).
(3) If C is a closed and convex subset of X, then
dimH π
{
ω ∈ ΣN ∣∣A(Ξ(Lnω))⊆ C}= sup
x∈C
Λ(x),
dimP π
{
ω ∈ ΣN ∣∣A(Ξ(Lnω))⊆ C}= sup
x∈C
Λ(x).
Let Φ and A be as in Theorems 4.1 and 4.2, respectively. Applying Theorem 5.1 to the map
Ξ : P(ΣN) → RI defined by Ξ(μ) = Φ((μ([ω]))ω∈Σm) and applying Theorem 5.2 to the map
Ξ : P(ΣN) → RI defined by Ξ(μ) = A((μ([ω]))ω∈Σm) immediately give the following results.
Theorem 5.3. Fix a positive integer m. Let I be a finite set and let Φ :RΣm → RI be a continuous
map. For p ∈ RI write
Λ(p) = sup
μ∈PS(ΣN)
Φ((μ([ω]))ω∈Σm)=p
h(μ)
logN
.
For all p ∈ RI , we have
dimH
{
x ∈ [0,1]d ∣∣ lim
n
Φ
((
Πω(x;n)
)
ω∈Σm
)= p}= Λ(p).
Theorem 5.4. Fix a positive integer m. Let I be a finite set and let A = (ai,ω)i∈I,ω∈Σm be
a matrix with real valued entries. For p ∈ RI write
Λ(p) = sup
μ∈PS(ΣN)
h(μ)
logN
.A((μ([ω]))ω∈Σm)=p
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M = {A((μ([ω]))
ω∈Σm
) ∣∣ μ ∈ PS(ΣN)}⊆ RI .
Let C ⊆ RI .
(1) If C is not a subcontinuum of M , then{
x ∈ [0,1]d ∣∣A(A((Πω(x;n))ω∈Σm))= C}= ∅.
(2) If C is a subcontinuum of M , then
dimH
{
x ∈ [0,1]d ∣∣A(A((Πω(x;n))ω∈Σm))= C}= infp∈CΛ(p),
dimP
{
x ∈ [0,1]d ∣∣A(A((Πω(x;n))ω∈Σm))= C}= sup
p∈C
Λ(p).
(3) If C is a closed and convex subset of RI , then
dimH
{
x ∈ [0,1]d ∣∣A(A((Πω(x;n))ω∈Σm))⊆ C}= sup
p∈C
Λ(p),
dimP
{
x ∈ [0,1]d ∣∣A(A((Πω(x;n))ω∈Σm))⊆ C}= sup
p∈C
Λ(p).
It is clear that Theorems 4.1 and 4.2 follow from Theorems 5.3 and 5.4, respectively, provided
we can prove the following two equalities (using notation as in Theorems 4.1 and 4.2),
Λ(p) = Km(p),
Km(p) = sup
t∈RI
AQ(t)=p
Hm
(
Q(t)
)
. (5.1)
The equalities in (5.1) are proved as follows. For q ∈ RΣm define L(q) by
L(q) = sup
μ∈PS(ΣN)
(μ([ω]))ω∈Σm=q
h(μ)
logN
.
It is clear that (5.1) follows provided we can prove the following three equalities,
Λ(p) =
⎧⎪⎨
⎪⎩
sup q∈RΣm
Φ(q)=p
L(p) for the setting in Theorem 4.1;
sup q∈RΣm
Aq=p
L(p) for the setting in Theorem 4.2, (5.2)
L(q) = Hm(q), (5.3)
Km(p) = sup
t∈RI
AQ(t)=p
Hm
(
Q(t)
)
. (5.4)
Equality (5.2) is trivially seen to be true. Hence, it suffices to prove (5.3) and (5.4). In Section 6
we prove (5.3), and in Section 7 we prove (5.4).
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In this section we prove (5.3). Recall that if n is a positive integer, then Σn = ({0,1, . . . ,
N − 1}d)n denotes the family of all strings ω = i1 . . . in of length n with entries ij ∈ Σ . We
now introduce some further notation. Let Σ∗ =⋃n Σn the denote the family of all finite strings
ω= i1 . . . in with entries ij ∈ Σ . If ω= i1 . . . in ∈ Σn is a string of length n, we will write |ω| = n.
If ω= i1i2 . . . ∈ ΣN and n is a positive integer, then we will write ω|n = i1 . . . in. Also, for a finite
string ω ∈ Σ∗, the cylinder [ω] generated by ω is defined by [ω] = {σ ∈ ΣN | σ |n = ω}. Before
proving (5.3) we need the following auxiliary result.
Proposition 6.1. Let q = (qω)ω∈Σm ∈ Sm and assume that qω > 0 for all ω. Then there exists
ν ∈ PS(ΣN) such that
(1) (ν([ω]))ω∈Σm = q,
(2) h(ν)logN = Hm(q).
Proof. Since qω > 0 for all ω, we may define a family (uω)ω∈Σ∗ of positive numbers as follows.
If ω ∈ Σn with nm, we let
uω =
∑
σ∈Σm−n
qωσ , (6.1)
and if ω= i1 . . . in ∈ Σn with m< n, we let
uω = qi1...im−1im
qi2...imim+1∑
i∈Σ qi2...imi
qi3...im+1im+2∑
i∈Σ qi3...im+1i
· · · qin−(m−1)...in−1in∑
i∈Σ qin−(m−1)...in−1i
. (6.2)
We now claim that∑
i∈Σ
ui = 1, (6.3)
∑
i∈Σ
uωi = uω for all ω ∈ Σ∗. (6.4)
We will now prove (6.3) and (6.4). We first prove (6.3). Indeed, it follows from (6.1) that∑
i∈Σ ui =
∑
i∈Σ
∑
σ∈Σm−1 qiσ =
∑
ρ∈Σm qρ = 1. This proves (6.3). Next, we prove (6.4). Also,
if ω ∈ Σn with nm− 1, then (6.1) implies that∑
i∈Σ
uωi =
∑
i∈Σ
∑
σ∈Σm−(n+1)
qωiσ =
∑
ρ∈Σm−n
qωρ = uω.
Finally, if ω= i1 . . . in ∈ Σn with m− 1 < n, then (6.2) implies that∑
i∈Σ
uωi =
∑
i∈Σ
(
qi1...im−1im
qi2...imim+1∑
j∈Σ qi2...imj
qi3...im+1im+2∑
j∈Σ qi3...im+1j
· · · qin−(m−1)...in−1in∑
j∈Σ qin−(m−1)...in−1j
× qin−(m−2)...ini∑
j∈Σ qin−(m−2)...inj
)
= qi1...im−1im
qi2...imim+1∑
j∈Σ qi2...imj
qi3...im+1im+2∑
j∈Σ qi3...im+1j
· · · qin−(m−1)...in−1in∑
j∈Σ qin−(m−1)...in−1j
= uω.
This proves (6.4).
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that
ν
([ω])= uω (6.5)
for all ω ∈ Σ∗, cf. [44, Theorem 0.5].
We will now prove that ν is S-invariant. It clearly suffices to show that ν(S−1[ω]) = ν([ω])
for all ω ∈ Σ∗. Since ν(S−1[ω]) = ν(⋃i∈Σ [iω]) =∑i∈Σ ν([iω]) =∑i∈Σ uiω and ν([ω]) = uω ,
we must prove that
∑
i∈Σ uiω = uω for all ω ∈ Σ∗. If ω ∈ Σn with nm− 1, then (6.2) and the
fact that q ∈ Sm imply that∑
i∈Σ
uiω =
∑
i∈Σ
∑
σ∈Σm−(n+1)
qiωσ =
∑
i∈Σ
∑
σ∈Σm−(n+1)
qωσ i =
∑
ρ∈Σ
qωρ = uω.
If ω= i1 . . . in ∈ Σn with m− 1 < n, then (6.2) and the fact that q ∈ Sm imply that∑
i∈Σ
uiω =
∑
i∈Σ
qii1...im−2im−1
qi1...im−1im∑
j∈Σ qi1...im−1j
qi2...imim+1∑
j∈Σ qi2...imj
· · · qin−(m−1)...in−1in∑
j∈Σ qin−(m−1)...in−1j
=
∑
i∈Σ
qi1...im−2im−1i
qi1...im−1im∑
j∈Σ qi1...im−1j
qi2...imim+1∑
j∈Σ qi2...imj
· · · qin−(m−1)...in−1in∑
j∈Σ qin−(m−1)...in−1j
= qi1...im−1im
qi2...imim+1∑
j∈Σ qi2...imj
· · · qin−(m−1)...in−1in∑
j∈Σ qin−(m−1)...in−1j
= uω.
This proves that
∑
i∈Σ uiω = uω for all ω ∈ Σ∗, and it therefore follows that ν is S-invariant.
The measure ν clearly satisfies(
ν
([ω]))
ω∈Σm = (uω)ω∈Σm = (qω)ω∈Σm = q.
Next, we prove that
h(ν)
logN
= Hm(q). (6.6)
Define ψ,ϕ :ΣN → R by
ψ(ω) = qi1...im−1im∑
i∈Σ qi1...im−1i
, ϕ(ω) = logψ(ω),
for ω = i1i2 . . . ∈ ΣN, and observe that ϕ is Hölder continuous. Next observe that there exist
constants c1 and c2 such that
c1 
ν([ω|n])
e
∑n−1
k=0 ϕ(Skω)
 c2 (6.7)
for all ω ∈ ΣN and all positive integers n. Indeed, for ω= i1i2 . . . ∈ ΣN and n >m, we have
ν([ω|n])
e
∑n−1
k=0 ϕ(Skω)
= qω|mψ(Sω) · · ·ψ(S
n−mω)
ψ(ω)ψ(Sω) · · ·ψ(Sn−1ω)
=
(∑
i∈Σ
qi1...im−1i
)
e−ϕ(Sn−m+1ω)−···−ϕ(Sn−1ω)

(
min
σ∈Σm−1
∑
qσ i
)
e−(m−1)‖ϕ‖∞ .i∈Σ
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ν([ω|n])
e
∑n−1
k=0 ϕ(Skω)

(
max
σ∈Σm−1
∑
i∈Σ
qσ i
)
e(m−1)‖ϕ‖∞ .
This proves (6.7). It follows from (6.7) that ν is the Gibbs state for ϕ and that the topological
pressure P(ϕ) of ϕ equals 0, cf. [7]. The variational principle (cf. [7]) therefore implies that
0 = P(ϕ) = ∫ ϕ dν + h(ν), whence
h(ν) = −
∫
ϕ dν = −
∑
i∈Σ
∑
ω∈Σm−1
∫
[ωi]
ϕ dν
= −
∑
i∈Σ
∑
ω∈Σm−1
log
(
qωi∑
j∈Σ qωj
)
ν
([ωi])
= Hm(q) logN.
This proves (6.6). 
We now turn towards the proof of (5.3).
Proof of (5.3). Part 1: We first prove that L(q)  Hm(q) for q ∈ Sm. Fix q = (qω)ω∈Σm ∈ Sm.
We may clearly choose a sequence (qn)n where qn = (qn,ω)ω∈Σm ∈ Sm with qn,ω > 0 for all
ω ∈ Σm, such that qn → q. Next, according to Proposition 6.1, for each positive integer n, we
can find a shift invariant probability measure νn on ΣN such that(
νn
([ω]))
ω∈Σm = qn
and
h(νn)
logN
= Hm(qn).
Also, by compactness there exists a shift invariant probability measure ν on ΣN and a subse-
quence (νnk )k such that νnk → ν weakly. Using the fact that Hm is continuous and the fact that
the entropy function is upper semi-continuous (cf. [44, Theorem 8.2]), we now conclude that
Hm(q) = lim
k
Hm(qnk ) = lim
k
h(νnk )
logN
 h(ν)
logN
. (6.8)
Next, since any cylinder [ω] is both open and closed (with respect to the product topology), we
infer that(
ν
([ω]))
ω∈Σm = limk
(
νnk
([ω]))
ω∈Σm = limk qnk = q,
whence
h(ν)
logN
 L(q). (6.9)
Finally, combining (6.8) and (6.9) shows that Hm(q) L(q).
Part 2: Next we prove that L(q)  Hm(q) for q ∈ Sm. Fix q = (qω)ω∈Σm ∈ Sm. Let
μ ∈ PS(ΣN) with (μ([ω]))ω∈Σm = q. We must now prove that
h(μ) Hm(q). (6.10)logN
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respect to μ, and the conditional entropy of A given B with respect to μ, respectively. Write
C = {[i] | i ∈ Σ} and Cn =∨n−1k=0 S−kC = {[ω] | ω ∈ Σn}. We now have
h(μ) = H(μ;C) = lim
n
H(μ;Cn|Cn−1)
where limn H(μ;Cn|Cn−1) = H(μ|C) follows from [12, 11.4], and the equality H(μ;C) = h(μ)
is due to the Kolmogoroff–Sinai theorem. Furthermore, a standard application of Jensen’s in-
equality shows that
H(μ;Cn+1|Cn)H(μ;Cn|Cn−1)
for all n. Hence
h(μ)H(μ;Cm|Cm−1) = Hm(q) logN.
This completes the proof of (6.10). 
7. Proof of (5.4)
The proof of (5.4) is based on the following version of Lagrange Multipliers Rule.
Proposition 7.1. Let G1, . . . ,Gk :RΣ
m → R be linear functions and let a1, . . . , ak be real num-
bers. Write C = {q ∈ RΣm | Gi(q) = ai for all i}. Assume that C is not a singleton. Assume that
the restriction of Hm to C has a local maximum at q ∈ C. Then all partial derivatives of Hm at q
exist and there exist (not necessarily unique) real numbers λ1, . . . , λk such that
∇Hm(q)−
∑
i
λi∇Gi(q) = 0.
Proof. See [30]. See also [18] for related results. 
In order to prove (5.4) we also need the Perron–Frobenius theorem. A square k times k ma-
trix A with real entries is called irreducible if for all i, j = 1, . . . , k there exists a positive integer n
such that (An)ij > 0. If A = (ai,j )1ik,1jl is a matrix with real entries, then we will write
A 0 if ai,j  0 for all i, j , and we will write A> 0 if ai,j > 0 for all i, j . For two matrices A
and B of the same size, we will write B A if B−A 0, and we will write B >A if B−A> 0.
We can now state the Perron–Frobenius theorem. As recall, that spec radA denotes the spectral
radius of A.
Theorem 7.2. Let A 0 be an irreducible square matrix.
(1) We have λ = spec radA > 0 and there exist a unique column vector u = (ui)i and a unique
row vector v = (vi)i such that
Au = λu,
vA = vλ,∑
i
ui = 1,
∑
i
uivi = 1, u > 0, v > 0.
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(3) The eigenvectors associated with λ = spec radA are unique to constant multiples.
Proof. See [38]. 
We now turn towards the proof of (5.4). For ω ∈ Σm−1 and i ∈ I , define the functions
G,Gω,Ai :R
Σm → R by
G(q) =
∑
ω∈Σm
qω,
Gω(q) =
∑
i
qωi −
∑
i
qiω,
Ai(q) =
∑
ω
ai,ωqω
for q = (qω)ω∈Σm .
Proof of (5.4). Let p = (pi)i ∈ RI . We will now prove that Km(p) = sup t
AQ(t)=p
Hm(Q(t)).
For m = 1, the proof follows by a straightforward application of the usual Lagrange Multipliers
Rule and is therefore omitted. Below we therefore assume that m 2.
Part 1: First we prove that Km(p) sup t
AQ(t)=p
Hm(Q(t)). Let t ∈ RI with AQ(t) = p. Then
clearly
Hm
(
Q(t)
)
 sup
q
Aq=p
Hm(q) = Km(p).
Since t ∈ RI with AQ(t) = p was arbitrary, this implies that
sup
t
AQ(t)=p
Hm
(
Q(t)
)
Km(p).
Part 2: Next we prove that Km(p)  sup t
AQ(t)=p
Hm(Q(t)). We first show that the matrix
M(s) is irreducible for any s ∈ RI . Therefore, let s ∈ RI and let ω = i1 . . . im−1 ∈ Σm−1 and
σ = j1 . . . jm−1 ∈ Σm−1. We must now show that there exists a positive integer n such that
(M(s)n)ω,σ > 0. Indeed, below we prove that (M(s)m−2)ω,σ > 0. To prove this write
π1 = i2 . . . im−1, ω1 = π1j1,
π2 = i3 . . . im−1j1, ω2 = π2j2,
...
πm−2 = im−1j1 . . . jm−3, ωm−2 = πm−2jm−2,
πm−1 = j1 . . . jm−2, ωm−1 = πm−1jm−1.
Then clearly(
M(s)m−2
)
ω,σ
Mω,ω1(s)Mω1,ω2(s) · · ·Mωm−3,ωm−2(s)Mωm−2,σ (s)
= Mω,ω1(s)Mω1,ω2(s) · · ·Mωm−3,ωm−2(s)Mωm−2,ωm−1(s)
= e−〈t|ai1π j1 〉 logNe−〈t|ai2π j2 〉 logN · · · e−〈t|aim−1π jm−1 〉 logN
> 0.
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now follow from the irreducibility of M(s) and the Perron–Frobenius theorem (i.e. Theorem 7.2).
Let
C = {q ∈ RΣm ∣∣G(q) = 1, Gω(q) = 0 for all ω, Ai(q) = pi for all i}.
Since C is compact and Hm is continuous, the function Hm restricted to the set C attains its
maximum at some point q ∈ C, i.e.
Km(p) = Hm(q).
We will now show that there exists t ∈ RI such that
AQ(t) = p, Q(t) = q. (7.1)
It follows from Proposition 7.1 that there exist real numbers λ,λω, ti ∈ R for ω ∈ Σm−1 and
i ∈ I such that
∇Hm(q)− λ∇G(q)−
∑
ω∈Σm−1
λω∇Gω(q)−
∑
i
ti∇Ai(q) = 0. (7.2)
For ω ∈ Σm, we denote partial differentiation with respect to the ω’te variable by Dω. For
ω ∈ Σm−1 write sω =∑i qωi. It is easily seen that for i, j ∈ Σ and π ∈ Σm−2 we have
DiπjHm(q) = − logqiπj + log siπlogN ,
λDiπjG(q) = λ,∑
ω∈Σm−1
λωDiπjGω(q) = λiπ − λπ j,
∑
i
tiDiπjAi(q) = 〈t|aiπ j〉,
where we have written t = (ti)i ∈ RI . It therefore follows from (7.2) that
− logqiπj + log siπ
logN
− λ− (λiπ − λπ j)− 〈t|aiπ j〉 = 0,
whence
qiπj = siπe−λ logNe−λiπ logNeλπ j logNe−〈t|aiπ j〉 logN. (7.3)
Define the column vector x = (xω)ω∈Σm−1 and the row vector y = (yω)ω∈Σm−1 by
xω = eλω logN∑
σ e
λσ logN and yω = sω
∑
σ e
λσ logN
eλω logN
. Eq. (7.3) can now be rewritten as
M(t)x = eλ logNx,
yM(t) = yeλ logN,
‖x‖1 = 1, 〈x|y〉 = 1, x 0, y 0.
This and Perron–Frobenius theorem therefore show that u(t) = x, v(t) = y and ρ(t) = eλ logN ,
i.e.
uω(t) = xω = e
λω logN∑
λσ logN
, vω(t) = yω = sω
∑
σ e
λσ logN
λω logN
, λ = logρ(t) . (7.4)σ e e logN
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that
qiπ j = siπe−λ logNe−λiπ logNeλπ j logNe−〈t|aiπ j〉 logN
= 1
ρ(t)
e−〈t|aiπ j〉 logNuiπ (t)vπ j(t)
= Qiπj(t),
whence q = Q(t). Since Q(t) = q and q ∈ C, we now infer that AQ(t) = Aq = p. This
proves (7.1).
Finally, we conclude from (7.1) that
Km(p) = Hm(q) = Hm
(
Q(t)
)
 sup
s
AQ(s)=p
Hm
(
Q(s)
)
.
The completes the proof. 
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