We study the Taylor expansion for the solution of a differential equation driven by a geometric Hölder rough path with exponent 1/3 < β < 1/2. We will prove a general theorem concerning the convergence of the Taylor expansion on a nonempty interval provided that the vector fields are analytic on a ball centered at the initial point. We will also derive convergence criteria that enable us to study the rate of convergence of the Taylor expansion. We apply our deterministic results to stochastic differential equations driven by fractional Brownian motions with Hurst parameter 1/3 < H < 1/2.
Introduction
In the early 40's, the classic theory of stochastic integration and stochastic differential equations (SDE for short) driven by Brownian motion was first established by K. Ito ([11] ). Since then, stochastic differential equations have been extensively explored in many articles. In particular, the stochastic Taylor series of the solution of the stochastic differential equations driven by Brownian motion was introduced by R. Azencott( [1] ) and G. Ben Arous ([2] ). A convergence result for the stochastic Taylor series was established on a non-empty time interval by Ben Arous, using the L 2 bound of iterated integrals of Brownian motion and a Borel-Cantelli type argument (also see Castell [6] ). This convergenence result has been extended in [5] by F. Baudoin and X. Zhang to the stochastic differential equations driven by fractional Brownian motion with Hurst parameter H > 1/2, using both a path-wise deterministic approach and a probabilistic approach. Let us also notice that a weak type of such approximation was studied by F. Baudoin and L. Coutin (see [4] ) for the SDE driven by fractional Brownian motion with Hurst parameter 1/4 < H < 1/2.
In this article, using the rough path analysis developed by T. Lyons, we consider the multidimensional dynamic system dx t = V (x t )dy t , where V : R n → L(R d , R n ) and the control y : R + → R d is not differentiable, but continuous with finite p−variation. When 1 < p < 2, the integral t 0 V (x s )dy s is understood in Young's sense(see [15] and [16] ). And with appropriate regularity on V (x), the existence and uniqueness of the solution of the dynamic system is guaranteed (see [8] or [14] ). When p > 2, the rough path theory is the essential tool to study the multidimensional dynamic system dx t = V (x t )dy t . The main idea of T. Lyons is to lift y to the truncated tensor algebra
as y s,t = 1, y 1 s,t , . . . y [p] s,t , and see the solution of dx t = V (x t )dy t as a continuous function of this lift y s,t in a canonical topology, provided that y is a geometric p−rough path. In the next section, we will first outline some basic notations and results of rough path theory in ( [13] ), since it will be the main tools for the analysis in our paper. Readers are invited to see ([12] or [13] ) for comprehensive references.
To study the differential equations concerned in this paper, let us first introduce the following definition.
β− Hölder rough path lying above y if the following conditions are satisfied 
Remark 1.2
We will see in section (4) that the lift of fractional Brownian motion B t with Hurst parameter 1/3 < H < 1/2 is a geometric β− Hölder rough path B s,t = 1, B 1 st , B 2 st lying above B t for any 1/3 < β < H < 1/2.
In this paper, we consider a deterministic differential equation of the following type:
where the V i 's are C ∞ vector fields on R n with bounded derivatives up to degree 3, and the driving signal y : R ≥0 → R d is a β-Hölder path with 1/3 < β < 1/2 which admits a canonical lift as a geometric β− Hölder rough path. The integrals t 0 V i (X s )dy i t are understood in the sense of rough paths. Note that if we take the point view of the following map
we can rewrite our dynamics system as dX t = V (X t )dy t with initial condition X 0 = x 0 and we are in the framework of rough path analysis of Lyons. By the universal limit theorem (2.1) and Lemma(3.1), the unique solution X t of the differential equation (1.1) can be constructed as the uniform limit of X t (m) on a closed interval [0,T], where X t (m) are the solutions of the family of differential equations driven by y t (m):
In the later section, we will define the Taylor expansion associated with (1.1). Moreover, under the further assumption that the vector fields V i 's are analytic on the set {x : x − x 0 ≤ C} for some C > 0, we provide a general convergence result of the Taylor expansion for the solution X t of the differential equation (1.1). More precisely, we will be able to express the solution X t of (1.1) as its Taylor expansion on a non-empty interval. Then by using extension theorem of rough path, we provide convergence criteria that enable us to express the non-empty interval in a more quantitative way and to study the rate of the convergence of the Taylor series. In the last section, we will apply our deterministic approach to the stochastic differential equation driven by fractional Brownian motion with Hurst parameter 1/3 < H < 1/2.
Preliminary: Basic notations and facts of rough path theory
We consider the case when V = R d endowed with the Euclidean norm. The tensor product is 
Clearly, if we denote by (e 1 , · · · , e d ) a basis for
V ⊗k , we can define a compatible norm by ξ k = |I|=k |a i 1 ,··· ,i k |, which can be verified easily.
For each n ∈ N, the truncated tensor algebra
The pair (T (n) (V ), . ) is a tensor algebra with identity element (1, 0, ..., 0), and for ξ, η ∈ T (n) (V ), ξ⊗ η ≤ ξ η .
Now for given real number p ≥ 1, we consider the truncated tensor algebra T 
where for any
A fundamental property satisfied by the smooth rough path y s,t is the following so called Chen's identity:
Let us denote by Ω ∞ p (V ) the space of all smooth rough paths endowed with the p-variation metric:
where the supremum runs over all partitions D of a fix interval [0, T ]. We denote by GΩ p (V ) the closure of the space Ω p (V ) with respect to the p-variation metric. The element in GΩ p (V ) is called a geometric p-rough path. One of the main results of rough path theory is the universal limit theorem, which provides the continuity of the Ito map with respect to p-variation metric. For the purpose of clarity, let us state the following simpler version of the universal limit theorem in ( [7] ). 
where y is a continuous path in R d with finite variation and y is its associated smooth rough path.
, with respect to p-variation metric. Therefore, there is a unique extension of the Ito map F(y, x) to the space of GΩ p (R d ) of all geometric p-rough path.
Taylor expansion for differential equations driven by geometric
Hölder rough paths
Taylor expansion of the solution
With the universal limit theorem in hand, we now come back to the differential equation we are concerned with:
Throughout the section, we make the following assumptions:
1. The V i 's are C ∞ vector fields on R n with bounded derivatives up to degree 3, and analytic on the set {x : x − x 0 ≤ C} for some C > 0.
2. The driving path y : R ≥0 → R d is β-Hölder continuous with 1/3 < β < 1/2, and admits a lift
Clearly, under our assumptions, the differential equation (1.1) admits a unique solution X t , which is obtained as the limit of X t (m), the solutions to the family of differential equations ( Lemma 3.1 Let X(m) be smooth p-rough paths that converge to X in GΩ p (R n ) with respect to p-variation metric. If X 0 (m) = X 0 for any m ∈ N, then the underlying paths X t (m) converge to
By assumption,
The result follows.
Now following Baudoin in ( [3] ), let us introduce the procedure of defining the Taylor expansion of X t by iterative application of the change of variable formula.
Let f : R n → R be a C ∞ function. By the change of variable formula, we have
Now, a new application of the change of variable formula to V i f (X s ) leads to
We can continue this procedure to get after N steps
for some remainder term R N (m)(t). Here we used the notations:
k is a word with length k,
If we let N → +∞, we are led to the formal expansion formula:
Now let us denote π j (x) = x j , the j-th projection map. By using the previous expansion with f = π j we get
Therefore we have formally,
where
Now notice that by assumption, we have that y(m) = (1, y 1 (m), y 2 (m)) converges to y = (1, y 1 , y 2 )
in the p-variation metric. By the extension theorem (Theorem 3.7 in [12] ) and continuity of extension theorem (Theorem 3.10 in [12] ) we know for any k > 2, there exist unique y 3 , · · · , y k such that
By adapting the proof in lemma (3.1), we know that
This leads to the following definition:
Note that at this point, the Taylor expansion associated to differential equation (1.1) is only a formal object in the sense that the convergence questions are not addressed yet. We will provide assumptions ensuring the convergence of the expansion and express the solution X t as the Taylor expansion on a non-empty time interval.
Convergence of the Taylor expansion
We now address the convergence questions related to the Taylor expansion. We use the same assumptions and the same notations as in the previous section. In particular, we remind that the vector fields V i are bounded C ∞ and analytic on the set {x : x − x 0 ≤ C} for some C > 0.
A general result
In this part, we will show that we can express the solution X t of the differential equations (1.1) as its Taylor expansion on a non-empty interval. Let us first remind the reader of some known facts about the derivative process J t associated with the following differential equation:
It was shown in ( [9] , Proposition 11.13) that the map (t, x 0 ) → X t is a flow of C ∞ -diffeomorphisms, and the derivative process J t := ∂Xt ∂x 0 satisfies the following linear differential equation:
Moreover, if we denote by J t (m) the Jacobian of the map x 0 → X t (m), then J t (m) converges to J t uniformly on [0, T ] according to theorem 11.14 in ( [9] ) and Lemma (3.1). As a consequence, we have the following result about rescaled differential equations.
Corollary 3.3 Let X ǫ t be the solution to the following rescaled differential equation:
Proof.
First, let us notice that the equation
where Y t = (ǫ, X ǫ t ) is now valued in R × R n andṼ i = (0, ǫV i ). The problem of the smoothness of X ǫ t with respect to ǫ is thus reduced to the problem of the smoothness of the solution of an equation driven by geometric Hölder rough paths with respect to its initial condition and the result follows.
Next we prove the following general result. is convergent and
Let us fix ρ > 1. We consider the parameterized differential equation
and we define
By corollary (3.3), we have seen that for a fixed t ≥ 0, the map ǫ → X ǫ t is C ∞ smooth. It follows immediately that T (ρ) is strictly positive. Now let X ǫ t (m) be the solution to the differential equation:
It follows that there exists N > 0 such that when m > N and ∀t ∈ [0, 1] we have X ǫ t (m) − X ǫ t < C/2. On the other hand, by definition, we have when t < T (ρ), X ǫ t −x 0 < C/2. Therefore, when m > N and t < T (ρ), we have X ǫ t (m) ∈ B(x 0 , C).
Now when m > N , we consider the complex differential equation:
which is well defined up to T (ρ) > 0, by the analyticity of the V ′ i s. Let us observe that the map z → X z t (m) is C ∞ smooth. We claim the map z → X z t (m) is even analytic. Let us first recall that if we denote z = x + iy, then we can define the following differential operator
Moreover, the equation ∂f ∂z = 0 is equivalent to the Cauchy-Riemann equation being satisfied.
Indeed, differentiating with respect toz the integral expression,
This immediately gives
is analytic on the disc |z| < ρ. It follows by corollary (3.3) that ∂X z t ∂z = 0. Therefore, the map z → X z t is analytic and X z t admits a Taylor series of z when t < T (ρ).
On the other hand, notice that for any real number ǫ > 0, x 0 + ∞ k=1 ǫ k g k (t) is precisely the Taylor expansion associated to (3.5) . Therefore taking ǫ = 1 we have X t = x 0 + ∞ k=1 g k (t), which is convergent when t < T (ρ). Then by choosing ρ > 1, we finish the proof.
Quantitative bounds
Theorem 3.4 is very general but gives few information concerning the radius of convergence or the rate of convergence of the Taylor expansion
In this section, we shall be interested in more quantitative bounds.
The crucial estimates we need to control the rate of convergence of the Taylor expansion are provided by the following proposition.
Proposition 3.5 Let us fix T > 0 and let y s,t = (1, y 1 s,t , y 2 s,t ) :
be a geometric β− Hölder rough path such that 1/3 < β < 1/2. Then for 0 < t ≤ T , we have
Proof. By assumption, we know that there exists a constant C such that:
Then by the extension theorem 3.7 in ( [12] ) with control function ω(s, t) = K|t − s|, we have the above inequality for any k ∈ N. Therefore with s = 0 we get for any k ∈ N
We are now in position to give an estimate of the rate of convergence of the stochastic Taylor expansion. The following lemma is a useful estimation to control the tail of the Taylor expansion.
Lemma 3.6 Let γ be such that 0 < γ < β. There exists a constant K β,γ > 0 such that for every
Proof. We make the proof for N ≥ 1 and let the reader adapt the argument when N = 0. We have
.
From Lemma 7.7 in [8] , we have for every
This concludes the proof.
We can now give convenient assumptions to decide the speed of convergence of the Taylor expansion.
We remind the reader that if I = (i 1 , · · · , i k ), we denote
Theorem 3.7 Let 1/3 < β < 1/2 and we assume that there exist M > 0 and 0 < γ < β such that for every word I ∈ {0, · · · , d} k
For r > 1, we define T C (r) = inf{t,
1. T C (r) > 0 and when t < T C (r),
2. There exists a constant Q β,γ,M,T > 0 depending on the subscript variables such that when t < T C (r),
Proof ω(s, t) kβ f or k = 1, 2.
By adapting the argument in the proposition(3.5), we can easily get for any k ∈ N
Therefore, for any t ∈ [0, T ],
) Note that by assumption γ < β, and it follows by the Dominated Convergence Theorem that
On the other hand, when t < T C (r), by definition, we have: ∞ k=1 ǫ k g k (t) < C/2 for any 0 < ǫ ≤ r. Therefore, there exists N > 0 such that when m > N , we have
By adapting the argument in lemma 2.5 in ([5]), we have for any m > N ,
Then the equality
follows by the fact that X t (m) → X t and
Next, we will show that T C (r) > 0 for any r > 0. By the previous proposition, we know that there exists a constant K such that for any k ∈ N
Now with the control on P I , the result follows from the following estimate:
Then T C (r) > 0 follows from the fact that β > γ. Now let us consider the error estimate. When t < T C (r), we have
The last inequality follows from lemma (3.6).
Taylor expansion for stochastic differential equations driven by fractional Brownian motion
We now turn to the second part of this work and apply our result to stochastic differential equations driven by factional Brownian motion paths.
Let us recall that a d-dimensional fractional Brownian motion with Hurst parameter H ∈ (0, 1) is a Gaussian process
Gaussian processes with covariance function
Let us observe that for H = 1 2 , B is a standard Brownian motion. In this part, we will consider the following stochastic differential equation:
As in the previous section, we assume throughout this section that the V i 's are bounded C ∞ vector fields on R n and analytic on the set {x : x − x 0 ≤ C} for some C > 0, and B t is a d-dimensional fractional Brownian motion with Hurst parameter 1/3 < H < 1/2. It is well known that for any 1/3 < β < H, B t admits a version of continuous β-Hölder path. Indeed, Lemma 7.4 in NualartRȃşcanu ( [8] ) says for any β < H and T > 0, there exists a positive random variable η β,T such that E(|η β,T | p ) < ∞ for all p ≥ 1, and for all s, t ∈ [0, T ]
Moreover, as we will see later, its lift B s,t = (1, B 1 st , B 2 st ) can be shown to be a geometric Hölder rough path almost surely with exponent 1/3 < β < H < 1/2. 
If we denote by B s,t (m) = 1, B 1 s,t (m), B 2 s,t (m) the smooth rough path associated with B(m), then according to Theorem 5 of [7] , we know that d p (B(m), B) → 0.
The Hölder condition of B s,t relies on the following lemma in ( [10] ), which is an essential tool for the analysis of Hölder-type regularity of B 2 s,t . Let us first introduce the following notations. For any fixed T > 0, we denote by C k (V ) the set of functions g : [0, T ] k → V such that g t 1 ···t k = 0 whenever t i = t i+1 for some i ≤ k − 1. Now we define the following operator δ on C k (V ):
wheret i means that this argument is omitted. In particular, when g ∈ C 1 (V ) and f ∈ C 2 (V ), we have:
For any f ∈ C 2 (V ), we define the Hölder norm as follows:
we have 
Proof. Let us take γ = 2β in the previous lemma. Then we have
By the scaling property of fBm, we have Therefore, we can choose ξ β,T (ω) = K 2β,p U 2β,p (B 2 , T ) + η 2 β,T for some p > Theorem 4.4 There exists an almost surely positive stopping time τ , such that for 0 ≤ t < τ the series
almost surely converges and
Note that the quantitative convergence result similar to theorem (3.7) can be obtained in the almost sure sense by an direct application of theorem (3.7). Let us also observe that the only random variable involved in the upper bound of the error is K(ω) = max {(αΓ(β)C β,T (ω)) 1/β , (αΓ(2β)C β,T (ω)) 1/2β }. Now with the L p property of C β,T (ω) = max{ξ β,T (ω), η β,T (ω)}, we know that E|K| p < ∞ for any p ≥ 1. For completeness, let us state the following theorem.
Theorem 4.5 Let 0 < β < H and we assume that there exist M > 0 and 0 < γ < β such that for every word I ∈ {0, · · · , d} k P I ≤ Γ(γ|I|)M |I| .
(4.8)
For r > 1, we define T C (r) = inf{t, ∞ k=1 r k g k (t) ≥ C/2}. Then:
1. T C (r) is an almost surey positive stopping time and when t < T C (r),
2. There exists a constant Q β,γ,M,T > 0, depending on the subscript variables such that when t < T C (r)
Moreover, for any p ≥ 1, E|K| p < ∞.
