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ABSTRACT
This work concerns the study of bounded solutions to elliptic nonlinear equations
with fractional diffusion of the form (−∆)su = f(u) in Rn. More precisely, the
aim of this thesis is to investigate some open questions related to the analog of
a conjecture of De Giorgi for these equations. The conjecture concerns the one-
dimensional (or 1-D) symmetry of bounded monotone solutions in all space, at
least up to dimension 8. Of special interest is the bistable elliptic or Allen-Cahn
equation, involving fractional Laplacians, which models phase transitions.
This property on 1-D symmetry of monotone solutions for the fractional equa-
tion was known when n = 2 for every fractional power 0 < s < 1. The question
remained open for n > 2.
Recently the fractional Laplacians attract much interest in nonlinear analysis.
Caffarelli and Silvestre have given a new formulation of the fractional Laplacians
through Dirichlet-Neumann maps. To study the nonlocal problem (−∆)su = f(u)
in Rn, we use this formulation which let us to realize it as a local problem in Rn+1+
with a nonlinear Neumann condition.
In this work we focus our attention in two directions.
First, in chapter 2, we study a particular type of solutions of (−∆)su = f(u)
for s = 1/2, which are called saddle-shaped solutions. A crucial property of saddle-
shaped solutions is that their 0-level set is the Simons cone. This cone appears
in the theory of minimal surfaces and its variational properties motivated the
conjecture of De Giorgi, namely the fact that the Simons cone is a minimal cone
in dimensions 2m ≥ 8. We are interested in the study of saddle-shaped solutions,
because they are the candidates to be global minimizers not 1-D in dimensions
n ≥ 8 (open problem). In this first part the main results are: existence of saddle-
shaped solutions in every even dimension 2m, as well as their asymptotic behaviour,
monotonicity properties, and instability in dimensions 2m = 4 and 2m = 6.
In the second part of this thesis, we give a positive answer to the analog of the
conjecture of De Giorgi for the fractional equation in dimension n = 3. To prove
this 1-D symmetry result, we use a Liouville-type argument. In this approach
the two principal ingredients in the proof of our 1-D symmetry result are the
stability of solutions and an energy estimate. In chapters 3 and 4 we establish
sharp energy estimates for global minimizers and bounded monotone solutions of
our fractional equation for every 0 < s < 1. As a consequence we deduce the
analog of the conjecture of De Giorgi for the fractional equation (−∆)su = f(u),
in dimension n = 3 for every 1/2 ≤ s < 1. To prove our energy estimates we
use a comparison argument combined with some extension results for functions
belonging to fractional Sobolev spaces.

ACKNOWLEDGEMENTS
I would like to thank my advisers Professors Xavier Cabre´ and Bruno Franchi for
their guidance all these years, for their belief in my work and encouragement.
I am grateful to the Departament de Matematica Aplicada I of the Universitat
Polite`cnica de Catalunya for making me feel welcome and to the Dipartimento di
Matematica of the Universita` di Bologna, where I began my studies.
I wish to thank Professor Joan Sola`-Morales and Maria del Mar Gonzalez from
UPC, and Professors Ermanno Lanconelli and Alberto Parmeggiani from Bologna
for always being available.
Finally, a special thanks to my family, to Simone and to all my friends from
Porretta, Bologna and Barcelona.

Table of Contents
1 Introduction and summary of results 1
1.1 A conjecture of De Giorgi for the Allen-Cahn equation . . . . . . . 2
1.2 Saddle-shaped solutions for the Allen-Cahn equation . . . . . . . . 3
1.3 The fractional Laplacian . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Stability and global minimality . . . . . . . . . . . . . . . . . . . . 6
1.5 1-D symmetry for fractional equations . . . . . . . . . . . . . . . . 9
1.6 Summary of results . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.6.1 Saddle-shaped solutions for the half-Laplacian . . . . . . . . 11
1.6.2 Energy estimates for equations involving the half-Laplacian . 15
1.6.3 Energy estimates for equations with fractional diffusion . . . 18
2 Saddle-shaped solutions for the half-Laplacian 23
2.1 Introduction and results . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2 Existence of a saddle solution in R2m . . . . . . . . . . . . . . . . . 33
2.3 Supersolution and subsolution for A1/2 . . . . . . . . . . . . . . . . 40
2.4 The operator DH,ϕ and maximum principles . . . . . . . . . . . . . 46
2.5 Maximal saddle solution and monotonicity properties . . . . . . . . 49
2.6 Asymptotic behaviour of saddle solutions in R2m . . . . . . . . . . . 56
2.7 Instability in dimensions 4 and 6 . . . . . . . . . . . . . . . . . . . 60
3 Energy estimates for equations involving the half-Laplacian 67
3.1 Energy estimate for monotone solutions of Allen-Cahn type equations 75
3.2 H1/2 estimate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
3.3 Energy estimate for global minimizers . . . . . . . . . . . . . . . . . 87
3.4 Energy estimate for monotone solutions in R3 . . . . . . . . . . . . 89
3.5 1-D symmetry in R3 . . . . . . . . . . . . . . . . . . . . . . . . . . 93
3.6 Energy estimate for saddle-shaped solutions . . . . . . . . . . . . . 96
4 Energy estimates for equations with fractional diffusion 101
4.1 Introduction and results . . . . . . . . . . . . . . . . . . . . . . . . 101
4.2 Energy estimate for monotone solutions of Allen-Cahn type equations110
vii
viii TABLE OF CONTENTS
4.3 Hs estimate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
4.4 Energy estimate for global minimizers . . . . . . . . . . . . . . . . . 125
4.5 Energy estimate for monotone solutions in R3 . . . . . . . . . . . . 128
4.6 1-D symmetry in R3 . . . . . . . . . . . . . . . . . . . . . . . . . . 131
Bibliography 133
Chapter 1
Introduction and summary of
results
This work concerns the study of bounded solutions to elliptic nonlinear equations
with fractional diffusion of the form
(−∆)su = f(u) in Rn. (1.0.1)
We are interested in some questions related to the analog for fractional equa-
tions of a conjecture of De Giorgi on one-dimensional (or 1-D for short) symmetry
of bounded monotone solutions.
In 1978 De Giorgi conjectured that the level sets of every bounded monotone
solution of the Allen-Cahn equation −∆u = u − u3 are hyperplanes, at least if
the space dimension satisfies n ≤ 8. This equation is a semilinear model for phase
transitions and, as we will see, it is related to minimal surfaces theory.
This 1-D symmetry result for the fractional case, that is for equation (1.0.1),
has been proven to be true when n = 2 and s = 1/2 by Cabre´ and Sola`-Morales
[10], and when n = 2 and for every 0 < s < 1 by Cabre´ and Sire [8], and by Sire
and Valdinoci [37]. The question remained open for dimensions n > 2.
In this work we focus our attention in two directions. First, in chapter 2, we
study a particular type of solutions of problem (1.0.1) for s = 1/2, which are called
saddle-shaped solutions. These solutions are the candidates to be global minimizers
not 1-D in dimensions n ≥ 8. This is an open problem and it is expected to be
true from the classical theory of minimal surfaces.
Second, we give a positive answer to the analog of the conjecture of De Giorgi
for the fractional equation (1.0.1), in dimension n = 3. The principal ingredient
in the proof of our 1-D symmetry result is an optimal energy estimate for global
minimizers and for monotone solutions, that we present in chapters 3 and 4.
In the following two sections we explain the connection between the semilinear
model for phase transitions and the theory of minimal surfaces, and we recall some
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known results about the original conjecture of De Giorgi, as well as some properties
of saddle-shaped solutions for the Allen-Cahn equation.
Later, we introduce the fractional Laplacians and we recall the known results
concerning 1-D symmetry of bounded monotone solutions for fractional equations.
Finally, we give a summary of the results contained in this thesis.
1.1 A conjecture of De Giorgi for the Allen-Cahn
equation
The following is the conjectured raised by De Giorgi in 1978.
Conjecture([21]) Let u ∈ C2(Rn) be a solution of
−∆u = u− u3 in Rn (1.1.1)
such that
|u| ≤ 1 and ∂xnu > 0
in the whole Rn. Then, all level sets {u = λ} of u are hyperplanes, at least if n ≤ 8.
Equivalently, u is a function depending only on one Euclidian variable.
If u satisfies this property, we will say that u is one-dimensional (1-D for short).
Equation (1.1.1) is the Allen-Cahn equation, which models phase transitions.
The conjecture has been proven to be true in dimension n = 2 by Ghoussoub
and Gui [24] and in dimension n = 3 by Ambrosio and Cabre´ [3]. For 4 ≤ n ≤ 8,
if ∂xnu > 0, and assuming the additional condition
lim
xn→±∞
u(x′, xn) = ±1 for all x′ ∈ Rn−1, (1.1.2)
it has been established by Savin [34]. Recently a counterexample to the conjecture
for n ≥ 9 has been announced by del Pino, Kowalczyk and Wei [22].
An heuristic motivation of the conjecture of De Giorgi is given by a
Γ−convergence result of Modica and Mortola [29]. Given a solution u of (1.1.1),
consider the blow-down family of functions {u} defined by u(x) = u
(x

)
, which
are bounded solutions of the rescaled equation
−∆u = 1
2
(u − u3) in Rn. (1.1.3)
Equation (1.1.3) above can be viewed as the Euler-Lagrange equation associated
to the functional
E(v,Ω) :=
∫
Ω
{

2
|∇v|2 + 1

G(v)
}
dx, (1.1.4)
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with G(v) = (1/4)(1 − v2)2. These functionals have been studied by Modica and
Mortola, who proved that they Γ-converge to a multiple of the perimeter functional.
Thus, if u is a minimizer, the sequence {u} should converge in some sense to a
characteristic function (with values ±1) of a set E such that ∂E ∩Ω is a minimal
surface. If we further assume that u is monotone, say ∂xnu > 0 in Rn, then the
level sets of u, and hence those of u, are graphs converging to a minimal graph of
a function g : Rn−1 → R.
In [34] Simons classified all entire minimal graphs and proved that entire min-
imal graphs of functions Rk → R are hyperplanes for k ≤ 7. This implies that, in
our problem, the limiting minimal surface is a hyperplane if k = n − 1 ≤ 7, i.e.,
n ≤ 8.
Concerning the problem of finding a counterexample to the conjecture of De
Giorgi, we recall that Jerison and Monneau [25] proved that if there exists a global
minimizers in Rn−1, even in each variable xi, then one can construct a bounded
monotone solution of the Allen-Cahn equation in Rn which is not one-dimensional.
On the other hand, by a deep result of Savin [34], up to dimension n ≤ 7 every
global minimizer is an odd function of only one Euclidean variable. In particular,
a global minimizer even with respect to each coordinate can not exist in Rn for
n ≤ 7.
Thus, the crucial remaining question (still open) is whether a global minimizer
of (1.1.1), even with respect to each coordinate, exists in higher dimensions. For
this, a natural candidate is expected to be found in the class of saddle-shaped
solutions, that is, solutions that depend only on two radial coordinates s = |x1|
and t = |x2|, change sign in R2m = {x = (x1, x2) ∈ Rm ×Rm}, and vanish only on
the Simons cone C = {s = t}.
1.2 Saddle-shaped solutions for the Allen-Cahn
equation
In this section we give the definition of saddle-shaped solution for the Allen-Cahn
equation, and we recall some known results about their qualitative properties.
The saddle-shaped solutions that we consider are even with respect to the
coordinate axes and odd with respect to the Simons cone, which is defined as
follows. For n = 2m the Simons cone C is given by:
C = {x ∈ R2m : x21 + ...+ x2m = x2m+1 + ...+ x22m}.
We recall that the Simons cone has zero mean curvature at every point x ∈
C \ {0}, in every dimension 2m ≥ 2. Moreover, in dimensions 2m ≥ 8 (and only in
these dimensions) it is a minimizer of the area functional, that is, it is a minimal
cone (in the variational sense).
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We define two new variables
s =
√
x21 + · · ·+ x2m and t =
√
x2m+1 + · · ·+ x22m,
for which the Simons cone becomes C = {s = t}.
We now introduce our notion of saddle solution. These solutions depend only
on s and t, and are odd with respect to the Simons cone.
Definition 1.2.1. Let u be a bounded solution of −∆u = f(u) in R2m, where
f ∈ C1 is odd. We say that u : R2m → R is a saddle solution if
(a) u depends only on the variables s and t. We write u = u(s, t);
(b) u > 0 for s > t;
(c) u(s, t) = −u(t, s).
Remark 1.2.2. If u is a saddle solution then, in particular, u = 0 on the Simons
cone C = {s = t}. In other words, C is the zero level set of u.
Saddle solutions for the classical equation −∆u = f(u) were first studied by
Dang, Fife, and Peletier in [20] in dimension n = 2 for f odd, bistable, and f(u)/u
decreasing for u ∈ (0, 1). They proved the existence and uniqueness of saddle-
shaped solutions and established monotonicity properties and the asymptotic be-
haviour. The instability property of saddle solutions in dimension n = 2 was stud-
ied by Schatzman [35]. In two recent works [12, 13], Cabre´ and Terra proved the
existence of saddle-shaped solutions for the equation −∆u = f(u) in Rn, where f is
of bistable type, in every even dimension n = 2m. Moreover they established some
qualitative properties of these solutions, such as monotonicity properties, asymp-
totic behaviour and instability in dimensions 2m = 4, 6. Finally, they proved the
asymptotic stability of saddle-shaped solutions in dimensions 2m ≥ 8. This is an
indication that these solutions might be stable in dimension 8 and higher (which
is still an open question).
In chapter 2 we establish some analog results for saddle-shaped solutions of the
equation (−∆)1/2u = f(u) in R2m.
1.3 The fractional Laplacian
The fractional powers of the Laplacian, which are called fractional Laplacians and
are the infinitesimal generators of the Le´vy stable diffusion processes, appear in
anomalous diffusion phenomena in physics, biology, as well as other areas. They
occur in flame propagation, chemical reaction in liquids, and population dynamics.
Le´vy diffusion processes have discontinuous sample paths and heavy tails, while
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Brownian motion has continuous sample paths and exponential decaying tails.
These processes have been applied to American options in mathematical finance
for modelling the jump processes of financial derivatives, such as futures, forwards,
options, and swaps; see [4] and references therein. Moreover, fractional Laplacians
play an important role in the study of the quasi-geostrophic equations in geophys-
ical fluid dynamics.
Recently the fractional Laplacians attract much interest in nonlinear analy-
sis. Caffarelli and Silvestre [15] have given a new formulation of the fractional
Laplacians through Dirichlet-Neumann maps. In [36] Silvestre has established reg-
ularity results for solutions of an obstacle problem for the operator (−∆)s with
0 < s < 1. In [18] Caffarelli and Vasseur study the regularity for solutions of the
quasi-geostrophic equation with critical diffusion (−∆)1/2, using the De Giorgi-
Nash-Moser method. In [14] Caffarelli, Roquejoffre, and Savin have developed a
regularity theory for nonlocal minimal surfaces. This surfaces can be interpreted
as a non-infinitesimal version of classical minimal surfaces and can be attained
by minimizing the Hs-norm of the indicator function when 0 < s < 1/2. As a
last reference we remind that in [11] Cabre´ and Tan have established existence
and regularity results for problems involving the square root of the Laplacian in
bounded domain with zero Dirichlet boundary conditions.
The fractional Laplacian of a function u : Rn → R is expressed by the formula
(−∆)su(x) = cn,sP.V.
∫
Rn
u(x)− u(x)
|x− x|n+2s dx,
where the parameter s is a real number between 0 and 1, and cn,s is some normal-
ization constant depending on the dimension n and on the power s.
It can also be defined as a pseudo-differential operator via Fourier transform:
(̂−∆)su(ξ) = |ξ|2sû(ξ).
In this work, we will study the equation (−∆)su = f(u) in Rn by realizing it
as a local problem in Rn+1+ .
For the case of the half-Laplacian, or square root of the Laplacian, that is for
s = 1/2, the local formulation was well known. Let Rn+1+ := {(x, λ)|x ∈ Rn, λ > 0}.
A function u is a solution of the equation (−∆)1/2u = f(u) in Rn if and only if its
harmonic extension in the half-space Rn+1+ is a solution of the problem∆v = 0 in R
n+1
+ ,
−∂v
∂λ
= f(v) on Rn = ∂Rn+1+ .
(1.3.1)
Indeed, let u be a bounded continuous function in Rn. There is a unique har-
monic extension v of u in the half space. It is the solution of the following Laplacian
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problem: {
∆v = 0 in Rn+1+ ,
v = u on Rn = ∂Rn+1+ .
Consider the operator T : u 7→ −∂λv(·, 0). Since ∂λv is still a harmonic function,
if we apply the operator twice, we obtain
T ◦ Tu = ∂λλv |λ=0= −∆xv |λ=0= −∆xu in Rn.
Thus the operator T that maps the Dirichlet-type data u to the Neumann-type
data −∂λv(x, 0) is actually the half Laplacian.
For the other fractional powers of the Laplacian 0 < s < 1, the local formulation
associated to equation (1.0.1), was established by Caffarelli and Silvestre in [15].
They proved that u is a solution of problem (1.0.1) in Rn if and only if v defined
in Rn+1+ is a solution of the problemdiv(λ
1−2s∇v) = 0 in Rn+1+ ,
− lim
λ→0
λ1−2s
∂v
∂λ
= dn,sf(v),
(1.3.2)
where dn,s > 0 is a positive constant depending only on n and s, and v(x, 0) = u(x)
on Rn = ∂Rn+1+ . Later, we will study problem (1.3.2) with dn,s = 1. In the sequel we
will call the extension v of u in Rn+1+ satisfying div(λ1−2s∇v) = 0, the s-extension
of u.
Observe that for every 0 < s < 1, we have that −1 < 1− 2s < 1 and thus the
weight λ1−2s which appears in (1.3.2), belongs to the Muckenoupt class A2. Thus
the theory developed by Fabes, Kenig and Serapioni [23] applies to problem (1.3.2)
and hence a Poincare´ inequality, a Harnack inequality, and Ho¨lder regularity hold
for solutions of our problem.
Moreover, the weight λ1−2s does not depend on the horizontal variables x1, ..., xn.
Hence problem (1.3.2) is invariant under translations in the directions x1, ..., xn,
and then, for instance, the sliding method can be applied in these directions.
1.4 Stability and global minimality
Problem (1.3.2), associated to the nonlocal equation (1.0.1), allows us to introduce
the notions of energy, stability, and global minimality for a solution u of problem
(1.0.1).
In this work we will use the following notations. We denote by
B˜+r = {(x, λ) ∈ R2m+1 : λ > 0, |(x, λ)| < r}
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and by B˜+r (x, λ) = (x, λ) + B˜
+
r . Let Ω ⊂ Rn+1+ be a bounded domain. We define
the following subsets of ∂Ω:
∂0Ω := {(x, 0) ∈ ∂Rn+1+ : B˜+ε (x, 0) ⊂ Ω for some ε > 0} (1.4.1)
and
∂+Ω := ∂Ω ∩ Rn+1+ . (1.4.2)
Given a C1,α nonlinearity f : R→ R, for some 0 < α < 1, define
G(u) =
∫ 1
u
f.
We have that G ∈ C2(R) and G′ = −f .
Let v be a C1(Ω) function. We consider the energy functional
Es,Ω(v) =
∫
Ω
1
2
λ1−2s|∇v|2 +
∫
∂0Ω
G(v). (1.4.3)
Observe that the potential energy is computed only on the boundary ∂0Ω. This is
a quite different situation from the one of interior reactions.
When s = 1/2, the energy becomes
EΩ(v) =
∫
Ω
1
2
|∇v|2 +
∫
∂0Ω
G(v).
We start by recalling that problem (1.3.2) can be viewed as the Euler-Lagrange
equation associated to the energy functional Es (we consider dn,s = 1).
Definition 1.4.1. a) We say that a bounded solution v of (1.3.2) is stable if the
second variation of energy δ2Es/δ2ξ, with respect to perturbations ξ compactly
supported in Rn+1+ , is nonnegative. That is, if
Qs,v(ξ) :=
∫
Rn+1+
λ1−2s|∇ξ|2 −
∫
∂Rn+1+
f ′(v)ξ2 ≥ 0 (1.4.4)
for every ξ ∈ C∞c (Rn+1+ ).
We say that v is unstable if and only if v is not stable.
b) We say that a bounded solution u of (1.0.1) in R2m is stable (respectively,
unstable) if its s-extension v is a stable (respectively, unstable) solution for the
problem (1.3.2).
Another important notion related to the energy functional Es is the one of
global minimality.
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Definition 1.4.2. a) We say that a bounded C1(Rn+1+ ) function v in Rn+1+ is a
global minimizer of (1.3.2) if
Es,Ω(v) ≤ Es,Ω(v + ξ),
for every bounded domain Ω ⊂ Rn+1+ and every C∞ function ξ with compact
support in Ω ∪ ∂0Ω.
b) We say that a bounded C1 function u in Rn is a global minimizer of (1.0.1)
if its s-extension v is a global minimizer of (1.3.2).
Observe that the perturbations ξ need not vanish on ∂0Ω, in contrast from
interior reactions.
In some references, global minimizers are called “local minimizers”, where local
stands for the fact that the energy is computed in bounded domains. Clearly, every
global minimizer is a stable solution.
In some parts of this work we will assume some, or all, of the following condi-
tions on f :
f is odd; (1.4.5)
G ≥ 0 = G(±1) in R, and G > 0 in (−1, 1); (1.4.6)
f ′ is decreasing in (0, 1). (1.4.7)
Note that, if (1.4.5) and (1.4.6) hold, then f(0) = f(±1) = 0. Conversely, if
f is odd in R, positive with f ′ decreasing in (0, 1) and negative in (1,∞) then f
satisfies (1.4.5), (1.4.6) and (1.4.7). Hence, most of the nonlinearities f that we
consider are of “balanced bistable type”, while the potentials G are of “double well
type”. Our three assumptions (1.4.5), (1.4.6), (1.4.7) are satisfied by f(u) = u−u3.
In this case we have that G(u) = (1/4)(1 − u2)2. The three hypothesis also hold
for the Peierls-Nabarro problem
(−∆)1/2u = sin(piu), (1.4.8)
for which G(u) = (1/pi)(1 + cos(piu)).
In [10], Cabre´ and Sola`-Morales studied bounded monotone solutions in one
direction, ∂xnu ≥ 0, and satisfying
lim
xn→±∞
u(x′, xn)± 1 for all x′ ∈ Rn−1,
of the fractional equation
(−∆)1/2u = f(u) in Rn. (1.4.9)
They called these solutions layer solutions. They established their existence, unique-
ness, symmetry, and variational properties, as well as their asymptotic behaviour.
They proved that assumption (1.4.6) on G guarantees the existence of a layer so-
lution. In addition, such solution is unique up to translations if f ′(±1) < 0. The
following is the precise result established in [10].
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Theorem 1.4.3. ([10]) Let f be any C1,α function with 0 < α < 1. Let G′ = −f .
Then:
• There exists a layer solution u0 of (−∆)1/2u0 = f(u0) in R if and only if
G′(−1) = G′(1) = 0, and G > G(−1) = G(1) in (−1, 1).
• If f ′(±1) < 0, then a layer solution of (1.3.1) is unique up to translations.
• If f is odd and f ′(±1) < 0, then every layer solution of (1.3.1) is odd with
respect to some half-axis. That is, u(x+ b) = −u(−x+ b) for some b ∈ R.
Normalizing the layer solution to vanishing at the origin, we call it u0 and its
harmonic extension in the half-plane v0. Thus we have
u0 : R→ (−1, 1)
u0(0) = 0, u
′
0 > 0
(−∆)1/2u0 = f(u0) in R.
(1.4.10)
The monotone bounded solution of the Peierls-Nabarro problem (1.4.8) is explicit;
if we call v0 the harmonic extension of u0 in R2+, we have
v0(x, λ) =
2
pi
arctan
x
λ+ 1/pi
.
For the other fractional powers 0 < s < 1, the study of layer solutions and
their properties is contained in two works of Cabre´ and Sire [8, 9].
1.5 1-D symmetry for fractional equations
In this section we recall some recent results concerning the 1-D symmetry property
of bounded monotone solutions of the fractional equation
(−∆)su = f(u) in Rn.
In [10], Cabre´ and Sola`-Morales proved that, when n = 2 and s = 1/2, stable
solutions of (1.0.1) are one-dimensional.
The same result has been proven to be true for n = 2 and for every fractional
power 0 < s < 1, by Cabre´ and Sire [8], and by Sire and Valdinoci [37].
In dimension n = 3 the analog of the conjecture of De Giorgi for fractional
equations was completely open. In this work we give an affirmative answer to this
question for the powers 1/2 ≤ s < 1 (see chapters 3 and 4).
In [10] and [8], the proof of 1-D symmetry property uses a method introduced
in [5] and [3], which is based on a Liouville type result. In [37], the authors used a
different method, which makes use of a geometric inequality of Poincare´ type.
In both approaches, the two fundamental ingredients in the proof are:
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• the stability of the solution,
• an estimate for its Dirichlet energy.
More precisely, the following energy estimate is enough to prove 1-D symmetry:∫
CR
1
2
λ1−2s|∇v|2 ≤ CR2 logR, (1.5.1)
where CR = BR × (0, R) is the cylinder of radius R and height R in Rn+1+ . Here,
BR denotes the ball centered at the origin and of radius R in Rn. It is easy to see
that, when n = 2 and for every 0 < s < 1, the following estimate holds∫
CR
1
2
λ1−2s|∇v|2 ≤ CR2,
and thus (1.5.1) also does hold.
The main difficulty in proving 1-D symmetry in dimension n = 3 is the proof
of the energy estimate (1.5.1).
In chapters 3 and 4, we establish new sharp energy estimates for bounded
monotone solutions and for global minimizers of fractional equations. As a conse-
quence, we deduce the analog of the conjecture of De Giorgi for equation (1.0.1)
in dimension n = 3 for every 1/2 ≤ s < 1.
In [14] Caffarelli, Roquejoffre, and Savin develop a regularity theory for nonlocal
minimal surfaces. This surfaces can be interpreted as a non-infinitesimal version
of classical minimal surfaces and can be attained by minimizing the Hs-norm of
the indicator function when 0 < s < 1/2. They also prove sharp energy estimates
related to ours in some sense: our equation is the Allen-Cahn approximation of
these nonlocal minimal surfaces. Instead, when 1/2 ≤ s < 1, our equation is
an approximation of classical minimal surfaces. In [28] Maria del Mar Gonzalez
prove that an energy functional related to fractional powers s of the Laplacian for
1/2 < s < 1 Γ-converges to the classical perimeter functional. The same result for
s = 1/2 was proven by Alberti, Bouchitte´, and Seppecher in [2]. Finally, in [16]
Caffarelli and Souganidis prove that scaled threshold dynamics-type algorithms
corresponding to fractional Laplacians converge to moving fronts. More precisely,
when 1/2 ≤ s < 1 the resulting interface moves by weighted mean curvature, while
for 0 < s < 1/2 the normal velocity is nonlocal of fractional-type.
1.6 Summary of results
In this section we present the main results of this thesis. For this, we provide a
brief explanation of their meaning and importance.
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This thesis can be divided into two parts.
In chapter 2 we establish existence and qualitative properties of saddle-shaped
solutions for the problem
(−∆)1/2u = f(u) in R2m. (1.6.1)
The interest in these solutions is related to the possibility of finding a global
minimizer not 1-D in dimensions 2m ≥ 8.
In chapters 4 and 5, we establish new sharp energy estimates for bounded mono-
tone solutions and for global minimizers of fractional equations. As a consequence,
we establish the 1-D symmetry result for the equation
(−∆)su = f(u) in R3,
for every 1/2 ≤ s < 1.
1.6.1 Saddle-shaped solutions for the half-Laplacian
In chapter 2 (which corresponds to [19]) we study saddle-shaped solution for the
problem
(−∆)1/2u = f(u) in Rn,
where n = 2m is an even integer, and f is of bistable type.
We define two new variables
s =
√
x21 + · · ·+ x2m and t =
√
x2m+1 + · · ·+ x22m,
for which the Simons cone becomes C = {s = t}.
By saddle solution we mean a bounded solution of (1.6.1) such that
• u depends only on s and t,
• u > 0 for s > t,
• u(s, t) = −u(t, s).
In particular u = 0 on C.
Set G(u) :=
∫ 1
u
f . In our results we assume some, or all, of the following con-
ditions on f :
f is odd ; (1.6.2)
G ≥ 0 = G(±1) in R, and G > 0 in (−1, 1); (1.6.3)
f ′ is decreasing in (0, 1). (1.6.4)
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These conditions are related to the bistable and balanced character of f and are
all satisfied by the Allen-Cahn model f(u) = u− u3.
We recall that the local problem associated to equation (1.6.1) is the following:−∆v = 0 in R
n+1
+
−∂v
∂λ
= f(v) on ∂Rn+1+ .
(1.6.5)
Our first result establishes the existence of a saddle solution in all even dimen-
sions n = 2m. We use the following notations:
O := {x ∈ R2m : s > t} ⊂ R2m
O˜ := {(x, λ) ∈ R2m+1+ : x ∈ O} ⊂ R2m+1+ .
Note that
∂O = C and ∂O˜ = C × [0,∞).
Finally, we define the cylinder CR,L = BR × (0, L), where BR is the open ball in
R2m centered at the origin and of radius R.
Theorem 1.6.1. [see Theorem 2.1.6] For every dimension 2m ≥ 2 and every
nonlinearity f satisfying (1.6.2) and (1.6.3), there exists a saddle solution u of
(−∆)1/2u = f(u) in R2m, such that |u| < 1 in R2m.
Moreover, let v be the harmonic extension in R2m+1+ of the saddle solution u. If
in addition f satisfies (1.6.4), then the second variation of the energy Qv(ξ) at v,
as defined in (1.4.4) with s = 1/2, is nonnegative for all function ξ ∈ C1(R2m+1+ )
with compact support in R2m+1+ and vanishing on C × [0,+∞).
We prove the existence of a saddle solution u for problem (1.6.1), by proving
the existence of a solution v for problem (1.6.5) with the following properties:
1. v depends only on the variables s, t and λ. We write v = v(s, t, λ);
2. v > 0 for s > t;
3. v(s, t, λ) = −v(t, s, λ).
Using a variational technique we construct a solution v in O˜ for the problem
(1.6.5), satisfying v > 0 in O˜ and v = 0 on ∂O˜ = C × [0,+∞). Then, since f is
odd, by odd reflection with respect to ∂O˜ we obtain a solution v in the whole space
which satisfies properties (1), (2), (3) above. Clearly the function u(x) = v(x, 0) is
a saddle solution for the problem (1.6.1).
To prove this existence result, we will use a energy estimate for v, which is
not sharp but it is enough to prove the existence of a saddle solution. Instead in
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Theorem 3.0.8 of chapter 3, we will establish the following sharp energy estimates
for saddle-shaped solutions,
ECS,S(v) ≤ CS2m−1 logS.
On the other hand, given the way in which it is constructed, the solution u
is stable with respect to perturbations that vanish on the Simons cone C. This
however means nothing regarding the stability of u for general perturbations. In
fact, we will see that u is actually unstable in dimensions 4 and 6.
In section 5 of chapter 2, we prove the existence and monotonicity properties
of a maximal saddle solution of problem (1.6.1).
To establish these results, we need to introduce a new nonlocal operator DH,ϕ,
which is the square root of the Laplacian for functions defined in a domain H ⊂ Rn
which agree with a given function ϕ on ∂H. We introduce this operator and we
establish maximum principles for it, in section 4.
We introduce the new variables
y =
s+ t√
2
z =
s− t√
2
.
(1.6.6)
Note that |z| ≤ y and that we may write the Simons cone as C = {z = 0}.
The following theorem concerns the existence and monotonicity properties of
the maximal saddle solution.
Theorem 1.6.2. [see Theorem 2.1.7] Let f satisfy conditions (1.6.2), (1.6.3),
and (1.6.4).
Then, there exists a saddle solution u of (−∆)1/2u = f(u) in R2m, with |u| < 1,
which is maximal in the following sense. For every solution u of (−∆)1/2u = f(u)
in R2m, vanishing on the Simons cone and such that u has the same sign as s− t,
we have
0 < u < u in O.
As a consequence, we also have
0 < |u| < |u| in R2m.
In addition, if v is the harmonic extension of u in R2m+1+ , then v satisfies:
(a) ∂sv ≥ 0 in R2m+1+ . Furthermore ∂sv > 0 in R2m+1+ \ {s = 0} and ∂sv = 0 in
{s = 0};
(b) ∂tv ≤ 0 in R2m+1+ . Furthermore ∂tv < 0 in R2m+1+ \ {t = 0} and ∂tv = 0 in
{t = 0};
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(c) ∂zv > 0 in R2m+1+ \ {0};
(d) ∂yv > 0 in {s > t > 0} × [0,+∞).
As a consequence, for every direction ∂η = α∂y − β∂t, with α and β nonneg-
ative constants, ∂ηv > 0 in {s > t > 0} × [0,+∞).
In sections 6 and 7 of chapter 2, we focus our attention on the asymptotic
behaviour and the instability properties of saddle-shaped solutions. We remind
that u0 satisfies (1.4.10). In [12] it is proved that |z| = |s− t|/
√
2 = d(x, C), where
d(·, C) denotes the distance to the Simons cone. The following result concerns the
asymptotic behaviour at infinity, of a class of solutions which contains saddle-
shaped solutions.
Theorem 1.6.3. [see Theorem 2.1.9] Let f satisfy conditions (1.6.2), (1.6.3),
and (1.6.4), and let u be a bounded solution of (−∆)1/2u = f(u) in R2m such that
u ≡ 0 on C, u > 0 in O = {s > t} and u is odd with respect to C.
Then, denoting
U(x) := u0((s− t)/
√
2) = u0(z)
we have,
u(x)− U(x)→ 0 and ∇u(x)−∇U(x)→ 0, (1.6.7)
uniformly as |x| → ∞. That is,
||u− U ||L∞(R2m\BR) + ||∇u−∇U ||L∞(R2m\BR) → 0 as R→∞. (1.6.8)
Our proof of Theorem 1.6.3 follows the one given by Cabre´ and Terra in [13],
and uses a compactness argument based on translations of the solutions, combined
with two crucial Liouville-type results for nonlinear equations in the half-space and
in a quarter of space.
Finally, in section 7, we prove that saddle-shaped solutions are unstable in
dimensions 2m = 4, 6.
In dimension 2m = 2, instability of saddle-shaped solutions follows by the 1-
D symmetry result established by Cabre´ and Sola`-Morales in [10]. The following
theorem concerns the instability of saddle solutions in dimensions 4 and 6. The
principal ingredients in the proof are the monotonicity properties for the maximal
saddle solution established in Theorem 1.6.2 and the asymptotic behaviour of
Theorem 1.6.3.
Theorem 1.6.4. [see Theorem 2.1.10] Let f satisfy conditions (1.6.2), (1.6.3),
(1.6.4). Then, every bounded solution of (−∆)1/2u = f(u) in R2m such that u = 0
on the Simons cone C = {s = t} and u has the same sign as s − t, is unstable in
dimensions 2m = 4 and 2m = 6.
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The stability of saddle solutions in dimensions 2m ≥ 8 is an open problem.
However, at the end of section 7, we will establish some kind of asymptotic stability
for the maximal saddle solution in dimensions 8 and higher. This is an indication
that saddle solutions might be stable in dimensions higher or equal than 8.
We call v the harmonic extension of the maximal solution u in R2m+1+ . In the
proof of Theorem 1.6.4, we use the maximal solution v of problem (1.6.5) and more
importantly the equation satisfied by vz = ∂zv. We prove that v is unstable by
constructing a test function ξ(y, z, λ) = η(y, λ)vz(y, z, λ) such that Qv(ξ) < 0. We
use the asymptotic convergence and monotonicity results for v (Theorems 1.6.3
and 1.6.2). Since v is maximal, we deduce that all bounded solutions v vanishing
on C × R+ and having the same sign as s− t are also unstable.
1.6.2 Energy estimates for equations involving the half-
Laplacian
In chapter 3 (which corresponds to [6]), we establish sharp energy estimates for
some solutions, such as global minimizers, monotone solutions and saddle-shaped
solutions, of the fractional nonlinear equation (−∆)1/2u = f(u) in Rn. Our energy
estimates hold for every nonlinearity f and are sharp since they are optimal for
one-dimensional solutions, that is for solutions depending only on one Euclidian
variable.
As a consequence, in dimension n = 3, we deduce the one-dimensional symme-
try of every global minimizer and of every monotone solution.
In the following theorem we establish a sharp energy estimate for global mini-
mizers in every dimension n, and for monotone solutions in dimension n = 3. We
will see that monotone solutions, without limits ±1 at ±∞, are minimizers in some
sense to be explained later, but, in case that they exist, they are not known to be
global minimizers.
Given a bounded function u defined on Rn, set G(u) =
∫ 1
u
f and
cu = min{G(s) : infRn u ≤ s ≤ supRn u}. (1.6.9)
In all this subsection by ||f ||C1 we mean ||f ||C1([inf u,supu]).
Theorem 1.6.5. [see Theorems 3.0.3 and 3.0.4] Let f be any C1,β nonlin-
earity, with β ∈ (0, 1), and u ∈ L∞(Rn) be a solution of (1.6.1). Let v be the
harmonic extension of u in Rn+1+ .
a) If u is a global minimizer, then for all R > 2,∫
CR
1
2
|∇v|2dxdλ+
∫
BR
{G(u)− cu}dx ≤ CRn−1 logR, (1.6.10)
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where cu is defined by (1.6.9) and C is a constant depending only on n, ||f ||C1,
and ||u||L∞(Rn).
b) Let n = 3 and suppose that u is a bounded solution of (1.6.1) such that
∂eu > 0 in R3 for some direction e ∈ R3, |e| = 1. Then, for all R > 2, v satisfies
the energy estimate (1.6.10) with n = 3.
This energy estimate is sharp since it can not be improved for one-dimensional
layer solutions by a result of [10].
As a consequence of Theorem 1.6.5, we deduce the analog of the conjecture of
De Giorgi for the equation involving the half-Laplacian in R3.
Theorem 1.6.6. [see Theorem 3.0.5] Let n = 3 and f be any C1,β nonlinearity
with β ∈ (0, 1). Let u be either a bounded global minimizer of (1.6.1), or a bounded
solution of (1.6.1) monotone in some direction e ∈ R3, |e| = 1.
Then, u depends only on one variable, i.e., there exists a ∈ R3 and g : R→ R,
such that u(x) = g(a ·x) for all x ∈ R3. Equivalently, the level sets of u are planes.
The proof of 1-D symmetry result follows a method introduced in [5] and in
[3], which is based on a Liouville type theorem. Using this approach the two fun-
damental ingredient in the proof are stability of solutions and our energy estimate.
The method that we use to prove the energy estimate also applies in the case
of saddle-shaped solutions in R2m. These solutions, in principle, are not global
minimizers (this is indeed the case in dimensions 2m ≤ 6 by Theorem 1.6.4), but
at least one of them is a minimizer under perturbations vanishing on the Simons
cone and this will be enough to prove a sharp energy estimate for such saddle
solution.
Theorem 1.6.7. [see Theorem 3.0.8] Let f be a C1,β function for some 0 <
β < 1 satisfying (1.4.5), (1.4.6). Then there exists a saddle solution u of (−∆)1/2u =
f(u) in R2m, with |u| < 1, satisfying
ECR(v) ≤ CR2m−1 logR,
for every R > 2, where v is the harmonic extension of u in R2m+1+ .
Now, we explain the main idea in the proof of Theorems 1.6.5 and 1.6.7.
To prove the energy estimate for global minimizers, we use a comparison ar-
gument, as follows. We construct a comparison function w, which takes the same
value of v on ∂+CR and thus, by minimality of v,
ECR(v) ≤ ECR(w).
Then, we give an estimate for the energy of w. The main difficulties arise when
proving an estimate for the Dirichlet energy.
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For this aim we use extension theorems for functions belonging to the fractional
Sobolev space H1/2.
Let us recall the definition of the H1/2(A)-norm, where A is either a Lipschitz
open set of Rn, or A = ∂Ω and Ω is a Lipschitz open set of Rn+1+ . It is given by
||w||2H1/2(A) = ||w||2L2(A) +
∫
A
∫
A
|w(z)− w(z)|2
|z − z|n+1 dσzdσz.
In the sequel we will use it for Ω = CR and A = ∂CR.
In the proof of Theorem 1.6.5 a crucial point will be the following well known
result.
If w is a function belonging to H1/2(∂Ω), where Ω is a bounded subset of Rn+1
with Lipschitz boundary, then the harmonic extension w of w in Ω, satisfies the
following inequality ∫
Ω
|∇w|2 ≤ C||w||2H1/2(∂Ω). (1.6.11)
After rescaling, we will apply this result for Ω = C1.
Finally, to give an estimate of the quantity ||w||2
H1/2(∂C1)
, we use the following
result.
Theorem 1.6.8. [see Theorem 3.0.7] Let A be either a bounded Lipschitz do-
main in Rn or A = ∂Ω, where Ω is a bounded open set of Rn+1 with Lipschitz
boundary. Let M ⊂ A be an open set (relative to A) with Lipschitz boundary
(relative to A) Γ ⊂ A. Let ε ∈ (0, 1/2).
Let w : A→ R be a Lipschitz function such that, for almost every x ∈ A,
|w(x)| ≤ c0 (1.6.12)
and
|Dw(x)| ≤ c0 min
{
1
ε
,
1
dist(x,Γ)
}
, (1.6.13)
where D are all tangential derivatives to A, dist(x,Γ) is the distance from the point
x to the set Γ (either in Rn or in Rn+1), and c0 is a positive constant.
Then,
||w||2H1/2(A) = ||w||2L2(A) +
∫
A
∫
A
|w(z)− w(z)|2
|z − z|n+1 dσzdσz ≤ c
2
0C| log ε|, (1.6.14)
where C is a positive constant depending only on A and Γ.
Later we will use this result for A = ∂C1 and Γ = ∂B1×{λ = 0}. Thus in this
case the constant C that appear in (1.6.14), only depends on the dimension n.
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The proof of energy estimate for monotone solutions in dimension n = 3 is,
essentially, the same used for global minimizers. The only difficult is that, here,
our solutions are not global minimizers and thus, in principle, we cannot apply a
comparison argument. But in section 5 of chapter 3 (see Theorem 3.4.3), we will
prove that a monotone solution is a minimizer in a suitable set. Then, we prove
that our comparison function w belongs to this set (this result holds only when
n = 3), and thus we can apply the argument as for global minimizers.
Finally, to prove the energy estimate for some saddle-shaped solutions, we use a
comparison argument as before, but now in the set O˜R = OR×(0, R) = (O∩BR)×
(0, R), instead of CR. Indeed, by construction, the saddle-shaped solution that we
construct is not a global minimizer in R2m, but it is a minimizer in O = {s > t}.
1.6.3 Energy estimates for equations with fractional diffu-
sion
In chapter 4 (which corresponds to [7]) we continue the study of nonlinear frac-
tional equations, extending some results contained in chapter 3 to the more general
equation
(−∆)su = f(u) in Rn,
for every f and for 0 < s < 1. We obtain sharp energy estimates for every fractional
power s ∈ (0, 1). As a consequence, we deduce the one-dimensional symmetry
property for global minimizers and monotone solutions in dimension n = 3, for
every 1/2 < s < 1.
The following is the main result of chapter 5. In all this subsection by ||f ||C1,β
we mean ||f ||C1,β([inf u,supu]).
Theorem 1.6.9. [see Theorem 4.1.2] Let f be any C1,β nonlinearity, with
β > max{0, 1 − 2s}, and u : Rn → R be a solution of (1.0.1). Let v be the s-
extension of u in Rn+1+ .
a) If u is a global minimizer, then for all R > 2∫
CR
1
2
λ1−2s|∇v|2dxdλ+
∫
BR
{G(u)− cu}dx ≤ CRn−2s if 0 < s < 1/2∫
CR
1
2
λ1−2s|∇v|2dxdλ+
∫
BR
{G(u)− cu}dx ≤ CRn−1 if 1/2 < s < 1,
(1.6.15)
where cu is defined by (1.6.9) and C denotes different positive constants depending
only on n, ||f ||C1,β , ||u||L∞(Rn) and s.
b) Let n = 3 and suppose that u is a bounded solution of (1.0.1) such that ∂eu > 0
in R3 for some direction e ∈ R3, |e| = 1. Then, for all R > 2, v satisfies the energy
estimates (1.6.15) with n = 3.
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In dimension n = 3 and for every 1/2 < s < 1, Theorems 1.6.5 lead to 1-D
symmetry of global minimizers and of bounded monotone solutions of problem
(1.0.1).
Theorem 1.6.10. [see Theorem 4.1.4] Suppose n = 3 and 1/2 ≤ s < 1. Let f
be any C1,β nonlinearity with β > max{0, 1− 2s} and u be either a bounded global
minimizer of (1.0.1), or a bounded solution monotone in some direction e ∈ R3,
|e| = 1.
Then, u depends only on one variable, i.e., there exists a ∈ R3 and g : R→ R,
such that u(x) = g(a · x) for all x ∈ R3, or equivalently the level sets of u are
planes.
The previous result for s = 1/2 is Theorem 1.6.6.
Remark 1.6.11. In [14] Caffarelli, Roquejoffre, and Savin develop a regularity the-
ory for nonlocal minimal surfaces. This surfaces can be interpreted as a non-
infinitesimal version of classical minimal surfaces and can be attained by mini-
mizing the Hs-norm of the indicator function when 0 < s < 1/2. A crucial fact
here is that when 0 < s < 1/2 the indicator functions belong to the space Hs and
the extension problem (1.3.2) is a well posed problem for indicator functions. The
authors also prove a sharp energy estimate CRn−2s related to ours in some sense:
our equation is the Allen-Cahn approximation of these nonlocal minimal surfaces.
As for the case of the half-Laplacian, to prove the 1-D symmetry result above,
we use a method, based on a Liouville-type result, which requires the following
estimate for the Dirichlet energy∫
CR
1
2
λ1−2s|∇v|2dxdλ ≤ CR2 logR.
This is the reason for which our 1-D symmetry result in dimension n = 3 holds
only for 1/2 < s < 1.
The proof of Theorem 1.6.9 follows the one given for the case of the half-
Laplacian.
We have seen that, in the proof of the estimate for the Dirichlet energy for
the case s = 1/2, we use a well known extension result for functions belonging to
H1/2(∂C1). Here, the Dirichlet energy contains a weight and we have to use a new
extension theorem.
First we recall the definition of the Hs(A)-norm, for 0 < s < 1, where A is
either a Lipschitz open set of Rn, or A = ∂Ω and Ω is a Lipschitz open set of Rn+1+ .
It is given by
||w||2Hs(A) = ||w||2L2(A) +
∫
A
∫
A
|w(z)− w(z)|2
|z − z|n+2s dσzdσz.
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In the sequel we will use it for Ω = C1 and A = ∂C1.
We fix some notations. Let A be either a Lipschitz domain D in Rn or A = ∂Ω
where Ω is a bounded subset of Rn+1 with Lipschitz boundary. Let M ⊂ A be an
open set (relative to A) with Lipschitz boundary (relative to A) Γ = ∂M .
We define the following two sets:
Bs =
{
A× A if 0 < s < 1/2
M ×M if 1/2 < s < 1; (1.6.16)
Bw =
{
(A \M)× (A \M) if 0 < s < 1/2
(A \M)× A if 1/2 < s < 1. (1.6.17)
The following is the crucial extension Theorem, that we will apply in the proof
of our energy estimates.
Theorem 1.6.12. [see Theorem 4.1.6] Let Ω be a bounded subset of Rn+1
with Lipschitz boundary ∂Ω and M a Lipschitz subset of ∂Ω. For z ∈ Rn+1, let
dM(z) denote the Euclidean distance from the point z to the set M . Let w belong
to C(∂Ω).
Then, there exists an extension w˜ of w in Ω belonging to C1(Ω) ∩ C(Ω), such
that
∫
Ω
dM(z)
1−2s|∇w˜|2dz ≤ C||w||2L2(∂Ω) + C
∫ ∫
Bs
|w(z)− w(z)|2
|z − z|n+2s dσzdσz
+C
∫ ∫
Bw
dM(z)
1−2s |w(z)− w(z)|2
|z − z|n+1 dσzdσz,
(1.6.18)
where Bs and Bw are defined, respectively, in (1.6.16) and (1.6.17) with A = ∂Ω,
and C denotes different positive constants depending on Ω, M and s.
We have used the notations Bs and Bw to indicate, respectively, the set in which
we compute the Hs-norm of w and the set in which we compute the weighted H
1/2
daM
-
norm of w.
Finally, the following lemma is the analog of Lemma 1.6.8, for the other frac-
tional powers of the Laplacian.
Theorem 1.6.13. [see Theorem 4.1.8] Let A be either a Lipschitz domain in
Rn or A = ∂Ω where Ω is a bounded subset of Rn+1 with Lipschitz boundary.
Let M ⊂ A be an open set (relative to A) with Lipschitz boundary (relative o A)
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Γ = ∂M . Let ε ∈ (0, 1/2). Let w : A → R be a Lipschitz function such that for
almost every z ∈ A,
|w(z)| ≤ c0 (1.6.19)
and
|Dw(z)| ≤ c0
dΓ(z)
min
{
1,
(
dΓ(z)
ε
)min{1,2s}}
(1.6.20)
where D are all tangential derivatives to A, dΓ(z) is the Euclidean distance from
the point z to the set Γ (either in Rn or in Rn+1), and c0 is a positive constant.
Then,
||w||L2(A) +
∫ ∫
Bs
|w(z)− w(z)|2
|z − z|n+2s dσzdσz +
∫ ∫
Bw
dM(z)
1−2s |w(z)− w(z)|2
|z − z|n+1 dσzdσz
≤
{
Cc20 if 0 < s < 1/2,
Cc20ε
1−2s if 1/2 < s < 1.
(1.6.21)
where C denotes a positive constant depending only on A, M , and s and the sets
Bs and Bw are defined in (1.6.16) and (1.6.17).
We will use these two results for A = ∂C1, M = B1 × {λ = 0} and Γ =
∂B1 × {λ = 0}, thus in this case the constants C that appears in (1.6.18) and
(1.6.21), only depend on the dimension n and the power s.

Chapter 2
Saddle-shaped solutions for the
half-Laplacian
2.1 Introduction and results
This chapter (which corresponds to [19]) concerns the study of saddle-shaped so-
lutions of elliptic equations with fractional diffusion
(−∆)1/2u = f(u) in Rn, (2.1.1)
where n = 2m is an even integer and f is of bistable type.
Our interest in these solutions originates from the following conjecture of De
Giorgi. Consider the nonlinear elliptic equation
−∆u = u− u3 in Rn, (2.1.2)
which is called the Allen-Cahn equation modelling phase transitions. In 1978 De
Giorgi conjectured that the level sets of every bounded solution of (2.1.2), which
is monotone in one direction, must be hyperplanes, at least if n ≤ 8. That is, such
solutions depend only on one Euclidian variable.
The conjecture has been proven to be true in dimension n = 2 by Ghoussoub
and Gui [24] and in dimension n = 3 by Ambrosio and Cabre´ [3]. For 4 ≤ n ≤ 8,
if ∂xnu > 0, and assuming the additional condition
lim
xn→±∞
u(x′, xn) = ±1 for all x′ ∈ Rn−1,
it has been established by Savin [34]. Recently a counterexample to the conjecture
for n ≥ 9 has been announced by del Pino, Kowalczyk and Wei [22].
For the fractional equation (−∆)su = f(u) in Rn with 0 < s < 1, the conjecture
has been proven to be true when n = 2 and s = 1/2 by Cabre´ and Sola`-Morales
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[10], and when n = 2 and for every 0 < s < 1 by Cabre´ and Sire [8], and by Sire
and Valdinoci [37]. In chapters 3 and 4 we will prove the conjecture in dimension
n = 3 for every power 1/2 ≤ s < 1.
The study of saddle-shaped solutions is related to the possibility of finding a
counterexample to the conjecture of De Giorgi in large dimensions.
More precisely, by a deep result by Savin [34], if n ≤ 7 then every global
minimizer of the equation −∆u = u − u3 in Rn is one-dimensional. A natural
question arises: is there a global minimizer in R8 (or higher dimensions) which is
not one-dimensional? Saddle-shaped solutions are the candidates to give a positive
answer to this question.
Moreover, by a result of Jerison and Monneau [25], if one could prove that
saddle-shaped solutions are global minimizers in R8, one would have a counterex-
ample to the conjecture of De Giorgi in R9, in an alternative way to that of [22].
Saddle-shaped solutions are expected to have relevant variational properties
due to a well known connection between nonlinear equations modelling phase
transitions and the theory of minimal surfaces. This connection also motivated
the conjecture of De Giorgi.
More precisely the saddle-shaped solutions that we consider are even with re-
spect to the coordinate axes and odd with respect to the Simons cone, which is
defined as follows. For n = 2m the Simons cone C is given by:
C = {x ∈ R2m : x21 + ...+ x2m = x2m+1 + ...+ x22m}.
We recall that the Simons cone has zero mean curvature at every point x ∈ C\{0},
in every dimension 2m ≥ 2. Moreover in dimensions 2m ≥ 8 it is a minimizer of
the area functional, that is, it is a minimal cone (in the variational sense).
We define two new variables
s =
√
x21 + · · ·+ x2m and t =
√
x2m+1 + · · ·+ x22m,
for which the Simons cone becomes C = {s = t}.
We now introduce our notion of saddle-shaped solution. These solutions depend
only on s and t, and are odd with respect to the Simons cone.
Definition 2.1.1. Let u be a bounded solution of (−∆)1/2u = f(u) in R2m, where
f ∈ C1 is odd. We say that u : R2m → R is a saddle-shaped (or simply saddle)
solution if
(a) u depends only on the variables s and t. We write u = u(s, t);
(b) u > 0 for s > t;
(c) u(s, t) = −u(t, s).
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Remark 2.1.2. If u is a saddle solution then, in particular, u = 0 on the Simons
cone C = {s = t}. In other words, C is the zero level set of u.
Saddle solutions for the classical equation −∆u = f(u) were first studied by
Dang, Fife, and Peletier in [20] in dimension n = 2 for f odd, bistable and f(u)/u
decreasing for u ∈ (0, 1). They proved the existence and uniqueness of saddle-
shaped solutions and established monotonicity properties and the asymptotic be-
haviour. The instability property of saddle solutions in dimension n = 2 was stud-
ied by Schatzman [35]. In two recent works [12, 13], Cabre´ and Terra proved the
existence of saddle-shaped solutions for the equation −∆u = f(u) in Rn, where f is
of bistable type, in every even dimension n = 2m. Moreover they established some
qualitative properties of these solutions as monotonicity properties, asymptotic
behaviour and instability in dimensions 2m = 4 and 2m = 6.
In this work, we establish existence and qualitative properties of saddle-shaped
solutions for the bistable fractional equation (2.1.1).
To study the nonlocal problem (2.1.1) we will realize it as a local problem
in Rn+1+ with a nonlinear Neumann condition on ∂Rn+1+ = Rn. More precisely, if
u = u(x) is a function defined on Rn, we consider its harmonic extension v = v(x, λ)
in Rn+1+ = Rn×(0,+∞). It is well known (see [10, 15]) that u is a solution of (2.1.1)
if and only if v satisfies {
∆v = 0 in Rn+1+ ,
−∂λv = f(v) on Rn = ∂Rn+1+ .
(2.1.3)
Problem (2.1.3), associated to the nonlocal equation (2.1.1), allows to introduce
the notions of energy and global minimality for a solution u of problem (2.1.1).
Let Ω ⊂ Rn+1+ be a bounded domain. We denote by
B˜+r = {(x, λ) ∈ R2m+1 : λ > 0, |(x, λ)| < r}
and by B˜+r (x, λ) = (x, λ) + B˜
+
r .
We define the following subset of ∂Ω:
∂0Ω := {(x, 0) ∈ Rn+1+ : B˜+ε (x, 0) ⊂ Ω for some ε > 0} (2.1.4)
and
∂+Ω := ∂Ω ∩ Rn+1+ . (2.1.5)
Given a C1,α nonlinearity f : R→ R, for some 0 < α < 1, define
G(u) =
∫ 1
u
f.
We have that G ∈ C2(R) and G′ = −f .
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Let v be a C1(Ω) function with |v| ≤ 1. We consider the energy functional
EΩ(v) =
∫
Ω
1
2
|∇v|2 +
∫
∂0Ω
G(v). (2.1.6)
Observe that the potential energy is computed only on the boundary ∂0Ω. This is
a quite different situation from the one of interior reactions.
We start by recalling that problem (2.1.3) can be viewed as the Euler-Lagrange
equation associated to the energy functional E .
Definition 2.1.3. a) We say that a bounded solution v of (2.1.3) is stable if the
second variation of energy δ2E/δ2ξ, with respect to perturbations ξ compactly
supported in Rn+1+ , is nonnegative. That is, if
Qv(ξ) :=
∫
Rn+1+
|∇ξ|2 −
∫
∂Rn+1+
f ′(v)ξ2 ≥ 0 (2.1.7)
for every ξ ∈ C∞0 (Rn+1+ ).
We say that v is unstable if and only if v is not stable.
b) We say that a bounded solution u of (2.1.1) in R2m is stable (unstable) if its
harmonic extension v is a stable (unstable) solution for the problem (2.1.3).
Another important notion related to the energy functional E is the one of global
minimality.
Definition 2.1.4. a) We say that a bounded C1(Rn+1+ ) function v in Rn+1+ is a
global minimizer of (2.1.3) if
EΩ(v) ≤ EΩ(v + ξ),
for every bounded domain Ω ⊂ Rn+1+ and every C∞ function ξ with compact
support in Ω ∪ ∂0Ω.
b) We say that a bounded C1 function u in Rn is a global minimizer of (2.1.1) if
its harmonic extension v is a global minimizer of (2.1.3).
Observe that the perturbations ξ need not vanish on ∂0Ω, in contrast from
interior reactions.
In some references, global minimizers are called “local minimizers”, where local
stands for the fact that the energy is computed in bounded domains. Clearly, every
global minimizer is a stable solution.
Assume that
f is odd; (2.1.8)
G ≥ 0 = G(±1) inR, andG > 0 in (−1, 1); (2.1.9)
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f ′ is decreasing in (0, 1). (2.1.10)
Note that, if (2.1.8) and (2.1.9) hold, then f(0) = f(±1) = 0. Conversely, if
f is odd in R, positive with f ′ decreasing in (0, 1) and negative in (1,∞) then f
satisfies (2.1.8), (2.1.9) and (2.1.10). Hence, the nonlinearities f that we consider
are of “balanced bistable type”, while the potentials G are of “double well type”.
Our three assumptions (2.1.8), (2.1.9), (2.1.10) are satisfied for the scalar Allen-
Cahn type equation
(−∆)1/2u = u− u3. (2.1.11)
In this case we have that G(u) = (1/4)(1− u2)2 and (2.1.8), (2.1.9), (2.1.10) hold.
The three hypothesis also hold for the Peierls-Nabarro problem
(−∆)1/2u = sin(piu), (2.1.12)
for which G(u) = (1/pi)(1 + cos(piu)).
By a result of Cabre´ and Sola`-Morales [10], assumption (2.1.9) on G guarantees
the existence of an increasing solution, from −1 to 1, of (2.1.1) in R. We call these
solutions layer solutions. In addition, such an increasing solution is unique up to
translations.
The following is the precise result established in [10].
Theorem 2.1.5. ([10]) Let f be any C1,α function with 0 < α < 1 and G′ = −f .
Then:
• There exists a layer solution u0 of (−∆)1/2u0 = f(u0), if and only if
G′(−1) = G′(1) = 0, and G > G(−1) = G(1) in (−1, 1).
• If f ′(±1) < 0, then a layer solution of (2.1.3) is unique up to translations.
• If f is odd and f ′(±1) < 0, then every layer solution of (2.1.3) is odd in
x with respect to some half-axis. That is, u(x + b) = −u(−x + b) for some
b ∈ R.
Normalizing the layer solution to vanishing at the origin, we call it u0 and its
harmonic extension in the half-plane v0. Thus we have
u0 : R→ (−1, 1)
u0(0) = 0, u
′
0 > 0
(−∆)1/2u0 = f(u0) in R.
(2.1.13)
The monotone bounded solution u0 of the Peierls-Nabarro problem (2.1.12) in R
is explicit; calling v0 its harmonic extension in R2+ we have that
v0(x, λ) =
2
pi
arctan
x
λ+ 1/pi
.
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In the following theorem, we establish the existence of a saddle-shaped solu-
tion for problem (2.1.1) in every even dimension n = 2m. We use the following
notations:
O := {x ∈ R2m : s > t} ⊂ R2m
O˜ := {(x, λ) ∈ R2m+1+ : x ∈ O} ⊂ R2m+1+
Note that
∂O = C.
We define the cylinder CR,L = BR × (0, L), where BR is the open ball in R2m
centered at the origin and of radius R.
Theorem 2.1.6. For every dimension 2m ≥ 2 and every nonlinearity f satisfying
(2.1.8) and (2.1.9), there exists a saddle solution u of (−∆)1/2u = f(u) in R2m,
such that |u| < 1 in R2m.
Let v be the harmonic extension of the saddle solution u in R2m+1+ . If in addition
f satisfies (2.1.10), then the second variation of the energy Qv(ξ) at v, as defined
in (2.1.7), is nonnegative for all function ξ ∈ C1(R2m+1+ ) with compact support in
R2m+1+ and vanishing on C × [0,+∞).
We prove the existence of a saddle solution u for problem (2.1.1), by proving
the existence of a solution v for problem (2.1.3), with the following properties:
1. v depends only on the variables s, t and λ. We write v = v(s, t, λ);
2. v > 0 for s > t;
3. v(s, t, λ) = −v(t, s, λ).
Using a variational technique we construct a solution v in O˜ for the problem
(2.1.3), satisfying v > 0 in O˜ and v = 0 on ∂O˜ = C × R+. Then, since f is odd,
by odd reflection with respect to ∂O˜ we obtain a solution v in the whole space
which satisfies properties (1), (2), (3). Clearly the function u(x) = v(x, 0) is a
saddle solution for the problem (2.1.1). To prove this existence result, we will use
the following not-sharp energy estimate for v. Given 1/2 ≤ γ < 1, there exists
ε = ε(γ) > 0 such that
ECS,Sγ (v) ≤ CS2m−ε. (2.1.14)
In Theorem 3.0.8 of chapter 3, we establish the following sharp energy estimates
for saddle-shaped solutions,
ECS,S(v) ≤ CS2m−1 logS.
Here, (2.1.14) is not sharp, but it is enough to prove the existence of a saddle
solution.
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For solutions of problem (2.1.3) depending only on the coordinates s, t and λ,
problem (2.1.3) becomes{
−(vss + vtt + vλλ)− (m− 1)
(vs
s
+
vt
t
)
= 0, in R2m+1+
−∂λv = f(v) on ∂R2m+1+ .
(2.1.15)
while the energy functional becomes
E(v,Ω) = cm
{∫
Ω
sm−1tm−1
1
2
(v2s + v
2
t + v
2
λ)dsdtdλ+
∫
∂0Ω
sm−1tm−1G(v)dsdt
}
,
(2.1.16)
where cm is a positive constant depending only on m—here we have assumed that
Ω ⊂ R2m+1 is radially symmetric in the first m variables and also in the last m
variables, and we have abused notation by identifying Ω with its projection in the
(s, t, λ) variables.
In section 5, we prove the existence and monotonicity properties of the maximal
saddle solution.
To establish these results, we need to introduce a new nonlocal operator DH,ϕ,
which is the square root of the Laplacian, for functions defined in domains H ∈ Rn
which do not vanish on ∂H. We introduce this operator and we establish maximum
principles for it, in section 4.
We define the new variables 
y =
s+ t√
2
z =
s− t√
2
.
(2.1.17)
Note that |z| ≤ y and that we may write the Simons cone as C = {z = 0}.
The following theorem concerns the existence and monotonicity properties of
a maximal saddle solution.
Theorem 2.1.7. Let f satisfy conditions (2.1.8), (2.1.9), and (2.1.10).
Then, there exists a saddle solution u of (−∆)1/2u = f(u) in R2m, with |u| < 1,
which is maximal in the following sense. For every solution u of (−∆)1/2u = f(u)
in R2m, vanishing on the Simons cone and such that u has the same sign as s− t,
we have
0 < u < u in O.
As a consequence, we also have
0 < |u| < |u| in R2m.
In addition, if v is the harmonic extension of u in R2m+1+ , then v satisfies:
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(a) ∂sv ≥ 0 in R2m+1+ . Furthermore ∂sv > 0 in R2m+1+ \ {s = 0} and ∂sv = 0 in
{s = 0};
(b) ∂tv ≤ 0 in R2m+1+ . Furthermore ∂tv < 0 in R2m+1+ \ {t = 0} and ∂tv = 0 in
{t = 0};
(c) ∂zv > 0 in R2m+1+ \ {0};
(d) ∂yv > 0 in {s > t > 0} × [0,+∞).
As a consequence, for every direction ∂η = α∂y − β∂t, with α and β nonneg-
ative constants, ∂ηv > 0 in {s > t > 0} × [0,+∞).
In the proof of Theorem 2.1.7 we will use the following proposition, which gives
a supersolution for problem (2.1.3) in the set O˜.
Proposition 2.1.8. Let f satisfy hypothesis (2.1.8), (2.1.9), (2.1.10). Let u0 be
the layer solution, vanishing at the origin, of problem (2.1.1) in R and let v0 be its
harmonic extension in R2m+1+ .
Then, the function v0(z, λ) = v0
(
s− t√
2
, λ
)
satisfies
{
−∆v0 ≥ 0 in O˜
−∂λv0 ≥ f(v0) on O × {0}.
In [13] an important ingredient in the proof of the existence of a maximal
solution for interior reactions is the following pointwise estimate. Let u1 be a
saddle solution of −∆u1 = f(u1) in R2m, with f bistable, and let u1,0 be the layer
solution in dimension n = 1 of −u′′1,0 = f(u1,0) (whose existence is guaranteed by
hypothesis (2.1.9) on f). Then
|u1(x)| ≤ |u1,0 (d(x, C))| =
∣∣∣∣u1,0( |s− t|√2
)∣∣∣∣ for every x ∈ R2m, (2.1.18)
where d(·, C) denotes the distance to the Simons cone. This estimate follows by an
important gradient bound of Modica [30] for the classical equation −∆u = f(u)
in Rn. Moreover, another important ingredient in the proof of the existence of a
maximal solution for interior reactions is that u1,0
(
(s− t)/√2) is a supersolution
in O.
In the fractional case the Modica gradient estimate is not available. In [10] a
non-local Modica-type estimate is established, but only in dimension n = 1. Thus
we cannot prove the analog of (2.1.18) for solutions of the equation (−∆)1/2u =
f(u). For this reason, to give an upper bound for saddle solutions, we need to
consider the function min{Kv0((s− t)/
√
2, λ), 1} where K ≥ 1 is a large constant
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depending only on n and f . Proposition 2.1.8 implies that this function is a super-
solution in O˜. Moreover, we will show that there exists K ≥ 1, depending only on
n and f , such that if v is a bounded solution of problem (2.1.3), then
|v(x, λ)| ≤ min{Kv0(|s− t|/
√
2, λ), 1}, for every (x, λ) ∈ R2m+1+ . (2.1.19)
Estimate (2.1.19) follows by regularity results established in [10]. More precisely,
in [10] Cabre´ and Sola`-Morales proved that if v is a bounded solution of (2.1.3),
then there exists a constant C depending on n and ||f ||C1 such that
|∇v(x, λ)| ≤ C for every x ∈ Rn and λ ≥ 0.
If v is a saddle solution, then v(x, λ) = v(y, z, λ) = 0 on C = {z = 0} and then
|v(x, λ)| = |v(y, z, λ)| ≤ C|z| for every x ∈ Rn and λ ≥ 0.
Thus, we can choose K big enough such that
min{C|z|, 1} ≤ min{Kv0(z, λ), 1}.
This is possible since v0(z, λ) > 0 for every z > 0, λ ≥ 0 and ∂zv0(0, λ) > 0 for
every λ ≥ 0.
In section 6, we prove the following theorem concerning the asymptotic be-
haviour at infinity for a class of solutions which contains saddle-shaped solutions.
Theorem 2.1.9. Let f satisfy conditions (2.1.8), (2.1.9), and (2.1.10), and let u
be a bounded solution of (−∆)1/2u = f(u) in R2m such that u ≡ 0 on C, u > 0 in
O = {s > t} and u is odd with respect to C.
Then, denoting U(x) := u0((s− t)/
√
2) = u0(z) we have,
u(x)− U(x)→ 0 and ∇u(x)−∇U(x)→ 0, (2.1.20)
uniformly as |x| → ∞. That is,
||u− U ||L∞(R2m\BR) + ||∇u−∇U ||L∞(R2m\BR) → 0 as R→∞. (2.1.21)
Our proof of Theorem 2.1.9 follows the one given by Cabre´ and Terra in [13],
and uses a compactness argument based on translations of the solutions, combined
with two crucial Liouville-type results for nonlinear equations in the half-space and
in a quarter of space.
Finally, in section 7 we establish that saddle-shaped solutions are instable in
dimension 2m = 4 and 2m = 6.
Theorem 2.1.10. Let f satisfy conditions (2.1.8), (2.1.9), (2.1.10). Then, every
bounded solution u of (−∆)1/2u = f(u) in R2m such that u = 0 on the Simons cone
C = {s = t} and u has the same sign as s − t, is unstable in dimension 2m = 4
and 2m = 6.
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Instability in dimension 2m = 2 follows by a result of Cabre´ and Sola` Morales
[10] which asserts that every stable solution of (2.1.1) in dimension n = 2 is one-
dimensional. This is the analog of the conjecture of De Giorgi in dimension n = 2
for the half-Laplacian.
In [12], Cabre´ and Terra proved instability in dimension 2m = 4 for saddle-
shaped solutions of the classical equation −∆u = f(u) in R4. A crucial ingredient
in the proof of this result is the pointwise estimate (3.2.8).
However, in dimension 2m = 6, this estimate is not enough to prove insta-
bility and thus Cabre´ and Terra used a more precise argument, based on some
monotonicity properties and asymptotic behaviour of a maximal saddle solution.
As said before, we cannot prove the analog of (3.2.8) for solutions of the equa-
tion (−∆)1/2u = f(u).
Thus, here, we follow the argument introduced by Cabre´ and Terra in dimension
2m = 6, both for the case 2m = 4 and 2m = 6.
Using this approach, the crucial ingredients in the proof of Theorem 2.1.10 are:
i) the equation satisfied by v, which is the harmonic extension of the maximal
saddle solution u in R2m+1+ ;
ii) a monotonicity property of v;
iii) the asymptotic behaviour at infinity of v.
The chapter is organized as follows:
• In section 2 we prove Theorem 2.1.6 concerning the existence of a saddle
solution for the equation (2.1.1) in every dimension 2m.
• In section 3, we give a supersolution and a subsolution for the square root of
the Laplacian in a domain H ⊂ Rn. In particular we prove Proposition 2.1.8.
• In section 4, we introduce the operator DH,ϕ and we establish maximum
principles.
• In section 5, we prove the existence of a maximal saddle solution u and its
monotonicity properties (Theorem 2.1.7).
• In section 6, we prove Theorem 2.1.9, concerning the asymptotic behaviour.
• In section 7, we prove Theorem 2.1.10 about the instability of saddle solutions
in dimensions 2m = 4 and 2m = 6.
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2.2 Existence of a saddle solution in R2m
In this section we prove the existence of a saddle solution u for problem (2.1.1),
by proving the existence of a solution v for problem (2.1.3) with the following
properties:
1. v depends only on the variables s, t and λ. We write v = v(s, t, λ);
2. v > 0 for s > t;
3. v(s, t, λ) = −v(t, s, λ).
We recall that we have defined the sets:
O = {x ∈ R2m : s > t} ⊂ R2m, O˜ = {(x, λ) ∈ R2m+1+ : x ∈ O} ⊂ R2m+1+ .
Let BR be the open ball in R2m centered at the origin and of radius R. We will
consider the open bounded sets
OR := O ∩BR = {s > t, |x|2 = s2 + t2 < R2} ⊂ R2m.
O˜R,L := (O ∩BR)× (0, L) = {(x, λ) ∈ R2m+1+ : s > t, |x|2 = s2 + t2 < R2, λ < L}.
Note that
∂OR = (C ∩BR) ∪ (∂BR ∩ O).
Before giving the proof of Theorem 2.1.6, we recall some results established
in [10] concerning the regularity of weak solutions of problem (2.1.3). Cabre´ and
Sola`-Morales [10] proved that every bounded weak solution v of problem (2.1.3)
with f ∈ C1,α, satisfies v ∈ C1,α, for all 0 < α < 1. This result was deduced using
the auxiliary function
w(x, λ) =
∫ λ
0
v(x, t)dt,
which is a solution of the Dirichlet problem{
−∆w = f(v(x, 0)) in R2m+1+
w(x, 0) = 0 on ∂R2m+1+
.
Applying the standard regularity results for the Dirichlet problem above, they de-
duce regularity for the solution v of problem (2.1.3). Moreover, using standard
elliptic estimates for bounded harmonic functions, we have that the following gra-
dient bound for v holds:
|∇v(x, λ)| ≤ C
1 + λ
for every (x, λ) ∈ R2m+1+ . (2.2.1)
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We define now the sets
L˜2(O˜R,L) = {v ∈ L2(O˜R,L) : v = v(s, t, λ) a.e.}
and
H˜10 (O˜R,L) = {v ∈ H1(O˜R,L) : v ≡ 0 on ∂+O˜R,L, v = v(s, t, λ) a.e.}.
They are, respectively, the set of L2 functions in the bounded open set O˜R,L which
depend only on s, t, and λ, and the set of H1 functions in the bounded open set
O˜R,L which depend only on s, t and λ and which vanish on the positive boundary
∂+O˜R,L in the weak sense.
We recall that the inclusion H˜10 (O˜R,L) ⊂⊂ L2(O˜R,L) is compact (see [10]).
Indeed, let v ∈ H˜10 (O˜R,L). Since v ≡ 0 on ∂+O˜R,L, we can extend v to be iden-
tically 0 in R2m+1+ \ O˜R,L, and we have v ∈ H˜1(R2m+1+ ) = {v ∈ H1(R2m+1+ ) : v =
v(s, t, λ) a.e.}. We have∫
∂0 eOR,L |v(x, 0)|
2dx = −
∫
Rn+1+
∂λ(|v|2) = −2
∫
Rn+1+
v∂λv ≤ C||v||eL2( eOR,L)||v|| eH1( eOR,L).
Now, the compactness of the inclusion, follows from the fact that since v ≡ 0 on
∂+O˜R,L a.e., then H˜10 (O˜R,L) ⊂⊂ L˜2(O˜R,L) is compact (to see this it is enough to
extend v to be identically zero in a A \ O˜R,L, where A ⊂ Rn+1+ is a Lipschitz set
containing O˜R,L).
We can now give the proof of Theorem 2.1.6.
Proof of Theorem 2.1.6. As already mentioned, we prove the existence of a solu-
tion v for the problem (2.1.3) such that v = v(s, t, λ) and v(s, t, λ) = −v(−t, s, λ).
The space H˜10 (O˜R,L), defined above, is a weakly closed subspace of H1(O˜R,L).
Consider the energy functional in O˜R,L,
E eOR,L(v) =
∫
eOR,L
1
2
|∇v|2 +
∫
∂0 eOR,L G(v) for every v ∈ H˜
1
0 (O˜R,L).
Next, we prove the existence of a minimizer of the functional among functions
in this space. Recall that we assume condition (2.1.9) on G, that is,
G(±1) = 0 and G > 0 in (−1, 1).
We define a continuous extension G˜ of G in R such that
• G˜ = G in [−1, 1],
• G˜ > 0 in R \ [−1, 1],
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• G˜ is even,
• G˜ has linear growth at infinity.
We consider the new energy functional
E˜ eOR,L(v) =
∫
eOR,L
1
2
|∇v|2 +
∫
∂0 eOR,L G˜(v) for every v ∈ H˜
1
0 (O˜R,L).
Note that every minimizer w of E˜ eOR,L(·) in H˜10 (O˜R,L) such that −1 ≤ w ≤ 1 is also
a minimizer of E eOR,L(·) in the set
{v ∈ H˜10 (O˜R,L) : v = v(s, t, λ),−1 ≤ v ≤ 1}
We show that E˜ eOR,L(·) admits a minimizer in H˜10 (O˜R,L). Indeed, by the prop-
erties of G˜, it follows that E˜ eOR,L(·) is well-defined, bounded below and coercive in
H˜10 (O˜R,L). Hence, using the compactness of the inclusion H˜10 (O˜R,L) ⊂⊂ L˜2(∂0O˜R,L),
taking a minimizing sequence {vkR,L} ∈ H˜10 (O˜R,L) and a subsequence convergent
in L˜2(∂0O˜R,L), we conclude that E˜ eOR,L(·) admits an absolute minimizer vR,L in
H˜10 (O˜R,L).
Note moreover that, without loss of generality, we may assume that 0 ≤ vkR,L ≤
1 in O˜R,L because, if not, we can replace the minimizing sequence vkR,L with the
sequence min{|vkR,L|, 1} ∈ H˜10 (O˜R,L). Indeed, it is also minimizing because G˜ is
even and G˜ ≥ G˜(1). Then the absolute minimizer vR,L is such that 0 ≤ vR,L ≤ 1
in O˜R,L.
Next, we can consider perturbations vR,L + ξ of vR,L, with ξ depending only on
s, t and λ, and having compact support in O˜R,L∩{t > 0}. In particular ξ vanishes in
a neighborhood of {t = 0}. Since the problem (2.1.3) in (s, t, λ) coordinates is the
first variation of E eOR,L(v) —recall that E has the form (2.1.16) on H˜10 functions—
and the equation is not singular away from {s = 0} and {t = 0}, we deduce that
vR,L is a solution of (2.1.15) in O˜R,L ∩ {t > 0}.
We now prove that vR,L is also a solution in all of O˜R,L, that is, also across
{t = 0}. To see this for dimensions 2m + 1 ≥ 5, let ξε be a smooth function
of t alone being identically 0 in {t < ε/2} and identically 1 in {t > ε}. Let
ϕ ∈ C∞0 (O˜R,L ∪ ∂0O˜R,L), multiply the equation −∆vR,L = 0 by ϕξε and integrate
by parts to obtain
∫
eOR,L∇vR,L∇ϕ ξε +
∫
eOR,L∩{t<ε}∇vR,L ϕ∇ξε +
∫
∂0 eOR,L ∂λvR,L ϕ ξε = 0.
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Reminding that vR,L satisfies the Neumann condition−∂λvR,L = f(vR,L) on ∂0O˜R,L,
we get∫
eOR,L∇vR,L∇ϕ ξε +
∫
eOR,L∩{t<ε}∇vR,L ϕ∇ξε =
∫
∂0 eOR,L f(vR,L) ϕ ξε. (2.2.2)
We conclude by seeing that the second integral on the left hand side goes to
zero as ε→ 0. Indeed, by Cauchy-Schwartz inequality,∣∣∣∣∣
∫
eOR,L∩{t<ε}∇vR,Lϕ∇ξε dxdλ
∣∣∣∣∣
2
≤ C
∫
eOR,L∩{t<ε} |∇vR,L|
2 dxdλ
∫
eOR,L∩{t<ε} |∇ξε|
2 dxdλ. (2.2.3)
Since |∇ξε|2 ≤ C/ε2, |O˜R,L ∩{t < ε}| ≤ CRεm L, and m ≥ 2, the second factor
in the previous bound, is bounded independently of ε. At the same time, the first
factor tends to zero as ε→ 0, since |∇vR,L|2 is integrable in O˜R,L.
In dimension 2m + 1 = 3, the previous proof does not apply and we argue as
follows. We consider perturbations ξ ∈ H˜10,l(O˜R,L) which do not vanish on {t = 0}.
Considering the first variation of energy and integrating by parts, we find that the
boundary flux sm−1tm−1∂tvR,L = ∂tvR,L (here m− 1 = 0) must be identically 0 on
{t = 0}. This implies that vR,L is a solution also across {t = 0}.
We have established the existence of a solution vR,L in O˜R,L with 0 ≤ vR,L ≤ 1.
Considering the odd reflection of vR,L with respect to C × R+,
vR,L(s, t, λ) = −vR,L(t, s, λ),
we obtain a solution in BR \ {0} × (0, L). Using the same cut-off argument as
above, but choosing now 1 − ξε to have support in the ball of radius ε around 0,
we conclude that vR,L is also solution around 0, and hence in all of BR × (0, L).
Here, the cut-off argument also applies in dimension 3.
We now wish to pass to the limit in R and L, and obtain a solution in all of
R2m+1+ . Let S > 0, L′ > 0 and consider the family {vR,L} of solutions in BS+2 ×
[0, L′ + 2], with R > S + 2 and L > L′ + 2. Since |vR,L| ≤ 1, regularity results
proved in [10], applied in B2× [0, 2] where B2 is centered at points in BS × [0, L′],
give a uniform C2,α(BS × [0, L′]) bound for vR,L (uniform with respect to R). We
have
|∇vR,L| ≤ C in BS × [0, L′], for all R > S + 2, L > L′ + 2 (2.2.4)
for some constant C independent of S, R, L and L′. Moreover since vR,L is harmonic
and bounded we have that
|∇vR,L(x, λ)| ≤ C
λ
in BR × (1, L). (2.2.5)
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Choose now L = Rγ, with 1/2 < γ < 1. By the Arzela`-Ascoli Theorem, a subse-
quence of {vR,L} converges in C2(BS × [0, Sγ]) to a solution in BS × (0, Sγ). Tak-
ing S = 1, 2, 3, . . . and making a Cantor diagonal argument, we obtain a sequence
vRj ,Rγj converging in C
2
loc(R
2m+1
+ ) to a solution v ∈ C2(R2m+1+ ). By construction
we have found a solution v in R2m+1+ depending only on s, t and λ, such that
v(s, t, λ) = −v(t, s, λ), |v| ≤ 1 and v ≥ 0 in {s > t}. We want to prove now that
|v| < 1. Indeed remind that v satisfies{
∆v = 0 in R2m+1+
−∂λv = f(v) on ∂R2m+1
Since f(1) = 0 and v is not identically 1 (because v ≡ 0 on C × R+), using that
v ≤ 1 and applying the maximum principle and Hopf’s Lemma, we conclude that
v < 1. In the same way we prove that v > −1.
It only remains to prove that v 6≡ 0 in R2m+1+ . Then, the strong maximum
principle and Hopf’s Lemma lead to v > 0 in {s > t} × R+ since f(0) = 0 and
v ≥ 0 in {s > t} × R+.
To prove that v 6≡ 0 in R2m+1+ , we establish an energy estimate for the saddle
solution constructed above, which is not sharp, but it is enough to prove v 6≡ 0 in
O = {s > t} × R+.
We use a comparison argument, based on the minimality property of vR,L in
the set O˜R,L.
Let 1/2 ≤ γ ≤ 1 and β be a positive real number depending only on γ and
such that 1/2 ≤ β < γ < 1. Let S < R − 2, since we have chosen before L = Rγ,
then Sγ < L. We consider a C1 function g : O˜S,Sγ → R defined as follows:
g(x, λ) = g(s, t, λ) = η(s, t) min
{
1,
s− t√
2
}
+ (1− η(s, t))vR,L(s, t, λ),
where η is a smooth function depending only on r2 = s2 + t2 such that η ≡ 1
in BS−1 and η ≡ 0 outside BS. Observe that g agrees with vR,L on the lateral
boundary of O˜S,Sγ and g is identically 1 inside [OS−1∩{(s− t)/
√
2 > 1}]× (0, Sγ).
By (2.2.4) and (2.2.5), we have that
|∇g(x, λ)| ≤ C
λ+ 1
for every (x, λ) ∈ O˜S,Sγ . (2.2.6)
Next we consider a C1 function ξ : (0, Sγ)→ (0,+∞), such that
ξ(λ) =
1 if 0 < λ ≤ S
γ − Sβ
logSγ − log λ
logSγ − log (Sγ − Sβ) if S
γ − Sβ < λ ≤ Sγ
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Then, we define w : O˜S,Sγ → (−1, 1) as follows
w(x, λ) = ξ(λ)g(x, λ) + [1− ξ(λ)]vR,L(x, λ). (2.2.7)
Observe that w agree with vR,L on ∂
+O˜S,Sγ and w ≡ 1 in O˜S−1,Sγ−Sβ . We
extend w to be identically equal to vR,L in O˜R,L \ O˜S,Sγ . By minimality of vR,L in
O˜R,L, we have
E eOR,L(vR,L) ≤ E eOR,L(w).
Thus, since w = vR,L in O˜R,L \ O˜S,Sγ , we get
E eOS,Sγ (vR,L) ≤ E eOS,Sγ (w).
We give now an estimate for E eOS,Sγ (w). First, observe that, since w ≡ 1 on OS−1,
then ∫
OS
G(w) =
∫
OS\OS−1
G(w) ≤ C|OS \ OS−1| ≤ CS2m−1. (2.2.8)
Next, we give a bound for the Dirichlet energy of w. We have∫
eOS,Sγ |∇w(x, λ)|
2dxdλ =
∫
eO
S,Sγ−Sβ
|∇w(x, λ)|2dxdλ
+
∫
eOS,Sγ \ eOS,Sγ−Sβ |∇w(x, λ)|
2dxdλ. (2.2.9)
Since w ≡ 1 in O˜S−1,Sγ−Sβ , we get∫
eOS,Sγ |∇w(x, λ)|
2dxdλ ≤ CS2m−1+γ +
∫
eOS,Sγ \ eOS,Sγ−Sβ |∇w(x, λ)|
2dxdλ. (2.2.10)
Consider now the integral on the right-hand side of (2.2.10). By the definition
of w (2.2.7), we have that
|∇w(x, λ)|2 ≤ |ξ′(λ)|2[g(x, λ) + vR,L(x, λ)]2 + {|∇g|2 + |∇vR,L(x, λ)|2}[1 + ξ(λ)]2.
Integrating in O˜S,Sγ \ O˜S,Sγ−Sβ , using that g, |∇g|, v, and ξ are bounded, the
definition of ξ, and the gradient bounds (2.2.5) and (2.2.6) for vR,L and for g, we
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get∫
eOS,Sγ \ eOS,Sγ−Sβ |∇w(x, λ)|
2 ≤ C
∫
OS
∫ Sγ
Sγ−Sβ
|ξ′(λ)|2dλdx+ C
∫
OS
∫ Sγ
Sγ−Sβ
1
λ2
dλdx
≤ C
 1(
log S
γ
Sγ−Sβ
)2 + 1
∫
OS
∫ Sγ
Sγ−Sβ
1
λ2
dλdx
≤ CS2m
[
1
(− log (1− Sβ−γ))2 + 1
] [
1
Sγ − Sβ −
1
Sγ
]
≤ CS2m · S2(γ−β) · S−γ ≤ CS2m+γ−2β. (2.2.11)
Combining (2.2.8), (2.2.10) and (2.2.11), we get
E eOS,Sγ (w) ≤ C(S2m−1 + S2m−1+γ + S2m+γ−2β). (2.2.12)
Since, by hypothesis, γ and β = β(γ) satisfy 1/2 ≤ β < γ < 1, then there
exists ε = ε(γ) > 0 such that
E eOS,Sγ (w) ≤ CS2m−ε.
Thus by minimality of vR,L, we get
E eOS,Sγ (vR,L) ≤ CS2m−ε.
We now let R and L = Rγ tend to infinity to obtain
E eOS,Sγ (v) ≤ CS2m−ε.
Note that this bound, after odd reflection with respect to C, leads to the energy
bound (2.1.14)
ECS,Sγ (v) ≤ CS2m−ε.
Using this estimate we prove the claim. Suppose that v ≡ 0. Then we would
have
cmG(0)S
2m = ECS,Sγ (v) ≤ CS2m−ε.
This is a contradiction for S large, and thus v 6≡ 0.
We give now the prove of the last part of the statement, that is, we prove
stability of saddle-shaped solutions under perturbations vanishing on C× (0,+∞).
Since f(0) = 0, concavity leads to f ′(w) ≤ f(w)/w for all real numbers w ∈
(0, 1). Hence we have −∆v = 0 in O˜−∂v
∂λ
≥ f ′(v)v on O × {0}.
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By a simple argument (see the proof of Proposition 4.2 of [1]), it follows that
the value of the quadratic form Qv(ξ) is nonnegative for all ξ ∈ C1 with compact
support in O˜ ∪ ∂0O˜ (and not necessarily depending only on s, t and λ). Indeed,
multiply the equation −∆v = 0 by ξ2/v, where ξ ∈ C1(R2m+1+ ) with compact
support in O˜ ∪ ∂0O˜, and integrate by parts in O˜, we get:
0 =
∫ +∞
0
∫
O
(−∆v)ξ
2
v
=
∫ +∞
0
∫
O
∇v · ∇ξ 2ξ
v
−
∫ +∞
0
∫
O
|∇v|2 ξ
2
v2
+
∫
O
ξ2
v
∂v
∂λ
≤
∫ +∞
0
∫
O
|∇ξ|2 −
∫
O
f ′(v)ξ2 = Qv(ξ).
By an approximation argument, the same holds for all ξ ∈ C1 with compact
support in O˜ and vanishing on C ×R+. Finally, by odd symmetry with respect to
C × R+, the same is true for all C1 functions ξ with compact support in R2m+1+
and vanishing on C × R+.
Remark 2.2.1. Observe that, if γ → 1, estimate (2.2.12) tends to
ECS,S(v) ≤ CS2m.
This is a not sharp energy estimate, indeed in Theorem 3.0.8 of Chapter 3, we
prove that the saddle solution v satisfies
ECS,S(v) ≤ CS2m−1 logS.
2.3 Supersolution and subsolution for A1/2
In [11], Cabre´ and Tan introduced the operator A1/2, which is the square root
of the Laplacian for functions defined on a bounded set and that vanish on the
boundary. Let u be defined in a bounded set H ⊂ Rn and u ≡ 0 on ∂H. Consider
the harmonic extension v of u in the half-cylinder H × (0,∞) vanishing on the
lateral boundary ∂H × [0,∞). Define the operator A1/2 as follows
A1/2u := −∂v
∂λ |H×{0}
(2.3.1)
Then, since ∂λv is harmonic and also vanishes on the lateral boundary, as for
the case of the all space, the Dirichlet-Neumann map of the harmonic extension v
on the bottom of the half cylinder is the square root of the Laplacian. That is, we
have the property:
A1/2 ◦ A1/2 = −∆H
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where −∆H is the Laplacian in H with zero Dirichlet boundary value on ∂H.
Hence, we can study the problem
A1/2u = f(u) in H
u = 0 on ∂H
u > 0 in H,
(2.3.2)
by studying the local problem:
−∆v = 0 in Ω = H × (0,∞)
v = 0 on ∂LΩ = ∂H × [0,∞)
−∂v
∂λ
= f(v) on H × {0}
v > 0 in Ω.
(2.3.3)
In [11] some results (Lemma 3.2.3 and Lemma 3.2.4) need H bounded. But for
our aim, definition (2.3.1) is enough and it can be given also in the case H not
bounded. Thus, we can consider problem (2.3.2) and (2.3.3) for a general open set
H.
In this section we give a subsolution and supersolution for the problem
A1/2u = f(u) in O
u = 0 on ∂O
u > 0 in O,
(2.3.4)
In what follows it will be useful to use the following variables:
y =
s+ t√
2
z =
s− t√
2
. (2.3.5)
Note that |z| ≤ y and that we may write the Simons cone as C = {z = 0}.
If we take into account these new variables, the problem (2.1.15) becomesvyy + vzz + vλλ +
2(m− 1)
y2 − z2 (yvy − zvz) = 0 in R
2m+1
+
−∂λv = f(v) on ∂R2m+1+
(2.3.6)
We give the definition of supersolution and subsolution for the problem (2.3.2)
by using the associated local formulation (2.3.3).
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Definition 2.3.1. a) We say that a function w, defined on H × [0,+∞), w ≡ 0
on ∂H × [0,+∞) is a supersolution (subsolution) for the problem (2.3.3) if
−∆w ≥ (≤) 0 in H × (0,+∞)
w > 0 in H × (0,+∞)
−∂w
∂λ
≥ (≤) f(w) on H × {0}.
b) We say that a function u, defined on H, u ≡ 0 on ∂H, u > 0 in H, is
a supersolution (subsolution) for the problem (2.3.2) if its harmonic extension v
such that v ≡ 0 on ∂H× [0,+∞), is a supersolution (subsolution) for the problem
(2.3.3).
Lemma 2.3.2. The following assertions are equivalent:
i) u is a subsolution (supersolution) for problem (2.3.2);
ii) there exists an extension w of u on H×(0,+∞) vanishing on ∂H×(0,+∞),
such that w is a subsolution (supersolution) for problem (2.3.3).
Proof. The first implication i) ⇒ ii) is trivial (just take the harmonic extension
v of u with zero Dirichlet data on the lateral boundary).
It remains to show that ii) ⇒ i). We consider the case of supersolution.
Suppose that there exists a function w defined on Rn+1+ such that:
−∆w ≥ 0 in H × (0,+∞)
w ≡ 0 on ∂H × (0,+∞)
w > 0 in H × (0,+∞)
w(x, 0) = u(x) on H × {0}
−∂w
∂λ
≥ f(w) on H × {0}.
Now consider the harmonic extension v of u in H × (0,+∞), with v ≡ 0 on
∂H×(0,+∞). Then by the maximum principle we have that v ≤ w in H×(0,+∞).
This implies that
−∂v
∂λ
≥ −∂w
∂λ
on ∂H × (0,+∞)
and hence that
−∂v
∂λ
≥ f(v) on ∂H × (0,+∞).
For the case of subsolution the proof is the same.
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We recall that in [10] it is proved that, under hypothesis (2.1.9), there exists a
layer solution (i.e., a monotone increasing solution, from −1 to 1), for the problem
(2.1.3) in dimension n = 1. Normalizing it to vanish at {x = 0}, we call it u0 (see
(2.1.13)).
Moreover we remind that |s − t|/√2 is the distance to the Simons cone (see
[12]).
We can give now the following proposition. The first part of the statement,
which gives a supersolution for problem (2.3.2) in H = O, is equivalent to Propo-
sition 2.1.8 in the Introduction.
Proposition 2.3.3. Let f satisfy hypothesis (2.1.8), (2.1.9), (2.1.10). Let u0 be
the layer solution, vanishing at the origin, of problem (2.1.1) in R.
Then, the function u0(z) = u0
(
s− t√
2
)
is a supersolution of problem (2.3.2) in
the set H = O = {s > t}.
Moreover when 2m = 2 the function ω(x1, x2) = u0
(
x1 + x2√
2
)
u0
(
x2 − x1√
2
)
is a subsolution of problem (2.3.2) in the set O.
Remark 2.3.4. We observe that, if f satisfies hypothesis (2.1.8), (2.1.9), (2.1.10),
then f(ρ)/ρ is non-increasing in (0, 1). Indeed, given 0 < ρ < 1, there exists ρ1,
with 0 < ρ1 < ρ, such that
f(ρ)
ρ
=
f(ρ)− f(0)
ρ− 0 = f
′(ρ1) > f ′(ρ).
Therefore (
f(ρ)
ρ
)′
=
f ′(ρ)ρ− f(ρ)
ρ2
=
f ′(ρ)− f ′(ρ1)
ρ
< 0.
Proof of Proposition 2.3.3. We begin by considering the function v0
(
(s− t)/
√
2, λ
)
and we show that it is a supersolution of the problem (2.3.3) in the set O˜.
First, we remind that the problem (2.3.3) in the (s, t, λ) variables reads−(vss + vtt + vλλ)− (m− 1)
(vs
s
+
vt
t
)
= 0 in O˜
−∂v
∂λ
= f(v) on ∂0O˜
(2.3.7)
By a direct computation, we have that v0
(
(s− t)/
√
2, λ
)
is superharmonic in the
set {(s, t, λ) : s > t > 0} and satisfies the Neumann condition ∂λv = f(v). In
dimension 2m + 1 ≥ 5 there is nothing else to be checked, by a cut-off argument
used as in (2.2.2).
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In dimension 2m + 1 = 3, v0
(
(s− t)/
√
2, λ
)
is a supersolution in O˜ because
the outer flux −∂tv0
(
(s− t)/
√
2, λ
)
= ∂xv0
(
(s− t)/
√
2, λ
)
> 0 is positive.
We prove now the second part of the statement. We introduce the coordinates
x˜1 =
x1 + x2√
2
x˜2 =
x2 − x1√
2
We consider the function v0(x, λ) which is the solution of the problem (2.1.3) in
dimension n+ 1 = 2 and we prove that the function
ω˜(x1, x2, λ) := v0
(
x˜1
2
,
λ
2
)
v0
(
x˜2
2
,
λ
2
)
is a subsolution of (2.3.3) in the set O˜ = {(x˜1, x˜2, λ), x˜1 > 0, x˜2 > 0, λ > 0}.
Since the Laplace operator is invariant under rotations and by a direct calcu-
lation we have
∆ω˜(x1, x2, λ) =
1
2
∂v0
∂λ
(
x˜1
2
,
λ
2
)
∂v0
∂λ
(
x˜2
2
,
λ
2
)
.
Then to prove that ∆ω˜ ≥ 0 it is enough to prove that ∂v0
∂λ
(x, λ) does not change
sign in the set {x > 0}. This can be easily shown using the maximum principle.
Consider the function −∂v0
∂λ
(x, λ) which satisfies the Dirichlet problem
∆
(
−∂v0
∂λ
)
= 0 in R2++ = {(x, λ) : x > 0, λ > 0}
−∂λv0 = f(v0) on {λ = 0}
−∂λv0 = 0 on {x = 0}
.
Indeed, we recall that v0(0, λ) = 0. Moreover, by the fact that v0(x, λ) > 0 for
x > 0, we deduce that f(v0(x, 0)) > 0 for x > 0 and then that −∂v0
∂λ
≥ 0 on ∂R2++.
By the maximum principle we get
∂v0
∂λ
≤ 0 in R2++.
To conclude the prove it remains to show that ω˜ satisfies the Neumann condition
−∂ω˜
∂λ
(x˜1, x˜2, λ) ≤ f(ω˜) for λ = 0. Here we follow an argument used by Schatzman
for the equation involving the Laplacian, instead of the half Laplacian. Observe
that this argument can be applied only in dimension 2.
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We have
−∂ω˜
∂λ
(x1, x2, λ) = −1
2
∂v0
∂λ
(
x˜1
2
,
λ
2
)
v0
(
x˜2
2
,
λ
2
)
− 1
2
∂v0
∂λ
(
x˜2
2
,
λ
2
)
v0
(
x˜1
2
,
λ
2
)
.
Putting λ = 0 in the previous equality we get
−∂ω˜
∂λ
(x1, x2, 0) =
1
2
f
(
v0
(
x˜1
2
, 0
))
v0
(
x˜2
2
, 0
)
+
1
2
f
(
v0
(
x˜2
2
, 0
))
v0
(
x˜1
2
, 0
)
.
We recall that 0 < v0(x, λ) < 1 for x > 0. Set for simplicity v0
(
x˜1
2
, 0
)
= a and
v0
(
x˜2
2
, 0
)
= b. By Remark 2.3.4 f(u)/u is non increasing, then we have that for
a, b ∈ (0, 1)
f(ab)
ab
≥ max
{
f(a)
a
,
f(b)
b
}
≥ 1
2
(
f(a)
a
+
f(b)
b
)
Coming back to our notation we conclude
−∂ω˜
∂λ
(x1, x2, 0) ≤ f(ω˜).
Remark 2.3.5. Observe that in dimension 2m = 2, v0
(
(s− t)/
√
2, λ
)
is a solution
of problem (2.1.3) away from the sets {s = 0}, {t = 0}, while in higher dimensions
it is a strict supersolution.
Corollary 2.3.6. Let f satisfy hypothesis (2.1.8), (2.1.9), (2.1.10). Let u0 be the
layer solution, vanishing at the origin, of problem (2.1.1) in R and suppose K ≥ 1.
Then, the function min{Ku0(z), 1} = min{u0(s− t/
√
2), 1} is a supersolution
of problem (2.3.2) in the set H = O = {s > t}.
Proof. Proceeding as in the proof of Proposition 2.3.3, we consider the function
min{Kv0(z, λ), 1}. To prove that it is a supersolution of problem (2.3.3) in O˜, it
is enough to prove that it is a supersolution of problem (2.3.3) in the set {(x, λ) ∈
O˜ : Kv0(z, λ) < 1}.
First of all, in the proof of Proposition 2.3.3, we have seen that v0(z, λ) is
superharmonic in O˜, and thus min{Kv0(z, λ), 1} = Kv0(z, λ) is superharmonic in
the set {(x, λ) ∈ O˜ : Kv0(z, λ) < 1}.
Moreover
−∂λ(Kv0(z, 0)) = Kf(v0(z, 0)) on {(x, 0) ∈ O˜ : Kv0(z, 0) < 1}.
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By Remark 2.3.4, we have that f(u)/u is decreasing and then for every K ≥ 1 we
get
Kf(u0)
Ku0
=
f(u0)
u0
≥ f(Ku0)
Ku0
if Ku0 < 1.
This let us to conclude the proof, indeed
−∂λ(Kv0(z, 0)) = Kf(v0(z, 0)) ≥ f(Kv0(z, 0)) on {(x, 0) ∈ O˜ : Kv0(z, 0) < 1}.
2.4 The operator DH,ϕ and maximum principles
In what follows we need to introduce a new nonlocal operator DH,ϕ, which is the
analogue of A1/2 but it can be applied to functions which do not vanish on the
boundary of H.
Let ϕ be a function defined in H ⊂ Rn. Consider a function u defined in H
such that u = ϕ on ∂H. As in the case of A1/2 we want to consider the harmonic
extension v of u in the cylinder Ω = H × (0,+∞) and we have to give Dirichlet
data on the lateral boundary of the cylinder ∂LΩ = ∂H× (0,+∞). We do it in the
following way: we put v(x, λ) = ϕ(x) for every (x, λ) ∈ ∂LΩ.
As before we define DH,ϕ as follows:
DH,ϕu := −∂λv|Ω×{0}.
We observe that v is independent on λ on ∂LΩ, then vλ = 0 on the lateral
boundary. Thus, we can apply the operator A1/2 to vλ(x, 0) and we get, as before
A1/2 ◦DH,ϕ = −∆H,ϕ
where −∆H,ϕ is the Laplacian in H with Dirichlet boundary value ϕ.
If we have a nonlinear problem of the type{
DH,ϕu = f(u) in H
u = ϕ on ∂H,
then it can be restated in the local problem,
−∆v = 0 in Ω
v(x, λ) = ϕ(x) on ∂LΩ
−∂v
∂λ
= f(v) on H × {0}.
(2.4.1)
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Consider now the harmonic extension ψ of ϕ in the cylinder Ω, with boundary
data ψ(x, λ) = ϕ(x) for every (x, λ) ∈ ∂Ω.
If we set w(x, λ) := v(x, λ)− ψ(x, λ), then w satisfies
−∆w = 0 in Ω
w(x, λ) = 0 on ∂LΩ
−∂w
∂λ
= −∂v
∂λ
+
∂ψ
∂λ
= f(w + ψ) +
∂ψ
∂λ
on H × {0}.
(2.4.2)
Now w vanishes on ∂LΩ and problem (2.4.2) can be seen as the local formulation
of the non local problem
A1/2ω = f(ω + ϕ) +
∂ψ
∂λ
,
where ω := u− ϕ. Then, if we set g(x, u) := f(ω + ϕ) + ∂ψ
∂λ
(x, 0), our problem{
DH,ϕu = f(u) in H
u = ϕ on ∂H
can be reformulated as {
A1/2ω = g(x, ω) in H
ω = 0 on ∂H,
which is a problem with zero Dirichlet boundary condition and in which the non-
linearity depends also on x. Observe that the operator DH,ϕ coincides with A1/2 if
the boundary data ϕ is identically zero.
Next, we give some maximum principles for the operator DH,ϕ.
Lemma 2.4.1. Let Ω = H×R+ be a cylinder in Rn+1+ , where H ⊂ Rn is a bounded
domain. Let v ∈ C2(Ω) ∩ C(Ω) be a bounded harmonic function in Ω. Then,
inf
Ω
v = inf
∂Ω
v.
Proof. Substracting a constant from v, we may assume that v is nonnegative on
∂Ω and we need to show v ≥ 0 in Ω.
To prove this fact, we follow a classical argument, constructing a strictly posi-
tive harmonic function ψ in Ω tending to infinity as |(x, λ)| → ∞. We proceed in
the following way.
First, since H ⊂ Rn is bounded, then there exists a ball BR of radius R in Rn
such that H ⊂ BR. Let µR and φR be, respectively, the first eigenvalue and the
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corresponding eigenfunction of the Laplacian −∆ in BR with 0−Dirichlet value on
∂BR.
We define the function ψ : BR × R+ → R as follows
ψ(x, λ) = φR(x)e
√
µRλ.
Then the restriction of ψ in Ω is a strictly positive harmonic function.
Moreover, since φR is bounded, we have that
lim
|(x,λ)|→+∞
ψ(x, λ) = lim
λ→+∞
ψ(x, λ) = +∞. (2.4.3)
We consider now the function w = v/ψ. Then w satisfies−∆w − 2
∇ψ
ψ
· ∇w = 0 in Ω
w ≥ 0 on ∂Ω.
Note that w has the same sign as v. In addition, by (2.4.3), w(x, λ) → 0 as
|(x, λ)| → +∞ and thus, by the strong maximum principle (applied, by a con-
tradiction argument, to a possible negative minimum) w ≥ 0 in Ω, which implies
v ≥ 0 in Ω.
From the previous result we deduce the following lemma.
Lemma 2.4.2. Assume that u ∈ C2(H) ∩ C(H) satisfies{
DH,ϕu+ c(x)u ≥ 0 in H,
u = ϕ on ∂H,
where H is a bounded domain in Rn and c(x) ≥ 0 in H. Suppose that ϕ ≥ 0 on
∂H. Then u ≥ 0 in H.
Proof. Consider the harmonic extension v of u in Ω = H × (0,+∞) with Dirichlet
data v(x, λ) = ϕ(x) on the lateral boundary ∂LΩ = ∂H × (0,+∞) (as in the
definition of the operator DH,ϕ). We prove that v ≥ 0 in Ω, then in particular
u ≥ 0 in H.
Suppose by contradiction that v is negative somewhere in Ω × R+. Since v is
harmonic, by Lemma 2.4.1 the infΩ v < 0 will be achieved at some point (x0, 0) ∈
H × {0}. Thus, we have
inf
Ω
v = v(x0, 0) < 0.
By Hopf’s lemma,
vλ(x0, 0) > 0.
2.5. Maximal saddle solution and monotonicity properties 49
It follows
−vλ(x0, 0) = DH,ϕv(x0, 0) < 0.
Therefore, since c ≥ 0,
DH,ϕv(x0, 0) + c(x0)v(x0, 0) < 0.
This is a contradiction with the hypothesis DH,ϕu+ c(x)u ≥ 0.
The following corollary follows directly by the previous lemma.
Corollary 2.4.3. Let H be a bounded domain in Rn. Suppose that u1 and u2 are
two bounded functions, u1, u2 ∈ C2(H) ∩ C(H), which satisfy{
DH,ϕu1 ≤ DH,ϕu2 in H
u1 = u2 = ϕ on ∂H.
Then, u1 ≤ u2 in H.
We conclude this section with the following strong maximum principle.
Lemma 2.4.4. Assume that u ∈ C2(H) ∩ C(H) satisfies
DH,ϕu+ c(x)u ≥ 0 in Ω,
u ≥ 0 in H,
u = ϕ on ∂H,
where Ω is a smooth bounded domain in Rn and c ∈ L∞(H). Suppose ϕ ≥ 0 on
∂H.
Then, either u > 0 in H, or u ≡ 0 in H.
Proof. The proof is similar to the one of Lemma 2.4.2.
Consider the harmonic extension v of u with lateral boundary data v = ϕ on
∂LΩ. We observe that v ≥ 0 in Ω. Suppose that v 6≡ 0 but v = 0 somewhere in Ω.
Then there exists a minimum point x0 ∈ H such that v(x0, 0) = 0. Hence by Hopf’s
lemma we see that
∂v
∂λ
(x0, 0) > 0. This implies that DH,ϕu(x0) + c(x0)u(x0) < 0,
since v(x0, 0) = u(x0) = 0, which is a contradiction.
2.5 Maximal saddle solution and monotonicity
properties
Let R > 0 and consider the open region
TR = {x ∈ R2m : 0 < t < s < R}. (2.5.1)
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Note that TR ⊃ OR = O ∩BR.
Let, as before, v be the harmonic extension of a saddle solution u in the half-
space R2m+1+ . The regularity results given in [10] give a uniform upper bound for
|∇v| (see (2.2.1)). Then, since v = 0 on C × R+ = {z = 0} × R+, there exists a
constant C, depending only on n and ||f ||C1 , such that
|v(x, λ)| = |v(y, z, λ)| ≤ C|z|.
In particular, we have that |u(x)| = |v(x, 0)| ≤ C|z|.
Observe that there exists a real number K ≥ 1 such that min{1, C|z|} ≤
min{1, K|u0(z)|} for every z. Indeed it is enough to choose
K ≥ max{C/u′0(0), 1/u0(C−1)}. (2.5.2)
Observe that the quantities u′0(0) and u0(C
−1) are strictly positive.
If we choose K as in (2.5.2), then the harmonic extension v in R2m+1+ of every
saddle solution u of (2.1.1) satisfies
|v(x, λ)| ≤ min{1, K|u0(z)|} in Rn. (2.5.3)
We define
ub(z) = min{1, K|u0(z)|}, (2.5.4)
where K satisfies (2.5.2). Note that ub = 0 on C ∩ TR.
Lemma 2.5.1. Let f satisfies conditions (2.1.8), (2.1.9), (2.1.10).
Then, there exists a positive solution uR of{
DTR,ubu = f(u) in TR
u = ub on ∂TR.
which is maximal in TR in the following sense. We have that uR ≥ u in TR (and
hence in OR) for every bounded solution u of (−∆)1/2u = f(u) in R2m that vanishes
on the Simons cone and has the same sign as s − t. In addition uR depends only
on s and t.
Proof. We construct a sequence of solutions of linear problems involving the oper-
ator DTR,ub and, by the iterative use of the maximum principle, we prove that this
sequence is non increasing and it converges to the maximal solution uR.
We put
Lw := (DTR,ub + a)w, and g(w) := f(w) + aw,
where a is a positive constant chosen such that g′(w) = f ′(w) + a is positive for
every w.
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Next we define a sequence of functions uR,j as follows: uR,0(x) = ub = min{1, Ku0(z)}
and uR,j+1 solves the linear problem{
LuR,j+1 = g(uR,j) in TR
uR,j+1 = ub on ∂TR.
(2.5.5)
Since L is obtained by adding a positive constant to DTR,ub , it satisfies the max-
imum principles (Lemma 2.4.2 and Corollary 2.4.3) and hence the above problem
admits a unique solution uR,j+1 = uR,j+1(x). Furthermore (and here we argue by
induction), since the problem and its data are invariant by orthogonal transfor-
mations in the first (respectively, in the last) m variables xi, the solution uR,j+1
depends only on s and t.
First, observe that by Corollary 2.3.6, the function uR,0 = min{1, Ku0(z)} is
a supersolution of problem Lw = g(w), i.e., LuR0 ≥ g(uR,0). This implies that
LuR1 = g(uR,0) ≤ LuR,0 and then uR,1 ≤ uR,0 ≤ 1 in TR. Moreover ub ≥ 0 on ∂TR
and therefore, by Lemma 2.4.2, uR,1 ≥ 0 in TR.
Assume now that 0 ≤ uR,j ≤ uR,j−1 ≤ 1 for some j ≥ 1. Therefore, by the
choice of a, g(uR,j) ≤ g(uR,j−1). We have
LuR,j+1 = g(uR,j) ≤ g(uR,j−1) = LuR,j.
Again by the maximum principle (Corollary (2.4.3)) uR,j+1 ≤ uR,j. Besides,
uR,j+1 ≥ 0 since g(uR,j) ≥ 0. Therefore, by induction we have proven that the
sequence uR,j is nonincreasing, that is
1 = uR,0(x) ≥ uR,1(x) ≥ · · · ≥ uR,j(x) ≥ uR,j+1(x) ≥ · · · ≥ 0.
By monotone convergence, this sequence converges to a nonnegative solution
in TR, uR, which depends only on s and t, and such that uR = ub(z) on ∂TR. Thus,
the strong maximum principle (Lemma 2.4.4) leads to uR > 0 in TR.
Moreover, uR is maximal with respect to any bounded solution u, |u| < 1 in
R2m, that vanishes on the Simons cone and has the same sign as s − t. Indeed,
let vR,1 be the harmonic extension of uR,1 in TR × R+ which is equal to ub on the
lateral boundary ∂TR × R+. It is the solution of the following problem
∆vR,1 = 0 in TR × R+
vR,1 = ub on ∂TR × R+
−∂vR,1
∂λ
+ avR,1 = g(uR,0) = g(ub) on TR × {0}.
(2.5.6)
Consider now v the harmonic extension of u in R2m+1+ . Then the restriction of v to
TR, which we still call v, is the solution of the problem∆v = 0 in TR × R
+
−∂v
∂λ
+ av = g(u) on TR × {0}.
(2.5.7)
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Recall that by (2.5.3), we have that v ≤ ub in TR × R+ and in particular u ≤ ub
on TR × {0}. Since g is increasing, then the difference v − vR,1 is a solution of
∆(v − vR,1) = 0 in TR × R+
v − vR,1 = v − ub ≤ 0 on ∂TR × R+
−∂(v − vR,1)
∂λ
+ a(v − vR,1) = g(u)− g(ub) ≤ 0 on TR × {0}.
(2.5.8)
We claim that v ≤ vR,1 in TR×R+. Indeed, suppose by contradiction that v− vR,1
is positive somewhere in TR×R+. Then, by the maximum principle (Lemma 2.4.2),
the sup(v− vR,1) > 0 will be achieved at some point (x0, 0) ∈ TR×{0}. By Hopf’s
Lemma, we would have
−∂(v − vR,1)
∂λ
(x0, 0) + a(v − vR,1)(x0, 0) > 0.
Since a is positive, this is a contradiction with the last inequality of (2.5.8). Thus
we have proved that v ≤ vR,1 in TR × R+.
Suppose now that v ≤ vR,j. Arguing as before, we consider the problem satisfied
by (v − vR,j+1). Using the maximum principle and Hopf’s Lemma we deduce that
v ≤ vR,j+1 in TR × R+.
Then, by induction, v ≤ vR,j for every j and, in particular, u ≤ uR,j for every
j. Thus,
v ≤ vR := lim
j→∞
vR,j in TR × (0,+∞).
We set u(x) = v(x, 0).
The following are monotonicity results for the maximal solution constructed
above.
Lemma 2.5.2. Let uR be the function constructed in Lemma 2.5.1. Let vR be the
harmonic function in TR × (0,+∞) such that vR(x, 0) = uR(x) for every x ∈ TR
and v(x, λ) = ub(x) for every (x, λ) ∈ ∂TR × (0,+∞).
Then ∂tvR ≤ 0.
Proof. We consider the nonincreasing sequence of function uR,j constructed in the
proof of Lemma 2.5.1. We call as before vR,j the harmonic extension of uR,j in
TR × (0,+∞) such that vR,j(x, λ) = ub(x) for every (x, λ) ∈ ∂TR × (0,+∞).
The function vR,j is a solution in coordinates s and t of the problem
∂ssvR,j + ∂ttvR,j + ∂λλvR,j +
(m− 1)
s
∂svR,j +
(m− 1)
t
∂tvR,j = 0 in TR × (0,∞)
vR,j = ub on ∂TR × (0,+∞),
−∂λvR,j + avR,j = g(vR,j−1) on TR × {0}
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Differentiating with respect to t we get:−∆(∂tvR,j) +
(m− 1)
t2
∂tvR,j = 0 in TR × (0,∞)
−∂λ(∂tvR,j) + a∂tvR,j = g′(vR,j−1)∂tvR,j−1 on TR × {0}.
(2.5.9)
We observe that ∂tvR,j ≤ 0 on ∂TR × (0,+∞). Indeed vR,j ≡ 0 on (C ∩ ∂TR)×
(0,+∞) and vR,j > 0 inside TR × (0,+∞). Then, ∂tvR,j ≤ 0 on {t = s < R} ×
(0,+∞).
Moreover vR,j = min{Ku0(z), 1} = min{Ku0((R − t)/
√
2), 1} on {t < s = R}
and thus ∂tvR,j ≤ 0 on {t < s = R} × (0,+∞).
Now, we argue by induction. First, recall that
vR,0 = min{Ku0(z), 1} = min{Ku0((s− t)/
√
2), 1},
then ∂tvR,0 ≤ 0.
Suppose that ∂tvR,j−1 ≤ 0, we prove that ∂tvR,j ≤ 0. Indeed, first observe that
(m − 1)/t2 ≥ 0. Then, remind that ∂tvR,j ≤ 0 on the lateral boundary of the set
TR × (0,+∞) and it satisfies the Neumann condition
−∂λ(∂tvR,j) + a∂tvR,j = g′(vR,j−1)∂tvR,j−1. (2.5.10)
Assume by contradiction that ∂tvR,j is positive somewhere in TR × R+, then, by
the maximum principle the sup vR,j > 0 will be achieved at some point (x0, 0) in
TR × {0}. Since g′ > 0 and a > 0, applying Hopf’s Lemma we get a contradiction
with (2.5.10). This implies that ∂tvR,j ≤ 0 for every j and then, passing to the
limit, that ∂tvR ≤ 0.
Lemma 2.5.3. Let uR be the function constructed in Lemma 2.5.1. Let vR be the
harmonic function in TR × (0,+∞) such that vR(x, 0) = uR(x) for every x ∈ TR
and v(x, λ) = ub(x) for every (x, λ) ∈ ∂TR × (0,+∞).
Then, ∂yvR ≥ 0.
Proof. Consider as before the sequences of functions vR,j and uR,j. We first observe
that ∂yvR,j ≥ 0 on ∂TR × (0,+∞). Indeed vR,j ≡ 0 on the part of the boundary
{t = s < R} × (0,+∞). Thus, since ∂y is a tangential derivative here, we have
∂yvR,j ≡ 0 on {t = s < R} × (0,+∞).
Take now a point (s = R, t, λ), with 0 < t < R, on the remaining part of the
boundary.
Recall that uR,j ≤ uR,0 = ub = min{Ku0(z), 1} in all of TR. Then, ap-
plying the maximum principle (Lemma 2.4.1), we deduce that vR,j ≤ uR,0 =
min{Ku0(z), 1} = min{Ku0((s− t)/
√
2), 1} in all of TR × (0,+∞).
54 Chapter 2. Saddle-shaped solutions for the half-Laplacian
Then, for every 0 < δ < t we have
vR,j(R− δ, t− δ, λ) ≤ min
{
Ku0
(
R− δ − (t− δ)√
2
)
, 1
}
= min
{
Ku0
(
R− t√
2
)
, 1
}
= ub(R, t).
Then ∂yvR,j ≥ 0 on {t < s = R} × (0,+∞).
Next, we consider the problem satisfied by ∂tvR,j and ∂svR,j. We recall that
∂tvR,j is a solution of (2.5.9) and ∂svR,j satisfies−∆(∂svR,j) +
(m− 1)
s2
∂svR,j = 0 in TR × (0,∞)
−∂λ(∂svR,j) + a∂svR,j = g′(vR,j−1)∂svR,j−1 on TR × {0}.
(2.5.11)
Thus, since ∂y = (∂s + ∂t)/
√
2, we have that ∂yvR,j satisfies the equation
−∆(∂yvR,j) = −m− 1√
2
(
∂svR,j
s2
+
∂tvR,j
t2
)
= −m− 1
s2
∂yvR,j − (m− 1)(s
2 − t2)√
2s2t2
∂tvR,j.
Then ∂yvR,j is a solution of the problem
−∆(∂yvR,j) + (m− 1)
s2
∂yvR,j +
(m− 1)(s2 − t2)√
2s2t2
∂tvR,j = 0 in TR × (0,∞)
∂yvR,j ≥ 0 on ∂TR
−∂λ(∂yvR,j) + a∂yvR,j = g′(vR,j−1)∂yvR,j−1 on TR × {0}.
By Lemma 2.5.2 we have that ∂tv ≤ 0 in TR × (0,+∞) and thus
(m− 1)(s2 − t2)√
2s2t2
∂tvR,j ≤ 0, in TR × (0,+∞).
Then, we can apply, as in the proof of Lemma 2.5.2, the maximum principle
and Hopf’s Lemma, to obtain ∂yvR,j ≥ 0 for every j. Finally, passing to the limit
for j →∞, we get ∂yvR,j ≥ 0 in TR × (0,+∞).
We can give now the proof of Proposition 2.1.7.
Proof of Proposition 2.1.7. In Lemma 2.5.1 we established the existence of a max-
imal solution uR in TR, that is, uR is a solution of DTR,ubuR = f(uR) in TR and
uR ≥ u
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for every bounded solution u ≤ 1 in R2m that vanishes on C and has the same sign
as s− t.
By standard elliptic estimates and the compactness arguments as in the proof
of Theorem 2.1.6, up to a subsequence we can take the limit as R → +∞ and
obtain a solution u in O = {s > t}, with u = 0 on C. By construction,
u ≤ u := lim
Rj→∞
uRj ,
for all solutions u as above. In addition, u depends only on s and t.
By maximality of u and the existence of saddle solution of Theorem 2.1.6, we
deduce that u > 0 in O.
Since f is odd, by odd reflection with respect to the Simons cone, we obtain a
maximal solution u in R2m such that |u| ≤ |u| in R2m.
Let v be the harmonic extension of u in R2m+1+ . We prove now the monotonicity
properties of v.
By Lemmas 2.5.2 and 2.5.3, we have that ∂tvR ≥ 0 and ∂yvR ≤ 0 in TR ×
(0,+∞). Letting R → +∞, we get ∂tv ≥ 0 and ∂yv ≤ 0 in O˜. As a consequence
∂sv ≥ 0 in O˜.
Since v(s, t, λ) = −v(t, s, λ), it follows that ∂sv ≥ 0 and ∂tv ≤ 0 in R2m+1+ .
Now, ∂tv ≤ 0 in R2m+1+ and satisfies
−∆∂tv + m− 1
t2
∂tv = 0 in R2m+1+ .
Then, the strong maximum principle implies that ∂tv < 0 in R2m+1+ \ {t = 0}.
Moreover we multiply by t the following equation satisfied by v in R2m+1+
∂ssv + ∂ttv + ∂λλv +
m− 1
s
vs +
m− 1
t
vt = 0.
Using that v ∈ C2 and letting t→ 0, we get ∂tv = 0 on {t = 0}.
In the same way we deduce that ∂sv > 0 in R2m+1+ \ {s = 0} and ∂sv = 0 on
{s = 0}.
Recalling that ∂z = (∂s − ∂t)/
√
2, statement c) follows directly by a) and b).
Finally, we remind that ∂yv satisfies
−∆∂yv = −m− 1
s2
∂yv − (m− 1)(s
2 − t2)√
2s2t2
∂tv ≥ −m− 1
s2
∂yv, (2.5.12)
in {s > t > 0} × R+, since ∂tv ≤ 0 in this set. Since we have already proved that
∂yv ≥ 0 in {s > t > 0} × R+, the strong maximum principle implies ∂yv > 0 in
{s > t > 0} × R+.
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2.6 Asymptotic behaviour of saddle solutions in
R2m
In this section we study the asymptotic behaviour at infinity of solutions which
are odd with respect to the Simons cone and positive in the set O = {s > t}. In
particular our result holds for saddle solutions.
We will consider the (y, z) system of coordinates. Recall that we have defined
in (2.1.17) y and z by 
y =
s+ t√
2
z =
s− t√
2
,
(2.6.1)
which satisfy y ≥ 0 and −y ≤ z ≤ y.
We give the proof of Theorem 2.1.9, which states that any solution u as above
tends to infinity to the function
U(x) := u0(z) = u0(d(x, C)),
uniformly outside compact sets. We recall that u0 is the layer solution of (−∆)1/2u0 =
f(u0) in R which vanishes at the origin, and d(·, C) denotes the distance to the
Simons cone. Similarly ∇u converges to ∇U . We will use this fact in the proof of
instability of saddle solutions in dimension 2m = 4 and 2m = 6.
Our proof of the asymptotic behaviour follows a method used by Cabre´ and
Terra for the classical equation −∆u = f(u). They use a compactness argument
based on translations of the solution, combined with two crucial Liouville-type re-
sults for nonlinear equations. Here, we use analog Liouville results for the nonlinear
Neumann problem satisfied by the harmonic extension v of our saddle solutions u
of equation (2.1.1). Both results were proved using the moving planes method.
The first result establishes a symmetry property for solutions of a nonlinear
Neumann problem in the half-space, and it was proven in [26].
Theorem 2.6.1. ([26])
Let Rn+1+ = {ξ = (x1, x2, · · · , xn, λ) | λ > 0} and let f be such that f(u)/u
n
n−2
is non-increasing. Assume that v is a solution of problem
−∆v = 0 in Rn+1+ ,
− ∂v
∂λ
= f(v) on {λ = 0},
v > 0 in Rn+1+ .
(2.6.2)
Then v depends only on λ.
More precisely, there exist a ≥ 0 and b > 0 such that
v(x, λ) = v(λ) = aλ+ b and f(b) = a.
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Corollary 2.6.2. Let f satisfy (2.1.8), (2.1.9), (2.1.10). Let v be a bounded solu-
tion of problem (2.6.2).
Then, v ≡ 0 or v ≡ 1.
Proof of Corollary 2.6.2. By Remark 2.6.4, f satisfies the hypothesis of Theorem
2.6.1. Moreover since f is bistable, we have that f is odd, f(0) = f(±1) = 0, f > 0
in (0, 1) and f < 0 in (1,+∞). Then, since v is bounded, it has to be v(x, λ) = b
with f(b) = 0, that is v ≡ 0 or v ≡ 1.
The following theorem establishes an analog symmetry properties but for solu-
tions in a quarter of space, and was proven in [11].
Theorem 2.6.3. ([11]) Let Rn+1++ = {ξ = (x1, x2, · · · , xn, λ) | xn > 0, λ > 0}
and let f be such that f(u)/u
n
n−2 is non-increasing. Assume that v is a solution of
problem 
−∆v = 0 in Rn+1++ ,
− ∂v
∂λ
= f(v) on {xn > 0, λ = 0},
v = 0 on {xn = 0, λ ≥ 0},
v > 0 in Rn+1++ ,
Then v depends only on xn and λ.
Remark 2.6.4. We claim that if f satisfies hypothesis (2.1.8), (2.1.9), (2.1.10), then
f(u)/u
n
n−2 is non-increasing.
First, we recall that, by Remark 2.3.4, f(u)/u is non-increasing in (0, 1). More-
over, we can write
f(u)
u
n
n−2
=
f(u)
u
· u1− nn−2 .
Since
n
n− 2 > 1, then u
1− n
n−2 is non-increasing, and thus f satisfies the hypothesis
of Theorems 2.6.1 and 2.6.3.
Now, we can give the proof of our asymptotic behaviour result.
Proof of Theorem 2.1.9. Consider the harmonic extension v(x, λ) of u(x) in R2m+1+ ,
that satisfies {
∆v = 0 in R2m+1+
−∂λv = f(v) on {λ = 0}.
. (2.6.3)
Set V (x, λ) := v0(z, λ). We want to prove that
v(x, λ)− V (x, λ)→ 0 and ∇v(x, λ)−∇V (x, λ)→ 0,
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uniformly as |x| → ∞, λ ∈ R+.
Suppose that the theorem does not hold. Thus, there exists  > 0 and a sequence
{xk} with
|xk| → ∞ and |v(xk, λ)− V (xk, λ)|+ |∇v(xk, λ)−∇V (xk, λ)| ≥ . (2.6.4)
By continuity we may move slightly xk and assume xk 6∈ C for all k. Moreover, up
to a subsequence (which we still denote by {xk}), either {xk} ⊂ {s > t} or {xk} ⊂
{s < t}. By the symmetries of the problem we may assume {xk} ⊂ {s > t} = O.
We distinguish two cases:
Case 1 { dist(xk, C) = dk} is unbounded.
In this case, since 0 < zk = dist(xk, C) = dk → +∞ (for a subsequence), we
have that V (xk, λ) = v0(zk, λ) = v0(dk, λ) tends to 1 and |∇V (xk, λ)| tends to 0,
that is,
V (xk, λ)→ 1 and |∇V (xk, λ)| → 0.
From this and (2.6.4) we have
|v(xk, λ)− 1|+ |∇v(xk, λ)| ≥ 
2
, (2.6.5)
for k large enough. Taking subsequence (and relabeling the subindex) we may
assume dist(xk, C) = dk ≥ 2k.
Consider the ball Bk(0) ⊂ R2m of radius k centered at x = 0, and define
wk(x˜, λ) = v(x˜+ xk, λ), for every (x˜, λ) ∈ Bk(0)× (0,+∞).
Since Bk(0) + xk ⊂ {s > t}, we have that 0 < wk < 1 in Bk(0)× (0,+∞) and{
∆wk = 0 in Bk(0)× (0,+∞)
−∂λwk = f(v) on {λ = 0}.
. (2.6.6)
Letting k tend to infinity we obtain, through a subsequence, a nonnegative
solution w the problem in all of R2m+1+ . That is, w satisfies
−∆w = 0 in R2m+1+
−∂λw = f(v) on {λ = 0}
w > 0 in R2m+1+
. (2.6.7)
Since f satisfies (2.1.8), (2.1.9), (2.1.10), we have that, by Corollary 2.6.2, w ≡ 0
or w ≡ 1. In either case, ∇w(0) = 0, that is, |∇v(xk, λ)| tends to 0.
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Next we show that w 6≡ 0. By Theorem 2.1.6 we have that v is stable in
O× (0,+∞). Hence, wk is semi-stable in Bk(0)× (0,+∞) (since Bk(0) +xk ⊂ O).
This implies that w is stable in all of R2m+1+ and therefore w 6≡ 0 (otherwise, since
f ′(0) > 0 we could construct a test function ξ such that Qw(ξ) < 0 which would
be a contradiction with the fact that w is stable).
Hence, it must be w ≡ 1. But this implies that w(0, λ) = 1 and so v(xk, λ)
tends to 1. Hence, we have that v(xk, λ) tends to 1 and |∇v(xk, λ)| tends to 0,
which is a contradiction with (2.6.5). Therefore, we have proved the theorem in
this case 1.
Case 2 { dist(xk, C) = dk} is bounded.
The points xk remain at a finite distance to the cone. Then, at least for a
subsequence,
dk → d ≥ 0 as k →∞.
Let x0k ∈ C be a point that realizes the distance to the cone, that is,
dist(xk, C) = |xk − x0k| = dk, (2.6.8)
and let ν0k be the inner unit normal to C = ∂O at x0k. Note that Bdk(xk) ⊂ O ⊂
R2m \ C and x0k ∈ ∂Bdk(xk) ∩ C, i.e., x0k is the point where the sphere ∂Bdk(xk)
is tangent to the cone C. It follows that x0k 6= 0 and that (xk − x0k)/dk is the unit
normal ν0k to C at x0k. That is, xk = x0k + dkν0k .
Now, since the sequence {ν0k} is bounded, there exists a subsequence such that
ν0k → ν ∈ R2m, |ν| = 1.
Write wk(x˜, λ) = v(x˜ + x
0
k, λ), for x˜ ∈ R2m. The functions wk are all solutions
of {
∆wk = 0 in R2m+1+
−∂λwk = f(wk) on {λ = 0}
. (2.6.9)
and are uniformly bounded. Hence, by elliptic estimates, the sequence {wk} con-
verges locally in space in C2, up to a subsequence, to a solution w in R2m+1+ .
Therefore we have that, as k tends to infinity and up to a subsequence,
wk → w and ∇wk → ∇w uniformly on compact sets of R2m+1+ ,
where w is a solution {
∆w = 0 in R2m+1+
−∂λw = f(w) on {λ = 0}
(2.6.10)
Note that the curvature of C at x0k goes to zero as k tends to infinity, since C is a cone
and |xk| → ∞ (note that |x0k| → ∞ due to |xk| → ∞ and |xk−x0k| = dk → d <∞).
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Thus, C at x0k is flatter and flatter as k → ∞ and since we translate x0k to 0, the
limiting solution w satisfies

∆w = 0 in H := {(x, λ) ∈ R2m+1+ : x˜ · ν = 0, λ > 0}
w ≥ 0 in H
w = 0 in {x˜ · ν = 0}
−∂λw = f(w) in {λ = 0}.
(2.6.11)
For the details of the proof of this fact see [13].
Now, since v is stable for perturbations vanishing on ∂O × R+, it follows that
w is stable for perturbations with compact support in H, and therefore w can not
be identically zero. By Theorem 2.6.3, since f satisfies (2.1.8), (2.1.9), (2.1.10),
we deduce that w is symmetric, that is, it is a function of only two variable (the
orthogonal direction to H and λ). It follows that
w(x˜, λ) = v0(x˜ · ν, λ) for all (x˜, λ) ∈ H.
From the definition of wk, and using that zk = dk = |xk−x0k| is a bounded sequence
and that xk − x0k = dkν0k , we have that
v(xk, λ) = wk(xk − x0k, λ) = w(xk − x0k, λ) + o(1) = v0((xk − x0k) · ν, λ) + o(1)
= v0((xk − x0k) · ν0k , λ) + o(1) = v0(dk, λ) + o(1)
= v0(zk, λ) + o(1) = V (xk, λ) + o(1).
The same argument can be done for ∇v(xk, λ) and ∇V (xk, λ). We arrive to a
contradiction with (2.6.4).
2.7 Instability in dimensions 4 and 6
Before proving the theorem on the instability of saddle solutions in dimensions 4
and 6, we establish a lemma that will be useful later.
Lemma 2.7.1. Assume f satisfy conditions (2.1.8), (2.1.9), (2.1.10). Let v be a
bounded solution of (2.1.3) in Rn+1+ and w a function such that |v| ≤ |w| ≤ 1 in
Rn+1+ . Then,
Qv(ξ) ≤ Qw(ξ) for all ξ ∈ C∞0 (Rn+1+ ),
where Qw is defined by
Qw(ξ) =
∫
Rn+1+
|∇ξ|2dxdλ−
∫
∂Rn+1+
f ′(w)ξ2dx.
In particular, if there exists a function ξ ∈ C∞0 (Rn+1+ ) such that Qw(ξ) < 0,
then v is an unstable solution.
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Proof. Let v be such a bounded solution and w a function with |v| ≤ |w| ≤ 1.
Since f ′ is decreasing in (0, 1) we have that
f ′(|v|) ≥ f ′(|w|) in Rn+1+ .
Moreover, f ′ being even yields,
f ′(v) ≥ f ′(w) in Rn+1+ ,
so that
Qv(ξ) ≤ Qw(ξ),
for every test function ξ ∈ C∞0 (Rn+1+ ).
Hence, if there exists ξ0 such that Qw(ξ0) < 0, then also Qv(ξ0) < 0. That is, v
is unstable.
In the proof of the instability results for dimension 4 and 6 we use the maximal
solution v of problem (2.1.3) and, more importantly, the equation satisfied by
vz = ∂zv. We prove that this solution v is unstable by constructing a test function
ξ(y, z, λ) = η(y, λ)vz(y, z, λ) such that Qv(ξ) < 0. Two crucial ingredients will
be the asymptotic behaviour and monotonicity results for v (Theorems 2.1.9 and
2.1.7). Since v is maximal, Lemma 2.7.1 implies that all bounded solutions v ≤ 1
vanishing on C × R+ and having the same sign as s− t are also unstable.
We recall that, if v is a function depending only on s, t and λ, then the second
variation of the energy is given by
cmQv(ξ) =
∫ +∞
0
∫
{s>0, t>0}
sm−1tm−1(ξ2s + ξ
2
t + ξ
2
λ)dsdtdλ
−
∫
{s>0, t>0}
sm−1tm−1f ′(v)ξ2dsdt,
where cm is a positive constant depending on m. Here, the perturbations are of
the form ξ = ξ(s, t, λ) and vanishes for λ large enough.
Moreover, if we change to variables (y, z, λ), for a different constant cm we get,
cmQv(ξ) =
∫ +∞
0
∫
{−y<z<y}
(y2 − z2)m−1(ξ2y + ξ2z + ξ2λ)dydtzdλ
−
∫
{−y<z<y}
(y2 − z2)m−1f ′(v)ξ2dydz,
where ξ = ξ(y, z, λ) vanishes for y and λ large enough.
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Proof of Theorem 2.1.10. We begin by establishing that the maximal solution v is
unstable in dimension 2m = 4 and 2m = 6. Moreover, the maximality of v leads
to |v| ≤ |v| in R2m+1+ for every solution v vanishing on C × R+ and with the same
sign as s− t. Then, Lemma 2.7.1 leads to Qv ≤ Qv and thus v is also unstable in
dimension 2m = 4 and 2m = 6.
We have, for every test function ξ,
Qv(ξ) =
∫
R2m+1+
|∇ξ|2dxdλ−
∫
∂R2m+1+
f ′(v)ξ2dx.
Suppose now that ξ = ξ(y, z, λ) = η(y, z, λ)ψ(y, z, λ). For ξ to be Lipschitz and of
compact support in R2m+1+ , we need η and ψ to be Lipschitz functions of compact
support in y ∈ [0,+∞) and λ ∈ [0,+∞). The expression for Qv becomes,
Qv(ξ) =
∫ +∞
0
∫
R2m
(|∇η|2ψ2 + η2|∇ψ|2 + 2ηψ∇η · ∇ψ) dxdλ
−
∫
R2m
f ′(v)η2ψ2dx.
Using that 2ηψ∇η ·∇ψ = ψ∇(η2) ·∇ψ, and integrating by parts this term we have
Qv(ξ) =
∫ +∞
0
∫
R2m
(|∇η|2ψ2 − η2ψ∆ψ) dxdλ
−
∫
R2m
(
ψ(y, z, 0)η2∂λψ(y, z, 0) + f
′(v)η2ψ2
)
dx,
that is,
Qv(ξ) =
∫ +∞
0
∫
R2m
(|∇η|2ψ2 − η2ψ∆ψ) dxdλ− ∫
R2m
η2ψ(∂λψ + f
′(v)ψ)dx.
Choose ψ(y, z, λ) = vz(y, z, λ). We consider now problem (2.1.3), which is sat-
isfied by v, written in the (y, z, λ) variablesvyy + vzz + vλλ +
2(m− 1)
y2 − z2 (yvy − zvz) = 0 in R
2m+1
+
−∂λv = f(v) on ∂R2m+1+ .
(2.7.1)
If we differentiate these equations written in (y, z, λ) variables with respect to
z, we find∆vz −
2(m− 1)
y2 − z2 vz +
4(m− 1)z
(y2 − z2)2 (yvy − zvz) = 0 in R
2m+1
+
−∂λvz = f ′(v)vz on ∂R2m+1+ .
(2.7.2)
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Replacing in the expression for Qv we obtain,
Qv(ξ) =
∫ +∞
0
∫
R2m
(
|∇η|2v2z−
−η2
{2(m− 1)(y2 + z2)
(y2 − z2)2 v
2
z −
4(m− 1)zy
(y2 − z2)2 vyvz
})
dxdλ.
Next we change coordinates to (y, z, λ) and we have, for some positive constant
cm,
cmQv(ξ) =
∫ +∞
0
∫
{−y<z<y}
(y2 − z2)m−1
(
|∇η|2v2z−
−η2
{2(m− 1)(y2 + z2)
(y2 − z2)2 v
2
z −
4(m− 1)zy
(y2 − z2)2 vyvz
})
dydzdλ.
Now choose η(y, z, λ) = η1(y)η2(λ), where η1 and η2 are smooth functions with
compact support in [0,+∞). Moreover η2 is such that η2(λ) ≡ 1 for λ < N and
η2(λ) ≡ 0 for λ > N + 1, where N is a large positive number that we will choose
later. For a > 1, a constant that we will make tend to infinity, let φ = φ(ρ) be
a Lipschitz function of ρ := y/a with compact support [ρ1, ρ2] ⊂ [0,+∞). Let us
denote by
ηa1(y) := φ(y/a) and
ξa(y, z, λ) = η
a
1(y)η2(λ)vz(y, z, λ) = φ(y/a)η2(λ)vz(y, z, λ),
The change y = aρ, dy = adρ yields,
cmQv(ξa) = a
2m−3
∫ N+1
0
∫
{−aρ<z<aρ}
ρ2(m−1)
(
1− z
2
a2ρ2
)m−1 (
φ2ρη
2
2(λ)v
2
z
+a2φ2(ρ)(η′2)
2v2z − φ2η22
{2(m− 1)(1 + z2
a2ρ2
)
ρ2(1− z2
a2ρ2
)2
v2z −
4(m− 1)z
aρ3(1− z2
a2ρ2
)2
vyvz
})
dρdz.
(2.7.3)
Dividing by a2m−3N and using that
(
1− z2
a2ρ2
)2
≤ 1 and 1+ z2
a2ρ2
≥ 1, we obtain
cmQu(ξa)
a2m−3N
≤
≤ 1
N
∫ N+1
0
∫
{−aρ<z<aρ}
ρ2(m−1)η22v
2
z(aρ, z, λ)
(
φ2ρ −
2(m− 1)
ρ2
φ2
)
dρdzdλ
+
a2
N
∫ N+1
N
∫
{−aρ<z<aρ}
ρ2(m−1)φ2(η′2)
2v2zdρdzdλ
+
1
N
∫ N+1
0
∫
{−aρ<z<aρ}
4(m− 1)zρη22φ2(ρ)
a
vy(aρ, z, λ)vz(aρ, z, λ)dρdzdλ.
= I1 + I2 + I3.
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We study these three integrals separately.
Consider first I3. From Theorem 2.1.9 we have that vy(aρ, z, λ)→ 0 uniformly,
for all ρ ∈ [ρ1, ρ2] = suppφ, as a tends to infinity. Hence, given  > 0, for a
sufficiently large, |vy(aρ, z)| ≤ . Moreover, we have seen in Theorem 2.1.7 that
vz ≥ 0. Hence, since φ is bounded, for a large we have
I3 ≤
∣∣∣∣ 1N
∫ N+1
0
η22
∫
4(m− 1)zρφ2(ρ)
a
vyvzdρdzdλ
∣∣∣∣ ≤
≤ 1
N
∫ N+1
0
η22
∫ ∣∣∣∣4(m− 1)zρφ2(ρ)a
∣∣∣∣ |vy|vzdρdzdλ
≤ 1
N
∫ N+1
0
η22
∫
4(m− 1)ρ2φ2(ρ)|vy|vzdρdzdλ
≤ C
N
∫ ρ2
ρ1
ρ2dρ
∫ N+1
0
η22dλ
∫ aρ
−aρ
vzdz
=
C
N
∫ N+1
0
η22
∫ ρ2
ρ1
(v(aρ, aρ, λ)− v(aρ,−aρ, λ)) dρdλ
≤ C,
where C are different constants depending on ρ1 and ρ2. Hence, as a tends to
infinity, this integral converges to zero.
Now, consider the I2 and choose N = N(a) such that a
2/N(a) ≤ 1/a2. With
this choice of N , we have
I2 =
a2
N
∫ N+1
N
∫ ρ2
ρ1
∫
{−aρ<z<aρ}
ρ2(m−1)φ2(η′2)
2v2z ≤
≤ 1
a2
∫ N+1
N
∫ ρ2
ρ1
∫
{−aρ<z<aρ}
ρ2(m−1)φ2(η′2)
2v2z
≤ C
a
sup v2z.
Thus, I2 tends to 0 as a→∞.
Next, consider I1. We have that, again by Theorem 2.1.9, vz(aρ, z, λ) converges
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to ∂zv0(z, λ) which is a bounded positive integrable function. We write
I1 =
1
N
∫ N+1
0
η22
∫
{−aρ<z<aρ}
ρ2(m−1)v2z(aρ, z, λ)
(
φ2ρ −
2(m− 1)
ρ2
φ2
)
dρdzdλ =
=
1
N
∫ N+1
0
η22
∫
{−aρ<z<aρ}
(∂zv0)
2ρ2(m−1)
(
φ2ρ −
2(m− 1)
ρ2
φ2
)
dρdzdλ
+
1
N
∫ N+1
0
η22
∫
{−aρ<z<aρ}
ρ2(m−1)(vz(aρ, z, λ)− ∂zv0(z, λ))(vz(aρ, z, λ)
+∂zv0(z, λ))
(
φ2ρ −
2(m− 1)
ρ2
φ2
)
dρdzdλ.
For a large, |vz(aρ, z, λ) − ∂zv0(z, λ)| ≤  in [ρ1, ρ2]. In addition vz(aρ, z, λ) +
∂zv0(z, λ) is positive and is a derivative with respect to z of a bounded function,
thus it is integrable in z. Hence, since φ = φ(ρ) is smooth with compact support,
the second integral converges to zero as a tends to infinity.
Therefore, letting a tend to infinity, we obtain
lim sup
a→∞
cmQv(ξa)
a2m−3N
≤ (2.7.4)
≤ lim sup
a→∞
1
N
(∫ N+1
0
η22
∫ +∞
0
(∂zv0)
2(z)dzdλ
)∫
ρ2(m−1)
(
φ2ρ −
2(m− 1)
ρ2
φ2
)
dρ
≤ C
∫ +∞
0
(∂zv0)
2(z)dzdλ
∫
ρ2(m−1)
(
φ2ρ −
2(m− 1)
ρ2
φ2
)
dρ
Finally, we prove that when 2m = 4 and 2m = 6, there exists a test function φ
for which ∫
ρ2(m−1)
(
φ2ρ −
2(m− 1)
ρ2
φ2
)
dρ < 0. (2.7.5)
The integral in ρ can be seen as an integral in R2m−1 of radial functions φ =
φ(|x|) = φ(ρ).
Using Hardy’s inequality we have that the integral in (2.7.5) is positive for all
Lipschitz φ with compact support if and only if
2(m− 1) ≤ (2m− 1− 2)
2
4
.
Writing n = 2m, the above inequality holds if and only if
n2 − 10n+ 17 ≥ 0,
that is, n ≥ 8. Thus, when 2m = 4 and 2m = 6, we have that the integral (2.7.5)
is negative for some compactly supported Lipschitz function φ = φ(ρ) and then
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we conclude that the limsup in (2.7.4) is negative for such φ and hence that u is
unstable.
On the other hand for n ≥ 8 the limsup in (2.7.4) is nonnegative for every φ
and we conclude some kind of asymptotic stability of v.
Chapter 3
Energy estimates for equations
involving the half-Laplacian
In this chapter (which corresponds to [6]) we establish sharp energy estimates for
some solutions of the fractional nonlinear equation
(−∆)1/2u = f(u) in Rn, (3.0.1)
where f : R→ R is a C1,β function with 0 < β < 1. In the particular case in which
f(u) = u − u3, we call equation (3.0.1) of Allen-Cahn type by the analogy with
the corresponding equation involving the Laplacian instead of the half-Laplacian,
−∆u = u− u3 in Rn. (3.0.2)
In 1978 De Giorgi conjectured that the level sets of every bounded solution of
(3.0.2), which is monotone in one direction, must be hyperplanes, at least if n ≤ 8.
That is, such solutions depend only on one Euclidian variable. The conjecture has
been proven to be true in dimension n = 2 by Ghoussoub and Gui [24] and in
dimension n = 3 by Ambrosio and Cabre´ [3]. For 4 ≤ n ≤ 8, if ∂xnu > 0, and
assuming the additional condition
lim
xn→±∞
u(x′, xn) = ±1 for all x′ ∈ Rn−1,
it has been established by Savin [34]. Recently a counterexample to the conjecture
for n ≥ 9 has been announced by del Pino, Kowalczyk and Wei [22].
In this chapter (see Theorem 3.0.5 below), we establish the one-dimensional
symmetry of bounded monotone solutions of (3.0.1) in dimension n = 3, that is,
the analog of the conjecture of De Giorgi for the half-Laplacian in dimension 3.
We recall that one-dimensional (or 1-D) symmetry for bounded stable solutions of
(3.0.1) in dimension n = 2 has been proven by Cabre´ and Sola`-Morales [10]. The
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same result in dimension n = 2 for the other fractional powers of the Laplacian,
i.e., for the equation
(−∆)su = f(u) in R2, with 0 < s < 1,
has been established by Cabre´ and Sire [8, 9] and by Sire and Valdinoci [37].
A crucial ingredient in our proof of 1-D symmetry in R3, is a sharp energy
estimate for global minimizers and for monotone solutions, that we state in Theo-
rems 3.0.3 and 3.0.4 below. It is interesting to note that our method to prove the
energy estimate also applies to the case of saddle-shaped solutions in R2m. These
solutions are not global minimizers in general (this is indeed the case in dimensions
2m ≤ 6 by Theorem 2.1.10 in chapter 2), but they are minimizers under pertur-
bations vanishing on a suitable subset of R2m. We treat these solutions and their
corresponding energy estimate at the end of this introduction.
To study the nonlocal problem (3.0.1) we realize it as a local problem in Rn+1+
with a nonlinear Neumann condition on ∂Rn+1+ = Rn. More precisely, if u = u(x)
is a function defined on Rn, we consider its harmonic extension v = v(x, λ) in
Rn+1+ = Rn× (0,+∞). It is well known (see [10, 15]) that u is a solution of (3.0.1)
if and only if v satisfies {
∆v = 0 in Rn+1+ ,
−∂λv = f(v) on Rn = ∂Rn+1+ .
(3.0.3)
Problem (3.0.3) allows to introduce the notions of energy and global minimality
for a solution u of problem (3.0.1). Consider the cylinder
CR = BR × (0, R) ⊂ Rn+1+ ,
where BR is the ball of radius R centered at 0 in Rn. We consider the energy
functional
ECR(v) =
∫
CR
1
2
|∇v|2dxdλ+
∫
BR
G(v)dx, (3.0.4)
whose Euler-Lagrange equation is problem (3.0.3). The potential G, defined up to
an additive constant, is given by
G(v) =
∫ 1
v
f(t)dt.
Using the energy functional (3.0.4), we introduce the notions of global minimizer
and of layer solution of (3.0.1). We call layer solutions of (3.0.1) bounded solutions
that are monotone increasing, say from −1 to 1, in one of the x−variables. After
rotation, we can suppose that the direction of monotonicity is the xn−direction,
as in point c) of the following definition.
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Definition 3.0.2. a) We say that a bounded C1(Rn+1+ ) function v is a global
minimizer of (3.0.3) if, for all R > 0,
ECR(v) ≤ ECR(w)
for every C1(Rn+1+ ) function w such that v ≡ w in Rn+1+ \ CR.
b) We say that a bounded C1 function u in Rn is a global minimizer of (3.0.1) if
its harmonic extension v is a global minimizer of (3.0.3).
c) We say that a bounded function u is a layer solution of (3.0.1) if ∂xnu > 0 in
Rn and
lim
xn→±∞
u(x′, xn) = ±1 for every x′ ∈ Rn−1. (3.0.5)
Note that the functions w in point a) of Definition 3.0.2 need to agree with the
solution v on the lateral boundary and on the top of the cylinder CR, but not on
the base. Since it will be useful in the sequel, we set
∂+CR = ∂CR ∩ {λ > 0}.
In some references, global minimizers are called “local minimizers”, where local
stands for the fact that the energy is computed in bounded domains.
We remind that every layer solution is a global minimizer (see Theorem 1.4 in
[10]).
Our main result is the following energy estimate for global minimizers of prob-
lem (3.0.1). Given a bounded function u defined on Rn, set
cu = min{G(s) : infRn u ≤ s ≤ supRn u}. (3.0.6)
Theorem 3.0.3. Let f be any C1,β nonlinearity, with β ∈ (0, 1), and u ∈ L∞(Rn)
be a global minimizer of (3.0.1). Let v be the harmonic extension of u in Rn+1+ .
Then, for all R > 2,∫
CR
1
2
|∇v|2dxdλ+
∫
BR
{G(u)− cu}dx ≤ CRn−1 logR, (3.0.7)
where cu is defined by (3.0.6) and C is a constant depending only on n, ||f ||C1,
and ||u||L∞(Rn). In particular, we have that∫
CR
1
2
|∇v|2dxdλ ≤ CRn−1 logR. (3.0.8)
As a consequence, (3.0.7) and (3.0.8) also hold for layer solutions. We stress
that this energy estimate is sharp because it is optimal for 1-D solutions, in the
sense that for some explicit 1-D solutions the energy is also bounded below by
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cRn−1 logR, for some constant c > 0, when they are seen as solutions in Rn (see
section 2.1 of [10]).
In dimensions n = 1 and n = 2 estimate (3.0.7) was established by Cabre´ and
Sola`-Morales in [10].
In dimension n = 3, the energy estimate (3.0.7) holds also for monotone solu-
tions which do not satisfy the limit assumption (3.0.5). These solutions are mini-
mizers in some sense to be explained later, but, in case that they exist, they are
not known to be global minimizers as defined before.
Theorem 3.0.4. Let n = 3, f be any C1,β nonlinearity with β ∈ (0, 1), and u be
a bounded solution of (3.0.1) such that ∂eu > 0 in R3 for some direction e ∈ R3,
|e| = 1. Let v be its harmonic extension in R4+.
Then, for all R > 2,∫
CR
1
2
|∇v|2dxdλ+
∫
BR
{G(u)− cu}dx ≤ CR2 logR, (3.0.9)
where cu is defined by (3.0.6) and C is a constant depending only on ||f ||C1 and
||u||L∞(R3).
In dimension n = 3, Theorems 3.0.3 and 3.0.4 lead to the 1-D symmetry of
global minimizers and of monotone solutions to problem (3.0.1).
Theorem 3.0.5. Let n = 3 and f be any C1,β nonlinearity with β ∈ (0, 1). Let u
be either a bounded global minimizer of (3.0.1), or a bounded solution of (3.0.1)
monotone in some direction e ∈ R3, |e| = 1.
Then, u depends only on one variable, i.e., there exists a ∈ R3 and g : R→ R,
such that u(x) = g(a ·x) for all x ∈ R3. Equivalently, the level sets of u are planes.
To prove 1-D symmetry, we use a standard Liouville type argument which
requires an appropriate estimate for the kinetic energy. By a result of Moschini
[31] (see Proposition 3.5.1 in section 6 below), our energy estimate in R3,∫
CR
|∇v|2dxdλ ≤ CR2 logR,
allows to use such Liouville type result and deduce 1-D symmetry in R3 for global
minimizers and for solutions monotone in one direction.
Remark 3.0.6. As a consequence of Theorem 3.0.5, we obtain that for all R > 2,∫
BR
G(v(x, 0))dx ≤ CRn−1 if 1 ≤ n ≤ 3, (3.0.10)
if v is a bounded global minimizer or a bounded monotone solution of (3.0.3). This
was proven in [10] for n = 1 and n = 2. For n = 3, (3.0.10) follows from the n = 1
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case after using Theorems 3.0.3 and 3.0.4. In dimension n ≥ 4 we do not know
if the potential energy can be bounded by CRn−1 (instead of CRn−1 logR) as in
(3.0.10).
In chapter 4, using similar techniques, we establish sharp energy estimates for
the other fractional powers of the Laplacian. More precisely, we prove that if u is
a bounded global minimizer of
(−∆)su = f(u) in Rn, with 0 < s < 1, (3.0.11)
then the following energy estimate holds:
Es,CR(u) ≤ CRn−2s for 0 < s <
1
2
,
Es,CR(u) ≤ CRn−1 for
1
2
< s < 1.
Here the energy functional is defined using a local formulation in Rn+1+ of prob-
lem (3.0.11), found by Caffarelli and Silvestre in [15]. If 1/2 < s < 1 then
Es,CR(u) ≤ CRn−1; in this case we can deduce 1-D symmetry for global minimizers
and monotone solutions in dimension n = 3.
Back to the case s = 1/2, we have two different proofs of the energy estimate
CRn−1 logR.
The first one is very simple but applies only to Allen-Cahn type nonlinearities
(such as f(u) = u−u3) and to monotone solutions satisfying the limit assumption
(3.0.5) or the more general (3.1.2) below. We present this very simple proof in
section 2. It was found by Ambrosio and Cabre´ [3] to prove the optimal energy
estimate for −∆u = u− u3 in Rn.
Our second proof applies in more general situations and will lead to Theorems
3.0.3 and 3.0.4. It is based on controlling the H1(Ω)-norm of a function by its
fractional Sobolev norm H1/2(∂Ω) on the boundary.
Let us recall the definition of the H1/2(A) norm, where A is either a Lipschitz
open set of Rn, or A = ∂Ω and Ω is a Lipschitz open set of Rn+1. It is given by
||w||2H1/2(A) = ||w||2L2(A) +
∫
A
∫
A
|w(z)− w(z)|2
|z − z|n+1 dσzdσz.
In our proof we will have A = ∂CR, the boundary of the cylinder Ω = CR.
In the proof of Theorem 3.0.3 a crucial point will be the following well known
result. If w is a function in H1/2(∂Ω), where Ω is a bounded subset of Rn+1 with
Lipschitz boundary, then the harmonic extension w of w in Ω satisfies:∫
Ω
|∇w|2 ≤ C(Ω)||w||2H1/2(∂Ω). (3.0.12)
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For the sake of completeness (and since the proof will be important in the next
chapter), we will recall a proof of this result in section 3 (see Proposition 3.2.1).
To prove the sharp energy estimate for a global minimizer v in Rn+1+ , we will
bound its energy in the cylinder CR = BR × (0, R), using (3.0.12), by that of the
harmonic extension w in CR of a well chosen function w defined on ∂CR. This
function w must agree with v on the lateral and top boundaries of CR, while it
will be identically 1 on the portion BR−1 × {0} of the bottom boundary. In this
way, it will not pay potential energy in this portion of the bottom boundary.
By (3.0.12), we will need to control ||w||H1/2(∂CR). After rescaling ∂CR to ∂C1,
we will control the H1/2-norm of w using the following key result. We will apply
it in the sets
A = ∂C1 and Γ = ∂B1 × {λ = 0},
with a small parameter ε = 1/R. Other examples in which the following theorem
applies are, among many others, A = B1 ⊂ Rn the unit ball and Γ = B1∩{xn = 0},
and also A = B1 ⊂ Rn and Γ = ∂Br for some r ∈ (0, 1).
Theorem 3.0.7. Let A be either a bounded Lipschitz domain in Rn or A = ∂Ω,
where Ω is a bounded open set of Rn+1 with Lipschitz boundary. Let M ⊂ A be
an open set (relative to A) with Lipschitz boundary (relative to A) Γ ⊂ A. Let
ε ∈ (0, 1/2).
Let w : A→ R be a Lipschitz function such that, for almost every x ∈ A,
|w(x)| ≤ c0 (3.0.13)
and
|Dw(x)| ≤ c0 min
{
1
ε
,
1
dist(x,Γ)
}
, (3.0.14)
where D are all tangential derivatives to A, dist(x,Γ) is the distance from the point
x to the set Γ (either in Rn or in Rn+1), and c0 is a positive constant.
Then,
||w||2H1/2(A) = ||w||2L2(A) +
∫
A
∫
A
|w(z)− w(z)|2
|z − z|n+1 dσzdσz ≤ c
2
0C| log ε|, (3.0.15)
where C is a positive constant depending only on A and Γ.
As we said, we will use this result with A = ∂C1 and Γ = ∂B1 × {λ = 0}.
Thus, in this case the constant C in (3.0.15) only depends on the dimension n.
The gradient estimate (3.0.14), after rescaling ∂CR to ∂C1 and taking ε = 1/R,
will follow from the bound
|∇v(x, λ)| ≤ C
1 + λ
for all x ∈ Rn and λ ≥ 0, (3.0.16)
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satisfied by every bounded solution v of (3.0.3). Here the constant C depends only
on n, ||f ||C1 , and ||v||L∞(Rn+1+ ). For λ ≥ 1, (3.0.16) follows immediately from the
fact that v is bounded and harmonic in Bλ(x, λ) ⊂ Rn+1+ . For λ ≤ 1, estimate
(3.0.16) is proven in Lemma 2.3 of [10].
Our method to prove sharp energy estimates also applies to solutions which
are minimizers under perturbations vanishing on a suitable subset of Rn, even if
they are not in general global minimizers as defined before. An important example
of this are some saddle-shaped solutions (or saddle solutions for short) of
(−∆)1/2u = f(u) in R2m.
These solutions have been studied in chapter 2.
Saddle solutions are even with respect to the coordinate axes and odd with
respect to the Simons cone, which is defined as follows. For n = 2m the Simons
cone C is given by
C = {x ∈ R2m : x21 + ...+ x2m = x2m+1 + ...+ x22m}.
We define two new variables
s =
√
x21 + · · ·+ x2m and t =
√
x2m+1 + · · ·+ x22m,
for which the Simons cone becomes C = {s = t}.
The existence of saddle solutions of (3.0.1) has been proven chapter 2 under
the following hypotheses on f :
f is odd; (3.0.17)
G ≥ 0 = G(±1) inR, andG > 0 in (−1, 1); (3.0.18)
f ′ is decreasing in (0, 1). (3.0.19)
Note that, if (3.0.17) and (3.0.18) hold, then f(0) = f(±1) = 0. Conversely, if
f is odd in R, positive with f ′ decreasing in (0, 1) and negative in (1,∞) then f
satisfies (3.0.17), (3.0.18) and (3.0.19). Hence, the nonlinearities f that we consider
are of “balanced bistable type”, while the potentials G are of “double well type”.
Our three assumptions (3.0.17), (3.0.18), (3.0.19) are satisfied by the scalar Allen-
Cahn type equation
(−∆)1/2u = u− u3.
In this case we have that G(u) = (1/4)(1 − u2)2. The three hypothesis also hold
for the equation (−∆)1/2u = sin(piu), for which G(u) = (1/pi)(1 + cos(piu)).
The following result states the existence of at least one saddle solution for which
our energy estimates holds.
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Theorem 3.0.8. Let f be a C1,β function for some 0 < β < 1, satisfying (3.0.17),
(3.0.18), and (3.0.19). Then there exists a saddle solution u of (−∆)1/2u = f(u)
in R2m, i.e., a bounded solution u such that
(a) u depends only on the variables s and t. We write u = u(s, t);
(b) u > 0 for s > t;
(c) u(s, t) = −u(t, s).
Moreover, |u| ≤ 1 in Rn and for every R > 2,
ECR(v) ≤ CR2m−1 logR,
where v is the harmonic extension of u in R2m+1+ and C is a constant depending
only on m and ||f ||C1([−1,1]).
Remark 3.0.9. Observe that the saddle solution of the theorem satisfies the same
optimal energy estimate as global minimizers do, that is, CRn−1 logR = CR2m−1 logR,
even that in low dimensions it is known that saddle solutions are not global mini-
mizers. Indeed saddle solutions are not stable in dimension 2 (by a result of Cabre´
and Sola`-Morales [10]) and in dimensions 4 and 6 (by Theorem 2.1.10 in chapter
2). As we will explain in the last section, saddle solutions are minimizers under
perturbations vanishing on the Simons cone, and this will be enough to prove that
they satisfy the sharp energy estimate.
The chapter is organized as follows:
• In section 2 we prove the energy estimate for layer solutions of Allen-Cahn
type equations, using a simple argument found by Ambrosio and Cabre´ [3].
• In section 3 we give the proof of the extension theorem and of the key The-
orem 3.0.7.
• In section 4 we prove energy estimate (3.0.7) for global minimizers and for
every nonlinearity f , that is, Theorem 3.0.3.
• In section 5 we establish energy estimates for monotone solutions in R3,
Theorem 3.0.4.
• In section 6 we prove the 1-D symmetry result, that is, Theorem 3.0.5.
• In section 7 we prove the energy estimate for saddle solutions, Theorem 3.0.8.
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3.1 Energy estimate for monotone solutions of
Allen-Cahn type equations
In this section we consider potentials G which satisfy hypothesis (3.0.18), i.e.,
G ≥ 0 = G(±1) in R and G > 0 in (−1, 1). In the sequel we consider the energy
ECR defined by
ECR(v) =
∫
CR
1
2
|∇v|2dxdλ+
∫
BR
G(v)dx.
In general, it can be defined up to an additive constant c in the potential G(v)− c,
but in this case, by the assumption (3.0.18) on G, we take c = 0.
Theorem 3.1.1. Let f be a C1,β function, for some 0 < β < 1, satisfying (3.0.18),
where G′ = −f . Let u be a bounded solution of problem (3.0.1) in Rn, with |u| < 1
in Rn, and let v be the harmonic extension of u in Rn+1+ . Assume that
uxn > 0 in Rn (3.1.1)
and
lim
xn→+∞
u(x′, xn) = 1 for all x′ ∈ Rn−1. (3.1.2)
Then, for every R > 2,∫
CR
1
2
|∇v|2dxdλ ≤ ECR(v) ≤ CRn−1 logR,
for some constant C depending only on n and ||f ||C1([−1,1]).
Remark 3.1.2. This energy estimate in dimension n = 1 has been proven by Cabre´
and Sola`-Morales [10], using the gradient bound
|∇v(x, λ)| ≤ C
1 + |(x, λ)| for all x ∈ R and λ ≥ 0, (3.1.3)
(see estimate (1.14) of [10]). Indeed, we next see that (3.1.3) leads to∫
CR
|∇v|2dxdλ ≤ C logR
and also ∫ +∞
0
dλ
∫
BR
dx|∇v|2 ≤ C logR. (3.1.4)
That is, for n = 1, the energy estimate holds not only in the cylinder CR, but also
in the infinite cylinder BR × (0,+∞). Let us mention that for the explicit layer
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solutions in section 2.1 of [10], the upper bound (1 + |(x, λ)|)−1 for |∇v| is also a
lower bound for |∇v|, modulo a smaller multiplicative constant. As a consequence,
the two upper bounds logR are also lower bounds for the Dirichlet energy, after
multiplying logR by a smaller constant.
Estimate (3.1.4) holds, indeed:∫ +∞
0
dλ
∫ R
−R
dx|∇v|2 ≤ C
∫ +∞
0
dλ
∫ R
−R
dx
1
1 + x2 + λ2
≤ C
∫ R
−R
dx
∫ +∞
0
dλ
1
(1 + x)2
· 1
1 +
(
λ
1+x
)2
≤ C
∫ R
−R
[
1
1 + x
arctan
λ
1 + x
]λ=+∞
λ=0
dx
≤ C
∫ R
−R
pi
2
1
1 + x
dx ≤ C logR.
In higher dimensions, an analog of (3.1.3) is not available and therefore we need
another method to prove Theorem 3.1.1.
Proof of Theorem 3.1.1. We follow an argument found by Ambrosio and Cabre´ [3]
to prove the energy estimate for layer solutions of the analog problem −∆u = f(u)
in Rn. It is based on sliding the function v, which is the harmonic extension of the
solution u, in the direction xn.
Consider the function
vt(x, λ) := v(x′, xn + t, λ)
defined for (x, λ) = (x′, xn, λ) ∈ Rn × [0,+∞), where t ∈ R. For each t we have{
∆vt = 0 in Rn+1+ ,
−∂λvt = f(vt) on Rn = ∂Rn+1+ .
(3.1.5)
Moreover, as stated in (3.0.16), the following bounds hold:
|vt| ≤ 1 and |∇vt| ≤ C
1 + λ
. (3.1.6)
Throughout the proof, C will denote different positive constants depending only
on n and ||f ||C1([−1,1]).
A simple compactness argument implies that
lim
t→+∞
{|vt − 1|+ |∇vt|} = 0 (3.1.7)
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uniformly in compact sets of Rn+1+ . Indeed, arguing by contradiction, assume that
there exist R > 0, ε > 0, and a sequence tm →∞ such that
||vtm − 1||L∞(CR) + ||∇vtm||L∞(CR) ≥ ε (3.1.8)
for every m, where CR = BR × (0, R). Since vtm are all solutions of (3.0.3) in
all the halfspace, the regularity results in [10] give C2loc(R
n+1
+ ) estimates for v
tm
uniform in m. Thus, there exists a subsequence that converges in C2loc(R
n+1
+ ) to a
bounded harmonic function v∞. By hypothesis (3.1.2) v∞ ≡ 1 on ∂Rn+1+ , and thus
by the maximum principle, v∞ ≡ 1 in all of Rn+1+ . This contradicts (3.1.8), by C1
convergence in compact sets of vtm towards v∞ ≡ 1.
Denoting the derivative of vt(x, λ) with respect to t by ∂tv
t(x, λ), we have
∂tv
t(x, λ) = vxn(x
′, xn + t, λ) > 0 for all x ∈ Rn, λ ≥ 0.
Note that vxn > 0, since it is the harmonic extension of the bounded function
uxn > 0. We consider the energy of v
t in the cylinder CR = BR × (0, R),
ECR(vt) =
∫
CR
1
2
|∇vt|2dxdλ+
∫
BR
G(vt)dx.
Note that, by (3.1.7), we have
lim
t→+∞
ECR(vt) = 0. (3.1.9)
Next, we bound the derivative of ECR(vt) with respect to t. We use that vt is a
solution of problem (3.0.3), the bound (3.1.6) for |vt| and |∇vt|, and the crucial fact
that ∂tv
t > 0. Let ν denote the exterior normal to the lateral boundary ∂BR×(0, R)
of the cylinder CR. We have
∂tECR(vt) =
∫ R
0
dλ
∫
BR
dx∇vt · ∇(∂tvt) +
∫
BR
G′(vt)∂tvtdx
=
∫ R
0
dλ
∫
∂BR
dσ
∂vt
∂ν
∂tv
t(x, λ) +
∫
BR×{λ=R}
∂vt
∂λ
∂tv
t(x,R)dx
≥ −C
∫ R
0
dλ
1 + λ
∫
∂BR
dσ∂tv
t − C
R
∫
BR×{λ=R}
∂tv
t(x,R)dx.
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Hence, for every T > 0, we have
ECR(v) = ECR(vT )−
∫ T
0
∂tECR(vt)dt
≤ ECR(vT ) + C
∫ T
0
dt
∫ R
0
dλ
1 + λ
∫
∂BR
dσ∂tv
t
+
C
R
∫ T
0
dt
∫
BR×{λ=R}
dx∂tv
t(x,R)
= ECR(vT ) + C
∫ R
0
dλ
1 + λ
∫
∂BR
dσ
∫ T
0
dt∂tv
t
+
C
R
∫
BR×{λ=R}
dx
∫ T
0
dt∂tv
t(x,R)
= ECR(vT ) + C
∫ R
0
dλ
1 + λ
∫
∂BR
dσ(vT − v0)
+
C
R
∫
BR×{λ=R}
dx(vT − v0)
≤ ECR(vT ) + CRn−1 logR + CRn−1.
Letting T → +∞ and using (3.1.9), we obtain the desired estimate.
3.2 H1/2 estimate
In this section we recall some definitions and properties about the spaces H1/2(Rn)
and H1/2(∂Ω), where Ω is a bounded subset of Rn+1 with Lipschitz boundary ∂Ω
(see [27]).
H1/2(Rn) is the space of functions u ∈ L2(Rn) such that∫
Rn
∫
Rn
|u(x)− u(x)|2
|x− x|n+1 dxdx < +∞,
equipped with the norm
||u||H1/2(Rn) =
(
||u||2L2(Rn) +
∫
Rn
∫
Rn
|u(x)− u(x)|2
|x− x|n+1 dxdx
) 1
2
.
Let now Ω be a bounded subset of Rn+1 with Lipschitz boundary ∂Ω. To define
H1/2(∂Ω), consider an atlas {(Oj, ϕj); j = 1, ...,m} where {Oj} is a family of open
bounded sets in Rn+1 such that {Oj ∩ ∂Ω; j = 1, ...,m} cover ∂Ω. The functions
ϕj are Lipschitz diffeomorphisms such that
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• ϕj : Oj → U := {(y, µ) ∈ Rn+1 : |y| < 1, −1 < µ < 1},
• ϕj : Oj ∩ Ω→ U+ := {(y, µ) ∈ Rn+1 : |y| < 1, 0 < µ < 1},
• ϕj : Oj ∩ ∂Ω→ {(y, µ) ∈ Rn+1 : |y| < 1, µ = 0},
• in Oi ∩Oj 6= ∅ the compatibility conditions hold.
Let {αj} be a partition of unity on ∂Ω such that αj ∈ C∞c (Oj),
∑m
j=1 αj = 1 in
Oj ∩∂Ω. If u is a function on ∂Ω decompose u =
∑m
j=1 uαj and define the function
(uαj) ◦ ϕ−1j (y, 0) := (uαj)(ϕ−1j (y, 0)), for every (y, 0) ∈ U ∩ {µ = 0}.
Since αj has compact support in Oj, the function (uαj) ◦ ϕ−1j (·, 0) has compact
support in U ∩ {µ = 0} and therefore we may consider ((uαj)ϕ−1j )(·, 0) to be
defined in Rn extending it by zero out of U ∩ {µ = 0}. Now we define
H1/2(∂Ω) := {u : (uαj) ◦ ϕ−1j (·, 0) ∈ H1/2(Rn), j = 1, ...,m}
equipped with the norm(
m∑
j=1
||(uαj) ◦ ϕ−1j (·, 0)||2H1/2(Rn)
) 1
2
.
All these norms are independent of the choice of the system of local maps {Oj, ϕj}
and of the partition of unity {αj}, and are all equivalent to
||u||H1/2(∂Ω) :=
(
||u||2L2(∂Ω) +
∫
∂Ω
∫
∂Ω
|u(z)− u(z)|2
|z − z|n+1 dσzdσz
) 1
2
.
We recall now the classical extension result that we will use in the proof of
Theorem 3.0.3.
Proposition 3.2.1. Let Ω = Rn+1+ or Ω be a bounded subset of Rn+1 with Lipschitz
boundary ∂Ω, and let w belong to H1/2(∂Ω).
Then, there exists a Lipschitz extension w˜ of w in Ω such that∫
Ω
|∇w˜|2 ≤ C||w||2H1/2(∂Ω), (3.2.1)
where C is a constant depending only on Ω.
For the sake of completeness (and since the proof will be important in Chapter
4) we give the proof of this proposition.
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Proof of Proposition 3.2.1. Case 1: Ω = Rn+1+ . Let ζ be a function belonging to
H1/2(Rn). We prove that there exists a Lipschitz extension ζ˜ of ζ in Rn+1+ such
that ∫
Rn+1+
|∇ζ˜|2dxdλ ≤ C
∫
Rn
∫
Rn
|ζ(x)− ζ(x)|2
|x− x|n+1 dxdx. (3.2.2)
Let K(x) be a nonnegative C∞ function defined on Rn with compact support
in B1 and such that
∫
Rn K(x)dx = 1. Define K˜(x, λ) on R
n+1
+ by
K˜(x, λ) :=
1
λn
K
(x
λ
)
.
Then, since ∫
Rn
K˜(x, λ)dx = 1 for all λ > 0, (3.2.3)
we obtain, differentiating with respect to xi and λ,∫
Rn
∂xiK˜(x, λ)dx = 0 and
∫
Rn
∂λK˜(x, λ)dx = 0 for all λ > 0. (3.2.4)
In addition, for a constant C depending only on n, we have
|∇K˜(x, λ)| ≤ C
λn+1
for all (x, λ) ∈ Rn+1+ .
This holds, since the support of K˜ is contained in {|x| < λ} and, in this set,
|∇xK˜(x, λ)| ≤ C
λn+1
and
|∂λK(x, λ)| =
∣∣∣∣− nλn+1K (xλ)− 1λn∇K (xλ) · xλ2
∣∣∣∣ ≤ Cλn+1 .
Now we define the extension ζ˜ as
ζ˜(x, λ) =
∫
Rn
K˜(x− x, λ)ζ(x)dx,
and we show that this function satisfies (3.2.2). Note also that, by (3.2.3), for every
λ ≥ 0
||ζ˜(·, λ)||L2(Rn) ≤ ||ζ||L2(Rn). (3.2.5)
To show (3.2.2), observe that, by (3.2.4),
∂xi ζ˜(x, λ) =
∫
Rn
∂xiK˜(x− x, λ)ζ(x)dx
=
∫
Rn
∂xiK˜(x− x, λ){ζ(x)− ζ(x)}dx,
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and thus
|∂xi ζ˜(x, λ)| ≤ C
∫
{|x−x|<λ}
|ζ(x)− ζ(x)|
λn+1
dx.
In the same way
|∂λζ˜(x, λ)| ≤ C
∫
{|x−x|<λ}
|ζ(x)− ζ(x)|
λn+1
dx.
Hence, by Cauchy-Schwarz,
|∇ζ˜(x, λ)|2 ≤ C
∫
{|x−x|<λ}
|ζ(x)− ζ(x)|2
λn+2
dx,
and then∫
Rn+1+
|∇ζ˜|2dxdλ ≤ C
∫ +∞
0
dλ
∫
Rn
dx
∫
{|x−x|<λ}
dx
|ζ(x)− ζ(x)|2
λn+2
≤ C
∫
Rn
dx
∫
Rn
dx
∫
{λ>|x−x|}
dλ
|ζ(x)− ζ(x)|2
λn+2
≤ C
∫
Rn
∫
Rn
|ζ(x)− ζ(x)|2
|x− x|n+1 dxdx.
Case 2. Consider now the general case of a function w belonging to H1/2(∂Ω),
where Ω is a bounded subset of Rn+1 with Lipschitz boundary.
Using the partition of unity {αj} introduced in the beginning of this section,
we write w =
∑m
j=1 wαj. Observe that, for every j = 1, ...,m,∫
∂Ω
∫
∂Ω
|(wαj)(z)− (wαj)(z)|2
|z − z|n+1 dσzdσz ≤ C||w||
2
H1/2(∂Ω), (3.2.6)
where all constants C in the proof depend only on Ω.
Indeed,∫
∂Ω
∫
∂Ω
|(wαj)(z)− (wαj)(z)|2
|z − z|n+1 dσzdσz
=
∫
∂Ω
∫
∂Ω
|(wαj)(z)− w(z)αj(z) + w(z)αj(z)− (wαj)(z)|2
|z − z|n+1 dσzdσz
≤ 2
∫
∂Ω
∫
∂Ω
|αj(z)− αj(z)|2|w(z)|2
|z − z|n+1 dσzdσz
+2
∫
∂Ω
∫
∂Ω
|w(z)− w(z)|2|αj(z)|2
|z − z|n+1 dσzdσz. (3.2.7)
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The first integral is bounded by C||w||2L2(∂Ω). Indeed using that αj is Lipschitz, we
get that the first integral is controlled by
C||w||L2(∂Ω)
∫
Oj∩∂Ω
dσz
1
|z − z|n−1 ≤ C||w||L2(∂Ω).
From this, (3.2.6) follows
We flatten the boundary ∂Ω using the local maps ϕj introduced in the beginning
of this section, and consider the functions
ζj(y, 0) := (wαj)(ϕ
−1
j (y, 0)),
which are defined for (y, 0) ∈ U ∩ {µ = 0}. Now ζj(·, 0), extended by 0 outside of
U ∩{µ = 0}, is defined in all of Rn, and we are in the situation of case 1. We make
the extension ζ˜j of ζj as in case 1, and we define
w˜ =
m∑
j=1
αj ζ˜j ◦ ϕj in A = Ω ∩
m⋃
j=1
Oj,
an open set of Ω ∪ ∂Ω containing ∂Ω. Thus, w˜ has compact support in A and,
extending it by 0, w˜ is defined in all Ω ∪ ∂Ω.
Observe that, since ϕj is a bilipschitz map and αj ∈ C∞c (Oj) for every j =
1, ...,m, we have
|∇w˜| ≤ C
m∑
j=1
{
|∇αj||ζ˜j ◦ ϕj|+ |αj||(∇ζ˜j) ◦ ϕj|
}
,
and thus ∫
Ω
|∇w˜|2 ≤ C
m∑
j=1
{
||ζ˜j||2L2(B1×(0,1)) +
∫
Rn+1+
|∇ζ˜j|2
}
.
By (3.2.5) and (3.2.2) of case 1, we have for every j = 1, ...m,
||ζ˜j||2L2(B1×(0,1)) +
∫
Rn+1+
|∇ζ˜j|2 ≤ C
{
||ζj||2L2(B1) +
∫
Rn
∫
Rn
|ζj(y)− ζj(y)|2
|y − y|n+1 dydy
}
≤ C
{
||w||2L2(Ω) +
∫
Rn
∫
Rn
|ζj(y)− ζj(y)|2
|y − y|n+1 dydy
}
.
Finally, using that ϕj is a bilipschitz map for every j = 1, ...,m, the definition of
3.2. H1/2 estimate 83
ζj and (3.2.6), we get∫
Rn
∫
Rn
|ζj(y)− ζj(y)|2
|y − y|n+1 dydy
=
∫
B1
∫
B1
|(wαj)(ϕ−1j (y, 0))− (wαj)(ϕ−1j (y, 0))|
|y − y|n+1 dydy
≤
∫
Oj∩∂Ω
∫
Oj∩∂Ω
|(wαj)(z)− (wαj)(z)|
|ϕj(z)− ϕj(z)|n+1 dσzdσz
≤ C
∫
Oj∩∂Ω
∫
Oj∩∂Ω
|(wαj)(z)− (wαj)(z)|
|z − z|n+1 dσzdσz ≤ C||w||
2
H1/2(∂Ω).
Remark 3.2.2. Let w be the harmonic extension of w in Ω. Since w is the extension
with minimal L2(Ω)-norm of ∇w, then we have that∫
Ω
|∇w|2dxdλ ≤
∫
Ω
|∇w˜|2dxdλ ≤ C||w||H1/2(∂Ω).
We give now the proof of the crucial Theorem 3.0.7.
Proof of Theorem 3.0.7. The proof consists of two steps.
Step 1. Suppose that
A = Q1 = {x ∈ Rn : |xi| < 1 for all i = 1, ..., n}
is a cube in Rn, and that
Γ = {xn = 0} ∩Q1,
where x = (x′, xn) ∈ Rn−1 × R. We may assume c0 = 1 by replacing w by w/c0.
By hypothesis we have that |w| ≤ 1 in A and that{
|Dw(x)| ≤ 1/ε for a.e. x ∈ Q1 with |xn| < ε
|Dw(x)| ≤ 1/|xn| for a.e. x ∈ Q1 with |xn| > ε.
(3.2.8)
We need to estimate the H1/2-norm of w in Q1, given by
||w||2H1/2(Q1) = ||w||2L2(Q1) +
∫
Q1
∫
Q1
|w(x)− w(x)|2
|x− x|n+1 dxdx.
All constants C in step 1 depend only on n and differ from line to line. In this
step, we take 0 < ε ≤ 1/2.
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First observe that ||w||2L2(Q1) ≤ 2n. Let x ∈ Q+1 = {x ∈ Q1 : xn > 0} and let
Rx be a radius depending on the point x, defined by
Rx =
{
ε if 0 < xn < ε
xn/2 if ε < xn < 1.
To bound ||w||H1/2(Q1), we consider the two cases x ∈ BRx(x) and x /∈ BRx(x), as
follows:∫
Q+1
dx
∫
Q1
dx
|w(x)− w(x)|2
|x− x|n+1 =
=
∫
Q+1
dx
∫
Q1∩BRx (x)
dx
|w(x)− w(x)|2
|x− x|n+1 +
∫
Q+1
dx
∫
Q1\BRx (x)
dx
|w(x)− w(x)|2
|x− x|n+1
:= I1 + I2.
We use |w| ≤ 1 to bound I2, and the gradient estimate (3.2.8) for w to bound
I1. In both cases we use spherical coordinates, centered at x, calling r = |x − x|
the radial coordinate. We have
I2 ≤
∫
Q+1
dx
∫
Q1\BRx (x)
dx
4
|x− x|n+1 ≤ C
∫
Q+1
dx
∫ 2√n
Rx
dr
1
r2
≤ C
∫
Q+1
1
Rx
dx = C
(∫ ε
0
1
ε
dxn +
∫ 1
ε
2
xn
dxn
)
≤ C| log ε|.
Next, we bound I1. We have
I1 =
∫
Q+1
dx
∫
Q1∩BRx (x)
dx
|w(x)− w(x)|2
|x− x|n+1 =
∫
Q+1
dx
∫
Q1∩BRx (x)
dx
|Dw(y(x, x))|2
|x− x|n−1 ,
where y(x, x) ∈ Q1 ∩BRx(x) is a point of the segment joining x and x.
Now, (3.2.8) reads |Dw(y)| ≤ min{1/ε, 1/|yn|} for a.e. y ∈ Q1. We use the
bound |Dw(y)| ≤ 1/ε when 0 < xn < ε. For ε < xn < 1, since y(x, x) ∈
BRx(x) = Bxn/2(x), we have yn(x, x) ≥ xn−Rx = xn/2, and thus |Dw(y(x, x))| ≤
1/yn(x, x) ≤ 2/xn. Thus, using spherical coordinates centered at x,
I1 ≤ C
∫ ε
0
dxn
∫ ε
0
dr
1
ε2
+ C
∫ 1
ε
dxn
∫ xn/2
0
dr
4
x2n
≤ C + C
∫ 1
ε
1
xn
dxn ≤ C| log ε|.
Finally, for x ∈ Q−1 = {x ∈ Q1 : xn < 0} we proceed in the same way, and thus
we conclude the proof of step 1.
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Step 2. Suppose now the general situation of the theorem: A ⊂ Rn is a bounded
Lipschitz domain, or A = ∂Ω, where Ω is an open bounded subset of Rn+1 with
Lipschitz boundary. Recall that Γ ⊂ A is the boundary (relative to A) of a Lipschitz
open (relative to A) subset M of A. From now on, we denote by Br(p), the ball
in Rn or in Rn+1 indifferently, since we are considering together the cases A ⊂ Rn
and A = ∂Ω with Ω ⊂ Rn+1. We define a finite open covering of A in the following
way.
First, for every p ∈ Γ, we choose a radius rp, for which there exists a bilipschitz
diffeomorphism ϕp : Brp(p) ∩ A → Q1, (where Q1 is the unit cube of Rn), such
that ϕ(Brp(p) ∩ Γ) = {x ∈ Q1 : xn = 0}.
Let Γ be the closure of Γ in Rn or Rn+1. Only in the case A ⊂ Rn, it may happen
that Γ ⊂ Γ. In such case, for p ∈ Γ \ Γ, there exists a radius rp and a bilipschitz
diffeomorphism ϕp : Brp(p)→ (−3, 1)× (−1, 1)n−1 such that ϕp(p) = (−1, 0, ..., 0),
ϕp(Brp(p)∩A) = Q1 = (−1, 1)n and ϕp(Brp(p)∩ Γ) = Q1 ∩ {xn = 0}. Thus, these
last two properties hold for p ∈ Γ \ Γ, as for the points p ∈ Γ treated before.
Since Γ is compact, we can cover it by a finite number m of open balls Brpi/2(pi),
i = 1, ...,m, with half the radius rpi . We set A
(1)
ri/2
:= Brpi/2(pi) ∩ A and A
(1)
ri :=
Brpi (pi)∩A. Observe that the number m of balls and the Lipschitz constant of ϕpi
depend only on A and Γ, as all constants from now on.
Next, consider the compact set K := A \ ⋃mi=1 A(1)ri/2. For every q ∈ K, take a
radius 0 < sq ≤ 23dist(q,Γ), for which there exists a bilipschitz diffeomorphism
ϕq : Bsq ∩ A → Q1. This is possible both if q ∈ A or if q ∈ ∂A. Cover K by
l balls Bsqj /2(qj), j = 1, ..., l, with center qj ∈ K and half of the radius sqj . Set
A
(2)
sj/2
:= Bsqj /2(qj) ∩ A and A
(2)
sj := Bsqj (qj) ∩ A.
Thus, {A(1)ri/2, A
(2)
sj/2
} is a finite open covering ofA. Set ε0 := mini,j{ri/2, sj/2, 1/2}.
If z and z are two points belonging to A, such that |z− z| < ε0, then there exists a
set A
(1)
ri , or A
(2)
sj , such that both z and z belong to A
(1)
ri , or to A
(2)
sj . Hence we have
{(z, z) ∈ A× A : |z − z| < ε0} ⊂
(
m⋃
i=1
A(1)ri × A(1)ri
)
∪
(
l⋃
j=1
A(2)sj × A(2)sj
)
(3.2.9)
. Observe that
dist(y,Γ) ≥ dist(qj,Γ)− |y − qj| ≥ 3
2
sqj − sqj = sj/2 ≥ ε0 for every y ∈ A(2)sj .
(3.2.10)
Let L > 1 be a bound for the Lipschitz constants of all functions ϕp1 , ..., ϕpm , ϕ
−1
p1
, ..., ϕ−1pm .
Now, let w as in the statement of the theorem. Let us first treat the case
0 < ε ≤ 1/(2L). Since∫
A
dσz
∫
{z∈A:|z−z|>ε0}
dσz
|w(z)− w(z)|2
|z − z|n+1 ≤
4c20
εn+10
|A|2 = Cc20,
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we only need to bound the double integral in {z ∈ A}×{z ∈ A : |z− z| < ε0}. By
(3.2.9), it suffices to bound the integrals in each A
(1)
ri ×A(1)ri and in each A(2)sj ×A(2)sj .
Thus, for every i, consider∫
A
(1)
ri
∫
A
(1)
ri
|w(z)− w(z)|2
|z − z|n+1 dσzdσz.
Recall that, by construction, there exists a bilipschitz map ϕpi : A
(1)
ri → Q1 such
that ϕpi(Γ∩A(1)ri ) = {x ∈ Q1 : xn = 0}. Thus, flattening the set A(1)ri using ϕpi , we
are in the situation of step 1. More precisely, since ϕpi is bilipschitz, we have that∫
A
(1)
ri
∫
A
(1)
ri
|w(z)− w(z)|2
|z − z|n+1 dσzdσz ≤ C
∫
Q1
∫
Q1
|wi(z)− wi(z)|2
|z − z|n+1 dzdz,
where we have set wi = w ◦ ϕ−1pi .
Given x ∈ Q1, let y = ϕ−1pi (x) ∈ A(1)ri . Recalling the definition of the Lipschitz
constant L above, we have |xn| ≤ Ldist(y,Γ) and hence
|Dwi(x)| ≤ L|Dw(y)| ≤ Lc0 min
{
1
ε
,
1
dist(y,Γ)
}
≤ Lc0 min
{
1
ε
,
L
|xn|
}
= L2c0 min
{
1
εL
,
1
|xn|
}
.
Thus we can apply the result proved in Step 1, with ε replaced by εL (note that
we have εL ≤ 1/2, as in Step 1), to the function wi/[(1 + L2)c0]. We obtain the
desired bound Cc20| log(εL)| ≤ Cc20| log(ε)|.
Finally, we consider the double integral in A
(2)
sj × A(2)sj , for any j ∈ {1, ..., l}.
Recall that there exists a bilipschitz diffeomorphism ϕqj : A
(2)
sj → Q1. Thus∫
A
(2)
sj
∫
A
(2)
sj
|w(z)− w(z)|2
|z − z|n+1 dσzdσz ≤ C
∫
Q1
∫
Q1
|vj(x)− vj(x)|2
|x− x|n+1 dσxdσx,
where now vj := w ◦ ϕ−1qj . By (3.2.10) and (3.0.14), |Dw(y)| ≤ c0/ε0 a.e. in A(2)sj ,
and |Dvj| ≤ C a.e. in Q1. From this, the last double integral is bounded by
C
∫
Q1
dx
∫
Q1
dx
|x− x|n−1 ≤ C
∫
Q1
dx
∫ 2√n
0
dr ≤ C.
This conclude the proof in case ε ≤ 1/(2L).
Finally, given ε ∈ (0, 1/2) with ε > 1/(2L), since (3.0.14) holds with such
ε, it also holds with ε replaced by 1/(2L). By the previous proof with ε taken
to be 1/(2L), the energy is bounded by C| log 1/(2L)| ≤ C ≤ C| log(ε)| since
ε < 1/2.
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3.3 Energy estimate for global minimizers
In this section we give the proof of Theorem 3.0.3. It is based on a comparison
argument. The proof can be resumed in 3 steps. Let v be a global minimizer of
(3.0.3).
i) construct a comparison function w, harmonic in CR, which takes the same
values as v on ∂+CR = ∂CR ∩ {λ > 0} and thus, by minimality of v,
ECR(v) ≤ ECR(w);
ii) use estimate (3.0.12): ∫
CR
|∇w|2 ≤ C||w||2H1/2(∂CR),
iii) establish, using Theorem 3.0.7 the key estimate
||w||2H1/2(∂CR) ≤ CRn−1 logR.
Proof of Theorem 3.0.3. Let v be a bounded global minimizer of (3.0.3). Let u
be its trace on ∂Rn+1+ . Recall the definition (3.0.6) of the constant cu. Let s ∈
[inf u, supu] be such that G(s) = cu.
Throughout the proof, C denotes positive constants depending only on n,
||f ||C1([inf u,supu]) and ||u||L∞(Rn). As explained in (3.0.16), v satisfies the follow-
ing bounds:
|v| ≤ C and |∇v(x, λ)| ≤ C
1 + λ
for every x ∈ Rn, λ ≥ 0. (3.3.1)
We estimate the energy ECR(v) of v using a comparison argument. We define
a function w = w(x, λ) on CR in the following way. First we define w(x, 0) on the
base of the cylinder to be equal to a smooth function g(x) which is identically
equal to s in BR−1 and g(x) = v(x, 0) for |x| = R. The function g is defined as
follows:
g = sηR + (1− ηR)v, (3.3.2)
where ηR is a smooth function depending only on r = |x| such that η ≡ 1 in BR−1
and η ≡ 0 outside BR. Thus, g satisfies
g ∈ [infu, supu] and |∇g| ≤ C in BR. (3.3.3)
Then we define w(x, λ) as the unique solution of the Dirichlet problem
∆w = 0 in CR
w(x, 0) = g(x) on BR × {λ = 0}
w(x, λ) = v(x, λ) on ∂CR ∩ {λ > 0}.
(3.3.4)
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Since v is a global minimizer of ECR and w = v on ∂CR ∩ {λ > 0}, then∫
CR
1
2
|∇v|2dxdλ+
∫
BR
{G(u)− cu}dx
≤
∫
CR
1
2
|∇w|2dxdλ+
∫
BR
{G(w(x, 0))− cu}dx.
We prove next that∫
CR
1
2
|∇w|2dxdλ+
∫
BR
{G(w(x, 0))− cu}dx ≤ CRn−1 logR.
Observe that the potential energy is bounded by CRn−1. Indeed, by definition
w(x, 0) = s in BR−1, and hence∫
BR
{G(w(x, 0))− cu}dx =
∫
BR\BR−1
{G(g(x))− cu}dx
≤ C|BR \BR−1| ≤ CRn−1.
Thus, we only need to bound the Dirichlet energy. First of all, rescaling, we set
w1(x, λ) = w(Rx,Rλ),
for (x, λ) ∈ C1 = B1 × (0, 1). Set
ε = 1/R.
Observe that ∫
CR
|∇w|2 = CRn−1
∫
C1
|∇w1|2.
Thus, we need to prove that∫
C1
|∇w1|2 ≤ C logR = C| log ε|. (3.3.5)
Since w1 is harmonic in C1, Proposition 3.2.1 gives that∫
C1
|∇w1|2dxdλ ≤ C||w1||H1/2(∂C1).
To control ||w1||H1/2(∂C1), we apply Theorem 3.0.7 to w1|∂C1 in A = ∂C1, taking
Γ = ∂B1 × {λ = 0}.
Since |w1| ≤ C, we only need to check (3.0.14) in ∂C1. In the bottom boundary,
B1 × {0}, this is simple. Indeed w1 ≡ s in B1−ε, and thus we need only to control
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|∇w1(x, 0)| = ε−1|∇g(Rx)| ≤ Cε−1 for |x| > 1− ε, by (3.3.2). Here dist(x, ∂B1) <
ε, and thus (3.0.14) holds here.
Next, to verify (3.0.14) in ∂C1 ∩ {λ > 0} we use that w = v here and that we
know
|∇v(x, λ)| ≤ C
1 + λ
for every (x, λ) ∈ CR,
as stated in (3.0.16). Thus, the tangential derivatives of w1 in ∂C1∩{λ > 0} satisfy
|∇w1(x, λ)| ≤ CR
1 +Rλ
=
C
ε+ λ
≤ C min
{
1
ε
,
1
λ
}
.
Since dist((x, λ),Γ) ≥ λ on ∂C1 ∩ {λ > 0}, w1|∂C1 satisfies the hypothesis of
Theorem 3.0.7. We conclude that (3.3.5) holds.
3.4 Energy estimate for monotone solutions in
R3
The following lemma will play a key role in this section to establish the energy
estimate for monotone solutions in dimension n = 3.
Lemma 3.4.1. Let f be a C1,β function, for some 0 < β < 1, and u a bounded
solution of equation (3.0.1) in R3, such that ux3 > 0. Let v be the harmonic
extension of u in R4+. Set
v(x1, x2, λ) := lim
x3→−∞
v(x, λ) and v(x1, x2, λ) := lim
x3→+∞
v(x, λ).
Then, v and v are solutions of (3.0.3) in R3+, and each of them is either constant
or it depends only on λ and one Euclidian variable in the (x1, x2)−plane. As a
consequence, each u = v(·, 0) and u = v(·, 0) is either constant or 1-D.
Moreover, set m = inf u ≤ m˜ = supu and M˜ = inf u ≤M = supu. Then,G >
G(m˜) = G(m) in (m, m˜), G′(m˜) = G′(m) = 0 and G > G(M˜) = G(M) in
(M˜,M), G′(M˜) = G′(M) = 0.
Proof. The function v(x′, λ) = limx3→+∞ v(x
′, x3, λ) is the harmonic extension of
u. The key point of the proof is to verify that v is a stable solution of problem
(3.0.3) in R3+ and then apply Theorem 1.5 of [10] on 1-D symmetry in R3+.
The fact that v is a solution of problem (3.0.3) in R3+ is easily verified viewing
v as a function of 4 variables, limit as t → +∞ of the solutions vt(x′, x3, λ) =
v(x′, x3 + t, λ). By standard elliptic theory, vt → v uniformly in the C2 sense on
compact sets of R4+.
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Now we prove that v(x′, λ) is a stable solution of problem (3.0.3) in R3+. By
Lemma 4.1 of [10], the stability of v is equivalent to the existence of a positive
function ϕ which satisfies {
∆ϕ = 0 in R3+
−∂ϕ
∂λ
= f ′(v)ϕ on ∂R3+.
(3.4.1)
To check the existence of ϕ > 0 satisfying (3.4.1), we use that vx3 > 0 and that
satisfies the problem {
∆vx3 = 0 in R4+
−∂vx3
∂λ
= f ′(v)vx3 on ∂R4+.
This gives v is stable in R4+, i.e.∫
R4+
|∇ξ|2dxdλ−
∫
R3
f ′(v)ξ2dx ≥ 0, for every ξ ∈ C∞c (R4+).+ (3.4.2)
Next, we claim that∫
R3+
|∇η|2dx′dλ−
∫
R2
f ′(v)η2dx′ ≥ 0, for every η ∈ C∞c (R3+). (3.4.3)
To show this, we take ρ > 0 and ψρ ∈ C∞(R) with 0 ≤ ψρ ≤ 1, 0 ≤ ψ′ρ ≤
2, ψρ = 0 in (−∞, ρ) ∪ (2ρ+ 2,+∞), and ψρ = 1 in (ρ+ 1, 2ρ+ 1), and we apply
(3.4.2) with ξ(x, λ) = η(x′, λ)ψρ(x). We obtain after dividing the expression by
αρ =
∫
ψ2ρ, that∫
R3+
|∇η(x′, λ)|2dx′dλ+
∫
R3+
dx′dλη2(x′, λ)
∫
R
(ψ′ρ)
2(x3)
αρ
dx3
−
∫
R3+
η2(x′, λ)dx′dλ
∫
R
f ′(v(x′, x3, 0))
ψ2ρ
αρ
dx3 ≥ 0
Passing to the limit as ρ→ +∞, and using f ∈ C1 and that v(x′, x3, λ)→ v(x′, λ)
as x3 → +∞ uniformly in compact sets of R4+, we obtain (3.4.3).
Since v(x′, λ) is a stable solution of problem (3.0.3) in R3+, by Theorem 1.5
(point b)) in [10], we deduce that v is constant or v depends only on λ and one
Euclidian variable in the x′-plane. Now note that the function 2(v−M˜)/(M−M˜)−1
is a layer solution for a new nonlinearity. Using Theorem 1.2 a) of [10], which
characterizes the nonlinearities f for which there exists a layer solutions for problem
(3.0.3) in dimension n = 1, and restating the conclusion for v, we get G′(M˜) =
G′(M) = 0 and G > G(M˜) = G(M) in (M˜,M).
In the same way, we prove that the conclusion holds for v and that G′(m˜) =
G′(m) = 0 and G > G(m˜) = G(m) in (m, m˜).
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Remark 3.4.2. We claim that in the case of Allen-Cahn type equations, we could
prove the energy estimate (3.0.9) for monotone solutions in dimension n = 3 using
the same argument as in the proof of Theorem 3.1.1. The only difficulty is that
in this section we do not assume limx3→+∞ v = 1, and then we do not know if
limT→∞ ECR(vT ) = 0 (see (3.1.9) in the proof of Theorem 3.1.1). Using Lemma
3.4.1, we have that u(x1, x2) = limx3→+∞ u(x1, x2, x3) is either a constant or it
depends only on one variable. Then, applying Theorem 1.6 of [10], which gives the
energy bounds for 1-D solutions, we deduce that limT→+∞ ECR(vT ) ≤ CR logR,
and this is enough to carry out the proof of Theorem 3.1.1 in the present setting.
Before giving the proof of Theorem 3.0.4, we need the following proposition. It
is the analog of Theorem 4.4 of [1] and asserts that the monotonicity of a solution
implies its minimality among a suitable family of functions.
Proposition 3.4.3. Let f be any C1,β nonlinearity, with β ∈ (0, 1). Let u be a
bounded solution of (3.0.1) in Rn such that uxn > 0, and let v be its harmonic
extension in Rn+1+ .
Then,∫
CR
1
2
|∇v(x, λ)|2dxdλ +
∫
BR
G(v(x, 0))dx
≤
∫
CR
1
2
|∇w(x, λ)|2dxdλ+
∫
BR
G(w(x, 0))dx,
for every w ∈ C1(Rn+1+ ) such that w = v on ∂+CR = ∂CR∩{λ > 0} and v ≤ w ≤ v
in CR, where v and v are defined by
v(x′, λ) := lim
xn→−∞
v(x′, xn, λ) and v(x′, λ) := lim
xn→+∞
v(x′, xn, λ).
Proof. This property of minimality of monotone solutions among functions w such
that v ≤ w ≤ v follows from the following two results:
i) Uniqueness of solution to the problem
∆w = 0 in CR,
w = v on ∂+CR,
−∂λw = f(w) on ∂0CR,
v ≤ w ≤ v in CR.
(3.4.4)
Thus, the solution must be w ≡ v. This is the analog of Lemma 3.1 of [10],
and below we comment on its proof.
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ii) Existence of an absolute minimizer for ECR in the set
Cv = {w ∈ H1(CR)|w ≡ v on ∂+CR, v ≤ w ≤ v in CR}.
This is the analog of Lemma 2.10 of [10].
The statement of the proposition follows from the fact that by i) and ii), the
monotone solution v, by uniqueness, must agree with the absolute minimizer in
CR.
To prove points i) and ii), we proceed exactly as in [10], with the difference
that here we do not assume limxn→±∞ = ±1. We have only to substitute −1 and
+1, by v and v respectively in the proofs of Lemma 3.1 and Lemma 2.10 in [10].
For this, it is important that v and v are respectively, a strict subsolution and a
strict supersolution of the Dirichlet- Neumann mixed problem (3.4.4). We make a
short comment about these proofs.
i) The proof of uniqueness is based, as in Lemma 3.1 of [10], on sliding the
function v(x, λ) in the direction xn. We set
vt(x1, ..., xn, λ) = v(x1, ..., xn + t, λ) for every (x, λ) ∈ CR.
Since vt → v as t → +∞ uniformly in CR and v < w < v, then w < vt
in CR, for t large enough. We want to prove that w < v
t in CR for every
t > 0. Suppose that s > 0 is the infimum of those t > 0 such that w < vt
in CR. Then by applying maximum principle and Hopf’s lemma we get a
contradiction, since one would have w ≤ vs in CR and w = vs at some point
in CR \ ∂+CR.
ii) To prove the existence of an absolute minimizer for ECR in the convex set
Cv, we proceed exactly as in the proof of Lemma 2.10 of [10], substituting
−1 and +1 by the subsolutions and supersolution v and v, respectively.
We give now the proof of the energy estimate in dimension 3 for monotone
solutions without the limit assumptions.
Proof of Theorem 3.0.4. We follow the proof of Theorem 5.2 of [1]. We need to
prove that the comparison function w, used in the proof of Theorem 3.0.3, satisfies
v ≤ w ≤ v. Then we can apply Proposition 3.4.3 to make the comparison argument
with the function w (as for global minimizers). We recall that w is the solution of
problem (3.3.4); 
∆w = 0 in CR
w(x, 0) = g(x) on BR × {λ = 0}
w(x, λ) = v(x, λ) on ∂CR ∩ {λ > 0},
(3.4.5)
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where g = sηR+(1−ηR)v. Thus, if we prove that sup v ≤ s ≤ inf v, then v ≤ g ≤ v
and hence v and v are respectively, subsolution and supersolutions of (3.4.5). It
follows that v ≤ w ≤ v, as desired.
To show that sup v ≤ s ≤ inf v, let m = inf u = inf u and M = supu = supu,
where u and u are defined in Lemma 3.4.1. Set m˜ = supu and M˜ = inf u, obviously
m˜ and M˜ belong to [m,M ]. By Lemma 3.4.1, u and u are either constant or
monotone 1-D solutions, moreover
G > G(m) = G(m˜) in (m, m˜) (3.4.6)
in case m < m˜ (i.e. u not constant), and
G > G(M) = G(M˜) in (M˜,M) (3.4.7)
in case M˜ < M (i.e. u not constant).
In all four possible cases (that is, each u and u is constant or one-dimensional),
we deduce from (3.4.6) and (3.4.7) that m˜ ≤ M˜ and that there exists s ∈ [m˜, M˜ ]
such that G(s) = cu (recall that cu is the infimum of G in the range of u). We
conclude that
supu = sup v ≤ m˜ ≤ s ≤ M˜ ≤ inf v = inf u.
Hence we can apply Proposition 3.4.3 to make comparison argument with the
function w and obtain the desired energy estimate.
3.5 1-D symmetry in R3
In this section we present the Liouville result due to Moschini [31], that we will
use in the proof of 1-D symmetry in dimension n = 3. Set
F =
{
F : R+ → R+, F is nondecreasing and
∫ +∞
2
1
rF (r)
= +∞
}
.
Note that F includes the function F (r) = log(r).
Proposition 3.5.1. ([31]) Let ϕ ∈ L∞loc(Rn+1+ ) be a positive function. Suppose that
σ ∈ H1loc(Rn+1+ ) satisfies {
−σdiv(ϕ2∇σ) ≤ 0 in Rn+1+
−σ∂λσ ≤ 0 on ∂Rn+1+
(3.5.1)
in the weak sense. Let the following condition hold:
lim sup
R→+∞
1
R2F (R)
∫
CR
(ϕσ)2dx <∞ (3.5.2)
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for some F ∈ F .
Then, σ is constant.
In particular, this statement holds with F (R) = log(R).
Remark 3.5.2. In [31], the author proves the previous result under the assumption
+∞∑
j=0
1
F (2j+1)
= +∞ (3.5.3)
on F . This is equivalent to
∫ +∞
2
(rF (r))−1dr = +∞. Indeed, since the function
F (2j+1) is nondecreasing, we have that
+∞∑
j=3
1
F (2j+1)
≤
∫ +∞
2
ds
F (2s+1)
=
1
log 2
∫ ∞
8
dr
rF (r)
≤
+∞∑
j=2
1
F (2j+1)
.
Thus, (3.5.1) holds if and only if F ∈ F .
Proof of Proposition 3.5.1. We present the proof following that of Theorem 5.1 of
[31], here in CR instead of BR. Set ∂
+CR := ∂CR ∩ {λ > 0}. Since σ satisfies
(3.5.1), we have
div(σϕ2∇σ) ≥ ϕ2|∇σ|2. (3.5.4)
On the other hand∫
∂+CR
σϕ2
∂σ
∂ν
ds ≤
(∫
∂+CR
ϕ2|∇σ|2ds
) 1
2
(∫
∂+CR
(ϕσ)2ds
) 1
2
, (3.5.5)
where ν denotes the outer normal vector on ∂+CR. Now, set, as in [31],
D(R) =
∫
CR
ϕ2|∇σ|2dx.
Integrating (3.5.4) over CR, using that −σ∂λσ ≤ 0 on the bottom boundary ∂CR∩
{λ = 0}, and using (3.5.5), we get
D(R) ≤ D′(R) 12
(∫
∂+CR
(ϕσ)2ds
) 1
2
, (3.5.6)
which is the analog of (5.5) in [31] on ∂+CR instead of ∂BR.
Assume that σ is not constant. Then, there exists R0 > 0 such that D(R) > 0
for every R > R0. Integrating (3.5.6) and using Schwarz inequality, we get that,
for every r2 > r1 > R0,
(r2 − r1)2
(∫
Cr2\Cr1
(ϕσ)2dx
)−1
= (r2 − r1)2
(∫ r2
r1
dr
∫
∂+CR
ds(ϕσ)2
)−1
≤
∫ r2
r1
dr
(∫
∂+CR
ds(ϕσ)2
)−1
≤ 1
D(r1)
− 1
D(r2)
. (3.5.7)
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Next, choose r2 = 2
j+1r∗ and r1 = 2jr∗, for some r∗ > R0, for every j = 0, ..., N−1.
Using (3.5.2), (3.5.7) and summing over j, we find that
1
D(r∗)
≥ C
N−1∑
j=0
1
F (2j+1r∗)
. (3.5.8)
If j0 is such that r∗ ≤ 2j0 , then, by hypothesis on F , F (2j+1r∗) ≤ F (2j+j0+1). Thus,
by (3.5.3), the sum in (3.5.8) diverges as N → ∞ and hence D(r∗) = 0 for every
r∗ > R0, which is a contradiction.
We can give now the proof of the 1-D symmetry result.
Proof of Theorem 3.0.5. Without loss of generality we can suppose e = (0, 0, 1).
We follow the proof of Lemma 4.2 in [10].
First of all observe that both global minimizers and monotone solutions are
stable. Then, in both cases, by Lemma 4.1 in [10], there exists a function ϕ ∈
C1loc(R4+) ∩ C2(R4+) such that ϕ > 0 in R4+ and{
∆ϕ = 0 in R4+
−∂ϕ
∂λ
= f ′(v)ϕ on ∂R4+.
Note that, if u is a monotone solution in the direction x3, then we can choose
ϕ = vx3 , where v is the harmonic extension of u in the half space. For i = 1, 2, 3
fixed, consider the function
σi =
vxi
ϕ
.
We prove that σi is constant in R4+, using the Liouville result of Proposition 3.5.1
and our energy estimate.
Since
ϕ2∇σi = ϕ∇vxi − vxi∇ϕ,
we have that
div(ϕ2∇σi) = 0 in R4+.
Moreover, the normal derivative −∂λσi is zero on ∂R4+. Indeed,
ϕ2∂λσi = ϕvλxi − vxiϕλ = 0
since both vxi and ϕ satisfy the same boundary condition
−∂λvxi − f ′(v)vxi = 0, −∂λϕ− f ′(v)ϕ = 0.
Now, using our energy estimates (3.0.7) or (3.0.9), we have for n = 3,∫
CR
(ϕσi)
2 ≤
∫
CR
|∇v|2 ≤ CR2 logR, for every R > 2.
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Thus, using Proposition 3.5.1, we deduce that σi is constant for every i = 1, 2, 3,
i.e.,
vxi = ciϕ for some constant ci, with i = 1, 2, 3.
We conclude the proof observing that if c1 = c2 = c3 = 0 then v is constant.
Otherwise we have
civxj − cjvxi = 0 for every i 6= j,
and we deduce that v depends only on λ and on the variable parallel to the vector
(c1, c2, c3). Thus, u(x) = v(x, 0) is 1-D.
3.6 Energy estimate for saddle-shaped solutions
In this section we prove that energy estimate (3.0.7) holds also for saddle solutions
(which are known, by Theorem 2.1.10 in chapter 2, not to be global minimizers in
dimensions 2m ≤ 6) of the problem
(−∆)1/2u = f(u) in R2m.
Here, we suppose that f is balanced and bistable, that is f satisfies hypothesis
(3.0.17), (3.0.18), and (3.0.19).
We recall that saddle solutions are even with respect to the coordinate axes
and odd with respect to the Simons cone, which is defined as follows:
C = {x ∈ R2m : x21 + ...+ x2m = x2m+1 + ...+ x22m}.
If we set
s =
√
x21 + · · ·+ x2m and t =
√
x2m+1 + · · ·+ x22m,
then the Simons cone becomes C = {s = t}. We say that a solution u of problem
(3.0.1), is a saddle solution if it satisfies the following properties:
u depends only on the variables s and t. We write u = u(s, t); (3.6.1)
u > 0 for s > t; (3.6.2)
u(s, t) = −u(t, s). (3.6.3)
In chapter 2, we have proven the existence of a saddle solution u = u(x) to
problem (3.0.1), by proving the existence of a solution v = v(x, λ) to problem
(3.0.3) with the following properties:
a) v depends only on the variables s, t and λ. We write v = v(s, t, λ);
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b) v > 0 for s > t;
c) v(s, t, λ) = −v(t, s, λ).
The proof of the existence of such function v is simple and it uses a non-sharp
energy estimates. Next, we sketch the proof.
We use the following notations:
O := {x ∈ R2m : s > t} ⊂ R2m
O˜ := {(x, λ) ∈ R2m+1+ : x ∈ O} ⊂ R2m+1+ .
Note that
∂O = C.
Let BR be the open ball in R2m centered at the origin and of radius R. We will
consider the open bounded sets
OR := O ∩BR = {s > t, |x|2 = s2 + t2 < R2} ⊂ R2m,
O˜R := OR × (0, R), and O˜R,L := OR × (0, L).
Note that
∂OR = (C ∩BR) ∪ (∂BR ∩ O).
Moreover we define the set
H˜10 (O˜R,L) = {v ∈ H1(O˜R,L) : v ≡ 0 on ∂+O˜R,L, v = v(s, t, λ) a.e.}.
Proof of Theorem 3.0.8. The proof of existence of the saddle solution v in R2m+1+
can be resumed in three steps:
Step a) For every R > 0, L > 0 consider the minimizer vR,L of the energy functional
E eOR,L(v) =
∫
eOR,L
1
2
|∇v|2 +
∫
OR
G(v)
among all functions belonging to the space H˜10 (O˜R,L). The existence of such min-
imizer, that may be taken to satisfy |vR,L| ≤ 1 by hypothesis (3.0.18), follows by
lower semicontinuity of the energy functional. The minimizer vR,L is a solution
of the equation (3.0.3) written in the (s, t, λ) variables and we can assume that
vR,L ≥ 0 in O˜R,L.
Step b) Extend vR,L to BR × (0, L) by odd reflection with respect to C × (0, L),
that is, vR,L(s, t, λ) = −vR,L(t, s, λ). Then, vR,L is a solution in BR × (0, L).
Step c) Define v as the limit of the sequence vR,L as R→ +∞, taking L = Rγ →
+∞ with 1/2 ≤ γ < 1. With the aid of a non-sharp energy estimate, verify that
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v 6≡ 0 and, as a consequence, that v is a saddle solution. This step could be carried
out using the sharp energy estimate that we prove next.
Here, it is important to observe that the solution v constructed in this way is
not a global minimizer in R2m+1+ (indeed it is not stable in dimensions 2m = 4, 6
by Theorem 2.1.10), but it is a minimizer in O˜, or in other words, it is a minimizer
under perturbations vanishing on the Simons cone. Next, we use this fact to prove
the energy estimate E eOR(v) ≤ CR2m−1 logR in the set O˜R = OR × (0, R), using a
comparison argument as for global minimizers.
As before, we want to construct a comparison function w in O˜R which agrees
with v on ∂+O˜R and such that
E eOR(w) =
∫
eOR
1
2
|∇w|2 +
∫
OR
G(w) ≤ CR2m−1 logR. (3.6.4)
We define the function w = w(x, λ) = w(s, t, λ) in O˜R in the following way.
First we define w(x, 0) on the base OR of O˜R to be equal to a smooth function
g(x) which is identically equal to 1 in OR−1 ∩{(s− t)/
√
2 > 1} and g(x) = v(x, 0)
on ∂OR. The function g is defined as follows:
g = ηR min
{
1,
s− t√
2
}
+ (1− ηR)v, (3.6.5)
where ηR is a smooth function depending only on r = |x| such that ηR ≡ 1 in
OR−1 and ηR ≡ 0 outside OR. Then we define w(x, λ) as the unique solution of
the Dirichlet problem
∆w = 0 in O˜R
w(x, 0) = g(x) on OR × {λ = 0}
w(x, λ) = v(x, λ) on ∂O˜R ∩ {λ > 0}.
(3.6.6)
Since v is a global minimizer of E eOR and w = v on ∂O˜R ∩ {λ > 0}, then∫
eOR
1
2
|∇v|2dxdλ+
∫
OR
G(u)dx
≤
∫
eOR
1
2
|∇w|2dxdλ+
∫
OR
G(w(x, 0))dx.
We establish now the bound (3.6.4) for the energy E eOR(w) of w.
Observe that the potential energy of w is bounded by CR2m−1, indeed∫
OR
G(w(x, 0))dx ≤ C
∣∣∣∣OR−1 ∩{ s− t√2 < 1
}∣∣∣∣+ C |OR \ OR−1|
≤ C
∫ R−1
0
{(t+
√
2)m − tm}tm−1dt+ CR2m−1 ≤ CR2m−1.
3.6. Energy estimate for saddle-shaped solutions 99
Next, we bound the Dirichlet energy of w. First of all, as in the proof of the
energy estimate for global minimizers, we rescale and set
w1(x, λ) = w(Rx,Rλ) for every (x, λ) ∈ O˜1.
Thus, the Dirichlet energy of w in O˜R, satisfies∫
eOR
1
2
|∇w|2 = CRn−1
∫
eO1
1
2
|∇w1|2.
Setting ε = 1/R, we need to prove that∫
eO1
1
2
|∇w1|2 ≤ C| log ε|. (3.6.7)
Set s = |(x1, ..., xm)| and t = |(xm+1, ..., x2m)|, for every x = (x1, ..., x2m) ∈ O1. We
observe that∫
eO1
1
2
|∇w1|2dxdλ =
= C
∫ 1
0
dλ
∫
{s2+t2<1,s>t≥0}
{
(∂sw1)
2 + (∂tw1)
2 + (∂λw1)
2
}
sm−1tm−1dsdt
≤ C
∫ 1
0
dλ
∫
{s2+t2<1,s>t≥0}
{
(∂sw1)
2 + (∂tw1)
2 + (∂λw1)
2
}
dsdt.
We can see the last integral as an integral in the set
{(s, t, λ) ∈ R3 : s2 + t2 < 1, s > t ≥ 0, 0 < λ < 1} ⊂ R3.
We consider now w2 the even reflection of w1 with respect to {t = 0}. We set{
s = z1
t = |z2|,
and we define w2(z, λ) = w2(z1, z2, λ) =: w1(s, t, λ) in the set
Ω = {(z1, z2, λ) : z21 + z22 < 1, z1 > |z2|, 0 < λ < 1} ⊂ R3.
We have that ∫ 1
0
dλ
∫
{s2+t2<1,s>t>0}
{
(∂sw1)
2 + (∂tw1)
2 + (∂λw1)
2
}
dsdt
≤
∫ 1
0
dλ
∫
{z21+z22<1,z1>|z2|}
|∇w2|2dz1dz2.
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Next we apply Proposition 3.2.1 and Theorem 3.0.7 to the function w2 in Ω.
Observe that Ω is Lipschitz as a subset of R3, but it is not Lipschitz if seen as a
subset of R2m+1. Since w2 is harmonic in Ω, Proposition 3.2.1 gives that∫
Ω
|∇w2|2dz1dz2dλ ≤ C||w2||2H1/2(∂Ω).
To bound the quantity ||w2||H1/2(∂Ω), we apply Theorem 3.0.7 with A = ∂Ω and
Γ =
({
z21 + z
2
2 < 1, z1 = |z2|
}× {λ = 0}) ∪ ({z21 + z22 = 1, z1 > |z2|}× {λ = 0}) .
Since |w2| ≤ 1, we need only to check (3.0.14) in ∂Ω. By the definition of w2, we
have that w2(z, 0) ≡ 1 if dist(z,Γ) < ε and
|∇w2(z1, z2, 0)| = |∇w1(s, t, 0)| = ε−1|∇g(Rx, 0)| ≤ Cε−1 = C min{ε−1, (dist(z,Γ))−1}.
Moreover, as in the proof of Theorem 3.0.3, to verify (3.0.14) in ∂Ω ∩ {λ > 0} we
use that w ≡ v here and the gradient bound (3.0.16) for v. Thus,
|∇w2(z1, z2, λ)| ≤ CR
1 +Rλ
=
C
ε+ λ
≤ C min
{
1
ε
,
1
λ
}
.
Hence, w2 satisfies the hypothesis of Theorem 3.0.7 and we conclude that (3.6.7)
holds.
Chapter 4
Energy estimates for equations
with fractional diffusion
4.1 Introduction and results
In this chapter (which corresponds to [7]) we establish energy estimates for some
solutions of the fractional nonlinear equation
(−∆)su = f(u) in Rn, (4.1.1)
for every 0 < s < 1, where f : R→ R is a C1,β function for some β > max(0, 1−2s).
In Chapter 3, we considered the case s = 1/2 and established sharp energy
estimates for global minimizers in every dimension n, and for monotone solutions
in dimension n = 3. As a consequence, we deduced one-dimensional (or 1-D)
symmetry for these types of solutions in dimension n = 3.
This result about 1-D symmetry is the analog of a conjecture of De Giorgi
for the Allen-Cahn equation −∆u = u − u3 in Rn. More precisely, in 1978 De
Giorgi conjectured that the level sets of every bounded, monotone in one direction
solution of the Allen-Cahn equation must be hyperplanes, at least if n ≤ 8. That
is, such solutions depend only on one Euclidian variable. The conjecture has been
proven to be true in dimension n = 2 by Ghoussoub and Gui [24] and in dimension
n = 3 by Ambrosio and Cabre´ [3]. For 4 ≤ n ≤ 8, if ∂xnu > 0, and assuming the
additional condition
lim
xn→±∞
u(x′, xn) = ±1 for all x′ ∈ Rn−1,
it has been established by Savin [34]. Recently a counterexample to the conjecture
for n ≥ 9 has been announced by Del Pino, Kowalczyk and Wei [22].
When f(u) = u−u3 in our equation (4.1.1), we will call it of Allen-Cahn type.
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In this chapter (see Theorem 4.1.4 below), we establish one-dimensional sym-
metry for global minimizers and for bounded monotone solutions of (4.1.1) in
dimension n = 3, for every 1/2 < s < 1. This is the analog of the conjecture of De
Giorgi for the operator (−∆)s, for 1/2 < s < 1. We recall that in [28] Maria del
Mar Gonzalez prove that an energy functional related to fractional powers s of the
Laplacian for 1/2 < s < 1 Γ-converges to the classical perimeter functional. The
same result for s = 1/2 was proven by Alberti, Bouchitte´, and Seppecher in [2].
Moreover, in [16] Caffarelli and Souganidis prove that scaled threshold dynamics-
type algorithms corresponding to fractional Laplacians converge to moving fronts.
More precisely, when 1/2 ≤ s < 1 the resulting interface moves by weighted mean
curvature, while for 0 < s < 1/2 the normal velocity is nonlocal of fractional-type.
As said before, in dimension n = 3, the same result for s = 1/2 has been
proven in Chapter 3. We recall that for s = 1/2, one-dimensional symmetry for
stable solutions of (4.1.1) in dimension n = 2 has been proved by Cabre´ and
Sola`-Morales [10]. The same result in dimension n = 2 for every fractional power
0 < s < 1 has been established by Cabre´ and Sire [9] and by Sire and Valdinoci
[37].
As in Chapter 3, a crucial ingredient in the proof of 1-D symmetry is a sharp
energy estimate for global minimizers. This is Theorem 4.1.2.
To study the nonlocal problem (4.1.1), we will realize it as a local problem in
Rn+1+ with a nonlinear Neumann condition. More precisely, Caffarelli and Silvestre
[15] proved that u is a solution of problem (4.1.1) in Rn if and only if v, defined
on Rn+1+ = {(x, λ) : x ∈ Rn, λ > 0}, is a solution of the problem{
div(λ1−2s∇v) = 0 in Rn+1+ ,
− limλ→0 λ1−2s∂λv = dn,sf(v)
(4.1.2)
where dn,s > 0 is a positive constant depending only on n and s and v(x, 0) = u(x)
on Rn = ∂Rn+1+ . Later we will study problem (4.1.2) for dn,s = 1. In the sequel we
will call the extension v of u in Rn+1+ satisfying div(λ1−2s∇v) = 0 the s-extension
of u.
Observe that for every 0 < s < 1, we have that −1 < 1− 2s < 1 and thus the
weight λ1−2s which appears in (4.1.2) belongs to the Muckenoupt class A2. As a
consequence the theory developed by Fabes, Kenig and Serapioni [23] applies to
problem (4.1.2) and thus a Poincare´ inequality, a Harnack inequality, and Ho¨lder
regularity hold for solutions of our problem. There are some gradient estimates for
solutions of problem (4.1.2) (see Remark 4.1.9) that will be important in the proof
of our energy estimates.
Problem (4.1.2) associated to the nonlocal equation (4.1.1) allows to introduce
the notions of energy and global minimality for a solution u of problem (4.1.1).
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Consider the cylinder
CR = BR × (0, R) ⊂ Rn+1+ ,
where BR is the ball of radius R centerd at 0 in Rn, and the energy functional
Es,CR(v) =
∫
CR
1
2
λ1−2s|∇v|2dxdλ+
∫
BR
G(v(x, 0))dx, (4.1.3)
where G′ = −f .
Definition 4.1.1. a) We say that a bounded C1(Rn+1+ ) function v is a global
minimizer of (4.1.2) if, for all R > 0,
Es,CR(v) ≤ Es,CR(w),
for every C1(Rn+1+ ) function w such that v ≡ w in Rn+1+ \ CR.
b) We say that a bounded C1 function u in Rn is a global minimizer of (4.1.1)
if its s-extension v is a global minimizer of (4.1.2).
c) We say that a bounded function u is a layer solution for the problem (4.1.1)
if u is monotone increasing in one of the x-variables, say ∂xnu > 0 in Rn, and
lim
xn→±∞
u(x′, xn) = ±1 for every x′ ∈ Rn−1. (4.1.4)
We remind that every layer solution is a global minimizer (see [9]). In this
respect, one uses that the weight λ1−2s does not depend on the horizontal variables
x1, ..., xn, hence problem (4.1.2) is invariant under translations in the directions
x1, ..., xn.
Our main result is the following energy estimate for global minimizers of prob-
lem (4.1.1). Given a bounded function u defined on Rn, set
G(u) =
∫ 1
u
f and
cu = min{G(s) : infRn u ≤ s ≤ supRn u}. (4.1.5)
Theorem 4.1.2. Let f be any C1,β nonlinearity, with β > max{0, 1 − 2s}, and
u : Rn → R be a global minimizer of (4.1.1). Let v be the s-extension of u in Rn+1+ .
Then, for all R > 2,∫
CR
1
2
λ1−2s|∇v|2dxdλ+
∫
BR
{G(u)− cu}dx ≤ CRn−2s if 0 < s < 1/2∫
CR
1
2
λ1−2s|∇v|2dxdλ+
∫
BR
{G(u)− cu}dx ≤ CRn−1 if 1/2 < s < 1,
(4.1.6)
where cu is defined by (4.1.5), and C denotes different positive constants depending
only on n, ||f ||C1, ||u||L∞(Rn) and s.
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Here by ||f ||C1,β we mean ||f ||C1,β([infRn u,supRn u]). As a consequence (4.1.6) also
holds for layer solutions.
Moreover, we will prove that, in dimension n = 3, the energy estimate (4.1.6)
holds also for monotone solutions without the limit assumption (4.1.4). These
solutions are minimizers among a certain class of functions, but they are not, in
general, global minimizers as defined before.
Theorem 4.1.3. Let n = 3, f be any C1,β nonlinearity with β ∈ (0, 1) and u be
a bounded solution of (4.1.1) such that ∂eu > 0 in R3 for some direction e ∈ R3,
|e| = 1. Let v be the s-extension of u in R4+.
Then, for all R > 2,
∫
CR
1
2
λ1−2s|∇v|2dxdλ+
∫
BR
{G(u)− cu}dx ≤ CR3−2s if 0 < s < 1/2∫
CR
1
2
λ1−2s|∇v|2dxdλ+
∫
BR
{G(u)− cu}dx ≤ CR2 if 1/2 < s < 1,
(4.1.7)
where cu is defined by (4.1.5), and C denotes different positive constants depending
only on ||u||L∞(R3), ||f ||C1,β , and s.
In dimension n = 3, for every 1/2 < s < 1, Theorems 4.1.2 and 4.1.3 lead
to the 1-D symmetry of global minimizers and of bounded monotone solutions of
problem (4.1.1). For s = 1/2 this was proved in Chapter 3.
Theorem 4.1.4. Suppose n = 3 and 1/2 ≤ s < 1. Let f be any C1,β nonlinearity
with β > max{0, 1− 2s} and u be either a bounded global minimizer of (4.1.1), or
a bounded solution monotone in some direction e ∈ R3, |e| = 1.
Then, u depends only on one variable, i.e., there exists a ∈ R3 and g : R→ R,
such that u(x) = g(a ·x) for all x ∈ R3. Equivalently, the level sets of u are planes.
Remark 4.1.5. In [14] Caffarelli, Roquejoffre, and Savin develop a regularity the-
ory for nonlocal minimal surfaces. This surfaces can be interpreted as a non-
infinitesimal version of classical minimal surfaces and can be attained by mini-
mizing the Hs-norm of the indicator function when 0 < s < 1/2. A crucial fact
here is that when 0 < s < 1/2 the indicator functions belong to the space Hs
and the extension problem (1.3.2) is a well posed problem for indicator functions.
The authors also prove a sharp energy estimate CRn−2s related to ours in some
sense: our equation is the Allen-Cahn approximation of these nonlocal minimal
surfaces. The flatness of these nonlocal minimal surfaces is an open problem even
in dimension n = 2 (while the 1-D symmetry property of monotone solution of the
semilinear problem is known in dimension n = 2 for every s). Recently, Caffarelli
and Valdinoci [17] have proven that nonlocal minimal cones converge to standard
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minimal surfaces when s tends to 1/2. From this, they obtain that all the nonlocal
minimal cones are flat and all the nonlocal minimal surfaces are smooth when the
dimension n is lower or equal than 7 and s is closed to 1/2.
To prove 1-D symmetry, we use a Liouville type argument, which requires an
appropriate estimate for the Dirichlet energy. By a result of Moschini [31], the
energy estimate ∫
CR
|∇v|2dxdλ ≤ CR2 logR,
allows to use such Liouville type result and deduce 1-D symmetry in R3 for global
minimizers and for solutions monotone in one direction. By Theorems 4.1.2 and
4.1.3, we have that for every 1/2 < s < 1 and for n = 3,∫
CR
1
2
λ1−2s|∇v|2dxdλ ≤ CR2.
If 0 < s < 1/2, our estimates lead to∫
CR
1
2
λ1−2s|∇v|2dxdλ ≤ CR3−2s.
Since 3 − 2s > 2 when 0 < s < 1/2, then we cannot use this Liouville argument.
This is the reason why we can prove 1-D symmetry only for 1/2 ≤ s < 1.
We have two different proofs of our energy estimates (4.1.6).
The first one is very simple but applies only to Allen-Cahn type nonlinearities
(such as f(u) = u−u3) and to monotone solutions satisfying the limit assumption
(4.1.4) or the more general (4.2.3) below. We present this very simple proof in
section 2. It was found by Ambrosio and Cabre´ [3] to prove the optimal energy
estimate for −∆u = u− u3 in Rn.
Our second proof applies in more general situations and will lead to Theorems
4.1.2 and 4.1.3. It is based on controlling a weighted H1(Ω)-norm of a function by
some fractional Sobolev norms on the boundary.
Let us recall now the definition of the Hs(A)-norm of a function, for 0 < s < 1,
where A is either a Lipschitz open set of Rn, or A = ∂Ω and Ω is a bounded
Lipschitz open set of Rn+1. It is given by
||w||2Hs(A) = ||w||2L2(A) +
∫
A
∫
A
|w(z)− w(z)|2
|z − z|n+2s dσzdσz.
In the sequel we will use it for Ω = C1 = B1 × (0, 1) ⊂ Rn+1 and A = ∂C1.
To prove Theorem 4.1.2, we use the following comparison argument. We con-
struct a comparison function w which takes the same values of v on ∂CR∩{λ > 0}
and thus, by minimality of v,
ECR(v) ≤ ECR(w).
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Then, it is enough to estimate the energy of w.
For simplicity consider the case of the Allen-Cahn type equation. We define the
function w(x, λ) in CR in the following way. First we define w(x, 0) on the base of
the cylinder as a smooth function g(x) which is identically equal to 1 in BR−1 and
g(x) = v(x, 0) for |x| = R; then we define w(x, λ) as the unique solution of the
Dirichlet problem 
div(λ1−2s∇w) = 0 in CR
w(x, 0) = g(x) on BR × {λ = 0}
w(x, λ) = v(x, λ) on ∂CR ∩ {λ > 0}.
(4.1.8)
Since by definition w ≡ 1 on BR−1×{0}, then the potential energy is bounded by
CRn−1. Thus it remains to estimate the Dirichlet energy.
To do this we proceed in two steps. First, after rescaling, we apply Theorem
4.1.6 below, to control the Dirichlet norm of w in C1 by some fractional Sobolev
norms of its trace on ∂C1. Then, we use Theorem 4.1.8 below to give an estimate
of these fractional norms.
More precisely, we recall that in the proof of the estimate for the Dirichlet
energy for s = 1/2 a crucial point was an extension theorem which let us to control
the H1(Ω)-norm of a function with the H1/2(∂Ω)-norm of its trace. Here we are
in a more complicated situation, since we need to control a weighted H1(Ω)-norm,
with a weight which degenerates on a subset of ∂Ω.
We consider a bounded subset Ω of Rn+1 with Lipschitz boundary ∂Ω, and M
a Lipschitz subset of ∂Ω. For every z ∈ Ω, we denote dM(z) the distance from the
point z to the set M . Set
a := 1− 2s ∈ (−1, 1).
Here we want to control the H1daM -norm of a function w˜ defined in Ω, with some
weighted fractional Sobolev norm of its trace. Observe that the weight daM vanishes
only on a subset M of the boundary ∂Ω. Later we will consider Ω = C1, A = ∂C1
and M = B1 × {0}. In this case we have dM(x, λ) = λ.
In Theorem 4.1.6 we establish that, given a function w defined on all ∂Ω,
then there exists an extension w˜ of w in Ω, which H1daM -norm is controlled by a
combination of a Hs-norm and a H
1/2
daM
-norm of its trace w. If ω is a weight, we
indicate with Hsω(∂Ω) the weighted Sobolev space of functions f such that∫
∂Ω
ω f 2 <∞ and
∫
∂Ω
∫
∂Ω
ω(z)
|f(z)− f(z)|2
|z − z|n+2s dσzdσz < +∞.
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We fix some notations. Let A be either a Lipschitz domain in Rn or A = ∂Ω
where Ω is a bounded subset of Rn+1 with Lipschitz boundary. Let M ⊂ A be an
open set (relative to A) with Lipschitz boundary (relative to A) Γ = ∂M .
We define the following two sets:
Bs =
{
A× A if 0 < s < 1/2
M ×M if 1/2 < s < 1, (4.1.9)
and
Bw =
{
(A \M)× (A \M) if 0 < s < 1/2
(A \M)× A if 1/2 < s < 1. (4.1.10)
The following is the extension theorem that we will use to prove our energy
estimates.
Theorem 4.1.6. Let Ω be a bounded subset of Rn+1 with Lipschitz boundary ∂Ω
and M a Lipschitz subset of ∂Ω. For z ∈ Rn+1, let dM(z) denote the Euclidean
distance from the point z to the set M . Let w belong to C(∂Ω).
Then, there exists an extension w˜ of w in Ω belonging to C1(Ω) ∩ C(Ω), such
that
∫
Ω
dM(z)
1−2s|∇w˜|2dz ≤ C||w||2L2(∂Ω) + C
∫ ∫
Bs
|w(z)− w(z)|2
|z − z|n+2s dσzdσz
+C
∫ ∫
Bw
dM(z)
1−2s |w(z)− w(z)|2
|z − z|n+1 dσzdσz,
(4.1.11)
where Bs and Bw are defined, respectively, in (4.1.9) and (4.1.10) with A = ∂Ω,
and C denotes a positive constant depending on Ω, M and s.
We have used the notations Bs and Bw to indicate, respectively, the set in which
we compute the Hs-norm of w and the set in which we compute the weighted H
1/2
daM
-
norm of w.
Remark 4.1.7. We denote by w the s-extension of w in Ω. Since w is the extension
of w in Ω which minimizes the quantity∫
Ω
dM(z)
1−2s|∇w˜|2,
then inequality (4.1.11) holds, in particular, with w˜ replaced by w.
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In two articles [32, 33], Nekvinda treated some extension and trace problems for
functions belonging to fractional Sobolev spaces, but his results are not applicable
to our situation.
In [33], the author proved an extension theorem for functions belonging to
Hs(M), where M is, as before, a subset of ∂Ω. More precisely he proved that if
w ∈ Hs(M) then there exists an extension w˜ of w in Ω such that∫
Ω
dM(z)
1−2s|∇w˜|2 ≤ C||w||Hs(M).
In [32], he considered the case of a function w defined on ∂Ω \M and established
that there exists an extension w˜ of w in Ω which H1daM -norm is controlled by some
weighted fractional norm of w in ∂Ω \M .
Here we need an extension result to all of Ω for functions w defined in ∂Ω, and
thus we cannot apply the results of Nekvinda.
We conclude giving the key result in the proof of Theorem 4.1.2.
Theorem 4.1.8. Let A be either a Lipschitz domain in Rn or A = ∂Ω where Ω
is a bounded subset of Rn+1 with Lipschitz boundary. Let M ⊂ A be an open set
(relative to A) with Lipschitz boundary (relative o A) Γ = ∂M . Let ε ∈ (0, 1/2).
Let w : A→ R be a Lipschitz function such that for almost every z ∈ A,
|w(z)| ≤ c0 (4.1.12)
and
|Dw(z)| ≤ c0
dΓ(z)
min
{
1,
(
dΓ(z)
ε
)min{1,2s}}
(4.1.13)
where D are all tangential derivatives to A, dΓ(z) is the Euclidean distance from
the point z to the set Γ (either in Rn or in Rn+1), and c0 is a positive constant.
Then,
||w||L2(A) +
∫ ∫
Bs
|w(z)− w(z)|2
|z − z|n+2s dσzdσz +
∫ ∫
Bw
dM(z)
1−2s |w(z)− w(z)|2
|z − z|n+1 dσzdσz
≤
{
Cc20 if 0 < s < 1/2,
Cc20ε
1−2s if 1/2 < s < 1.
(4.1.14)
where C denotes a positive constant depending only on A, M , and s and the sets
Bs and Bw are defined in (4.1.9) and (4.1.10).
Later we will use this result for A = ∂C1, M = B1 × {λ = 0} and Γ =
∂B1 × {λ = 0}. Thus in this case the constant C that appears in (4.1.14) only
depends on the dimension n and the power s.
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Remark 4.1.9. In the proof of Theorem 4.1.8 the following gradient estimates for
every bounded solution v of problem (4.1.2) will be of utmost importance. Let
f ∈ C1,β for some β > max{0, 1 − 2s}, then every bounded solution v of (4.1.2)
satisfies
|∇xv(x, λ)| ≤ C
1 + λ
for every x ∈ Rn and λ ≥ 0
|∂λv(x, λ)| ≤ C
λ
for every x ∈ Rn and λ > 1
|λ1−2s∂λv| ≤ C for every x ∈ Rn and 0 ≤ λ < 1.
(4.1.15)
The bound |∇xv(x, 0)| ≤ C for every x ∈ Rn has been proven by Silvestre (see
Lemmas 2.8 and 2.9 in [36]). Using the maximum principle we can extend this
bound for every λ > 0 and deduce |∇xv(x, λ)| ≤ C for every x ∈ Rn and λ ≥ 0.
The bound |∇v(x, λ)| ≤ C/λ for every x ∈ Rn and λ > 1 follows, after rescaling,
by interior elliptic estimates, since equation (4.1.2) is uniformly elliptic for λ > 1.
Finally, the last bound |λ1−2s∂λv(x, λ)| ≤ C for every x ∈ Rn and 0 ≤ λ < 1 is
established by Cabre´ and Sire in [8], using that the function ω = λ1−2s∂λv satisfies
the dual problem (with Dirichlet boundary condition){
div(λ1−2s∇ω) = 0 in Rn+1+
ω = f on ∂Rn+1+
.
The chapter is organized as follows:
• In section 2 we prove the energy estimate for layer solutions of the Allen-
Cahn type equation, using a simple argument introduced by Ambrosio and
Cabre´ [3].
• In section 3 we give the proof of the extension Theorem 4.1.6 and of the key
Theorem 4.1.8.
• In section 4 we prove energy estimate (4.1.6) for global minimizers and for
every nonlinearity f .
• In section 5 we establish energy estimates for bounded monotone solutions
in R3.
• In section 6 we prove the 1-D symmetry result, that is Theorem 4.1.4.
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4.2 Energy estimate for monotone solutions of
Allen-Cahn type equations
In this section we consider potentials G(u) =
∫ 1
u
f satisfying the following hypoth-
esis:
G ≥ 0 = G(±1) in R and G > 0 in (−1, 1). (4.2.1)
An example is G(u) = 1
4
(1− u2)2. In this case the nonlinearity is given by f(u) =
u− u3.
In the sequel we consider the energy
Es,CR(v) =
∫
CR
1
2
λ1−2s|∇v|2dxdλ+
∫
BR
G(v)dx.
In the following theorem we establish energy estimates for monotone solutions of
(4.1.1) such that limxn→+∞ u(x
′, xn) = 1, in the case in which the potential G
satisfies (4.2.1). Recall that we have defined the cylinder CR = BR× (0, R), where
BR is the ball of radius R in Rn.
Theorem 4.2.1. Let f be a C1,β function, with β > max{0, 1− 2s}. Suppose that
G(u) =
∫ 1
u
f satisfies (4.2.1). Let u be a solution of problem (4.1.1) in Rn, with
|u| < 1, and let v be the s-extension of u in Rn+1+ . Assume that
uxn > 0 in Rn (4.2.2)
and
lim
xn→+∞
u(x′, xn) = 1 for all x′ ∈ Rn−1. (4.2.3)
Then, for every R > 2,
Es,CR(v) ≤ CRn−2s, if 0 < s < 1/2,
and
Es,CR(v) ≤ CRn−1, if 1/2 < s < 1,
for some constants C depending only on n, ||u||L∞(Rn), ||f ||C1 and s.
Proof. As in Chapter 3, the proof uses an argument found by Ambrosio and
Cabre´ [3] to prove an energy estimate for layer solutions of the analog problem
−∆u = f(u). This method is based on sliding the function v in the direction xn.
Throughout the proof, C will denote different positive constants depending only
on n and ||f ||C1 . Consider the function
vt(x, λ) := v(x′, xn + t, λ)
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defined for (x′, xn, λ) ∈ Rn and t ∈ R. For each t we have{
div(λ1−2s∇vt) = 0 in Rn+1+ ,
−λ1−2s∂λvt = f(vt) on Rn = ∂Rn+1+ .
(4.2.4)
Moreover, here we use the gradient estimates (4.1.15) for the solution v of problem
(4.1.2) (see [8, 36]). We have that for every t |vt| < C and
|∇xvt(x, λ)| ≤ C
1 + λ
for every (x, λ) ∈ Rn+1+ (4.2.5)
|∂λvt(x, λ)| ≤ C
λ
for every x ∈ Rn and λ > 1 (4.2.6)
|λ1−2s∂λvt| ≤ C for every x ∈ Rn and 0 < λ < 1. (4.2.7)
In addition (see [8])
lim
t→+∞
{|vt(x, λ)− 1|+ |∇vt(x, λ)|} = 0 (4.2.8)
for all x ∈ Rn and all λ ≥ 0.
Note that, hypothesis (4.2.2) and the maximum principle imply that vxn > 0
in Rn+1+ . Thus, denoting the derivative of vt(x, λ) with respect to t by ∂tvt(x, λ),
we have
∂tv
t(x, λ) = vxn(x
′, xn + t, λ) > 0 for all x ∈ Rn, λ ≥ 0.
By (4.2.8), we have that
lim
t→+∞
Es,CR(vt) = 0.
Next, we bound the derivative of Es,CR(vt) with respect to t. Recall that we
have set a = 1 − 2s. We use that vt is a solution of problem (4.1.2), the bounds
(4.2.5), (4.2.6), (4.2.7) for vt and the derivatives of vt, and the crucial fact that
∂tv
t > 0. Let ν denote the exterior normal to the lateral boundary ∂BR × (0, R)
of the cylinder CR.
We have
∂tEs,CR(vt) =
∫ R
0
dλ
∫
BR
dxλa∇vt · ∇(∂tvt) +
∫
BR
G′(vt)∂tvtdx
=
∫ R
0
dλ
∫
∂BR
dσλa
∂vt
∂ν
∂tv
t +
∫
BR×{λ=R}
λa
∂vt
∂λ
∂tv
t(x,R)dx
≥ −C
∫ R
0
λa
1 + λ
∫
∂BR
dσ∂tv
t − CR−2s
∫
BR×{λ=R}
dx∂tv
t(x,R).
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Hence, for every T > 0, we have
Es,CR(v) = Es,CR(vT )−
∫ T
0
∂tEs,CR(vt)dt
≤ Es,CR(vT ) + C
∫ T
0
dt
∫ R
0
dλ
λa
1 + λ
∫
∂BR
dσ∂tv
t
+CR−2s
∫ T
0
dt
∫
BR×{λ=R}
dx∂tv
t(x,R)
= Es,CR(vT ) + C
∫
∂BR
dσ
∫ R
0
dλ
λa
1 + λ
∫ T
0
dt∂tv
t(x, λ)
+CR−2s
∫
BR×{λ=R}
dx
∫ T
0
dt∂tv
t(x,R)
= Es,CR(vT ) + C
∫
∂BR
dσ
∫ R
0
dλ
λa
1 + λ
(vT − v0)(x, λ)
+CR−2s
∫
BR×{λ=R}
dx(vT − v0)(x, λ)
≤ Es,CR(vT ) + CRn−1 + CRn−2s.
Letting T → +∞, we obtain the desired estimates. Indeed, if 0 < s < 1/2 then
Es,CR(v) ≤ CRn−2s, and if 1/2 < s < 1 then Es,CR(v) ≤ CRn−1.
4.3 Hs estimate
In this section we recall some definitions and properties of the spaces Hs(Rn) and
Hs(∂Ω), where Ω is a bounded subset of Rn+1 with Lipschitz boundary ∂Ω (see
[27]).
Hs(Rn) is the space of functions u ∈ L2(Rn) such that∫
Rn
∫
Rn
|u(x)− u(x)|2
|x− x|n+2s dxdx < +∞,
equipped with the norm
||u||Hs(Rn) =
(
||u||2L2(Rn) +
∫
Rn
∫
Rn
|u(x)− u(x)|2
|x− x|n+2s dxdx
) 1
2
.
As in section 3 of Chapter 3, using a family of charts and a partition of unity, we
can define the space Hs(∂Ω), where Ω is a bounded subset of Rn+1 with Lipschitz
boundary.
We use the same notations of Chapter 3.
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Consider an atlas {(Oj, ϕj), j = 1, ...,m} where {Oj} is a family of open
bounded sets in Rn+1 such that {Oj ∩ ∂Ω; j = 1, ...,m} cover ∂Ω. The functions
ϕj are the corresponding Lipschitz diffeomorphism such that
• ϕj : Oj → U := {(y, µ) ∈ Rn+1 : |y| < 1, −1 < µ < 1},
• ϕj : Oj ∩ Ω→ U+ := {(y, µ) ∈ Rn+1 : |y| < 1, 0 < µ < 1},
• ϕj : Oj ∩ ∂Ω→ {(y, µ) ∈ Rn+1 : |y| < 1, µ = 0},
• in Oi ∩Oj 6= ∅ the compatibility conditions hold.
Let {αj} be a partition of unity on ∂Ω such that αj ∈ C∞0 (Oj),
∑m
j=1 αj = 1 in
Oj ∩∂Ω. If u is a function on ∂Ω decompose u =
∑m
j=1 uαj and define the function
(uαj) ◦ ϕ−1j (y, 0) := (uαj)(ϕ−1j (y, 0)), for every (y, 0) ∈ U ∩ {µ = 0}.
Since αj has compact support in Oj, the function (uαj)◦ϕ−1j (·, 0) has compact
support in U ∩ {µ = 0} and therefore we may consider ((uαj) ◦ ϕ−1j )(·, 0) to be
defined in Rn extending it by zero out of U ∩ {µ = 0}. Now we define
Hs(∂Ω) := {u|(uαj) ◦ ϕ−1j (·, 0) ∈ Hs(Rn), j = 1, ...,m}
equipped with the norm(
m∑
j=1
||(uαj) ◦ ϕ−1j (·, 0)||2Hs(Rn)
) 1
2
.
All these norms are independent of the choice of the system of local maps {Oj, ϕj}
and of the partition of unity {αj}, and are all equivalent to
||u||Hs(∂Ω) :=
(
||u||2L2(∂Ω) +
∫
∂Ω
∫
∂Ω
|u(z)− u(z)|2
|z − z|n+2s dσzdσz
) 1
2
.
We can give now the proof of Theorem 4.1.6.
Proof of Theorem 4.1.6. Case 1: Ω = Rn+1+ .
We first consider the case of a half space Ω = Rn+1+ and M = {(x′, xn) ∈ Rn :
xn < 0}. Let ζ be a bounded function belonging to C(Rn). Following the first part
of the proof of Proposition 3.2.1 in Chapter 3, we consider a C∞ function K(x),
defined on Rn with compact support in B1 and such that
∫
Rn K(x)dx = 1. Define
K˜(x, λ) on Rn+1+ in the following way:
K˜(x, λ) :=
1
λn
K
(x
λ
)
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and finally define the extension ζ˜ as
ζ˜(x, λ) =
∫
Rn
K˜(x− x, λ)ζ(x)dx. (4.3.1)
Note that, since
∫
Rn K˜(x, λ)dx = 1, we have
||ζ˜(·, λ)||L2(Rn) ≤ ||ζ||L2(Rn) for every λ ≥ 0, (4.3.2)
and ∫ 1
0
dλλ1−2s
∫
Rn
dx|ζ˜(x, λ)|2 ≤ C||ζ||L2(Rn). (4.3.3)
In chapter 3 a simple calculation leads to the following estimate for the gradient
of ζ˜
|∇ζ˜(x, λ)|2 ≤ C
∫
{|x−x|<λ}
|ζ(x)− ζ(x)|2
λn+2
dx. (4.3.4)
If M = {(x′, xn) ∈ Rn : xn < 0}, then dM(x, λ) = [(xn)2+ +λ2]1/2, where as usually,
(xn)+ = max{xn, 0}.
Consider now, separately, the two cases 0 < s < 1/2 and 1/2 < s < 1.
If 0 < s < 1/2 then a = 1 − 2s > 0 and we have that daM(x, λ) ≤ (xn)a+ + λa.
Using (4.3.4), we get∫
Rn+1+
daM(x, λ)|∇ζ˜(x, λ)|2dxdλ ≤ C
∫
Rn+1+
((xn)
a
+ + λ
a)|∇ζ˜(x, λ)|2dxdλ
≤ C
∫ +∞
0
dλ
∫ ∫
{|x−x|<λ}
dxdx
(xn)
a
+ + λ
a
λn+2
|ζ(x)− ζ(x)|2
≤ C
∫ +∞
0
dλ
∫ ∫
{|x−x|<λ}
dxdx
1
λn+2−a
|ζ(x)− ζ(x)|2
+C
∫ +∞
0
dλ
∫ ∫
{|x−x|<λ}
dxdx
(xn)
a
+
λn+2
|ζ(x)− ζ(x)|2
≤ C
∫
Rn
∫
Rn
dxdx|ζ(x)− ζ(x)|2[λ−n−1+a]|x−x|+∞
+C
∫
Rn
∫
Rn
dxdx (xn)
a
+|ζ(x)− ζ(x)|2[λ−n−1]|x−x|+∞
≤ C
∫
Rn
∫
Rn
|ζ(x)− ζ(x)|2
|x− x|n+2s dxdx
+C
∫
Rn
∫
Rn
(xn)
1−2s
+
|ζ(x)− ζ(x)|2
|x− x|n+1 dxdx.
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Next, we observe that the last integral can be computed only on the set {(x, x) ∈
Rn ×Rn : |x− x| < (xn)+/2}, which is contained in (Rn \M)× (Rn \M). Indeed∫ ∫
{|x−x|≥ (xn)+
2
}
(xn)
1−2s
+
|ζ(x)− ζ(x)|2
|x− x|n+1 dxdx ≤
∫ ∫
{|x−x|≥ (xn)+
2
}
|ζ(x)− ζ(x)|2
|x− x|n+2s dxdx.
Thus, if 0 < s < 1/2, we have∫
Rn+1+
dM(x, λ)
1−2s|∇ζ˜(x, λ)|2dxdλ
≤ C
∫
Rn
∫
Rn
|ζ(x)− ζ(x)|2
|x− x|n+2s dxdx+ C
∫
Rn\M
∫
Rn\M
dM(x)
1−2s |ζ(x)− ζ(x)|2
|x− x|n+1 dxdx.
If 1/2 < s < 1, set
b = −a = 2s− 1 > 0.
In this case we use that dM(x, λ) ≥ max{(xn)+, λ}, which implies daM(x, λ) =
1
dbM (x,λ)
≤ 1
(max{(xn)+,λ})b . In what follows we will use d
a
M(x, λ) ≤ 1/λb if (xn)+ = 0
and daM(x, λ) ≤ 1/(xn)b+ if (xn)+ > 0. We have∫
Rn+1+
daM(x, λ)|∇ζ˜(x, λ)|2dxdλ ≤ (4.3.5)
≤ C
∫ +∞
0
dλ
∫
{(xn)+=0}
∫
{|x−x|<λ}
dxdx
|ζ(x)− ζ(x)|2
λn+2+b
+C
∫ +∞
0
dλ
∫
{(xn)+>0}
∫
{|x−x|<λ}
dxdx
|ζ(x)− ζ(x)|2
(xn)b+λ
n+2
≤ +C
∫
{(xn)+=0}
dx
∫
Rn
dx
|ζ(x)− ζ(x)|2
|x− x|n+2s
+C
∫
{(xn)+>0}
dx
∫
Rn
dx
1
(xn)b+
|ζ(x)− ζ(x)|2
|x− x|n+1
≤ C
∫
{(xn)+=0}
dx
∫
{(xn)+=0}
dx
|ζ(x)− ζ(x)|2
|x− x|n+2s (4.3.6)
+C
∫
{(xn)+>0}
dx
∫
Rn
dx
1
(xn)b+
|ζ(x)− ζ(x)|2
|x− x|n+1 .
Observe that the integral in (4.3.6) is computed only on the set {(x, x) ∈ Rn ×
Rn|(xn)+ = 0, (xn)+ = 0}. Indeed the set L := M × (Rn \ M) = {(x, x) ∈
Rn × Rn|(xn)+ = 0, (xn)+ > 0} ⊆ {(x, x) ∈ Rn × Rn|(xn)+ ≤ |x − x|}. Then if
(x, x) ∈ L
1
|x− x|n+1+b ≤
1
(xn)b+
· 1|x− x|n+1
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and hence we have that∫
{(xn)+=0}
dx
∫
{(xn)+>0}
dx
|ζ(x)− ζ(x)|2
|x− x|n+2s ≤ C
∫
{(xn)+>0}
dx
∫
Rn
dx
1
(xn)b+
|ζ(x)− ζ(x)|2
|x− x|n+1 .
This conclude the proof in the case of the half space.
Case 2: Let Ω ⊂ Rn+1 be a bounded open set with Lipschitz boundary A = ∂Ω,
and let w ∈ C(∂Ω).
Let Γ be the boundary (relative to A) of M and let B˜ri = B˜ri(pi) ∈ Rn+1 be
the ball centered at pi ∈ ∂Ω and of radius ri. We set Ari := B˜ri ∩ ∂Ω. Let Q1
denote the unite cube in Rn.
Since ∂Ω is compact, we can consider a finite open covering of ∂Ω
m⋃
i=1
Ari :=
m⋃
i=1
(B˜ri ∩ ∂Ω)
such that for every i there exists a bilipschitz function ϕi : B˜2ri ∩Ω→ Q1 × (0, 1)
which satisfies
ϕi(A2ri) = Q1 × {0}. (4.3.7)
Moreover we require that
• if Γi = A2ri ∩ Γ 6= ∅, then
ϕi(Γi) = {x ∈ Q1 : xn = 0}; (4.3.8)
ϕi(M ∩ A2ri) = {x ∈ Q1 : xn < 0} = Q−1 ; (4.3.9)
• if Ari ∩ Γ = ∅, then
ri =
1
3
dΓ(pi),
where pi and ri are respectively the center and the radius of the ball B˜ri .
To construct this finite covering of ∂Ω, we first cover Γ with a finite number l
of balls B˜ri centered at pi ∈ Γ and of radius ri such that there exists a bilipschitz
function ϕi : B˜2ri ∩ Ω→ Q1 × (−1, 1), which satisfies (4.3.7), (4.3.8), and (4.3.9).
Then, we consider the compact set
K := ∂Ω \
l⋃
i=1
Ari
and we cover it with a finite number of sets Ari = B˜ri ∩ ∂Ω, where B˜ri are balls
centered at pi ∈ K and of radius ri = 1
3
dΓ(pi).
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Observe that the number m of sets Ari which cover ∂Ω, and the Lipschitz
constant of ϕi, depend only on ∂Ω and Γ.
We consider now a partition of unity {αi}i=1,...,m relative to the covering {B˜ri}i=1,...,m,
where αi ∈ C∞0 (B˜ri) and
∑m
i=1 αi = 1 on Ari .
If w is a function defined on ∂Ω, we write
w =
m∑
i=1
wαi =
m∑
i=1
wi.
Using the bilipschitz map ϕi, we define
ζi(y) := wi(ϕ
−1
i (y, 0)) for every y ∈ Q1.
Then ζi has compact support in Q1 and can be extend by 0 outside Q1 in all Rn.
Next, we consider ζ˜i, the extension of ζ in Rn+1+ defined by the convolution in
(4.3.1), and we define w˜i the extension of wi in B˜ri ∩ Ω as follows:
w˜i(z) = αi(z)ζ˜i(ϕi(z)) for every z ∈ B˜ri ∩ Ω.
Finally, we set
w˜ =
{∑m
i=1 w˜i in
⋃m
i=1(B˜ri ∩ Ω)
0 in Ω \⋃mi=1(B˜ri ∩ Ω)
Observe that, since ϕj is a bilipschitz map and αj ∈ C∞c (Oj) for every j = 1, ...,m,
we have
|∇w˜i| ≤ C
{
|∇αj||ζ˜j ◦ ϕj|+ |αj||(∇ζ˜j) ◦ ϕj|
}
,
and thus∫
eBri∩Ω d
1−2s
M (z)|∇w˜i|2dz ≤ C
∫
eBri∩Ω d
1−2s
M (z)|ζ˜i◦ϕi|2dz+C
∫
Rn+1+
d1−2sM (z)|(∇ζ˜i)◦ϕi|2dz.
Observe that when 0 < s < 1/2, we have d1−2sM ≤ C in Ω, and thus using (4.3.2)
we get∫
eBri∩Ω d
1−2s
M (z)|ζ˜i ◦ ϕi|2dz ≤
∫
eBri∩Ω |ζ˜i ◦ ϕi|
2dz ≤ ||ζ||L2(Rn) ≤ C||w||L2(∂Ω).
On the other hand, when 1/2 < s < 1, we use (4.3.3), to obtain∫
eBri∩Ω d
1−2s
M (z)|ζ˜i◦ϕi|2dz ≤
∫ 1
0
∫
Q1
λ1−2s|ζ˜i(x, λ)|2dxdλ ≤ ||ζ||L2(Rn) ≤ C||w||L2(∂Ω).
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Thus∫
eBri∩Ω d
1−2s
M (z)|∇w˜i|2dz ≤ C||w||L2(∂Ω) +C
∫
Rn+1+
d1−2sM (z)|(∇ζ˜i) ◦ϕi|2dz. (4.3.10)
Claim: (4.1.11) holds with w˜ and w replaced by w˜i and wi, which have compact
support in B˜ri ∩ Ω and Ari respectively.
It is enough to prove the claim. Indeed, note first that∫
Ω
dM(z)
1−2s|∇w˜|2dz ≤ C
m∑
i=1
∫
eBri∩Ω dM(z)
1−2s|∇w˜i|2dz.
Moreover, for every i = 1, ...,m,∫ ∫
Bs
|(wi)(z)− (wi)(z)|2
|z − z|n+2s dσzdσz ≤ C||w||
2
Hs(∂Ω).
since,
∫ ∫
Bs
|(wαi)(z)− (wαi)(z)|2
|z − z|n+2s dσzdσz
=
∫ ∫
Bs
|(wαi)(z)− w(z)αi(z) + w(z)αi(z)− (wαi)(z)|2
|z − z|n+2s dσzdσz
≤ 2
∫ ∫
Bs
|αi(z)− αi(z)|2|w(z)|2
|z − z|n+2s dσzdσz
+2
∫ ∫
Bs
|w(z)− w(z)|2|αi(z)|2
|z − z|n+2s dσzdσz
≤ C||w||2L2(∂Ω) + C
∫ ∫
Bs
|w(z)− w(z)|2
|z − z|n+2s dσzdσz,
where C denotes different positive constants depending on Ω. To get the bound
C||w||2L2(∂Ω) for the first term, we have used that αi is Lipschitz, and spherical
coordinates centered at z.
In the same way, using that
∫
Bw
dM(z)
1−2sdz is bounded, we get∫ ∫
Bw
dM(z)
1−2s |(wi)(z)− (wi)(z)|2
|z − z|n+1 dσzdσz
≤ C||w||2L2(∂Ω) +
∫ ∫
Bw
dM(z)
1−2s |w(z)− w(z)|2
|z − z|n+1 dσzdσz.
Next, we prove the claim.
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Observe that we have three different cases, depending on the relative positions
between the sets Ari and M .
Case a). First, consider the case Γi = A2ri ∩ Γ 6= ∅. By (4.3.10), we have that∫
eBri∩Ω dM(z)
1−2s|∇w˜i|2dz ≤ C||w||L2(∂Ω) + C
∫
Rn+1+
[(xn)+ + λ]
1−2s|∇ζ˜i|2dxdλ.
(4.3.11)
Then, using the result in case 1, applied to ζ˜i, we get∫
eBri∩Ω dM(z)
1−2s|∇w˜i|2dz ≤ C||w||L2(∂Ω) + C
∫
Rn+1+
[(xn)+ + λ]
1−2s|∇ζi|2dxdλ
≤ C||w||L2(∂Ω) + C
∫ ∫
Bs
|ζi(x)− ζi(x)|
|x− x|n+2s dxdx
+
∫ ∫
Bw
(xn)
1−2s
+
|ζi(x)− ζi(x)|
|x− x|n+1 dxdx,
where Bs and Bw are defined as in (4.1.9) and (4.1.10), with A = Rn and M =
{(x′, xn) ∈ Rn : xn < 0}.
Using the bilipschitz map ϕ−1i , we have∫
eBri∩Ω dM(z)
1−2s|∇w˜i|2dz
≤ C||w||L2(∂Ω) + C
∫ ∫
Bs
|w˜i(z)− w˜i(z)|
|z − z|n+2s dσzdσz
+
∫ ∫
Bw
dM(z)
1−2s |w˜i(z)− w˜i(z)|
|z − z|n+1 dσzdσz,
where now, Bs and Bw are defined as in (4.1.9) and (4.1.10), with A = ∂Ω.
Case b). Second, consider the case Ari ⊂ M . In this case, the claim follows
exactly as in case a), with (xn)+ = 0 in (4.3.11).
Case c). Finally, consider the case Ari ⊂ ∂Ω \M .
We recall that, by construction Ari = B˜ri ∩ ∂Ω where B˜ri is the ball centered
at pi ∈ ∂Ω \M and of radius ri = 1
3
dΓ(pi).
Thus, for every z ∈ B˜i ∩ Ω, we have that
2
3
dΓ(pi) ≤ dΓ(z) ≤ 4
3
dΓ(pi).
Then, for every i = 1, ...,m∫
eBri∩Ω dΓ(z)
1−2s|∇w˜i|2dz ≤ CdΓ(pi)1−2s
∫
eBri∩Ω |∇w˜i|
2dz.
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Observe that the integral on the right-hand side, does not contain weights. More-
over, we recall that the extension w˜i is defined as for the case s = 1/2. Thus,
applying the extension result given in chapter 3 for s = 1/2, we get∫
eBri∩Ω dΓ(z)
1−2s|∇w˜i|2dz
≤ C||w||L2(∂Ω) + CdM(pi)1−2s
∫ ∫
Bw
|w˜i(z)− w˜i(z)|
|z − z|n+1 dσzdσz
≤ C||w||L2(∂Ω) + C
∫ ∫
Bw
dM(z)
1−2s |w˜i(z)− w˜i(z)|
|z − z|n+1 dσzdσz.
This conclude the proof of the claim.
We give now the proof of the crucial Theorem 4.1.8.
Proof of Theorem 4.1.8. Step 1: suppose that A = Q1 = {x ∈ Rn : |x| < 1} is the
unit cube in Rn. We may assume c0 = 1 by replacing w by w/c0. Let, as before,
(x′, xn) ∈ Rn. Recall that M = Q−1 = {x ∈ Q1|xn < 0} and Γ = {xn = 0} ∩Q1.
Case 0 < s < 1/2. By hypothesis we have that |w(x)| ≤ 1 and
|∇w(x)| ≤ C
dΓ(x)
=
C
|xn| in all A = R
n, (4.3.12)
|∇w(x)| ≤ C
ε2s
d2s−1Γ (x) =
C
ε2s
|xn|2s−1 in all A = Rn, (4.3.13)
Let Q+1 = {x ∈ Q1|xn > 0}. We prove that I is bounded, where I is given by
I :=
∫
Q1
∫
Q1
|w(x)− w(x)|2
|x− x|n+2s dxdx+
∫
Q+1
∫
Q+1
(xn)
1−2s
+
|w(x)− w(x)|2
|x− x|n+1 dxdx.
Since hypothesis (4.3.12) and (4.3.13) are symmetric in xn and −xn, we have that
I ≤
∫
Q1
∫
Q1
|w(x)− w(x)|2
|x− x|n+2s dxdx+
∫
Q1
∫
Q1
|xn|1−2s |w(x)− w(x)|
2
|x− x|n+1 dxdx.(4.3.14)
Observe that in the set {|x− x| < |xn|/2}
|w(x)− w(x)|2
|x− x|n+2s ≤ C|xn|
1−2s |w(x)− w(x)|2
|x− x|n+1 ,
while the reverse inequality holds in {|x− x| ≥ (xn)+/2}. We deduce that
I ≤ 2
∫
Q1
∫
Q1∩{x:|x−x|>|xn|/2}
|w(x)− w(x)|2
|x− x|n+2s dxdx
+2
∫
Q1
∫
Q1∩{x:|x−x|<|xn|/2}
|xn|1−2s |w(x)− w(x)|
2
|x− x|n+1 dxdx =: I1 + I2.
(4.3.15)
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We bound I1 using the L
∞ estimate for w and spherical coordinates centered
at x, ∫
Q1
∫
{x∈Q1:|x−x|>|xn|/2}
|w(x)− w(x)|2
|x− x|n+2s dxdx ≤ C
∫
Q1
dx
∫ 2√n
|xn|/2
dr
1
r2s+1
≤ C
∫ 1
−1
1
|xn|2sdxn < C, (4.3.16)
where the finiteness of the last integral comes from the fact that, here, 0 < s <
1/2. Next, we consider I2. By (4.3.12) and (4.3.13) we have that |∇w(x)| ≤
C
ε
( |xn|
ε
)2s−1
if 0 < |xn| < ε and |∇w(x)| ≤ C|xn| if |xn| > ε. By symmetry
between xn and −xn we can suppose x ∈ Q+1 . Using the gradient bounds above
for w and spherical coordinates, we get∫
Q1
∫
{x∈Q1:|x−x|<|xn|/2}
|xn|1−2s |w(x)− w(x)|
2
|x− x|n+1 dxdx
≤ C
∫ ε
0
dxnx
1−2s
n
∫ xn/2
0
dr
1
ε2
( |yn|
ε
)2(2s−1)
+ C
∫ 1
ε
dxnx
1−2s
n
∫ xn/2
0
dr
1
y2n
,
where y ∈ B|xn|/2(x) is a point of the segment joining x and x. Since y ∈ B|xn|/2(x),
we have that |yn| ≥ |xn|/2 and thus we deduce that∫
Q1
∫
{x∈Q1:|x−x|<|xn|/2}
|xn|1−2s |w(x)− w(x)|
2
|x− x|n+1 dxdx
≤ C
∫ ε
0
dxnx
1−2s
n
∫ xn/2
0
dr
1
ε2
(xn
ε
)2(2s−1)
+ C
∫ 1
ε
dxnx
1−2s
n
∫ xn/2
0
dr
1
x2n
C
1
ε4s
∫ ε
0
x2sn dxn + C
∫ 1
ε
x−2sn dxn ≤ Cε1−2s ≤ C. (4.3.17)
Using (4.3.15), (4.3.16), and (4.3.17), we conclude that I1 ≤ C.
Consider, now, the case 1/2 < s < 1. We want to prove that
I =
∫
Q−1
∫
Q−1
|w(x)− w(x)|2
|x− x|n+2s dxdx+
∫
Q+1
dx
∫
Q1
dx x1−2sn
|w(x)− w(x)|2
|x− x|n+1 ≤ Cε
1−2s.
We recall that in this case, (4.3.12) and (4.3.13) imply that{
|Dw(x)| ≤ C/ε for every x ∈ Q1 s.t. |xn| < ε
|Dw(x)| ≤ C/|xn| for every x ∈ Q1 s.t. |xn| > ε.
(4.3.18)
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We have that
I ≤
∫
Q1
∫
Q1
|w(x)− w(x)|2
|x− x|n+2s dxdx+
∫
Q1
dx
∫
Q1
dx |xn|1−2s |w(x)− w(x)|
2
|x− x|n+1
≤ 2
∫ ∫
{|x−x|≤|xn|/2}
|w(x)− w(x)|2
|x− x|n+2s dxdx
+2
∫ ∫
{|x−x|≥|xn|/2}
|xn|1−2s |w(x)− w(x)|
2
|x− x|n+1 dxdx
≤ 2
∫ ∫
{|x−x|≤|xn|/2}
|w(x)− w(x)|2
|x− x|n+2s dxdx
+2
∫ ∫
{|xn|/2≤|x−x|≤max{ε/2,|xn|/2}}
|xn|1−2s |w(x)− w(x)|
2
|x− x|n+1 dxdx
+2
∫ ∫
{|x−x|≥max{ε/2,|xn|/2}}
|xn|1−2s |w(x)− w(x)|
2
|x− x|n+1 dxdx = I1 + I2 + I3.
We first bound I1. Using the gradient bound (4.3.18) for w we have
I1 ≤
∫ ∫
{|x−x|≤|xn|/2}
|Dw(y)|2
|x− x|n−2−2sdxdx,
where y ∈ B|xn|/2(x) is a point of the segment joining x and x. Now, the gra-
dient bound (4.3.18) reads |Dw(y)| ≤ min{ε−1, |yn|−1} for a.e. y ∈ Q1. Since
y ∈ B|xn|/2(x), we have |yn| ≥ |xn|/2 and thus |Dw(y)| ≤ min{ε−1, |yn|−1} ≤
min{ε−1, 2|xn|−1}. Using spherical coordinates centered at x, we get
I1 ≤ C
∫
Q1
dx
∫ |xn|/2
0
drr1−2s min
{
1
ε2
,
1
|xn|2
}
≤
∫ 1
−1
dxn min
{
1
ε2
,
1
|xn|2
}
|xn|2−2s
≤ C
∫ ε
0
1
ε2
|xn|2−2sdxn + C
∫ 1
ε
|xn|2−2sdxn ≤ Cε1−2s.
Consider now I2. Here |xn| < ε (if not {|xn|/2 < max{|xn|/2, ε/2}} = ∅). Using
the gradient bound (4.1.13) and spherical coordinates centered at x, we get
I2 ≤ C
∫ ε
0
dxn|xn|1−2s
∫ ε/2
|xn|/2
dr
C
ε2
≤ C
ε
ε2−2s ≤ Cε1−2s.
Finally, using that |w| ≤ C in Q1 and spherical coordinates centered at x, we
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get the following bound for I3:
I3 ≤
∫
Q1
dxn|xn|1−2s
∫ 2√n
max{|xn|/2,ε/2}
dr
C
r2
≤ C
∫ 1
−1
dxn|xn|1−2s min
{
1
|xn| ,
1
ε
}
≤
∫ ε
0
1
ε
|xn|1−2s + C
∫
ε
|xn|−2s ≤ Cε1−2s.
Step 2. Suppose now that A is a Lipschitz subset of Rn or A = ∂Ω, where Ω
is an open bounded subset of Rn+1 with Lipschitz boundary.
We consider the finite open covering {Ari}i=1,...,m = {Bri ∩ A}i=1,...,m, con-
structed in the proof of Theorem 4.1.6 case 2. Here, for sake of simplicity, Bri
denotes both the ball in Rn or Rn+1. We set ε0 = min{ri, 1/2}.
If z and z are two points belonging to A such that |z − z| < ε0, then there
exists a set A2ri = B2ri ∩ A such that both z and z belong to A2ri . Hence
{(z, z) ∈ A× A : |z − z| < ε0} ⊂
m⋃
i=1
A2ri × A2ri .
Let L > 1 be a bound for the Lipschitz constants of all functions ϕ1, ..., ϕm, ϕ
−1
1 , ..., ϕ
−1
m .
Let us first treat the case 0 < ε ≤ 1/(2L).
We write∫ ∫
Bs
|w(z)− w(z)|2
|z − z|n+2s dσzdσz +
∫ ∫
Bw
dM(z)
1−2s |w(z)− w(z)|2
|z − z|n+1 dσzdσz
=
∫ ∫
Bs∩{z:|z−z|<ε0}
|w(z)− w(z)|2
|z − z|n+2s dσzdσz
+
∫ ∫
Bs∩{z:|z−z|>ε0}
|w(z)− w(z)|2
|z − z|n+2s dσzdσz
+
∫ ∫
Bw∩{z:|z−z|<ε0}
dM(z)
1−2s |w(z)− w(z)|2
|z − z|n+1 dσzdσz
+
∫ ∫
Bw∩{z:|z−z|>ε0}
dM(z)
1−2s |w(z)− w(z)|2
|z − z|n+1 dσzdσz.
Since w is bounded and
∫
Bw
dM(z)
1−2sdz < C for every 0 < s < 1, we have that∫ ∫
Bs∩{z:|z−z|>ε0}
|w(z)− w(z)|2
|z − z|n+2s dσzdσz
+
∫ ∫
Bw∩{z:|z−z|>ε0}
dM(z)
1−2s |w(z)− w(z)|2
|z − z|n+1 dσzdσz ≤ C.
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On the other hand, for what said before∫ ∫
Bs∩{z:|z−z|<ε0}
|w(z)− w(z)|2
|z − z|n+2s dσzdσz
+
∫ ∫
Bw∩{z:|z−z|<ε0}
dM(z)
1−2s |w(z)− w(z)|2
|z − z|n+1 dσzdσz
≤
m∑
i=1
∫ ∫
Bs∩(A2ri×A2ri )
|w(z)− w(z)|2
|z − z|n+2s dσzdσz
+
m∑
i=1
∫ ∫
Bw∩(A2ri×A2ri )
dM(z)
1−2s |w(z)− w(z)|2
|z − z|n+1 dσzdσz.
If Ari ∩ Γ 6= ∅ then, by the construction of the open covering {Ari}, there
exists a bilipschitz map ϕi : B2ri → Q1 × (−1, 1) such that ϕi(A2ri) = Q1 and
ϕi(A2ri ∩M) = {x ∈ Q1 : xn < 0}. We use the bilipschitz map ϕi to flatten the
sets Bs ∩ (A2ri × A2ri) and Bw ∩ (A2ri × A2ri), and we set w0 = w ◦ ϕ−1. Given
x ∈ Q1, let y = ϕ−1i (x) ∈ Ari . Recalling the definition of the Lipschitz constant L
above, we have |xn| ≤ LdΓ(y) and hence
|Dw0(x)| ≤ L |Dw(y)| ≤ L c0
dΓ(y)
min
{
1,
(
dΓ(y)
ε
)min{1,2s}}
≤ L2 c0|xn| min
{
1,
( |xn|
Lε
)min{1,2s}}
.
Thus we can apply the result proved in Step 1, with ε replaced by εL (note that we
have εL ≤ 1/2, as in Step 1), to the function w0/[(1 + L2)c0]. Using the Lipschitz
property of ϕ−1, we restate the conclusion for w and we get∫ ∫
Bs∩(A2ri×A2ri )
|w(z)− w(z)|2
|z − z|n+2s dσzdσz
+
∫ ∫
Bw∩(A2ri×A2ri )
dM(z)
1−2s |w(z)− w(z)|2
|z − z|n+1 dσzdσz ≤ C
{
1 if 0 < s < 1/2
ε1−2s if 1/2 < s < 1.
Finally, we consider the case Ari ∩ Γ = ∅. We recall that, in this case ri =
1
3
dM(pi), where ri and pi are respectively the radius and the center of the ball
Bri . Then, for every z ∈ A2ri , we have that dM(z) ≥ ri ≥ ε0. Thus by hypothesis
(4.1.13), we have that |∇w(z)| ≤ 1
ε0
.
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Using this gradient bound and spherical coordinates, we get∫ ∫
Bs∩(A2ri×A2ri )
|w(z)− w(z)|2
|z − z|n+2s dσzdσz
+
∫ ∫
Bw∩(A2ri×A2ri )
dM(z)
1−2s |w(z)− w(z)|2
|z − z|n+1 dσzdσz
≤ C
∫
A2ri
∫ 2ri
0
|∇w|2
r2s−1
+
∫
A2ri
∫ 2ri
0
dM(z)
1−2s|∇w|2 ≤ C.
Summing over i = 1, ...,m, we conclude the proof in case ε ≤ 1/(2L).
Finally given ε ∈ (0, 1/2) with ε > 1/(2L), since (4.1.13) holds with such ε,
it also holds with ε replaced by 1/(2L). By the previous proof with ε taken to be
1/(2L), the energy is bounded by a constant if 0 < s < 1/2 and by C/(2L)1−2s ≤
Cε1−2s if 1/2 < s < 1.
4.4 Energy estimate for global minimizers
In this section we give the proof of Theorem 4.1.2, which is based on a comparison
argument. Let v be a global minimizer of (4.1.2). The proof can be resumed in 3
steps:
i) construct the comparison function w, which takes the same values as v on
∂CR ∩ {λ > 0} and thus, by minimality of v
Es,CR(v) ≤ Es,CR(w);
ii) apply the extension Theorem 4.1.6 in the cylinder of radius R and height R:∫
CR
λ1−2s|∇w˜|2dxdλ ≤ C
∫ ∫
Bs
|w(z)− w(z)|2
|z − z|n+2s dσzdσz (4.4.1)
+ C
∫ ∫
Bw
λ1−2s
|w(z)− w(z)|2
|z − z|n+1 dσzdσz,(4.4.2)
where z ∈ ∂CR, w is the trace of w on ∂CR and Bs and Bw are defined as in
(4.1.9) and (4.1.10), with A = ∂CR and M = ∂BR × {0}.
iii) prove that the quantity in the right-hand side of (4.4.1) is bounded by CRn−2s
if 0 < s < 1/2 and is bounded by CRn−1 if 1/2 < s < 1.
Proof of Theorem 4.1.2. Let v be a bounded global minimizer of (4.1.2). Let u
be its trace on ∂Rn+1+ . Recall the definition (4.1.5) of the constant cu. Let t ∈
[inf u, supu] be such that G(t) = cu.
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Throughout the proof, C will denote positive constants depending only on n,
s, ||f ||C1 and ||u||L∞(Rn). As explained in (4.1.15), v satisfies the following bounds:
|∇xv(x, λ)| ≤ C
1 + λ
for every (x, λ) ∈ Rn+1+ (4.4.3)
|∂λv(x, λ)| ≤ C
λ
for every x ∈ Rn and λ > 1 (4.4.4)
|λ1−2s∂λv| ≤ C for every x ∈ Rn and 0 < λ < 1. (4.4.5)
We estimate the energy Es,CR(v) of v using a comparison argument. We define
a function w = w(x, λ) on CR in the following way. First we define w(x, 0) on the
base of the cylinder to be equal to a smooth function g(x) which is identically
equal to s in BR−1 and g(x) = v(x, 0) for |x| = R. The function g is defined as
follows:
g = sηR + (1− ηR)v, (4.4.6)
where ηR is a smooth function depending only on r = |x| such that ηR ≡ 1 in
BR−1 and ηR ≡ 0 outside BR. Then we define w(x, λ) as the unique solution of the
Dirichlet problem 
div(λ1−2s∇w) = 0 in CR
w(x, 0) = g(x) on BR × {λ = 0}
w(x, λ) = v(x, λ) on ∂CR ∩ {λ > 0}.
(4.4.7)
Since v is a global minimizer of Es,CR and w = v on ∂CR × {λ > 0}, then∫
CR
1
2
λ1−2s|∇v|2dxdλ+
∫
BR
{G(u)− cu}dx
≤
∫
CR
1
2
λ1−2s|∇w|2dxdλ+
∫
BR
{G(w(x, 0))− cu}dx.
We prove now that if 0 < s < 1/2, then∫
CR
1
2
λ1−2s|∇w|2dxdλ+
∫
BR
{G(w(x, 0))− cu}dx ≤ CRn−2s.
While, if 1/2 < s < 1, then∫
CR
1
2
λ1−2s|∇w|2dxdλ+
∫
BR
{G(w(x, 0))− cu}dx ≤ CRn−1.
Observe that, in both cases, the potential energy is bounded by CRn−1, indeed
by definition w(x, 0) = t on BR−1, then
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∫
BR
{G(w(x, 0))− cu}dx =
∫
BR\BR−1
{G(w(x, 0))− cu}dx
≤ C|BR \BR−1| ≤ CRn−1. (4.4.8)
Thus, we need to bound the Dirichlet energy. First of all, rescaling, we set
w1(x, λ) = w(Rx,Rλ),
for (x, λ) ∈ C1 = B1 × (0, 1). Moreover, if we set ε = 1/R then
w1(x, 0) =
{
t for |x| < 1− ε
v(Rx, 0) for |x| = 1.
We observe that∫
CR
λ1−2s|∇w|2dxdλ = CRn−2s
∫
C1
λ1−2s|∇w1|2dxdλ.
Thus, it is enough to prove that
∫
C1
λ1−2s|∇w1|2dxdλ ≤ C if 0 < s < 1/2,∫
C1
λ1−2s|∇w1|2dxdλ ≤ CR2s−1 = Cε1−2s if 1/2 < s < 1.
(4.4.9)
Remind that, by Remark 4.1.7, we have∫
C1
λ1−2s|∇w1|2 ≤ C||w1||L2(∂C1) + C
∫ ∫
Bs
|w1(z)− w1(z)|2
|z − z|n+2s dσzdσz
+ C
∫ ∫
Bw
dM(z)
1−2s |w1(z)− w1(z)|2
|z − z|n+1 dσzdσz,
where Bs and Bw are defined as in (4.1.9) and (4.1.10), with A = ∂C1 and M =
∂B1 × {0}. To bound the two double integral above, we apply Theorem 4.1.8 to
w1|∂C1 inA = ∂C1, taking Γ = ∂B1×{λ = 0}. Since |w1| ≤ C, we only need to check
(4.1.13) in ∂C1. In the bottom boundary, B1 × {0}, this is simple. Indeed w1 ≡ s
in B1−ε, and thus we need only to control |∇w1(x, 0)| = ε−1|∇g(Rx)| ≤ Cε−1 for
|x| > 1− ε, where g is defined in (4.4.6). Here dM(x) < ε, and thus (4.1.13) holds
here.
Next, to verify (4.1.13) in ∂C1 ∩ {λ > 0} we use that w = v here and we know
that v satisfies (4.4.3), (4.4.4), and (4.4.5). Thus the tangential derivatives of w1
in ∂C1 ∩ {λ > 0} satisfies
|∇xw1(x, λ)| ≤ CR
1 +Rλ
=
C
ε+ λ
for every (x, λ) ∈ C1
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|∂λw1(x, λ)| ≤ CR
Rλ
=
C
λ
for every x ∈ B1 and λ > 1/ε
|λ1−2s∂λw1| ≤ CR
R1−2s
=
C
ε2s
for every x ∈ B1 and 0 < λ < 1/ε.
Thus,
|Dw1(x, λ)| ≤ C
λ
min
{
1,
(
λ
ε
)min{1,2s}}
.
Since dΓ((x, λ)) ≥ λ on ∂C1 ∩ {λ > 0}, w1|∂C1 satisfies the hypothesis of Theorem
4.1.8. We conclude that (4.4.9) holds.
Thus w1 : ∂C1 → R, satisfies the hypothesis of Theorem 4.1.8 and then (4.4.9)
follows.
4.5 Energy estimate for monotone solutions in
R3
In section 5 of Chapter 3, we gave two technical lemmas which led to the energy
estimate for monotone solutions (without limit assumption) in dimension n = 3.
Here we give analog results but for every fractional power 0 < s < 1 of the
Laplacian.
The first lemma concerns the stability property of the limit functions
v(x1, x2, λ) := lim
x3→−∞
v(x, λ) and v(x1, x2, λ) := lim
x3→+∞
v(x, λ),
and some properties of the potential G in relation with these functions. The second
proposition establishes that monotone solutions are global minimizers among a
suitable class of functions, and allows us to apply a comparison argument, to
obtain energy estimates.
Lemma 4.5.1. Let f be a C1,β function, for some β > max{0, 1 − 2s}, and u
a bounded solution of equation (4.1.1) in R3, such that ux3 > 0. Let v be the
s-extension of u in R4+.
Set
v(x1, x2, λ) := lim
x3→−∞
v(x, λ) and v(x1, x2, λ) := lim
x3→+∞
v(x, λ).
Then, v and v are solutions of (4.1.2) in R3+, and each of them is either constant
or it depends only on λ and one Euclidian variable in the (x1, x2)−plane. As a
consequence, each u = v(·, 0) and u = v(·, 0) is either constant or 1-D.
Moreover, set m = inf u ≤ m˜ = supu and M˜ = inf u ≤M = supu.
Then, G > G(m˜) = G(m) in (m, m˜), G′(m˜) = G′(m) = 0 and G > G(M˜) =
G(M) in (M˜,M), G′(M˜) = G′(M) = 0.
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Proof. The proof is the same as in the case of the half-Laplacian (see chapter 3).
We do not supply all details and just recall the two main steps:
1. show that the functions v and v are stable solutions of problem (4.1.2) in R3+
and thus their trace in R2 is 1-D;
2. apply Theorem 2.4 of Cabre´ and Sire [8], which characterizes the nonlineari-
ties f for which there exists a layer solutions for problem (4.1.2) in dimension
n = 1.
Proposition 4.5.2. Let f be any C1,β nonlinearity, for some β > max{0, 1−2s}.
Let u be a bounded solution of (4.1.1) in Rn, such that uxn > 0 and let v be the
s-extension of u in Rn+1+ .
Then,∫
CR
1
2
λa|∇v(x, λ)|2dxdλ +
∫
BR
G(v(x, 0))dx
≤
∫
CR
1
2
λa|∇w(x, λ)|2dxdλ+
∫
BR
G(w(x, 0))dx,
for every w ∈ C1(Rn+1+ ) such that w = v on ∂+CR = ∂CR∩{λ > 0} and v ≤ w ≤ v
in CR, where v and v are defined by
v(x′, λ) := lim
xn→−∞
v(x′, xn, λ) and v(x′, λ) := lim
xn→+∞
v(x′, xn, λ).
Proof. As in the case of the half-Laplacian, this property of local minimality of
monotone solutions w such that v ≤ w ≤ v follows from the following two results:
i) uniqueness of the solution v of the problem
div(λa∇w) = 0 in CR,
w = v on ∂+CR,
−λa∂λw = f(w) on ∂0CR,
v ≤ w ≤ v in CR,
; (4.5.1)
Thus, the solution must be w ≡ v. This is the analog of Lemma 3.1 of [10],
and below we comment on its proof.
ii) existence of an absolute minimizer for Es,CR in the set
Cv = {w ∈ H1λa(CR)|w ≡ v on ∂+CR, v ≤ w ≤ v}.
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The statement of the proposition follows from the fact that by i) and ii), the
monotone solution v, by uniqueness, must agree with the absolute minimizer in
CR.
To prove points i) and ii), we proceed exactly as in [9], For this, it is important
that v and v are respectively, a strict subsolution and a strict supersolution of the
Dirichlet- Neumann mixed problem (4.5.1). We make a short comment about these
proofs.
i) The proof of uniqueness is based on sliding the function v(x, λ) in the direc-
tion xn. We set
vt(x1, ..., xn, λ) = v(x1, ..., xn + t, λ) for every (x, λ) ∈ CR.
Since vt → v as t → +∞ uniformly in CR and v < w < v, then w < vt
in CR, for t large enough. We want to prove that w < v
t in CR for every
t > 0. Suppose that s > 0 is the infimum of those t > 0 such that w < vt
in CR. Then by applying maximum principle and Hopf’s lemma we get a
contradiction, since one would have w ≤ vs in CR and w = vs at some point
in CR \ ∂+CR.
ii) To prove the existence of an absolute minimizer for ECR in the convex set
Cv, we proceed exactly as in [9], substituting −1 and +1 by the subsolutions
and supersolution v and v, respectively.
We give now the proof of the energy estimate in dimension 3 for monotone
solutions without the limit assumptions.
Proof of Theorem 4.1.3. We follow the proof of Theorem 5.2 of [1]. We need to
prove that the comparison function w, used in the proof of Theorem 4.1.2, satisfies
v ≤ w ≤ v. Then we can apply Proposition 4.5.2 to make the comparison argument
with the function w (as for global minimizers). We recall that w is the solution of
div(λ1−2s∇w) = 0 in CR
w(x, 0) = g(x) on BR × {λ = 0}
w(x, λ) = v(x, λ) on ∂CR ∩ {λ > 0},
(4.5.2)
where g = sηR+(1−ηR)v. Thus, if we prove that sup v ≤ s ≤ inf v, then v ≤ g ≤ v
and hence v and v are respectively, subsolution and supersolutions of (4.5.2). It
follows that v ≤ w ≤ v, as desired.
To show that sup v ≤ s ≤ inf v, let m = inf u = inf u and M = supu = supu,
where u and u are defined in Lemma 4.5.1. Set m˜ = supu and M˜ = inf u, obviously
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m˜ and M˜ belong to [m,M ]. By Lemma 4.5.1, u and u are either constant or
monotone 1-D solutions, moreover
G > G(m) = G(m˜) in (m, m˜) (4.5.3)
in case m < m˜ (i.e. u not constant), and
G > G(M) = G(M˜) in (M˜,M) (4.5.4)
in case M˜ < M (i.e. u not constant).
In all four possible cases (that is, each u and u is constant or one-dimensional),
we deduce from (4.5.3) and (4.5.4) that m˜ ≤ M˜ and that there exists s ∈ [m˜, M˜ ]
such that G(s) = cu (recall that cu is the infimum of G in the range of u). We
conclude that
supu = sup v ≤ m˜ ≤ s ≤ M˜ ≤ inf v = inf u.
Hence we can apply Proposition 4.5.2 to make comparison argument with the
function w and obtain the desired energy estimate.
4.6 1-D symmetry in R3
To prove Theorem 4.1.4 we follow the argument, used by Ambrosio and Cabre´
[3] in their proof of the conjecture of De Giorgi in dimension n = 3. It relies on a
Liouville type theorem. We recall an adapted version of this result for the fractional
case, given by Cabre´ and Sire (Theorem 4.9 in [8]).
Theorem 4.6.1. Let ϕ ∈ L∞loc(Rn+1+ ) be a positive function and suppose that σ ∈
H1loc(R
n+1
+ ) is a solution of{
div(λaϕ2∇σ) = 0 in Rn+1+
−λa ∂σ
∂λ
= 0 on ∂Rn+1+
(4.6.1)
in the weak sense. Moreover suppose that λa|∇σ|2 ∈ L1loc(Rn+1+ ) and assume that
for every R > 1, ∫
CR
λa(ϕσ)2 ≤ CR2, (4.6.2)
for some constant C independent of R.
Then, σ is constant.
We can now give the proof of our one-dimensional symmetry result.
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Proof of Theorem 4.1.4. Without loss of generality we can suppose e = (0, 0, 1).
We follow the proof of Theorem 1.3 in chapter 3. First of all observe that both
global minimizers and monotone solutions are stable. Thus, in both cases (see [8]),
there exists a function ϕ ∈ C1loc(R4+) ∩ C2(R4+) such that ϕ > 0 in R4+ and{
div(λa∇ϕ) = 0 in Rn+1+
−λa∂λϕ = f ′(v)ϕ on ∂Rn+1+ .
Note that, if u is a monotone solution in the direction x3, then we can choose
ϕ = vx3 , where v is the s-extension of u in the half space. For i = 1, 2, 3 fixed,
consider the function:
σi =
vxi
ϕ
.
We prove that σi is constant in R4+, using the Liouville type Theorem 4.6.1 and
our energy estimate.
We have that
div(λaϕ2∇σi) = 0 in R4+.
Moreover −λa∂λσi is zero on ∂R4+. Indeed
λaϕ2∂λσi = λ
aϕvλxi − λavxiϕλ = 0
since both vxi and ϕ satisfies the same boundary condition
−λa∂vxi
∂λ
− f ′(v)vx1 = 0, −λa
∂ϕ
∂λ
− f ′(v)ϕ = 0.
Using the energy estimate (4.1.6) for n = 3, we have∫
CR
(λ1−2s(ϕσi)2 ≤
∫
CR
λ1−2s|∇v|2 ≤ CR2, for every R > 2 and 1/2 < s < 1.
Thus, using Theorem 4.6.1, we deduce that σi is constant for every i = 1, 2, 3. We
get
vxi = ciϕ for some constant ci, with i = 1, 2, 3.
We conclude the proof observing that if c1 = c2 = c3 = 0 then v is constant.
Otherwise we have
civxj − cjvxi = 0 for every i 6= j,
and we deduce that v depends only on λ and on the variable parallel to the vector
(c1, c2, c3). Thus u(x) = v(x, 0) is 1-D.
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