Abstract. A family {M p } p∈R d of cylindrical measures is constructed on the space of functions ( = trajectories) f : [0, +∞) → R d such that for every t ≥ 0 the formula
represents a solution of the Cauchy problem The integral kernels ("Green's functions") of the corresponding solution operators, which can be approximated (using Trotter's formula) by integrals of finite multiplicity of the expressions explicitly defined by the ingredients of the original equation, are (matrix-valued) transition measures that give cylindrical measures M p similarly to the way Markov transition probabilities give the distribution of a Markov process.
A new method using matrix-valued transition measures is applied in this paper, leading to a stronger result for the Dirac equation than those that follow under assumptions analogous to ours from results in previous papers. In [5] , uniqueness of solutions is not claimed; in [11] and [12] , functional integrals are understood only as generalized integrals; in [13] (and in earlier articles by Ktitarev), the authors proceed under assumptions that are more restrictive when applied to our situation. This method can also be adapted as a generalization, to the case of infinite-dimensional algebras, of values of the coefficients (generally speaking, they depend on the "space" variables) occurring on the right-hand side of the evolution equation; in particular, for the second-order super-differential equations presented in [5] , the results of which do not overlap those described below, and in which, in order to construct a functional Poisson distribution analogous to the measure M 0 , the authors use not finite-dimensional distributions (= Trotter approximations) but the Dyson series analogous to that used in [1] to solve the Schrödinger equation. Our method goes back to the similarity indicated in [14] between the properties of complex [1] to represent solutions of Schrödinger's equation and the properties of probability distributions on function spaces, generated by homogeneous Markov processes. 1 
Statement of the Cauchy problem and terminology
Evolution equations considered as Cauchy problems (special cases of which are the Schrödinger and Dirac equations with potentials of the type described above) are of the form
where the following conditions are satisfied:
1. For every t , the value f t ≡ f (t) of the required "function" 
of an L 2 -valued function of a real argument is defined relative to the norm in the Hilbert space L 2 .
2. B 0 is a bounded operator defined everywhere in L 2 ; in fact, it is the operator
where A 0 is a subalgebra of the algebra A = Matr(s × s, C) of all complex s × s matrices, A 0 contains the identity matrix 1 A and the zero matrix 0 A and is equipped with some Banach norm (for instance the operator norm of the action in the Hermitian space C s ) A 0 a → |a| 0 ∈ R such that |ab| 0 ≤ |a| 0 · |b| 0 ; we assume that V is the Fourier transform of some countably additive measure ν (notation:
is the Fourier transform of ν, and the integral of the complex function with respect to the matrix measure is calculated componentwise; thus, V is continuous and bounded, for instance by the (total) variation [2] 
3.
A 0 is an anti-selfadjoint (skew-Hermitian) differential operator on L 2 with constant coefficients that are elements of A 0 ; in other words, A 0 is a polynomial of the form 1 Another motivation lies in the cadre of ideas of quantum theory, where the measure of the possibility of an event-the amplitude of the probability-is an essentially complex value not reducing to a pair of real numbers (because of the absence of verified experiments measuring the "absolute phase of an amplitude" as the argument of a complex number); the effectiveness of the idea of complex Markov chains [1] required the verification of the applicability of similar constructions to the case of non-commutative values of analogues of complex amplitudes for the probabilities of quantum transitions. In particular, this last consideration has prompted the choice of the term "transition amplitude" for transition measures of Markov type with values that do not commute under multiplication.
i · P (−i∂ 1 , . . . , −i∂ d ) in operators that are selfadjoint on L 2 and commute on the dense subspace consisting of the operators −i∂ k , k = 1, . . . , d; here, in its turn, P is a polynomial in the same operators with coefficients that are Hermitian selfadjoint matrices in A 0 ⊂ A.
In studying questions like this, and in particular the influence of the Fourier inverse image of the potential on the solution, we use the following terminology and associated facts. Definition 1.0.1. Let P be a semiring of sets, (K, +) any commutative semigroup, and m : P → K a map. We call such a map a (P, K)-measure if the finite additivity condition is satisfied: for all natural numbers n and pairwise disjoint sets A 1 , . . . , A n ∈ P such that n j=1 A j is an element of P , we have
We say that a (P, K)-measure is a measure with normed range if (K, +) is the additive group of a normed field or of a normed vector space over a normed field: the norm of an element k ∈ K is denoted by |k| K .
The variation Var m (A) of such a measure m on a set A (not necessarily contained in P ) is defined to be the-possibly infinite-least upper bound of all finite or countable sums |m( 
-measure ν we define the norm of ν to be the total variation ν and note that the vector space of all
The first part is obvious. The proof of countable additivity reduces to a standard fact about non-negative measures; after the measure µ × ν has been extended to the algebra B d ⊕ B d , the inequality is proved by repeating the proof of the equivalent inequality for alternating numerical measures of bounded variation defined on algebras. 
The convolution µ * ν is the image of their product under the Borel map + : [3] ).
since |µ × ν| ≤ |µ| × |ν| by Proposition 1.0.1, it follows that |µ * ν| ≤ |µ| * |ν|.
1.1. Examples.
The Dirac equation for a relativistic electron.
This is the equation
where the unknown function ψ : R × R 3 → C 4 is a function of the variables t ∈ R and
are the real components of the electromagnetic 4-potential, which depends, in general, on the time variable t ∈ R and on the space variables x 1 , x 2 , x 3 ;
The electron charge e, its mass m and the speed of light c are constants. Without loss of generality we may assume that e = c = 1 (or that e/c is included in the corresponding components of the potential), and in what follows the last coefficient mc will be denoted by m. The equation now takes the form
or, after taking the derivative with respect to time and separating the differential polynomial from the product by the matrix-valued function,
The first summand gives a selfadjoint operator (this follows from the permutability of the pairs of selfadjoint factors occurring in the four summands in the bracket), while the second gives the operation of multiplication by the matrix-valued function
and, with a suitable choice of the potentials A j (j = 0, 1, 2, 3) (namely, when they are independent of time and have the property of being Fourier transforms of numerical or A-valued countably additive Borel measures on R d ), we arrive at equation (3) . 
with respect to the function ψ :
Here
If, as before, the factor V = ν : R d → A is given as above by the Fourier transform of the countably additive measure ν : B R d → A, we again arrive at equation (3). (3):
Impulse representation of equation (3)
where g : [0, ∞) → L 2 is the desired function, and P is a polynomial on R d with Hermitian selfadjoint coefficients (and thus also values) in A 0 (we shall call such polynomials selfadjoint). Furthermore, to every finite continuous function ϕ :
We note that the operator A of multiplication by iP is anti-selfadjoint on its natural domain ((iA) 
converges in the operator norm, and because of the properties of convolution, for every ϕ ∈ L c 2 , it has the representation e tB ϕ = µ t * ϕ, where, as is easy to see, for every t ≥ 0 the measure µ t is represented by the series
which converges in the variation norm. Here the convolution powers are defined inductively:
To get a uniform representation of these operators in terms of generalized integral kernels used in later estimates, we need the following objects and facts.
n satisfying the following three conditions:
n is a Borel map (is measurable with respect to Borel σ-algebras in R n and R d ).
The convolution of A 0 -valued transition amplitudes p and q is the map
where the integral is calculated componentwise. We denote the vector space of all (
Example 1. The function given on
is a (B d , A 0 )-TA, referred to below as the "delta-TA".
The proof requires only measurability with respect to x, which can be proved like this.
and
the problem reduces to establishing Borel measurability of the function
this follows immediately since a Borel set can be approximated by polyhedra in the non-negative measure |µ|.
In such a situation, we shall be interested in ( 
n between finite-dimensional spaces, and a bounded Borel function ϕ :
Measurability in x follows since ϕ can be uniformly approximated by simple measurable functions, while the remaining TA-properties are obvious. Remark 1.2.2. We note that a (B d , A 0 )-measure is simply a matrix of complex-valued measures; that an (R d , A 0 )-TA is a matrix of complex-valued transition amplitudes; and that the convolution of amplitudes is well defined.
Proof. Clearly, it is sufficient to consider the case where p and q take real values; property 1 • for p * q is obvious. Borel measurability of the map x → (p * q)(x, Y ) (for fixed Y ∈ B d ) follows as in Remark 1.2.1, since the Lebesgue integral can be approximated by integral sums corresponding to the uniform approximation of the function z → q(z, Y ), which has totally bounded range, by simple measurable functions. Finally, countable additivity of the map Y → (p * q)(x, Y ) (for fixed x ∈ R d ) follows in particular from the following lemma, which is of independent interest.
Definition 1.2.2. Suppose that
Proof. The norm properties are clear, for example, from the fact that the total variation of a measure is a norm on the space of (B d , A 0 ) c -measures. Further, we use the wellknown fact that the total variation on the space of such measures ν is the adjoint norm to the uniform norm on the (separable with respect to the latter) space C 0 (R d ; (A 0 ) * ) of finite continuous functions on R d taking values in the real-adjoint space (A 0 ) * to the normed space A 0 . In other words,
where b 0 is the form of the real duality between (A 0 ) * and A 0 , and {f j : j = 1, 2, . . . } is a countable set of functions dense in the central unit ball in 
where the sequence {f j : j = 1, 2, . . . } introduced above does not depend on x, Remark 1.2.1 shows that measurability follows from the boundedness of the f j . Suppose now that A ∈ B d is an arbitrary fixed set. The map
is an (R d , A 0 )-TA again by Remark 1.2.1, and moreover |p x |(A) = (p A ) x , so that the desired result is immediate. This proves the lemma.
and f * h are defined to be the measurable bounded functions
where the integrals are understood componentwise.
For the types g and h described, the maps f * : g → f * g, * f : g → g * f , and f * : h → f * h as well as the continuous extensions of these maps to wider function spaces, are called operators with integral kernel f .
The operator F * (of convolution) with integral kernel F is an (R d , A 0 )-TA and will be denoted by O F .
As an example we note that the delta-TA taken as an integral kernel generates the identity operators in
, even though the explicit formula δ x (dy)g(y) is meaningless for discontinuous elements g of these spaces.
representing the operator of multiplication by b with integral kernel b · δ, which is an
Moreover, for every (B d , A 0 )-measure and the same g 0 and h 0 , the equalities µ * g 0 = f µ * g 0 , µ * h 0 = f µ * h 0 , and so on, show that the operator of convolution with an A 0 -distribution is also realized via an integral kernel that is an (R d , A 0 )-TA. In particular, this is the case for e tA and e tB .
We state some lemmas here that follow immediately from the definitions and facts already established: 
The continuity condition can be weakened to measurability, but we shall not need this.
1.3.
Trotter's formula. The fact that A is anti-selfadjoint and B is bounded guarantees [10] the existence of a semigroup of bounded operators e t(A+B) that are solutions of (9), as well as the fact that the Trotter-Lie formula holds: for every ϕ ∈ L 2 (10) e t(A+B) ϕ = lim n→∞ e (t/n)A e (t/n)B n ϕ (where the limit is taken in L 2 ). Next we give a representation of the solution g t = e t(A+B) g 0 using integrals with respect to some countably additive measures. 
Integral representations

General remarks on bounded operators in
(where the integral is that of a function f ∈ L 2 with respect to the The integral is extended by linearity to the everywhere dense subspace L 2, step of L 2 , generated by functions of the form v · 1 B , and if the map thus obtained is continuous on L 2, step in the L 2 -norm, then it extends by continuity to the whole of L 2 and the resulting extension is also called an integral operator.
Lemma 2.1.1. Suppose a continuous linear operator
is countably additive, and
Proof. This follows from the computation
the linearity of the integral, and the continuity of the operator.
Remark 2.1.1. In this lemma, for a fixed 
(on A we can take, for example, the Hilbert-Schmidt Hermitian product u, v A = Tr(u · v * )), and P is a countable subsemiring of B R d ,b consisting of certain bounded rectangular parallelepipeds with edges parallel to the coordinate axes and generating the whole Borel sigma-algebra; here it suffices that the set of vertices of these parallelepipeds be dense in R d ; for example, the vertices may run over all points with rational coordinates.
Lemma 2.1.2. Under the assumptions of the preceding lemma, there exist representative functions
Proof. Let e n ∈ L 2 (n ∈ N) be continuous or smooth functions forming an orthonormal basis of the (separable) space L 2,A . Then the series
Af, e n · e n converges in L 2 for every f ∈ L 2 ; in particular for any indexed sequence of indicators j → P j of parallelepipeds in P we can use the diagonal process to choose a subsequence of partial sums that converges (to a numerical function) almost everywhere, that is, at points of R\N for some Borel set N ⊂ R of measure zero. Similarly, we may assume that 
Proof. The assertion follows from the semigroup property of the family {P t } t≥0 .
We denote by M p,T the cylindrical measure (with respect to the operators of the calculation) on (R d ) [0,T ] that is the cylindrical image of the restriction M p C T of the measure M p,T to the algebra of Borel cylinders generated by the calculation operators up to time T inclusive, under the isomorphism of this algebra with the algebra of subsets of (R Proof. Countable additivity of the non-negative measures N p,t follows from the preceding lemmas, and the required inequality on every cylindrical set again follows from (12). 
