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As a result of economic pressures caused by the power market deregulation, there is 
an urgent need for electric utilities to seek a cost-effective maintenance strategy to 
keep substations operating both reliably and economically. Condition-based 
maintenance (CBM) is now replacing the traditional time-based maintenance program 
due to its potential economic benefits. Therefore, this project aims to realize some of 
the potential advantages of CBM for asset management of substations. 
 
This project has two objectives. The first one is focused on the inspection frequency 
optimization for open-type substations. In recent years, many diagnostic techniques 
such as transformer oil analysis have been proposed to inspect conditions of 
substation equipment and necessitate appropriate maintenance. The yield of each 
inspection can be measured by the reduction of resulted operating cost. Several 
mathematical models were previously proposed to minimize the operating cost by 
optimizing the inspection frequency. Parameters in these models are however preset 
based on historical data and do not reflect the actual operating conditions of 
equipment. In addition, a substation can have different combinations of apparatus, and 
the optimal inspection frequencies for various apparatus should consider all connected 
components in totality. Therefore, a systematical approach is required to analyze how 
the reliability of each individual apparatus contributes to the overall operating cost of 
a multi-component substation. 
 
The second objective deals with the partial discharge (PD) monitoring of gas-
insulated substations (GIS). GIS are integrally constructed and the fault development 
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time in GIS is very short compared to the open-type substations, so the potential 
failures cannot be identified effectively by periodic inspections. As a result, continual-
monitoring of PD is indispensable, which necessitates maintenance when the 
deterioration of dielectric integrity is detected. Although quite a few PD diagnostic 
techniques have been proposed in recent years, many of them are either not reliable or 
computationally intensive, and thus not effective enough for real-time GIS 
implementation. 
 
Through the two above objectives, three contributions have been made on CBM for 
substations with different structures. The first contribution is concerned with the 
development of an adaptive reliability model for single substation equipment, which 
is used to evaluate quantitatively the effects of deterioration and maintenance on the 
equipment reliability. With the aid of a fuzzy inference engine, the proposed model 
adapts to the changing operating conditions of equipment and optimizes single-
component inspection frequencies according to the actual equipment state. 
 
The second contribution involves the development of optimal maintenance-scheduling 
for multi-component substations. The adaptive-model inspection frequency 
optimization for single component proposed in the first contribution is extended to 
multi-component substation by considering the composite effects of all connected 
components on the overall operating cost. The minimal cut-set analysis is developed 
to identify all the sets of component failures leading to overall failure of the substation, 
and calculate the probability of occurrence of each set of component failures. With the 
inspection frequencies of individual components as the control variables, the overall 
operating cost of the entire substation is evaluated by combining the operating cost of 
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all the sets of component failures weighted by their respective probabilities of 
occurrence. The algorithm of differential evolution (DE) is developed to optimally 
search through all the feasible inspection frequencies for minimizing the operating 
cost of substation. 
 
The third contribution is the development of a neural-network based PD source 
classifier for enhancing the reliability of GIS. Features extracted from different 
spectra of PD signals are fed into a multi-layer feedforward neural network, and the 
trained network then identifies various PD sources. Compared to many other 
techniques, this proposed method is simple but accurate, and has the potential of on-
line implementation in PD monitoring system for GIS. Furthermore, various time 
delay estimation methods have been investigated for locating different PD sources 
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The first section of this chapter introduces the background of this research, including 
the different maintenance approaches for asset management and the problems in 
condition-based maintenance of electric power substations. The second section 
presents an overview of the proposed techniques to improve CBM for different kinds 
















CHAPTER 1 ─ INTRODUCTION 
1.1 BACKGROUND 
 
1.1.1 Evolution of Maintenance Strategies for Asset Management 
Over the past century, maintenance strategies for asset management have evolved 
tremendously along with the technological revolution of the industries. In those days 
when industry was not highly mechanized, maintenance problems received little 
attention and apparatus were simply repaired or replaced after they failed [1]. With 
system configurations becoming more complicated, this approach was found to be 
neither economical nor efficient as it could result in catastrophic failure. Therefore, 
the so-called time-based preventive maintenance (PM) became widely adopted to 
increase the reliability of industrial systems [2-4]. Although being easy to implement, 
intervals between time-based maintenance must be carefully adjusted according to 
each apparatus’s operating environment and condition, as over-maintenance can lead 
to wastes in time and/ or resource [4]. To secure the maximum return on the 
investment, many industries have moved from the time-based to the condition-based 
maintenance (CBM) program [5]. 
 
Unlike the time-based maintenance routine, apparatus under CBM can be maintained 
based on their working conditions, which are evaluated by continuous on-line 
monitoring or periodic inspections [6]. Appropriate maintenance actions will be 
triggered only when a predictable failure pattern of equipment is recognized, and thus 
lots of unnecessary maintenance activities can be avoided. The resulting operating 
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1.1.2 Condition Based Maintenance for Substations 
Substations provide continuity of power supply to industries and link between electric 
power transmission and distribution. As a result of economic pressures caused by the 
power market deregulation starting from the 1990s, there is an urgent need for electric 
utilities to seek a cost-effective maintenance strategy to keep substations operating 
both reliably and economically [7]. Therefore, this research is set out to realize some 
of the potential advantages of CBM for substations. In this part, problems associated 
with CBM of substations are discussed. An overview of the proposed approaches to 
deal with these problems is presented in the next section. 
 
In general, substations can be divided into two categories: the open-type substations 
and the gas-insulated substations (GIS) [8]. The study of CBM for substations in this 
thesis is based on these two different structures, as shown in Figure 1.1. The 
reliability of open-type substations mainly depends on the primary equipment such as 
power transformers and circuit breakers. Under CBM, appropriate maintenance 
activities are implemented on these apparatus based on periodic inspection of 
equipment conditions. Unlike open-type substations, GIS is integrally constructed and 
most of its live equipment (circuit breakers, disconnect switches, current and voltage 
transformers, etc.) are isolated from air in grounded metal tanks sealed and filled with 
compressed SF6 gas [9]. Because of the short development time of faults in GIS, 
potential failures cannot be identified effectively by periodic inspections [10]. As a 
result, continual-monitoring based CBM is required by GIS, which necessitates 
maintenance when the deterioration of dielectric integrity is detected. 
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Figure 1.1 CBM for different types of substations 
 
As shown in Figure 1.1, effective diagnostic techniques for each apparatus are 
required in an open-type substation for supporting periodic-inspection based CBM. In 
recent years, many such techniques have been developed for substation equipment 
such as power transformers to inspect their conditions and necessitate appropriate 
maintenance [11-13]. The yield of each inspection can be measured by the reduction 
of resulting operating cost. There is therefore the need for minimizing the total cost by 
optimizing the inspection frequency. To carry out optimizations, mathematical models 
are needed which can evaluate quantitatively the impact of deterioration and 
maintenance on the resulted equipment reliability [14]. Quite a few mathematical 
models representing the deterioration process of apparatus have been proposed to 
optimize the inspection frequency of industrial equipment [15-22]. Several of them 
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were also applied to the reliability analysis of power apparatus such as transformer 
and circuit breaker [23-26]. Parameters in many of these models are however preset 
based on historical data and do not reflect the deterioration and operating conditions 
of equipment. In addition, a substation can have different combinations of apparatus, 
so the optimal inspection frequencies for various apparatus should consider all 
connected components in totality. Therefore, a systematical approach is required to 
analyze how the reliability of each individual apparatus contributes to the overall 
operating cost of a multi-component substation. 
 
The breakdown of GIS caused by insulation faults is invariably preceded by partial 
discharge (PD) activities inside the GIS chamber [27]. Therefore, PD monitoring is 
widely adopted in CBM of GIS. Among the various PD diagnostic techniques applied 
to GIS, the detection of ultra-high frequency (UHF) resonance signals caused by PD 
current pulse is most widely used due to its high sensitivity to detect even small PD 
activities [28]. Based on the UHF measurement technique, many approaches have 
been proposed to predict potential breakdown risk of GIS through recognizing the PD 
defects [29-38]. Fundamentally, all these PD diagnostic techniques are based on 
feature extraction in the time-, frequency- or time-frequency-domain. Most of the 
time-domain approaches monitor PD activities by analyzing the phase-resolved PD 
patterns [29-34]. These phase-resolved methods require continuous monitoring of PD 
activities over long periods to collect plenty of data for PD pattern analysis, but PD 
can progress very quickly from initiation to breakdown in GIS. In addition, more than 
one type of PD activity can take place during the long measurement time, which 
results in inaccurate phase-resolved PD patterns and leads to misclassification [29]. 
For spectrum analysis in the frequency domain, a few methods were previously 
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proposed to identify PD sources [35, 36]. However, these methods do not fully 
classify the patterns of different PD sources. As for the time-frequency approach, 
some wavelet analysis based approaches have been proposed to detect the UHF PD 
signals in GIS [37, 38]. However, wavelet analysis tends to be computational 
intensive [39], which is an obstacle for real-time GIS implementation. As a result, a 
more efficient PD monitoring technique for GIS is proposed here to give prompt 
warning messages before the breakdown occurs. 
 
1.2 OVERVIEW OF THE PROPOSED TECHNIQUES FOR 
IMPROVING CBM OF SUBSTATIONS 
 
From the background review in the previous section, it is seen that there are some 
drawbacks in the traditional approaches for CBM of substations, and further 
improvements are needed. Therefore, this research aims to improve the existing 
techniques. There are two objectives for this project. The first one is focused on the 
design of adaptive-reliability-model based inspection frequency optimization for 
open-type substations. The second objective deals with the development of a reliable 
and efficient PD monitoring technique for GIS. An overview of the approaches 
proposed to accomplish these two objectives is presented in this section. 
 
1.2.1 Inspection Frequency Optimization 
The cost-optimal inspection frequency analysis developed for single as well as 
multiple components within a substation is illustrated in Figure 1.2. It is seen that the 
multi-phase reliability model for each substation component is the basis of all the 
 6
CHAPTER 1 ─ INTRODUCTION 
other analyses, because it provides a quantitative connection between maintenance 
and reliability. Unlike the traditional reliability models, the proposed model is 
adaptive in nature. Initial model parameters are established by historical operating 
records of equipment. Actual operating conditions of equipment are fed into a fuzzy 
inference engine [40], the outputs of which are used to adjust the model parameters. 
As a result, the proposed model adapts to changing operating conditions of equipment 
and thus ensures reliability. Detailed description of the adaptive reliability model will 
be given in Chapter 2. 
 
 
Figure 1.2 Inspection frequency optimization 
 
Using the adaptive model, effects of deterioration and maintenance on the reliability 
and operating cost of each substation component are evaluated. As shown in Figure 
1.2, if a substation component is unconnected to other equipment, only cost related to 
 7
CHAPTER 1 ─ INTRODUCTION 
maintenance and repair actions of this single component needs to be determined. This 
cost can be minimized by exhaustively searching over feasible inspection frequencies 
for the optimal frequency in each phase of equipment life-span, as there are only few 
variables involved. The adaptive-model based inspection frequency optimization for 
single component will be discussed in Chapter 2. 
 
The single-component based inspection frequency optimization however does not 
guarantee the overall cost minimization of the entire substation with different 
combinations of components. Therefore, it is extended by considering the composite 
effects of all components on the overall operating cost of multi-component substation. 
As shown in Figure 1.2, the cost analysis for connected substation components is 
configuration-dependent. The minimal cut-set analysis method [41] is adopted to 
identify all the possible combinations of component failure events resulting in the 
load interruption and evaluate the probability of each load-point failure. Based on the 
estimated failure probabilities, cost due to load-point interruptions is calculated using 
the reliability models. Through combining this cost with the other part of cost related 
to maintenance and repair actions, the overall operating cost of the entire substation is 
determined, as illustrated in Figure 1.2. 
 
To minimize the overall operating cost of substation, the number of control variables 
(inspection frequency) involved will be far greater than that for the single-component 
optimization. More powerful technique beyond the exhaustive search such as 
differential evolution (DE) [42] is developed for handling all components in different 
substation configurations. As shown in Figure 1.2, DE evaluates all the feasible 
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inspection frequencies for the optimal frequency with minimum operating cost for 
each configuration. 
 
The evaluation of operating cost based on minimal cut-set analysis and reliability 
model of multi-component substation, as well as the implementation of DE 
optimization algorithm for 6 substation configurations, will be discussed in detail in 
Chapter 3. 
 
1.2.2 Partial Discharge Monitoring 
The block diagram of the proposed PD monitoring technique is shown in Figure 1.3. 
It can be seen that UHF couplers are mounted on the GIS chamber, and the signals 
detected by these sensors are continuously monitored. The signal processing 
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Figure 1.3 Partial discharge monitoring for GIS 
 
To detect the UHF resonance signals radiated from PD Signals, a threshold is set 
based on the background noise level. A partial discharge is considered to occur when 
the amplitude of a detected signal exceeds the threshold value. It has been found that 
the proposed PD source identification and location technique only requires analyzing 
a segment of data containing the initial surge of a discharge signal. This can reduce 
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After a discharge signal has been detected, the next step is to classify between the 
harmful PD activities in SF6 gas and the not-so-harmful air corona from outside GIS. 
As can be seen in Figure 1.3, air corona and three types of SF6 PD from different 
sources namely spacer, conductor, and enclosure are considered in this thesis. An 
effective PD source classification technique has been developed. Features extracted 
from different spectra of PD signals are used to train a multi-layer perceptron (MLP) 
neural network [43]. Various PD sources can then be identified with high accuracy by 
the trained network. Chapter 4 will give the details of this neural-network based PD 
source classifier. 
 
Further effort is required to precisely locate the PD sources, which have been 
identified from particle on enclosure or conductor, for necessary maintenance and 
repair. Generally, for each PD event, two sets of UHF resonance signals can be 
detected by the two sensors mounted on both sides of the GIS chamber containing the 
defect. Through calculating the arrival time difference between the UHF signals 
detected by these two different sensors, the distances between the PD source and the 
sensors can be estimated based on the propagation characteristics of UHF signals 
inside GIS. Therefore, the time delay estimation (TDE) approach is adopted to locate 
these two PD sources inside the GIS chamber. Various TDE approaches and their 
corresponding estimation accuracy in locating different PD sources have been 
investigated, and it has been found from the analysis results that different TDE 
approaches should be adopted for different PD sources to achieve the best location 
accuracy. More details regarding the TDE based PD source location approach will be 
given in Chapter 5. 
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1.3 THESIS ORGANIZATION 
 
This thesis comprises six chapters, which are briefly described as follows: 
 
Chapter 1 introduces the different maintenance approaches for asset management of 
industrial systems, as well as condition-based maintenance for different kinds of 
substations. Some problems in the traditional approaches for CBM of substations are 
discussed, and an overview of the proposed techniques to improve the CBM of 
substations is also presented. 
 
Chapter 2 proposes an adaptive model to study the effects of changing operating 
conditions on the resulted optimal inspection frequencies for single substation 
equipment. The model structure as well as updating process of model parameters is 
described, and the single-component cost optimization approach is given. Results of 
optimal inspection frequencies for single apparatus are also presented based on four 
typical cases of operating conditions. 
 
Chapter 3 extends adaptive-model based inspection frequency optimization from 
single component to the entire substation with different kinds of apparatus. The 
evaluation process of the overall operating cost for a multi-component substation is 
discussed based on the minimal cut-set analysis and the reliability model. The 
implementation of differential evolution in deriving the cost-optimal inspection 
frequencies for various substation components is also described. To this end, the 
proposed inspection frequency optimization is implemented on six typical substation 
configurations and corresponding results are presented. 
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Chapter 4 develops an effective PD detection and source identification technique for 
GIS based on spectrum analysis of discharge signals. The feature extraction procedure 
as well as the implementation of neural network in PD source identification is 
discussed in detail. Moreover, the robustness of the proposed PD source classifier has 
also been studied and verified using large volume of laboratory-measured data. 
 
Chapter 5 investigates the different time delay estimation approaches for PD source 
location in GIS. Performance of these methods has been compared based on the 
laboratory data and the selection of appropriate time delay estimation methods based 
on the identified PD sources is also discussed. 
 
Chapter 6 summarizes the main achievements of this research and its improvements 
over the previous works. Some recommendations for future work on condition-based 









CHAPTER 2 ─ ADAPTIVE RELIABILITY MODELING OF SINGLE SUBSTATION EQUIPMENT  
CHAPTER 2 




To overcome the drawbacks of traditional reliability models as identified in Chapter 1, 
an adaptive model is proposed for single substation equipment. This chapter begins 
with an introduction to adaptive-model based inspection frequency optimization for 
single component. The updating process of parameters of the basic reliability model is 
then presented, and the inspection frequency optimization for single component is 
also described. 
 
Results from 4 case studies of operating conditions demonstrate the reliability of the 
adaptive model. With the aid of a fuzzy inference engine, the proposed model adjusts 
its parameters according to changing operating conditions of apparatus. Therefore, 


















CHAPTER 2 ─ ADAPTIVE RELIABILITY MODELING OF SINGLE SUBSTATION EQUIPMENT  
2.1 ADAPTIVE-MODEL BASED INSPECTION FREQUENCY 
OPTIMIZATION FOR SINGLE COMPONENT 
 
As identified in the background review of Chapter 1, parameters for many of the 
previous proposed reliability models are set beforehand and unable to best fit the 
actual state of equipment. Therefore, an adaptive reliability model has been developed 




Figure 2.1 Adaptive reliability modeling for inspection frequency optimization 
 
The single-component inspection frequency optimization consists of two parts, 
namely the adaptive modeling and exhaustive search for single apparatus.  The former 
updates parameters of the basic reliability model according to operating conditions 
and new maintenance records of equipment.  Based on the adaptive model, the latter 
searches exhaustively over feasible inspection frequencies for the optimal inspection 
frequency that minimizes the cost associated with single component.  
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2.2 ADAPTIVE RELIABILITY MODELING 
 
2.2.1 Basic Reliability Model 
Although the deterioration of equipment is a continuous process [20], discrete phases 
are usually used in many of the previously proposed reliability models for the ease of 
modeling [21-26]. Moreover, most of them are stochastic models since the time spent 
on various phases of the equipment decay process is random in nature. Therefore, a 
basic multi-phase stochastic model is developed here. 
 
As shown in Figure 2.2, the decay process of an apparatus before failure is 
represented by N discrete phases with the degree of deterioration increases from D1 to 
Dn. The number of phases to be used and the mean time spent on each phase depend 
on the apparatus to be modeled. The following assumptions are made on this model: 
1) If no maintenance, the equipment condition deteriorates gradually from one 
phase to the next, with a transition rate λi,i+1 (from Di to Di+1). Transition rates 
λi,f (1 ≤  i ≤  N-1) are included in this model due to the competing risks caused 
by some undetected failures [18]. The apparatus will be fixed immediately once 
it fails, and it will then start working from phase D1 with a transition rate μf,1. 
2) During each inspection, the current phase of equipment is determined by 
diagnostic testing results. Based on the equipment state, appropriate 
maintenance action Mi will then be taken with the probability of Pij 
(maintenance action Mj taken in phase Di). After being maintained (M2 or M3), 
the apparatus can transit to other phases with the probability of Pijk (transit to 
phase Dk after maintenance action Mj taken in phase Di). The apparatus is then 
assumed to start working from the beginning of the new phase. If no 
 16
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maintenance (M1) is implemented, the equipment will just remain in the same 
phase, which means Pi1i always equals to one. 
3) The transition rates among various phases are assumed to be exponentially 
distributed. That is, the probability density function of λi,j is with the form of 
, where C is a constant value and t is the time index. )exp( tCC ⋅−⋅
 
 
Figure 2.2 The basic multi-phase stochastic model 
 
2.2.2 Variations of Reliabilities with Different Inspection Frequencies 
As illustrated in Figure 2.1, the single-component operating cost is minimized by 
exhaustively searching for the best inspection frequency in each phase of equipment 
life-span. To investigate the range of feasible inspection frequencies in various phases, 
variations of reliabilities with different inspection frequencies are studied. As usual, 
the mean time to failure (MTTF) of an apparatus is used to indicate its reliability 
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during the entire life-span [44]. For an apparatus represented by a three-phase 
stochastic model (with N=3 in Figure 2.2), its MTTF from phase Di can be calculated 








jiPMTTF  (2.1) 















































μ  (2.3) 
where Ii is the inspection frequency of phase Di. 
 
Using equations (2.1)-(2.3), impact of different inspection frequencies in various 
phases of the apparatus on its reliability is evaluated. Parameters of the three-phase 
reliability model (D1 with no deterioration, D2 with minor deterioration and D3 with 
major deterioration) used in the sensitivity analysis of this section are tabulated as 








CHAPTER 2 ─ ADAPTIVE RELIABILITY MODELING OF SINGLE SUBSTATION EQUIPMENT  
Table 2.1 Model parameters for the sensitivity analysis of inspection frequencies  
 
Parameters λ12 λ23 λ3f λ1f λ2f P11 P12
Values 1/5 1/3 ½ 1/30 1/15 0.80 0.15 
Parameters P13 P21 P22 P23 P31 P32 P33
Values 0.05 0.10 0.80 0.10 0.05 0.15 0.80 
Parameters P111 P112 P113 P121 P122 P123 P131
Values 1.00 0.00 0.00 0.99 0.01 0.00 0.97 
Parameters P132 P133 P211 P212 P213 P221 P222
Values 0.02 0.01 0.00 1.00 0.00 0.25 0.65 
Parameters P223 P231 P232 P233 P311 P312 P313
Values 0.10 0.55 0.25 0.20 0.00 0.00 1.00 
Parameters P321 P322 P323 P331 P332 P333 µf,1
Values 0.05 0.25 0.70 0.10 0.55 0.35 52 
 
Figure 2.3 to Figure 2.5 show the different MTTF values obtained from varying the 
inspection frequency in various phases of the equipment. The following observations 
are made: 
1) No maintenance is required in the first phase (D1), and increasing the inspection 
frequency of D1 would result in shorter instead of longer MTTF, as shown in 
Figure 2.3. This is because phase D1 is assumed to have no deterioration and any 
maintenance implemented in D1 can only keep the equipment in the same phase, 
or even deteriorate its condition when disassembling the equipment for 
inspection. 
2) Appropriate inspection frequency of D2 can extend the MTTF, but too high a 
frequency would not benefit the equipment, as illustrated in Figure 2.4. This is 
because maintenance implemented in D2 can increase the probability (μ2,1) of 
improving the equipment condition back to D1, which results in a higher MTTF 
value. However, the probability (λ2,3) of deteriorating the equipment state into 
D3 will also increase simultaneously, and this effect can offset the benefit from 
the increasing μ2,1 if the inspection frequency is getting very high. Therefore, the 
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inspection frequency of D2 which best extends the equipment life-span is the 
result of a compromise between the simultaneous increasing μ2,1 and λ2,3. 
3) A higher inspection frequency is always beneficial to enhance the equipment 
reliability, as can be observed in Figure 2.5. This is due to the fact that 
maintenance implemented in D3 can improve the equipment condition back to 
the previous phases (D1 or D2), or remain in the same phase in the worst case. 
Therefore, the resulted MTTF would not be shorter than that without any 
maintenance. Due to the existence of some undetectable breakdown risks in 
various phases, however, the MTTF value tend to stabilize when the inspection 
frequency keeps on increasing. 
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2.2.3 Adaptive Mechanism for Reliability Parameters 
Reliability model parameters are initially taken from manufacturer specifications and 
historical operating data of equipment. As shown in Figure 2.1, these parameters are 
adjusted in two parallel ways with either new maintenance records or changing 
operating conditions. 
 
(A) Adjustment of Reliability Parameters Using New Maintenance Record 
During each inspection, the maintenance expert conducts the diagnostic tests (such as 
dissolved gas analysis for oil-immersed transformer), decides upon and conducts 
subsequent maintenance, and creates the maintenance record afterwards. Table 2.2 
shows some typical maintenance records, using which reliability parameters Piq and 
Pijq are obtained. The new maintenance record generated from a recent inspection 
activity is added into the original records, based on which parameters Piq and Pijq are 
also updated. Suppose the equipment phase before maintenance is Di and the phase 
after maintenance is Dk with the maintenance action Mj, then parameters Piq and Pijq 























where N is the sets of data in the original maintenance records. 
Table 2.2 Historical records of maintenance events  













Phase Before Maintenance D1 D2 D2 … D3
Maintenance Action Taken M1 M3 M2 … M2
Phase After Maintenance D1 D1 D2 … D3
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(B) Adjustment of Reliability Parameters Using Changing Equipment 
Operating Conditions 
 
This is carried out using a fuzzy inference engine as illustrated in Figure 2.6. Fuzzy 
membership functions used in the fuzzy inference engine are shown in Figure 2.7. 
The flexible structure of these membership functions allows their parameters to be set 
up hypothetically, and modified subsequently. Typically, each input has a range from 
0 to 100, indicating the degree of its membership. For example, if the value of 
working environment is 50, then the environmental condition can be regarded as 
average or poor to some extent (50%). The output of the fuzzy inference engine is 
ranged from -1 to +1, which indicates the extent of a parameter to be changed. For 
example, if the output value of mean time in each phase is -0.25, then the 
corresponding model parameter 1/λi,j as indicated in Figure 2.6 will reduce 25%. The 
parameter remains unchanged if the output is zero. 
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Figure 2.7 Membership functions used in the fuzzy inference process 
 
The shapes of membership functions used in the fuzzy inference system are based on 
historical data as well as experience gained from maintenance experts. All 
membership functions can be tuned according to new statistical data of equipment 
operations. For example, if new technology is adopted in the manufacturing of a 
certain type of equipment to improve its reliability, the corresponding membership 
function of equipment age may be modified as shown in Figure 2.8. The updated 
membership function can thus reflect the fact that the equipment has been 
manufactured to be able to operate for a longer time. 
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Figure 2.8 Update of membership function 
 
Inputs and outputs of a fuzzy inference engine are linked by inference rules, which 
can be created and maintained in the following way: 
 Some of the rules are generated directly from the historical data (i.e. data taken 
from the equipment operating database) 
 Experts formalize their experience on equipment maintenance and convert their 
knowledge into rules of the fuzzy inference system 
 The above two steps can be merged and the domain experts can also modify 
those rules generated by the statistical data. When new data or technology 
becomes available, new rules should be created to ensure the reliability of the 
inference system. 
Typically, the fuzzy inference rules are in the following format: 
 If equipment age is new or working environment is good, then the breakdown 
risk is lower; 
 If working environment is good and load factor is low, then the mean time in 
each phase is longer; 
 If equipment age is old, and working environment is poor or load factor is high, 
then the breakdown risk is higher. 
The rules for the same output parameter can be with different weights in the inference 
process, depending on their importance to the output value. Detailed information on 
the fuzzy inference process is given in Appendix A. 
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2.3 INSPECTION FREQUENCY OPTIMIZATION FOR SINGLE 
COMPONENT 
 
Making use of the maintenance records and operating conditions which are local only 
to the individual equipment, the procedure below first optimizes the inspection 
frequency of single component. The procedure in Chapter 3 performs further 
optimization on the inspection frequency for a multi-component substation, by 
considering all connected components in totality to achieve overall operating costs 
minimization.  
 
For the three-phase reliability model as described in Section 2.2.1, the steady state 
























































The average failure cost (Cf), maintenance cost (Cm), and total cost (Ct) related to each 


















ikiim CMPIPC  (2.8) 
mft CCC +=  (2.9) 
 
In the above equations, CR is the average cost associated with each repair action, and 
CMk is the average cost associated with each maintenance action Mk. Using the 
 26
CHAPTER 2 ─ ADAPTIVE RELIABILITY MODELING OF SINGLE SUBSTATION EQUIPMENT  
exhaustive search method, the optimal inspection frequencies in various phases, 
which minimize the total cost Ct, can be obtained by searching through all the feasible 
Ii value in each phase with the following constraint: 
mii II ≤≤0  (2.10) 
where Imi is the inspection frequency of Di resulting in the largest MTTF value. 
 
There are only three control variables (I1, I2 and I3) for each component, so the 
optimal frequencies can be simply determined by exhaustive search. However, this 
approach is inefficient for the multi-component case, which has large number of 
possible combinations of component inspection frequencies. As a result, the algorithm 
of differential evolution is used to derive the optimal inspection frequencies of 
different apparatus within a multi-component substation, which will be discussed in 
the next chapter. 
 
Using the optimization procedure in equations (2.6)-(2.10) and the initial model 
parameters in Table 2.1, effects of new maintenance records and operating conditions 
on the corresponding optimal inspection frequencies of single component are studied. 
As shown in the four study cases of Table 2.3, each case represent a typical 
combination of new maintenance record and operating conditions during the 
equipment life span. Parameters of each case are divided into two categories. The first 
one is the new maintenance record after an inspection and the other one is a new set 
of operating condition in the fuzzy membership function as shown in Figure 2.7. Case 
1 is taken as the base case, which has no new maintenance record and is under normal 
operating conditions. In case 2, there is still no new maintenance record but the 
operating conditions have changed; while in case 3, the operating conditions remain 
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the same as case 2, but with a new maintenance record. In the last case, both the 
operating conditions and the maintenance record are changed. Optimization results 
based on these four case studies are tabulated as shown in Table 2.4. 
 
Optimal inspection frequencies obtained from case 1 are the same as those from the 
basic reliability model as there is no new maintenance event and the operating 
conditions are normal in this case. In case 2, however, the working environment is 
worse than that of case 1, so the optimal inspection frequencies increase 
correspondingly. Although case 3 has the same operating conditions as case 2, it gives 
different optimal inspection frequencies because the former’s new maintenance record. 
Optimal inspection frequencies in case 4 are adjusted more  than those in cases 2 and 
3, as both the maintenance record and operating conditions in case 4 are changed. The 
above results confirm the corrective response of the adaptive model in adjusting the 
equipment’s optimal inspection frequencies according to its changing operating 
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Table 2.3 Parameters used in the four case studies 
 













--- --- D3 D3
Maintenance 
Action 





Record Phase After 
Maintenance 
--- --- D2 D3
Equipment 
Age (years) 
20 25 25 35 
Working 
Environment 
60 40 40 50 
Load 
Factor (%) 











50 75 75 30 
 
 
Table 2.4 Optimization results of the four case studies 
 











I1 0.0 0.0 0.0 0.0 
I2 2.0 2.0 2.0 2.0 
Inspection Frequency 
Given by the Basic 
Reliability Model 
(times/year) I3 4.0 4.0 4.0 4.0 
I1 0.0 0.0 0.0 0.0 
I2 2.0 3.0 3.4 1.5 
Optimal Inspection 
Frequency Given by 
the Adaptive Model 
(times/year) I3 4.0 4.4 4.6 2.4 
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CHAPTER 3 




Using the adaptive reliability model described in the previous chapter, a cost-optimal 
inspection frequency optimization approach is developed for multi-component 
substations. This chapter begins with a brief outline of the optimization procedure. 
The minimal cut-set analysis for identifying the various failure events of a multi-
component substation is then described. Subsequently, the implementation of 
differential evolution for deriving the cost-optimal inspection frequencies for various 
substation components is described. 
 
The proposed optimization is implemented on six typical substation configurations. 
The results indicate that depending on the substation configurations and the 
component locations, the inspection frequency for the same type of equipment in a 
substation can be different. This verifies the robustness of the inspection frequency 
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3.1 INSPECTION FREQUENCY OPTIMIZATION FOR MULTI-
COMPONENT SUBSTATIONS 
 
A procedure is proposed in Chapter 2 to optimize the inspection frequencies of single 
equipment using information that are local to the equipment. In this chapter, apparatus 
are connected according to the substation configuration, and the procedure in Chapter 
2 is extended to multi-component substations. 
 
Reliability of each substation is related to its configuration in a unique way, which 
requires careful evaluation for all substation components in totality. Although 
research has been conducted in recent years to study the optimal maintenance 
strategies for generating units to minimize financial losses in the maintenance period 
by predicting electricity prices [46, 47], little similar analysis has been made for 
substations. 
 
The flowchart of the proposed optimization methodology is shown in Figure 3.1.  
Using the parameters updating process described in Chapter 2, reliability model of 
each substation component adapts to the changing operating conditions during its life 
span. 
 
Each maintenance activity or failure event of a substation component contributes 
uniquely to the load-point interruptions and the overall operating cost.  As load-point 
interruptions are configuration-dependent, the minimal cut-set analysis identifies all 
the combinations of component failures that cause overall failure. The analysis also 
provides the probabilities of occurrence of combinations of these events to determine 
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the expected cost associated with load interruptions for individual substation 
components. 
 
As outlined previously, the inspection frequencies over the life-spans of individual 
components are the only control variables for optimizing the expected cost associated 
with load interruptions for the substation. The algorithm of differential evolution (DE) 
optimizes the inspection frequencies of all components by minimizing the overall 
expected cost. 
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3.2 MINIMAL CUT-SET ANALYSIS FOR SUBSTATION 
 
Load-point failure of a substation could occur in different combinations of failure 
events, which can be described in cut sets. The minimal cut set analysis evaluates the 
smallest combination of component failures and the probability of load point 
interruptions leading to failure of the whole substation [41]. To identify all the 
minimal cut sets leading to such load point interruptions, an in-depth knowledge on 
different failure modes and contingencies of substation is required. 
 
Figure 3.2(a) shows a simple substation, where single failure of transformer T1 or T2 
will be sufficient to interrupt both loads LA and LB by tripping circuit breaker B3. 
The configuration in Figure 3.2(b) is more reliable, circuit breaker B3 or B4 will 
ensure continuity of load LA or LB after single failure of transformer T1 or T2. On 
some occasions, however, circuit breakers could fail to open or accidentally open, due 
to malfunctioning of relaying system or the breaker itself [41]. In such cases, other 
breakers upstream from the faulted component may open causing additional load-
points interruptions. B5 will therefore open and result in complete interruptions of LA 
and LB should B3 or B4 in Figure 3.2(b) fail to open. Complete interruptions will also 
be caused after accidental opening of breaker B5. 
 
 
Figure 3.2 Two simple substation arrangements 
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The analysis of minimal cut sets here considers only up to double contingencies 
involving simultaneous failures of two transformers, two circuit breakers or one 
transformer and one circuit breaker.  Higher contingencies are not considered due to 
their small probabilities. The process of minimal cut sets analysis for a multi-
component substation is illustrated in Figure 3.3. Cut sets of single contingency 
events are first analyzed by simulating the failure of one substation component. If the 
failure of a single transformer or circuit breaker can cause load-point interruption, a 
single contingency event is identified (e.g. B5 in Figure 3.2(b)). Otherwise, the 
simultaneous failures of two substation components are simulated to identify the 
possible cut sets involving double contingencies. Following the procedure shown in 
Figure 3.3, all the cut sets leading to overall substation failure are finally identified. 
To ensure that all the identified cut sets are minimal, each newly identified set of 
failure events must be checked and will be discarded if it contains an existing lower 
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3.3 SUBSTATION OPERATING COSTS EVALUATION 
 
After identifying all the minimal cuts sets of failure events, the overall operating costs 
of a multi-component substation are evaluated through calculating the load-point 
failure probability and the corresponding interruption time. Suppose Ci and Cj are two 
different apparatus in an N-component substation, both of which represented by the 
M-phase reliability models as described in Chapter 2, the MTTF of component Ci 
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μ  (3.3) 
where Ii is the inspection frequency of phase Di. 





































































The resulting average annual costs related to the maintenance action and failure repair 
action are given by: 
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ifirRA PCC λ  (3.6) 
In the above equations, CMk is the average cost corresponding to each maintenance 
action Mk, and Cr is the average cost corresponding to each repair action for 
equipment failure. 
 
Let the steady state probability in phase j of Ci be PCij, the repair time of component 
failure be TRi, the average time spent on maintenance action k be TMAk, the 
probability of active failures be Pai, the switching time be Tsi, the inspection frequency 
in phase j be Iij, and the fail-to-open breaker probability of component Cj be Psj, then 








λ  (3.7) 
The resulting annual outage time is given by: 
RiAFiFOi TPT ×=  (3.8) 



























The average outage time due to a forced outage (Cj) overlapping a maintenance 
outage (Ci) is given by: 
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−+×=  (3.11) 
Similarly, the average outage time due to two overlapping forced outages (Ci and Cj) 








−+×=  (3.12) 
The annual outage time of the N-component substation due to load point interruptions 






































where CLI is the per unit cost induced by the load point interruptions of substation, 
CMAi and CRAi are the average annual costs related to the maintenance action and the 
failure repair action of Ci, which are given by equations (3.5) and (3.6), respectively. 
 
It is seen from the above equations that the optimal inspection frequencies for 
substation equipment cannot be derived directly due to the coupled items of Iij for 
various substation components in various phases. Therefore, the optimal inspection 
frequencies, which result in the minimal total cost, can only be obtained by searching 
the appropriate Iij values for each substation component. This is done with the aid of 
the differential evolution algorithm, which will be discussed in the next section. 
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3.4 COST-OPTIMAL INSPECTION FREQUENCY 
 
3.4.1 DE Algorithm for Cost Optimization 
In recent years, the differential evolution (DE) algorithm, which belongs to a class of 
stochastic search techniques, has found extensive applications in optimizations due to 
its conceptual simplicity and ease of use. As one of the variants of the basic genetic 
algorithms (GAs), DE tends to be more computationally efficient and is convenient in 
solving real-value optimization problems compared with the binary encoding GAs 
[42]. Therefore, the DE algorithm is adopted here to find out the cost-optimal 
inspection frequencies for all the substation components. 
 
The basic idea behind DE is a scheme for generating trial vectors, and it adds the 
weighted difference between two population vectors to a third vector. Flowchart of 
the DE algorithm used for solving the cost optimization problem is shown in Figure 
3.4. The major process of DE can be summarized as follows: 
1) Choose target vector; 
2) Random choice of two population members; 
3) Build weighted difference vector; 
4) Add a third randomly chosen vector; 
5) Do crossover with target vector to get trial vector; 
6) Smaller cost value survives. 
It should be noted that the trial vector after crossover can be with negative values, so 
the absolute values of the trial vector are used in our DE program since the inspection 
frequency for each component must be positive or zero. Detailed description of the 
DE algorithm is given in Appendix B. 
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Figure 3.4 Flowchart of the DE optimization 
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The overall operating cost of substation is used as the objective function of the DE 
algorithm, and the inspection frequencies of various substation components are used 
as the input variables of DE. Therefore, the optimal inspection frequencies can be 
obtained when the minimum value of the operating costs function has been found. 
 
Parameters required by the DE algorithm may affect the optimization performance 
and thus need to be selected appropriately. Usually, the number of population 
members is not very critical, and depending on the difficulty of the problem it can be 
lower than 10*D (D is the number of input variables) or must be higher than 10*D to 
achieve convergence [42]. On a trial and error basis, the number of population 
members is set to be 5*D for the optimization here. Similarly, setting the maximum 
number of generations to 1000 is found suitable for all the study cases of this thesis. 
 
The DE algorithm is somewhat sensitive to the choice of the stepsize F, as shown in 
Figure 3.5. Usually, a good initial guess is to choose F from interval [0.5, 1], and 0.8 
is found appropriate here. The choice of crossover probability CR is much less 
sensitive than it is to F, as can be seen in Figure 3.6. CR is more like a fine tuning 
element that helps to maintain the diversity of the population and thus is uncritical. 
The value of 0.5 is used in the optimization. Based on the above analyses, parameters 
used in the DE optimization program are given as follows: 
• Number of population members: 5×Ninput 
• Maximum number of iterations (generations): 1000 
• DE-stepsize F: 0.8 
• Crossover probability constant CR: 0.5 
where Ninput is the number of input variables. 
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Figure 3.5 Effects of different F on the DE optimization 
 
 
Figure 3.6 Effects of different CR on the DE optimization 
 43
CHAPTER 3 ─ INSPECTION FREQUENCY OPTIMIZATION FOR SUBSTATIONS 
 
3.4.2 Case Studies on Various Substation Configurations 
As shown in Figure 3.7, six typical substation configurations [8] are studied and 
compared for their optimal inspection frequencies and operating costs for delivering a 
substation load at LA. In all the six cases, the sub-transmission lines (L1 and L2) are 
assumed to be completely reliable. Besides, both the high voltage bus (HB1~HB4) 
and the low voltage bus (LB) are assumed to have random failure patterns, i.e. their 
failure rates remain constant during the whole lifetime. The multi-phase reliability 
model introduced in Chapter 2 is used to describe each power transformer and circuit 
breaker. Both are represented by a three-phase stochastic reliability model, with 
parameters as summarized in Table 3.1. 
 
 
Figure 3.7 Typical substation configurations: (a) Single bus (b) sectionalized single 
bus (c) breaker-and-a-half (d) double bus double breaker (e) ring bus (f) ring bus with 
alternated sources and loads 
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Other parameters related to different substation components are tabulated as shown in 
Table 3.2. The minimal cut set analysis method described in the previous section is 
also applied to identify the failure modes of the six substation configurations. 
 
Table 3.1 Model parameters for power transformers and circuit breakers 

















T1 ~ T2 1/5 1/3 1/2 1/30 1/15 0.80 0.15 
B1 ~ B8 1/4 1/7 1/4 1/40 1/20 0.85 0.10 

















T1 ~ T2 0.05 0.10 0.80 0.10 0.05 0.15 0.80 
B1 ~ B8 0.05 0.05 0.70 0.25 0.05 0.10 0.85 

















T1 ~ T2 1.00 0.00 0.00 0.99 0.01 0.00 0.97 
B1 ~ B8 1.00 0.00 0.00 0.95 0.03 0.02 0.90 

















T1 ~ T2 0.02 0.01 0.00 1.00 0.00 0.25 0.65 
B1 ~ B8 0.07 0.03 0.00 1.00 0.00 0.30 0.60 

















T1 ~ T2 0.10 0.50 0.45 0.05 0.00 0.00 1.00 
B1 ~ B8 0.10 0.55 0.40 0.05 0.00 0.00 1.00 

















T1 ~ T2 0.05 0.25 0.70 0.10 0.55 0.35 52 
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Table 3.2 Parameters for the cost-optimal inspection frequency analysis 




B1 ~ B8 
 





Pa 0.5 0 0 0 
Ps 0.05 0.05 0.05 0.05 
Ts (hours) 2 2 2 2 
Tr (days) 3 7 1 2 
TMA1 (days) 1/4 1/2 --- --- 
TMA2 (days) 1/2 1 --- --- 
TMA3 (days) 1 2 --- --- 
CM1 (k$) 0.1 0.2 --- --- 
CM2 (k$) 0.5 1.0 --- --- 
CM3 (k$) 2 4 --- --- 
Cr (k$) 10 50 10 20 
 
3.4.3 Results and Discussions 
Optimization results for all the six substation configurations as shown in Figure 3.7 
are summarized in Table 3.3. Depending on the substation configurations and the 
component locations, the inspection frequency for the same type of equipment in a 
substation can be different as summarized below. 
 
(A) Optimal Inspection Frequencies for Circuit Breakers 
For configuration (a), the optimal inspection frequencies for circuit breakers B3 and 
B4 are slightly higher than those for B1 and B2. This is because of the additional fail-
to-open-breaker probabilities of B3 and B4, which have more impact than the other 
two breakers. As for configuration (b), only breaker B3 has a non-zero optimal 
inspection frequency in phase D2 because it plays a more important role in the 
substation reliability compare with the other breakers. No load point failure would 
occur in this case even if B4 or B5 fails to open, so the resulting optimal inspection 
frequencies are lower compared with their counterparts (B3 and B4) in configuration 
(a). For the breaker-and-a-half configuration of Figure 3.7(c), the optimal inspection 
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frequencies for various breakers are nearly the same, due to the symmetrical 
arrangements of the six breakers. Similarly, B1 to B8 in the double-bus-double-
breaker configuration (d) have the equal optimal inspection frequencies in various 
phases. In the configuration (e), B2 located between the two sources (L1 and L2) and 
B3 located between the two transformers (T1 and T2) have more significant impacts 
on the substation reliability than the other two breakers. As a result, higher inspection 
frequencies are allocated to B2 and B3. For the modified ring bus configuration as 
shown in Figure 3.7(f), however, all the four breakers have the same optimal 
inspection frequencies because the sources and loads are arranged alternately, which 
results in the equal importance of each breaker on the substation reliability. 
 
(B) Optimal Inspection Frequencies for Power Transformers 
The optimal inspection frequencies for power transformers (T1 and T2) are nearly the 
same for all the six substation configurations. This is due to the fact that these two 
transformers play similar roles in all the study cases. The main failure events related 
to these transformers are double contingencies (T1 and T2 fail simultaneously) and 
transformer failure (T1 or T2 fails) with fail-to-open breaker. The former failures 
exist in all the six substation configurations while the latter only exist in 
configurations (a) and (e). As a result, optimal inspection frequencies corresponding 
to these two cases are slightly higher than the other cases. The differences are not 
significant due to the small probability of transformer failure and fail-to-open breaker. 
 
(C) Relative Reliabilities of the Six Different Configurations 
As for the reliability of different types of substation arrangements, configuration (a) is 
simplest but least reliable. This is due to the fact that all circuits are connected directly 
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to one main bus and thus a single failure to the main bus or an active failure event of 
any breaker around this bus can cause an outage of the entire system. Therefore, the 
reliability of this bus arrangement can be improved by adding a bus tiebreaker into the 
system, as shown in Figure 3.7(b). Optimization results as shown in Table 3.5 indicate 
that the tiebreaker B3 in configuration (b) can reduce the effect of a main bus failure 
and thus the resulting substation reliability improves significantly. The breaker-and-a-
half configuration as shown in Figure 3.7(c) displays the highest reliability in the six 
different substation configurations. This is because with the three-breaker 
arrangement for each bay, a breaker failure adjacent to the bus will only interrupt one 
circuit. The double-bus-double-breaker configuration is also one of the most reliable 
arrangements since two separate breakers are available to each circuit. Results in 
Table 3.5 show that the mean time to load point failure of this configuration is lower 
than that of the breaker-and-a-half configuration. This is due to the existence of fail-
to-open breakers, the probabilities of which increase as the number of breakers 
increases. If the fail-to-open-breaker probability is omitted (Ps=0) in the optimizations, 
the resulting MTTF value of configuration (d) would be higher than that of 
configuration (c). The ring bus configuration as shown in Figure 3.7(e) is more 
reliable than the single bus configuration (a), because when a circuit fails, only the 
two adjacent breakers will trip without affecting the rest of the system. If a breaker 
between the two sources (B2) or the two loads (B3) fails, however, outage of the 
entire system will occur. To minimize the potential loss due to a breaker failure, the 
loads and sources should be alternated as shown in Figure 3.7(f). By reconnecting the 
ring bus configuration, the failure of a single breaker will no longer cause the load 
point interruption. Configuration (f) gives a much higher reliability than that of 
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configuration (e). Its reliability is even higher than that of the double-bus-double-
breaker arrangement since fail-to-open breakers are considered in the analysis. 
 
(D) Relative Operating Costs of the Six Different Configurations 
The ring bus arrangement of Figure 3.7(f) seems to be highly reliable with moderate 
costs, but the expansion of a ring bus configuration is limited due to the practical 
arrangement of circuits [8]. In contrast, although the double buses configuration as 
shown in Figure 3.7(d) does not display the highest reliability, it is very expandable. 
Also, maintenance of a bus or a circuit breaker in this arrangement can be 
accomplished without interrupting either of the circuit. The drawback of this 
configuration is that a larger area and capital cost are required for the substation to 
accommodate the additional equipment. Therefore, the planning of an electrical 
substation is the compromise of many other factors, further investigations of which 
exceed the scope of this thesis. 
 
(E) Comparisons of Optimal Inspection Frequencies for Single and Multiple 
Substation Components 
As mentioned previously, optimal inspection frequencies evaluated based on single-
component do not guarantee the overall cost minimization of a multi-component 
substation. Comparisons of inspection frequencies optimized based on single-
component and multi-components are summarized in Table 3.4. All the three breakers 
used in the comparison share the same reliability parameters as shown in Table 3.1. It 
is seen that the single-component based approach gives the same optimal inspection 
frequencies for the three breakers regardless of their positions in substations. This is 
because the single-component optimization only considers the part of cost related to 
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maintenance and repair actions, which is merely determined by reliability parameters. 
Using the multi-component based optimization, however, the optimal inspection 
frequencies for the three breakers differ from each other depending on substation 
configurations and component locations. This verifies the robustness of the inspection 
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Table 3.3 Optimization results for different substation configurations 















I1 0.00 0.00 0.00 0.00 0.00 0.00 
I2 2.81 2.76 2.76 2.76 2.81 2.77 
T1-Optimal 
Inspection 
Frequency* I3 3.09 3.04 3.03 3.03 3.08 3.03 
I1 0.00 0.00 0.00 0.00 0.00 0.00 
I2 2.81 2.76 2.76 2.76 2.81 2.77 
T2-Optimal 
Inspection 
Frequency* I3 3.09 3.04 3.03 3.03 3.08 3.03 
I1 0.00 0.00 0.00 0.00 0.00 0.00 
I2 0.66 0.00 0.00 0.00 0.00 0.00 
B1-Optimal 
Inspection 
Frequency* I3 1.75 1.11 1.08 1.14 1.16 1.13 
I1 0.00 0.00 0.00 0.00 0.00 0.00 
I2 0.66 0.00 0.00 0.00 0.63 0.00 
B2-Optimal 
Inspection 
Frequency* I3 1.75 1.11 1.08 1.14 1.74 1.13 
I1 0.00 0.00 0.00 0.00 0.00 0.00 
I2 0.76 0.63 0.00 0.00 0.63 0.00 
B3-Optimal 
Inspection 
Frequency* I3 1.80 1.74 1.06 1.14 1.74 1.13 
I1 0.00 0.00 0.00 0.00 0.00 0.00 
I2 0.76 0.00 0.00 0.00 0.00 0.00 
B4-Optimal 
Inspection 
Frequency* I3 1.80 1.21 1.06 1.14 1.16 1.13 
I1 --- 0.00 0.00 0.00 --- --- 
I2 --- 0.00 0.00 0.00 --- --- 
B5-Optimal 
Inspection 
Frequency* I3 --- 1.21 1.08 1.12 --- --- 
I1 --- --- 0.00 0.00 --- --- 
I2 --- --- 0.00 0.00 --- --- 
B6-Optimal 
Inspection 
Frequency* I3 --- --- 1.08 1.12 --- --- 
I1 --- --- --- 0.00 --- --- 
I2 --- --- --- 0.00 --- --- 
B7-Optimal 
Inspection 
Frequency* I3 --- --- --- 1.12 --- --- 
I1 --- --- --- 0.00 --- --- 
I2 --- --- --- 0.00 --- --- 
B8-Optimal 
Inspection 
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Table 3.4 Comparisons of optimal inspection frequencies for single and multiple 
substation components 
 
Optimal Inspection Frequencies Evaluated Based on                          Results 
 
Components single-component substation-configuration 
I1 0.00 I1 0.00 
I2 0.00 I2 0.76 
Circuit Breaker 
B3 
in configuration(a) I3 0.82 I3 1.80 
I1 0.00 I1 0.00 
I2 0.00 I2 0.63 
Circuit Breaker 
B3 
in configuration(b) I3 0.82 I3 1.74 
I1 0.00 I1 0.00 
I2 0.00 I2 0.00 
Circuit Breaker 
B4 
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CHAPTER 4 
PARTIAL DISCHARGE DETECTION AND SOURCE 
IDENTIFICATION IN GIS 
_____________________________________________________________________ 
 
This chapter describes the proposed partial discharge detection and source 
identification technique for GIS. The first part of this chapter introduces the PD 
monitoring in GIS as well as the different PD detection approaches. The second part 
presents the overall picture of a neural-network based PD source classifier. 
Consequently, the feature extraction in frequency domain and the implementation of 
neural network in PD source identification is discussed in detail. 
 
The robustness of this neural network based PD classifier is verified using 
comprehensive experimental data from UHF measurement in an 800kV GIS section. 
Compared to many other techniques, this proposed method is simple but accurate, and 
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4.1 PARTIAL DISCHARGE MONITORING FOR GIS 
 
4.1.1 Partial Discharge in GIS 
Partial discharge (PD) is defined as a localized electrical discharge that does not 
completely bridge the insulation between two electrodes [48]. PD occurs at locations 
where the electrical stress exceeds the limit of the insulating material. Magnitudes of 
partial discharges are usually small. They can however cause progressive 
deterioration and may even lead to ultimate insulation failures. Therefore, PD 
monitoring as a sensitive measure of local electrical stress is widely adopted to 
forecast and prevent catastrophic insulation failure of electrical power apparatus, 
which usually operate at high voltages to reduce power loss [49, 50]. 
 
Over the last 30 years, GIS have been increasingly used in power transmission and 
distribution systems due to its several advantages compared to the conventional open-
type substations. Although the reliability of GIS is high, any failure of the insulation 
system is likely to be a costly event, since the location of insulation defects is time-
consuming and the resulting repair cost due to valuable time lost can be very high. In 
most cases, such failure is caused by defects which generate partial discharge activity 
for some time before complete failure occurs. Therefore, the detection of PD activities 
inside GIS allows maintenance action to be taken at the appropriate time to prevent 
potential failures. 
 
The main insulation defects existing in GIS are usually due to the presence of floating 
metal particles inside GIS chamber, protrusions of high voltage conductor and 
particles sticking on the surface of insulator. To identify these various types of 
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discharging sources in GIS, a neural network based classifier is developed in this 
research for the PD source identification using the discriminative information from 
the frequency spectra of different kinds of discharge signals. 
 
4.1.2 Various Approaches for PD Detection in GIS 
Various approaches have been studied in recent years to detect the occurrence of 
partial discharge in GIS. These different methods can be grouped into three categories 
based on the PD manifestation they measure: chemical, acoustic, and electrical 
detection [10]. 
 
PD in GIS can be detected chemically by analyzing the decomposition products of the 
SF6 gas under steady discharges. The main advantage of this approach is that the 
chemical decomposition is not affected by the electrical interference, which is 
inevitably present in the GIS. However, chemical testing does not provide any 
information about the position of the PD source, and the diagnostic gases in GIS 
would be easily diluted by the large volume of SF6, which results in long processing 
time to detect small discharge signals. Therefore, the chemical approach is not 
sufficiently sensitive to be implemented in an online PD monitoring system for GIS. 
 
PD can also be detected through analyzing the acoustic signals, which are generated 
from pressure waves caused by discharges and picked up by the acoustic emission 
sensors mounted on the GIS chamber. One primary advantage of the acoustic 
measurement approach is its immunity to electromagnetic interference (EMI), which 
makes it suitable for on-line PD detection. The acoustic wave propagation 
characteristic, however, is very complex, and the received acoustic signals may have 
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very low intensity due to the many attenuation mechanisms. As a result, the sensors 
must be of high sensitivity to detect a PD. 
 
Compared with the chemical and acoustic approaches, the electrical detection method 
is more popularly used in PD monitoring systems for GIS. It can be further divided 
into two subcategories: the conventional electrical method measuring the apparent 
charge with coupling capacitors, and the radio frequency emission measurement using 
ultra-high frequency (UHF) couplers [9]. Due to the low value of apparent charge for 
a typical failure in GIS, the former approach is difficult to obtain the high sensitivity 
of measurement. In addition, this approach does not give the location information of 
discharges, which make it unsuitable for a real-time PD diagnostic system of GIS. 
The UHF measurement technique can overcome these drawbacks of the conventional 
electrical method, and it therefore is widely used nowadays in the continuous and 
remotely operated monitoring systems for GIS. It is of high detection sensitivity, since 
the UHF signals propagate throughout the GIS with relatively little attenuation and 
even low level of discharges can be detected readily. Besides, the UHF resonance 
signals are with very fast rise-time, and thus the PD source can be located accurately 
within the GIS chamber using the time of flight method. Because of the many 
attractive advantages with the UHF measurement approach, it is adopted to study the 
PD monitoring for GIS. 
 
4.2 PD SOURCE IDENTIFICATION FOR GIS 
 
Based on the UHF detection method, the resonance signals caused by PD can be 
captured by the time domain recording devices such as a data storage oscilloscope. 
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The PD source is then identified and located using appropriate signal processing 
techniques. As discussed in the literature review of Chapter 1, some approaches have 
been proposed in recent years to study the identification of different partial discharge 
sources, which is the most important part of a PD monitoring system for GIS. The 
existing techniques are either not reliable enough or computationally intensive, which 
make them not efficient enough for real time implementation. Therefore, a simple but 
effective feature extraction and classification method based on the energy distribution 
in the frequency spectra of discharge signals is proposed here for PD sources 
identification in GIS. Using this method, PD from air coronas as well as SF6 PD 
caused by three types of defects in GIS can be identified successfully. The flowchart 
of this proposed classification method is shown in Figure 4.1. 
 
As illustrated in the flowchart, the resonance signals detected by the UHF sensor are 
preprocessed before applying the fast Fourier transformer (FFT). This is to ensure that 
only part of the data segment containing useful discriminative information would be 
selected for further analysis, so that the signal processing speed can be accelerated. 
Features extracted from the frequency spectra of various discharge signals are fed into 
an artificial neural network to learn the patterns of different PD sources. This neural 
network based PD source classifier will be continuously trained until the 
predetermined identification accuracy has been achieved in the performance testing, 
which uses the new data samples not presented in the training process. All the main 





CHAPTER 4 ─ PARTIAL DISCHARGE DETECTION AND SOURCE IDENTIFICATION IN GIS 
 
Figure 4.1 Flowchart of proposed PD source identification method 
 
4.3 SPECTRUM CHARACTERISTICS OF PD SIGNALS FROM 
DIFFERENT SOURCES 
 
4.3.1 Experimental Data 
The UHF resonance signals used for the study in this research are measured from a 
test section of an 800kV GIS with an inner diameter of 180mm and an outer diameter 
of 880mm. A conical UHF sensor is mounted on the GIS enclosure and a sampling 
 58
CHAPTER 4 ─ PARTIAL DISCHARGE DETECTION AND SOURCE IDENTIFICATION IN GIS 
frequency of 2GHz is used to obtain all the UHF signals [51]. More detailed 
information about the experimental setup is described in Appendix D. The UHF 
measurement data consist of four different types of discharge signals, as summarized 
in Table 4.1. 
 







PD Source and 




(a) PD from air corona --- 14 
(b) SF6 PD from particle on conductor 1.0 20 




(d) SF6 PD from particle on spacer surface 1.0 30 
 
Air coronas occurring from outside the GIS are taken as a particular kind of partial 
discharge in this thesis. Unlike the other three types of SF6 PD sources, PD from air 
corona is not so harmful to the GIS insulation integrity and thus can be regarded as 
the major interference in a PD monitoring system for GIS. Typical waveforms of the 
measured UHF signals are shown in Figure 4.2. It can be seen that there are some 
differences in wave-shapes between air corona and the SF6 PD, but waveforms of SF6 
PD from different sources are highly similar and thus are difficult to be discriminated 
based on the time-domain information alone. 
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Figure 4.2 Typical waveforms of measured UHF signals: (a) PD from air corona (b) 
PD from particle on conductor (c) PD from free particle on enclosure (d) PD from 
particle on the surface of spacer 
 
4.3.2 Spectrum Analysis for Various Types of Discharge Signals 
All the spectrum analyses here are based on the FFT. For a signal S(n) with a length 










1)-1)(n-(k2-jexp()()( π  (4.1) 
where . Nk ≤≤1
 
The original UHF signals recorded by the measurement system are all with a length of 
5000 data points (2.5µs). In this research, however, it was found to be redundant 
using all the 5000 data samples for spectrum analysis, because the discriminative 
information of various PD sources is just located in the inception parts of signal 
waveforms. Therefore, before implementing FFT for further analysis, all the 
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discharge signals were truncated to a shorter length containing only the data points 
with large amplitude coefficients. As shown in Figure 4.3, a threshold is set for each 
waveform to determine the starting points (points A to D in the figure) of the UHF 
resonance signals. A suitable number of data points can be selected for the spectrum 
analysis after the inception point being found out. 
 
Figure 4.3 Thresholds for selecting starting points of discharge signals 
 
Typical frequency spectra of the four kinds of discharge signals with full data length 
(5000 points) are shown in Figure 4.4, and the corresponding spectra of truncated 
waveforms which contain only the inception parts of resonance signals (1500 points) 
are shown in Figure 4.5 for comparison. It can be seen that the spectra as shown in 
Figure 4.5 preserve all the crucial information as contained in the spectra of Figure 
4.4. This indicates that only the inception part of UHF PD signals with large 
amplitude coefficients is crucial for the spectrum analysis, and the other parts can just 
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be taken as background noises, which contain no discriminative features for the PD 
source identification. 




























Figure 4.4 Typical spectra of the four different types of PD (with 5000 data samples) 




























Figure 4.5 Typical spectra of the four different types of PD (with 1500 data samples) 
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4.3.3 Discriminative Information Contained in Frequency Spectrum 
From the spectra as shown in Figure 4.5, it can be observed that the energy of air 
corona is mainly located in the low-frequency band (around 0~50 MHz), while the 
energy of SF6 PD from different sources is more in some higher-frequency bands (e.g. 
around 200~250MHz). Therefore, it is possible to separate air corona from SF6 PD of 
different sources based on this difference of energy distribution in their spectra. 
However, it is still difficult to further discriminate among the three different SF6 PD 
sources. For example, it can be seen from Figure 4.5 that for SF6 PD from free 
particles on enclosure and SF6 PD from particles on the surface of spacer, the energy 
distribution in their spectra are quite similar. 
 
By further inspection, however, it was found that there are still some tiny differences 
among the spectra of SF6 PD from various sources. In the frequency band around 
100~200 MHz, for example, SF6 PD from particles on conductor has the highest 
energy, compared with the other two SF6 PD sources, and SF6 PD from particles on 
the surface of spacer has the lowest energy in this frequency band. Therefore, it is 
possible to discriminate between air corona and SF6 PD, as well as among the three 
different SF6 PD sources, according to these tiny differences in some frequency bands 
of their spectra. 
 
4.4 FEATURE EXTRACTION FROM FREQUENCY SPECTRUM 
 
The analysis in the previous section indicates that air corona and various SF6 PD 
signals may be classified based on the characteristics of different energy distribution 
in their spectra. Therefore, the measurement as well as the selection of feature 
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parameters from some crucial frequency bands is extremely important.  In this section, 
a simple feature extraction method is proposed to extract discriminative information 
from the frequency spectra of air coronas and various SF6 PD sources. 
 
4.4.1 Feature Measurement 
To represent the characteristics of energy distribution in the spectra of various signals, 
the concept of energy ratio of a certain frequency band is introduced here as the 
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In the above equation,  is defined as the energy in the frequency-band 
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where X(k) is the kth complex coefficient of S(n) after FFT given in equation (4.1), 
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where L is the length of truncated signals for the spectrum analysis. 
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4.4.2 Feature Extraction 
According to the definition of energy ratio, the larger its value, the higher the energy 
density a signal has in a certain frequency band. As a result, the selection of crucial 
frequency bands with distinct energy ratios is extremely important for the effective 
classification of signals. Table 4.2 shows the ranges of energy ratios in some 
frequency bands of the four different kinds of discharge signals measured by the 
experimental setup as described in Section 4.3.1. 
 
As has been stated in the previous section, it can now be verified in Table 4.2 that 
there is a distinct difference in the energy distribution between air corona and SF6 PD 
signals in their spectra. Most of the energy (over 99%) of air corona is in the low-
frequency band (0~50 MHz), while only less than 50% energy of various SF6 PD 
signals is located in this frequency band. It can also be seen that in the higher-
frequency band (100~200MHz), the three kinds of SF6 PD signals have energy ratios 












CHAPTER 4 ─ PARTIAL DISCHARGE DETECTION AND SOURCE IDENTIFICATION IN GIS 
Table 4.2 Energy ratio ranges of various PD sources in four frequency bands 
 










SF6 PD from 
free particle on 
enclosure 
 




SF6 PD from 
particle on the 
spacer surface 
 
0 ~ 50 
(MHz) 
 
99.7 ~ 99.9 
 
2.8 ~ 45.3 
 
8.2 ~ 19.9 
 
8.8 ~ 39.0 
 
100 ~ 200 
(MHz) 
 
0 ~ 0.1 
 
5.0 ~ 14.7 
 
12.4 ~ 23.7 
 
1.4 ~ 3.9 
 
500 ~ 600 
(MHz) 
 
0 ~ 0.1 
 
3.3 ~ 8.9 
 
0.1 ~ 1.0 
 





0 ~ 0.1 
 
2.7 ~ 7.0 
 
0 ~ 0.3 
 
0.6 ~ 2.9 
 
4.4.3 Propagation Characteristics of UHF PD Signals 
The discriminative information hidden behind the frequency spectra of discharge 
signals can be due to the different propagation characteristics of electromagnetic (EM) 
waves excited by different types of UHF signal. Usually, the EM waves propagate 
along GIS not only in the transverse electric and magnetic (TEM) mode, but also in 
the transverse electric (TE) mode. In the spectrum of a signal, the lower frequency-
band components are mainly in TEM mode while the higher frequency-band 
components are mainly in TE mode. Compared with the TEM mode, TE mode is not 
unique and contains different kinds of higher order modes which are represented by 
subscripts as TEmn [52]. Theoretically, the cut-off frequency of TEmn waves in a 




cf c π  (4.7) 
where c is the speed of light ( ), d and D are the inner and outer diameters 
of the GIS section (0.120 m and 0.434 m respectively in this research). Therefore, the 
sm /103 8×
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TE11 (m=1, n=1) wave has the lowest cut-off frequency among all higher order modes 
and from equation (4.7) it is given by 345 MHz. At frequencies lower than this value, 
only TEM mode propagates. Similarly, the cut-off frequencies of higher order modes 
TE21 and TE31 can be calculated as 690 MHz and 1035 MHz respectively. 
 
It was observed in [36] that SF6 PD from particles on conductor is more likely to 
excite TEM mode, whereas SF6 PD from particles on the surface of spacer mainly 
excites TE mode. From our results in Table 4.2, SF6 PD from particles on conductor 
has a lower energy ratio than the other two SF6 PD sources in the frequency band of 
500-600MHz (closer to TE11 mode). In the frequency band of 900-1000 MHz (closer 
to TE21 and TE31 modes), SF6 PD from free particles on enclosure has a much higher 
energy ratio and is more likely to excite higher order mode EM waves than the other 
two SF6 PD sources. 
 
4.4.4 Classification Results 
The measurement data consists of different kinds of UHF PD signals as shown in 
Table 4.1 is used to verify the proposed feature extraction method. Based on the 
previous discussions, two frequency bands (120~200 MHz and 900~980 MHz) 
containing discriminative information were selected for the classification. The energy 
ratios of these two frequency bands are calculated and used as the feature parameters 
for the classification. Figure 4.6 demonstrates the feature clusters of energy ratios 
from the two frequency bands in a two-dimensional space. The classification result 
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Figure 4.6 Classification of various types of PD based on energy ratios: (a) PD from 
air corona (b) SF6 PD from particle on conductor (c) SF6 PD from free particle on 
enclosure (d) SF6 PD from particle on the surface of spacer 
 
 
4.5 NEURAL NETWORKS FOR PD SOURCE IDENTIFICATION 
 
The analysis results based on measurement data indicate that various PD sources can 
be discriminated using the proposed feature extraction method. However, the 
selection of crucial frequency bands with distinct energy distribution in the previous 
section was based on a trial-and-error approach, so the results may differ if the 
measurement environment changes. To facilitate the selection of crucial frequency 
bands for analysis, this feature extraction method is improved in this section. The 
artificial neural network, due to its powerful pattern recognition ability, is used to 
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extract the discriminative information hidden in the spectra of various discharge 
signals. 
 
4.5.1 Review on Artificial Neural Network 
Artificial neural networks, with their remarkable ability to derive meaning from 
complicated data, have been increasingly used nowadays to extract patterns and detect 
trends that are too complex to be noticed by either humans or other computer 
techniques. Neural networks can be viewed as relatively crude electronic models 
based on the neural structure of the brain. The computing power of a neural network 
comes from its massively parallel-distributed structure as well as its ability to learn 
and generalize. A natural network resembles the brain in two respects: knowledge is 
acquired by the network through a learning process; inter-neuron connection strengths 
known as the synaptic weights are used to store the knowledge [43]. A trained neural 
network can be thought of as an “expert” in the category of information it has been 
given to analyze. 
 
There is no unique learning algorithm for the neural network design. In general, the 
learning methods of neural networks can be classified into two categories, namely the 
supervised and unsupervised learning. During the supervised learning process, the 
network parameters are adjusted according to the training vectors and the error signals. 
While in unsupervised learning, the network self-organizes the presented input data 
and discovers its collective properties. Compared to the supervised learning process, 
the unsupervised network usually has a quicker learning speed and is less 
computational intensive due to its smaller network size. By having an explicit 
knowledge of the classes the different inputs belong to, however, the supervised 
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learning methods can perform a more effective feature selection, which leads to better 
prediction accuracy over those unsupervised methods. As a result, both supervised 
and unsupervised learning are commonly adopted in constructing neural networks, 
depending on the characteristics of problems to be modeled. 
 
In this thesis, the multi-layer perceptron (MLP) neural network using the back-
propagation (BP) supervised learning algorithm, and the self-organizing map (SOM) 
as a typical unsupervised neural network, are both studied for their performance on 
PD source identification. Details of these two network structures are attached in 
Appendix C. 
 
4.5.2 Neural Networks for PD Source Identification 
The structures of the two different types of neural networks, SOM and MLP, used for 
PD source identification are shown in Figure 4.7 and Figure 4.8 respectively. It can be 
seen that the neural network based classifier is still based on the feature extraction 
methods as introduced in the previous sections. The spectrum of each UHF PD signal, 
which is obtained from the fast Fourier transform, is divided into N frequency bands 
within the range of 0 to 1 GHz. The energy ratios of each band is calculated and fed 
into the neural network. Therefore, energy ratios in these N different frequency bands, 
instead of two as used in the previous section, act as the feature parameters for PD 
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Figure 4.7 Structure of the SOM network for PD source identification 
 
 
Figure 4.8 Structure of the MLP network for PD source identification 
 
As introduced previously, the SOM network is based on an unsupervised learning 
algorithm and it organize the input features according to the preset targets. In this PD 
source identification problem, therefore, the SOM network as shown in Figure 4.7 is 
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instructed to classify the input vectors, which refer to the N energy ratios in this case, 
into four different classes. While in the MLP network as shown in Figure 4.8, the BP 
training algorithm is used to teach the neural network to identify the four different PD 
sources. An output of (0, 0) represents the PD from air corona (type a), (0, 1) 
represents PD from particle on the conductor (type b), (1, 0) represents PD from free 
particle on enclosure (type c), and (1, 1) represents PD from particle on the surface of 
spacer (type d). 
 
4.5.3 Performance Analysis 
To evaluate the performance of these two network structures on PD source 
identification, the measurement data as shown in Table 4.1 are used in this section to 
train the test the ANN based classifier. Ten energy ratios in the ten evenly distributed 
frequency bands, i.e. 0~100 MHz, 100~200 MHz, …, 900~1000 MHz, are used as the 
inputs of both types of networks. There is no hidden layer for the SOM, but five 
hidden neurons are used in the MLP network. All the measurement data samples are 
divided evenly for the training and testing of neural networks. Simulation results 
based on the SOM and MLP are summarized in Table 4.3. 
 
It can be seen from the simulation results that all the four PD sources can be 
successfully classified by a trained MLP. However, the average classification rate 
using the SOM is only 80%. This can be due to the fact that the number of PD classes 
is fixed and the desired signal type is known, so MLP as the best classifier is a 
suitable candidate to solve this problem. The SOM tends to have a faster training 
process, but its accuracy in pattern recognition is not very high. Especially, for the 
ANN based PD source classifier studied here, the training speed of neural network is 
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not crucial since the training process is done offline. As a result, the MLP network is 
used for solving the PD source identification problem. In the next section, the 
robustness of the ANN based classifier is evaluated using large amount of 
experimental data measured with different PD-to-sensor distances. 
 










PD type (a) 7 PD type (a) 7 100% 
PD type (b) 10 PD type (b) 10 60% 
PD type (c) 7 PD type (c) 7 86% 




Subtotal 39 Subtotal 39 Average 80% 
PD type (a) 7 PD type (a) 7 100% 
PD type (b) 10 PD type (b) 10 100% 
PD type (c) 7 PD type (c) 7 100% 




Subtotal 39 Subtotal 39 Average 100% 
 
 
4.6 ROBUSTNESS OF THE NEURAL NETWORK BASED PD 
SOURCE IDENTIFICATION  
 
For all the measurement data used for training and testing in the previous section, the 
distance between the SF6 PD source and the UHF sensor is set to be one meter. In this 
section, the robustness of the proposed ANN based PD classifier is investigated using 
a more comprehensive database, which contains new measurement data with four 
different PD-to-sensor distances. All the measurement data are summarized in Table 
4.4, and the experimental setup measuring these data is described in Appendix D. 
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Table 4.4 Summary information of measurement data for various PD types with 



















































Based on these data, a three-layer feedforward neural network as introduced in the 
previous section is used to identify the various PD sources. Three study cases with 
different training and testing data sets are used to evaluate the performance of the PD 
classifier. These data and the simulation results are summarized in Table 4.5. 
 
In the first case, the network is only trained with PD data measured with the PD-to-
sensor distance of 1 meter, but the testing data include measurement data with 
different PD-to-sensor distances. A high misidentification rate is observed from the 
analysis results. This is due to the fact that the UHF resonance signals would attenuate 
during propagation, while the training data contains the measurement data with only 
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In the second study case, therefore, another set of PD data measured with a PD-to-
sensor distance of 6 meters is used for training. It can be seen from the analysis results 
in Table 4.5 that the performance of network has improved significantly compared 
with the previous case. However, there are still 11 testing data samples are 
misclassified. This can be due to the different UHF sensors in measuring some of the 
testing data with different PD-to-sensor distance. Although the same type of sensors is 
used in the measurement, two UHF sensors may not be perfectly identical in practice 
and slight differences may exist in frequency response. The trained network does not 
have the knowledge on such different characteristics so that some data samples 
presented are misidentified. 
 
In the last case, the measurement data measured with two different sensors are used in 
the training. Although the training data set does not contain any data measured with 
PD-to-sensor distances 2.5 meters and 7.8 meters, only one data sample is 
misclassified in all the 175 testing signals measured with five different PD-to-sensor 
distances. Therefore, the robustness of the proposed ANN based PD source classifier 
can be reassured as far as the training data set covers the characteristics of energy 
attenuate during propagation and the features of different measurement sensors. 
 
The simulation results based on large amount of measurement data indicate that the 
spectrum analysis based feature extraction method for PD source identification is 
simple but effective. With the aid of a neural network, the proposed PD classifier can 
identify various PD sources occurring at different PD-to-sensor distances based on the 
extracted discriminative features contained in the frequency spectra of discharge 
signals. 
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Table 4.5 Summary of simulation results for different study cases 













(a) 1.0m 7 7 
1.0m 10 10 
2.5m --- 30 
4.3m --- 29 




7.8m --- 30 
1.0m 7 7 
2.5m --- 20 
4.3m --- 8 




7.8m --- 20 


























 Subtotal 39 213 
(a) 1.0m 7 7 
1.0m 10 10 
2.5m --- 30 
4.3m --- 29 




7.8m --- 30 
1.0m 7 7 
2.5m --- 20 
4.3m --- 8 




7.8m --- 20 



























(a) 1.0m 7 7 
1.0m 10 10 
2.5m --- 30 
4.3m 15 14 




7.8m --- 30 
1.0m 7 7 
2.5m --- 20 
4.3m 4 4 




7.8m --- 20 
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CHAPTER 5 
PARTIAL DISCHARGE SOURCE LOCATION IN GIS 
_____________________________________________________________________ 
 
An effective PD source identification technique has been successfully developed in 
the previous chapter. Based on the identified PD sources, four different time delay 
estimation methods are investigated in this chapter for their accuracy in locating the 
insulation defects in GIS. 
 
Through analyzing the two-channel measurement data with different PD-to-sensor 
distances, it is found that different TDE methods should be adopted for various PD 
sources to achieve the best location precision. This finding provides useful 
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5.1 PD SOURCE LOCATION IN GIS 
 
After detecting and discriminating various types of partial discharges, locating the PD 
source is also an important issue for condition monitoring of GIS. It is crucial to 
develop an effective diagnostic technique, which is able to identify the location of PD 
sources precisely, so that repair actions on the faulty GIS section can be carried out 
promptly and the resulting failure cost due to service interruption can be reduced. 
 
As introduced in Chapter 1, the UHF resonance signal radiated from each PD event 
can be detected by the two nearby sensors positioned on the GIS tank, and the two-
channel data are then recorded by acquisition system such as oscilloscope. If the time 
delay between the wave-front of resonance signals arriving at the UHF couplers pair 
on both sides of the faulty GIS section can be determined, the distance from the PD 
source to the detecting sensor can be estimated based on the propagation 
characteristics of UHF resonance signals inside the GIS chamber. Therefore, time 
delay estimation (TDE) of UHF PD signals detected by different sensors is essential 
to locate the PD sources in GIS. 
 
Using the neural network based spectrum analysis approach introduced in the 
previous chapter, the air corona as the major interference can be identified and the 
three different SF6 PD sources can also be discriminated. For PD from particle on the 
surface of spacer, the defect can be located easily since the position of spacer is fixed. 
While for the other two sources, PD from particle on conductor and PD from free 
particle on enclosure, further investigation is required to find out their exact locations. 
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As a result, precise location of these two PD sources is studied in this chapter based 
on different time delay estimation methods. 
 
5.2 THE LOGIC OF PD SOURCE LOCATION BASED ON TIME 
DELAY ESTIMATION 
 
Based on the two-channel PD measurement system in a straight-through GIS section, 
the PD source location formula can be derived based on the arriving-time difference 
of the UHF signals between the two sensors, as illustrated in Figure 5.1. Let the time 
from the PD source to the channel 1 and channel 2 sensors denoted as t1 and t2 
respectively, we can have 
vxt /1 =  (5.1) 
vxLt /)(2 −=  (5.2) 
vLxttt /)2(21 −=−=Δ  (5.3) 
Using the above equations, the location formula and the corresponding estimation 
error are given by 
2
' Lvtx +•Δ=  (5.4) 
%100|'| ×−=
L
xxe  (5.5) 
where x’ is the estimated PD location (distance from the source to sensor 1). Δt is the 
time difference between channel 1 and channel 2 detection. v is the velocity of the 
UHF PD signals propagating in GIS. For the straight bus GIS structure studied here, 
the traveling speed of electromagnetic waves approximates to the speed of light, i.e. 
[54]. sm /103 8×
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Figure 5.1 PD source location based on TDE 
 
5.3 PD SOURCE LOCATION BASED ON DIFFERENT TIME 
DELAY ESTIMATION METHODS 
 
Two different types of discharge signals, PD from particle on conductor and PD from 
free particle on enclosure, are studied for their precise location in GIS. All the UHF 
PD resonance signals used for this study are measured from an 800kV GIS section 
with two data acquisition channels. The data to be analyzed are summarized in Table 
5.1, and the experimental setup for the two-channel measurement is described in 
Appendix D. 
 
Table 5.1 Sensor locations of the two measurement channels 
 
PD Type 
Distances between PD 
Source and the Two 
Sensors (m) 
 
Number of Data Records 
2.5 - 7.8 30 - 30 PD from particle on 
conductor 4.3 - 6.0 29 - 29 
2.5 - 7.8 20 - 20 PD from free particle on 
enclosure 4.3 - 6.0 8 - 8 
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Typical waveforms of these two PD sources, which occur at different positions, are 
shown from Figure 5.2 to Figure 5.5. Four different approaches are investigated in 
this section for their accuracy in locating the PD sources based on time delay 
estimation. These TDE methods include: first peak detection, power energy curve, 
cumulative energy curve, and cross-correlation curve. 
 

































Figure 5.2 Typical waveforms of PD from particle on conductor (7.8m-2.5m) 
 
 81
CHAPTER 5 ─ PARTIAL DISCHARGE SOURCE LOCATION IN GIS  





























Figure 5.3 Typical waveforms of PD from particles on conductor (4.3m-5.0m) 
 





























Figure 5.4 Typical waveforms of PD from free particles on enclosure (7.8m-2.5m) 
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Figure 5.5 Typical waveforms of PD from free particles on enclosure (4.3m-6.0m) 
 
5.3.1 Location of PD Sources Based on First Peak Detection 
As shown in Figure 5.6, time delay of the UHF resonance signals detected by the two 
different sensors can be estimated by comparing their first-peak positions that large 
oscillation starts. The main procedure of this approach can be summarized as follows: 
1) Estimate the background noise level of the measurement environment; 
2) Set a threshold to detect the occurrence of PD; 
3) When PD occurs, find out the occurrence time of the first peak of resonance 
signals detected by each sensor; 
4) Determine the time difference and calculate the corresponding distance from the 
PD source to sensors. 
 
The PD Source location errors based on the first-peak detection approach are 
summarized in Table 5.2 and Table 5.3 for the two different types of PD signals. 
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Figure 5.6 First-peak detection of the two UHF PD waveforms 
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5.3.2 Location of PD Sources Based on Power Energy Curve 
Besides the first peak detection, the power energy  (V2kV k is the amplitude of PD 
signals) of the UHF PD signals can also be calculated to determine the starting point 
of discharge signals. As illustrated in Figure 5.7, this power energy curve is usually 
normalized to be in the range of 0~1, so that a threshold can be set to determine the 
inception time of PD. The arrival time can be calculated by searching for the first 
point (circled in Figure 5.7) on the time axis that crosses the threshold. The threshold 
in this example of Figure 5.7 is set to be five percent of the maximum power energy. 
If the signal is noisy, the threshold can increase to ten percent or more. In general, the 
threshold value should be inversely proportional to the signal to noise ratio (SNR) of 
the UHF resonance signals. Therefore, better estimation precision can be obtained if 
the signals are de-noised before identifying the arrival time. The source location 
errors based on the power energy curve are summarized in Table 5.4 and Table 5.5 for 
the two different types of discharge signals. 
 
Figure 5.7 Power energy curve for illustrating time delay estimation 
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5.3.3 Location of PD Sources Based on Cumulative Energy Curve 
The voltage waveform can be converted into a cumulative energy curve to determine 
the arrival time of the UHF PD signal. The cumulative energy is formulated 








k is the amplitude of the kth signal sample from the inception 
point of the data samples to be analyzed, and the length of j should cover the data both 
before and after the initial surge of a discharge signal (e.g. data samples within 2-3µs 
of Figure 5.2). Since the energy of the signals is always damped steadily, the curves 
eventually approach a constant, which represents the total received energy. As 
illustrated in Figure 5.8, the time delay is estimated by comparing the knee point 
(circled in Figure 5.8) of each curve indicating the arrival time of the UHF signal. 
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Source location errors based on the cumulative energy curve are summarized in Table 
5.6 and Table 5.7 for different kinds of PD signals. 
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Table 5.7 Location errors based on the cumulative energy curve for PD from free 
particle on enclosure 
 
 
















































































































































5.3.4 Location of PD Sources Based on Cross-correlation Curve 
The two-channel resonance signals that are required in the time delay estimation come 
from the same PD pulse, and they have different propagation paths to the two sensors. 
As a result, one signal can be regarded as a delayed replica of the other if the GIS 
section is with a homogeneous structure. In this case, the cross-correlation function 
can be used to assess the similarity between the two signals and thus to estimate the 
arrival time difference [55]. Presumed that s(t) is the original UHF resonance signal 
induced from the PD pulse, s1(t) and s2(t) are the two signals detected by two sensors 
with different distances to the PD source, we can have the following equations: 
)()()( 111 tntStS += α  (5.6) 
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)()()( 222 tnDtStS ++= α  (5.7) 
where α1 and α2 are the amplitudes related to the original signal after the attenuation 
on the propagation process, n1(t) and n2(t) are uncorrelated Gaussian noises existing 
in these two signals, and S(t+D) is the S(t) after D time period. The cross-correlation 






TSS ∫−∞→ += )()(2
1lim)( 2121 ττ  (5.8) 
If the sampling interval is Ts, time shift is τ=mTs, then the discrete form of the cross-







SS +=++= ∑−=∞→ ]
]
 (5.9) 
Therefore, the cross-correlation function can be expressed as: 
[ )()()( 2121 mDkSkSEmC SS ++= αα  (5.10) 
It can be derived from equation (5.5) that the maximum cross-correlation can be 
obtained when m=-D. That is, the peak value of the cross-correlation function 
correspond to the time difference between the signal pair S1 and S2. Therefore, the 
estimation of time delay is achieved by searching the value of m, which results in the 
maximum cross-correlation. Source location errors based on the Cross-correlation 
curve are summarized in Table 5.8 and Table 5.9 for different kinds of PD signals. 
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Figure 5.9 Cross-correlation curve for illustrating time delay estimation 
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Table 5.9 Location errors based on the cross-correlation curve for PD from free 
particle on enclosure 
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5.4 COMPARISON OF DIFFERENT TDE METHODS 
 
Four different approaches of time delay estimation for PD source location in GIS have 
been studied in the previous section. The average location errors using these different 
methods are summarized in Table 5.10. 
 
The results indicate that for different PD sources, no single TDE method gives the 
lowest location errors for all types of PD signals. For example, it can be seen from 
Table 5.10 that for PD from particle on conductor, the TDE based on power energy 
curve displays lower estimation errors than the first peak detection method. For PD 
from free particle on enclosure, however, the opposite is observed. Therefore, 
different TDE approaches should be adopted, depending on the types of PD. It can be 
summarized from the analysis results that for PD from particle on conductor, the 
power energy curve method can give the best location accuracy; while for PD from 
free particle on enclosure, the cumulative energy curve approach displays the best 
performance. 
 
It can also be seen from the analysis results that for PD from free particle on enclosure, 
the location errors tend to be high compared to PD from particle on conductor. This is 
because for the waveforms of PD from free particle on enclosure, the inception of 
discharge signal is not obvious due to the high background noise level in this case, 
and thus the estimated time-difference may not be accurate. This is also the major 
drawback of the TDE approach in dealing with the location problem, because in some 
circumstances (especially during on-site measurements), it is not easy to correctly 
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identify the exact starting positions of discharge waveforms when the noise level is 
very high. 
 
Although the errors of time delay estimation become higher when the signal-to-noise 
ratio decreases, this drawback can be overcome by de-noising the detected UHF 
resonance signals before applying the TDE method for PD source location. Besides, 
the TDE approach only needs to deal with a small amount of data samples at a time 
for calculating the time difference, which can save the memory for storing the 
waveform data. Therefore, it is of high computation efficiency and is suitable to be 
implemented in a real time partial discharge monitoring system. 
 









Average Location Errors 
(%) 
PD from Particle on Conductor 1.27 First Peak 
Detection PD from Free Particle on Enclosure 2.42 
PD from Particle on Conductor 0.39 Power Energy 
Curve PD from Free Particle on Enclosure 3.35 
PD from Particle on Conductor 1.26 Cumulative 
Energy Curve PD from Free Particle on Enclosure 2.27 
PD from Particle on Conductor 1.65 Cross-correlation 









This chapter concludes the study on condition-based maintenance of different kinds of 
substations presented in former chapters. Contributions made in this research and the 
improvements comparing to previous studies in this area are summarized. Some 


































CHAPTER 6 ─ CONCLUSIONS  
6.1 CONTRIBUTIONS OF THE RESEARCH 
 
This research was set out to improve the existing techniques associated with 
condition-based maintenance of substations with different structures. Two objectives 
were set for this research; one is to design a cost-optimal inspection frequency 
analysis approach for open-type substations adopting periodic-inspection based CBM, 
and the other is to develop an efficient partial discharge diagnostic technique for gas-
insulated substations adopting continual-monitoring based CBM. Comprehensive 
works have been done to meet these two objectives and three contributions have been 
made in the end. 
 
The first contribution is concerned with the development of an adaptive reliability 
model for power equipment. This model represents the deterioration process of 
apparatus in discrete phases, and is used to evaluate quantitatively effects of 
deterioration and maintenance on the resulted equipment reliability. Because the 
probabilities of some undetected failures by periodic inspections are also considered 
in this model, it is able to give more reasonable results than some ideal reliability 
models [22-24]. Especially, with the aid of a fuzzy inference engine, the proposed 
model adapts to the changing operating conditions of equipment and optimizes the 
inspection frequency of single component according to the actual equipment states, as 
shown in Table 2.4.  
 
The second contribution involves the development of optimal maintenance-scheduling 
for multi-component substations. The single-component inspection frequency 
optimization proposed in the first contribution is further extended by considering the 
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composite effects of all connected components on the overall operating cost of 
substation. The minimal cut-set analysis method is adopted to identify all the possible 
combinations of equipment failure events resulting in the load-point interruptions. 
Based on the identified cut sets, the probabilities as well as the associated cost of 
load-point failures are estimated using reliability models of substation equipment. The 
overall operating cost of the entire substation is a function of the inspection 
frequencies of various substation components at different phases of their life spans. 
The algorithm of differential evolution has been developed to search through all the 
feasible inspection frequencies for the optimal frequency with minimum operating 
cost of the substation. 
 
The third contribution is the development of a neural-network based PD source 
classifier for enhancing the reliability of GIS. Features extracted from different 
frequency spectra of PD signals are fed into a multi-layer feedforward neural network, 
and various PD sources can then be identified by the trained network. Furthermore, 
various time delay estimation methods have been investigated for locating different 
PD sources inside GIS, with the most accurate approach identified. Testing results 
based on large amount of experimental data have proved that the proposed PD 
diagnostic technique is simple but effective compared to many other approaches, and 
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6.2 RECOMMENDATIONS FOR FUTURE RESEARCH 
 
The condition-based maintenance for different substation configurations have been 
investigated and improved in this research. However, there is still space for future 
expansion. 
 
For the proposed multi-phase reliability model, the assumption of constant failure rate 
in each phase can be removed to best fit the actual deterioration characteristics of 
equipment. In this case, new mathematical models should analyze by the time-
homogeneous Markov chains. The resulted model is of highly complex, or even 
mathematically intractable. In addition, the operating cost analysis for substations in 
this research does not consider the impact of economy-related factors such as capital 
cost, projected substation loads and space requirement.  
 
The proposed inspection optimization technique has been successfully applied to six 
typical substation configurations with single load-point in their outputs.  Two or more 
load-points are however not uncommon, where magnitudes and interruption cost of 
different load-points need to be evaluated based on their importance in the overall 
reliability of substation.  
 
Although much effort has been put into developing an effective partial discharge 
monitoring technique for GIS, there are still some improvements can be made. Firstly, 
the PD source identification is based on artificial neural network. To ensure reliable 
performance, it requires a large database of partial discharge data from different 
sources to train the neural network. This may not be easily available since the 
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occurrence frequency of PD is not very high in practical GIS. Secondly, the analysis 
results of PD source location based on time delay estimation indicate that the location 
errors tend to increase when the signal-to-noise ratio of discharge signals decreases. 
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 APPENDIX A 
FUZZY INFERENCE SYSTEM 
_____________________________________________________________________ 
 
A fuzzy inference system has a collection of fuzzy membership functions and rules 
that are used to reason about data. Unlike the conventional symbolic reasoning 
engines, a fuzzy inference system is oriented toward numerical processing [40]. As 
shown in Figure A.1, there are four major components in a fuzzy inference system: 




Figure A.1 Structure of fuzzy inference system 
 
Fuzzification 
In the first step of a fuzzy inference process, all the crisp input values need to be 
fuzzified into linguistic values before proceeding to the fuzzy inference engine. The 
degree of membership of each crisp input in a fuzzy set can be determined by 
membership functions defined for each linguistic variable. As illustrated in the 
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 example of Figure A.2, the numerical variable age is fuzzified using the triangular 
membership function. Suppose the input value of age is 25, after the fuzzification 
process, it has a linguistic value of “young” with a degree of membership of 0.75, 
“quite old” with a degree of 0.25, and for the remaining linguistic values with a 
degree of zero. 
 
 
Figure A.2 Sample membership function indicating different ages 
 
Fuzzy Rule Base 
After fuzzification, the inference engine refers to the fuzzy rule base to derive the 
linguistic values for output variables. The rules in a fuzzy inference system are 
usually of a form similar to the following: 
• IF x is low and y is high THEN z is medium 
where x and y are input variables, z is an output variable, low/high/medium is a 
membership function defined on x/y/z. In a fuzzy rule, the “IF” part is the premise, 
while the “THEN” part is the consequence (conclusion). Most fuzzy inference 
systems allow more than one conclusion per rule. The set of rules in a fuzzy inference 
system is known as the rule-base or knowledge-base, which will be referred to by the 
inference engine when processing the linguistic inputs. 
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 Fuzzy Inference Engine 
The two main steps in the fuzzy inference process are aggregation and composition. 
They are the process of computing the values of the IF and the THEN part of rules, 
respectively. 
 
Under aggregation, the truth value for the premise of each rule is computed and 
applied to the conclusion part. This results in one fuzzy subset to be assigned to each 
output variable for each rule. The minimum (MIN) and product (PROD) are the two 
most commonly used inference methods in a fuzzy inference engine [40]. In MIN 
inferencing, the output membership function is clipped off at a height corresponding 
to the rule premise’s computed degree of truth. In PROD inferencing, the output 
membership function is scaled by the rule premise’s computed degree of truth. For 
example, given the following rules 
Rule 1: IF x is low and y is small THEN z is poor; 
Rule 2: IF x is medium and y is large THEN z is good; 
Rule 3: IF y is very large THEN z is good. 
Assuming that the variable x has degrees of membership 0.6 for “low” and 0.3 for 
“medium”, and the variable y has degrees of membership 0.2 for “small”, 0.35 for 
“large” and 0.45 for “very large”, the following computations will hold using MIN 
function: 
Rule 1: min{0.6, 0.2} = 0.2; 
Rule 2: min{0.3, 0.35} = 0.3; 
Rule 3: min{0.45} = 0.45. 
As a result, the THEN parts of the three rules are 0.2, 0.3 and 0.45 respectively. 
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 Under composition, all of the fuzzy subsets assigned to each output variable are 
combined together to form a single fuzzy subset for each output variable. Usually, 
either the maximum (MAX) or sum of the degrees of truth of all the rules with the 
same linguistic terms in the THEN parts is computed to determine the degrees of truth 
of each linguistic term of the output linguistic variable. Using the previous example, 
the resulting degrees of truth for the linguistic terms for output variable z using MAX 
are: 
“poor”: max{0.2} = 0.2; 
“good”: max{0.3, 0.45} = 0.45. 
 
Defuzzification 
The final step of the fuzzy inference process is defuzzification, which is used to 
convert the fuzzy linguistic variables to crisp output values. There are many 
defuzzification methods and two of the most common techniques are the Center-of-
Area (COA) and Center-of-Maximum (COM) [40]. The COA method determines the 
center of the superimposed areas under each membership function and assigns it as 
the defuzzified output. A disadvantage of this method is the high computational 
demands in computing for the areas under the membership functions. The COM 
method is a simplified version of the former, and the most typical value of each 
linguistic term is the maximum of the respective membership function. The 























 where m denotes the number of overlapped rules that are fired simultaneously, µz,i is 
membership value of the output for the ith fired rule, and z’ is the specific crisp value 
assigned to each linguistic variable. In the previous example, assuming the most 
typical values for the linguistic terms “very poor”, “poor”, “good”, and “very good” 
are 1, 2, 3, and 4 respectively, then using equation (A.1), the crisp value for output 
variable z is computed as: 






















The Differential Evolution (DE) algorithm can be categorized into a class of 
evolutionary optimization algorithms. DE has proven to be an efficient and robust 
optimization method that outperforms traditional Genetic Algorithm (GA) in case of 
problems containing continuous problem variables [42]. The convergence rate of 
floating-point encoded DE algorithm can be much higher than that of traditional 
binary encoded GA, and DE can be easily extended for handling all continuous, 
discrete and integer variables. Furthermore, the algorithm is usually very compact and 
the implementation is much simpler than the other optimization algorithms such as 
GA. 
 
There are several variants of DE currently and the particular variant used in the 
research of this thesis is the DE/rand/1/bin scheme. This approach will be discussed 
briefly herein, and more detailed descriptions are provided in [42]. Generally, the 
function f to be optimized is of the form: 
RRXf n →:)(  (B.1) 
The optimization target is to minimize the value of this objective function f(X) by 
optimizing the values of its parameters: 
RxxxX
parn
∈= ),,( 1 K  (B.2) 
where X denotes a vector composed of npar objective function parameters. Usually, 
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 As with other evolutionary optimization algorithms, DE works with a population of 
solutions instead of a single solution for the optimization problem. Population P of 
generation G contains npop solution vectors called individuals of the population. Each 
vector represents potential solution for the optimization problem, so the population P 
of generation G contains npop individuals each containing npar parameters 







)()( KK ====  (B.4) 
Therefore, DE works directly with floating-point valued representation of objective 
function parameters instead of their binary encodings. 
 
The population must be initialized to establish a starting point for optimum seeking. 
Because there is often no knowledge available about the location of a global optimum, 
the population PP(0) (initial population) is usually initialized with random values within 
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where r is a uniformly distributed random value within range [0, 1). 
 
From the first generation forward, the population of the next generation PP(G+1) is 
created based on the current population P(G)P . First a trial population PP’(G+1) for the 
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 In the above equation, A, B and C are three randomly chosen indexes referring to 
three randomly chosen individuals of population. They are mutually different from 
each other as well as the running index i. New random values for A, B and C are 
assigned for each value of index i, while a new value for random number r is assigned 
fro each value of index j. The index D is a randomly chosen chromosome and it is 
used to ensure that at least one chromosome of each individual vector X’(G+1) differs 
from its counterpart in the previous generation X(G). A new random value is also 
assigned to D for each value of index i. F and Cr are DE control parameters, which 
remain constant during the search process. F is a real-valued factor in range [0, 2] that 
controls the amplification of differential variations and Cr is a real-valued cross-over 
factor in range [0, 1] controlling the probability to choose mutated value for x. Both F 
and Cr affect the convergence velocity and robustness of the search process. Their 
optimal values depend on the objective function as well as the population size, and 
usually can be found by trial-and-error after a few tests using different values. 
 
Based on the current population PP(G) and the trial population P’(G+1)P , the population of 
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It can be seen that each individual of the trial population is compared with its 
counterpart in the current population. The one with the lower value of cost function 
fcost(X) will survive to the next generation. As a result, all the individuals of the next 
generation are as good as or better than their counterparts in the current generation. 
The above procedure of generating new population is repeated until the best 
individual has been found or the maximum number of generations is reached. 
 114
 APPENDIX C 
ARTIFICIAL NEURAL NETWORKS 
_____________________________________________________________________ 
 
Many different kinds of artificial neural networks (ANNs) have been developed in the 
past few decades. In general, ANNs can be classified into two categories based on 
their learning algorithms, namely the supervised and the unsupervised neural 
networks [43]. In this section, both the unsupervised self-organizing map (SOM) and 
the supervised multi-layer perceptron (MLP) neural networks are described. 
 
Self-organizing Map 
In an SOM, the neurons are placed at the nodes of a lattice that is usually one- or two-
dimensional. A two-dimensional SOM neural network with n-input and m-output 
neurons is shown in Figure C.1. 
 
 
Figure C.1 An SOM neural network with n-inputs and m-output neurons 
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 It can be seen that every output neuron is fully connected with the network inputs by 
its own set of adaptable internal parameters (weights). Suppose the input vector is 
X=[X1, X2…Xn] and the weight vector for output neuron i is Wi=[Wi1, Wi2…Win], the 
learning algorithm for the SOM neural network as depicted in Figure C.1 can be 
divided into the following steps [43]: 
1) At the first training step (t=0), randomly initialize the weights Wij(0) 
(i=1,2,…,m; j=1,2,…,n); 
2) Input one vector X into the SOM; 
3) Find the winner neuron at time t based on the best matching criterion. The 
winner neuron c has the smallest Euclidean distance between its weights Wc and 
input X, which is computed by 
 miWXWX ic ,,2,1||},min{|||||| K=−=−  (C.1) 
 where || · || denotes the Euclidean distance. 
4) Update the weights of the winner neuron and its neighbors. Their weights are 
modified slightly so that they move towards the input vectors. The weight 











where α(t) is the learning rate (<1) and Nc(t) is the neighborhood radius of the 
winner neuron c. 
5) Continue from step 2 until no noticeable changes of weights are observed. This 
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where ε is a small value which is used to measure changes in the weights. 
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 Multi-layer Perceptron 
The MLP neural network is a generalization of the single-layer perceptron. It usually 
consists of an input layer, one or more hidden layers of computation nodes, and an 
output layer. MLP has been applied successfully to solve some difficult and diverse 
problems. An MLP is trained in a supervised manner, and the highly popular learning 
algorithm is known as the error back-propagation (BP) algorithm [43]. Consider an 
MLP neural network having three layers of neurons as illustrated in Figure C.2, the 
procedure of BP algorithm for updating the weights is summarized as follows: 
 
 
Figure C.2 An MLP neural network with two hidden layers 
 








where dq denotes the desired network output for the qth input pattern and xout is 
the actual output of the MLP network. 
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 In equation (C.5), for output layer, 
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 while for the hidden layers, 

































where α is usually a positive number called the momentum constant or 
forgetting factor; for convergent, 0 ≤ |α| < 1. 
 
It can be observed from the above procedure that the BP algorithm consists of two 
passes of computation: 
• Forward pass: computation of function signals for each neuron. 
• Backward pass: starts at the output layer, recursively compute δ for each neuron 
from output layer towards the first hidden layer. At each layer, the synaptic 










 APPENDIX D 
EXPERIMENTAL SETUP FOR PD MEASUREMENT 
_____________________________________________________________________ 
 
All the partial discharge dada used in the PD source identification and location study 
of this thesis are measured from a test section of an 800kV GIS in the TMT&D 
Corporation of Japan. It contains a bus conductor of 120 mm in diameter and a 
corresponding aluminum enclosure of 434 mm in diameter. The layout of the test 
setup is shown in Figure D.1, and the four types of discharge signals measured are: 
• Type (1): PD from air corona outside GIS; 
• Type (2): SF6 PD from free particle on enclosure; 
• Type (3): SF6 PD from particle on conductor; 
• Type (4): SF6 PD from particle on the surface of spacer. 
 
 





 Single-channel Measurement 
As shown in Figure D.1, a conical UHF coupler is mounted on the enclosure of the 
GIS section to detect PD signals. In each experiment, various types of SF6 PDs are 
produced by placing an aluminum needle with a diameter of 0.2 mm on the bus 
conductor, enclosure or spacer. The measuring system consists of a 3-meter long 
cable and a high-speed digital oscilloscope (TDS784D) enabling the system to acquire 
the high frequency components of the UHF signal. The characteristic impedance of 
the coupler is 50Ω, which is the same as the characteristic impedance of the cable and 
the oscilloscope. The triggering voltage of the digital oscilloscope is set to a level well 
above the background noise, enabling the capture of large UHF signals. The sampling 
rate of the oscilloscope is fixed at 2 giga-samples per second when measuring and 
recording the UHF signals. UHF signals produced by three sources of SF6 PD and air 
corona occurring outside the GIS are recorded to evaluate the PD source classifier 




Apart from the single-channel data acquisition, the PD sources of type (2) and (3) are 
also measured by a dual-channel experimental setup, as illustrated in Figure D.2. The 
two UHF couplers are identical and they are mounted on both sides of the enclosure 
of a 10.3-meter-long GIS section. For both types of SF6 PD, the distances between the 
artificial defects and the two coupler are first set to be 2.5 (channel 1) and 7.8 
(channel 2) meters, and then changed to be 4.3 (channel 1) and 6.0 (channel 2) meters. 
All these measurement data have been summarized as shown in Table 4.4, and they 
are used to locate the PD defects inside GIS based on time delay estimation methods. 
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 In addition, these dual-channel measurement data with different PD-to-sensor 
distances are also used to verify the robustness of the proposed neural-network based 
PD source classifier under changing measurement conditions. 
 
 
Figure D.2 Layout of the dual-channel PD measurement 
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