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Recently advances in mobile technology have improved computer processing 
power. To maximize the effects from these advances in hardware technology, the 
productivity of technology for developing concurrent networked middleware and ap-
plication software should also increase. Although hardware advances, it is necessary 
to implement low-level software optimizations; the processing costs and effort to de-
velop mobile software continues to increase [1, 2]. 
This article is motivated by the rapid development of mobile technologies. In 
spite of advantages of mobile technologies, such as portability, mobility, and produc-
tivity, the mobile application development determines the following minimal re-
quirements: long response time, limited memory, and high processing costs. The 
main purpose of this research is to create lightweight algorithms according to these 
requirements. To discover the possibility of using mobile technologies for scientific 
computing, we developed the lightweight algorithms based on Fourier series expan-
sion method. However, we offer to solve recurrences for orthogonal functions to keep 
to the requirements and to provide demanded accuracy of scientific computing [3]. 
We now state the problem. Let ( )γτ ,kL  denote Laguerre functions [4] that are 
given by 
( ) ( ) ( ) ( ) ( )γτγττγτ ,1,12, 21 −− −−−−= kkk LkLkkL  
in the Hilbert space +∈ Rτ  with the pole position Γ∈γ , where { }0: >∈∈Γ γγ R . 
With regard to ( ) ∞<∫
∞
0
2 ττ df , we can expressed a function ( )τf  as an expanded 
series 








where the Laguerre coefficients can be defined as 
 











= , (1) 
where ( ) 2γkL is the norm of the Laguerre functions. 
Then, we estimate the coefficients by numerical-analytical approach [5] 
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where ia , ib  are linear interpolation coefficients in accordance with 








iii tbaf δτ , iδ  – indicator function. 
Using quadrature (2) considerably increases the accuracy of the research results 
in comparison with (1) if we define the integrals ( )∫ τγτ dLk ,  and ( )∫ τγττ dLk ,  analyti-
cally by recurrence relations. To define these recurrences is the next problem. 
Recurrences entail an enormous computational cost so it is very important to 
solve this problem in the best way. In accordance to types of recurrence [7] the or-
thogonal functions can be implemented as second order recurrences. There is com-
mon-sense rule for solving any recurrences [7]: to compute recurrence values do save 
all values in the array instead of do use a recursive program, because it takes expo-
nential time. On the other hand, computing the Laguerre integrals leads to significant 
increase in memory size. To find the solution to this problem, we use the basic tech-
nique to solve recurrence that is called as telescoping [7]. 
Before we go any further, it is necessary to present ( )∫ τγτ dLk ,  and ( )∫ τγττ dLk ,  
using connection coefficients method [8] 
 



























Substituting (4) in (3) gives 
 








0 . (5) 
By analogy, we can define 
 ( ) ( ) ( ) ( ) ( ) ( ) CdtLkdtLkdtLkdL kkkk +−+++−= ∫∫∫∫ −+ γτγτγττγττ ,,12,1, 11 . 
To support the theoretical results, we provided a series of computational ex-
periments. 
Here are the code snippets in Java in the case of direct using of the recurrences 
and solving the recurrences (5) to calculate the Laguerre integrals, respectively. 
# direct using of the recurrences 
public static double recurrentFunctionLaggera 
(double point, double gamma, int k) { 
if (k == 0) { 
 returnMath.exp(-gamma * point / 2); 
 } 
if (k == 1) { 
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returnMath.exp(-gamma * point / 2) * (1 - gamma * 
point); 
 } 
return (2 * k - 1 - gamma * point) * recurrent-
FunctionLaggera (point, gamma, k - 1) / k - (k - 
1) * recurrentFunctionLaggera (point, gamma, k - 
2) / k; 
 } 
public static double recurrentIntegral1 (double 
point, double gamma, int k) { 
if (m == 0) { 
return -2 * Math.exp(-gamma * point / 2) / gamma; 
 } 
doubletmp = 0; 
tmp += -2 * recurrentFunctionLaggeraPoint(point, 
gamma, k) / gamma; 
for (inti = m - 1; i>= 0; i--) { 




# solving the recurrences 
public static double basicIntegral1(double point, 
double gamma, int k) { 
double[] functionLaggera = basicFunctionLag-
gera(point, gamma, k); 
double result = 0; 
for (int v = 0; v <functionLaggera.length; v++) { 
result += Math.pow(-1, k + v) * functionLag-
gera[v]; 
 } 
result *= -4 / gamma; 
result -= -2 * functionLag-
gera[functionLaggera.length - 1] / gamma; 
return result; 
 } 
public static double[] basicFunctionLag-
gera(double point, double gamma, int k) { 
double[] result = new double[k + 1]; 
result[0] = Math.exp(-gamma * point / 2); 
if (k == 0) { 
return result; 
 } 
result[1] = Math.exp(-gamma * point / 2) * (1 - 
gamma * point); 
for (inti = 2; i<result.length; i++) { 
result[i] = (2 * i - 1 - gamma * point) * re-
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The results of the computational experiments to test these code snippets are de-
picted in Fig. 1 varying m  (a) and number of intervals N  (b) if 
( ) ( )ωωτλωτλττ /sincos)exp( +=f  for given λ , ω . The experiments were provided by a 
tablet with the following features: 1GB RAM, quad-core CPU 1200 MHz, based on 
Android v. 4.4.1. 
(a) (b) 
 
Fig. 1. Results of the conducted experiments 
 
From the data from Fig. 1 it is clear that solving recurrences gives enormous 
effect on providing scientific computing in mobile technologies. 
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