We prove a central limit theorem for the mesoscopic linear statistics of N × N Wigner matrices H satisfying E|Hij| 2 = 1/N and EH
Introduction
Let H be an N × N Wigner matrix. We use the normalization E| √ N H ij | 2 = 1, so that as N → ∞ the spectrum of H converges to the interval [−2, 2], and therefore its typical eigenvalue spacing is of order N −1 . We would like to study the mesoscopic linear eigenvalue statistics of H in the form 1) where is the semicircle density, f is a test function, E ∈ (−2, 2), and η lies in the mesoscopic regime N −1 η 1. The study of mesoscopic linear statistics (MLS) was initiated in [5] , where the authors proved the case when H is the Gaussian Orthogonal Ensemble (GOE). More recently in [14] , the result was extended to real symmetric Wigner matrices. It was proved that for a Wigner matrix H satisfying E( √ N H ij ) 2 = 1,Ẑ(f ) converges in distribution to a Gaussian random variable with mean 0 and variance
as N → ∞. The authors also showed in [14] that for a Wigner matrix H with E( √ N H ij ) 2 = 0,
as N → ∞. In this paper, we further extend [14] by dropping the assumption E( √ N H ij ) 2 = 0 or 1, and consider the general case where E( √ N H ij ) 2 = σ ∈ [−1, 1]. As σ goes from 0 to 1, we expect from [14] that the behaviour ofẐ(f ) will transit from Gaussian Orthogonal Ensemble (GUE) statistics to GOE statistics. Our main result Theorem 2.2 below shows that the transition happens sharply at 1 − σ ∼ η, namely we have GUE statistics when 1 − σ η, and we have GOE statistics when 1 − σ η. where V is a Gaussian Wigner matrix of symmetry class β (i.e. GOE for β = 1 and GUE for β = 2) independent of H 0 . We are interested in the MLS of H t in the form
Let H 0 be a real symmetric Wigner matrix and β = 2, we see that H t is a Wigner matrix satisfying E| √ N (H t ) ij | 2 = 1 and E( √ N (H t ) ij ) 2 = e −t . Thus Theorem 2.2 shows Y t (f ) transits from GOE statistics to GUE statistics when 1 − e −t ∼ η, which is t ∼ η. On the other hand, one can also choose β = 1 and set H 0 to be a complex Hermitian Wigner matrix satisfying E( √ N (H 0 ) ij ) 2 = 0. In this case the transition from GUE statistics to GOE statistics happens at a much later time t, which satisfies t + log η ∼ 1. See also Remark 2.3 and Corollary 2.4 below.
The MLS for Dyson's Brownian motion was also considered [7] , where the authors choose β = 2, and let H 0 be either deterministic or diagonal with i.i.d. entries. In this case, the authors showed the transition happens at t ∼ η, and they also identified the limiting behaviour for t ∈ [η, ∞]. Comparing to [7] , the model in our current paper treats Dyson's Brownian motion with random initial conditions corresponding to the eigenvalue distribution of a Wigner matrix, and with a short proof, we are able to identify the limiting behaviour for all t ∈ [0, ∞]. See also Remark 2.5 below.
Aside from the above articles, MLS had also been studied for Wigner matrices in [6, 20] , for invariant ensembles in [1, 3, 4, 17, 18] , and for band matrices in [9, 10] .
The central step for our proof is to use the cumulant expansion formula on the imaginary part of the random variable (see Lemma 6.1 below) to get results on the Green function G(z) . .= (H − z) −1 . This provides the key cancellation needed to deal with the extra terms in the mixed symmetry class case. More details can be found in Section 3 below.
In addition, our proof also crucially relies on the standard cumulant expansion formula (see Lemma 4.2 below). Historically, the cumulant method first appeared in [16] , and it was also used in [5] and [6] to derive the previous result on MLS. Subsequently, many problems of random matrix theory on mesoscopic scales, including the local law for Wigner matrices, were addressed using Schur's complement formula. Recently, with a more careful treatment, the cumulant method was revived in [14] as the main tool to prove the MLS of Wigner matrices, and it was later used in other works (e.g. [8, 15, 19] ) to prove various of results which seemed too complicated using Schur's formula. The method appears to be simple and versatile, and it has the potential to continue generating more results which were difficult to prove in the past.
To pass from Green functions to a general test functions, we use an equation other than the usual HelfferSjöstrand formula (see Lemma 4.5 below), which avoids the usual use of cut-off functions and gives a cleaner and shorter proof.
The paper is organized as follows. In Section 2 we give the precise statements of our results, and in Section 3 sketch the outline of the proof. In Section 4 we gather the necessary tools for our proof. In Section 5 we converge Theorem 2.2 to its special case Theorem 5.1 and prove this simple version, assuming we have Lemma 5.6. Finally in Section 6 we put our algebraic twist of the cumulant formula, Lemma 6.1 into use, and give the proof of Lemma 5.6.
Conventions. We regard N as our fundamental large parameter. Any quantities that are not explicitly constant or fixed may depend on N ; we almost always omit the argument N from our notation.
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Results
We begin this section by defining the class of random matrices that we consider. Definition 2.1 (Wigner matrix). A Wigner matrix is a Hermitian N × N matrix H = H * ∈ C N ×N whose entries H ij satisfy the following conditions.
(i) The upper-triangular entries (H ij . . 1 i j N ) are independent.
(ii) We have
C for all i, j.
For fixed r, s > 0, denote by C 1,r,s (R) the space of all real-valued C 1 -functions f such that f is r-Hölder continuous uniformly in x, and
, we define the quantity
for all f, g ∈ C 1,r,s (R), and we use (Z µ (f )) f ∈C 1,r,s (R) to denote the real-valued Gaussian process with mean zero and covariance
for all f, g ∈ C 1,r,s (R). For x ∈ R, the Wigner semicircle law is defined by
Our main result is the weak convergence of the processẐ(f ) defined in (1.1) for f ∈ C 1,r,s (R). We may now state our main result.
That is, for any fixed p and f 1 , f 2 , . . . , f p ∈ C 1,r,s (R), we have
Thus when 1 − σ η, we get µ * = 0, and
when 1 − σ η, we get µ * = ∞, and
. This implies the transition happens when 1 − σ ∼ η = N −α . By embedding this result to the Dyson's Brownian motion (1.5) and using η = N −α 1, we easily obtain Corollary 2.4 below. Corollary 2.4. Let η, E be as in Theorem 2.2, H t be as in (1.5), and f ∈ C 1,r,s (R).
(i) When β = 2 and H 0 is a real Symmetric Wigner matrix. Suppose
as N → ∞.
(ii) When β = 1 and H 0 is a complex Hermitian Wigner matrix satisfying E(
Remark 2.5. In Theorem 2.3 of [7] , the authors considered H t in (1.5) with β = 2 and H 0 deterministic.
They showed when (2.6) holds,
Note that we can rewrite
and we see that the first term on (2.8) vanishes as µ * → ∞. Thus a comparison of Theorem 2.3 of [7] and Corollary 2.4 (i) shows that when we change H 0 from deterministic to a real Wigner matrix, we will get an additional term that corresponds to the eigenvalue fluctuation of the initial matrix. With the help of (2.8), we are able to identify the impacts of both the initial and the equilibrium conditions. Corollary 2.4 (ii) also reveals some interesting phenomenon. By (2.7) we see that the transition is attained at time t ≈ − log η = α log N . Thus comparing to the case β = 2, it takes much longer time for the MLS to reach equilibrium in the case β = 1.
One can check that all the above results can also be proved for the Green function f (x) = (x − i) −1 using the method presented in this paper. For conciseness, we do not give the details here.
Outline of the proof
Let us denote M = N −1 Tr M for an N × N matrix M . We prove the convergence ofẐ(f ) in the sense of moments. As a starting point, we use an approximate Cauchy formula to reduce the problem to the case of the Green function f (x) = (x − i) −1 . The main work thus lies in computing E|G − EG| 2p , namely the centered moments of the Green function G . .= (H − z) −1 . Here z . .= E + iη, and E, η are as in Theorem 2.2.
In a second step, we use resolvent identity zG = −I + GH to extract centered random variables H ij from the expression, and by cumulant expansion formula
for centered random variables h, we get a preliminary self-consistent equation
where the first term on RHS is the main term, and E 1 denotes the error term.
In a third step, we analyse the terms in (3.2). For z in our domain of interest, (z + 2EG) −1 is bounded, and we only need to calculate
to understand the main term in (3.2). The first term in (3.3) is easy, one just needs to apply the resolvent identity G * G = (G * − G)/(z − z) twice and use the local semicircle law Theorem 4.7. For the second term in (3.3), there are two extreme cases where σEG 2 G is only affected by one symmetry class, and the calculation is trivial. When σ = 1, H is in the same symmetric class as GOE, and it is real and symmetric. This makes G symmetric, thus σEG 2 G = EG * 2 G. When σ = 0, H falls into the same symmetric class as GUE, and one simply has σEG 2 G = 0. In the intermediate case σ ∈ (0, 1), σEG 2 G is the crucial term that reveals the mixed impact of both symmetry classes, and the computation is much more subtle. For example, a straight-forward calculation using
and (3.1) leads to the self-consistent equation
where E 2 denotes the error term. As σ → 1, the true size of EG 2 G is O(η −2 ), and we are able to prove
for some small ε > 0. However, by the local semicircle law, one has (z + EG + σEG)
To deal with the instability of the operator (z + EG + σEG) −1 , we observe that a swap of summation indices gives 6) and this leaves the last summations in (3.4) and (3.6) with exactly the same Green functions, while the H entries are complex conjugates. Also, by (3.1) we have
and note that
Thus subtracting (3.6) from (3.4) provides a crucial cancellation, together with (3.7) yield
where E 3 is an error term satisfying
by the local semicircle law. This implies (z −z
2) can be analysed in a similar fashion.
Preliminaries
In this section we collect notations and tools that are used throughout the paper.
Let M be an N × N matrix. We use M to denote the transpose of M , and let M
denote the Gaussian random variable with mean 0 and variance Σ 2 . We use C ∞ c (R) to denote the set of real-valued smooth functions with compact support. We define the resolvent of H by G(z) . .= (H − z) −1 , where Im z = 0. The Stieltjes transform of the empirical spectral measure of H is
For z ∈ C with Im z = 0, the Stieltjes transform of the Wigner semicircle law is defined by
and m is the unique solution of
satisfying Im m(z) Im z > 0. We abbreviate X . .= X − EX for any random variable X with finite expectation. We first state an elementary result that will be useful for us.
Lemma 4.1. Let X, Y, Z be random variables with finite third moments. We have
We now state the complex cumulant expansion formula that is a central ingredient of the proof. 
Let f : C 2 → C be a smooth function, and we denote its holomorphic derivatives by
Then for any fixed ∈ N, we have
given all integrals in (4.3) exists. Here R +1 is the remainder term depending on f and h, and for any t > 0, we have the estimate
The bulk of the proof is performed on Wigner matrices satisfying a stronger condition than Definition 2.1 (iii) by having entries with finite moments of all order. Definition 4.3. We consider the subset of Wigner matrices obtained from Definition 2.1 by replacing (iii) with
From now on we shall focus on Wigner matrices satisfying Definition. Relaxing condition (iii)' to (iii) using a Green function comparison argument is done in Section 6 of [14] , and one can see that the same method also works for this paper.
The following result gives bounds on the cumulants of the entries of H.
Lemma 4.4. If H satisfies Definition 4.3 then for every p, q 0, p + q = k, and k ∈ N we have
uniformly for all i, j, and
Proof. This follows by the homogeneity of the cumulants.
We shall also use the following result in complex analysis, which can be viewed as an approximate Cauchy identity for almost analytic functions.
. Fix k ∈ N+, and letf be the almost analytic extension of f defined bỹ
Let a > 0, and we denote D a = {(x + iy) : x ∈ R, |y| a}. For any λ ∈ R, we have
Proof. Let ε > 0 be small such that B ε (λ) ⊂ D a , where we use B ε (λ) to denote the ball centered at λ with raduis ε. The result follows by first use Green's formula for the functionf (z)/(λ − z) on D a \B ε (λ), and then let ε ↓ 0.
The following definition introduces a notion of a high-probability bound that is suited for our purposes. It was introduced (in a more general form) in [11] .
Definition 4.6 (Stochastic domination). Let
be two families of nonnegative random variables, where U (N ) is a possibly N -dependent parameter set. We say that X is stochastically dominated by Y , uniformly in u, if for all (small) ε > 0 and (large) D > 0 we have sup
for large enough N N 0 (ε, D). If X is stochastically dominated by Y , uniformly in u, we use the notation X ≺ Y . Moreover, if for some complex family X we have |X| ≺ Y we also write
Next we recall the local semicircle law for Wigner matrices from [11, 12] . For a recent survey of the local semicircle law, see [2] , where the following version of the local semicircle law is stated. Then we have the bounds
and
The following lemma is a preliminary estimate on G.
Lemma 4.8 (Lemma 4.4, [14] ). Let H be a Wigner matrix satisfying Definition 4.3. Fix α ∈ (0, 1) and
, where z . .= E + iη and η . .= N −α . For any fixed k ∈ N + we have
as well as
uniformly in i, j.
In addition, we also have the following lemma, whose proof is given in Appendix A.
Lemma 4.9. We adopt the assumptions of Lemma 4.8. Let F . .= (H − z ) −1 , where z . .= E + iη, and E ∈ (−2, 2). We denote
For any fixed k ∈ N + , we have
uniformly in i, j, and 
(ii) Suppose that X is a nonnegative random variable satisfying X N C and X ≺ Φ for some deterministic Φ N −C . Then EX ≺ Φ.
We end this section with a result concerning EG and EG 2 , and the proof is postponed to Appendix B.
Lemma 4.11. We adopt the assumptions of Lemma 4.8. Let
We have
5 Convergence of general functions
In this section we prove the following particular case of Theorem 2.2.
Theorem 5.1. Let H be a Wigner matrix satisfying Definition 4.3. Let η, E, µ * be as in Theorem 2.
as N → ∞, where V µ * (f, f ) is defined as in (2.1). The convergence also holds in the sense of moments. C.
(C) The test functions are in the class C ∞ c (R) rather than in C 1,r,s (R).
We make the above simplifications to focus on our main issue, which is going from σ ∈ {0, 1} to σ ∈ [−1, 1] in Definition 2.1. The methods removing constrains (A) -(C) have been described in [14] for σ ∈ {0, 1}. More precisely, in Section 5.5 of [14] we showed that the joint convergence can be proved in exactly the same way as the 1-dimensional convergence; in Section 6 of [14] we used Green function comparison argument to relax the moment conditions of H; in Section 5 of [14] we uses very careful cut-off of integration regions and estimates so that the error terms are small for test functions in the class C 1,r,s (R) (this was also explained just before Section 5.1 of [14] ). One readily checks that these methods are completely insensitive to the value of σ, hence for conciseness and readability we only give a proof of Theorem 5.1 in this paper.
Recall that for a random variable X, X . .= X − EX. Theorem 5.1 is a direct consequence of the following proposition. (i) For any fixed n 2
where
(ii) The random variables [Tr f η (H)] and Tr f η (H) are close in the sense that
Assume Proposition 5.3 holds. Then (2.4), (5.1) and Wick's theorem imply
as N → ∞. Note that the above result is proved in a stronger sense that we have convergence in moments. Theorem 5.1 then follows from (5.2).
Proof of Proposition 5.3 (i).
Fix n 2. In this section we calculate
where χ is defined in (4.12) . Note that our definition of γ ensures α + γ ∈ (0, 1). Applying Lemma 4.5 with a = η ω and k = n gives
Let us write z = x + iy. By (4.8) and Lemma 4.10 we know
Note that ∂D a = {z ∈ C : Im z = ±a} and ∂Da |f η (z)| dz = O(η), thus
Then (5.5), (5.6) and (5.7) imply
where we use (∂Da) n to denote n multiples of ∂Da . The core of our proof lies in computing the first term on RHS of (5.8). Since f has compact support and η = N −α , we knowf η (z) = 0 whenever Re z / ∈ (−2 + τ /2, 2 − τ /2), where τ > 0 is given in the beginning of Theorem 2.2. Thus by writing z k = x k + iy k for k = 1, 2, ..., n, when only consider when (z 1 , ..., z n ) lies in the region
Let us abbreviate
, and note that (iii) in Definition 4.3 implies max i ζ i C. By resolvent identity zG = GH − I we have
Since H is complex hermitian, for any differentiable f = f (H) we set
where ∆ (ij) denotes the matrix whose entries are zero everywhere except at the site (i, j) where it is one:
Applying Lemma 4.3 with f = f ij (H) = Q n−1 G ij (z n ) and h = H ji to the above, we get
Here is a fixed positive integer to be chosen later, and R (ji)
+1 is a remainder term defined analogously to R +1 in (4.4). More precisely, we have the bound
for any t > 0, where we defineĤ .
, so that the matrixĤ has zero entries at the positions (i, j) and (j, i), and abbreviate ∂ ij . .= ∂ ∂Hij . Note that for G = (H − z) −1 we have
where in the last step we used Lemma 4.1. Similarly, we have
Altogether we obtain
where T n . .= −z n − 2EG(z n ). From (4.2), (4.8), and Lemma 4.10 it is easy to see that 18) and the implicit constant depends only on the distance to the spectral edge τ defined in Theorem 2.2.
Remark 5.4. Before looking at the terms in (5.17), let us compare (5.17) to its special case when H is real and symmetric, whose analysis was done in [14] . When H is real and symmetric, we have σ = 1, and G (z n ) = G(z n ). Thus (5.17) becomes
which coincides with (5.21) in [14] . The symmetry of G simplifies the analysis of many terms, for example the last term on the RHS of (5.19) is the leading term, and it can be treated with the resolvent identity
which allows us to proceed the computation easily; when G is not symmetric, we have the last two terms on the RHS of (5.17) instead, and the analysis of G 2 (z k )G (z n ) is more subtle. The asymmetry of G is dealt by Lemma 5.6 below, and we prospond the proof to Section 6. On the other hand, the estimates of L and K in (5.19) can easily be applied to (5.17), and we summarize these results in Lemma 5.5 below. Let K, L be as in (5.17). We have the following results.
Proof. (i) For k 2, we define
and Lemma 4.4 shows
The estimate of J k is similar to the proof of Lemma 4.6 (ii) in [14] . More precisely, after applying the differentials in (5.21) carefully, we can use Lemmas 4.8-4.10 to show that
for any fixed k 2. Also, one can following the routine verification of Lemma 4.6 (i) in [14] to show there exists some L ∈ N such that
Together with (5.22) and (5.23) we get the desired result.
(ii) The proof is analogue to that of Lemma 4.7 in [14] . By max i ζ i C we see that .12). We have the following results.
Proof. See Section 6. Now let us turn to (5.17). Lemma 4.8 and (5.18) imply
where χ(·) was defined in (5.20) . Also, by Lemmas 4.8, 5.6 (iii) and (5.18) we have 
uniformly for all (z 1 , . . . , z n ) ∈ A, where A was defined in (5.9). Note that by the definitions of α, γ and χ we have χ(α + γ) χ − γ/2 = χ − χ/(4n) 7χ/8. Since we have the simple estimate
we know from (5.8) and (5.26) that
28) where in the estimate of the error term we implicitly used
By symmetry, it suffices to fix k ∈ {1, 2, . . . , n − 1}, and consider the integral of
The next Lemma together with (5.28) will conclude the proof of Proposition 5.3 (i).
Lemma 5.7. Let F kn be as in (5.30), and recall the definition of ω from (5.4). We have
Similarly,
Proof. We only prove (5.31) and (5.32), the proof of (5.33) and (5.34) follows in the same fashion.
(i) Let us first look at (5.31). By Lemma 5.6 (iv), (v) we see that
uniformly in A ∩ {(z 1 , ..., z n ) ∈ C : y k = y n = a}, where χ(·) was defined in (5.20) . Also, Lemma 4.8 shows |Q
uniformly in A ∩ {(z 1 , ..., z n ) ∈ C : y k = y n = a}. Together with (5.27) and (5.29) we have
(ii) Now we look at (5.32). By Lemma 5.6 (i), (ii), and (vi), we see that
uniformly in A ∩ {(z 1 , ..., z n ) ∈ C : y k = a, y n = −a}. Thus Lemma 4.9 and (5.18) imply
Thus (5.27) and (5.29) imply
together with (5.35) we have
Note that in for z ∈ suppf η , we have | Re z − E| = O(η), together with E ∈ [−2 + τ, 2 − τ ] one easily show that
By |f η (x + ia)|dx = O(η) and ϕ(x k + ia, x n − ia) dx k = ϕ(x k + ia, x n − ia) dx n = 0 we have
Now an elementary estimate shows
together with (5.36) and (5.37) we compete the proof.
Proof of Proposition 5.3 (ii). Let
where χ is as in (4.12) . Note that α + γ ∈ (0, 1). Applying Lemma 4.5 with a = η ω and k = 2 gives
Note that (4.14) implies
By Theorem 4.7 we have 
Result on Green function
In this section we prove Lemma 5.6. As a preparation, we have the following analogue of Lemma 4.2, which will be used throughout this section. This lemma provides the key cancellation that allows us to get a stable self-consistent equation for the terms in Lemma 5.6 (i) and (ii). See Remark 6.3 below for a detailed discussion.
Lemma 6.1. Let us adopt the assumptions of Lemma 4.2. Then for any fixed ∈ N, we have
given all integrals in (6.1) exists. HereR +1 is the remainder term depending on f and h, and for any t > 0, R +1 satisfy the same bound as R +1 in (4.4).
Proof. By Lemma 4.2 we have
whereR +1 is the remainder term satisfying the same bound as R +1 in (4.4). The proof then follows from (4.3).
When σ is close to 1, Lemma 6.1 provides a crucial cancellation for the cumulant expansion. It is summarized in the following lemma. 
for all i = j. For p, p ∈ {0, 1, 2, 3} we have
uniformly for all i = j.
Proof. By C 2,0 (H ij ) = C 0,2 (H ij ) = σ/N and C 1,1 (H ij ) = 1/N we trivially obtain (6.2). Let us look at (6.3). Let us write H ij = a + ib for some i = j. Definition 4.3 (iii)' ensures
for all fixed k ∈ N. By (6.2) we see that
Then (6.3) follows from
together with (6.4), (6.5) , and Hölder's inequality.
We are now ready to prove Lemma 5.6. We first give the proof of parts (i) and (ii).
Proof of Lemma 5.6 (i)-(ii). (i)
By resolvent identity zG = HG − I we have
Similarly, byz F = F H − I = F H − I we havē
where in the last step we swap the summation indexes i and j. By (6.6) and (6.7) we have
We apply Lemma 6.1 to the first term on RHS of (6.8) with h = H ij and f = f ij = (G 2 F ) ji and get
9) where 10) and in the second step of (6.9) we used the trivial fact
Here is a fixed positive integer to be chosen later, and R (1,ji) +1 is a remainder term defined analogously to R +1 in (4.4) . Note that we have
By Lemmas 4.8-4.11 we see that
Similarly, we have
For k 2, we denote
and Lemmas 4.4 and 6.2 imply
.
Analogue to the proof of Lemma 5.5, we can use Lemmas 4.8-4.10 to show that
for k 3, and there exists fixed L > 0 such that R
Also, Lemma 4.11 shows
Inserting (6.12) -(6.15) into (6.9) gives
By (4.8) we see that 
and by E, E ∈ [−2 + τ, 2 − τ ] and taking the imaginary part of ν we see that
Thus we arrive at
Similarly, we can show that
and the proof follows from (6.16) and (6.19) .
(ii) Let us look at P . .= GF . Fix p ∈ N + , by resolvent identity and Lemma 6.1 we have
where L (2) is defined similar as L (1) in (6.10). One readily checks that
and by Lemma 4.9 we see that the last two terms on the above equation are bounded by
Lemmas 4.1, 4.8 and 4.9 imply
and similarly
Similar as in part (i), we can use Lemmas 4.8-4.10 and 6.2 to show that
and Lemma 4.8 gives
By inserting (6.21)-(6.24) into (6.20), we have
By (6.16), (6.18) and (6.19) we have
thus by Jensen's Inequality we arrive at
). The estimate of G 2 F is done in the similar fashion, and we omit the details.
Now we give the proof of Lemma 5.6 (iii)-(vi), and it follows a quite standard approach developed in [13, 14] using Lemma 4.2 instead of Lemma 6.1.
Proof of Lemma 5.6 (iii)-(v). (iii)
Let us look at EGF . The estimate is similar to that of EG 2 in Appendix B. By the resolvent identity and Lemma 4.2, we arrive at
whereT . .= −z − EG − σEF , and K (3) and L (3) are defined similarly as K (5) and L (5) in (B.1) below. Note that by Theorem 4.7,
. Also, we see that the estimate of (B.1) below also works for our current context, thus we can use Lemmas 4.8-4.10, and show that every term on the RHS of (6.25) is bounded by O ≺ (N α−χ ). This implies EGF = O ≺ (N α−χ ). Let us look at GF = . . Q. Fix p ∈ N + . Similar as (5.17), we can use resolvent identity and Lemma 4.2 to show that and G 2 F ≺ N 3α−1 , and one readily checks that it makes no difference whether we have F of F in the expression. We omit the details.
(vi) The proof follows from the resolvent identity
and Lemmas 4.8 and 4.11.
Remark 6.3. The method estimating EGF is not effective in analysing EGF . More precisely, as an analogue of (6.25), we will get (ii) When n is even, we write n = 2p. Pick G (1) , . . . , G (2p) ∈ G, and similar as in (A.2) we have
Using resolvent identity and (4.11) for k = n − 1 = 2p − 1 we have
combining with a similar estimate of the last factor on RHS of (A.4) we get
as desired.
B Proof of Lemma 4.11
The proof of (4.13) is similar to that of Lemma 4.8 in [14] . By the resolvent identity and Lemma 4.2, we arrive at
T , (B.1)
where T . .= −z − 2EG is a remainder term defined analogously to R (ji) +1 in (5.15). By Lemmas 4.8-4.10, we can argue similarly as in the proof of Lemma 4.8 in [14] and show that every term on the RHS of (B.1) is bounded by O ≺ (N α−χ ). This proves (4.13). The proof of (4.14) is similar to that of Lemma 4.3 (ii) in [14] . By the resolvent identity and Lemma 4.2, we have
where U . .= −z − EG,
Here R (6,ji) +1 is a remainder term defined analogously to R (ji) +1 in (5.15). By Lemmas 4.8-4.10, we can argue similarly as in the proof of Lemma 4.3 (ii) in [14] and show that the last four terms on the RHS of (B. 
