In standard Bayesian inference, a-priori distributions are assumed to be classical probability distributions. This is a topic of critical discussions because, in reality, a-priori information is usually more or less non-precise, i.e. fuzzy. Hence, a more general form of a-priori distributions (so-called fuzzy a-priori densities) is more suitable to model such a-priori information. Moreover, data from continuous quantities are always more or less fuzzy. As a result, Bayes' theorem has to be generalized to capture this situation. This is possible and will be explained in the paper. In addition, the concepts of HPD-regions and predictive distributions are generalized to the situation of fuzzy a-priori information and fuzzy data.
Introduction
Bayesian statistical inference uses a-priori information of specific parameters in stochastic models. In standard Bayesian inference, a-priori distributions are standard probability distributions and the observations are assumed to be numbers or vectors. Bayes' theorem formulates the transition from the apriori distribution of the stochastic quantity, which describes the parameters of interest, to the so-called aposteriori distribution. In case of continuous stochastic models X ~ f(·|); ⊝, based on observations x 1 ,…, x n of X, the transition from an a-priori density to an updated information with the distribution of the stochastic quantity describing the parameter ̃ is given by the conditional density (· | x 1 ,…, x n ) of ̃, i.e. 
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where l( ; x 1 ,…, x n ) is the likelihood function defined on the parameter space ⊝. Equation (1) is the socalled Bayes' theorem.
There are critics, however, on the use of a-priori densities in form of classical probability densities. Moreover, real observations from continuous quantities are not precise numbers, but, more or less, nonprecise (also called fuzzy).
The first problem can be overcome by using a more general form of probability which is related to soft computing, i.e. so-called fuzzy probability densities [see also a related work by Yang (1997) ]. The second problem can be solved by using general fuzzy numbers and fuzzy vectors.
In section 2, the theoretical grounds for fuzzy numbers and vectors along with their characterizing functions are described. In section 3, a special form of general fuzzy numbers and fuzzy probability densities are introduced in the context of defining fuzzy a-priori distributions. In section 4, the mathematical description of fuzzy observations along with corresponding characterizing functions is explained. In section 5, the generalized Bayes' theorem is introduced for handling fuzzy a-priori densities by using the -level functions. As a result, the fuzzy a-posteriori density is generated. In sections 6 and 7, the adaptations of the concepts of HPD-regions and predictive densities to generate fuzzy HPD-regions and fuzzy predictive densities are described respectively. The paper is, then, concluded with an example (section 8) to show results of applying the streamlined concepts. Lastly, final remarks are given in section 9.
Fuzzy numbers and fuzzy vectors
In order to describe non-precise observations or measurements of continuous quantities, the so-called general fuzzy numbers are useful.
Definition 1:
A general fuzzy number x * is defined by its characterizing function (), which is a real function of one real variable and possesses the following properties:
, is a non-empty and finite union of compact intervals.
An important question is how to obtain the characterizing function of a measurement result. For digital measurement equipment, the measurement result is a decimal number x with finitely many digits. Usually, no information is available concerning the remaining infinitely many decimal digits. Therefore, the measurement result is an interval [ where denotes the real number derived from x where the missing digits are all set to be 0, and denotes the real number derived from x where the missing digits are all set to 9. Each interval [a,b] can be characterized by its indicator function [a , b] (). The indicator function is a special kind of characterizing function. Therefore, in this situation, we obtain () = [a , b] ().
In case of analog measurement equipment, the measurement result can be given by a pointer position on a scale. This measurement result can be reported by a photograph. Such photographs are color intensity pictures displaying the color intensity along a measurable scale. An example is shown in figure 1. Taking the value c of the basic color intensity, we define a function
and further
In a similar manner, for a measurement result given by a light point on a screen, the characterizing function can be obtained as well.
Another situation is the comparison of a measurement object with a linear scale as shown in Figure 2 as an example. Based on the function h(·), the characterizing function () of the general fuzzy number describing the length is obtained in the following way:
where (·) is the derivative of the function h(·).
For measurements of vector quantities with two dimensions, e.g. the coordinate of an object on a radar screen, the concept of fuzzy vectors is essential.
Definition 2: A k-dimensional fuzzy vector is defined by its vector-characterizing function (,…,), which is a real function of k real variables x 1 ,…, x k and possesses the following properties:
) } is non-empty and a finite union of simply connected compact subsets of ℝ .
For k = 2, the vector-characterizing function of a light point on a screen can be obtained in the following way:
Let h(x 1 , x 2 ) be the light intensity at the coordinates (x 1 , x 2 ), the vector-characterizing function (,) is given by
For higher dimensions (k > 2), measurements of components are usually given by their corresponding characterizing functions  i (). These characterizing functions can be combined into a vectorcharacterizing function ( ) by using a triangular norm. Especially for coordinate measurements, the product-t-norm is useful. In this case, the values of the vector-characterizing function are given by
Fuzzy a-priori distributions
Classical a-priori distributions in Bayesian inference are among topics of critical discussion. Therefore, a more general form of expressing a-priori information seems to be appropriate. These are so-called fuzzy a-priori densities.
In order to define fuzzy densities, a special form of general fuzzy numbers is necessary. 
Fuzzy densities are fuzzy valued function f * () defined on a measure space (M, , µ) and possess the following properties:
x  M (iii) all -level functions () and ̅ () are integrable functions with finite integral.
Probabilities of events A  based on a fuzzy probability density f * () are defined in the following way:
The generalized probability P * (A) is a fuzzy interval, which is determined by a generating family of compact intervals
By applying the so-called construction lemma for general fuzzy numbers [see Viertl (2011) ], the characterizing function () of P * (A) is given by Fuzzy probability densities are a more general form of expressing a-priori information concerning parameters  in stochastic models f (| ); ⊝.
Remark 1:
The concept of fuzzy probability density is different from that of the classical lower/upper probabilities. Primarily, fuzzy probability densities are calculated based on fuzzy random variables and -levels, where (0,1].
Fuzzy data
Real observations of continuous stochastic quantities X are not precise numbers or vectors, whereas the measurement results are more or less non-precise, also called fuzzy. The best (to-date) mathematical description of such observations is explained by means of general fuzzy numbers with corresponding characterizing functions  1 (), … ,  n ().
Remark 2:
The fuzziness of an observation resolves the problem in standard continuous stochastic models where observed data have zero probability.
For a fuzzy observation with characterizing function  i () from a density f (), the probability of is given by [Zadeh (1968) ]
This makes it possible to define the likelihood function of independent fuzzy observations in a natural way:
Generalized Bayes' theorem
The standard Bayes' theorem has to be generalized to handle fuzzy a-priori densities Calculating the fuzzy a-posteriori density * ( | ) and taking this as new a-priori density for the second sample as well as calculating the corresponding a-posteriori density ̇ ( | ), we obtain the same result as that from taking the combined sample and calculating the a-posteriori density * ( | ).
Proof: Consider the -level functions  (| ) and  (| ),  (| ) and
Then, we have the following likelihood function:
For the -level functions, we obtain
, and for the a-posteriori density, based on * ( | ) as a-priori density
The upper -level function  (| ) is obtained analogously. Therefore, the sequential updating from standard Bayes' theorem also remains for fuzzy data. 
Definition 4:
The fuzzy predictive density p
Remark 5: For classical a-posteriori densities (·|D), the above definition yields as characterizing function the indicator function of p(x|D).
Example
As an example, waiting times in a queuing system are modeled with an exponential distribution with fuzzy gamma density as a-priori density for the parameter (0,). Different -level functions of the fuzzy a-priori density are generated (as described in section 3) and shown in figure 4. 
Final Remark
To take care of fuzzy a-priori information and fuzzy data, a more general concept, as opposed to the use of classical probability, is introduced in form of fuzzy a-priori densities. This concept is more suitable to model prior information, which is usually uncertain, i.e. fuzzy. In this case, concepts of general fuzzy numbers and fuzzy vectors along with their characterizing functions have been applied in capturing the imprecision of continuous quantities. The so-called fuzzy probability densities along with the -level functions are generalized to define the fuzzy a-posteriori densities. In addition, fuzzy a-posteriori densities can be used in order to generate fuzzy HPD-regions and fuzzy predictive distributions. For these, the membership functions of fuzzy HPD-regions are constructed and a generalized integration procedure for the construction of fuzzy predictive densities is introduced. As a result, Bayes' theorem is generalized to model data with explainable mathematical grounds in capturing the variability and imprecision of real observations.
