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I. INTRODUCTION 
This dissertation consists of two parts. The first part 
pertains to residual goodness-of-fit analysis. The second 
part pertains to the possibility of bringing an asymptotic 
multi-decision point of visw to goodness-of-fit analysis. 
Such a point of view seems natural, given the sorts of 
alternative distributional forms, appearing in the first 
part, that typically appear in goodness-of-fit investiga­
tions . 
A widely used model is 
Y = XB + e 
where Y is a (nxl) vector of random observations, X is a 
known nonstochastic (nxk) matrix of rank k, g is a (kxl) 
vector of unknown parameters, and e is a (nxl) vector 
whose components are assumed to be normally distributed 
2 
with mean zero and constant variance a . It is often not 
known if the model is correct. It is then necessary to use 
the data to assess the "validity" of the model. There are 
several aspects that can be considered, but we will restrict 
our attention to assessing, or testing the normality of e. 
Since the vector e is not observable, the ordinary least 
squares residual r is used. But components of the vector r 
are not independently and identically distributed. 
2 
Chapter II of this work reviews some of the literature 
for testing normality. A shorter review of the literature 
for large deviations theory pertinent to our asymptotic multi-
decision point of view is given in Chapter V. Contributions 
to testing normality are reviewed in four subsections, per­
taining respectively to tests based on; 1) probability plots, 
2) order statistics, 3) distance functions, and 4) moments. 
The fact that we cannot assume independence of the OLS 
residuals under any distribution makes the small sample distri­
butions of tests for normality quite mathematically complex. 
Therefore, Monte-Carlo studies are done to assess the effect 
of nonhomogeneous samples on a variety of tests for normality. 
In Chapter III, we investigate the effect of correlated 
residuals on some well-known test statistics for the two 
way additive model with sample sizes 15 and 32. A modifica­
tion of the U-statistic is given and appropriate quantiles are 
discussed for certain other well-known statistics. It turns 
out that, as the sample size increases, the effect of correlated 
residuals decreases, especially in the case of the W-statistic. 
Three new statistics for testing normality are introduced. 
These statistics have relatively high power. 
Another approach for testing the normality of the vector 
of disturbances in a linear model is to work with orthogonal 
transformed residuals. This approach eliminates the dependence 
3 
among the residuals, resulting in a reduced number of iid 
* 
residuals. A new vector of transformed residuals (r) is 
introduced in section C of Chapter III. The well-known 
* 
Theil's BLUS residuals and r are both used to compute all 
the statistics in subsection 1 of that section. Null and 
power studies for these transformed residuals are given and 
the results are compared to those for the OLS residuals. 
Huang and Bolch (1974) claim the superiority of the OLS 
residuals over the BLUS residuals in testing normality for a 
specific linear model. In section A of Chapter IV, a study 
analogous to that of Huang and Bolch is done using the OLS, 
"k 
r and BLUS residuals. The results are discussed and it is 
found that the OLS residuals are not always superior. In 
* 
section B, some properties of the BLUS residuals and r are 
given, and they are compared in terms of their use in testing 
normality. It turns out that the BLUS residuals provide 
* 
more powerful tests than r. Some discussion is given to 
support this observation. 
Chapter V begins with a review of some pertinent recent 
work in multivariate large deviations. We proceed to point 
to a certain special bivariate case for which bounds may be 
computed in rather simple fashion for the bivariate large 
deviation rate. A further specialization leads to cases where 
the rate itself may be computed in relatively simple fashion. 
This specialization is studied both from the point of view of 
4 
a bivariate extension of work of Bahadur and Rao (1960) on 
univariate large deviations, and from the point of view of a 
formal bivariate extension of Daniels' (1954) treatment of 
univariate saddlepoint approximation. 
Chapter VI explores the sense in which the bivariate 
large deviation rate is pertinent to the multi-decision view 
of goodness-of-fit, and suggests a certain "cutting" technique 
that further facilitates the computation of this rate in the 
context of the goodness-of-fit problem. 
5 
II. REVIEW OF LITERATURE 
Very important aspects of the use of probability models 
are to make statistical tests of parameters and to develop 
confidence intervals for unknown true parameter values. In 
the routine use of linear models, these processes require 
normality for the distribution of the errors in the assumed 
linear model. Testing for normality of the errors has conse­
quently been a matter of considerable investigation. 
A. The iid Case 
One could look at these tests in four groups. Tests 
based on: 1) probability plots, 2) order statistics, 3) 
distance functions, and 4)moments. 
1. Tests based on probability plots 
The plotting of experimental data on probability paper 
has been popular since Hazen (1914) suggested the principle 
of linearizing the normal distribution in a study of floods. 
Probability plots are used for informal evaluation of distri­
butional assumptions, for graphical estimation of parameters, 
for assistance in analyzing experimental data and for other 
relevant uses which have been discussed by a number of writers 
(Chernoff and Lieberman, 1954, Daniel, 1959, Kimball, 1960, 
Mosteller and Tukey, 1949). Some plottings of experimental 
data are quantile vs. quantile • (Q-Q) plots and probability vs. 
6 
probability (P-P) plots reviewed by Wilk and Gnanadesikan (1968). 
Consider two random variables r and x. Corresponding to any 
pe[0,l] there exists two quantile values q^(p) and q^(p). 
A (Q-Q) plot for r and x is then just a scatter plot of q^(p) 
versus q^(p) for various p values. When r and x are 
identically distributed, the (Q-Q) plot will be a straight 
line configuration with slope one, pointed towards the 
origin. If r is a linear function of x the corresponding 
(Q-Q) plot will still be linear but with possibly changed 
location and slope. If r and x are identically distributed 
variables, then a (P-P) plot will be a straight line con­
figuration oriented from (0,1) to (1,1) . However, unlike the 
(Q-Q) plot, the (P-P) plot will not remain linear in the 
event that either r or x is subject to a linear transfor­
mation. When r and x are both uniform on (0,1), the (P-P) plot 
and (Q-Q) plot are identical. 
The linearity property of (Q-Q) plots enables proba­
bility plots to be used to obtain rough estimates of scale 
and location parameters. Typically, the ordered sample 
values, r,r^2)(n) plotted against the quantities 
x^ = F (Ç^) , where the are plausible empirical approxi­
mations for the true percentiles of the uniform distribution 
on the unit interval and F denotes the cumulative distribu­
tion function for the null distribution. For example, a 
common choice (Weibull, 1939), is = i/(n+l). 
7 
There has been controversy over plotting positions 
because location and scale parameters are estimated from 
the plot of (xx, ^(i))* So it is necessary to construct 
what appears to be the "best straight line". Chernoff and 
Lieberman (1954) and Chernoff (1956) resolved the difficulty 
by an initial assumption that the fitted line can be 
reasonably assumed to be "a good approximation" to that ob-
^ 2 tained by minimizing Z (r ,..-y-ax.) where y and a are 
i=l 1 
location and scale parameters, respectively. They studied 
how the x^ should be chosen to yield minimum variance un­
biased estimators and minimum mean square error estimators, 
illustrating their result for the normal and exponential (with 
arbitrary origin) distributions and comparing the optimal 
estimators with those yielded by = i/(n+l) or = 
(i-0.5)/n. 
Barnett (1975) gives some necessary and sufficient con­
ditions for there to be a set of plotting positions yielding 
minimum variance unbiased estimators of y and a in the class 
C = {y = a'y; 5 = b'y}. Because of the limited occurrence 
of optimal plotting positions and their computational in­
tractability, Downton (1966a,b) considered specially restricted 
forms of unbiased linear order statistics estimators which are 
easily calculated and can, on occasion, compare very favor­
ably in efficiency with the BLUE's for y and a. BLUE's are 
8 
produced by the Gauss-Markov theorem and are widely discussed 
by Lloyd (1952) or David (1970). Essentially, Downton (1966a) 
examined estimators in the classes: 
n i = 1,2,... 
"j = 
where aj(i) and bj(i) are polynomials of order j in i. In 
the simplest case with j=l we have a^(i) = a^+a2i and b^d) = 
b^+b2i. The corresponding plotting positions, are called 
polynomial plotting positions. The polynomial plotting 
positions are simple and lead to negligible loss of efficiency. 
In comparison = i/(n+1 ) yields a less efficient estimator, 
whilst = (i-0.5)/n leads to a noticeably biased esti­
mator of o. 
Barnett (1975) considered any linear order statistics 
estimators in class C but rather than insisting that ù and a 
should be unbiased, he restrained the bias to be linear in a 
and not depend on y, that is, E(y) = y + c^a and E(à) = 
a + CgC. The results of this paper show that relaxing the 
unbiasedness condition can lead to linear order statistics 
estimators of y and a with lower MSE. 
Choice among representative values in probability 
plotting involves both practical convenience and conceptual 
insight. Two conceptual categories may be distinguished. 
9 
(i) The representative values are "corresponding quantiles" 
of the reference distribution. The configuration of plots 
of the ordered sample values against the quantiles of the 
reference distribution corresponding to any of the fractions, 
(i - /n, i/(n+l), etc., will not be very different except 
for very small sample sizes, (ii) The representative values 
are determined by the expected values of the standard order 
statistics from the reference distribution. Typically, 
where both quantile and expected value plotting positions 
may be used, the resulting configuration will be similar. 
Shapiro and Wilk (1965) have a paper introducing the 
W-test for testing normality, where 
" = — 
Z (X.-X) 
i=l 1 
with X , i ^ ,  X ,T\,..., X , _ >  denoting a sample of ordered random V j-y \ 6 / \ x i j  
observations and {a^} denoting the set of normalized "best 
linear unbiased" coefficients tabulated in Sarhan and Green-
berg (1956). This study was initiated in part in an attempt 
to summarize formally certain indications of probability 
plots. They compare the squared slope of the probability 
plot regression line, which under the normality hypothesis 
is an estimate of the population variance multiplied by a 
constant, with the usual symmetric sample sum of squares 
about the mean. 
10 
W has some nice properties which help in distributional 
studies. W is scale and origin invariant. W is bounded from 
2 
above by 1 and from below by na^/fn-l). So a good approximation 
was obtained, using Johnson's (1949) Sg distribution. Since 
the W-statistic is scale and origin invariant it supplies 
a test of the composite null hypothesis of normality. Small 
values of W indicate departure from normality. The percentage 
points and study of power of the W statistic, using a range of 
populations and sample sizes are given in Shapiro and Wilk 
(1965). The results of this study indicate that the W-
test is comparatively quite sensitive to a wide range of 
nonnormal alternatives even with samples as small as n=20. 
The W-test is an omnibus test, that is, it is appropriate 
for detecting deviations from normality due either to 
skewness or kurtosis, which appears to be superior to "distance" 
tests, for example, chi-squared and Kolmogorov-Smirnov tests. 
A drawback of the W-statistic: is that for large sample sizes 
it may prove awkward to tabulate or approximate the necessary 
values of the multipliers in the numerator of the statistic. 
Also, the large sample distribution is unknown. 
D'Agostino (1971) presented an omnibus test of normality 
as a substitute for the W-statistic for samples of size 50 or 
larger. The null distribution of D = -Ï—, where 
n S 
n 1 
T = Z {i - y(n+l)}X., 
i=l ^ ^ 
11 
unlike that of the W-statistic, can be approximated by Cornish-
Fisher expansions using moments up to the fourth. 
Shapiro and Francia (1972) presented a modification 
of the Shaprio-Wilk W-statistic which can be used for sample 
sizes between 50 and 100. The coefficients a^ require ob­
taining an approximation to the covariance matrix of the 
normal order statistics but the proposed test W uses coeffi­
cients which depend only on the expected values of the normal 
order statistics which are generally available, that is, 
n „ n _ 
W = ( Z b.X.) /E (X.-X)^ with 
i=l ^ ^  i=l 1 
b' = (b^,b2,...,b^) = m'/(m'm)^/^, 
where m' denotes the row vector of expected values of 
standard normal order statistics. We note that b' is a 
substitute for a' = (3^,3^,...,a^) = m'V ^/(m'V 
where V is the covariance matrix of standard normal order 
statistics. In fact, W' was developed by estimating the 
slope of a regression line by simple least squares instead 
of the generalized least squares method used in developing 
the W-statistic. The W and W' tests were performed with sev­
eral sample sizes, using a 10 percent test size level. In 
general, the W' test appears to be more sensitive than the 
W-test when the alternative distribution is continuous and 
symmetric with a large fourth moment (as compared to the 
normal distribution), when it is nearly normal, or when it is 
12 
discrete and skewed. The two tests appear to be nearly 
equivalent for alternative distributions which are continuous 
and asymmetric with large fourth moments, or are discrete, 
or are symmetric. The W-test is superior to the W test 
for other alternatives. Overall, the differences in the 
power were small. 
Shapiro, Wilk and Chen (1968) display a large number of 
alternatives for which W has power as good,as or better than, 
other commonly used tests. 
2. Tests based on order statistics 
Tests based on order statistics include the David, 
Hartley and Pearson (1954) U-test for normality, the test 
given by Hegazy and Green (1975) and some tests based on 
U-statistics which have kernels of a special form. 
David et al. (1954) provide tables of certain upper and 
lower quantiles of U = (range)/S = w/S for samples of n 
observations from a single normal population, where S 
denotes the usual standard deviation from a sample 
of size n. Since the ratios (X^-X)/S (i = l,2,...,n) are 
jointly independent of S, any function of these ratios 
and in particular, the difference of (X^^j-X)/S and (X -X)/S, 
which is w/S, will be independent of S. Then E(U^) = E(u/S)^ = 
E(w^)/E(S^), and approximations to quantiles of the U-statistic 
can be obtained by fitting the appropriate Pearson curve. 
13 
To get upper quantiles for U, one can use the fact that U' = 
(X -X,)/S is functionally related to the student t-distribu-
J K 
2 tion. This follows because (n-l)S , contains the single 
1 2 degree of freedom component ^(Xj-X^) . David et al. (1954) 
showed Pr(U^u) = n(n-1)Pr(U'^u). They used the artificial 
sampling data used by Geary (1935a) and Pearson (1935) 
to compare the efficiency of U with two other tests b2 
and m/S. b2 is the test for skewness and m/S is Geary's 
ratio (1935b) which compares the mean deviation to the 
standard deviation. The alternative populations are 
rectangular, Pearson type II, Pearson type VII, and double 
exponential with gg's, respectively, 1.8, 2.5, 4.1, 7.1, 
5. It is shown that the w/S ratio is in some cases, as ef­
fective as the other two statistics but is never more 
effective than b^. The authors suggest that the use of this 
very simply computed criterion deserves further examination 
in practice. 
Hegazy and Green (1975) give eight possible test cri­
teria such as Tg = n where is the expected 
value of normal order statistics, or T^ = n ^Z|X^-n||, where 
0 (p^) and p^ = i/(n+l). Distribution of some of the 
statistics are obtained approximately in two ways: (i) by 
fitting an appropriate Pearson distribution, and (ii) by 
fitting a three parameter log normal distribution. Critical 
values are obtained by simulation. In the Monte Carlo power 
14 
comparisons these tests were found to be among the most 
powerful tests available for the alternatives considered. 
A group of tests use U-statistics which have kernels 
^-1 p 
of the special form <{) (X, ,. . .X, ) = Z C'-(X. ,,-X. ) / 
X K i"1 ^ i+x 1 
where c^,...,c^_^ are real constants such that c^ = 
and p>0. Locke and Spurrier (1976) pointed out that the 
general form of the test statistic that involves the U-
statistic is T = U/S^, where U is a U-statistic that is 
also a location-free unbiased estimator of some meaningful 
2 parameter, S is the usual unbiased estimator of the variance 
and p is chosen so that the T is scale invariant as well as 
location invariant. They suggested two statistics, T^, with 
k=2, p=l, c^=l, and T* with k=4, 0^=0^=0, 0^=1 and p=l. 
The D-statistic introduced by D'Agostino (1971) is a U-
statistic. 
3. Tests based on distance 
The classical test for the goodness-of-fit problem is 
the chi—squared test which has certain advantages: (i) 
it is well-adapted for the case when F (x) is discontinuous 
and (ii) it is known (at least to a good approximation) how 
to adapt the statistic for the case when parameters of F(x) 
must be estimated from the sample. Pearson (1900) proposed 
2 ^ 2 
X = Z (n.-np.) /np. for large samples where p. is 
i=l ^ 
the probability of an observation being in the ith interval 
15 
under the null hypothesis H^. To know p^, must be com-
2 pletely specified. Pearson showed that the X statistic was 
asymptotically a chi-squared random variable. If observa­
tions come from a family of distribution with unknown 
parameters, p. is no longer a constant but a function of the 
2 k ^ . 2 
parameters of the family. Then X = Z [n.-np. (§,,... ,9 )] / 
i=l 1 1 J- s 
aPi(§1»...,êg) where 0's are "good estimators" of the 9's. 
Fisher (1924) , Cramer (1946) , Neyman and Pearson 
(1928, 1931), and Chernoff and Lehmann (1954) have 
2 
worked on the asymptotic distribution of X where the 9's 
2 
are estimated. The selection of intervals in using the % test 
was discussed by Mann and Wald (1942), who pointed out that 
to achieve maximum power under some conditions, the intervals 
should have equal probability content. They gave a formula 
to determine the optimal number of intervals. Cramer (1946) 
suggested intervals of equal length. There have been recent 
modifications of the chi-squared test by Kempthorne (1966), 
Yarnold (1970), Dahiya and Gurland (1972) , Hoist (1972), 
and Morris (1975). It is necessary that expected class 
frequencies be "not too small" in order to meet the require­
ments of the asymptotic results of Pearson,- Fisher, Chernoff 
and Lehmann. This restricts the number of class intervals. 
Kolmogorov-Smirnov and Cramer-Von Mises tests were 
developed from an observation made by Wald and Wolfowitz (1939) 
16 
that = Pr [F^(x)-A/n^/^ < F(x) < F^{x) + X/n^^^] is 
independent of F(x) provided F(x) is continuous, where 
Fj^(x) is the empirical distribution function. The Kolmo-
gorov-Smirnov statistic is 
K-S = sup [F (x)-F(x)| 
all X * 
provided that F(x) is continuous. 
There are two advantages in using the K-S test over the 
2 X test. First, it can be used with small sample sizes and 
second, it often appears to be more powerful for any sample 
size. Kac, Kiefer and Wolfowitz (1955) showed that the K-S 
2 _ 9 
statistic with estimated by (x,s~) yields a test for 
normality which is asymptotically more powerful than the 
2 
optimum x test. 
2 
The Cramer-Von Mises statistic W is 
2 W = n [F (x)-F(x) ]^G(F(x) )dF^(x) 
— CO 
where G(-) is a nonnegative weight function. The special 
case G=1 was first studied by Smirnov (1937) , who obtained its 
asymptotic distribution. Darling (1955) modifed the test for 
the case when F depends on parameters which must be estimated 
from data. Stephens (1970) gives modifications of some 
2 tests of gocdness-of-fit such as K-S and W in order to 
replace the extensive tables for the quantiles of these sta­
tistics by a short table of quantiles. 
Other statistics based on distance measures are the 
2 Kuiper V-statistic and the Watson U -statistic. The 
17 
V-statistic is defined as 
V = d"*" + D , where d"*" = max [ (i/n)-F (x. ) ] and 
l<i<n ^ 
D = max [F(x.)-(i-l)/n]. 
l£i£n ^ 
2 
The Watson statistic U is defined as 
= W^-n( Z F(x. )/n -
i=l ^ 
The studentized Anderson-Darling statistic can be used 
to test the normality of a random sample when the mean and 
variance are unknown. The statistic is given by 
2 n 
A^ = {-[ Z (2i-l){ln + In (1-Z^^^_^)}]/n}-n 
1 1 2  
çy "2 -gX 
where with ^(Y) = 
Yi = (X^-X)/S, 
(2it) e dx and 
An empirical power study shows that there is very little 
2 difference between A and the W-statistic of Shapiro and 
Milk. W seems more powerful for the highly skewed distri-
2 bution such as the exponential. A appears more powerful 
for the long tailed distributions such as Laplace and log-
2 
normal. However, one computational advantage of A is that 
one does not need to have a table of coefficients. For the 
2 2 
case when y and a are unknown and are estimated by x and s , 
2 2 W and A tend to be more powerful tests than K-S or V. 
18 
Sherman (1950) proposed a test of goodness-of-fit based 
n+1 
on the statistic Z |F (x. )-F (x. )-l/(n+l) | where x^. =-<» and 
i^l 1 1 X u 
= 00. He found its distribution and established its 
asymptotic normality. Sherman's statistic is based on the 
fact that the expected area under the density between a 
pair of consecutive ordered observations is l/(n+l). 
Riedwyl (1967) proposed a class of tests of goodness-
of-f it based on the "discrepancies" d^ where d^ = F(Z^)-
Fj^(Z^) and = F ^(i/n) for i = l,2,...,n-l. These d^'s 
between the continuous distribution function and the empirical 
distribution function are jointly distribution free. Thus, any 
function D = D (d^ ,d2,. .. ,d^_j^) may be regarded as a non-
parametric statistic measuring goodness-of-fit. Riedwyl 
2 
considered various discrepancy functions including Zd^, I|d^|, 
and max|d^|. He tabulated critical values for small values 
of n and obtained the asymptotic distribution of these 
statistics. 
Kac, Kiefer and Wolfowitz (1955) attacked the problem of 
— 2 testing normality by looking at = ô(F^(x), N(x|x,s )) and 
w^=j(F^(x)-N(x|x,s^))^d^N(x|x,s^) where 6 is some kind of 
distance function whose large values call for rejecting 
normality. It is shown that the asymptotic power of these 
2 tests is considerably greater than that of the optimum % 
test. 
19 
Dyer (1974) provides some additional results on the 
comparison of tests for normality. Dyer considers cases in 
2 2 
which u and a are both unknown and the case where only a 
2 is assumed unknown. The study shows that W and A. are 
generally the superior tests for the alternatives under 
2 
consideration when u, o are unknown, with W being the better 
2 test for a uniform or exponential alternative and A being 
slightly better for a double exponential or Cauchy alterna-
2 tive. He indicates a caution in the use of the W, A. , 
2 
Watson U , Kuiper's V, and C - VM tests saying "In testing 
normality, even if one believes that the true mean is known, 
one should still assume the mean unknown in making the test, 
since the loss in power for not doing so can be quite large 
2 
and perhaps one should never assume either u or a known 
when using these tests." 
4. Tests based on moments 
Frequently used techniques for testing normality of a 
homogeneous sample, when n is sufficiently large, involve 
computation of g^/S^ and ^^^re 
^3 ^4 ^2 6n(n-l) , 
9l = --3 ' 92 = ' "l = (n-2) (n+1) (n+3) ' 
K/ ^2 
2 
4 = (n-3HS-2^"->3) (n+S) ' the K's are Fisher's 
K-statistics. "Large values" of |g^/S^| or 1^2/^2 1 call for 
the rejection of normality. Madow (1940) discussed these 
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procedures and suggested that for the combined test one 
2 2 2 
may use the statistic X = (g^^/S^) + (gg/Sg) , which can be 
2 
compared with the X2 distribution. 
To summarize,. from a practical viewpoint, the W procedure 
has some disadvantages. For each n, a different set of coeffi­
cients is required for the estimation of a, and these are 
not available for n>50. Exact coefficients are given by 
Shapiro and Wilk for n£20 and approximate values for 
20<n£50. Furthermore, a different set of quantiles is 
needed for each n. 
The statistics D and W are essentially introduced to 
extend the W-statistic for use beyond n=50. Both use esti­
mates of a which are asymptotically less efficient than that 
used in W. The D-statistic needs no special coefficients and 
the W needs the expected values of standard normal order 
statistics as coefficients. Significant values of these two 
statistics are in the lower tail for W, and in both tails for D. 
By Shapiro, Wilk and Chen's results, statistics pre-
2 
viously used in testing for normality, such as x ' and bg 
or U are usually quite inferior to W. 
Stephens (1974) claims that Shapiro and Wilk's power 
studies for tests using EDF (empirical distribution function), , 
2 
such as K-S and A , are misleading because it was supposed that 
the true mean and variance were known to the tester. But, for 
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a true comparison with the W, the tester should estimate 
2 2 
mean and variance. Stephens shows that A and W appear 
to be the best pair of EDF statistics and have power func­
tions comparable with those for W. The statistics W, for n 
up to 50, and w', for n beyond 50, appear slightly better 
2 2 2 2 than W and A . W and A give very good performance con­
sidering that, for all n, only one formula is needed for 
each statistic. 
B. The k Sample Case 
Wilk and Shapiro (1958) developed statistical methods 
for the joint assessment of the supposed normality of a col­
lection of independent samples which may have come from 
populations having differing means and variances. For example, 
in a cross-classified table of observations in which there are 
several replicate observations per cell, it may be a useful 
preliminary to further data analysis to evaluate the "com­
bined" normality of the observations. In this case, one 
would in general have a different mean value for each cell, 
and possibly also different variances, say, in blocks, so 
that the entire collection of observations could not be 
treated as one sample from a single distribution. 
The procedure is based on computing a W-statistic for 
e a c h  o f  t h e  s a m p l e s  { y ^ j } ,  { y 2  j  K  •  •  •  }  / ]  = 1 , 2 , . a n d  
then using normal and chi-squared transformations. For the 
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normal transformation, W(l),W(2),...,W{k) are transformed to 
the corresponding standard normal quantities 
as follows. For N.>7, use the transformation 
1— 
= V + 6 In [ -e)/{1-W^J ) ] , 
where v, S, e are given in Wilk and Shapiro (1968) . For 
3£N^£6 the values of G^ can be obtained by linear interpola­
tion as described in the same paper. 
Under the null assumptions, the quantities G^,...,G^ 
may be considered to be a random sample from a standard 
k 
normal distribution and hence the quantity G = S G.//k 
i=l ^ 
has a N(0,1) distribution. Since small W(i) indicates 
departure from normality, and this corresponds to a shift 
by G^ to smaller values, the interpretation of G would be as 
a "one-sided test". 
The basic facts in the chi-squared transformation are 
that a^, the probability of observing a value smaller than 
W(i), is uniformly distributed on (0,1) under the null 
2 
assumption and that C. = -2 In a- has a Xo distribution, 
k 1, ^ 
Then C = Z C. has a Xov distribution. 
i=l ^ 
A Monte-Carlo study done by Wilk and Shapiro indicates 
that the C procedure appears to be more sensitive for symmetric 
long tailed alternatives such as the Cauchy and Laplace distribu­
tion while the G procedure is more sensitive for finite range 
alternatives such as the uniform distribution. 
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Also, the result of this study shows that the sensi­
tivity of both procedures increases sharply with N and k, 
where k is the number of samples and N is the number of 
units in each sample. For fixed k, the sensitivity increases 
approximately linearly as In (N) for all but finite range 
distributions. For the latter, the power is approximately 
quadratic in In (N). 
Pettit (1977) has developed a test to assess the nor­
mality of several independent samples using the Anderson-
2 2 Darling statistic (A ). For each sample, the statistic A 
2 is calculated and the significance probability (F\) of A 
for each sample is found. Then, by the Fisher method, S = 
k 2 
-2 In ( TT P.) has a % distribution with 2k degrees of 
i=l ^ 
freedom when the null hypothesis of normality is true. The 
null hypothesis is rejected by a large value of S. 
Conover (1965) employs both combined and marginal 
ordering to obtain the distribution function of a k-sample 
model, in which k random samples of equal size are first 
ordered within themselves in the usual manner, and are then 
ordered among themselves by considering the size of the 
maximum value in each sample. 
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C. The Multivariate Case 
The study of different tests of normality in the univariate 
case indicates that the problem admits no complete solution 
which can claim universal acceptance. It is to be expected, 
then, that tests for bivariate normality rest on even less 
stable foundations. 
A test of bivariate normality that has been used by 
Hald (1952) is the line test. This test is based on the 
fact that if (X,Y) is bivariate normal, then 
Q(X,Y) = -2  ( -^ ) ( -^ )  + ( -^ }^ ]  
l-pT °X °X °Y °Y 
2 
has the x? distribution. So with n observations from a 
bivariate normal distribution, we get n observations from the 
2 2 
X2 distribution. The distribution function of y distri­
bution is l-exp{-^) so that log^^ (l-F(x)) =-0.217 x. Then, 
points with coordinates (Q , log^Q ( (n-i+^)/n) ) , where is 
the ith ordered Q, should approximate a line through the 
point (0,0) with slope -0.217. The problem with test pro­
cedures using Q is that it involves five generally unknown 
ps.r'ajustôjrs • 
Another test is named the quadrant test. It is based 
on the fact that for the bivariate normal distribution with 
^X"^Y"^ the first and third quadrants of the xy plane each 
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contains the mass ^ + arc sin ( p )/2w and the second and fourth 
quadrants each contains the mass ^  - arc sin (p)/2%. So, with 
n bivariate observations we can count the number of observa­
tions satisfying: a) x>x and, y>y, b) x>x and y£y, c) x<x 
and y>y, d) x£x and y^y, and compare these numbers with 
those under the null hypothesis of bivariate normality. 
This test appears in Kowalski (1970) . 
The ring test is based on the fact that for the bi­
variate normal distribution the ellipse defined by Q(x,y) = 
2 2 2c , contains the mass l-exp(-c ). The mass in the ring 
between the ellipses corresponding to c and c+Ac is 
2 2 2cAc exp(-c ). Thus, one expects that 2cAc exp(-c )n of 
the observations will lie in the corresponding ring (Kowalski, 
1970). 
Note that all cumulants of the bivariate normal distri­
bution with i+j>2 are equal to zero. So, one can test whether 
or not the higher-order cumulants of the distribution vanish. 
This test has the same nature as the g^ and g2 tests 
so it cannot deduce bivariate normality even if all 
higher cumulants are zero. Kowalski (1970) limits his 
investigations to the set of cumulants K = {ki^rkgifki^, 
^31'^22^ but lack of independence complicates evaluating 
the appropriate level of significance of such tests. 
Kowalski (1970) used some rough tests for bivariate 
normality in order to show that coordinate transformations to 
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normality produce distributions which are "more bivariate 
normal" than the original variables. Although a bivariate 
distributions is not determined by its marginal distributions, 
the assurance of marginal normality may be "sufficient" 
for the employment of certain normal-base procedures. 
Kowalski's work is based on the following idea. Given 
a nonnormal vector (X,Y) one can compare the distance of 
(X,Y) from normality with that of (Z,W), where Z = 
$ ^[F(X)] and W = (p ^[G(Y)] and # ^ is the inverse of the 
distribution function of the standard normal distribution. 
The vector (Z,W) is generally nonnormal but constrained 
to have (standard) normal marginals. It is assumed that F and 
G are continuous distribution' functions. 
Kowalski (1970) suggested that normal correlation 
theory might be used to facilitate tests of significance, 
confidence interval construction, etc. He estimated the 
densities of r^y, r^^ and rg^ where r denotes the sample 
product-moment correlation coefficient. In each case 
distribution of rg^ is closer to the normal f (r|p =0) than is 
the distribution of r^^. 
For the multivariate case with n independent observa­
tions, some extensions of the classical goodness-of-fit 
tests would be possibilities. However, the drawbacks of 
these tests in univariate circumstances are likely to be 
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magnified for the multivariate case. For example, the 
choice of the number and boundaries of cells for the chi-
squared test is more complicated. In using the Kolmogorov-
Smirnov and the Cramer-Von Mises statistics for the multi­
variate case, the two tests lose their nice properties. As 
Simpson (1951) showed, the distribution of sup | F^(x^,.. . ,Xj,)-
F(x^,...,x^)I is not the same for all continuous F when k>l. 
This is also the case for the generalized C-VM statistic 
l - j  2 [F^ (x^,..., x^) — F(x^,..., x^) ] dF (x^,..., Xj^ ) 
Rosenblatt (1952) has discussed the uses and limita­
tions of the K-S and C-VM tests in the multidimensional case. 
Using Rosenblatt's transformation, one can transform an 
absolutely continuous k-variate distribution into the uni­
form distribution on the k-dimensional hypercube. If 
F(x^,...,x^) is absolutely continuous, the transformation is 
given by =Pr[X^j<x^] = F^(x^), = Pr | X2^=x^] = 
F2 (X2Ix^),..., Z^ = F^Xx^|x^,...,x^_^). Rosenblatt showed 
that = {Z: j j_/M< Z^< j i=l, 2 , . . . ,k} , where j^, 
=0,1,,..,M-l, has probability M ^  under the null hypothesis 
that F is the population distribution function. If n. . 
3 2_r '  •  '  
is the number of transformed observations in the cell 
C. , the statistic X^ = E[n. -n/M^]^M^/n can be 
^1 ^k ^1 =>k 
used to test whether the sample of k-dimensional vectors was 
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taken from the population with distribution function F. But 
since it is generally necessary to replace the parameters by 
estimates based on the sample, the joint distributions of 
2 the Z's and X are affected (David and Johnson (1948)). Also, 
2 the power of X may depend on the choice of M and permutation 
of the vector (X^,X2,...,X^). 
A substantial effort has been directed at defining 
higher dimensional analogues of the univariate order con­
cept, and much of multivariate statistical method employs 
various types of sub-ordering principles. Examples of 
ordering multivariate observations are based on 
-1 (X-a) ' r  (X-a) for some convenient choice of a and r ,  or 
on the Euclidean distance of the sample point from some 
"center" a. If we knew the distributional form of X,there 
would be some appeal in ordering with respect to probability 
concentration contours. For a normal distribution,this 
adds respectability to ordering based on the generalized 
distance (X-y)'l ^(X-y). 
Barnett (1976) distinguishes four particular sub-
ordering principles for multivariate data. They are not 
entirely mutually exclusive. The sub-division of sub-
ordering principles does seem to partition the field of order-
based multivariate method fairly well. The four sub-ordering 
principles for multivariate data are marginal ordering, 
reduced (aggregate) ordering, partial ordering and 
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conditional (sequential) ordering. Barnett refers to them 
as M-ordering, R-ordering, P-ordering and C-ordering, 
respectively. Ordering in M-ordering takes place within 
one or more of the marginal samples. In R-ordering, each 
multivariate observation is reduced to a single value by 
employing a metric frequently of the "generalized distance" 
type; the partitioning method in P-ordering may involve 
marginal properties or reduction metrics. For example, 
for a sample of size n the convex hull can be constructed 
by drawing the minimum convex set which encloses all sample 
points. Those points on the perimeter are designated order 
group 1, and discarded. The convex hull of the residue is 
formed, those on the perimeter being designated group 2. The 
process is repeated, and the lower the group number, the more 
"extreme" is the observation. In C-ordering, ordering or 
ranking is conducted on one of the marginal sets of observa­
tions conditional on selection. These orderings can be used 
to construct tests for normality and tests for detecting 
outliers. 
Loftsgaarden and Quesenberry (1965) present a non-
parametric estimate of a multivariate density function using 
counts of observations in regions defined in terms of 
Euclidean distance. They estimated the probability density 
function f(x^,X2,.•.,Xp) at a point z = (z^,...,Zp) where 
f is positive and continuous. 
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Anderson (1966) shows how to use statistically equiva­
lent blocks to test if the sample comes from a prescribed 
multivariate distribution, or that two multivariate samples 
come from the same distribution. 
Normal plotting techniques have proved very valuable 
for the detection of systematic nonnormality. Healy (1968) 
describes an extension of these techniques to handle multi­
variate data. In the bivariate case if the standard devia­
tion and correlation of the population are known, the squared 
"distance" of point (x,y) from the mean (Ç,n) is 
= (^^-^) ^ - 2p(^^—^) (^-^) + (—-—)^, where in most situations 
parameters are replaced by the usual sample estimates. These 
"distances", when sorted into order, provide one coordinate, 
and the other coordinate will be either the expected order 
statistics in the null situation or some other suitably 
chosen quantiles. He indicates that normal plotting paper 
2 
can be used for a x plot because both the square root and 
cube root are used as normalizing transformations. This is 
illustrated in Figure 2 of the mentioned paper. 
Other useful invariant graphical procedures are due to 
Cox (1968) and Andrews et al. (1971) and are based on the 
distribution of the ordered Mahalanobis distances of the 
individual points from their mean in the metric defined by 
the sample covariance matrix. Thus, if X^,...,X^ are in 
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independent observations of a p-dimensional vector, X the 
sample mean and S the estimated covariance matrix, we com­
pute 
°i^ = (X^-X) 'S ^ (X^-x) 
2 
and plot the ordered against the expected order sta­
tistics for samples of size n from the chi-squared distribu­
tion with p degrees of freedom. 
2 
Mardia (1970) uses the result correlation (X,S ) ~ 
1 1/2 
' to get a suitable measure of multivariate skew-
ness, B, , by considering the canonical correlations be-
f P 
2 tween X and S . He considers U = 
1 The ... ,S2p, ... p) which is a 1 X ^(1+p) vector 
canonical correlation of X, U are the roots of |A 22^12^22^21 
A^l| = 0 where 
. !^ii ^12! 
" " [^21 *2^ 
is the covariance matrix of X and U. Any function of 
can be taken as measure of skewness. The most natural one 
P 2 
is 6-, =2 EX.. Mardia (1970, 1975) based his test on 
-1-/P i=i 1 
the following measures of multivariate skewness and kurtosis, 
bl,p = '=2,p = fii/"' 
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where r^^ = (X^-X)'S ^(X^-X). In the 1974 paper, he has 
given critical values of b, and b- , under the null 
1 , P ^ /P 
hypothesis of multinormality, by Monte-Carlo trials for 
p=2. Mardia (1975) has explored the relation between 
2 these estimates and the distances and examined the 
2 
sensitivity of D with respect to b, and b_ l,p 2,p 
Some multivariate extensions of the above methods 
have appeared since Mardia (1970), who gave an extension 
of skewness and kurtosis. Malkovich and Afifi (1973) de­
fine generalized measures of skewness and kurtosis. In 
this paper, they present several test procedures for multi 
variate normality by use of S. N. Roy's union-intersection 
principle based upon the fact that X^^^ is distributed as 
N(y,Z) if and only if c'X is distributed as a N(c*r, c'Ec) 
for all constant vectors c. Their definition of multi­
variate skewness is 6- (c) = ^ \——— and 
[Var(c'X)]" 
their definition of multivariate kurtosis is 
Bo (c) = B{(c X c E (X) )— T h e y  g i v e  a  g e n e r a l i z a t i o n  o f  
{Var(c'X)} _ 
[Za. (Z.)-Z) 
the W-statistic which is W(c) = =!— where 
Z(Zj-Z)2 
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Another approach is to utilize the Cramer-Von Mises 
and the Kolmogorov-Smirnov statistics to test whether the 
Vj's are Xp where = (X^-X)'S ^(X^-X), for j = 1,2,...,n. 
None of the exact null distributions of the given statistics 
are known and Monte-Carlo methods were used to obtain 
empirical significance points. The power study of the 
above tests shows that all tests have about the same power. 
With multivariate data, it is clear that the possi­
bilities for departure from joint normality are indeed many 
and varied. One implication of this is the need for a variety 
of techniques with differing sensitivities to the different 
types of departures. 
The univariate techniques of Box and Cox (1964) may be 
extended to multivariate data for estimating transformations 
within a specified class, such as the shifted-power class. 
The objective is to make the transformed data more amenable 
than the untransformed data to treatment by simple multi­
variate normal models. For the power family, the linear 
transformation X = (A,,...,À ) = 1 is the only transforma-
— 1 p — 
tion consistent with the hypothesis that the data is normally 
distributed. A likelihood ratio test of the hypothesis X = 1 
2 
may be based on the asymptotically approximate distribution 
where = -J ln|t| + 
n 
{ Z (X.-l) Z ln(e..)}. The significance level associated with 
j=l ] i=l ^3 
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this statistic can be obtained by referring to the chi-squared 
distribution with p degrees of freedom. 
Andrews et al. (1973) proposed some informal graphical 
2 techniques based on both radii and angles. One is a Xp 
probability plot of the squared radii, the squared length of 
the p-dimensional scaled residuals (X^-X)'S ^(X^-X). Another 
method is to construct (p-1) beta probability plots of (p-1) 
different normalized angles (the angles between the 
-1/2 — 
r% = S (X^-X) and the abscissa directions), obtaining p 
probability plots in all for the study. 
In the bivariate case, one can combine the informa­
tion in the radii and angles in a single two dimensional 
display. One coordinate would be the probability integral 
2 2 2 transformation of r., u. =Pr{xo<r.}, and the other coordi­
nate the normalized angle 0| = 6^/2TT, i = l,2,...,n. 
Then, under the null hypothesis of normality, one would expect 
to get a uniform scatter of points on the unit square. 
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III. RESIDUAL ANALYSIS FOR rxc TABLES 
WITH THE ADDITIVE MODEL 
A widely used model is 
Y = X6 + e 
where 
Y is a (nxl) vector of random observations, 
X is a (nxk) matrix of known nonr.andom values, 
B is a (kxl) vector of unknown parameters, and 
e is a (nxl) vector of random errors or disturbances. 
It is well-known that under the assumptions: i) the 
disturbances are independently and identically distributed 
2 
with zero mean and variance o , and ii) the matrix X has 
rank k and consists of nonstochastic elements , the least 
squares estimators are best in the class of all linear 
unbiased estimators, that is, they minimize the expectation 
of the positive semi-definite quadratic form in the esti­
mation errors. The vector of least squares residuals is 
computed as r = Y-Xb = MY, where M = I-X(X'X) ^X' and 
= X(X'X)~^X' with = P^ and P P = P . 
It is often not known if the model is correct. It is 
then necessary to use the data to assess the validity or 
appropriateness of the model. There are several aspects 
that can be considered, but we will restrict our attention 
to assessing, or testing, the normality of e. Since e is not 
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observable we must consider the vector r, the ordinary least 
squares residuals. 
We now ask the question, whether r = is like a 
random vector Z = (I-P^)e. These residuals are not inde­
pendent. r is a (nxl) vector from an n-variate distribution 
2 2 
with mean zero and covariance matrix (I-P^)a = Mo . 
The case of a homogeneous sample, either from a univar­
iate or multivariate distribution, has been previously con­
sidered. In the literature, when working with the multi­
variate case, it is assumed that n independent observations 
are available from the multivariate distribution. However, 
for the linear model case, only one observation r is 
generally available from the distribution of Z. Therefore, 
the theory for multivariate tests of normality can not be 
applied. 
Some important uses of probability models are to make 
statistical tests and to develop confidence intervals for 
unknown true parameter values. Applications of the methods 
to linear models generally require the assumption of 
normality for the distribution of the errors in the pre­
scribed linear model. Testing for normality of the errors 
has consequently been a matter of considerable investigation. 
There is a vast literature on testing normality and 
most of the work is concerned with the homogeneous case. 
Using ordinary least squares residuals to test the normality 
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of errors in the model Y = XS + e, we look at r = (I-P^iY = 
(I-P^)e which has under the null hypothesis of normality, a 
multivariate normal distribution with mean zero and vari-
2 
ance a (I-P^). Since P^ is not a constant diagonal matrix, the 
r%'s i = 1,2,...,n are not from a homogeneous sample. 
To convert this problem to the homogeneous case, one 
can reduce Y = Xg + e to canonical form. The following 
theorem is well-known in linear model theory. 
Theorem: Consider the model Y = Xg + e, where 
e -vM.V.N. (0,a^I) . 
There exists an orthogonal matrix O = (0,,0-) 
Z 
with 0, of dimension nxk, such that Z = O'Y = („ ), 
2 2 
where Z^^M.V.N. (O^XB, a I^), 
and Zg^M.V.N. (0, * 
Tests of normality for a homogeneous sample can be used to 
determine if Z^ = (Z^.^^,...,Z^)' is M.V.N. (0, a^I) . In 
reducing to canonical form, one has to make a choice of 
the orthogonalizing transformation. This choice is not 
unique. 
To assess the effect of nonhomogeneous samples of 
size n>l on different statistics for testing normality, 
it is reasonable to do some Monte-Carlo studies. It 
is clear that one can not examine all possible situa­
tions, so one turns to cases of-particular X matrices. 
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The simplest case X = , where is an nxl vector of ones, 
has been considered by Stephens (1974, case 3), Shapiro 





• J ^ 
has also been worked on by Wilk and Shapiro (1968). 
Another case is the two-way table assuming an additive 
model. Some work has been done on this case for large tables. 
A. Large rxc Tables 
Wood (1978) gives a Kolmogorov-Smirnov test for the 
normality of experimental errors in a randomized block 
design for a fixed number of treatments when the number of 
blocks tends to infinity. She considers statistics which 
can be written as functionals of the sample distribution 
function calculated from the estimated residuals. Some 
advantages of this approach are (i) the test statistic is 
independent of the treatment and block orderings, (ii) the 
test statistic is easily computed, and (iii) the test is based 
on the same number of variables as the original observations. 
She defines the Kolmogorov-Smirnov statistic as 
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D = sup IG (t)-t1, where G (t) = {number of 
0^t<l " ^ 
(j)(e../a ) < t}/n for 0<t<l and e. . = {r/(r-l)} ' r... Note ij n — — — 1] 1] 
that G^(t) is the sample distribution function of 
(!)(eij/ôn)/ and r is the number of treatments. Large values of 
indicate disagreement between the uniform distribution 
function and G^, its unbiased estimator. Quantiles ob­
tained from Monte-Carlo simulations of limiting distribu­
tions for various numbers of treatments are given. 
We note that with a two-way additive model = 
U + a^ + bj + e^j, i = l,...,r, j = l,...,c, the ordinary 
least squares residuals are, r.. = y..-y. -y . + y , where 1J 1 • # ] • • 
y^j = observation of ijth cell, 
y^ = average of the ith row, 
y . = average of the jth column, and 
• 3 
y = average of all rc observations, 
2 
and the covariance matrix of {r.•} is given by (I-P )a . 
1] A 
Denoting the element in the'(ij) row and (i'j') column of 
^ij,i'j " 
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if i = i' and j = j ' 
if i = i' and j ^ j' 
if i ^ i' and j = j' 
if i 7^ i ' and j j ' 
As the only nonzero correlation is among residuals 
which are in the same column (block). Therefore, Wood's 
procedure would be approximately correct when the correlation 
between any pair of residuals which are not in the same column 
(block) is very small. But in many situations when c is not 
large this test may not be appropriate. 
SO; we need to investigate cases where r and c are not 
large. The fact that we can not assume independence of the 
OLS residuals under any distribution and independence of 
the transformed residuals under alternative distributions 
generally makes the small sample distributions of tests for 
normality quite mathematically complex. Therefore, it is 
necessary to use Monte-Carlo techniques to study the proper­
ties of tests of normality for homogeneous samples 










statistics are introduced, and quantile estimates are ob­
tained so that power comparisons can be made. 
B. The Least Squares Residuals in rxc Tables 
1. Null study 
In this study, one thousand 3x5 tables of standard 
normal random variates have been generated. For each 
table, the OLS residuals from the additive model, i.e.. 
were used to compute the values of nine statistics for 
testing for normality. We note that the residuals in each 
table are correlated, and the covariance structure depends 
on the number of rows and columns in the table. Both nega­
tive and positive correlations are present in each sample. 
The nine statistics which were computed are described below. 
for i = 1,2,3, j = 1,2,3,4,5 
where 
i=l j=l 
^ 2 I r ^ / (r—1) (c—1) . 
2) U = EËgSâ r a n g e  _  ( n )  ^ w h e r e  t h e  r a n g e  i s  t h e  
difference between the largest residual r, > (n) 
and the smallest residual r(l) in the table. 
r c 
3) E I 
i=l j=l 
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The K-S statistic: K-S = sup |F (r)-F(r)|, 
. all r ^ 
where F^(r) = i for r ^ ^  ^ <r<r ^ ^ , j = 0,1,...,n. 
In this study, F(r) is the distribution function 
for the normal distribution with mean zero and 
variance one, and n = rc. 
2 The A statistic (Anderson-Darling): 
2 n 
A^ = -[ E (2i-l){ln + ln{l-Z^_^^_^) }]/n - n, 
1 12 
ff "2 
where = $ (y^) with $(y) = (2it) e dx. 
and y^ = (r^^j-r)/S where is the ith largest 
r c 
residual in the table and r = E Z r../n, and 
i=l j=l 
n = rc. 
The Cramer- Von Mises statistic : 
I& " 
where the ordered residuals and 
in this study F(r) is the distribution function 
for the standard normal distribution. 
n - n _ p 
The w-statistic: W = ( S a r,..) / E (r.-r) 
1=1 ~ 2=1 ^ 
_ r c 
where r = Z Z r../n and r,., is the £th largest 
i=l j=l 
residual and the set of coefficients {a^}associated 
with the particular sample size is tabulated in 
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Pearson and Hartley (1972, Table 15). 
n 2 2 ^2 
8) G = Z d./S , where Z d is the sum of the squared 
2=1 ^ Z=1 *-
residuals obtained from fitting a straight line to 
the plot of the ordered residual versus the expected 
value of standard normal order statistics. 
9) The W-statistic (Shapiro-Francia): 
2 ^ 2 
W = (m'r) /(m'm)/ Z (r,..-r) 
i=l 
where m is the mean vector of the order statistics 
from a standard normal sample of size n. 
The results of the simulations are summarized in tables 
which compare the Monte-Carlo quantiles based on the OLS 
residuals with quantiles based on a homogeneous sample. 
The latter quantiles are obtained from known theoretical 
results when possible. 
To help to determine whether differences between 
Monte-Carlo and theoretical quantiles are significant or the 
difference is just due to random errors, confidence intervals 
(Conover, 1971) for quantiles were computed. For large 
samples, n>20, an approximation based on the central 
limit theorem can be used. Ranks r and s are computed by 
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* } * 
r = Np + /Np (1-p*) 
% 
s = Np + Z, a/Np* (1-p*) 
^~2 
where Z^yg and Z^_^y2 denote quantiles of the standard 
normal random variable Z. In general, r and s are not 
integers, so they are rounded upward to the next highest 
integers. In our Monte-Carlo study, N = 1000. To conserve 
space the confidence intervals are not reported, but they 
are used to provide a basis for some of the discussions. 
The independent, homogeneous, normal disturbances, e, 
were generated by use of the IMSL subroutine GGNQF. 
The OLS residuals were computed by r = (I-P^)e. All compu­
tations were performed using double precision arithmetic. 
Monte-Carlo estimates of the quantiles for the nine test 
statistics are listed in Table 3.1. These are the esti­
mated critical values for testing normality for the additive 
model in the 3x5 table. 
Looking at Table 3.2 and comparing the quantiles given 
by Shapiro and Wilk (1955) for a homogeneous sample with the 
Monte-Carlo results for the OLS residuals we see that the 
effect of correlated observations on the W-statistic is 
very small. The statistic based on the OLS residuals ap­
pears to be conservative. The difference in quantiles for the 












Table of different Monte-Carlo quantiles of nine statistics 
" .01 .025 .05 .10 .50 .90 .95 .975 .99 .995 
1.1044 1,1483 1.1867 1,2266 1,4326 1,6924 1,7604 1.8014 1.8542 1,9028 
2.0703 2,1518 2.2026 2.2743 2.5787 2.9665 3.0573 3.1573 3.2929 3.3345 
2.7462 2.7895 2,8627 2,9477 3,2127 3,4067 3,4490 3,4843 3,5060 3,5207 
,0923 .1214 .1020 ,1098 ,1464 ,1985 ,2161 ,2291 ,2467 ,2569 
.3428 .3566 ,3641 ,3875 ,4848 ,6791 ,7387 .7807 ,8474 ,8975 
1.2838 1,2858 1,2886 1,2917 1.3151 1,3591 1,3729 1.3833 1,3973 1,4088 
,8633 ,8798 .8950 .9132 ,9506 ,9761 .9803 .9840 ,9869 .9877 m 
,0971 ,1232 ,1445 ,1696 ,3350 .6195 .7158 .8235 .9482 1,0196 
.8810 ,8956 ,9103 .9219 .9580 .9788 ,9819 .9844 .9878 .9891 
Table 3.2, Comparison of quantiles for the W-statistic 
a .01 .02 .05 .10 .50 .90 .95 .98 .99 








between the medians is .0007. For the upper tails differences 
are bounded by .0011 and the .99 quantiles points match al­
most perfectly. The 95 percent confidence intervals for the 
lower quantiles of the W-statistic based on the OLS residuals 
do not contain the corresponding quantiles of a homogeneous 
sample. But the confidence intervals for the upper quan­
tiles based on the OLS residuals include the corresponding 
quantiles based on a homogeneous sample. 
Comparing both the lower and upper quantiles of the U-
statistic given by David et al. (1954) with those from the 
Monte-Carlo study we observe that the quantiles associated 
with the correlated observations (the OLS residuals) are al­
ways less than those from David et al. By using the OLS 
residuals in the U-statistic, one may reject too often in 
the lower tail and not often enough in the upper tail. 
If the OLS residuals were a homogeneous sample, the square 
of the denominator of the U-statistic would be a sum of 
squares divided by n-1 degrees of freedom. However, the 
estimate for the rxc table is actually based on n-r-c+1 
degrees of freedom. An approximate adjustment for the 
degrees of freedom is to multiply the actual quantiles of the 
U-statistic for a homogeneous sample of size n by the square 
root of the ratio of the degrees of freedom /(n-r-c+1)/(n-1) 
to get the second line in Table 3.3. Comparing the second and 
Table 3.3. Comparison of quantiles for the U-statistic 
a .005 .01 .025 .05 .10 .90 .95 .975 .99 .995 




Adjustment 2.0788 2.1166 2.1771 2.2375 2.3207 3.0388 3.1522 3.2429 3.3488 3.4243 
of above 
line 




third lines in Table 3.3 suggests that this modification 
provides a better match for the quantiles based on the OLS 
residuals. The 95 percent confidence intervals for the 
quantiles of the U-statistic based on the OLS residuals 
include the corresponding quantiles from the second line of 
Table 3.3 for a values of .99. For other a values the ad­
justed quantiles are larger than the upper bound of the 
confidence intervals by at most .03. 
Comparing the first and third lines of Table 3.4 indi­
cates huge differences between the corresponding quan­
tiles . Comparing the second and third lines suggests that 
2 the values of A computed from the OLS residuals are not as 
greatly dispersed as those computed from a homogeneous 
sample when y and a are unknown. For significance levels 
of at least five percent, we reject more often using the 
OLS residuals. But, with the a value of .01, we reject 
less often. It seems that the safest type I error is .025, 
where the difference in the percentage points for the 
homogeneous sample with y and a unknown and the nonhomo-
geneous sample appears to be smallest. However, this may 
be a feature unique to the 3x5 table. The 95 percent 
confidence intervals computed from the Monte-Carlo esti­
mates of the upper quantiles of the Anderson-Darling statis­
tic based on the OLS residuals contain the corresponding 
quantiles given by Stephens (1974) for a=.01 and a=.025. 
2 Table 3.4. Comparison of the upper quantiles for the A -statistic 
a .15 .10 .05 .025 .01 
Homogeneous sample, 
y and a known, 
Anderson-Darling 
(1954) 1.61 1.933 2.492 3 . 0 2 0  3.85 
Homogeneous sample, 
y and a are un­
known, Stephens 
(1974) .4985 .5677 .6810 .7944 .9450 
Monte-Carlo 
for 3x5 
table .6378 .6791 .7387 .7807 .8475 
Table 3.5. Comparison of the upper quantiles for the K-S statistic 
a .15 .10 .05 .025 .01 
Homogeneous sample, 
y and a known, 
(Lindgren, 1976) .266 .283 .304 .338 .404 
Homogeneous sample, 
M and 0 unknown 
(Stephens, 1974) .1898 . .2006 .2192 .2339 .2535 
Monte-Carlo 
for 3x5 table .1860 .1985 .2161 .2291 .2467 
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Table 3.5 shows that the quantiles from a homogeneous 
sample with y and a unknown do not exhibit large departures 
from the quantiles for the Kolmogorov-Smirnov statistic 
computed from the OLS residuals. The closest match is 
for the .05 Type I error level. All the confidence 
intervals for the upper quantiles of the Kolmogorov-
Smirnov statistic using the OLS residuals contain the 
corresponding theoretical quantiles when u and a are 
unknown. 
Comparing the first and third lines of Table 3.6 indi-
2 
cates that by using the asymptotic quantiles for the nw 
given by Anderson-Darling (1952), one never rejects the 
normality hypothesis. Comparing the Monte-Carlo quantiles 
with those given by Stephens (1974) for the case when both 
y and a are unknown shows much smaller differences. But 
only the 95 percent Monte-Carlo confidence interval for 
the quantile at a=.01 contains the corresponding quantile 
given by Stephens (1974) . The dispersion is least when 
the OLS residuals are used. 
Since tabulated quantiles of the W-statistic for n<35 
are not available we present quantiles of the W-statistic in 
the first line of Table 3.7. As expected, the Monte-Carlo 
quantiles and the quantiles for W are similar. It is clear 
from Table 3.6 that the upper tail of the W-statistic coin­
cides with that of the W'-distribution better than the lower 
2 Table 3.6. Comparison of the upper quantiles for the nw -statistic 
a .10 .05 .025 .01 
Homogeneous sample 
(n=«') , Anderson-
Darling (1952) .347 461 .743 
Homogeneous sample, 
y and a are unknown, 
Stephens (1974) 0921 11159 .1311 .1576 
Monte-Carlo for 
3x5 table 1147 1285 .1389 .1529 
Table 3.7. Comparison of quantiles for the W-statistic 
a .01 .02 .05 .10 .50 .90 .95 .98 .99 
From Shapiro 
and Wilk (1965) 
(n=15) .835 .855 .881 .901 .950 .975 .980 .984 .987 
Monte-Carlo 
for 3x5 table .8810 .8956 .9103 .9219 .9580 .9788 .9819 .9844 .9878 
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tail. None of the 95 percent confidence intervals for the 
lower tail of the W-statistic include the corresponding 
quantiles from the first line in Table 3.7. 
A similar study was performed for (4x8) tables. Since 
the results of the null study were similar to those observed 
for (3x5) tables, detailed comparisons of quantiles for this 
second study are not presented here. However, the Monte-
Carlo estimates of the quantiles of the nine statistics 
based on OLS residuals are given in Table 3.8. 
2 2 
For the A , K-S and nw statistics based on the OLS 
residuals, the approximation afforded by the Stephens (1974) 
quantiles is generally less accurate for the larger table. 
For (4x8) tables, the type I errors for these statistics are 
more inflated. 
2. Power study 
Once a test procedure has been specified, its charac­
teristics can be described by determining the probability 
that the procedure will lead to rejection of (true state 
of nature) or the probability that it will lead to acceptance 
of H^. The power is the probability that will be re­
jected. It follows that the ideal is zero when is 
true, and is one under each alternative. Obviously, in 
a practical problem, there would seldom exist any test 
Table 3.8. Table of different Monte-Carlo quantiles of nine statistics for 4x8 tables 
.10 .025 .05 .10 .50 .90 .95 .975 .99 .995 Statistics 
1 1.4399 1.4861 1.5240 1.5894 1.8697 2.2506 2:3822 2.5105 2.6548 2.7235 
2 2-6818 2.7996 2,8717 2.9657 3.3769 3.9189 4.0497 4.1712 4.4083 4.6396 
3 3.9863 4.0961 4.0291 4.3075 4.5677 4.8260 4.8942 4.9446 4.9869 5.0429 
4 .0787 .0820 .0866 .0928 .1175 .1513 .1630 .1731 .1827 .1903 
5 .3482 .3606 .3751 .3982 .5453 .8488 .9903 1.1059 1.2389 1.4122 
6 .0353 .0387 .0427 .0467 .0786 .1416 .1727 .1984 2.2802 2.6635 
7 .9148 .9233 .9309 .9427 .9672 .9835 .9865 ,9893 .9913 .9927 
8 ,1562 .1891 .2411 .2931 .5673 1,1235 1,3696 1.5674 1.8252 1.9490 
9 .9120 .9249 .9345 .9464 .9730 .9860 .9885 .9910 .9919 .9935 
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procedure having these ideal power functions. 
In the following study, four alternative distributions 
were considered; exponential, uniform, lognormal, and 
logistic. The different shapes, J-shape for the exponential 
density, rectangular shape for the uniform density, and 
positive skewness for the lognormal distribution, offer a 
variety of contrasts to the normal distribution. The 
logistic distribution was chosen because it is symmetric and 
very close to the normal distribution. 
For each alternative distribution, random variates were 
computed as functions of uniform random variates which were 
generated using the IMSL subroutine GGUBFS. 
The numbers in the power tables indicate the number of 
times (out of 1000) that normality has been rejected for a 
particular a when the sample comes from a particular distribu­
tion. For example, number 9 in first row of Table 3.9 indi­
cates the number of W values computed from exponential 
sampling which, are less than .855, the W-quantile cor­
responding to a = .02. For the U-statistic, modified quan-
tiles were used as a basis for computing the power. For the 
2 
A and the K-S statistics the quantiles given by Stephens 
(1974) were used. For the W'-statistic quantiles of the W-
statistic were used. The last line in each power table 
indicates the number of times that normality was rejected 
when the distribution was really normal. 
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Tables 3.9 through 3.17 contain the results of the 
power study for the additive model in the 3x5 table. Tables 
3.18 through 3.26 exhibit the results for the power study 
2 2 for the 4x8 table. For the A and nw statistics, the 
Monte-Carlo power estimates are given only for the .01 and 
.025 type I error levels for the 4x8 tables. This was 
done because the Stephens quantiles did not provide ade­
quate approximations for the critical values for the other 
Type I error levels. 
Table 3.9. Power study for the W-statistic 
a 
Alternative .01 .02 .05 .10 
Exponential 2 9 20 59 
Uniform 3 10 31 64 
Lognormal 2 7 36 68 
Xjo ^  ^ s W ^  0 0 A 23 59 
Normal 1 5 29 65 
Table 3.10. Power study for the U-statistic (lower and upper percentage 
points) 
a 
Alternative .005 .01 .025 .05 .10 .10 .05 .025 .01 .005 
Exponential 2 9 17 37 71 146 59 35 13 3 
Uniform 11 15 38 73 157 40 17 9 0 0 
Lognorraal 2 4 13 31 75 172 78 38 7 2 
Logistic 9 17 32 58 126 77 38 20 5 1 
Normal 11 18 41 68 146 59 26 18 4 0 
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Table 3.11. 2 Power study for the A -
centage points) 
statistic (upper per-





Exponential 624 445 175 55 6 
Uniform 442 246 83 24 4 
Lognontial 668 487 238 70 16 
Logistic 470 289 112 20 4 
Normal 449 272 99 19 3 
Table 3.12. Power study for the K-S statistic (upper 
percentage points) 
Alternative .15 .10 .05 .025 .01 
Exponential 278 175 66 38 6 
Uniform 132 69 23 7 1 
Lognormal 311 214 96 45 19 
Logistic 192 119 45 13 2 
Normal 167 101 30 13 3 
Table 3.13. Power study for the 
percentage points) 
2 
nw -statistic (upper 
a 
Alternative .025 .01 
Exponential 97 19 
Uniform 38 5 
Lognormal 122 30 
Logistic 50 10 
Normal 39 7 
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Table 3.14. Power^ study for the W-statistic 
a 
Alternative .01 .02 .05 .10 
Exponential 0 1 16 45 
Uniform 0 2 14 34 
Lognormal 0 4 24 75 
Logistic 0 0 7 31 
Normal 0 2 9 35 
^Quantiles of W-statistic were used as critical values 
in this power study. 
Table 3.15. Power study for the max |r..|/S-statistic 
(i,i) 
a 













Exponential 0 7 16 32 48 318 263 158 111 74 
Uniform 0 19 59 116 162 129 82 41 17 8 
Lognormal 3 11 20 41 66 389 331 258 207 145 
Logistic 0 27 43 87 132 180 129 63 40 20 
Normal 10 25 50 100 150 150 100 50 25 10 
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Table 3.16. Power study for the Z Z |r 
i i 
ijl/s-•statistic 
Alternative ^ .01 .025 .05 .10 .15 .15 .10 .05 . 025 .01 
Exponential 33 49 105 209 274 76 55 31 12 6 
Uniform 6 11 27 66 105 188 149 77 33 18 
Lognormal 29 49 133 255 327 79 50 24 9 2 
Logistic 18 28 58 117 173 120 85 52 21 13 
Normal 10 25 50 100 150 150 100 50 25 10 
Table 3.17. Power study for the G-statistic 
Alternative .01 . 025 .05 .10 .15 .15 .10 .05 .025 .01 
Exponential 6 18 31 53 101 235 181 79 36 16 
Uniform 16 28 61 94 165 139 103 55 29 15 
Lognormal 12 23 34 53 87 311 236 130 60 24 
Logistic 12 24 50 98 152 162 108 52 27 7 
Normal 10 25 50 100 150 150 100 50 25 10 
Table 3.18. Power study for the W-statistic 
Alternative .01 .02 .05 .10 
Exponential 144 215 327 453 
Uniform 7 16 55 121 
Lognormal 299 364 488 588 
Logistic 12 19 61 115 
Normal 2 10 46 91 
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Table 3.19. Power study for the U-statistic^ 
a 
Alternative .005 .01 .025 .05 .10 .10 .05 .025 .01 .005 
Exponential 4 5 9 10 30 326 222 149 90 69 
Uniform 17 28 56 99 193 32 13 5 2 0 
Lognormal 2 2 2 6 16 449 342 269 203 165 
Logistic 3 5 15 27 56 217 125 77 37 24 
Normal 5 10 21 41 90 123 60 26 16 8 
^Modified quantiles adjusted for degrees of freedom 
were used as critical values for this power study. 
2 Table 3.20. Power study for the A -statistic (upper per­
centage points) 
Alternative 
a 025 .01 
Exponential 536 390 
Uniform 58 24 
Lognormal 688 528 
Logistic 176 87 
Normal 109 48 
Table 3.21. Power study for 
centage points) 





 .05 .025 .01 
Exponential 598 498 348 255 137 
Uniform 144 94 42 20 7 
Lognormal 726 635 497 384 261 
Logistic 298 213 110 65 25 
Normal 221 148 70 34 14 
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2 
Table 3.22. Power study for the nw -statistic (upper per­
centage points) 
Alternative 
° .025 .01 
Exponential 468 342 
Uniform 39 21 
Lognormal 627 494 
Logistic 150 70 
Normal 86 47 
Table 3.23. Power study for the W-statistic^ 
Alternative .01 .02 .05 .10 
Exponential 185 250 377 472 
Uniform 1 5 22 47 
Lognormal 352 413 529 603 
Logistic 16 31 74 128 
Normal 4 12 36 67 
^Quantiles of W-statistic were used as critical values 
in this power study. 
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.025 .05 .10 .10 .05 .025 .01 
Exponential 4 5 10 18 440 333 238 165 
Uniform 38 76 121 230 34 16 4 1 
Lognormal 0 0 5 16 572 475 374 275 
Logistic 10 18 31 62 192 112 62 28 
Normal 10 25 50 100 100 50 25 10 





.025 .05 .10 .10 .05 .025 .01 
Exponential 93 169 264 383 21 10 6 6 
Uniform 2 4 9 22 236 135 68 38 
Lognormal 222 319 447 566 15 6 1 1 
Logistic 26 36 92 182 68 32 18 6 
Normal 10 25 50 100 100 50 25 10 
Table 3.26. Power study for the G-J statist ic 
Alternative .01 .025 .05 .10 .10 .05 .025 .01 
Exponential 1 2 10 24 536 415 336 238 
Uniform 5 13 44 87 62 34 14 4 
Lognormal 1 1 11 22 659 563 488 405 
Logistic 7 18 47 84 154 92 58 29 
Normal 10 25 50 100 100 50 25 10 
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3. Discussion 
Anderson and Darling (1954 ) .mention that "empirical study 
2 
suggests that the asymptotic quantiles for A become accurate 
very rapidly, and it appears safe to use the asymptotic values 
for a sample size as large as 40". But the results given 
by Marshall (1958) suggest the sample size for which it is 
reasonable to use the asymptotic distribution is likely to be 
more nearly 3 or 4, or perhaps 5. This was confirmed by 
Monte-Carlo studies done by Lewis (1961). One should be 
aware that these quantiles are obtained assuming that 
F(*)/ the distribution function, is completely known. Com­
paring the first and second lines of Table 3.4 shows that the 
2 difference between the case in which the mean y and variance a 
2 
are known and the case in which y and a are unknown is dras­
tic. The same thing is true for the Kolmogorov-Smirnov test 
statistic. 
We note that, with observations being residuals from a 
two-way table, for the Anderson-Darling and the Kolmogorov-
Smirnov statistics one could use the quantiles given by 
Stephens (1974) for the case when both y and a are un­
specified. In computing the OLS residuals, we use r^^ = 
y;^ - y. - y . + y , which can be viewed as the dif-
-J-J X. .3 •• 
ference between the observation and the estimated mean. 
This is similar to the situation in which a single mean is 
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estimated. The variance of the random disturbances is esti-
— — — 2 
mated by ZZ(y..-(y. +y .-y )) /(n-k), where k denotes j ^ J 1 • -J 
dimension of the model space. Although in using r%j, one 
is estimating several location parameters rather than one, 
the case (3) approximation of Stephens (1974) still provides 
a better match between the Monte-Carlo quantiles than the 
2 
corresponding asymptotic quantiles for A . The quantiles of 
Stephens (1974) for the case y and a unknown also match the 
Monte-Carlo quantiles of the K-S statistic better than the theo­
retical quantiles for which y and a are assumed to be known. 
However, the Stephens quantiles are less accurate for the 
larger table. 
David et al. (1954) introduced the U-statistic for a 
homogeneous sample with no special pattern, and it was not 
meant to be used for correlated observations such as the 
residuals from a two-way table. From Table 3.3, one sees that 
by a modification of the theoretical quantiles given by 
David et al. (1954) one can provide better quantiles for 
Monte-Carlo quantiles based on OLS residuals. Table 3.2 
indicates that the W-statistic is not much affected by 
correlated observations. The effect of correlated observa­
tions on the K-S-statistic is drastic. 
From Table 3.7, W appears to have a slightly longer 
tail than W, and hence using W-quantiles for W will result 
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in a slightly conservative test. 
In terms of power for (3x5) tables, the W-statistic 
does not appear to be a very powerful test for normality. 
The U-statistic seems to have good power relative to the W-
2 
statistic. For the A -statistic, the power at sizes a = 
.15, .10 and .05 is over-estimated. However, for a of .02 
and .01 it seems to be more powerful than the U-statistic. 
Tables 3.15, 3.16, and 3.17 indicate that corresponding 
statistics have good power. Of course, the null distribu­
tions of those statistics are not known, and Monte-Carlo 
estimates of quantiles under normality were used for the 
critical values. This may have affected the actual sizes 
of the tests and the power estimates. With respect to power, 
2 
the U, K-S, and A -statistics do better than the W-statistic, 
and the statistic max {r..|/S seems to have the highest 
(i,j) 
power for the skewed alternatives in this study. Among 
2 
well-known statistics, at a = .01, the nw -statistic, with 
readings of 19, 5, 30 and 10, had the highest power with 
reliable type I error level. But this may not be the case 
for other sizes of tables, or other models. 
The power study for (4x8) tables, given in Tables 3.18 
through 3.26, indicates that as the table gets bigger, in­
creasing the sample size, the power of the statistics 
obviously increases. We also observe that the quantiles of 
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Stephens (1974) give worse approximations as the table gets 
bigger. 
Comparing powers of different statistics we see that 
the W-statistic does very well; consequently, the W-
statistic is a powerful test statistic. 
The U-statistic again has good power. Modified quantiles 
also work very well in the case of the (4x8) table. 
2 
At a = .01, A seems to be a very powerful statistic, 
but the type I error level is inflated. The same thing is 
2 
true for the nw statistic. The statistic max ]r%j|/S is a 
good competitor for the W-statistic. Among the three new 
statistics, max |r^jl/S seems to be more powerful than the 
others except for the exponential alternative for which the 
G-statistic is more powerful. 
C. Transformed Residuals 
Residual analysis for data arising from experimental 
designs has been mainly limited to: i) residual plots, for 
example, half-normal plots of estimated residuals, and ii) 
goodness-of-fit tests based on orthonormal transformations 
of the residuals. The second approach eliminates the de­
pendence among the residuals, resulting in a reduced number 
of uncorrelated, homoscedastic variables to which many 
goodness-of-fit tests can be applied. Unfortunately, the 
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transformations, the resulting variables and, hence, the 
test statistics are not unique. 
Theil (1965) introduced the best linear unbiased scalar 
covariance (BLUS) estimator for any (n-k) elements of e. 
The BLUS residuals are given by r = A'y where A is an nx(n-k) 
matrix which satisfies the following conditions: (i) A'X = 0, 
(ii) A'A = and (iii) subject to the constraints (i) and 
(ii) A minimizes the expected value of the sum of squares 
of the "errors of prediction". That is, A is a solution to 
min E{e'(A-J)(A-J)'e} where (A-J)'e denotes the "error in 
A 
predicting" e, and J is an nx(n-k) matrix of rank n-k which is 
obtained by deleting k columns from I^. Note that a zero 
correlation does not necessarily imply independence except 
for the normal distribution. Hence, BLUS residuals may not 
be mutually independent under the alternative hypothesis of 
nonnormal disturbances. Moreover, with BLUS residuals, 
one can estimate only n-k disturbances. So, we need to 
decide which components of e we want to estimate. Theil 
(1965) suggests that the choice of (n-k) residuals should 
depend on the alternative. Obtaining BLUS residuals involves 
finding the characteristic roots and the corresponding vectors 
of the matrix ~ I-Xj^(X'X) ^X^, where X' = [Xq, X^] is a 
particular partitioning of the X-matrix corresponding to the 
particular set of (n-k) residuals which one wishes to esti­
mate . 
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Theil (1968) expressed the BLUS residuals in terms of 
least-squares residuals by means of matrix operations of the 
order k, where k is the number of unknown coefficients in the 
regression model. Theil (1965) showed that,conditional on 
the choice of the k disturbances that are not represented, the 
BLUS vector minimizes the expected sum of squares of the 
elements of the error vector within the class of residual 
vectors which are also linear and unbiased and have a 
scalar covariance matrix. But in the 1968 paper he shows 
a stronger optimum property, that is, the error vector of 
any member of the class described above has a covariance 
matrix which exceeds that of BLUS by a positive semi-definite 
matrix. Still, a consideration for the construction of the BLUS 
estimator is that the choice of the (n-k) disturbances which 
are estimated is not unique. 
Koerts (1967) solves the problem of choosing the k 
disturbances which are not estimated from the viewpoint of 
estimation theory. He considers the covariance matrix 
for the difference between the OLS estimates and the true 
disturbances and the corresponding covariance matrix for the 
BLUS residuals. Then, 
E[(r-e)' (r-e)J = E[(r-e)'(r-e)] + E[ (r-r)'(f-r)] 
= 2a^ E (l-d.1/2) + kgZ, 
i=l ^ 
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where = l/d+Ç^^) and is the ith characteristic root of 
-1 
ZZ' where Z = . Note that ^^>0 since ZZ' is a posi­
tive semi-definite matrix. Thus, 0<d^_<l. Noting that 
2 E[(r-e)'(r-e) ] = ka , a rule for choosing a particular 
partitioning of the X matrix is to construct X = (XQ,X^) 
1/2 in such a way that the sum of the d^ ' * s is maximized. 
Ramsey (1969) considered the problem of finding the A 
matrix in a geometrical context. Subject to conditions (i) 
and (ii), condition (iii) can be viewed as having the rows 
of A maximize the sum of the cosines of the angles between 
them and an (N-k) dimensional subset of a Euclidean basis 
E . Hence, he finds an optimal residual vector A'Y 
xo 
corresponding to a particular partitioning of X = („ )/ 
1 
where the partitioning is obtained as follows. Choose the 
k smallest elements on the diagonal of the M matrix. The sub­
scripts of the smallest elements correspond to the rows of 
X to be included in XQ. 
In an econometric context, the BLUS residuals play an 
important role. For testing auto-correlation among the 
disturbances,the most commonly used test is the Durbin-
Watson test, but no exact probability limits for this test 
statistic are available. Only approximate upper and lower 
bounds for these limits are known. If one uses the BLUS 
estimates in the Durbin-Watson test instead of the OLS 
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residuals, the distribution of the test statistic is simple 
and known. 
Huang and Bolch (1974) use the result of a Monte-Carlo 
experiment to support the superiority of the OLS over the BLUS 
residuals in testing normality for a regression model. This 
is further discussed in Chapter IV. 
In the first part of this section, we look at the re­
sults of a Monte-Carlo study done exactly in the same way as 
in the previous section but using transformed residuals. We 
restrict ourselves to a reduced number, (n-k), of uncorrela-
ted, homoscedastic variables. We consider the BLUS residuals 
as well as another type of transformed residuals which are 
defined below. The second type of transformed residuals is 
denoted by r*. 
We know that the ordinary least squares residuals are 
r = (I-P^)y = (I-P^)e = (I-Pv)r, 
2 
with covariance matrix Cov(r) = a (I-P^.) and mean vector 
E(r) = 0, where (I-P^) is a symmetric and idempotent matrix 
of rank (n-k). So (I-P^l has (n-k) unit eigenvalues and k 
zero eigenvalues. 
Let 0 be a matrix whose columns are normalized charac­
teristic vectors of the matrix (I-P^) such that O'O = 00' = I. 
Partition the 0 matrix as 0 = (0^ O^) where the (n-k) columns 
of O^ are orthonormal characteristic vectors corresponding to 
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the unit eigenvalues of (I-P^). 
I , 0 
Then, 0'(I-P )0 = ( ) which implies we define 
0 0 
0'{I-P )0, = I and 0'(I-P )0_ = 0. If we define r* by 
r* = 0|r. Then 
E(r*) = 0£E(r) = 0 and Cov(r*) = 
A nice property of this transformation is that the error sum 
of squares is the same for the untransformed and the trans­
formed residuals. The error sum of squares for the trans­
formed residuals is r*'r* = r'O^Oj^r 
= r'(I-P^)r = r'r. 
To show that 0^0^ = I-P^, note that (I-P^)O = AO, by the 
definition of eigenvalues, where A is a matrix whose 
diagonal elements are eigenvalues of the matrix M. Then, 
(1-?%)(0^ 0^) = (O^ 0) 
and 
(!-?%) = (I-Pj^)OO' = (O^ 0)(ot) = O j O [ .  
1. Null study 
It is important to know how the different kinds of 
residuals behave in testing normality. The same Monte-Carlo 
study as in section (B) was carried out with (n-k) observa­
tions for r* and r. The r* residuals were computed by r* = Be 
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where the rows of the matrix B consist of unit eigenvectors 
of the matrix M. BLUS (r) residuals were computed by A'e 
where A was obtained using Ramsey's (1959) method. Tables 
of quantiles corresponding to nine statistics are presented 
in Table 3.27. 
As is expected with transformed residuals, 95 percent 
confidence intervals for the quantiles of the W-statistics 
include the corresponding theoretical quantiles given by 
Shapiro and Wilk (1965). This is suggested by Table 3.28. 
Quantiles of the U-statistic are compared in Table 3.29. 
The lower quantiles for n=8 are not given in David et al. 
(1954). The 95 percent confidence intervals for the quan­
tiles of r* include the corresponding theoretical quantiles. 
For f, the confidence intervals for the 90th and 95th quan­
tiles did not include the corresponding theoretical ones. 
The first line of Table 3.30 corresponds to quantiles 
for the case when F(-)/ the distribution function, is com­
pletely known. Textbooks usually present these quantiles. 
The second line corresponds to modified quantiles for the 
case when y is known but the variance unknown. We note that 
with (n-k) transformed residuals, E(r*) = E(r) = 0. Hence, 
the modified case of Stephens (1974) with u known was used. 
Comparing the second line with the third and fourth, we ob­
serve that the corresponding quantiles match well. The . 
Table 3.27. Table of different Monte-Carlo quantiles of nine statistics for the 3x5 tables 
a 
Statistics .01 .025 .05 .10 .50 .90 .95 .975 .99 .995 
r* 1.3037 1.3488 1.4141 1.4819 













2,3611 2.4527 2.5148 2.5921 
2.3395 2.4303 2.4805 2,5616 
1.8431 1.9467 2.0385 2.1531 
1.9113 2.0303 2.0976 2.1777 
.1382 .1491 .1636 .1770 
.1399 .1494 .1629 .1776 
.188:2 .2223 .2559 .2982 
,1831 ,2168 ,2643 .3077 
.6816 .6863 .6898 .6981 
.6812 .6847 .6913 .6998 
.7359 .7761 .8160 ,8509 
,7448 .7908 .8203 .8487 
.0971 .1054 .1459 .2013 
.0784 .0944 .1353 .1826 
.7174 ,7653 ,8100 .8497 














































































































Table 3.28. Comparison of quantiles for the W-statistic for 
the 3x5 tables 








(r*) .736 .771 .816 .851 .925 .972 .978 .983 .988 
Monte-
Carlo 
(r) .745 .786 .820 .849 .927 .971 .981 .987 .990 
Table 3.29. Comparison of quantiles for the U-statistic 
for the 3x5 tables 
a -005 .01 .025 .05 .10 .90 .95 .975 .99 .995 
From 
David et al. 
(1954)(n=8) 3.308 3.399 3.471 3.543 3.585 
Monte-Carlo 
(r*) 2.337 2.361 2.453 2.515 2.592 3,310 3.399 3.444 3.520 3.575 
Monte-Carlo 
(r) 2.260 2.339 2.430 2.480 2.562 3.270 3.355 3.414 3.508 3.550 
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2 Table 3.30. Comparison of the upper quantiles for the A -
statistic for the 3x5 tables 
a .10 .05 .025 .01 
Asymptotic theo­
retical quantiles. 
U, a known, Anderson-
Darling (1954) 1 .933 2 .492 3 .020 3 
in 00 
U known, a unknown 
Stephens (1974) 1 .76 2 .323 2 .904 3 .69 
Monte-Carlo (r*) 1 .77 2 .360 2 .720 3 .201 
Monte-Carlo (r) 1 .75 2 .240 2 .540 3 .350 
smallest difference occurs at the 5 percent type I error level. 
Ninety-five percent confidence intervals for quantiles 
of r* and r all include both the corresponding modified 
quantiles and the asymptotic ones, except for a = .10 in 
the asymptotic case. 
For the Koliûogorov-Siûirnov statistic, the modified quan­
tiles for n=8 are not available. We note that larger quan­
tiles for n=10 are used in the second line of Table 3.31. 
A comparison of the first line with the third and fourth 
lines of Table 3.31 indicates slight differences between 
Monte-Carlo quantiles of r* and r and the theoretical quan­
tiles given for the case when F(.) is completely known. 
Ninety-five percent confidence intervals for quantiles of r* 
and f all include the corresponding quantiles from the first 
line of the table. 
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Table 3.31, Comparison of the upper quantiles for the K-S 
statistic for the 3x5 tables 





Lindgren (1976).381 .411 .457 .495^ .543 
li known and a 
unknown (n=10) 
Stephens (1974) .3320 .3599 .4016 .4364 .4838 
Monte-Carlo (r*).3674 .3996 .4568 .5044 .5453 
Monte-Carlo (r).3694 .4037 .4515 .4829 .5278 
.495 is computed from the Stephens (1974) modification 
for the case when y and a are both known. 
Table 3.32 indicates that Monte-Carlo quantiles for 
2 ^ the nw -statistic using either transformed residuals r* or r 
match the asymptotic quantiles in the first line and the 
quantiles in the second line. But the quantiles given by 
Stephens (1974) for the case when only a is unknown provide 
a better match. The 95 percent confidence intervals for 
both residuals, r* and f, all contain the corresponding 
quantiles in the first and second lines. 
Since the quantiles of the W-statistic for n<35 are not 
available quantiles of the W-statistic appear in Table 3.33. 
Table 3.33 indicates that the quantiles are not very different. 




Comparison of the upper quantiles for the nw'' 
statistic for the 3x5 tables 
























Table 3.33. Comparison of quantiles for the W-statistic for 
the 3x5 tables 


































.05 and .10 include the corresponding W-statistic quantiles, 
but for a values of .01 and .02 the W-statistic quantiles 
exceed the upper bounds of the confidence intervals by at most 
.006. Ninety-five percent confidence intervals for the lower 
quantiles of f all include the corresponding ones from the 
W-statistic. 
A similar study was made for (4x8) tables. Since the 
results of the null study were similar to those observed for 
(3x5) tables, a detailed examination of the quantiles is 
not presented. The Monte-Carlo quantiles are presented 
in Table 3.34. 
2. Power study 
Tables 3.35 through 3.52 contain the results of the 
power study for the 3x5 and 4x8 tables. The additive model 
was fit to all tables. Each number in the table represents 
the number of times out of 1000 that the null hypothesis of 
normality was rejected. Exponential, uniform, lognormal, 
and logistic alternatives are considered. The line for the 
normal alternative gives Monte-Carlo estimates for the type 
I error levels. The type I error estimates are not given 
in Tables 3.41, 3.42, 3.43, 3.50, 3.51 and 3.52, because the 
Monte-Carlo quantiles for the normal distribution were used 
for the critical values. This was done because the theo­
retical quantiles for the max |r..|/S, ZZ|r..|/S, and G-
(i,j) 
Table 3.34. Table of different Monte-Carlo quantiles of nine statistics for the 4x8 tables 
a 

















































































2.1611 2.6702 2.8634 3.0067 3.2696 3.4431 
2.1743 2.6756 2.8481 2.9843 3.1725 3.2773 
3.7957 4.4009 4.5435 4.7914 4.9955 5.0391 
3.7806 4.3455 4.5164 4.6375 4.8425 4.9370 
3.7890 4.0882 4.1713 4.2386 4.3763 4.5150 













.6217 1.5910 2.0285 2.4150 3.1673 3.5246 

























.7220 1.5421 1.8640 2.4617 2.9099 3.1943 














Table 3.35. Power study for the W-statistic for the 3x5 
tables 
(r*) 
Exponential 16 31 60 108 
Uniform 9 14 53 105 
Lognormal 15 27 69 129 
Logistic 12 26 57 106 
Normal 15 25 51 100 
(r) 
Exponential 28 44 79 151 
Uniform 6 17 38 97 
Lognormal 34 53 106 173 
Logistic 11 20 47 103 
Normal 10 18 46 102 
Table 3.36. Power study for the U-statistic for 3x5 tables 






.05 .025 .01 .005 
( y *  
Exponential 99 46 20 9 7 
Uniform 95 52 26 7 3 
Lognormal 121 63 35 14 8 
Logistic 101 46 22 9 6 
Normal 101 51 20 9 5 
(r) 
Exponential 117 56 27 14 4 
Uniform 80 40 23 6 3 
Lognormal 129 62 32 13 6 
Logistic 78 34 16 9 5 
Normal 80 30 15 7 4 
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Table 3.37. Power study for the A^ -statistic for 3x5 tables 
Alternative .10 .05 .025 .01 
(r*) 
Exponential 98 56 23 3 
Uniform 110 40 15 2 
Lognormal 99 54 19 6 
Logistic 104 53 19 5 
Normal 104 52 19 6 
(r) 
Exponential 94 45 18 7 
Uniform 100 46 22 7 
Lognormal 121 58 31 14 
Logistic 93 43 20 5 
Normal 99 44 19 4 
Table 3.38. Power study for the K-S-statistic for 3x5 tables 
Alternative ^ .15 .10 .05 .025 .01 
(r*) 
Exponential 137 85 43 22 12 
Uniform 145 98 46 18 10 
Lognormal 134 98 43 21 8 
Logistic 126 90 47 26 11 
Normal 127 85 49 28 11 
(r) 
Exponential 129 85 40 20 9 
Uniform 124 89 42 23 12 
Lognormal 143 109 55 28 13 
Logistic 132 90 40 20 7 
Normal 130 95 44 20 8 
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Table 3.39. Power study for 2 the nw -statistic for 3x5 tables 
a 
Alternative .10 .05 .025 .01 
(r*) 
Exponential 101 57 26 5 
Uniform 117 51 18 4 
Lognormal 105 61 24 6 
Logistic 103 60 23 6 
Normal 103 58 24 4 
(r) 
Exponential 97 51 23 7 
Uniform 103 47 27 10 
Lognormal 123 59 32 17 
Logistic 105 45 20 6 
Normal 109 45 22 5 
Table 3.40. Power study for the W -•statistic for 3x5 tables 
a 
Alternative .01 .02 .05 .10 
(r*) 
Exponential 20 30 63 114 
Uniform 12 22 56 104 
Lognormal 22 36 76 135 
Logistic 19 31 58 111 
Normal 17 30 54 103 
(r) 
Exponential 34 57 94 155 
Uniform 8 17 39 88 
Lognormal 41 66 119 196 
Logistic 13 24 50 110 
Normal 10 22 42 101 
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Table 3.41. Power study for the 
3x5 tables 
max Ifijl/S -statistic for 
a 
Alternative .01 .025 .05 .10 .10 .05 . 025 .01 
(r*) 
Exponential 5 21 47 112 125 65 36 11 
Uniform 12 24 60 109 92 42 22 5 
Lognormal 16 24 50 96 130 64 42 10 
Logistic 15 26 57 101 116 55 26 14 
(r) 
Exponential 6 14 23 65 163 75 42 12 
Uniform 11 22 50 101 96 39 24 7 
Lognormal 3 16 28 62 165 78 47 12 
Logistic 9 23 50 94 110 49 32 11 
Table 3.42. Power study for the Z l |  
3x5 tables ij fijl/S-
-Statistic for 
a 
Alternative .01 .025 .05 .10 .10 .05 . 025 .01 
(r*) 
Exponential 9 23 50 121 103 60 39 10 
Uniform 9 21 37 91 104 53 24 7 
Lognormal 13 36 75 144 96 60 27 10 
Logistic 11 24 55 110 101 54 28 10 
(r) 
Exponential 30 80 130 193 91 47 27 7 
Uniform 4 21 37 83 111 54 28 9 
Lognormal 36 87 143 221 125 71 35 19 
Logistic 11 28 60 116 100 51 23 12 
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Table 3.43. Power study for the G-statistic for 3x5 tables 
a 
Alternative .01 .025 .05 .10 ,10 .05 .025 .01 
(r*) 
Exponential 6 20 52 120 113 57 27 15 
Uniform 15 18 45 107 84 53 14 8 
Lognormal 14 24 53 106 131 66 32 11 
Logistic 13 20 45 107 111 54 27 9 
(r) 
Exponential 10 13 34 70 153 97 60 40 
Uniform 10 20 38 84 83 42 18 9 
Lognormal 6 13 31 66 189 128 73 44 
Logistic 12 24 50 112 109 54 29 16 
Table 3.44. Power study for the W-statistic for 4x8 tables 
a 
Alternative .01 .02 .05 .10 
(r*) 
Exponential 19 33 68 140 
Uniform 13 25 44 73 
Lognormal 31 47 SS 136 
Logistic 16 31 55 99 
Normal 20 27 47 90 
(r) 
Exponential 138 172 255 341 
Uniform 6 11 38 89 
Lognormal 253 311 395 468 
Logistic 23 39 81 127 
Normal 15 23 53 103 
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Exponential 2 5 13 24 56 189 121 78 37 18 
Uniform 3 7 20 47 95 109 65 32 12 6 
Lognormal 4 6 14 23 47 201 124 70 36 24 
Logistic 1 3 15 32 78 136 79 50 27 14 
Normal 2 6 16 33 79 120 69 43 25 15 
(r) 
Exponential 4 6 9 22 41 252 160 95 59 29 
Uniform 10 21 41 68 142 50 18 11 6 3 
Lognormal 1 3 8 17 46 338 239 173 99 61 
Logistic 2 3 9 26 59 170 99 57 27 13 
Normal 2 3 16 32 76 108 53 28 12 7 
2 Table 3.46. Power study for the A -statistic for 4x8 tables 
(upper percentage points) 
a 
Alternative .10 .05 .025 .01 
(r*) 
Exponential 83 39 17 5 
Uniform 83 39 16 7 
Lognormal 79 26 10 4 
Logistic 80 27 15 5 
Normal 78 29 14 4 
(r) 
Exponential 132 66 32 9 
Uniform 49 51 22 7 
Lognormal 177 93 54 18 
Logistic 124 54 25 9 
Normal 111 52 25 10 
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Table 3.47. Power study for the K-S statistic 
(upper percentage points) 
for 4x8 tables 
a 
Alternative .15 .10 .05 .025 .01 
(r*) 
Exponential 149 103 45 15 4 
Uniform 150 87 30 14 5 
Lognormal 132 85 38 16 6 
Logistic 147 87 42 18 2 
Normal 156 99 40 15 5 
(r) 
Exponential 203 135 76 39 14 
Uniform 165 107 48 25 5 
Lognormal 267 184 108 60 24 
Logistic 145 101 56 27 7 
Normal 143 103 54 24 7 
Table 3.48. 2 Power study for the nw -statistic 
(upper percentage points) 
for 4x8 tables 
a 
Alternative .10 .05 .025 .01 
(r*) 
Exponential 89 40 IS 5 
Uniform 89 37 16 7 
Lognormal 81 27 11 4 
Logistic 89 30 14 5 
Normal 86 32 13 6 
(r) 
Exponential 128 74 34 12 
Uniform 114 52 24 6 
Lognormal 165 90 50 18 
Logistic 112 54 27 12 
Normal 112 48 26 10 
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Table 3.49. Power study for the W-statistic for 4x8 tables 
a 
Alternative 01 .02 .05 .10 
(r*) 
Exponential 31 47 83 143 
Uniform 15 23 38 79 
Lognormal 38 57 98 160 
Logistic 24 36 66 104 
Normal 23 31 54 101 
(r) 
Exponential 154 194 270 358 
Uniform 5 10 29 62 
Lognormal 293 342 413 498 
Logistic 27 52 87 141 
Normal 18 22 56 98 
Table 3.50. Power study for the max jr..[/s for 4x8 tables 
(i,i) 
Alternative* "01 "025 -05 .10 .10 .05 .025 .01 
(r*) 
Exponential 8 19 36 65 170 82  55 17 
Uniform 16 29 52 101 80 33 17 4 
Lognormal 8 17 29 53 186 100 66  25 
Logistic 11 29 47 93 117 63 31 13 
(r) 
Exponential 8 14 20 32 288 110 142 91 
Uniform 25 59 96 171 49 15 4 0 
Lognormal 9 16 25 33 377 284 228 156 
Logistic 6 19 36 70 160 83 50 20 
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Table 3.51. Power study for the EZ|r^.|/S for 4x8 tables 
a 
Alternative .01 .025 .05 .10 .10 .05 -025 .01 
(r*) 
Exponential 28 52 98 158 80 42 25 9 
Uniform 7 18 46 81 104 62 38 16 
Lognormal 33 59 112 190 63 35 22 7 
Logistic 10 29 64 110 92 51 27 11 
(r) 
Exponential 75 175 212 321 58 35 20 5 
Uniform 0 10 14 62 149 71 32 12 
Lognormal 187 320 375 460 54 40 24 13 
Logistic 14 58 80 159 88 45 24 12 
Table 3.52. Power study for the G-statistic for 4x8 tables 
a 
Alternative .01 .025 -05 .10 .10 .05 .025 .01 
(r*) 
Exponential 7 28 52 103 143 80 36 20 
Uniform 6 25 52 103 79 38 15 8 
Lognormal 9 20 54 93 165 94 44 28 
Logistic 10 27 53 106 104 64 26 13 
(r) 
Exponential 9 14 24 54 364 260 205 134 
Uniform 18 27 41 114 65 24 12 3 
Lognormal 6 10 15 31 500 402 349 254 
Logistic 13 24 46 89 146 82 58 22 
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statistics are unknown. 
3. Discussion 
Comparison of the theoretical quantiles of the considered 
statistics with the estimated quantiles from the simulations 
performed on transformed residuals shows very close agreement 
as we saw in subsection 1. 
Looking at the tables for the power study for the various 
statistics using transformed residuals r* and r, we can con­
clude that the BLUS residuals (f) are more sensitive to very 
skewed alternatives such as the lognormal distribution. First, 
we discuss (3x5) tables. For the W-statistic, f provides more 
powerful tests for the lognormal and exponential alternatives. 
This is indicated in Table 3.35. For the uniform and logistic 
alternatives r*provides slightly more powerful tests. Con­
sidering estimates of type I errors, for both kind of residuals, 
especially for the .01 and .02 levels, one might suspect that 
r* does as well as r for the uniform and logistic alternatives. 
Looking at the power study for the U-statistic we see that f 
gives a more powerful test in the case of the exponential 
alternative. Noting that the U-statistic has a longer upper 
tail using r (look at Table 3.27), which makes the test 
more conservative, especially for levels of .10 and 
.05. 
Table 3.36 indicates that using r leads to a more power-
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2 fui A -statistic in the cases of uniform and lognormal alter­
natives while r* does better for the logistic alternative and 
for the exponential alternative for a levels of .05 and .025. 
For the K-S-statistic, f does better for the lognormal 
alternative. For other alternatives, r and r* almost have the 
same power. Since quantiles of the W-statistic are not avail­
able for n<35, we used the corresponding W-statistic quantiles 
in studying the power of W-statistic. The power behavior 
using f and r* is the same as that of the W-statistic. 
2 The nw -statistic behaves similarly under both r* and 
f residuals. Probably r results in slightly more power­
ful tests at levels .05 and .01 of type I error. The last 
three power study tables indicate that the maxjr^j|/S 
statistic seems to be more powerful than the other sta­
tistics except W and W'. The G-statistic and IE|r^j|/S 
statistic are very powerful in this study. 
Comparing the powers of the different well-known 
statistics studied above implies that, for transformed 
residuals, the W-statistic is more powerful than others. 
Comparing the above results with the results of section 
B for (3x5) tables we see that using transformed residuals 
leads to a more powerful W-statistic. With least squares 
residuals the W-statistic showed less power than the other 
statistics. The W'-statistic using r did very badly with 
respect to both the size and power of the test, when quantiles 
94 
of the W-statistic are used. However, with transformed residuals 
W behaves nicely in both cases and could be substituted for 
the W-statistic. The statistic max|r^j|/S loses power when 
we use transformed residuals. The G-statistic and the 
2Z|r^j|/S statistic gain power using transformed residuals. 
Comparison of the power study results for the OLS and trans­
formed residuals indicates that, among three new statistics, 
maxjr^jl/S is most powerful when OLS residuals are used. 
Looking at the power study for (4x8) tables given in 
Tables 3.44 through 3,52, we can conclude that, as the table 
gets bigger, r does better than r* in terms of power. 
With the W-statistic, r* results in more power only in the 
case of the uniform alternative. The U-statistic using f 
2 is always more powerful than r*. This is true for the A , 
2 
K-S and nw -statistics. For each of these three statistics, 
the type I error levels using f are higher than with r*, but 
they are still reliable. For the W'-statistic the power be­
havior using f and r* is the same as for the W-statistic. The 
max|r^jl/S statistic with f results in a more powerful test 
than with r*. The G and Zlr^jj/S statistics both result in 
more powerful tests with r than with r* except for the 
uniform alternative. Among these three statistics, the G-
statistic is more powerful except for the uniform alterna­
tive . 
Comparing power study results for (4x8) tables using 
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transformed residuals with those for the OLS residuals given 
in section B, we observe that with transformed residuals all 
the statistics lose power compared to using OLS residuals, 
except the G-statistic for the uniform alternative. The 
maxlr^jl/S statistic using OLS residuals is a good competitor 
for the W-statistic with OLS residuals. 
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IV. RESIDUAL ANALYSIS FOR MORE COMPLEX 
DATA STRUCTURE 
A. Transformed Residuals Versus 
Untransformed Residuals 
Huang and Bolch (1974) concentrate on a comparison of 
OLS and BLUS residuals from the point of view of their use 
in tests concerning the normality of e, the vector of 
disturbances for regression models. From their Monte-
Carlo experiment, they claim to show the superiority of OLS 
over BLUS residuals. For this experiment they consider 
2 
several tests for normality such as the % (chi-square), 
W, and K-S tests. Several alternatives are considered. 
Under the alternatives, the lack of independence among OLS 
and BLUS residuals makes evaluating the power of the tests 
for normality cumbersome. The authors mention another 
problem,, that is,, the probability distribution of both 
residuals are always closer to the normal distribution than 
the probability distribution of the actual disturbances, if 
the distribution is not normal. They compute Pearsonian 
coefficients for the OLS and BLUS residuals and show that 
the skewness and kurtosis of the OLS and BLUS residuals 
will never exceed the skewness and kurtosis of the actual 
disturbances. The linear equation used in their experiment 
is : 
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= -20 + 4.5 X^^-1.5 + 2.8 + e^, i = 1,2,...,n, 
for several sample sizes (n=10, 15, 20, 30, 40, 50). The X-
variables, which are distributed independently of e^, are 
drawn from a uniform distribution and are held constant 
for experiments based upon a given sample size. The vector 
of random disturbances, e, is drawn from four alternative 
distributions, normal, uniform, exponential, and lognormal. 
In each case, the vector e is generated with mean zero and 
variance 67.24. The power study indicates that for sample 
sizes of 30 or more, the OLS residuals nearly always have 
better power than the BLUS residuals. 
1. Null study 
We used the same equation with the same setting as in 
Huang and Bolch (1974) to study the effect of three kinds of 
residuals on the test statistics for testing normality. These 
residuals are OLS, BLUS and residuals obtained from an ortho­
gonal transformation of the OLS residuals using unit charac­
teristic vectors of the matrix M = I-P^. The latter vector 
of residuals is denoted by r*. 
One thousand replications based on ten observations 
were made for the following test statistics : 
|r,| j/ll 
(1) max —g— , (2) U-statistic, (3) ^ , 
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(4) Kolmogorov-Smirnov statistic, (5) Anderson-Darling 
statistic, (6) Cramer-Von Mises statistic, (7) W:Shapiro-
Wilk statistic, (8) G = —= , (9) W'iSbapiro-Francia 
statistic. The uniform variates were generated by use of the 
subroutine GGUBFS, and disturbances were generated by use 
of the subroutine GGNQF. OLS residuals were computed by 
r = (I-P )e. BLUS residuals were computed using the 
method outlined by Ramsey (1969) . 
All computations were performed using double precision 
arithmetic. In this study, n=10, k=4, and n-k=6, tables 
are presented on the following pages. 
Table 4.1 indicates that, for the OLS (r) residuals, the 
Monte-Carlo quantiles for W match the quantiles from a 
homogeneous sample. For the uncorrelated transformed 
residuals, r* and r, the match is also good, as we expected. 
All 95 percent confidence intervals of Monte-Carlo quantiles, 
for all three residuals, include the corresponding theoreti­
cal quantiles. 
Comparing the first and third lines of Table 4.2 shows 
relatively large differences between quantiles of the U-
statistic based on a homogeneous sample and Monte-Carlo 
quantiles using OLS residuals. None of the 95 percent 
confidence intervals for the Monte-Carlo quantiles include 
Table 4.1, Comparison of quantiles for the W-statistic 
a ,01  ,02 ,05 .10 .50 .90 .95 .98 .99 
Shapiro and 
Wilk (1965) 
n=10 .781 .806 .842 .869 .938 .972 .978 .983 .986 
Monte-Carlo 
for r .7890 .8145 .8533 .8740 .9396 .9737 .9796 .9850 .9885 
Shapiro and 
Wilk (1965) 
n=6 ,713 ,743 .788 .826 .927 .974 .981 .986 .989 
Monte-Carlo 
for r* .7189 .7382 .7849 .8188 .9145 .9687 .9811 .9879 .9924 
Monte-Carlo 
for r ,7284 .7599 .7910 .8252 .9189 .9722 ,9803 .9866 .9897 
Table 4.2. Comparison of the quantiles for the U-statistic 
a .005 .01. .025 .05 .10 .90 .95 .975 .99 .995 
From David 
et al. (1954) 
n=10 2.47 2.51 2.59 2.67 2.77 3.57 3.685 3.777 3.875 3.935 
Adjustment of 
above line 2.0167 2.0494 2.1147 2.1800 2.2617 2.9149 3.0088 3.0839 3.1639 3.2129 
Monte-Carlo 
for r 1.9776 2.0168 2.1016 2,1794 2,2808 2.946 3.0332 3.1104 3.2026 3,2686 
From David 
et al. (1954) 
n=6 2,949 3.012 3.056 3.095 3.115 
Monte-Carlo 
or r* 2.0861 2.1608 2.2234 2.2728 2.3276 2.9141 2.9858 3.0525 3,0889 3.1043 
Monte-Carlo 




the corresponding ones from David et al. (1954). Comparison 
of the second and third lines in Table 4.2 suggests that the 
modified quantiles match the corresponding Monte-Carlo quan­
tiles. All the 95 percent confidence intervals for the 
Monte-Carlo quantiles include the adjusted quantiles of the 
U-statistic except for upper a values of .10 and .05 where they 
are outside of the lower bound by .01 and .001, respective­
ly. The modified quantiles were obtained by multiplying 
the first line of Table 4.2 by /6/9. That is an approximate 
adjustment for the degrees of freedom of the form / (n-k)/(n-l). 
For n=6, lower quantiles of the U-statistic are not 
available. Hence, only upper quantiles are compared. All 
95 percent confidence intervals for the Monte-Carlo quan­
tiles using r* and r include the corresponding actual quan­
tiles except for a=0.1. In that case, when the r* residuals 
are used, the actual quantile exceeds the upper bound of 
the confidence interval by .009. 
The Anderson-Darling statistic based on the OLS 
residuals gives very satisfactory results if we use the 
proper quantiles. For example, comparing the first and 
third lines of Table 4.3 reveals a large difference. The 
2 first line corresponds to asymptotic quantiles of the A -
statistic when the mean and variance of the distribution 
are known. The quantiles in the second line, from Stephens 
(1974), for the case when both u and a are unknown 
Table 4.3. Comparison of the upper quantiles for the A -statistic 
a .15 .10 .05 025 01 
Asymptotic quantiles 
for y and o known, 
Anderson-Darling 
(1954) 1.61 
y and o unknown 
(n=10) 
Stephens (1974) 
Monte-Carlo for r 
Only o unknown 
(n=6) (Stephens, 1974) 
Monte-Carlo for r* 




























Monte-Carlo quantiles except at a = .15 where the quantile 
on the second line is outside the lower bound of the 95 
percent confidence interval for the corresponding Monte-
Carlo quantile by .0002. 
2 
The Monte-Carlo quantiles for the A -statistic com­
puted from transformed residuals do not appear to match 
the asymptotic quantiles as well. But 95 percent confi­
dence intervals for the Monte-Carlo quantiles include the 
corresponding asymptotic ones. The quantiles given by 
Stephens (1974) for the case when only a is unknown match 
the Monte-Carlo quantiles well. All 95 percent confidence 
intervals for the Monte-Carlo quantiles include the 
corresponding quantiles from the fourth line of Table 4.3. 
The second and third lines in Table 4.4 indicate that the 
Kolmogorov-Smirnov statistic computed from OLS residuals 
gives quantiles which match quantiles given by Stephens 
(1974) for the case when both u and a are unknown. All 95 
percent confidence intervals of Monte-Carlo quantiles in­
clude the corresponding quantiles given by Stephens (1974). 
We note that Monte-Carlo quantiles using r are quite dif­
ferent from quantiles for the case when y and o are both 
known. All 95 percent confidence intervals for Monte-Carlo 
quantiles for the K-S-statistic using either r* or f 
contain the corresponding quantiles given by Stephens (1974) 
for the case when only y is known. 
Table 4.4. Comparison of the upper quantiles for the K-S-statistic 
o .15 .10 .05 .025 .01 
y and a known 
Lindgren (1976) .342 .368 .409 .486 
y and a unknown 
Stephens (1974) 
/ .2265 .2394 .2616 .2791 .3025 
Monte-Carlo for r .2291 .2427 .2598 .2753 .2928 
y and a known 
(n=6) 
Lindgren (1976) .436 .470 .521 .618 
Only o unknown 
(n=6) , 
Stephens (1974) .4287 .4646 .5185 .5634 .6246 
Monte-Carlo for r* .4322 .4638 .5265 .5668 .6010 
Monte-Carlo for f .4353 .4708 .5107 .5651 .6166 
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Table 4.5 indicates that for r, the Monte-Carlo quantiles 
are very different from the asymptotic quantiles given by 
Anderson-Darling (1952). The quantiles given by Stephens 
(1974) provide a better match with the Monte-Carlo quantiles 
using r. But only the 95 percent confidence interval for 
a = .01 includes the corresponding Stephens quantile. Quan­
tiles with transformed residuals match both asymptotic 
quantiles and those given by Stephens (1974) for the case 
when only a is unknown. All 95 percent confidence inter­
vals for Monte-Carlo quantiles with both r* and r include 
the corresponding asymptotic and Stephens quantiles. 
Since quantiles of W are not known for small sample 
sizes, we use the corresponding quantiles of the W-statistic 
in the first line of Table 4.6. All Monte-Carlo quantiles 
based on the three kinds of residuals match the W quantiles 
well. All 95 percent confidence intervals for the Monte-Carlo 
quantiles using r* and f include the corresponding W quan­
tiles. All 95 percent confidence intervals for the lower 
quantiles of W include the corresponding W quantiles when 
we use OLS residuals. 
2. Power study 
As in Chapter III, four alternatives were chosen. We 
note that the random variates generated with alternative 
distributions all have mean zero and variance 67.24, that 
Table 4.5. Tables of quantiles for nw -statistic 
.10 .05 .025 01 
Asymptotic quantiles 
Anderson-Darling (1952) 
y and a unknown 
(n=10), 
Stephens (1974) 
Monte-Carlo for r 
Only a is unknown 
(n=6) 
Stephens (1974) 
Monte-Carlo for r* 
























Table 4.6. Table of quantiles for W-statistic 
a .10 .02 .05 .10 .50 .90 .95 .98 .99 
Quantiles of W 
n=10 .781 .806 .842 .869 .938 .972 .978 .983 .986 
Monte-Carlo 
quantiles 
for r .790 .813 .850 .876 .943 .975 .981 .985 .987 
Quantiles of W 
n=6 .713 .743 .788 .826 .927 .974 .981 .986 .989 
Monte-Carlo 
quantiles 
for r* .693 .742 .783 .818 .921 .970 .983 .988 .992 
Monte-Carlo 
quantiles 
for r .710 .742 .792 .827 .924 .972 .980 .987 .991 
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is, the same mean and variance as disturbances in our re­
gression model. 
To generate exponential random variates we used F(x) = 
1 2 1-exp(-—(x+a)), where a = 67.24, and the fact that the 
distribution function is distributed as uniform (0,1). So 
the exponential random variates were generated as X = 
-aln(l-U)-a where U is a uniform (0,1) random variable 
generated by the GGUBFS subroutine of the IMSL library. 
We note that 1-U is also a uniform (0,1) random variable. 
To generate random variates for the uniform alterna­
tive, we used X=U(b-a)+a where b =-a =/3 o. 
Lognormal random variates were generated as follows. 
We know if X is distributed as a normal random variable 
2 
with mean n and variance a , then Y = exp(X) is distributed 
2 
as a lognormal random variable with mean exp(ri + ^ ) and 
2 9 
variance exp(2ri + 2 a  )-exp(2n + a ~ ) .  To obtain E(Y) = 0 and 
Var(Y) = 67.24, set Y = V--/67.24 with V as a lognormal 
random variable with mean /67.24 and variance 67.24. Then the 
lognormal random variates were generated by Y = exp(X)-/67.24 
with E(X) = n = ln/67.24 - j In(2) and =In(2). The normal 
random variate X was generated using the GGNQF subroutine 
in the IMSL library. 
Logistic variates were generated using uniform (0,1) 
variates. F(x) = (1 + exp(-(x-a)/B))"^ implies 
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X = 3 (In U - In(l-U)) + a with a = 0 and g = /sa^/tt, since 
E(X) = a = 0 and Var X = S^Tr^/3 = 67.24. 
The IMSL subroutine GGUBFS was used to generate uni­
form (0,1) random variables. The simulations were per­
formed on the A56 computer at Iowa State University. All 
calculations were done in double precision. 
The following tables indicate the number of times out of 
one thousand for which normality was rejected. For example, 
the first number in Table 4.7 under a = .01 indicates that 
21 samples out of 1000 had a W value less than .781 which is 
the quantile of the W-statistic for a = .01 and n = 10. Each 
table has three parts which correspond to OLS(r) and r* and 
BLUS (r) residuals, respectively. The last line of each 
part consists of number of times out of 1000 in which 
normality was rejected when we actually used normal vari­
âtes. The last three tables correspond to test statistics 
n  
max |r.|/S, Z [r.|/S and G, respectively, which have 
i=l,...,n ^ i=l ^ 
not been studied before. To examine the power of these 
test statistics, the Monte-Carlo quantiles for the normal 
variate case were used in place of theoretical values. 
Consequently the a levels for these tables may not be exact. 
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Table 4.7. Power study for the W-statistic (lower per­
centage points) 
a 
Alternative .01 .02 .05 .10 .50 
(r) 
Exponential 21 46 117 196 626 
Uniform 2 10 34 86 511 
Lognormal 32 59 132 211 630 
Logistic 6 16 47 103 495 
Normal 6 14 37 82 483 
(r*) 
Exponential 6 13 39 99 584 
Uniform 10 16 48 106 566 
Lognormal 9 18 42 90 554 
Logistic 5 14 51 121 603 
Normal 9 20 52 116 596 
(r) 
Exponential 35 64 110 202 660 
Uniform 8 17 53 109 602 
Lognormal 58 88 151 226 653 
Logistic 13 19 51 113 552 
Normal 5 14 44 107 569 
Table 4.8. Power study for the U-statistic 
a 
Alternative 
Lower percentage points Upper percentage points 
.005 .01 .025 .05 .10 .10 .05 .025 .01 .00! 
(r) 
Exponential 3 5 13 31 71 142 69 47 19 11 
Uniform 12 16 29 58 126 80 46 22 0 0 
Lognormal 3 6 14 31 71 157 77 34 16 7 
Logistic 8 12 26 46 78 158 72 42 23 11 
Normal 9 15 27 51 89 130 64 32 18 8 
(r*) 
Exponential 74 35 17 10 5 
Uniform 79 45 22 10 5 
Lognormal 93 38 19 8 3 
Logistic 77 40 24 7 2 
Normal 74 39 25 9 4 
i£l 
Exponential 71 31 17 8 5 
Uniform 79 36 19 6 4 
Lognormal 68 34 14 6 3 
Logistic 123 56 28 17 5 




Table 4.9. Power study for the 
percentage points) 










 .025 .01 
(r) 
Exponential 314 238 154 84 32 
Uniform 156 85 37 17 9 
Lognormal 349 266 159 91 45 
Logistic 190 122 67 37 12 
Normal 173 106 53 22 11 
(r*) 
Exponential 106 38 15 2 
Uniform 112 47 20 3 
Lognormal 106 41 15 1 
Logistic 102 53 19 5 
Normal 102 52 19 5 
(r) 
Exponential 133 58 29 7 
Uniform 103 42 18 3 
Lognormal 115 64 27 8 
Logistic 99 47 23 5 
Normal 100 43 21 5 
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Alternative .15 .10 .05 .025 .01 
(r) 
Exponential 264 203 101 59 16 
Uniform 118 78 33 16 4 
Lognonnal 272 211 111 55 23 
Logistic 170 117 56 26 10 
Normal 159 112 46 24 7 
(r*)  
Exponential 151 102 39 21 4 
Uniform 158 107 49 22 7 
Lognormal 145 94 43 19 5 
Logistic 153 98 54 24 5 
Normal 152 98 55 28 6 
(r) 
Exponential 197 141 71 31 12 
Uniform 154 102 43 23 12 
Lognormal 174 122 53 31 11 
Logistic 153 115 48 28 13 
Normal 162 107 47 26 9 
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Table 4.11. Power study for the 
percentage points) 
2 
nw -•statistic (upper 
a 








Exponential 103 48 16 5 
Uniform 120 55 26 5 
Lognormal 116 47 16 6 
Logistic 113 60 26 6 
Normal 114 57 25 6 
(r) 
Exponential 142 63 36 11 
Uniform 105 48 21 8 
Lognormal 123 71 32 9 
Logistic 104 55 19 8 
Normal 108 51 27 9 
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Table 4.12. Power study for the W-statistic (lower 
percentage points) 
(r) 
Exponential 35 70 138 205 
Uniform 2 14 29 67 
Lognormal 52 79 143 226 
Logistic 9 22 53 96 
Normal 7 16 40 85 
(r*) 
Exponential 10 15 42 88 
Uniform 11 21 52 101 
Lognormal 14 19 48 86 
Logistic 8 20 56 109 
Normal 12 20 52 113 
(r) 
Exponential 51 82 130 214 
Uniform 14 22 51 94 
Lognormal 68 103 171 230 
Logistic 15 29 57 119 
Normal 10 21 46 99 
Table 4.13. Power study for the max |r |/S 
l<i<n 
a .01 .025 .05 .10 .15 .15 .10 .05 .025 .01 
Monte-Carlo percentage points (normal population) 
1.9004 1.9510 OLS (n=10) 1.0726 1.1202 1.1910 1.2407 1.2758 1.7153 1.7630 1.8242 
r* (n=6) 1.187:; 1.2569 1.2912 1.3436 1.3934 2.1477 2.2961 2.5679 2.7491 3.0655 
BLUS (n=6) 1.2103 1.2640 1.3146 1.3679 1.4282 2.1271 2.2911 2.5385 2.8413 3.2213 
(r) 
Exponential 2 11 44 78 110 274 227 171 99 54 
Uniform 11 24 72 149 211 107 75 42 15 4 
Lognormal 7 14 43 70 99 334 272 211 118 79 
Logistic 11 24 53 90 137 181 121 80 41 15 
(r*) 
Exponential 12 30 45 84 154 161 95 44 27 6 
Uniform 6 24 38 78 132 152 99 51 34 11 
Lognormal 11 36 57 89 133 154 83 41 23 11 
Logistic 8 35 61 105 153 155 102 47 23 11 
(?) 
Exponential 14 23 38 69 114 181 115 58 30 14 
Uniform 11 36 72 122 177 132 86 35 21 11 
Lognormal 5 20 41 72 128 193 115 57 20 10 
Logistic 8 22 45 83 139 155 102 52 29 11 
n 
Table 4.14. Power study for tlie Z |r.j/S 
i=l ^ 
a .01 .025 .05 .10 .15 .15 .10 .05 .025 .01 
Monte-Carlo percentage points (normal population) 
OLS (n=10) 2.1090 2.1662 2.2488 2.3325 2.3865 2.7755 2.8185 
r* (n=6) 1.6650 1.7476 1,8036 1.8803 1.9380 2.5949 2.7556 
BLUS (n=6) 1.6636 1.7478 1.8107 1.8783 1.9497 2.6235 2,7601 
2.8720 2.9157 2.9624 
3.2385 3.8150 4.2437 
















39 85 157 218 116 70 35 21 7 
3 9 24 67 102 202 140 79 31 10 
25 44 92 172 232 108 62 34 17 8 
17 32 56 118 177 134 91 47 25 12 
12 30 47 71 135 150 102 34 15 11 
13 34 58 107 146 144 106 49 21 13 
11 30 44 82 124 147 103 38 14 11 
10 27 48 97 145 152 98 51 25 11 
26 51 88 137 204 174 129 70 36 14 
7 15 34 62 113 158 113 47 21 9 
41 75 117 164 234 158 125 66 35 12 
12 34 61 116 174 153 108 48 29 12 
Table 4.15. Power study for the G-statistic 
a  . 01  ,025 .05 .10  .15 .15 .10 .05 .025 .01 
Monte-Carlo percentage points (normal population)_ 
OLS (n=10) .0727 .0935 .1142 
r* (n=6) .0399 .0645 .0055 
BLUS (n=6) .0453 .0680 .1004 
.1486 .1764 .6537 .7383 .8984 1.0522 1.2391 
.1475 .1852 .7750 ,8962 1.0809 1.2670 1.4548 
.1385 .1691 .7419 .8610 1.0377 1,2206 1.4286 
( r )  
Exponential 7 18 34 73 107 297 238 161 98 48 
Uniform 7 23 42 96 160 138 89 42 18 7 
Lognormal 8 22 31 60 100 328 264 174 113 64 
Logistic 14 26 46 «5 146 169 124 67 39 13 
(r*) 
Exponential 8 23 44 109 170 123 82 38 17 9 
Uniform 9 19 35 113 165 136 95 51 21 11 
lognormal 12 26 51 1]5 173 125 78 43 21 12 
Logistic 9 26 39 102 148 151 100 50 22 7 
(r) 
Exponential 12 25 52 80 109 278 219 139 94 51 
Uniform 14 32 52 100 140 145 94 57 30 14 
lognormal 4 17 41 76 108 296 238 181 128 69 
Logistic 11 22 47 99 154 173 121 59 38 15 
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3. Discussion 
Tables 4.1 through 4.6 show the estimated quantiles for 
different test statistics computed from one thousand replica­
tions of the experiment for the normal distribution. 
Using OLS residuals , the W-statistic was not much 
affected by correlated observations. Quantiles of the 
U-statistic could be modified by considering all residuals 
as a homogeneous sample and hence multiplying the theoretical 
quantiles of U-statistic by /(n-k)/(n-1). The Anderson-
2 Darling (A ) statistic using OLS residuals must be compared 
with quantiles given by Stephens (1974) for the case where 
both y and a are unknown. The same is true for the 
Kolmogorov-Smirnov (K-S) statistic. For the Cramer-
2 Von Mises (nw ) statistic, the Stephens quantiles for the case 
where both y and a are unknown provide a better match with 
the Monte-Carlo quantiles. 
With transformed residuals confidence intervals com-
2 puted from the Monte-Carlo quantiles of the A -statistic in­
cluded the corresponding asymptotic and Stephens quantiles 
for the case where only y is known. Confidence intervals 
of Monte-Carlo quantiles for the K-S statistic using r* or r 
included the corresponding Stephens' quantiles and the quan­
tiles for the case when y and a are known. 
The W-statistic computed from the OLS residuals has a 
longer tail which makes the estimated type I error level. 
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smaller than the nominal a levels. W behaves similarly 
using r* except at a = .1. 
Comparing the power results for the OLS and trans­
formed residuals, it appears that the W-statistic using f 
is more powerful for a levels of .01 and .02. For a levels 
of .05 and .10, the r and OLS residuals do about equally 
well. 
Huang and Bolch (1974) claim that the W-statistic, 
based on the OLS residuals, is more powerful than the W-
statistic computed from the BLUS residuals. This is not 
necessarily true. As we have seen for this one regression 
model, their claim is correct for a = .10, but at a = .05, 
the OLS and BLUS residuals do equally well. For a = .01 
and a = .02 the BLUS residuals are more powerful. 
Since the lower quantiles of the U-statistic for n=6 
are not available, the power estimates for the transformed 
residuals are given only for upper percentage points in 
Table 4.8. Apparently the OLS residuals give more power in the 
case of the exponential, logistic and lognormal alternatives, 
but r* does better in the case of the uniform alternative. 
Using OLS residuals, the Anderson-Darling statistic 
tends to give higher power in the case of the exponential, 
lognormal and logistic alternatives considering the esti­
mated type I error, r* and r are almost equally powerful in 
the case of the uniform alternative. Note that for the power 
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2 
study of the A -statistic using OLS residuals, the quantiles 
given by Stephens (1974) for the case where y and a are known 
were used. 
For the Kolmogorov-Smirnov statistic, the OLS residuals 
seem to give better power in the case of the logistic, 
lognormal and exponential alternatives. Quantiles given by 
Stephens (1974) for the case where both u and a are unknown 
were used in this power study. Both transformed residuals 
do about equally well in the case of the uniform alterna­
tive . 
We note that even though the confidence intervals for 
2 the quantiles of the A and K-S-statistics using transformed 
residuals included the corresponding asymptotic and theo­
retical quantiles, respectively, it is better to use the 
quantiles given by Stephens (1974) for the case where only 
]i is known since they result in more powerful tests. 
For the Cramer-Von Mises statistic with OLS residuals, 
the power estimates are given only for a = .01. The 95 per­
cent confidence intervals for a = .01 included the cor­
responding quantiles from Stephens (1974) . But as is shown 
in Table 4.11, the corresponding Monte-Carlo estimate of a 
2 is .019. Therefore, the nw -statistic using the OLS 
residuals, gives the most powerful test of size about .02. 
Using the transformed residuals f gives more powerful tests 
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than r*, especially in the case of the exponential and uni­
form alternatives. 
The power study for the W*-statistic presented in Table 
4.12, shows that it is similar to the W-statistic. 
The last three power tables indicate that those new 
test statistics for testing normality have good power. Using 
the OLS residuals, max|r^]/S seems to be more powerful than 
Ejr^j/S. The G-statistic using OLS result in a more powerful 
test than max|r^]/S except for the uniform alternative. 
The G-statistic seems to be better than the W-statistic 
using OLS residuals. With transformed residuals these 
three statistics seem to loose power. The max|r^|/S-
statistic is more powerful using r* for the lognormal and 
logistic alternatives. The G-statistic is more powerful with 
r. The same is true for the Z|r^|/S statistic, except for 
the uniform alternative for which r* results in the more 
powerful test. 
Comparing these new statistics with the previously con­
sidered tests, the G-statistic is comparable with the W-statistic. 
Comparing two kinds of transformed residuals, it ap­
pears that r is often more powerful than r*. For the U-
statistic, this difference in power is quite small. 
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B. Conclusion 
The simulation studies in the previous sections indi­
cate that the BLUS (f) residual vector generally does better 
with respect to the power of the tests than r*. Both f and 
r* belong to a class of estimators which are unbiased and 
have scalar covariance matrix. The BLUS residual is the 
best linear unbiased estimator of (n-k) elements of vector 
of disturbances e. Best refers to the fact that f mini­
mizes the expected value of the sum of squares for the 
"errors of prediction". 
First we show that r* = O^r exactly estimates some 
linear combinations of the components of the disturbance 
vector. Note that the r* residual vector is constructed 
by estimating (n-k) independent linear combinations of the 
components of e, r* =Ojr. Where the columns of 0^ are the 
(n-k) eigenvectors of M corresponding to the unit eigenvalues. 
Then MO^ = 0^, or 0^M=0£, which implies that O^e-O^r = 
O^e-O^Me = O^e-O^e = 0. 
The BLUS residuals also satisfy a different optimality 
criterion. The following property of principal components 
given by Darroch (1965) can be used to derive an optimality 
criterion of the BLUS residuals. 
Let be a random vector with E(X) = y = 0 and 
Var(X) = Z. Suppose X is approximated by AY, where A is a 
pxk matrix and Y is a kxl vector (k<_p) . One way to minimize 
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the error of approximation, that is E(X-AY)(X-AY)', is to 
minimize the trace of E(X-AY)(X-AY)'. Darroch (1965) shows 
that the solution to this minimization is AY = + #2^2 + 
... + where ( 3^, ^2 / • • • / 6j^) is the set of the first k 
characteristic vectors of Z and (U^ ,U2 /... ,Uj^) is the set of 
corresponding vectors of k principal components. This can 
be applied to the problem of estimating elements of e in 
the following- way. 
Using the above result, let X = e with E(e) = 0 and 
Var(e) = I. Then 6^ = (1,0,...,0), 6^ = (0,1,0,... ,0) and 
^n-k ^ (0, ...0,1,0. . .0) and [ ®1 
f ^n-k ° I  i  ?  
^l"l ^ 62^2 ^n-k"n-k ~ | 0 0 j ® " ! în-k 
I : 
L Ô 
This coincides with the procedure for estimating (n-k) 
components of vector of disturbances that was considered 
by Theil (1955) . 
Godolphin and DeTullio (1978) showed that the class of 
uncorrelated residuals in the general linear model of full 
rank which is orthogonal to the design matrix is defined by 
stipulating an invariance requirement for the corresponding 
residual sum of squares. This implies that alternative sets 
uncorrelated residuals are necessarily related by an ortho­
gonal transformation. The invariance property refers to the 
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fact that for this class of uncorrelated residuals the 
sum of squares of residuals is unchanged. Proposition 1 
in Godolphin and DeTullio (1978) gives a necessary and 
sufficient condition for the uncorrelated residual transfor­
mation. That is, CX = 0 and CC = are satisfied if 
and only if C'C = M. The transformed residuals denoted by 
r* belongs to this class since 0^0^ = M. The BLUS residuals 
also belong to this class. By construction the BLUS residuals 
are A*Y where A'X = 0 and A'A = We now show that 
AA' = M. 
Xg 
Let X = ) where Xq is a kxk matrix and X^ is a 
^ Ao 
(n-k)xk. matrix. Let A = ( ) be the corresponding partitioning 
1 1 
— 1 7 
of the matrix A. Then Aq = - (X^Xq )'A^ and A^ = PD P' where 
P'Mii? = D and 
M I  
[-X^(X'X)"^X^ I-X^{X*X) ^Xj_ 
Now 
-1\,*nl/2 
(X^XQ^)'M^^(X^XQ^) = (X^XQ^)'(I-X^(X'X)"^X|)(X^XQ^) 
Xq^'X^X^XQ^ - XQ^'X^X^(X'X)"^X 
11' 1""0 
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but = X'X-X'X. 
Then 
= X(,(X'X) ^x'x - xp^(x'x) ^xjx^ xj^ 
= - x„(x'x)-lxj 
^00' 
A^Aj = PD^/^P'PD^/2P' = POP' = 
and 
A^A- = PD^/^P'A£(X^Xq^) = -M^^(X^XQ^) 
=-(I-X^(X'X)"^X^)X^X~^ 
= -Xj_XQ^ + X^ (X'X)~^X|X^X~^ = -x^(x'x)"^xj , 
since 
X-,'X t  = X'X - XAXn. Therefore, AA' = M. 
X X  V  V  
It can be shown that the optimal class of Godolphin and 
DeTullio does not satisfy the optimal property of Darroch's 
paper. Consider r* = O^r. The columns of 0^ consist of the 
(n-k) first eigenvectors of the matrix M = I-P^. Because 
there are multiplicities of roots, the characteristic vectors 
are unique only up to a post-multiplication by an orthogonal 
matrix. 
Suppose there exists a matrix B of order nx(n-k) such 
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I 0 
that columns of B are orthonormal and BO^r =^je. Then, 
BO|r = BO^Me = BO|e, by the definition of eigenvalues and 
the idempotency and symmetry properties of M. 
I 0 
Note that BO^e = (q g)e for all e implies that 
I 0 
B0| = (g q), which implies that BO^ is a symmetric matrix. 
10 10 10 
We also have (i) = O^B'BOj = (q q) (q q) =(q q), 
since B'B = and (ii) BB' = BOj^O^B', since 0^0^ = 
But the right-hand sides of (i) and (ii) are equal. There-
I 0 
fore, BB' = = ( g  q)• But, 0 ^ 0 ^  = M which is not 
necessarily of the form q). Therefore, the transforma­
tion r* = O^r that belongs to the optimal class of Godolphin and 
DeTullio does not necessarily satisfy Darroch's property. 
One reason that the BLUS residuals generally provide 
more powerful tests than r* could be that the BLUS residuals 
are "more similar" to the actual disturbances. On the other 
hand, r* is a vector of linear combinations of components 
of the vector e. A central limit theorem effect appears to 
cause these linear combinations to behave more like normal 
random variables than the elements of e. 
The simulations on (3x5) tables in Chapter III indicate 
that correlated residuals affect the W-statistic and conse­
quently, the W-statistic in terms of power. The Kolmogorov-
Smirnov and the Anderson-Darling tests do well if they are 
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compared with the proper quantiles, namely with quantiles 
given by Stephens (1974) for the case when both u and a 
are unknown. Comparing the U-statistic with modified 
quantiles showed U to be a powerful statistic. With 
transformed residuals, W did better than other sta­
tistics . 
Simulations for the regression model in Chapter IV 
show that the correlated residuals do not affect the TV-
statistic as much as they did in the (3x5) table. Modified 
quantiles for the U-statistic also work well in this case. 
The Anderson-Darling and the Kolmogorov-Smirnov statistics 
both do well if they are compared with quantiles given by 
Stephens (1974) for the case when y and a are both unknown. 
Comparing power studies for the regression model using 
OLS and transformed residuals indicates that tests based on 
the OLS residuals are often more powerful. 
Simulations on (4x8) tables using OLS residuals and 
transformed residuals r* and f indicate that the W-statistic 
using OLS residuals is a very powerful statistic in testing 
normality. Using transformed residuals does not make W more 
powerful as it did in (3x5) tables. 
To summarize the results, we observed that the BLUS (f) 
residuals are preferred to r* if any transformation of 
residuals is to be done. With OLS residuals the W-statistic 
does not seem to have good power in balanced designs with 
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small sample sizes. But W is powerful in bigger tables and 
also in the regression model. The U-statistic is a good 
competitor as long as it is compared with modified quantiles 
adjusted for degrees of freedom. The Anderson-Darling, 
Kolmogorov-Smirnov, Cramer-Von Mises statistics all do well, 
if they are compared with quantiles given by Stephens (1974, 
case 3), but the type I error levels seem to inflate as 
the number of residuals increases. 
n 
possess good power compared to the well-known statistics for 
both two-way additive models and regression models. This is 
true for transformed and untransformed residuals. Max|r^l/S 
seems to be often more powerful than the others using OLS 
residuals. 
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V. A SPECIAL CASE IN BIVARIATE LARGE DEVIATIONS 
A. Introductory 
Large deviations in domains more general than R^ re­
cently have drawn considerable attention. The definitive 
paper appears to be that of Bahadur and Zabell (1979) , where 
it is shown (among many other general results) that, at 
least when the distribution F of (X^^Xg) has a large enough 
absolutely continuous component, 
lim n ^ In Pr{X, > 0, X-, > 0} = 
n->co - 2,n -
sup ihf[_sy -ty-+ln M(s,f)], 
yi,y2>0 s,t 
(Xi ^) being the (vector) mean of n independent 
copies of (X^,X2) with moment generating function (mgf) M(s,t). 
This result also is contained in the work of Bartfai (1978) 
and that of Lanford (1971). 
This chapter is concerned with identifying conditions 
(viz., conditions C^, C^ and C^ below) under which the above 
relation may be replaced by the computationally simpler 
relation 
lim n ^ In Pr{X, _ > 0, X_ >0}= 
n-^oo l,n - 2,n -
min[In M(s,t)] . 
s,t 
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It is also elementary to verify, under only conditions 
and , that the right-hand side of this last relation 
provides a lower bound for the left-hand side, with an 
upper bound provided by the expression 
min [In M(s,t)]• 
s^O, t^O 
Our analysis amounts in effect to a bivariate version 
of the univariate approach in Bahadur and Rao (1960). 
The (univariate) subject of course generally is traced to 
the work of Cramér (1938), Chernoff (1952) and Sanov 
(1957). 
It should be noted, finally, that the paper of 
Sethuraman (1964) on families of means is not as pertinent 
to this thesis as are the other multivariate references 
cited above, since Sethuraman is concerned only with the 
large deviations above zero of the supremum of several 
sample means, and not the infimum. 
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B. Conditions Ci, C2 and C, and their 
Implications 
1. Properties of bivariate moment generating functions 
Let have a cumulative distribution function 
(cdf) and corresponding moment generating function 
(mgf) M{s,t). 
Define I = {(s,t): M(s,t) < «>} . 
Lemma 5.1: 
(i) I is a convex set. 
(ii) M(s,t) is convex on I in s and t. 
Proof : 
Let (s,t) and (u,v) be points in the set I. Then, 
f o r  a n y  X ,  0 < X < 1 ,  
M(À(s,t) + (1-À)(u,v)) = 
M(Às + (l-À)u, At + (l-X)v) = 
Xj^ [ As+( 1—X) u] + X2 [ At+(1—X ) v] 
dF(x^fXg) e 
A(sx^+txp) + (1-A)(ux^+vx,) 
~ dFfx^fXg) < e 
[Ae 
SX^+tXg 
+ (l-A)e ]dF (X^yXg) , 
UX,+VX 
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by the convexity of exp(.)-
Therefore, 
M(À(s,t) + (1-À)(u,v)) < ÀM(s,t) + (l-A)M(u,v); (5.1) 
that is, X(s,t) + (1-À)(u,v) belongs to I, which establishes 
(i), and relation (5.1) also establishes (ii). 
Lemma 5.2: M(s,t) is continuous at each interior point of I. 
Proof : A direct proof, not leaning on the convexity of 
M(s,t), proceeds as follows. 
Let (s,t) be an interior point of I. Then, there 
exists £>0 such that (s+e, t+e), (s+e, t-e), (s-e, t+e) and 
(s-e, t-e) all are in I. Further, for any u, v, -ecu,v_<£, 
^s,t,u,v^^l'^2^ = 
(S+u)Xn + (t+v)s-, SX,+tX-, 
je 1 2 - e 1 2| < 
(s+u)x, + (t+v)x_ sx^ + tx„ 
e +e - ^  
(s+£)x, + (t+£)x_ {s+£)x, + (t-£)x_ 
e ^ + e 
(S-£)X- + (t+£)X- (S-£)X, + (t-£)X„ 
+ e ^ +0 ^ ^ 
SX^+tX-





M(s+e,t+e) + M(s+e,t-e) + M(s-£,t+e) + M(s-e,t-e) 
+ M(s,t) < 00 , (5.3) 
so that, by the Dominated Convergence Theorem and (5.2) and 
(5.3) , 
lim lM(s+u,t+v) - M(s,t)l = 
(u,v)-^ (0,0) 







[lim f ^ (x. ,x,) IdF (x. ,x„) = 
(u,v)-(0,0) S't,u,v 12 12 
(x^,x2) -£:<u,v<_e 
r r 
J j [0]dF(x^,x2) = 0. 
(Xl'X^) 
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Theorem 5.1: (Cramer, 1946) 
Let U(t) = g( 2 ,t)dF{ 2 ) ,  where t is real while S is a 
Borel set of R^. A sufficient condition for 
<t) = at g(z,t)dF(z) = 
3g to hold for all t in an open interval {a,b) is that ^ exists 
and satisfies the condition I ^I < G(z) for all t in 
(a,b), where G(z) is a function which is integrable over S 
with respect to F(z). 
Lemma 5.3: 











Let (s,t) be an interior point of I. Then there exists 
e>0 such that all points (s,u), t-e_<u£t+e, are in I. Now, 







g (z,t) : e 
U(t) : 
SX-+tx„ 
e dPCx^fXg) = M(s,t) 
r2 
3g(z,t). „ sx^+tx; 
3t • ^2® 
(a,b): (t-e/2, t+e/2) 
sx,+tx- sx- + (t+e)x- sx- + (t-e)x_ 
G(z) : (2/e) (2e ^ ^ + e ^ ^ + e 
Clearly, Theorem 5.1 will establish part (ii) of Lemma 
5.3 if it can be established that G dominates j-|^l over 
(a,b) in the particular situation at hand. But, for 
t-n<u<t+n, n = e/2, 
sx^ +ux„ 
Ix^e 1 , 
SX-+ux„ 
1^2 I (e ) 1 
, nx- -rix„ SX +(t-n)x_ sxT + (t+n)Xo 
(i) (e ^+e "=) (e ^ ^+e ^ ^) = 
SX,+tx„ sx_ + (t+E)x_ sx, + {t-e)x_ 
(2/e) (2e ^ ^+e ^ ^ . 
Part (i) is established in similar fashion. 
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2. The conditions and C2 
Condition : Condition C^ requires that F possesses a large 
enough absolutely continuous component, and that there exists 
£>0 and 6>0 such that, for all 9, 0<8<2n, 
Pr{(X^ cos 6 + Xg sin 6) > ejp} > 6. 
Condition C2: Condition requires that I possesses an 
interior I, and that, for some n>0, the set 
S 5 {(s,t): M(s,t) ^ l+n) 
is closed. 
Theorem 5.2: 
Under conditions C^ and C^, there exists a point (a,t) 
such that 
(i) M(s,t) possesses an absolute minimum p at 
2 
over all of R . 
(ii) M(s,t) j = 0 
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Proof : 
First we show that, outside the (closed) circular disk 
C with radius r s (1/e) ln(l+ri)/6, M(s,t) is greater than 1+n. 
To this end, consider for any 0, 0_<6<27r, and t>r, 
M(t cos 6 t sin 0) = 
ff (t cos e)x, + (t sin 0)x_ 
e dpfx^/xg) > 
(x^,x2) 
• r  t(x, COS 6 + x. sin 0) 
e dffx^/xg) > 
(Xj^ cos 6+ Xg sin 0)>e 
= 1+n, 
the last inequality being due to Condition C^. 
Since M{s,t) exceeds 1+n outside C, it must be that 
S is a subset of C, and hence is bounded. 
Furthermore, by condition C2, S is closed. S is there­
fore compact. 
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Since S is compact, and nonnull because M(0,0) = 1, 
M(s,t) possesses an absolute minimum p = M(a,T) on S. By 
definition of S, p must in fact be an absolute minimum 
2 
of M(s,t) over all of R , which establishes (i). 
In addition, since (o,t)£S I, Lemma 5.3 allows writing 
M(a+c,T) = M(a,t) + M(s,,x)l + o(e) 
3s Ip 
M(a,T+£) = M(a,T) + M(a,t)l + o(e) 
for all £ with sufficiently small absolute value, so that 
(ii) and (iii) are implied by (i) . 
3. The lower bound 
Lemma 5.4: 
Let X = (X^,X2) be a bivariate random variable with cdf 
and mgf M(s,t), which satisfy conditions and . 
Define p_ = Pr (X, _ > 0, _ > 0) 
, n — Z/ii — 
and suppose that p is defined as in Theorem 5.2. Then 
lim n In p ^ In p . 
n^co ^ 
Proof : 
To begin with, the limit exists, in view of Theorems 
2.1 and 2.3 of Bahadur and Zabell (1979). The argument is a 
straightforward extension of that by Bahadur and Rao (1960) . 
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Let T r (a,T) be the point guaranteed by Theorem 5.2; write 
-1 2 5 (x,,x„), and define a cdf G by dG(z) = p e" ~dF(z). Now, 
1' 2' 
:1'^2' if Xt,X^,...,X is a random sample of size n from F, then 
-n 
n n 
p„ = Pr( Z X. ->0, Z X _ . > 0 )  =  
i=l ^ i=l 
...| dF (z, ) dF (z_) . . .dF (z^) 
J "V 6 ii 
n 
Z z . >0 
i=l~i-
n 
-T Z z. 
p^e ~i=l ^ dG(z^) .dG(z^) 
n 




e " lY dH^(y), 
v>0 
(5.4) 
where H (y) % H (y,,y_) is the bivariate cdf of n , 
II n X z Ii 
where is the sum of n independent pairs, each distribu­
ted according to G. 
But expression (5.4) is bounded below by 
n 
1/2 











1 -1 In p > In p + lim n In q . 
ri — —n ( 5 . 5 )  
To conclude the argument, we verify that the last term 
of relation (5.5) is zero. This is done by showing that q^, 
in fact, converges to a number greater than zero. To this 
end, note that the mgf of a vector distributed according to 
G is given by 
Mg(s,t) = p ^M(s+a,t+T), 
so that Mg(s,t) is finite in a neighborhood of the origin and 
the bivariate Central Limit Theorem applies. We further 
note, by parts (ii) and (iii) of Theorem 5.2, that a vector 
distributed according to G has mean vector zero, which 
implies that q^ converges to the probability assigned to 
[0,e] X [0,e] by a bivariate normal distribution with mean 
vector zero and variance-covariance matrix equal to that of 
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a vector distributed according to G. In other words, does 
converge to a number greater than zero. 
4. The additional condition 
Lemma 5.5: 
-1 
lim n In £ In p , 
n->oo 
where 
p = inf M(s,t). 
s>0,t>0 
Proof : 
To begin with, the limit exists, in view of Theorems 
2.1 and 2.3 of Bahadur and Zabell (1979). 
n n 







^[y^iO] ^  ® / s> o ,  
and 
tyg 




e e dK^(y^,y2) = 
(yi'^z) 
M^(s,t), s,t > 0, 
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so that 
Pn i C+ 
Lemma 5.6: 
Under conditions and C2, 
lim n ^ In p = In p 
n^oo ^ 
if 
P = P . 
+ 
Proof : 
By Lemmas 5.4 and 5.5, 
lim n ^ In p > In p = In p > lim n ^ In p 
n-*" n->«> * 
That is, lim n In = In p. 
n-vœ " 
Now consider a further condition. 
Condition Cg: Condition C^ requires that (o,T)>0. 
This leads to 
Theorem 5.3: 
Under conditions C^, C2 and C^, 
lim n In p_ = In p 
n-voo 
Proof : 
By Lemma 5.6, 
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C. A Formal Bivariate Saddlepoint 
Analysis 
It may be of interest to exhibit a formal bivariate 
"saddlepoint" argument analogous to the univariate saddle-
point development of Daniels (1954) which also involves only 
one extremization for the case when F possesses a bivariate 
continuous density f and |M(a+is, T+it)| is integrable in 
2 (s,t) over R , where (a,T) is the minimizing point of 
-bs'-ct' 
e M(s ' ,t' ) . 
Now, let h and k be nonnegative real numbers, and con­
sider 
JS,T = ^2 
T 
sin ks -(a+is)b sin ht -(T+it)c 
-T-S 
X M(a+is,T+it)ds dt 
T 
-T -S 
sin ks sin ht -(a+is)b -(T+it)c 
r2 
(o+is)x,+(T+it)x2 
e ffx^fxgïdx^dxgjds dt 
sin ks sin ht 
-T -S 
o(x.-b) T (x„-c) is(x,-b) 




The modulus of ,x,-b, (x,-=, ^is (x^-b) 
S t 
itfx.-c) a(x,-b) Tfx.-c. 
e is at most hk e e which is integrable 
since |M(a+is, i+it)| is integrable in (s,t) over R . So, 
by Fubini's theorem, 
S,T 
a(x,-b) T(x_-c) , 
e e ^ 
2 7T 
sin ks sin ht 
-T-S 
is (x,-b) itfXp-c) 
e e ds dt)f(x^,x2)dx^dx2 
We note that for S and T large enough 
sin ks sin ht is(Xi-b) it(x_-c) ds dt 
-T-S 
is very close to one. Since M(a,T) exists, by the Lebesgue 








To if X,<b-k 1 
i l  i  
1 2 x^=b-k I 
il if b-k<x <b+ki 
' 1 ! 
i 2 if x,=b+k i 
' I L 0 if x^>b+k J 
Hence, 
0 if x_<c-h 1 
I 
J if X2=c-h i 
1 if c-h<X2<c+hi |> f (xj^,x2)dx^dx2 
12 if X2=c+h 
i_l if X2>c+h J. 
lim J 
S->oo ^ ^ 
b+k rc+h a(x,-b) tCx^-c) 




+k c+h a(x^-b) T (x2-c) 
e e f (x^,x2)dx^dx2 = 
x^=b-k X2=c-h 




Divide both sides of (5.6) by (2h)(2k). Then, as h and k 
tend to zero, the L.H.S. of (5.6) tends to f(b,c) by the two-
dimensional mean value theorem. 
As for the R.H.S. of (5.6), 
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sin ks sin ht 
- (a+is)b-(T+it)c 
ks ht M(a+is,T+it)ds dt 
tends to 
-(a+is)b-(T+it)c 
e M(a+is,T+it)ds dt 
R 
as h and k tend to zero, by the Lebesgue dominated con­
vergence theorem, since |M(a+is,T+it)| has been assumed 








(b,c) = n 
Xl'X2 4tt' 




which can be written as 
2 
Xl'X2 
(b,c) = n 
4 - n '  
^n (K(a+is,T+it) - (o+is)b- (T+itJc)^^ 
(5.7) 
where K(a+is,T+it) = In M(a+is,T+it). 
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Expanding the exponent K(a+is,T+it) -(a+is)b - (T+it)c 
from (5.7) in a Taylor's series around the point (a,T) , we get 
K(a+is,T+it) - (a+is)b - (T+it)c = 
K(a,T)-ab-TC - jS^Kgg(a,T) - ^ t^K^^(a,T) 
-St Kg^to.T) - if- K-^(a,T) - if K-t(a,T) 
^ ^ Ksst'O't) +--- (5-8, 
Setting 
and 
K" (a,T) 1/2 
s = n [ ] 
n(K^g(a,T)K^^(a,T)-K^^^(a,T-) ) 
t = ;[ ,1/2 
rx(K" (C,T)K:^ (o,-)-K"^2(c,T)) 
oa u L. g u 
we get (suppressing (a,T) here and henceforth where con­
venient) from (5.7) and (5.8) that 
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_ (b,c) = " ' j ^n[K(«,t)-ob-TC] 
Xl'Xz Kss«{t-K;t 




n ^^(2)(l) ^5 (5.9) 
2/E 2/5 
^ J (j) (j •) 
(K^g(a,T))^ (K^t(G,t)) Kg t (o,T) 
^(j)(j') " ' 
(K^g(a,T)K^^(a,T)-K^^^(a,T))i±3_ 
with for example, (a,t) = K^^(a,t) and 
(a,t) = KggfO'T), etc. 
We now expand the integrand of (5.9) and get 
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fK" K" ^ 
f_ _ {b,c) = I ss tt |^n[K(a,T)-ab-Tc] 
'^l'^2 
12 12 
{ (g"2 ^ (2) (0)~ 2^ ^(0) (2)~^^^(1) (1)) 
. 3 
.[1 - in' (3) (0) 2(36)n (3) (0) " (3) (0) 
+ . . .] [1 -i5_x __L + 
g/r (0)(3) 2(36)n " (0)(3) (36)2n3/2 (0)(3) 
+ ...] [1 A 
2/n 
-(2) (1) 2(4)n (2) (1) 
3 inçf , 
(6)(8)n3/2 2/n 
nV- >2 , 3 . dr 
2(4)n ^ (1)(2) ^ g(g)^3/2 ^ 
Grouping by powers of n. 
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fK" K" ) 
f_ _ (b,c) = ^ 1—55_t£ ^|gnrK(a,T)-ab-Tc! 
X^.X^ 4, 
12 12 
^ (^"2 ^(2) (0)" 2 ^ ^ (0) (2)-^S^(l) (1) ) 
r2 
'[1- (0) + ^ \o) (3)+ ^ ^2) (1) 
. ind, , i.n^,2 
2 ^(1) (2)' n^72 (3) (0) ^ 72 ^ (0) (3) 
+ x^ + X X 8 A (2)(1) 8 ^ (1)(2) ^ 36 A(3)(o)A(o)(3) 
+ ...) + ...] }d.n dç . 
»e note that (0)4«'Vo) (2)-''^^(l) (1) ^ 
of the probability function of a bivariate normal variable with 
mean vector zero and unit variances and correlation p where 
2 KgtCC'Tl 1 
p = • Hence, the coefficient of — will 
(a,T)(a,T) /n 
vanish after integration and 





*1'*2 ' (K;s(C,T)K^t(0,T)-K;t^(0,T))^/2 
_ en[K(a,T)-ab-Tc] = ^ (^,0), 
1 ' 2 
where the symbol = indicates the formal derivation of 
lim fy 7T (b,c)/grjr ^ (b,c) = 1. 
n^oo Xi'%2 *1'*2 
Assuming now the bivariate analogous of the uniformity 
established by Daniels, in certain cases, for the remainder 
term of his relation (7.1), this last relation, in fact, 




g^ y (u,v)du dv = 1, 
1' 2 
R 
with R the intersection of the support of f and the first 
quadrant. 
Remark 5.1: 
It is of some interest to note that it is not just true 
A - (s '+is) b-(t'+it) c 
that the derivatives, ^  e M (s '+is, t '+it) 
g - (s'+is)b-(t'+it)c 
and g(it) ® M(s'+is,t'+it), are zero 
at (s'+is, t'+it) = (a,T). It is also true that the 
modulus of M(a+is, T+it) achieves its maximum at the 
point (a,T), and at no other complex pair, (a+is, T+it). 
This is demonstrated by writing 
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|M(a+is, T+it)1 = 
(a+is)x^+(T+it) 
. f (x^,x2) dx^dx2 1 <_ 
OX^+TXg 
le ffX^yXgijdX^dXg = 
M(a,T) . 
We note that equality cannot hold for some (s,t) ^ (0,0), 
since, then. 
(a+is)X,+(T+it)X2 
e f (x^,X2) dx^dx2 = M(a,T)e^°' 
R 
for some a. But then. 
(a+is) Xj^+ (T+it) X2 
f(x^,X2)dx^dx2 
R 
r r  ax,+TX2 • 





[e -e = 0, 
or 
ax,+TX_ i(sx,+tx -a) 
e ^[e ^ -UffX^fXgjdX^dXg = 0, 
which implies that 
CTX^+TX-
I e [cos(sx,+tx--a) 
+ i sinfsx^+TXg-aj-ljffx^fXgjdx^dXg = 0, 
or 
OX^+TXg 
[cosfsx^+txg-aj-ljffx^fxgjdx^dxg = 0, 
R 
But this equality holds if and only if the bivariate 
distribution function Ffx^fXg) assigns probability one to 
the trace cosfsx^+txg-a) = 1, which contradicts the fact 
that F has everywhere density f. 
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D. A Special Bivariate Normal Analysis 
1. Specialization of the results of section B to the 
bivariate normal case 
Let X^,X2 have a nonsingular bivariate normal distribu­
tion with density function, 
1 2 f(xi,x^) = exp{— ^-[(XT-Pi) -2p (Xt-Ut ) (x^-y^) 
2, A:? 2(iV) 
2 
+ (x2-y2) ]}-
The corresponding moment generating function is, 
12 12 M(s,t) = exp{sy^+ty2 + 2^ + stp + jt ) 
2 Then it is easily seen that the set I is all of R and hence 
a convex set and the mgf M(s,t) is convex, continuous and 
2 differentiable over all of R . Conditions and C2 clearly 
are satisfied as well. 
By Theorem 5.3, if o>0, T>0, then 
-1 lim n In p = In p. 
n^oo 
That a, x^O translates in the normal case to 
Pi-'o~r-'i Py-i~yp 
a = —> 0 and t = —-—^ > 0 . 
l-p2 - l-p2 -
In particular, then, the large derivation rate can be 
found through Theorem 5.3 in the following cases (with 
t pI < 1 in all cases, due to the nonsingularity requirement). 
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1. nonpositive, ^2 nonnegative and p negative such 
that Ml 1 ^  ^2 • 
2. nonnegative, ^2 nonpositive and p negative such 
that ^ pUg" 
3. y2^ and y2 both nonpositive and p positive such that 
y^ lies between ^ and pyg. 
4. y^, y2 and p all nonpositive. 
2. Additional facts for the bivariate normal case 
This section is an analysis of the large deviation rate 
for the bivariate normal distribution in two cases in which 
the condition a, t^O does not hold, while a direct analysis, 
not involving the sup inf operation of section A, may still 
be carried out. 
Let ( ) be a nonsingular bivariate normal variate with 5 
mean y = { ) and covariance matrix Z = ^ ^ . 
^2 : P 1 ; 
n n J 
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Then, 
E Pr{Y^>0, Y2>0} = 
n 
^ •[ (Yt-UT ) ^-2p (y^-Uj_) (y2-y2) 2(i_p2)iiyi-^lJ 
° 2TrA-p^ 
+ (y2~^2^ Idyj^dy^ 
_J J , 2Tr/l-p^ 






'1^ 2 dy. /E 
-u. -Ul /2i /l-p^ 















Now assume that a<0 (i.e., PU2"U2<0), and that 
P2<0f p^O. Then the argument proceeds as follows. 
To begin with, a well-known inequality provides 
for A>0, 
< 5 - i-a 2 < 
A /2¥ 
— e ^ dz < ^ • e ^ 
— A /2¥ 
so that 













= 1 — 
/2rf 
s_ 
" 2  ds. 




— 1 (l-E*) • /n 2 
^2,n -^2 
/2ÏT 
G ayg / 1 
(1 £j^) * (A.2,n / ^ 2,n^ 
(l-ej • (1 -
n\i^ 
It follows that 
P 
n->«> À 
lim —— = 1, (5.11) 
2,n 
which of course is stronger than 
lim n ^ In = -^2^/2. (5.12) 
n->oo 
When a=0, ^2^0' P^Of it is readily seen that (5.12) 
still obtains, though (5.11) does not. 
Since [o<0, ^2^0' P^O] [o<0, T>0, 1^2^^' 
we have the alternative assertion that (5.12) pertains when 
o<0, T>0, U2<0' PlP- (5.13) 
Reversing the marginal and conditional integrations 
of course yields the analogous results that 
lim _ ^ = 1 
H,n 
when T<0, p^<0, p>0, and 
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e dy, / X; n ^  
(1 G^) • (i2,n / ^ 2,n^ 
(1-,^ ) • (1 - -L^ ) 
ny2 
It follows that 
P. 
n-^°° A. 
lim = 1, (5.11) 
2,n 
which of course is stronger than 
lim n"^ In = -\x^/2. (5.12) 
n^ oo 
When a=0, P^O, it is readily seen that (5.12) 
still obtains, though (5,11) does not. 
Since [o<0, P^O] -h- [o<0, T>0, P^p], 
we have the alternative assertion that (5.12) pertains when 
o<0, T>0, P2<0' P^O. (5.13) 
Reversing the marginal and conditional integrations 
of course yields the analogous results that 
Pv 
n-»-<» A. 
lim —^ = 1 
l,n 
when T<0, ii^<0, p>0, and 
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lim n~^ In = -v.-^/2 (5.14) 
n^ oo 
when T=0, u^<0, p>0, and therefore, in analogy to (5.13), 
that (5.14) pertains when 
T<0, o>0, u^<0, p^O. 
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VI. THE PROBLEM OF ERROR RATES FOR GOODNESS-OF-FIT 
PROBLEMS WITH THREE ALTERNATIVES 
A goodness-of-fit procedure typically is evaluated, as 
in the early chapters of this thesis, by focusing on a par­
ticular sample size and. also the null hypothesis and test size, 
say normality and .05, and then computing power under a finite 
number of alternatives, this number being as small as four 
(as in power tables of this thesis in Chapters III and IV) 
and rarely larger than perhaps twenty-five. This produces 
a column of powers, which is then compared to analogous 
columns computed for competing test procedures. 
It seems to the writer that, if the choice of null and 
alternative hypotheses has been made with a view to more 
than just computational convenience, such a choice might 
reflect (or even should reflect) opinions regarding the 
possible distributional forms that might in fact underlie the 
sample to be taken. The goodness-of-fit problem then takes 
on more of the guise of a multiple (m+l)-decision procedure 
than of a testing procedure, in which case the setting of an 
arbitrary test size can be circumvented, as well as the 
designating of a particular one, from among the possible 
distributional forms deemed likely, as the null distribution 
(or the null location-scale distributional family). 
This chapter addresses this multiple-decision view of 
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the goodness-of-fit problem, using the large deviation 
methodology discussed and referred to in Chapter V, which 
of course, also circumvents the issue of sample size by 
addressing only the asymptotic case. The maximum of all 
(m+l)m large deviation errors (i.e., misclassification) 
rates is proposed as an index of the effectiveness of the 
multiple-decision procedure. This of course allows 
studying such questions as the distinguishability of finite 
sets of distributions, the marginal impact of adding addi­
tional distributional hypotheses to a given set, and (though 
the issue is not taken up in this work) the impact on dis­
tinguishability of departing (as is done in the early 
chapters of this thesis) from the classical iid model. It 
would also be of interest to compare the above maximum rate 
with the maximum of the all the (m+l)m exact Bahadur slopes 
(Corollary 1 of Groeneboom and Shorack, 1981) for the (m+1) 
distributional forms of interest. 
Emphasis on computable bounds is maintained in the 
present chapter. A certain "cutting method", specific to 
large deviations in the context of goodness-of-fit, is pro­
posed which is intended to facilitate the computation of the 
bounds of Chapter V by delimiting the position of the mini­
mizing pair (a,t). 
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Lemma 6.1: 
Consider a three hypotheses problem, where 
Hg: X comes from f^, 
X comes from f^, 
H2: X comes from f2, 
with the f^ positive on the same domain. 
Let a = Pr{reject Hq|Hq} = Pr{HQ|HQ} = l-PriHglHg}, 
6 = Pr{reject = Pr{H^|H^} = l-Pr{H^|H^}, and 
Y = Pr{reject HgjHg} = Pr{H2|H2} = l-Pr.{H2 | H2}. 
A test procedure for which g + A2Y is minimized 
is given by 
accept H„ if 
fQ/f2 1 Ag/Aq 
f-j/fn > A /À- and 
accept H if { ^ ^ u (p) 
fl/f2 2 ^2/^1 
fy/fr. > A./X, and 
accept H if { " 
f2./fi > A^ /Ag 
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Proof : 
The proof is indicated only for the discrete case. 
Let be a random sample of size n, and 
suppose that one has the above partitioning P of the sample 
space. Let be the acceptance region for i = 1,2,3. 
We note that minimizing X^a + + X2Y is equivalent to 
maximizing AgPrfHolHo} + A^Pr{H^|Hj_} + since 
XQO + + XgY = XQ{l-Pr{HQlHQ}) 
+ Xj_{l-Pr{H^lH^}) + X2(l-Pr{H2|H2}). 
We now observe that, if point x belongs to A^, then, for 
P, the point x makes zero contribution to PriH^lH^} and 
Pr{H2|H2}, but contribution X^f^^Cx) to Pr{H^|H^}. Suppose 
point X is moved from A^ to Aq. Then point x now makes 
zero contribution to Pr{H^|H^} and Pr{H2|H2}, but contribu­
tion to Pr{HQiHQ}. In. all, there will be six dif­
ferent cases to consider. They are given in the following 
table. 
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Case Pr{Ho|HQ} PriHgjHg} Total 
P Anfntx) 0 0 Anfn(x) 
1. ^ ^ " 0 
modified 0 A^f^(x) 0 A^f^(x) 
P Af,f.(x) 0 0 A„f„(x) 
2 .  "  U  
modified 0 0 
P 0 A,f, (x) 0 Aif, (X) 
3. H^^Hq ^ ^ ^ 
modified A^f^Cx) 0 0 A^f^fx) 
4. 
0 A^f^(x) 0 A^f^(x) 
modified 0 0 ^"2^2 (%) 
P 0 0 A_f_(x) A_f_(x) 
5. Hg+Hg 
modified Agf^fx) 0 0 A^f^(x) 
P GO A^f-(x) A_f„(x) 
6. ^ ^ ^ ^ 
modified 0 Aj^fj^(x) 0 A^^f^ (x) 
The above table shows that it is optimal to 
accept f„ if 
^o/^2 - ^2/^1 
f,/f. > A ./A, and 
accept f if { ^  u u 1 
^1/^2 - ^2/^1 
accept f, if {'2/^0 > ^0/^2 
fg/fl > Xl/Ag , 
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so that P is shown to be optimal. 
With three hypotheses there are six kinds of errors. 
Let = Pr{accepting given that is true} e Pr{Hu|Hj}. 
For example, a^Q = PriH^jH^} = Pr({f^/fQ > — 
Xg/AlliHg}. 
Henceforth, we specialize to Xg = = ^2 = 1, thus 
minimizing a+3+Y. 
Let be a random sample of size m. Then 
m m 
a, Q = Pr({ n f (Z.)/ n fn^Z.) > 1, 
i=l 1 1 i=l 0 1 -
m m 
n f (z )/ n f_(z ) > i}|H.) 
i=i 1 i=i 2 1 - 0 
m 
= Pr({ Z ln(f, (Z.)/f-(Z.)) > 0, 
i=l 1 1 0 1 -
m 
I ln(fT (Z,)/f (Z J ) > 0}lH„). (6.1) 
_ J. z J. J 
In order to satisfy'condition of Chapter V, it is neces­
sary to work with averages of pairs of observation vectors, and 
we assume without loss of generality that m, the sample 
size, is even. Then, if, for example, = (In [f^ (Z^^)/f^ (Z^^) ] 
+ ln[f^(Z2)/fQ(Z2)])/2 and n = m/2, so that, in particular, 
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(X^,X2) = ((ln[f^(Z3_)/fQ(Z^)] + ln[f^(Z2)/fo(Z2)]) , 
(ln[f^(Zi)/f2(Z3_)] + ln[f^(Z2)/f2(Z2)])/2) 
= (ln[f^(Z^)/fQ(Zj_)] , ln[f^(Z^)/f2(Zj_)])/2 
+ (ln[f^(Z2)/fQ (Zg,)], ln[f^{Z2)/f2fZ2) ])/2, 
(6.1) will be equal to 
ln[f (z )/f (Z,)] +...+ ln[f^ (Z )/f (Z )] 
a, _ = Pr{ ^ L_JE 0_m_ ^  q 
xu m — 
ln[f (z )/f (Z )] +...+ ln[f, (z")/f (Z )] 
±—± ±—± ±—EL f—E— > 0} = 
ln[f (Zi)/fn(Zi)] + ln[f, (Z,)/f.(Z^)] 
Pr{(( ±-^ 5__i 0 ^ ) +... 
2 2 — 
ln[f^(Z^)/f2(Z^)] + l n [ f ^ { Z ^ ) / f ^ { Z 2 ) ]  
• ' ' 2 ' 
+ ...+ ( 2 
= Pr{(X,i+X^2+...+Xin)/n>%U (X21+X22+''"+%2n)/*-°} 
= Pr{X^>0, X2>0}. 
If conditions and C2 of Chapter V are satisfied 
by the distribution of (X^,X2), the corresponding error 
rate can be bounded in the sense of lemmas 5.4 and 5.5. 
For example, the lower bound associated with can be 
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written as follows: 
- s(ln[f (2 )/f (2,)] + ln[f, (z,)/f. (2,)])/2 
P^Q = min e 
s,t J 
+ t(ln[f^(2^)/f^(z^)] +ln[f^,(z2)/f2(z2)])/2 
= min ( 
s, t 
I ln[f (z)/f (z)] + J ln[fT (z)/f„(z)] , 
e  ^ 1 2  f Q ( z ) d 2 ) Z .  
Hence, 
Pi 0 = min( 
s,t J 
g f^fz) ^ 2 
(f|TET) fo(:)az)2. 
If the appropriate pair (X^,X2) satisfies conditions and 
C2, then the six goodness-of-fit error rates for our three-
hypotheses goodness-of-fit problem satisfy 
-1 ffifz) s fl(z) t 2 
lim n lna^Q>ln p^Q where P^q =min(.j(g^ fQ(z)dz) , 
-1 fL2lZ; ^2^^^ t 2 
lim n ~ lna2oiln P20 where p2Q =min(j(g^ ) (f—fQ(z)dz) , 
-1 ffnfz) s fntz) 
lim n Ina^^^ln where p^^ =min( |( ' ' 
s 
^J^/f^(z)^ (f2(z)) ^l/zidz) / 
-1 
lim n lna2-]_^ln P2-|_ where P2i^™^^( r s t ? 
^F-TzT^ ^f- (z) ^ r 
S , X .  U 1 
fn(z) ^ fn(2)  
lim n lnaQ2 >ln Pq2 where p^g =min( (2) ) ^ (f° (z) ^^^2 (z)dz) 
-1 f fi(z) s fi(z) t 9 
lim n lna^2^1^ P12 where P12 rf~7iy^ (g—f2(z)dz)^, 
( 6 . 2 )  
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where all R.H.S.'s are in fact equal, as is readily verified 
by appropriate nonsingular transformations. Equality holds 
in (6.2) if a p is equal to the corresponding p_|_. 
We now consider a certain "cutting" technique which is 
useful in computing the bounds p and p_^, even when it can 
not establish their equality. 
Examining the moment generating function of a particular 
(X^fXg) on rays (sA, tA) for different A's, we get 
so that when A=1 we are looking at (s,t), and when 
for example, A=-l we are looking at M (-s,-t). Note 
that, for particular E(X^) and EfXg), EfsX^+tXg) is a function 
of s and t. We now take point (sQ,tQ) in the (s,t) plane, 
and, if E(SqX^ + tQX2) is negative, then, by univariate 
large deviation theory, the minimum of the mgf of 
(Sq^i + cannot occur for negative values of A. There­
fore, the minimum of the mgf of (X^,X2) cannot occur on 
the ray through -(s^ftg) and the origin. If, for another 
point (Sg^tg) (and the same E(X^), EXXg)), Efs^X^ + t^X^) is 
negative, the designated half ray again connects the origin 
to (SQftg). But, if E(SqX^ + tgXg) is positive, then, by 
univariate large deviation theory, the minimum of the mgf 
of SgX^ + tgXg cannot occur for positive values of A. 
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Therefore, the minimum of the mgf of (X^fXg) on the ray 
through (Sgftg) and the origin cannot occur on the half 
ray joining (s^yt^) and the origin. The collection of 
all such forbidden half rays, for all possible (Sgytg), 
is the half plane on which sE(X^) + tEfXg) > 0. 
It is now useful to consider the barycentric coordi­
nate system (u,v,w), in terms of which all /pTT's of 




(fQ{ 2 )  )^(f^(z))^(f2(2) )"dz, (6.3) 
The equivalent rectangular system (u,v) may also be used. 
The reason for considering the coordinates (u,v), rather 
than the coordinates (s,t) is that the (u,v) system is a 
canonical one for a variety of different bivariate random 
variables (including those corresponding to the six error 
rates). For example, /p^Q corresponding to as given by 
mm 
s, t 
f^(z) f, ( 2 )  
fg (z) (g ) s (£ ) dz, (s,t) unrestricted. 
as well as all five other /p~T's, equal 
min [(f (z))^(f,(z))^(f2(2))^"^~^d2. 
u,v •' 
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Whether (f^(z))^(f^(z))^(f2(z)^~^dz admits a finite pair 
(UQ,VQ) of minimizing coordinate values can be settled by 
checking the sufficient conditions and in any "admissible" 
coordinate system. Then, one has existence of the pair (a,t) 
in all "admissible" coordinate systems. Therefore, locating 
tis pair in a half-plane for all admissible coordinate systems 
provides several half-planes (cuts), and hence a polygonal 
region for delimiting the location of (Uq/Vq) in the (u,v) 
plane. In turn, all "admissible" (a,t)'s themselves are de­
limited by a corresponding polygon. The polygonal regions are 
useful even when conditions and C2 are satisfied in no "ad­
missible" coordinate system, in which case the polygonal 
regions are interpreted as regions on which the inf may be 
restricted. This is illustrated in the example below with 
three "admissible" coordinate systems corresponding to the 
three hypotheses and . 
Example : 
_|z|3 
Let fgfz) = bge ' ' , with b^ = .559923, 
_|z,2 
f^(z) = b^e ' ' , with b^ = .564189, and 
_|z|4 
fgfz) = b^e , with b^ = .551632. 
Consider = PriHglHg). (X^,X2) corresponds to this 
error is 
((ln[fQ(z^)/f^(z^)] + ln[fQ(z2)/f^(z2)])/2, 




ln[fQ(z)/f^(z)] = Intbge ' ^  ^  (b^e" I ^ I ^) ] 
= ln(bQ/b^)-|z|^+|z|2 
ln[fQ(z)/f2(z)] = ln[bQe~l^'V{b2e"l^l^)] 
= Infbg/bgj-lzl^+lzl^. 
E(Xi) = 
-1=11 3 -1=11 2 , 
(Intbqe /(b^e )] 
+ ln[bQe ^ /(b^e ^ )])/2 b^e dz 
-|z| -|z 
InEb^e / (b^e 
- z 
)]b^e dz = 
Intbg/b^) + b2 (-1z|^+|z!^)e 1^1 dz = .054593 
ECKg) = ln[fQ(z)/f2(z)]f2(2)dz 
l n ( b Q e " l = l ^ / ( b 2 e " l = l d z  
= ln(bQ/b2) + b2|(-lz!^+|zl^)e"l^i dz = -.010897 
The half-plane in the current (s,t) coordinates is 
sE(X^) + tEfXg) < 0, ( 6 . 4 )  
which yields the (u,v) half-plane, 
-vE(X^) + (U+V)E(X2) <_ 0, 
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or 
-.010897 u - .065490 v ^ 0. 
This half-plane can be obtained from any relation of 
type (6.3) for which the integrand is of the form 
f2 f2^ ^2 ' a+S+T = 0. 
Two other distinguishable cuts are, 
.018564 u - .013793 v - .018564 ^ 0 
and 
.200729 u + .304605 v - .304605 < 0 
which correspond to integrands of form 
fg fp" fjL^ 2^°'' with a+B+Y = 0, 
and 
f^ fQ^' f2^ ^2 ' w^th a+3+Y = Of 
respectively -
For the above three half-olanes aive the followi Uii -
half-planes in the "current" coordinates of (6.4). 
-.010897 (s+t) - .065490 (-s) < 0, 
.018564 (s+t) - .013793 (-s) - .018564 < 0, and 
.200729 (s+t) + .304605 (-s) - .304605 ^ 0; 
That is, 
.054593 s - .010897 t < 0, 
-.018564 + .032357 s + .018564 t ^  0, and 
-.304605 - .103876 s + .200729 t < 0. 
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The corresponding polygon is shown in Figure 6.1. 
The analogous polygons for the other five rates 
are given in Figures 6.2 through 6.6. 
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Figure 6.3. Polygonal region for p 10 
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t 
Figure 6.4. Polygonal region for 
179 
Figure 6.5, Polygonal region for p 
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t 
Figure 6.6. Polygonal region for 
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