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Vorwort
Kontinuumsmodelle von neuronalen Netzen helfen bei dem Versta¨ndnis der Dynamik
elektrischer Aktivita¨t, die in pra¨parierten Schichten von Hirngewebe gemessen werden
kann. Ein wesentlicher Aspekt dieser Dynamik betrifft die Ausbreitung von Aktivita¨t
in Form von Wellen. Es ist mo¨glich, pra¨parierte Schichten vom Kortex, Hippokampus,
Thalamus sowie Ru¨ckenmark lebender einfachster Wirbeltiere durch Einbringen von
Elektroden elektrisch zu stimulieren (vgl. [Go1, Kim, Mil]). In verschiedenen experi-
mentellen Situationen fu¨hrt dies zur Ausbreitung der elektrischen Aktivita¨t außerhalb
des stimulierten Gebietes, die durch weitere Elektroden aufgezeichnet und visualisiert
werden kann (vgl. [Con, Gra]). Die beobachteten Wellen breiten sich mit einer Ge-
schwindigkeit von etwa 0.06ms−1 aus, die ungefa¨hr eine Gro¨ßenordnung kleiner als die
Leitungsgeschwindigkeit von Aktionspotentialen entlang der Axonen ist (vgl. [Br1]).
Die ersten Versuche, die neuronale Aktivita¨t mit Hilfe von Kontinuumsmodellen zu
beschreiben, stammen von Beurle (1950) und Griffith (1960), und wurden von Wil-
son und Cowan (1970) durch die Einfu¨hrung von inhibitorischen und exzitatorischen
Neuronenpopulationen sowie refrakta¨rer Perioden erweitert. Eine historische U¨ber-
sicht der seitdem entwickelten Modelle und Techniken findet sich in [Cow].
In dieser Arbeit betrachten wir eine von Coombes et al. in [Co2] vorgeschlagene neu-
ronale Feldgleichung:
u(x, t) =
t∫
−∞
∞∫
−∞
η(t− t′)w(x − x′)f
[
u
(
x′, t′ − |x− x
′|
v
)]
dx′ dt′.
Im Gegensatz zu anderen, detaillierten biophysikalischen Betrachtungen, die u¨ber eine
große Anzahl anzupassender Parameter verfu¨gen, stellt diese Gleichung ein Minimal-
modell dar, das nur die wesentlichen Merkmale eines neuronalen Netzes beibeha¨lt: Die
nicht-lokalen synaptischen Verbindungen sowie die Zeitverzo¨gerung bei der Kommu-
nikation zwischen Zellen, die abstandsabha¨ngig ist. Die Einschra¨nkung auf nur wenige
variable Parameter erlaubt pra¨zisere analytische Aussagen und entlastet den Aufwand
bei der numerischen Simulation von Lo¨sungen. Dennoch lassen sich mit diesem Mo-
dell komplexe Wellenausbreitungspha¨nomene beschreiben, von denen ausgewa¨hlte in
dieser Arbeit behandelt werden.
Bereits in [Er2] wurde gezeigt, daß die erwa¨hnte neuronale Feldgleichung ohne Re-
tardierung (d.h. fu¨r v → ∞) die Ausbreitung von Fronten (monotone Lo¨sungen, die
zwei stabile Fixpunkte verbinden) aufrecht erha¨lt. Dies wurde auch auf das retardierte
Modell in [Co2] verallgemeinert. Mit einer solchen Frontlo¨sung la¨ßt sich die Dynamik
einer einfachen Grenze zwischen aktiven und inaktiven Bereichen eines neuronalen
Pra¨parats modellieren. In dieser Arbeit zeigen wir, daß die genannte Feldgleichung
auch die Bildung von laufenden Pulsen erlaubt, welche die Ausbreitung lokalisierter
Aktivita¨ten im pra¨parierten Hirngewebe modellieren. Im Gegensatz zu den Fronten
stellt sich dabei heraus, daß die vom Modell beru¨cksichtigte Zeitverzo¨gerung (retar-
dierte Wechselwirkung) bei der interneuronalen Kommunikation ausschlaggebend fu¨r
die Existenz der Pulslo¨sungen ist.
2 Vorwort
Die Arbeit ist wie folgt aufgebaut: Im na¨chsten Kapitel wird die oben genannte Mo-
dellgleichung eingefu¨hrt und begru¨ndet. Im Kapitel 2 wird gezeigt, daß fu¨r spezielle
Integrationskerne die Modellgleichung einem System von partiellen Differentialglei-
chungen a¨quivalent ist. Diese Formulierung des Modells bringt Vorteile, insbesonders
fu¨r die numerische Analyse. Ebenfalls im Kapitel 2 werden die stationa¨ren Zusta¨nde
des Systems und ihre lineare Stabilita¨t untersucht. Die Hauptresultate dieser Arbeit
befinden sich im Kapitel 3. Hier werden laufende Wellenlo¨sungen der Modellgleichung
analytisch und numerisch untersucht. Als Nebenresultat erhalten wir in Kapitel 4 ein
Energiefunktional fu¨r das Neuronale-Feld-Modell im nichtretardierten Fall, das eine
aufschlußreiche physikalische Interpretation der Welleneigenschaften ermo¨glicht. In
Kapitel 5 wird die numerische Methode vorgestellt. Einige Ergebnisse zum zweidi-
mensionalen Modell schließen die Arbeit ab.
Mein ganz besonderer Dank gilt meinem akademischen Lehrer Herrn Prof.Dr. Michael
Bestehorn fu¨r seine vielfa¨ltige Unterstu¨tzung. Sein stetes Interesse an meinem Thema
bereitete mir den Weg zu dieser Arbeit.
Herrn Prof.Dr. Ju¨rgen Jost danke ich fu¨r das Ermo¨glichen eines Gastaufenthalts am
Max-Planck-Institut fu¨r Mathematik in den Naturwissenschaften in Leipzig. Von den
zahlreichen Seminaren und Diskussionen wa¨hrend dieser Zeit konnte ich bei der Ent-
stehung dieser Arbeit sehr profitieren.
Bei meinen Kollegen vom Institut fu¨r Theoretische Physik der Brandenburgischen
Technischen Universita¨t Cottbus mo¨chte ich mich fu¨r die anregende und freundschaft-
liche Atmospha¨re bedanken.
1 Das Neuronale-Feld-Modell
In diesem Kapitel wird nach einer kurzen Einleitung die integrale Form der Mo-
dellgleichung fu¨r ein neuronales Feld ausgehend von den grundlegenden elektrischen
Eigenschaften einer Nervenzelle eingefu¨hrt.
1.1 Physikalische Beschreibung biologischer Systeme
Ob biologische Systeme denselben physikalischen Gesetzen wie die unbelebte Materie
gehorchen, war den Naturforschern lange Zeit ungewiss. Natu¨rlich ließen sich zum
Beispiel die Gesetze der Newtonschen Mechanik auf makroskopischer Ebene auch auf
lebende Organismen anwenden. Es gab aber wiederholt in der Geschichte der beiden
Wissenschaften Zeiten der Unsicherheit, wo die Gesetze der Physik nicht ausreichend
fu¨r eine vollsta¨ndige Beschreibung lebender Materie schienen, oder man sogar Wider-
spru¨che zwischen physikalischen und biologischen Prinzipien gefu¨rchtet hat.
Erste konkrete Gedanken u¨ber die Kompatibilita¨t zwischen Physik und Biologie ent-
standen in der zweiten Ha¨lfte des 19. Jahrhunderts, angeregt von der Evolutions-
theorie Darwins sowie der Formulierung des zweiten Hauptsatzes durch Boltzmann
(vgl. [Sch] fu¨r einen historischen U¨berblick). Die postulierte Tendenz der unbelebten
Materie, gegen ein thermodynamisches Gleichgewicht zu streben, wenn es sich selbst
u¨berlassen bleibt, schien sich zuna¨chst nicht auf biologische Spezies u¨bertragen zu
lassen, welche eine bemerkenswerte Struktur u¨ber sehr viele Generationen aufrechter-
halten ko¨nnen. Die Thermodynamik postulierte die Zunahme der Entropie, also der
”
Unordnung“; der Evolutionstheorie zufolge nimmt die Ordnung der Organismen im
Laufe der Zeit dagegen zu. Dieser Konflikt wird durch die moderne Physik gelo¨st. Mit
der Entwicklung der Nichtgleichgewichtthermodynamik (vgl. [Kon]) und der Syner-
getik (vgl. [Ha1, Ha2]) wurde klar, daß Leben einen irreversiblen Prozess darstellt,
welcher nur weit entfernt von einem thermodynamischen Gleichgewicht mo¨glich ist.
Wenn unter diesen Bedingungen die Produktion von Entropie minimal wird, so zeigte
Prigogine, dann entsteht Ordnung, und es bilden sich sogenannte dissipative Struktu-
ren (vgl. [Pri]). Auch was die Zunahme der Ordnung in der Evolution angeht, wurde
die Kompatibilita¨t mit den Gesetzen der Physik gezeigt: Wenn man einem System,
das die Fa¨higkeit hat, sich mit geringer Fehlerrate selbst zu reproduzieren, kontinu-
ierlich Energie und Materie zufu¨hrt, dann existiert in diesem offenen System eine
Umsatzgro¨sse, die einem Maximum zustrebt (siehe [Eig]).
Erneute Zweifel an der Vollsta¨ndigkeit einer mo¨glichen physikalischen Beschreibung
lebender Materie kamen um 1930 infolge zweier paralleler Entwicklungen: Die Wieder-
entdeckung der Mendelschen Verebungsgesetze in der Biologie und die Formulierung
der Quantenmechanik in der Physik. Das Interesse der Physiker fu¨r die neue Theo-
rie, die Genetik, wurde geweckt - insbesonders nachdem Bohr, einer der Va¨ter der
Quantenmechanik und der Erfinder des Komplementarita¨tsprinzips, in seinem Vortrag
”
Licht und Leben“ aus dem Jahr 1932 die These aufstellte, Leben und Atomphysik
seien zueinander komplementa¨r, so wie Teilchen und Wellen in der Quantenmecha-
nik. Er bezweifelte, daß Leben auf Physik reduzierbar sei, und ermutigte die Physiker,
sich mit der physikalischen Struktur genetischer Informationen zu bescha¨ftigen, um
das noch unbekannte Gesetz, das des Lebens, zu finden. Zu diesem Zeitpunkt wurde
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in der Biologie zwar von Genen gesprochen, ihre materielle Natur war aber vo¨llig
unbekannt, bis auf ihre Zugeho¨rigkeit zu den Chromosomen, die unter dem Mikro-
skop gesehen werden konnten. Es war Delbru¨ck, der 1935 zusammen mit Timofe´eff
und Zimmer, die revolutiona¨re These aufstellte, das Gen sei ein Makromoleku¨l (vgl.
[Tim]). Sie beriefen sich auf die Strahlungsexperimente von Herrmann Muller von
1927. Allerdings fu¨hrte ihre Theorie zu keinem neuen Naturgesetz des Lebens, son-
dern vielmehr zu einer neuer Besta¨tigung der Quantenmechanik: Das, was ein Gen
jahrhundertelang entgegen der Wa¨rmebewegung unvera¨ndert zusammenha¨lt, ist die
chemische Bindung zum Moleku¨l, und die seltenen Vera¨nderungen oder Mutationen,
die durch Strahlung hervorgerufen werden ko¨nnen, sind nichts anderes als Quanten-
spru¨nge. Delbru¨cks These u¨ber die Molekularstruktur der Gene wurde insbesonders
durch das Buch Schro¨dingers
”
Was ist Leben?“ popula¨r und fand schließlich 1953
durch die Arbeit von James Watson und Francis Crick eine experimentelle Besta¨ti-
gung. Zumindest auf dem Gebiet der Genetik funktioniert also das Leben nach den
Gesetzen der Quantenmechanik.
Heute scheint sich die Frage nach dem
”
anderen Gesetz“ der Physik noch einmal verla-
gert zu haben: Wie einst die ra¨tselhafte Natur der Gene ist es heute das Geheimnis des
Bewusstseins, welches nach einer physikalischen Erkla¨rung verlangt (siehe [Pen] fu¨r
eine ausfu¨hrliche Diskussion der mo¨glichen Ansa¨tze). In diesem Sinne hat sich die Er-
forschung des Gehirns mit mathematischen und physikalischen Mitteln in der letzten
Zeit stark intensiviert. Obwohl sich das Funktionieren einzelner Nervenzellen ziemlich
gut physikalisch erkla¨ren la¨ßt, gibt es kaum Ansa¨tze, wie das Gesamtergebnis ihrer
Zusammenarbeit zustande kommen ko¨nnte. Dies liegt vor allem an der strukturellen
Komplexita¨t des Gehirns, das aus 1011 Neuronen besteht, die etwa 1015 Verbindun-
gen miteinander eingehen ko¨nnen. In einer Hinsicht sind sich aber die Forscher einig:
Die neue physikalische Beschreibung des Gehirns muss Platz fu¨r freien Willen und
Kreativita¨t lassen, die lange Zeit mit der deterministischen Sichtweise der klassischen
Physik in Konflikt standen. Daher sucht man die Zutaten der neuen Theorie unter
anderem auf dem Gebiet instabiler dynamischer Systeme sowie offener, sich selbstor-
ganisierender Systeme (siehe auch [Pen, Pri, Ha3]).
Die Dynamik vieler gekoppelter Neuronen wird heutzutage auf unterschiedlichen Ebe-
nen mit Hilfe verschiedenster Modelle untersucht (vgl. [Ha3]). Bei sogenannten Neuro-
nalen-Feld-Modellen beschreibt man gro¨ßere, zuna¨chst homogen strukturierte Gewe-
bestu¨cke mit Hilfe kontinuierlicher, gemittelter Feldgro¨ßen, welche die lokalen elek-
trischen Eigenschaften der einzelnen Zellen und Zellverbindungen widerspiegeln. Das
modellierte neuronale Gewebe besteht aus sehr vielen Bausteinen, die in komplizier-
ter Weise miteinander verbunden sind. Durch die Annahme einer kontinuierlichen
Verteilung von Zellen wird einerseits die Komplexita¨t des untersuchten Modells im
Vergleich zum reellen Gehirn auf einige wichtige Eigenschaften reduziert. Andererseits
la¨ßt sich der Kontinuumsu¨bergang durch verschiedene experimentelle Ergebnisse der
Hirnforschung rechtfertigen. Experimentell la¨ßt sich nur das gesamte elektromagne-
tische Feld des Gehirns messen, und nicht die Aktivita¨t jeder einzelner Nervenzelle.
Dadurch kann man experimentelle Ergebnisse besser mit Kontinuumsmodellen ver-
gleichen, welche die Dynamik der Gehirnaktivita¨t auf einer makroskopischen Ebene
beschreiben.
Das Neuronale-Feld-Modell 5
In den na¨chsten Abschnitten werden wir das Funktionieren einer Nervenzelle und den
Weg vom Neuron zum Neuronalen-Feld-Modell ausfu¨hrlich beschreiben.
1.2 Elektrische Eigenschaften der Nervenzelle
Lebewesen besitzen ein mehr oder weniger entwickeltes Nervensystem. Das Nervensy-
stem beinhaltet Zellen, die auf eine schnelle U¨bertragung von Information durch den
Ko¨rper spezialisiert sind. Einerseits bekommt das Nervensystem Informationen u¨ber
die a¨ußere Welt (durch die Sinnesorgane) sowie u¨ber den inneren Zustand des Ko¨rpers
(wie z.B. u¨ber die Ko¨rpertemperatur). Andererseits koordiniert das Nervensystem die
Aktivita¨ten anderer Zellen, wie z.B. der Muskelzellen, die Bewegungen verursachen
(siehe [Rob] fu¨r eine ausfu¨hrliche Einleitung in die Neuroanatomie und Neurophysio-
logie).
Der Aufbau des Nervensystems aus einzelnen Bausteinen, den Nervenzellen oder auch
Neuronen genannt, wurde am Anfang des 20. Jahrhunderts von dem spanischen Bio-
loge Ramony Cajal entdeckt. Er stellte fest, daß die Nervenzellen sich zwar im Ausse-
hen stark unterscheiden ko¨nnen, jedoch alle dieselbe funktionale Struktur aufweisen:
Sie besitzen alle einen Zellko¨rper, der einen Kern entha¨lt, weiter eine sehr lange,
tubenfo¨rmige Verla¨ngerung des Zellko¨rpers, das Axon, sowie mehrere, oft sehr ver-
zweigte kleinere Verla¨ngerungen, die Dendriten.
Die Dendriten und der Zellko¨rper sind auf das Empfangen von Information speziali-
siert, wa¨hrend das Axon Signale vom Zellko¨rper zu anderen Nervenzellen transpor-
tiert. Axone sind sehr du¨nn (weniger als 1 µm) und bis zu 1 m lang im menschlichen
Ko¨rper. An dem freien Ende verzweigen sich die Axone und bilden an den Kontak-
ten zu den anderen Nervellzellen Verdickungen. Die Kontakte zwischen dem Axon
eines Neurons und der Dendrite oder dem Zellko¨rper eines anderen Neurons werden
Synapsen genannt; diese besitzen eine komplexe Struktur, die erst unter dem Elek-
tronenmikroskop sichtbar wird.
Die Beobachtung, daß die Aktivita¨t des Nervensystems elektrischer Natur ist, wurde
in der Mitte des 18. Jahrhunderts, lange vor der Entdeckung des Neurons, von Luigi
Galvani gemacht. Die Leitung elektrischer Signale in Neuronen basiert auf der spe-
ziellen Struktur der Axonenmembran sowie auf den Unterschied in der chemischen
Zusammensetzungen der Flu¨ssigkeiten auf beiden Seiten dieser Membran. Sowohl im
Inneren, als auch im A¨ußeren der Nervenzelle befinden sich verschiedene Ionen in
unterschiedlichen Konzentrationen: Im Ruhezustand, wenn das Neuron nicht aktiv
ist, befinden sich im Inneren eines Axons K+ Ionen und negativ geladene organi-
sche Ionen in hoher Konzentration sowie Cl−-Ionen und Na+-Ionen in geringeren
Konzentrationen. Außerhalb der Zelle sind die Konzentrationsverha¨ltnisse dagegen
umgekehrt (siehe Skizze in Abb. 1.1).
Bedingt durch die unterschiedlichen Konzentrationen der Ionen ist im Ruhezustand
das Innere des Axons relativ zum A¨ußeren negativ geladen. Die Potentialdifferenz
zwischen der a¨ußeren und der inneren Seite der Membran betra¨gt etwa −70mV .
Na+-, K+- und Cl−-Ionen ko¨nnen unter Umsta¨nden die Membran des Axons an spe-
ziellen Stellen, sogenannten Kana¨len, u¨berqueren. An solchen Stellen befinden sich
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Abb. 1.1: Typische Ionenkonzentrationen c, gemessen in mmol/l,
im Inneren und A¨ußeren eines Axons im Ruhezustand. A− steht
fu¨r die negativ geladenen organischen Ionen. Die Ionenkonzen-
trationen bestimmen neben anderen Faktoren das Potential der
Membran.
komplexe Proteinmoleku¨le, die ihre Form mit der Polarisation der Membran a¨ndern
ko¨nnen. Im Ruhezustand sind nur die K+- und Cl−-Kana¨le offen, die Na+-Kana¨le
sind dagegen geschlossen. Auf die sich durch die Membran frei bewegenden K+- und
Cl−-Ionen wirken zwei Kra¨fte: Einerseits gibt es eine diffusive Kraft, die den un-
terschiedlichen Konzentrationen auf beiden Seiten der Membran entgegen wirkt und
so z.B. die K+ Ionen nach außen treibt; Andererseits wirkt auf beide Ionentypen
durch das Membranpotential eine der diffusiven Kraft entgegengesetzte elektrische
Kraft, welche die K+-Ionen wieder nach innen treibt. Da sich die diffusive Kraft und
die elektrische Kraft kein Gleichgewicht halten, sorgt ein innerer, energieaufwendiger
Mechanismus der Zelle dafu¨r, daß die Ionenkonzentrationen im Inneren der Zelle kon-
stant bleiben.
Legt man an einer Stelle der Axonenmembran eine positive Spannung an, so wa¨chst
das Membranpotential an dieser Stelle leicht an, die Membran wird depolarisiert.
Wenn diese Depolarisation jedoch eine gewisse Schwelle erreicht, a¨ndert sich die Struk-
tur der Proteinmoleku¨le, welche die Na+-Kana¨le bilden, und die Membran wird fu¨r
die Na+-Ionen durchla¨ssig. Auf die sich nun frei bewegenden Na+-Ionen wirken die
diffusive und die elektrische Kraft in gleicher Richtung und treiben zusammen die
Na+-Ionen ins Innere des Axons. Da jetzt die Konzentration der positiven Na+-Ionen
stark ansteigt, wird die Membran schlagartig depolarisiert, und das Membranpotenti-
al wa¨chst. Das O¨ffnen der Na+ Kana¨le ist jedoch nur voru¨bergehend. Diese schließen
sich nach einer kurzen Zeit (von der Gro¨ßenordnung einer ms) wieder, und die Mem-
bran wird anschließend wieder polarisiert.
Die kurzzeitige Depolarisation der Axonenmembran wird Aktionspotential genannt.
Abbildung 1.2 zeigt einen typischen Verlauf eines solchen Potentials.
Die Depolarisation der Axonenmenbran an einer gegebenen Stelle beeinflußt die Nach-
barregionen der Membran. Stimuliert man das Axon ku¨nstlich, z.B. durch das Einbrin-
gen einer Elektrode, so breiten sich von der stimulierten Stelle zwei Aktionspotentiale
nach beiden Seiten der Depolarisationsquelle. Auf natu¨rlicher Weise entstandene Ak-
tionspotentiale breiten sich jedoch nur in eine Richtung der Membran aus. Der Grund
findet sich bei den Na+-Kana¨len: Nachdem sie sich infolge der Depolarisation geo¨ff-
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Abb. 1.2: Beispiel fu¨r ein Aktionspotential.
net, das Aktionspotential produziert und sich wieder verschlossen haben, lassen sich
die Na+-Kana¨le fu¨r eine gewisse Zeit nicht wieder o¨ffnen. Ein Umkehren eines Akti-
onspotentials, das sich zum Beispiel vom Zellko¨rper des Neurons aus auf dem Axon
ausbreitet, wird unmo¨glich.
Die Ausbreitungsgeschwindigkeit der Aktionspotentiale entlang der Axonen ha¨ngt von
mehreren Faktoren ab. Ein wichtiger Faktor ist der Radius des Axons: Je dicker das
Axon, desto schneller die Leitungsgeschwindigkeit. Ein weiterer entscheidender Faktor
ist die a¨ußere Schicht der Axonen. La¨ngere Axonen, die entfernte Zonen miteinander
verbinden, sind von einer isolierenden Schicht aus einer fettigen Substanz umgeben,
sogenanntes Myelin. Myelin verhindert den Austausch von Ionen an der Membran des
Axons. Zwischen den sukzessiven, etwa 1− 2 mm langen Myelin - Abschnitten befin-
den sich kurze, etwa 2 µm lange freie Abschnitte der Membran, die Ranvier -Knoten
genannt werden. Trotz ihrer kurzen La¨nge sind die Membranstu¨cke in den Ranvier -
Knoten reich an Na+-Kana¨len. Wegen der Isolierung in den Myelin - Abschnitten ist
eine kontinuierliche Ausbreitung des Aktionspotentials nicht mo¨glich - das Aktions-
potential
”
springt“ dagegen von einem Knoten zum anderen. Diese Transportweise
der Aktionspotentiale erho¨ht die Ausbreitungsgeschwindigkeit erheblich.
1.3 Signalu¨bertragung an der Synapse
Wa¨hrend die Leitung der Signale entlang den Axonen auf den Austausch elektrisch
geladener Ionen zwischen der inneren und a¨ußeren Seite der Membran basiert, ist
die Transmission von Information an der Synapse chemischer Natur. An der Synapse
kommen sich die Membranen zweier Nervenzellen sehr nah (erwa 20 nm). Trotzdem
werden die vom pra¨synaptischen, d.h. ursa¨chlichen Axon ankommenden Aktionspo-
tentiale nicht einfach an die postsynaptische Dendrite weitergegeben. Vielmehr wird
an einer Synapse die Frequenz der einlaufenden Aktionspotentiale in eine graduierte
Freisetzung von chemischen Substanzen in den Synapsenraum u¨bersetzt.
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Am synaptischen Ende eines Axons befinden sich Ca2+-Kana¨le, die wie die oben
beschriebenen Na+-Kana¨le funktionieren und von dem Membranpotential gesteuert
sind. Wenn ein Aktionspotential das Ende eines Axons erreicht, o¨ffnen sich die Ca2+-
Kana¨le in der pra¨synaptischen Membran. Da die Konzentration der Ca2+-Ionen im
Außenraum normalerweise gro¨ßer als in seinem Inneren ist, diffundieren Ca2+-Ionen in
das Innere der pra¨synaptischen Zelle. Hier befinden sich viele kleine Vorratsbla¨schen,
die mehrere tausend Moleku¨le von gewissen chemischen Substanzen, sogenannte Neu-
rotransmitter, beinhalten. Die Bla¨schen befinden sich in sta¨ndiger Bewegung und set-
zen den Neurotransmitter frei, wenn sie mit der pra¨synaptischen Membran in Kontakt
kommen. Im Ruhezustand gibt es relativ wenig solche Kollisionen, und eine relativ ge-
ringe Menge des Neurotransmitters wird in die Synapse freigesetzt. Die Erho¨hung der
Ca2+-Konzentration bei der Ankunft eines Aktionpotentials erho¨ht die Anzahl der
Kollisionen zwischen Membran und Bla¨schen und verursacht daher die Freisetzung
zusa¨tzlicher Neurotransmitter in den Synapsenraum. Die Neurotransmittermenge im
Synapsenraum ist somit quantifiziert: Je mehr Aktionspotentiale ankommen, desto
mehr Bla¨schen setzen ihren festen Inhalt an Neurotransmitter in die Synapse frei. Mit
dem Freisetzen von Neurotransmitter beginnt sofort auch der umgekehrte Prozeß: Die
Nervenzelle besitzt Mechanismen, die ihr die Ru¨ckgewinnung des Neurotransmitters
aus dem Synapsenraum erlauben. Dieser wird wieder fu¨r den na¨chsten Einsatz im
pra¨synaptischen Neuron gespeichert. Dadurch wird erreicht, daß die postsynaptische
Zelle ein scharfes Signal erha¨lt, da die Synapse nie mit Neurotransmitter u¨berflutet
wird.
Auf der anderen Seite der Synapse befinden sich in der postsynaptischen Membran
Rezeptoren, die die Neurotranmittermoleku¨le erkennen und auffangen ko¨nnen. Zum
einen gibt es postsynaptische Rezeptoren, die selber Ionen -Kana¨le darstellen. Diese
Rezeptoren a¨ndern ihre Form, wenn ein Neurotransmittermoleku¨l gebunden wird, so
daß die postsynaptische Membran fu¨r eine bestimmte Art von Ionen durchla¨ssig wird.
Der zweite Typ von Rezeptoren reagiert auf den Neurotransmitter durch die Produkti-
on weiterer Botenstoffe, die wiederrum Ionenkana¨le in der postsynaptischen Membran
o¨ffnen oder schließen ko¨nnen. Durch das O¨ffnen der Ionenkana¨le a¨ndert sich nun die
Ladungsverteilung auf beiden Seiten der postsynaptischen Membran, und damit wird
das postsynaptische Membranpotential erho¨ht oder gesenkt. Die Kombination Neu-
rotransmitter/Rezeptor bestimmt, ob die Synapse exzitatorisch oder inhibitorisch ist,
d.h. ob die postsynaptische Membran zusa¨tzlich polarisiert oder depolarisiert wird.
Wichtig bei der synaptischen Transmission von Signalen ist die Tatsache, daß ein
Aktionspotential mit einer gewissen Ho¨he und Dauer nicht einfach an die postsyn-
aptische Zelle identisch weitergegeben wird. Das postsynaptische Potential ha¨ngt in
erster Linie von der Ha¨ufigkeit der ankommenden Aktionspotentiale, und ferner von
der Art der Synapse, d.h. erregend oder hemmend, ab.
1.4 Informationsverarbeitung in der Nervenzelle
Die auf ihren Zellko¨rper und auf ihre Dendriten endenden Synapsen vera¨ndern das
Membranpotential einer Nervenzelle in unterschiedlicher Weise und zu verschiedenen
Zeiten. Die ankommenden Signale werden auf der Ebene der Nervenzelle verarbeitet,
wo es eventuell zur Bildung eines neuen Aktionspotentials kommt. Es handelt sich
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Abb. 1.3: Zur Erla¨uterung des Modells: Ein zur Zeit t′ an der
Stelle x ankommendes Aktionspotential wurde bei x′ bereits zur
Zeit t′ − |x− x′|/v ausgelo¨st.
dabei um eine zeitliche und ra¨umliche Summation: die Effekte aller Aktionspotentia-
le, die zu verschiedenen Zeiten ankommen und von verschiedenen Synapsen stammen,
werden in der Nerverzelle aufsummiert.
Der Effekt eines einzigen ankommenden Aktionspotentials wird nach einer kurzen
Verzo¨gerung (das ist die Zeit, bis zu welcher der Neurotransmitter freigesetzt und
von den Rezeptoren eingefangen wird) in dem Potential der postsynaptischen Zelle
bemerkbar und sinkt danach exponentiell ab. Der Effekt eines einzigen depolarisieren-
den Aktionspotentials ist allerdings zu schwach und durch das zeitliche Abklingen wird
dieses normalerweise kein Aktionspotential in der postsynaptischen Zelle verursachen.
Erreicht aber in der Gesamtwirkung aller exzitatorischen und inhibitorischen Synap-
sen die Depolarisation der postsynaptischen Zelle die oben besprochene Schwelle, die
das O¨ffnen der Na+-Kana¨le bewirkt, so bildet sich in der postsynaptischen Zelle ein
neues Aktionspotential, das sich entlang des Axons weiter ausbreitet, und der oben
erla¨uterte Mechanismus wird wiederholt.
1.5 Das Neuronale-Feld-Modell
Wir beschreiben die Aktivita¨t eines homogenen Nervennetzes durch eine pha¨nomeno-
logische Variable u(x, t), welche die lokale Depolarisation oder Aktivita¨t der Zelle am
Ort x zur Zeit t repra¨sentieren soll.
Die Schlu¨sselrolle bei der Modellierung eines solchen Netzes spielt die sogenannte Fre-
quenzfunktion (auf Englisch firing rate function), welche die Frequenz f der in einer
Zelle entstehenden Aktionspotentiale als Funktion der Depolarisation u der Zellmem-
bran angibt. Wir nehmen an, daß eine Zelle zwei Zusta¨nde haben kann: Im inaktiven
Zustand ist die Depolarisation der Membran nicht ausreichend fu¨r des Entstehen eines
Aktionspotentials, die Frequenz der Aktionspotentiale ist also Null. Erreicht die De-
polarisation eine gewisse Schwelle, dann wird die Zelle aktiv, indem Aktionspotentiale
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mit einer konstanten Frequenz ausgelo¨st werden. Diese Frequenz wird deswegen als
konstant angenommen, weil der zeitliche Abstand zwischen zwei Aktionspotentialen
nur von der Dauer der refrakta¨ren Periode fu¨r das O¨ffnen der Na+-Kana¨le in der
Axonenmembran abha¨ngt, und nicht von dem Wert des Membranpotentials, solange
dieser Wert u¨ber die Schwelle liegt. Eine solche Beschreibung setzt voraus, daß sich die
Depolarisation u(x, t) nur langsam im Vergleich zum typischen Zeitintervall zwischen
zwei aufeinanderfolgenden Aktionspotentialen vera¨ndert: Nur wenn der Abstand zwi-
schen den Aktionspotentialen klein genug auf der Zeitskala ist, die durch die Dynamik
der Depolarisation definiert wird, kann man von einer momentanen Frequenz der Ak-
tionspotentiale sprechen.
Ha¨tte man identische Zellen, dann ließe sich f(u) durch eine sogenannte Θ-Funktion
angeben:
f(u) =
{
0 fu¨r u < h
1 fu¨r u ≥ h
,
wobei die Frequenz der entstehenden Aktionspotentiale im aktiven Zustand auf 1 nor-
miert und die Schwelle fu¨r das Entstehen eines Aktionspotentials mit h bezeichnet
wurden. Diese Schwelle variiert jedoch bei verschiedenen Zellen einer Nervenpopulati-
on geringfu¨gig um einen Mittelwert. Deshalb wird fu¨r die Frequenz der entstehenden
Aktionspotentiale eine gegla¨ttete Θ-Funktion angenommen. In der Literatur wird die-
se Frequenz oft durch die Sigmoid-Funktion
f(u) =
1
1 + exp[−β(u− h)] (1.1)
modelliert. Dabei repra¨sentiert h den Mittelwert der Depolarisationsschwelle fu¨r das
Entstehen eines Aktionspotentials, und β ist ein Maß fu¨r die Abweichungen der Neu-
ronenpopulation von diesem Mittelwert. Der Grenzfall β → ∞ bedeutet, daß alle
Neuronen dieselbe Schwelle aufweisen. Je flacher die Sigmoidfunktion, desto gro¨ßer
sind die Abweichungen vom Mittelwert.
Sei am Ort x ein Neuron, welches mit einem zweiten Neuron in x′ synaptisch verbun-
den ist. Bedeuten v die mittlere Ausbreitungsgeschwindigkeit der Aktionspotentiale
entlang der Axonen und t′ die Ankunftszeit des Aktionspotentials an der Zelle in
x, dann wurde das Aktionspotential bei x′ bereits zur Zeit t′ − |x − x′|/v ausgelo¨st
(siehe Bild 1.3). Die Frequenz der bei x und t′ von der Zelle in x′ ankommenden
Aktionspotentiale ist demzufolge
f
[
u
(
x′, t′ − |x− x
′|
v
)]
.
Ein ankommendes Aktionspotential bewirkt eine A¨nderung des Membranpotentials
bei x und damit der Variablen u an dieser Stelle. Der Effekt eines einzigen Aktionspo-
tential, das zur Zeit t′ ankommt, wirkt sich zu spa¨teren Zeitpunkten t unterschiedlich
aus, und zwar fu¨r große t− t′ abnehmend. Sei η(t− t′) der absolute Betrag der post-
synaptischen Potentiala¨nderung bei t, die von einem zur t′ ankommenden Aktionspo-
tential verursacht wird. In der Literatur (vgl. [Hu2, Co2]) werden fu¨r η(t − t′) zwei
Mo¨glichkeiten beru¨cksichtigt: entweder eine monoton abfallende Funktion, oder eine
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Funktion, die fu¨r kleine t− t′ zuna¨chst ansteigt, und nach Erreichen eines Maximums
fu¨r große t− t′ wieder abnimmt. Die zweite Wahl beru¨cksichtigt die Zeitverzo¨gerung
an der Synapse zwischen der Ankunft eines Aktionspotentials und das Erreichen des
Maximums an freigesetzten Neurotransmitter in den Synapsenraum.
Betrachtet man ein kleines Zeitintervall dt′ und eine bestimmte Synapse (zwischen
den Zellen bei x′ und x), dann ist die Anzahl der zwischen t′ und t′ + dt′ bei x
ankommenden Aktionspotentiale, die von x′ stammen, gegeben durch
f
[
u
(
x′, t′ − |x− x
′|
v
)]
dt′.
Diese Aktionspotentiale bewirken zu spa¨teren Zeitpunkten t > t′ eine A¨nderung des
postsynaptischen Membranpotentials, die im Betrag durch
η(t− t′)f
[
u
(
x′, t′ − |x− x
′|
v
)]
dt′
gegeben ist.
Weiterhin mu¨ssen die Art der Synapse (exzitatorisch oder inhibitorisch) und die ra¨um-
liche Dichte der synaptischen Verbindungen beru¨cksichtigt werden. Sei w(x − x′) die
mit ±1 gewichtete Wahrscheinlichkeitsdichte, daß die Zellen x und x′ miteinander
synaptisch verbunden sind. Dabei gibt das Vorzeichen von w die Art der Synapse
wieder: +1 fu¨r exzitatorische und −1 fu¨r inhibitorische Synapsen. Damit stellt
|w(x − x′)|dx′
die Wahrscheinlichkeit dar, daß die Zelle x mit der Zelle x′ synaptisch verbunden ist.
Schließlich erhalten wir mit
w(x − x′) dx′η(t− t′) f
[
u
(
x′, t′ − |x− x
′|
v
)]
dt′
die A¨nderung des Membranpotentials an der Stelle x zur Zeit t aufgrund einer syn-
aptischen Verbindung mit x′, die bei t′ < t aktiv wurde.
In der Nervenzelle bei x erfolgt die ra¨umliche und zeitliche Summation u¨ber die Po-
tentialsa¨nderungen an allen Synapsen x′ zu allen Zeiten t′. Das Ergebnis gibt die
lokale Depolarisation bei (x, t). Wir erhalten also
u(x, t) =
t∫
−∞
∞∫
−∞
η(t− t′)w(x − x′)f
[
u
(
x′, t′ − |x− x
′|
v
)]
dx′ dt′. (1.2)
Viele in der Literatur untersuchten neuronalen Feld - Modelle lassen sich in der Form
(1.2) bringen. Dabei hat man eine Reihe von Freiheiten bei der Wahl der Kerne η
und w, sowie der Parameter in f . In dieser Arbeit werden die Kerne η und w auf
1 normiert gewa¨hlt. Dies kann immer erreicht werden, da die Depolarisation u frei
skalierbar ist.
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A¨ußere Anregungen von Synapsen, die nicht vom betrachteten Netz stammen, sondern
von dem Netz fremder Neuronen, lassen sich in dem Modell (1.2) ebenfalls beru¨cksich-
tigen. Hierzu nimmt man an, daß durch die a¨ußere Anregung das Membranpotential
an der Stelle (x, t) zusa¨tzlich zum netzinneren postsynaptischen Potential u(x, t) um
eine Quantita¨t p(x, t) depolarisiert wird. Eine einzige, von außerhalb des Netzes stam-
mende Synapse la¨ßt sich zum Beispiel durch
p(x, t) = δ(x − x0)p(t)
modellieren, wobei x0 der Ort auf dem Netz ist, an welchen die Synapse ankommt. Mit
a¨ußerer Anregung muß die Gleichung (1.2) entsprechend modifiziert werden, indem
die Frequenz der ankommenden Aktionspotentiale gema¨ß
f [u(. . .)] → f [u(. . .) + p(. . .)]
erga¨nzt wird.
Neuronale-Feld-Modelle haben sich bislang zur Erkla¨rung verschiedener Experimen-
te bewa¨hrt. Anfa¨nglich hat man Bifurkationen von homogenen stationa¨ren Lo¨sun-
gen zur Modellierung spontan auftretender visueller Halluzinationen untersucht, wie
u.a. in Ermentrout (vgl. [Er2, Er3]) oder Tass (in [Ta1, Ta2]). Eine Feldgleichung
vom Typ (1.2) wurde auch zur Erkla¨rung spontaner Phasenu¨bergange in Koordi-
nationsexperimenten benutzt (vgl. [Ji1]). Schließlich untersucht man in der letzen
Zeit die Mechanismen der Ausbreitung von Hirnaktivita¨ten, die mathematisch als
laufende Wellenlo¨sungen der Neuronalen-Feld-Gleichungen aufgefaßt werden ko¨nnen.
Solche Lo¨sungen wurden seit la¨ngerer Zeit untersucht (z.B. in [Er2]), die Effekte der
Zeitverzo¨gerung bei der Ausbreitung entlang den Axonen wurden jedoch lange ver-
nachla¨ssigt. Erst seit kurzem stehen retardierte Modelle und insbesonders die Aus-
breitung von Wellen im Mittelpunkt (vgl. [Co2, Hu2]).
Eine ku¨rzlich erschienene U¨bersichtsarbeit u¨ber Neuronale-Feld-Theorien [Co5] stellt
die existierenden Modelle und Techniken vor. Es zeigt sich, daß man bei den Neuro-
nalen-Feld-Modellen zwischen zwei a¨quivalenten Formulierungen der Grundgleichun-
gen zu wa¨hlen hat: die oben hergeleitete Integralgleichung la¨ßt sich fu¨r bestimmte
Kerne w und η auf ein System von partiellen Differentialgleichungen transformieren.
Dieser U¨bergang wird im na¨chsten Kapitel fu¨r verschiedene Modelle diskutiert, und
auf bisher wenig betrachtete mehrdimensionale Modelle erweitert.
2 PDG- Formulierung
Durch die natu¨rliche Verarbeitung der Aktionspotentiale auf der Ebene einer einzel-
nen Nervenzelle haben die Modellgleichungen von neuronalen Feldern die mathemati-
sche Form nichtlinearer, retardierter Integralgleichungen. Diese Darstellung hat zum
Teil Vorteile, zum Beispiel wenn es darauf ankommt, das Fixpunktverhalten oder
die Beschra¨nktheit der Lo¨sungen zu untersuchen. Andererseits ist eine numerische
Untersuchung solcher Gleichungen wegen der Zeitverzo¨gerungsterme unter dem In-
tegral sehr mu¨hsam. Daher sucht man nach a¨quivalenten einfacheren Darstellungen
der Modellgleichungen. In diesem Kapitel wird gezeigt, daß sich unter Umsta¨nden
die neuronale Feld - Gleichung auf ein System von lokalen partiellen Differentialglei-
chungen transformieren la¨ßt. Dabei spielen die Art der Kopplung zwischen Neuronen
(nur exzitatorisch oder auch inhibitorisch), sowie die ra¨umliche geometrische Dimen-
sion des betrachteten Gewebe eine entscheidende Rolle fu¨r die Art und Ordnung der
erhaltenen PDG -Systeme.
2.1 Eindimensionale Modelle
In der Literatur (vgl. [Co2]) werden meist fu¨r den zeitlichen Integrationskern η Funk-
tionen benutzt, welche als Greensche Funktion eines linearen Differentialoperators L
interpretiert werden ko¨nnen, d.h. im Distributionssinne
Lη(t) = δ(t),
wobei δ(t) die Diracsche Deltafunktion bezeichnet. Beispiele hierfu¨r sind die einseitige
Exponentialfunktion
η1(t) =
1
τ
e−t/τ Θ(t) mit L1 = 1 + τ∂t,
oder die Funktion
η2(t) =
1
τ2
te−t/τ Θ(t) mit L2 = (1 + τ∂t)
2,
wobei Θ die Heaviside Theta - Funktion bezeichnet.
Mit den Notationen
ψ(x, t) := Lu(x, t) und ρ(x, t) := f [u(x, t)], (2.1)
erhalten wir durch Anwendung von L auf beiden Seiten von (1.2)
ψ(x, t) =
∞∫
−∞
w(x − x′)ρ
(
x′, t− |x− x
′|
v
)
dx′.
Die letzte Gleichung kann mit
G(x, t) := δ
(
t− |x|
v
)
w(x)
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in der Form
ψ(x, t) =
∞∫
−∞
∞∫
−∞
G(x − x′, t− t′)ρ(x′, t′) dx′ dt′
geschrieben werden. Wir ko¨nnen die Faltungseigenschaft der letzten Gleichung aus-
nutzen, indem wir zu den Fouriertransformierten von ψ, G und ρ u¨bergehen. Diese
erfu¨llen die Gleichung
ψ˜(k, ω) = G˜(k, ω)ρ˜(k, ω). (2.2)
Hat die Fouriertransformierte G˜(k, ω) die Form
G˜(k, ω) =
A(k, ω)
B(k, ω)
, (2.3)
wobei A und B Polynomen in k und ω sind, so la¨ßt sich (2.2) in der Form
B(k, ω)ψ˜(k, ω) = A(k, ω)ρ˜(k, ω)
umschreiben. Fu¨hrt man nun in der letzten Gleichung die inverse Fouriertransforma-
tion durch, erha¨lt man die partielle Differentialgleichung
Bˆ(−i ∂x,−i ∂t)ψ(x, t) = Aˆ(−i ∂x,−i ∂t)ρ(x, t). (2.4)
Dabei bezeichnen Aˆ und Bˆ die Differentialoperatoren, die entstehen, wenn man for-
mell in den entsprechenden Polynomen k durch −i ∂x und ω durch −i ∂t ersetzt.
Zusammen mit der Definition von ψ hat man damit ein System von zwei partiellen,
lokalen Differentialgleichungen, die dem nicht-lokalen Integralmodell (1.2) a¨quivalent
sind.
Ob sich das neuronale Feld - Modell auf diese Art transformieren la¨ßt, und wie die
Gleichung (2.4) tatsa¨chlich aussieht, ha¨ngt entscheidend von der Form von G˜(k, ω)
ab, also schließlich von der Wahl des ra¨umlichen Kerns w(x− x′) im Modell (1.2).
Im folgenden konzentrieren wir uns auf zwei Kerne, die mit den physiologischen Ei-
genschaften des Nervennetzes vereinbar sind und zu einer Darstellung der Form (2.3)
fu¨hren:
1. Fu¨r ein nur aus exzitatorischen Synapsen bestehendes Netz wa¨hlen wir den
normierten Exponentialkern
w(x − x′) = 1
2σ
e−|x−x
′|/σ .
Die oben definierte Greensche Funktion besitzt die Fourierdarstellung (siehe
(A.1) in Anhang):
G˜(k, ω) =
1 + i ωω0(
1 + i ωω0
)2
+ σ2k2
.
Dabei wurde ω0 = v/σ benutzt. Durch Einsetzen in (2.4) erhalten wir
ψtt − v2ψxx + 2ω0ψt + ω20ψ = ω20ρ+ ω0ρt. (2.5)
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Abb.2.1: Kern der ra¨umlichen Summation bei einem Netz exzita-
torischer und inhibitorischer Synapsen. Dabei ist die Reichweite
der inhibitorischen Synapsen gro¨ßer als die der exzitatorischen.
Diese Gleichung wurde zum ersten Mal von Jirsa und Haken im Spezialfall
η(t) = δ(t) abgeleitet (siehe auch [Ji1, Ji2]) und zur theoretischen Erkla¨rung
eines Phasenu¨bergangs bei den Fingerkoordinations -Experimenten von Kelso
et al. eingesetzt (vgl. [Ke1, Ke2]).
Die Gleichung (2.5) hat die Struktur einer geda¨mpften Wellengleichung mit
nichtlinearer Anregung. Wie in Kapitel 4 gezeigt wird, la¨ßt sich diese Gleichung
in Form eines Systems von zwei Erhaltungssa¨tzen mit nichtlinearem Quellterm
schreiben und in dieser Darstellung numerisch simulieren.
2. Fu¨r ein aus exzitatorischen und inhibitorischen Synapsen bestehendes Netz be-
nutzen wir die normierte
”
Hexenhut“ -Funktion (siehe Abb. 2.1)
w(x − x′) =
[
2σ
(
1− σ
r0
)]−1(
1− |x− x
′|
r0
)
e−|x−x
′|/σ.
Es wird dabei angenommen, daß die inhibitorischen Synapsen eine la¨ngere Reich-
weite als die exzitatorischen Synapsen haben (r0 > σ), und daher der Kern w(r)
fu¨r kleine r positiv, fu¨r große r negativ ist.
In diesem Fall haben wir (siehe (A.4))
G˜(k, ω) =
1
1− σr0


1 + i ωω0(
1 + i ωω0
)2
+ σ2k2
− σ
r0
(
1 + i ωω0
)2
− σ2k2[(
1 + i ωω0
)2
+ σ2k2
]2


,
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und fu¨r (2.4) erhalten wir[
(ω0 + ∂t)
2 − v2∂xx
]2
ψ =
[
1 +
r0∂t
(r0 − σ)ω0
] (
ω20ρ+ 2ω0ρt + ρtt
)
+
[
r0 + σ
r0 − σ +
r0∂t
(r0 − σ)ω0
]
v2ρxx.
(2.6)
Obwohl das Integralmodell praktisch eine identische Struktur wie das vorherige
hat, und sich nur die ra¨umlichen Kerne
”
gerinfu¨gig“ unterscheiden, haben die
a¨quivalenten PDG -Modelle eine ganz andere Struktur, und die erhaltene Glei-
chung ist im zweiten Fall viel komplizierter. Immerhin hat man aber mit einem
lokalen PDG - Modell zu tun, wenn auch vierter Ordnung in Zeit und Ort.
Betrachtet man Lo¨sungen mit speziellen Symmetrien, z.B. laufende Wellen oder zei-
tunabha¨ngige Lo¨sungen, so hat die PDG - Formulierung eindeutig Vorteile: Wa¨hrend
man im urspru¨nglichen Modell immernoch eine nichtlineare Integralgleichung zu lo¨sen
hat, reduziert sich das PDG - Modell auf eine oder zwei gekoppelte gewo¨hnliche Diffe-
rentialgleichungen. Die Konstruktion zeitunabha¨ngiger Lo¨sungen wird im Abschnitt 3
dieses Kapitels beschrieben, und ein auf die PDG - Formulierung basierendes Verfah-
ren wird im Kapitel 4 fu¨r die numerische Simulation von laufenden Wellen entwickelt.
2.2 Verallgemeinerung auf mehrdimensionale Modelle
In diesem Abschnitt wollen wir die Methode aus dem letzten Abschnitt auf die zwei-
und dreidimensionalen Verallgemeinerungen der Gleichung (1.2) am Beispiel eines
Netzes bestehend aus exzitatorischen Synapsen mit exponentiell abfallender Dichte
anwenden. Wir wa¨hlen also den ra¨umlichen Kern in der Form
w(~r − ~r ′) = 1
Nd
e−|~r−~r
′|/σ,
wobei die Normierungskonstante Nd von der Dimension abha¨ngig ist. Aus
u(~r, t) =
t∫
−∞
∫
Rd
η(t− t′)w(~r − ~r ′)f
[
u
(
~r ′, t′ − |~r − ~r
′|
v
)]
dt′ d~r ′
erhalten wir wie oben
ψ(~r, t) =
∫
Rd+1
Gd(~r − ~r ′, t− t′)ρ(~r ′, t′) d~r ′ dt′,
mit der Greenschen Funktion
Gd(~r, t) = δ
(
t− r
v
)
w(r).
In zwei Dimensionen gilt fu¨r ihre Fourier-Transformierte (siehe (A.2) im Anhang)
G˜2(kx, ky, ω) =
1 + i ωω0[(
1 + i ωω0
)2
+ σ2(k2x + k
2
y)
]3/2 .
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In diesem Fall la¨ßt sich wegen des gebrochenen Exponenten im Nenner kein exaktes
PDG- Modell ableiten. Man kann jedoch den Nenner durch ein Polynom approximie-
ren, z.B. bis zur 3. Ordnung
[(
1 + i
ω
ω0
)2
+ σ2(k2x + k
2
y)
]3/2
≈ 1 + 3i ω
ω0
− 3 ω
2
ω02
− iω
3
ω30
+
3
2
σ2(k2x + k
2
y),
und wir erhalten in dieser Approximation die PDG
1
ω0
ψttt + 3ψtt − 3
2
v2∆ψ + 3ω0ψt + ω
2
0ψ = ω
2
0ρ+ ω0ρt. (2.7)
Entwickelt man bis in ho¨here Ordnungen, um eine bessere Approximation zu erhalten,
so erho¨hen sich entsprechend auch die Ordnung der erhaltenen PDG und damit der
numerische Aufwand. Ebenso mu¨ssen wir an die Lo¨sung ho¨here Regularita¨t voraus-
setzen.
Im Fall von 3 Raumdimensionen la¨ßt sich das Integralmodell wieder exakt auf ein
System von PDGen zuru¨ckfu¨hren. Wir haben jetzt (siehe (A.3))
G˜3(kx, ky, kz, ω) =
1 + i ωω0[(
1 + i ωω0
)2
+ σ2(k2x + k
2
y + k
2
z)
]2
und erhalten[(
1 + i
ω
ω0
)2
+ σ2(k2x + k
2
y + k
2
z)
]2
ψ˜(~k, ω) =
(
1 + i
ω
ω0
)
ρ˜(~k, ω).
Nach Anwendung der inversen Fouriertransformation folgt schließlich[(
1 +
∂t
ω0
)2
− σ2∆
]2
ψ(~r, t) =
(
1 +
∂t
ω0
)
ρ(~r, t). (2.8)
Mit der Dimension des betrachteten Netzes erho¨ht sich also die Ordnung der zugeho¨ri-
gen PDG.
Fu¨r das dreidimensionale Modell bringt die PDG -Formulierung eindeutig Vorteile.
Das direkte numerische Lo¨sen des urspru¨nglichen Modells setzt na¨mlich, unabha¨ngig
von der Methode, das Speichern des dreidimensionalen Feldes fu¨r die retardierten Zei-
ten voraus, wa¨hrend das PDG - Modell lokal in Raum und Zeit ist. Außerdem entfa¨llt
die Auswertung des Integrals, die numerisch aufwendig ist.
2.3 Anfangs- und Randbedingungen
Fu¨r eine numerische Betrachung der oben hergeleiteten Systeme stellt sich natu¨rlich
die Frage nach den zula¨ssigen Anfangs- und Randbedingungen. Betrachtet man die
integrale Formulierung, die auf der direkten Modellbildung basiert, so findet man fu¨r
die Variable u gewisse Einschra¨nkungen:
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Im Falle eines Netzes mit exzitatorischen Synapsen ist w positiv. Aus
u(~r, t) =
t∫
−∞
∫
Rd
η(t− t′)w(~r − ~r ′)f
[
u
(
~r ′, t′ − |~r − ~r
′|
v
)]
dt′ d~r ′
folgt mit
0 ≤ f [u] ≤ 1
sowie aus der Tatsache, daß η und w normiert sind
0 ≤ u(~r, t) ≤ 1. (2.9)
Gleichheit wird dabei nur fu¨r β → ∞ angenommen, d.h. wenn die Frequenzfunktion
f in eine Θ-Funktion u¨bergeht.
Besteht das Netz aus gemischten Synapsen, dann erha¨lt man direkt aus der integralen
Modellgleichung die Ungleichung
|u(~r, t)| ≤
∫
Rd
|w(~r − ~r ′)| d~r ′. (2.10)
Um physikalisch interpretierbare Lo¨sungen zu erhalten, muß in diesem Fall zusa¨tzlich
zur Normierbarkeit auch die absolute Integrabilita¨t von w gefordert werden.
Mit (2.9) und (2.10) sind die Lo¨sungen der integralen Modellgleichungen fu¨r alle
zula¨ssigen Kerne beschra¨nkt. Bei der numerischen Integration der oben hergeleite-
ten PDGs muß dieser Wertebeich bei der Wahl der Anfangs- und Randbedingungen
beru¨cksichtigt werden.
2.4 Stationa¨re Lo¨sungen
Im weiteren Verlauf der Arbeit beschra¨nken wir uns auf das eindimensionale System
(2.5), (2.1) und untersuchen dieses in Kombination mit den zwei synaptischen Kernen
η1 und η2, die am Anfang des Abschnittes 2.1 gegeben sind. Der Hauptteil unserer
Arbeit (Kapitel 3) bescha¨ftigt sich mit der Existenz und mit Eigenschaften von laufen-
den Wellenlo¨sungen. Doch zuvor wollen wir in diesem Abschnitt stationa¨re Zusta¨nde
des Systems (2.5), (2.1) untersuchen.
2.4.1 Homogene Lo¨sungen und ihre lineare Stabilita¨t
Wichtig fu¨r das Weitere sind insbesonders die homogenen Zusta¨nde sowie ihre Stabi-
lita¨t. Diese Zusta¨nde werden fu¨r die im na¨chsten Kapitel zu untersuchenden nichtli-
nearen Wellen eine besondere Rolle spielen.
Alle betrachteten Modelle reduzieren sich fu¨r stationa¨re, d.h. ut ≡ 0, und homogene
Zusta¨nde, d.h. ux ≡ 0, auf die Fixpunktgleichung
ψ = f(ψ)
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Abb. 2.2: Links: Fu¨r β = 2, h = 0.5 hat f(ψ) nur einen Fix-
punkt mit f ′(ψ0) < 1. Rechts: Fu¨r β = 20, h = 0.5 besitzt f(ψ)
drei Fixpunkte. In diesem Fall gelten f ′(ψ1), f
′(ψ3) < 1 und
f ′(ψ2) > 1.
(unter Verwendung der in 2.1 angegebenen Differentialoperatoren L1 und L2). Diese
kann, je nach den Werten der Parameter β und h, eine oder drei Lo¨sungen besitzen
(siehe Bild 2.2).
Mit einer stationa¨ren, homogenen Lo¨sung u0 = ψ0 machen wir fu¨r eine Lo¨sung von
(2.5), (2.1) einen Sto¨rungsansatz
u(x, t) = u0 + u¯(x, t),
bzw.
ψ(x, t) = ψ0 + ψ¯(x, t).
Eingesetzt in (2.5) und (2.1) erhalten wir fu¨r kleine Sto¨rungen u¯(x, t), ψ¯(x, t) in li-
nearer Na¨herung
Lu¯ = ψ¯,
ψ¯tt − v2ψ¯xx + 2ω0ψ¯t + ω20ψ¯ = ω20γu¯+ ω0γu¯t,
(2.11)
wobei wir γ = f ′(ψ0) gesetzt haben.
Fu¨r die Sto¨rungen u¯, ψ¯ machen wir weiter folgenden Fourier-Ansatz (vgl. [Be1])
u¯(x, t) =
∞∫
−∞
A(k)eikxeλt dk,
ψ¯(x, t) =
∞∫
−∞
B(k)eikxeλt dk
und erhalten fu¨r die einzelnen Fouriermoden nach Einsetzen in (2.11)
P (λ(k))A(k) = B(k),
λ2B(k) + v2k2B(k) + 2ω0λB(k) + ω
2
0B(k) = ω
2
0γA(k) + ω0γλA(k),
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wobei wir mit P (λ) das charakteristische Polynom von L bezeichnen. Wir haben also
P (λ)A(k) −B(k) = 0,
γω0(ω0 + λ)A(k) − [(ω0 + λ)2 + v2k2]B(k) = 0.
Damit ergibt sich folgende Bestimmungsgleichung fu¨r λ(k):
P (λ)[(ω0 + λ)
2 + v2k2] = γω0(ω0 + λ).
Wir diskutieren mo¨gliche Lo¨sungen dieser Gleichung fu¨r die zwei am Anfang des
Kapitels angegeben Kerne η1 und η2.
1. Fu¨r η1(t) =
1
τ e
−t/τΘ(t) haben wir P (λ) = 1 + τλ, also erfu¨llen die Eigenwerte
λ die Gleichung
(1 + τλ)[(ω0 + λ)
2 + v2k2] = γω0(ω0 + λ). (2.12)
2. Fu¨r η2(t) =
1
τ2 te
−t/τΘ(t) ist P (λ) = (1+ τλ)2, und die obige Bestimmungsglei-
chung lautet
(1 + τλ)2[(ω0 + λ)
2 + v2k2] = γω0(ω0 + λ). (2.13)
Die charakteristischen Gleichungen (2.12) und (2.13) haben im allgemeinen komplexe
Lo¨sungen. Fu¨r die Stabilita¨t der Fixpunkte ist das Vorzeichen von Re(λ(k)) relevant:
Ist fu¨r mindestens eine Mode k ein Re(λ(k)) positiv, so ist der Fixpunkt instabil.
Dabei ist das Wachstum der Sto¨rung durch die
”
instabilsten“ Moden mit
Re(λ(kc)) = maximal
bestimmt. Fu¨r die weitere Untersuchung betrachten wir die Steigung γ der Nicht-
linearita¨t im Fixpunkt als Kontrollparameter und bestimmen denjenigen kritischen
Wert von γ(k), der zu einer Instabilita¨t der Mode k fu¨hrt.
Man ersieht aus der Definition von f , daß γ zwischen 0 und β/4 variieren kann: Aus
(1.1) folgt, daß f die Ricattische Differentialgleichung
f ′(u) = βf(1− f)
erfu¨llt. Die rechte Seite erreicht ihr Maximum β/4 fu¨r f(u) = 0.5, und ihr Minimum
0 fu¨r f(u) = 0 oder f(u) = 1.
Fu¨r γ = 0 sind die charakteristischen Polynome zerlegbar, und in beiden Fa¨llen
erhalten wir
λ1 = −1
τ
, λ2,3 = −ω0 ± iv|k|.
Dabei ist λ1 in (2.13) eine doppelte Wurzel. Man erkennt, daß fu¨r alle k gilt
Re(λ(k)) < 0,
also sind die Fixpunkte fu¨r γ = 0 immer stabil.
Wir lassen nun den Kontrollparameter γ von 0 auf β/4 wachsen. Nach der typischen
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Klassifikation kann eine Mode k auf zwei Arten instabil werden:
1. Bei einer monotonen Bifurkation wird λ = 0. Dies passiert fu¨r beide Zeitkerne bei
γc(k) =
ω20 + v
2k2
ω20
= 1 + σ2k2.
Hat f nur einen Fixpunkt, so gelten fu¨r diesen γ < 1 < γc und λ(k) < 0 fu¨r alle reellen
Wurzeln λ(k). Bei drei Fixpunkten ψ1 < ψ2 < ψ3 gelten f
′(ψ1), f
′(ψ3) < 1 und
f ′(ψ2) > 1 (siehe Bild 2.2). Im ersten Fall ist der einzige homogene Fixpunkt stabil
bezu¨glich einer monotonen Bifurkation. Bei drei Fixpunkten ist aber der mittlere
Fixpunkt instabil, und zwar bezu¨glich der Fourier - Moden mit
k2 ≤ f
′(ψ2)− 1
σ2
.
Da die homogene Mode k = 0 am instabilsten ist, fu¨hrt diese Instabilita¨t nicht zur
Strukturbildung, sondern zum Erreichen einer der beiden anderen stabilen Fixpunkte,
und zwar unabha¨ngig von der genauen Wahl des Zeitkerns η.
2. Bei einer Hopf -Bifurkation ist der Eigenwert im kritischen Punkt komplex. Mit
λ = iω erhalten wir aus (2.12) durch Trennung von Real - und Imagina¨rteil
ω20 − ω2 + v2k2 − 2τω0ω2 = γcω20
τω(ω20 − ω2 + v2k2) + 2ωω0 = γcωω0.
Das System kann nach ω und γc aufgelo¨st werden. Aus der erster Gleichung erhalten
wir
ω2 =
(1− γc)ω20 + v2k2
1 + 2τω0
.
Eingesetzt in die zweite liefert dies den kritischen Wert des Kontrollparameters
γc(k) = 2(1 + τω0) + 2
τ2
1 + τω0
v2k2.
In diesem Fall wird wieder die homogene Mode k = 0 zuerst instabil, da γ(k) bei
k = 0 sein Minimum
γc(0) = 2(1 + τω0)
annimmt. Wie man sieht, ist der kritische Wert γc immer gro¨ßer als 1. Daraus schließen
wir, daß fu¨r einen einzigen Fixpunkt, sowie fu¨r den linken und rechten Fixpunkt bei
drei Fixpunkten, diese auch bezu¨glich einer oszillatorischen Bifurkation stabil sind.
Lediglich der mittlere Fixpunkt bei drei Fixpunkten (rechtes Bild in Abb. 2.2) kann
instabil werden, und zwar unter der Bedingung
β > 8(1 + τω0). (2.14)
Fu¨r eine oszillatorische Instabilita¨t ist also erforderlich, daß die zwei Zeitskalen τ ,
gegeben durch die Verarbeitung der Signale an der Synapse, und ω0, gegeben durch
das Verha¨ltnis der axonalen Leitungsgeschwindigkeit v relativ zur La¨ngenskala σ, ge-
genu¨ber dem Anstieg β der Sigmoidfunktion an der Schwelle in einem bestimmten
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Verha¨ltnis stehen. Falls sie existiert, handelt es sich wieder um eine homogene Insta-
bilita¨t.
Wir untersuchen nun auf derselben Art die Hopf - Instabilita¨t fu¨r den zweiten synap-
tischen Kern. Mit λ = iω liefert die charakteristische Gleichung (2.13)
(1− τ2ω2)(ω20 − ω2 + v2k2)− 4τω2ω0 = γcω20
2τω(ω20 − ω2 + v2k2) + 2ωω0(1− τ2ω2) = γcω0ω.
Aus der zweiten Gleichung folgt
ω2 =
2τ(ω20 + v
2k2) + (2− γc)ω0
2τ(1 + τω0)
,
und damit erhalten wir aus der ersten Gleichung fu¨r den kritischen Parameter
τω0γ
2
c + 2b1(τω0, τvk)γc + b2(τω0, τvk) = 0,
mit den polynomialen Koeffizienten
b1(τω0, τvk) = (1− τω0)[(1 + τω0)2 − τ2v2k2],
und
b2(τω0, τvk) = −4[(1 + τω0)2 + τ2v2k2]2.
Damit la¨ßt sich der kritische Kontrollparameter bestimmen:
γc(k) =
1
τω0
(−b1(τω0, τvk) +
√
∆(τω0, τvk) ),
wobei
∆(τω0, τvk) = (1− τω0)2[(1 + τω0)2 − τ2v2k2]2
+4τω0[(1 + τω0)
2 + τ2v2k2]2 > 0
ist. Die andere Wurzel entfa¨llt, da γc > 0 sein muß. Der kritische Parameterwert γc
ist ein Polynom in τω0 und τvk. Die numerische Analyse dieser Abha¨ngigkeit fu¨hrt
zu dem Ergebniss, daß γc fu¨r alle Werte von τω0 sein Minimum bei τvk = 0 annimmt,
und dieses Minimum ist fu¨r alle zula¨ssigen Parameterwerte gro¨ßer als 2 (vgl. Bild 2.3).
Das qualitative Verhalten des Systems gegenu¨ber einer oszillatorischen Instabilita¨t hat
sich im Vergleich zum letzten Fall kaum gea¨ndert. Auch fu¨r diese Wahl des synapti-
schen Kerns erhalten wir eine homogene oszillatorische Bifurkation fu¨r den mittleren
von drei Fixpunkten, falls diese existieren und die Bedingung (2.14) erfu¨llt ist.
Die lineare Stabilita¨tsanalyse zeigt, daß bei drei Fixpunkten der linke und der rech-
te stabil sind. Der mittlere Fixpunkt ist immer instabil gegenu¨ber einer monotonen
Bifurkation bei k = 0, hinzu kommt noch eine, ebenfalls homogene, oszillatorische
Instabilita¨t, wenn die Nichtlinearita¨t steil genug ist.
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Abb. 2.3: Die Abha¨ngigkeit des kritischen Parameters γc von k
fu¨r verschiedene Werte von τω0. γc hat ein Minimum bei τvk = 0
und erfu¨llt γc ≥ 2.
2.4.2 Nichttriviale stationa¨re Lo¨sungen
Fu¨r das im letzten Abschnitt betrachtete Modell ko¨nnen direkt aus der PDG-Formulie-
rung auch inhomogene stationa¨re Lo¨sungen berechnet werden: Fu¨r zeitunabha¨ngige
Lo¨sungen folgt aus der Definition von ψ und ρ
u(x) = ψ(x) und ρ(x) = f(ψ(x)).
Das Integralmodell reduziert sich also in diesem Fall auf eine einzige Differentialglei-
chung. Wir haben nun ψx(x, t) = ψ
′(x) und erhalten fu¨r (2.5)
−v2ψ′′ + ω20ψ = ω20f(ψ), (2.15)
die in der Form
σ2ψ′′ = −V ′(ψ)
geschrieben werden kann mit dem Potential
V (ψ) =
1
β
ln {1 + exp[β(ψ − h)]} − 1
2
ψ2.
Offensichtlich gilt V → −∞ fu¨r ψ → ±∞. Fu¨r die Form von V gibt es zwei Mo¨glich-
keiten:
1. Hat die Funktion f nur einen Fixpunkt ψ0, so ist dieser auch das einzige Maxi-
mum von V .
2. Besitzt f drei Fixpunkte ψi, i = 1, 2, 3, so hat V zwei Maxima und dazwischen
ein Minimum (siehe Abb. 2.4).
Im ersten Fall ist der Fixpunkt von f auch die einzige physikalisch sinnvolle Lo¨sung
von (2.15), da die einzige beschra¨nkte Lo¨sung. Im zweiten Fall gibt es neben den
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Abb. 2.4: Beispiele fu¨r das Potential V (ψ): (a) β = 2, h = 0.5,
f(ψ) hat einen einzigen Fixpunkt ψ0; (b) β = 20, h = 0.5, f(ψ)
besitzt drei Fixpunkte.
trivialen homogenen Fixpunkten von (2.15) auch beschra¨nkte, periodische Lo¨sungen.
Ein Beispiel fu¨r eine solche Lo¨sung wurde in Abb. 2.5 dargestellt.
Interessanterweise stimmt die Bandbreite der periodischen Lo¨sungen, also
k2 ≤ f
′(ψ2)− 1
σ2
,
mit dem im letzten Abschnitt berechneten monoton instabilen Band des Fixpunktes
ψ2 u¨berein: Fu¨r kleine Oszillationen um den Fixpunkt ψ2 erhalten wir in linearer
Na¨herung
f(ψ) ≈ f(ψ2) + f ′(ψ2)(ψ − ψ2) = ψ2 + f ′(ψ2)(ψ − ψ2)
und weiter
σ2(ψ − ψ2)′′(x) + (f ′(ψ2)− 1)(ψ − ψ2) = 0,
das einem harmonischen Oszillator mit der Frequenz
k20 =
f ′(ψ2)− 1
σ2
entspricht. Fu¨r gro¨ßere Amplituden erfolgt die Oszillation anharmonisch mit einer
geringeren Frequenz (siehe rechtes Bild in Abb. 2.5).
Fu¨r h = 0.5 ist die Funktion f symmetrisch, und es gilt
V (ψ1) = V (ψ3).
In diesem Fall existiert ein heterokliner Orbit, der diese Fixpunkte verbindet und
physikalisch als stationa¨re Front interpretiert werden kann. Diese Lo¨sung wird in dem
na¨chsten Kapitel als Spezialfall erhalten.
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Abb. 2.5: Links: Beispiel fu¨r eine stationa¨re, periodische Lo¨sung
fu¨r β = 20, h = 0.5. Rechts: die Abha¨ngigkeit des Wellenvektors
der periodischen Lo¨sungen von ihrer Amplitude.
Im allgemeinen (fu¨r h 6= 0.5) sind jedoch die Maxima V (ψ1) und V (ψ3) unterschiedlich
groß. Je nachdem welcher dieser Maxima ho¨her ist, existiert ein homokliner Orbit mit
lim
x→±∞
u(x) = ψ1 oder lim
x→±∞
u(x) = ψ3.
Dieser Orbit entspricht eines stationa¨ren Pulses, der ebenfalls im na¨chsten Kapitel
na¨her untersucht wird.
Das oben definierte Potential spielt bei der Betrachtung laufender Wellen weiterhin
eine Rolle. Im na¨chsten Kapitel wird sich zeigen, daß die Differenz V (ψ1)−V (ψ3) auch
das Vorzeichen der Ausbreitungsgeschwindigkeit einer monotonen Front bestimmt
(siehe hierzu auch A.4 sowie Kapitel 4).
3 Laufende Wellen
Im letzten Kapitel haben wir fu¨r das Neuronale-Feld-Modell (2.5) entweder einen
oder drei homogene Fixpunktlo¨sungen gefunden. Wenn nur ein Fixpunkt existiert,
ist dieser stabil. Existieren dagegen drei homogene Fixpunkte, dann sind zwei davon
stabil und einer instabil. In diesem Kapitel wird gezeigt, daß in dem letzen Fall lau-
fende Wellenlo¨sungen entstehen ko¨nen, die die zwei stabilen Fixpunkte miteinander
verbinden (Fronten) oder lokale Sto¨rungen eines der Fixpunkte (Pulse) darstellen. Es
handelt sich dabei um Lo¨sungen, die weit entfernt vom Instabilita¨tspunkt existieren,
d.h. im vollen nichtlinearen Bereich des Systems. Im Grenzfall β → ∞ ko¨nnen wir
diese Lo¨sungen durch einen konstruktiven Ansatz in der Integraldarstellung des Mo-
dells ausrechnen. Fu¨r β <∞ stellen wir numerische Lo¨sungen vor, und werden dabei
die PDG - Darstellung vorziehen.
3.1 Eine Transformation auf eine mitbewegte Koordinate
Um laufende Wellenlo¨sungen des Modells (1.2) zu untersuchen, ist es vorteilhaft, die
Modellgleichung auf die mitbewegte Koordinate z := x − ct zu transformieren. Wir
fu¨hren weiter
z′ = x′ − ct, s = t− t′, u(x, t) = u˜(z, t),
ein und erhalten
u˜(z, t) =
∞∫
0
∞∫
−∞
η(s)w(z − z′ + cs)×
× f
[
u˜
(
z′ +
c
v
|z − z′ + cs|, t− s− |z − z
′ + cs|
v
)]
ds dz′.
Sucht man nach einer laufenden Welle mit konstantem Profil, d.h.
u˜(z, t) = u˜(z),
so erfu¨llt diese offensichtlich
u˜(z) =
∞∫
0
∞∫
−∞
η(s)w(z − z′ + cs) f
[
u˜
(
z′ +
c
v
|z − z′ + cs|
)]
ds dz′.
3.2 Eine Transformation auf nicht - verzo¨gerte Systeme
Wir fu¨hren in der letzten Gleichung die Transformation
y :=


(
1− cv
)
z′ + cv (z + cs) fu¨r z
′ ≤ z + cs
(
1 + cv
)
z′ − cv (z + cs) fu¨r z′ > z + cs
durch, und erhalten fu¨r eine mit der Geschwindigkeit c laufenden Welle
u˜(z) =
∞∫
0
ds η(s)
∞∫
−∞
dy w˜(z − y + cs) f(u˜(y)) (3.1)
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Abb. 3.1: Fu¨r laufende Wellen ist das retardierte Modell einem
nichtretardierten Modell mit einem modifizierten Kern a¨quiva-
lent. Der neue Kern ist asymmetrisch und hat bei x = 0 eine
Unstetigkeit.
mit dem neuen Kern
w˜(x) :=


w
(
x
1− cv
)
/
(
1− c
v
)
fu¨r x ≥ 0
w
(
x
1 + cv
)
/
(
1 +
c
v
)
fu¨r x < 0
.
Der Kern w˜ ist normiert, jedoch nicht symmetrisch (siehe Abb. 3.1). In dieser Asy-
metrie steckt quasi die Zeitverzo¨gerung, die nun in der Gleichung fu¨r u˜ eliminiert
wurde. Laufende Wellenlo¨sungen fu¨r das retardierte Modell sind also Lo¨sungen eines
nichtretardierten Modells mit einem modifizierten Kern.
3.3 Exakt lo¨sbare Modelle
Im Grenzfall β →∞ reduziert sich das Modell (1.2) auf
u(x, t) =
t∫
−∞
∞∫
−∞
η(t− t′)w(x − x′)Θ
[
u
(
x′, t′ − |x− x
′|
v
)
− h
]
dt′ dx′, (3.2)
wobei Θ die Heaviside-Stufenfunktion bezeichnet. In diesem Fall ist fu¨r die Auswer-
tung des Integrals nur wichtig, wie die
”
aktiven“ Intervalle mit u ≥ h aussehen. Mit
einem apriori-Ansatz fu¨r diese Intervalle kann die Lo¨sung u explizit ausgerechnet
werden. Zum Schluß verifiziert man die gestellte Voraussetzung und gewinnt daraus
Existenzbedingungen fu¨r die Lo¨sung sowie Werte der freien Parameter. Wir wollen
dies fu¨r die zwei bisher betrachteten synaptischen Kerne
η1(t) =
1
τ
e−t/τ Θ(t) und η2(t) =
1
τ2
te−t/τ Θ(t),
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jeweils in Kombination mit dem ra¨umlichen Kern
w(x) =
1
2σ
e−|x|/σ,
verdeutlichen und berechnen mit dieser Methode zwei Arten von laufenden Wel-
lenlo¨sungen. Da Zeit- und Ortskoordinate frei skalierbar sind, ko¨nnen wir diese gema¨ß
x→ x
σ
, t→ t
τ
, v → v τ
σ
auf dimensionslose Gro¨ßen transformieren. Also setzen wir ohne Einschra¨nkung σ = 1,
τ = 1 voraus. Damit bleiben uns zwei freie Parameter, na¨mlich die mittlere Schwelle
h fu¨r das Entstehen eines Aktionspotentials und die axonale Leitungsgeschwindigkeit
der Aktionspotentiale v. Besonders interessant ist die Frage, wie sich die Retardie-
rung in dem Modell (3.2), also schließlich der Parameter v auf die laufenden Wellen
auswirkt. Ebenfalls von Interesse ist der Einfluß der Schwelle h. Diese ha¨ngt zwar
nur von dem anatomischen Aufbau des Netzes ab, eine homogene Anregung auf das
Netz p(x, t) = p wirkt sich jedoch in Gleichung (1.2) aus wie eine Verschiebung dieser
Schwelle. Somit sagt uns die Abha¨ngigkeit von h auch etwas aus u¨ber den Einfluß
einer a¨ußeren Anregung auf die Wellenlo¨sungen.
Wir suchen jetzt explizit nach laufenden Wellen, also nach Lo¨sungen der Form
u(x, t) = g(z) mit z := x− ct,
wobei die Geschwindigkeit c zuna¨chst die Rolle eines unbekannten Parameters spielt,
der spa¨ter aus den Existenzbedingungen bestimmt wird. Dabei setzen wir im folgen-
den voraus, daß jeweils zwei stabile homogene Lo¨sungen existieren. Hierzu muß die
Bedingung h < 1 erfu¨llt werden. In diesem Fall sind u ≡ 0 (
”
Ruhezustand“) und
u ≡ 1 (
”
angeregter Zustand“) die zwei homogenen stationa¨ren Lo¨sungen von (3.2).
Wir setzen weiter voraus, daß die Ausbreitungsgeschwindigkeit der Lo¨sung kleiner
als die Leitungsgeschwindigkeit der Aktionspotentiale entlang der Axonen ist, d.h.
wir beschra¨nken uns auf 0 ≤ c < v. Mit diesem Ansatz folgt unter Benutzung der
Transformation (3.1)
g(z) =
∞∫
0
ds η(s)
∞∫
−∞
dy w˜(z − y + cs) Θ(g(y)− h)
mit dem Kern
w˜(x) =


1
2
exp
(
− x
1− cv
)
/
(
1− c
v
)
fu¨r x ≥ 0
1
2
exp
( −|x|
1 + cv
)
/
(
1 +
c
v
)
fu¨r x < 0
. (3.3)
Wird das Integral u¨ber s ausgewertet, so erha¨lt man fu¨r eine laufende Wellenlo¨sung
die einfache Integralgleichung
g(z) =
∞∫
−∞
dy k(z − y) Θ(g(y)− h) (3.4)
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Abb. 3.2: Beispiel fu¨r die Kerne k(x). Die Parameter betragen
v = 1, c = 0.5, a1 = a2 = 0.5, b1 = b2 = 0.25.
mit dem Kern
k(x) :=
∞∫
0
η(s)w˜(x+ cs) ds. (3.5)
Im Anhang (siehe A.2) wurde der Kern k fu¨r die zwei Kombinationen von synaptischen
und ra¨umlichen Kern und fu¨r 0 ≤ c < v ausgewertet. Fu¨r den ersten Kern erha¨lt man
k(x) =


a1(v, c)e
−vx/(v−c) fu¨r x ≥ 0
(a1(v, c)− a2(v, c))ex/c + a2(v, c)evx/(v+c) fu¨r x < 0
mit den Koeffizienten
a1(v, c) =
1
2
v
v − c+ vc und a2(v, c) =
1
2
v
v + c− vc ,
und fu¨r η2(s) = se
−sΘ(s) folgt
k(x) =


b1(v, c)e
−vx/(v−c) fu¨r x ≥ 0
[
b1(v, c)− b2(v, c)− (a1 − a2)x
c
]
ex/c + b2(v, c)e
vx/(v+c) fu¨r x < 0
mit den zusa¨tzlichen Koeffizienten
b1(v, c) =
1
2
v(v − c)
(v − c+ vc)2 und b2(v, c) =
1
2
v(v + c)
(v + c− vc)2 .
Im Sonderfall c = 0 ergibt sich direkt aus (3.5)
k(x) = w˜(x) = w(x) =
1
2
e−|x|.
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Der Kern k hat einen typischen Verlauf, wie in Abb. 3.2 dargestellt. Da k(x) positive
Funktionen integriert, ist k stetig und positiv. Weiterhin hat k ein Maximum bei
x = 0 und ist wegen
∞∫
−∞
k(x) dx =
∞∫
0
ds η(s)
∞∫
−∞
dx w˜(x+ cs) =
∞∫
0
ds η(s)
∞∫
−∞
dy w˜(y) = 1
normiert. Um laufende Wellenlo¨sungen zu bekommen, muß nun die nichtlineare Inte-
gralgleichung (3.4) gelo¨st werden.
3.3.1 Fronten
Der einfachste Ansatz fu¨r g, der das Auswerten des Integrals in (3.4) erlaubt, ist eine
einfache Grenze zwischen inaktiven (g(z) < h) und aktiven (g(z) ≥ h) Bereichen.
Da wir die z - Achse bereits in Richtung der Ausbreitungsgeschwindigkeit festgelegt
haben (durch die Wahl c ≥ 0), gibt es zwei Mo¨glichkeiten, wie die Front aussehen
kann: monoton wachsend, bzw. monoton fallend in z. Wir untersuchen zuerst eine
monoton wachsende Front, d.h. wir setzen
g(z) =
{ ≥ h fu¨r z ≥ 0
< h fu¨r z < 0
.
Mit diesem Ansatz kann die Lo¨sung sofort durch Integration ausgerechnet werden:
Man bekommt mit
g(z) =
∞∫
0
dy k(z − y) =
z∫
−∞
dy k(y)
das Profil der mit c laufenden Front. Das obige Integral stellt tatsa¨chlich eine monoton
wachsende Funktion dar, da k positiv ist.
1. Fu¨r ein Netz mit η1(s) = e
−sΘ(s) erhalten wir
g(z) =


1− 1
2
v − c
vc+ v − ce
−vz/(v−c) fu¨r z ≥ 0
1
2
(
vc
v − c+ vc −
vc
v + c− vc
)
ez/c +
1
2
v + c
v + c− vce
vz/(v+c) fu¨r z < 0
.
Es muß, wie oben angenommen, g(0) = h gelten. Diese Bedingung kann nach c auf-
gelo¨st werden und legt damit die Ausbreitungsgeschwindigkeit der Front fest. Wir
erhalten in diesem Fall
c = v
2h− 1
2h− 1 + 2v(1− h) .
Da der letzte Ausdruck positiv und kleiner als v sein soll, ergibt sich hieraus die
Einschra¨nkung h > 1/2. Dies ist eine Existenzbedingung fu¨r eine monoton wachsende,
nach rechts laufende Front.
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Abb. 3.3: Profil der laufenden Fronten fu¨r das Modell mit η1(s) =
e−sΘ(s) fu¨r verschiedene Werte der Parameter v und h. Oben:
bei konstantem v = 1 und verschiedene Werte von h. Unten: bei
konstantem h = 0.6 und verschiedene Werte von v.
Mit einem entsprechenden Ansatz lassen sich das Profil und die Existenzbedingung
einer monoton fallenden Front berechnen. Es stellt sich aber heraus, daß diese von
der oben betrachteten wachsenden Front nicht unabha¨ngig ist.
Hat man na¨mlich, wie oben, fu¨r einen Wert des Parameters h˜ eine Lo¨sung u˜(x, t) von
(3.2) gefunden, so ist
u(x, t) = 1− u˜(x, t)
ebenfalls eine Lo¨sung von (3.2), die einem Parameter
h = 1− h˜
entspricht (siehe Anhang A.3). Sei nun h < 1/2. Fu¨r diesen Parameterwert gibt es
keine monoton wachsende, nach rechts laufende Front. Es ist jedoch h˜ > 1/2, also
existiert fu¨r h˜ eine solche Lo¨sung u˜(x, t). Transformiert man diese wie oben, dann ist
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Abb. 3.4: Geschwindigkeit der laufenden Fronten aus Bild 3.3.
Oben: die Abha¨ngigkeit von der Schwelle h fu¨r verschiedene Wer-
te von v. Unten: die Abha¨ngigkeit von der Retardierung fu¨r ver-
schiedene Werte von h.
u eine monoton fallende, ebenfalls nach rechts laufende Front, die die Modellgleichung
fu¨r h lo¨st. Fu¨r h < 1/2 haben wir also mit
g(z) =


1
2
(v − c)
v − c+ vce
−vz/(v−c) fu¨r z ≥ 0
1− 1
2
(
vc
v − c+ vc −
vc
v + c− vc
)
ez/c − 1
2
v + c
v + c− vce
vz/(v+c) fu¨r z < 0
eine monoton fallende Front, die sich mit der Geschwindigkeit
c = v
1− 2h
1− 2h+ 2vh
nach rechts ausbreitet.
Fu¨r alle Werte h < 1 bekommen wir demnach laufende Wellenlo¨sungen, die die beiden
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Abb. 3.5: Profil der laufenden Fronten fu¨r das Modell mit η2(s) =
se−sΘ(s) fu¨r verschiedene Werte der Parameter v und h. Oben:
bei konstantem v = 1 und verschiedene Werte von h. Unten: bei
konstantem h = 0.6 und verschiedene Werte von v.
homogenen, stabilen Fixpunkte des Systems (0 und 1) verbinden, welche asymptotisch
fu¨r z → ±∞ erhalten werden. Fu¨r h > 1/2 bewegt sich die Front von der inaktiven
Seite in Richtung der aktiven Seite, aktive Punkte werden also deaktiviert. Fu¨r h <
1/2 ist es genau umgekehrt. Schließlich ergibt sich fu¨r h = 1/2 eine stationa¨re Front.
In Bild 3.3. wurden die Profile der laufenden Fronten fu¨r verschiedene Werte von v
und h dargestellt. Dabei la¨ßt sich die stationa¨re Front (fu¨r h = 0.5) als
g(z) =
z∫
−∞
dy w˜(y) =


1− 1
2
e−z fu¨r z ≥ 0
1
2
ez fu¨r z < 0
berechnen. Weiterhin wurde in Bild 3.4 die Geschwindigkeit c der laufenden Fronten
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in Abha¨ngigkeit der beiden Parameter v und h dargestellt.
Die Retardierung hat auf die Existenz der laufenden Fronten keinen Einfluß, außer
was die Ausbreitungsgeschwindigkeit betrifft: Je schneller sich Aktionspotentiale ent-
lang der Axonen ausbreiten, desto gro¨ßer ist auch die Geschwindigkeit der Fronten.
Laufende Fronten existieren außerdem auch fu¨r v → ∞, d.h. im Falle des nichretar-
dierten Modells. In diesem Grenzfall bekommen wir die Ergebnisse aus ([Er2]) wieder.
Stellt man sich ein reelles Netz vor, das zum Beispiel durch Einwirken einer lokalen
a¨ußeren Anregung auf einem gro¨ßeren Abschnitt in den angeregten Zustand u = 1
versetzt wurde, so la¨ßt sich die Dynamik der Grenze zwischen den angeregten und
nichtangeregten Intervallen voraussagen, nachdem die a¨ußere Anregung aufho¨rt. Da-
bei dient die Schwelle h als Kontrollparameter: Ist die Schwelle h klein genug (die
Ha¨lfte des maximalen Wertes der Depolarisation), so kann sich die Anregung zu den
Nachbarregionen ausbreiten. Anders stirbt diese ab, und das Netz erreicht nach einer
gewissen Zeit den Grundzustand.
2. Wir betrachten nun das zweite Netz mit η2(s) = se
−sΘ(s). Mit den obigen Nota-
tionen erhalten wir fu¨r eine nach rechts laufende, monoton wachsende Front
g(z) =


1− b1 v − c
v
e−vz/(v−c) fu¨r z ≥ 0
c[b1 − b2 + a1 − a2 + (a1 − a2)z]ez/c + b2 v + c
v
evz/v+c fu¨r z < 0
.
Aus der Bedingung
g(0) = h
ergibt sich in diesem Fall die Ausbreitungsgeschwindigkeit zu
c = v
1−
√
2(1− h)
1−
√
2(1− h) + v
√
2(1− h) .
Da c wiederum positiv und kleiner als v sein soll, bekommen wir als Existenzbedingung
fu¨r eine monoton wachsende, nach rechts laufende Front erneut die Bedingung
h > 1/2.
Wie im letzten Fall la¨ßt sich zeigen, daß fu¨r h < 1/2 eine entsprechende monoton
fallende Front existiert, die sich mit der Geschwindigkeit
c = v
1−√2h
1−
√
2h+ v
√
2h
ausbreitet. Die Lo¨sung und die Ausbreitungsgeschwingigkeit wurden in Abb. 3.5 und
3.6 fu¨r verschiedene Parameter dargestellt.
In [Er2] wurde bereits gezeigt, daß die Ausbreitungsrichtung der Front im Spezialfall
v → ∞ nur von der funktionalen Form von f abha¨ngt, jedoch nicht von der explizi-
ten Struktur der Integrationskerne: Die Ausbreitungsgeschwindigkeit einer monoton
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Abb. 3.6: Geschwindigkeit der laufenden Fronten aus Bild 3.5.
Oben: die Abha¨ngigkeit von der Schwelle h fu¨r verschiedene Wer-
te von v. Unten: die Abha¨ngigkeit von der Retardierung fu¨r ver-
schiedene Werte von h.
wachsenden Front hat nach [Er2] dasselbe Vorzeichen wie das Integral
u+∞∫
u−∞
{u− f(u)} du.
Dabei sind u−∞ und u+∞ die zwei stabilen Fixpunkte, die durch die laufende Front
verbunden werden (fu¨r den Beweis siehe A.4).
Die Analyse des retardierten Modells zeigt nun, daß dies auch fu¨r endliche Werte
von v und β → ∞ gilt. Wir haben gezeigt, daß die Ausbreitungsrichtung der Front
(zur angeregten Region hin oder umgekehrt) nur von dem Parameter h abha¨ngt:
fu¨r h < 1/2 bewegt sich die Front in Richtung des angeregten Intervalls hin, fu¨r
h > 1/2 umgekehrt. In U¨bereinstimmung erhalten wir in diesem Fall mit u−∞ = 0
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und u+∞ = 1 auch fu¨r das obige Integral
1∫
0
{u−Θ(u− h)} du = h− 1
2
.
3.3.2 Pulse
Wir wollen nun mit der obigen Methode eine neue Form von laufenden Wellen konstru-
ieren und suchen explizit nach laufenden Pulsen, d.h. Lo¨sungen der Integralgleichung
(3.4) von der Form
g(z) =
{ ≥ h fu¨r 0 ≤ z ≤ a
< h sonst
.
Dabei haben wir nun zwei unbekannte Parameter: Die Ausbreitungsgeschwindigkeit c
sowie die Breite des Pulses a. Mit dem obigen Ansatz la¨ßt sich das Profil der laufenden
Welle ausrechnen als
g(z) =
a∫
0
dy k(z − y) =
z∫
z−a
dy k(y).
Wir beschra¨nken uns im folgenden auf den Kern η1(s) = e
−sΘ(s). Mit den vorherigen
Notationen erhalten wir
g(z) =


a1
v − c
v
(
eva/(v−c) − 1
)
e−vz/(v−c) fu¨r z ≥ a
1− a1 v − c
v
e−vz/(v−c) − c(a1 − a2)e(z−a)/c − a2 v + c
v
ev(z−a)/(v+c)
fu¨r 0 ≤ z < a
c(a1 − a2)
(
1− e−a/c
)
ez/c + a2
v + c
v
(
1− e−va/(v+c)
)
evz/(v+c)
fu¨r z < 0
.
Die erhaltene Lo¨sung muß
g(0) = g(a) = h (3.6)
erfu¨llen. Hieraus ergeben sich die zwei unbekannten Parameter c und a. Das System
(3.6) ist nur fu¨r h < 1/2 und v < vmax lo¨sbar, wobei vmax gegeben ist durch
vmax =
(
1− 2h
2h
)
ln
(
1
1− 2h
)
.
Im Gegensatz zu laufenden Fronten, die fu¨r alle Werte von v existieren, lassen sich
also Pulse nur fu¨r beschra¨nkte axonale Leitungsgeschwindigkeiten v < vmax finden
(siehe Bild 3.7). Die Pulslo¨sungen existieren damit nicht fu¨r v →∞, sie sind also ein
Effekt der Retardierung.
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Abb. 3.7: Existenzbereich der laufenden Pulslo¨sungen in der h-v-
Ebene.
Das Profil der Welle sowie die Ausbreitungsgeschwindigkeit und die Breite a wurden
in den Abbildungen 3.8-3.10 dargestellt. Der numerischen Berechnung zufolge ha¨ngt
die Ho¨he der Pulse insbesonders von der Schwelle h ab, wa¨hrend die Breite a sowohl
von h als auch von der Leitungsgeschwindigkeit v beeinflußt wird.
Die Ausbreitungsgeschwindigkeit c der Pulse ha¨ngt monoton von der Schwelle h ab: Je
ho¨her die Schwelle, desto langsamer breiten sich die Pulse aus. Ha¨lt man die Schwelle
h fest, und benutzt v als Kontrollparameter, so sieht man, daß die Kurve c(v) ein
Maximum hat (vgl. Bild 3.9): Die Ausbreitungsgeschwindigkeit der Pulse ist dann
maximal bei einem mittleren Wert der axonalen Leitungsgeschwindigkeit v.
Die oben ausgerechnete Lo¨sung geht von einer positiven Ausbreitungsgeschwindigkeit
c > 0 aus. Betrachtet man den Speziallfall c = 0, dann erha¨lt man fu¨r alle h < 1/2
den stationa¨ren Puls
g(z) =
1
2
z∫
z−a
e−|y|dy =


1
2
(
ea−z − e−z) fu¨r z ≥ a
1− 1
2
(
ez−a + e−z
)
fu¨r 0 ≤ z < a
1
2
(
ez − ez−a) fu¨r z < 0
.
Dieser ist symmetrisch und hat unabha¨ngig von v die Breite
a = − ln(1− 2h).
Genau wie bei der Konstruktion von monoton abfallenden Fronten fu¨r h > 1/2 aus
den monoton wachsenden Frontlo¨sungen fu¨r h < 1/2 lassen sich mit
g˜(z) = 1− g(z)
(vgl. Anhang A.3) auch fu¨r h > 1/2 laufende und stationa¨re Pulse konstruieren mit
g˜(z) → 1 fu¨r z → ±∞.
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Abb. 3.8: Profil der laufenden Pulse fu¨r verschiedene Werte der
Parameter v und h. Oben: bei konstantem v = 0.5 und ver-
schiedene Werte von h. Unten: bei konstantem h = 0.25 und
verschiedene Werte von v.
Insgesamt lassen sich also fu¨r alle Werte der Schwelle h, die zwei stabile homoge-
ne Zusta¨nde zulassen (h < 1), laufende Fronten und Pulse, sowie stationa¨re Pulse
konstruieren. Durch das Variieren des Parameters h wird lediglich die Rolle der zwei
stabilen Fixpunkte gea¨ndert. Fu¨r kleine Schwellen h < 1/2 erfolgt die Ausbreitung der
Front in Richtung der Halbebene mit g(z) → 0, und es existieren Pulse mit g(z) → 0
fu¨r z → ±∞. Fu¨r große Schwellen h > 1/2 vertauscht sich die Rolle der zwei stabilen
Fixpunkte: Die Front breitet sich in Richtung der Halbebene mit g(z) → 1 aus, und
die existierenden Pulse erfu¨llen g(z) → 1 fu¨r z → ±∞.
Besonders interessant ist die Frage, ob die oben konstruierten Wellen stabil gegenu¨ber
Sto¨rungen sind, und welche der koexistierenden Lo¨sungen (Fronten oder Pulse) tat-
sa¨chlich beobachtet werden. Im na¨chsten Abschnitt werden die um die exakten Lo¨sun-
gen linearisierten Gleichungen aufgestellt, welche die zeitliche Entwicklung von Sto¨run-
gen dieser Lo¨sungen in erster Ordnung beschreiben. Es stellt sich dabei heraus, daß
selbst in linearer Na¨herung die Gleichungen fu¨r die Sto¨rung nur in Speziallfa¨llen ana-
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Abb.3.9: Geschwindigkeit der laufenden Pulse aus Bild 3.8. Oben:
die Abha¨ngigkeit von der Schwelle h fu¨r verschiedene Werte von
v. Unten: die Abha¨ngigkeit von der Retardierung fu¨r verschiedene
Werte von h.
lytisch lo¨sbar sind. Im allgemeinen kann keine Aussage u¨ber die lineare Stabilita¨t
gemacht werden.
Im Abschnitt 3.5. wird die Ausbreitung von Wellen schließlich numerisch untersucht.
Dabei werden numerische Simulationen der vollen Gleichung (2.5) vorgestellt, und
neben der Θ-Funktion auch abgegla¨ttete Funktionen (endliche Werte von β) beru¨ck-
sichtigt. In diesen Simulationen werden sowohl Fronten, als auch laufende Pulse beob-
achtet. Die Anfangsbedingungen entscheiden dann daru¨ber, welche dieser Lo¨sungen
auftritt.
3.4 Linearisierte Gleichungen
In diesem Abschnitt wollen wir die Entwicklung einer Sto¨rung der im letzten Abschnitt
konstruierten Lo¨sungen analysieren. Wir gehen dabei von der am Anfang von Kapitel
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Abb. 3.10: Breite der laufenden Pulse aus Bild 3.8. Oben: die
Abha¨ngigkeit von der Schwelle h fu¨r verschiedene Werte von v.
Unten: die Abha¨ngigkeit von der Retardierung fu¨r verschiedene
Werte von h.
2 hergeleiteten Integro-Differentialgleichung
Lu(x, t) =
∞∫
−∞
w(x − x′)Θ
[
u
(
x′, t− |x− x
′|
v
)
− h
]
dx′
aus. Die im letzen Abschnitt betrachteten Lo¨sungen lassen sich aus dieser Darstellung
der Modellgeichung ebenfalls konstruieren. Auf diesem Wege ist ihre Herleitung je-
doch aufwendiger (vgl. [En2]), weshalb wir im letzen Abschnitt die Integralgleichun-
gen vorgezogen haben. Fu¨r die physikalische Interpretation ist jedoch die Integro-
Differentialgleichung von Vorteil, denn sie gibt die zeitliche Entwicklung der Lo¨sung
zum Zeitpunkt t in Abha¨ngigkeit der Werte u(., t′) zu allen vergangenen Zeiten t′ < t
wieder.
Wir betrachten die Sto¨rung einer im letzten Abschnitt berechneten exakten Lo¨sung.
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Mit
u(x, t) = g(x− ct) + U(x, t)
folgt fu¨r die Sto¨rung U(x, t) unter Beru¨cksichtigung von
Θ(u− h) = Θ(g + U − h) ≈ Θ(g − h) + δ(g − h)U
zuna¨chst
LU(x, t) =
∞∫
−∞
w(x − x′)δ
[
g
(
x′ + ct− c
v
|x− x′|
)
− h
]
dx′.
Fu¨r die unter dem Integral auftretende Delta-Funktion gilt
δ
[
g
(
x′ + ct− c
v
|x− x′|
)
− h
]
=
∑
xi
δ(x′ − xi)
|∂x′g
(
x′ + ct− cv |x− x′|
) | ,
wobei xi die Lo¨sungen der Gleichung
g
(
xi + ct− c
v
|x− xi|
)
= h
sind und von dem betrachteten Punkt x, t abha¨ngen. Fu¨r Fronten hat die obige Glei-
chung eine einzige Lo¨sung x1, gegeben durch
x1 =


ct− c
v
x
1− c
v
fu¨r x ≥ ct
ct+
c
v
x
1 +
c
v
fu¨r x < ct
. (3.7)
Fu¨r Pulse gibt es zwei Lo¨sungen: x1, gegeben durch (3.7), und x2, gegeben durch
x2 =


ct+ a− c
v
x
1− c
v
fu¨r x ≥ ct+ a
ct+ a+
c
v
x
1 +
c
v
fu¨r x < ct+ a
. (3.8)
Fu¨r die oben auftretenden inneren Ableitungen folgen mit diesen Werten
∂x′g
(
x′ + ct− c
v
|x− x′|
)
|x′=x1 =


g′(0)
(
1− c
v
)
fu¨r x ≥ ct
g′(0)
(
1 +
c
v
)
fu¨r x < ct
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sowie
∂x′g
(
x′ + ct− c
v
|x− x′|
)
|x′=x2 =


g′(a)
(
1− c
v
)
fu¨r x ≥ ct+ a
g′(a)
(
1 +
c
v
)
fu¨r x < ct+ a
.
Insgesamt erhalten wir fu¨r die Sto¨rung U(x, t) einer Front
LU(x, t) =


1
|g′(0)|
w
(
x− ct
1− cv
)
1− c
v
U

ct−
c
v
x
1− c
v
,
t− x
v
1− c
v

 fu¨r x > ct
1
|g′(0)|
w
(
x− ct
1 + cv
)
1 +
c
v
U

ct+
c
v
x
1 +
c
v
,
t+
x
v
1 +
c
v

 fu¨r x < ct
. (3.9)
Man beachte, daß das Zeitargument
t1 =
t± x
v
1± c
v
auf der rechten Seite immer kleiner als t und mit dem Ortsargument x1 durch x1 = ct
verbunden ist. Die Entwicklung der Sto¨rung an der Stelle x, t ha¨ngt also ab von dem
Wert der Sto¨rung zu einem fru¨heren Zeitpunkt t1und dem Punkt x1, in welchem sich
zu dieser Zeit gerade die Frontmitte befand.
Entsprechend erha¨lt man fu¨r die Sto¨rung eines laufenden Pulses die Entwicklungs-
gleichung
LU(x, t) =
w˜(x− ct)
|g′(0)| U (ct1, t1) +
w˜(x − ct− a)
|g′(a)| U (a+ ct2, t2) , (3.10)
wobei w˜ die in (3.3) definierte Funktion darstellt, und t2 durch
t2 =
t± x− a
v
1± c
v
gegeben ist.
Wir erhalten also fu¨r die Entwicklung einer Sto¨rung in linearer Na¨herung wieder re-
tardierte Gleichungen. Obwohl die Modellgleichung in der Integralform (1.2) ebenfalls
retardiert ist, la¨ßt sich in dem Fall die Retardierung durch
”
geschicktes“ Differenzie-
ren auf (2.5) aufheben. Dies gelingt jedoch nicht bei den obigen Sto¨rungsgleichungen.
In Spezialfa¨llen la¨ßt sich trotzdem aus den obigen Gleichungen die Entwicklung der
Sto¨rung in linearer Na¨herung angeben:
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1. Fu¨r L1 = 1 + ∂t und h = 1/2 wurde im letzen Abschnitt eine stationa¨re Front mit
c = 0 und |g′(0)| = 1/2 konstruiert. Fu¨r eine Sto¨rung dieser Lo¨sung erhalten wir aus
(3.9)
Ut(x, t) = −U(x, t) + e−|x|U
(
0, t− |x|
v
)
.
Die Sto¨rung in dem Punkt x = 0 bestimmt also die Entwicklung der Sto¨rung fu¨r
alle anderen Punkte. Aus der obigen Gleichung folgt fu¨r die zeitliche Entwicklung der
Sto¨rung im Punkt x = 0
U˙(0, t) = −U(0, t) + U(0, t) = 0,
also bleibt eine im Punkt x = 0 auftretende Sto¨rung fu¨r alle Zeiten konstant. Fu¨r die
anderen Punkte folgt
U(x, t) = U(x, 0)e−t + U(0, 0)e−|x|(1− e−t). (3.11)
Fu¨r t→∞ strebt die Sto¨rung einen stationa¨ren Zustand
U(x, t) = U(0, 0)e−|x| (3.12)
an, der nur von der Sto¨rung bei t = 0 im Punkt x = 0 abha¨ngt. Es la¨ßt sich außerdem
zeigen, daß fu¨r t → ∞ die neue Lo¨sung u(x) = g(x) + U(x) na¨herungsweise eine um
x0 verschobene Front ist, wobei x0 durch
x0 = ln(1 + 2U(0, 0))
gegeben ist: Haben wir fu¨r t < 0 die stationa¨re Front
g(x) =


1− 1
2
e−x fu¨r x ≥ 0
1
2
ex fu¨r x < 0
als Lo¨sung, und wird diese bei t = 0 gesto¨rt gema¨ß
u(x, 0) = g(x) + U(x, 0),
dann erhalten wir fu¨r t → ∞ unter Beru¨cksichtigung von (3.11) und (3.12) wieder
einen stationa¨ren Zustand. Dieser ist gegeben durch
u(x, t→∞) =


1−
(
1
2
− U(0, 0)
)
e−x fu¨r x ≥ 0
(
1
2
+ U(0, 0)
)
ex fu¨r x < 0
.
Mit der oben definierte La¨nge x0 la¨ßt sich das letze Ergebnis in der Form
u(x, t→∞) =


1− 1
2
e−(x−x0) fu¨r x ≥ 0
1
2
ex−x0 fu¨r x < 0
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schreiben. Vergleicht man dies mit der ungesto¨rten Front, so sieht man, daß die neue
Lo¨sung u(x, t→∞) eine einfache Verschiebung um x0 der urspru¨nglichen Front g(x)
darstellt. Bemerkenswert ist, daß der Wert x0 nur von U(0, 0) bestimmt wird, d.h.
das System vergißt Sto¨rungen, die nicht die Frontmitte x = 0 betreffen.
2. Wir betrachten nun die Sto¨rung eines stationa¨ren Pulses. Fu¨r diese Lo¨sung haben
wir wieder c = 0 sowie
|g′(0)| = |g′(a)| = 1− e
−a
2
.
Damit folgen x1 = 0 und x2 = a fu¨r alle x, t. Wir erhalten also
Ut(x, t) = −U(x, t) + 1
1− e−a
[
e−|x|U
(
0, t− |x|
v
)
+ e−|x−a|U
(
a, t− |x− a|
v
)]
.
Jetzt ha¨ngt die zeitliche Entwicklung der Sto¨rung fu¨r alle Punkte x, t von der Sto¨rung
in den zwei Punkten 0 und a ab. Fu¨r diese Punkte folgen aus der obigen Gleichung
U˙(0, t) = −U(0, t) + 1
1− e−a
[
U (0, t) + e−aU
(
a, t− a
v
)]
,
U˙(a, t) = −U(a, t) + 1
1− e−a
[
e−aU
(
0, t− a
v
)
+ U (a, t)
]
.
Fu¨hrt man die Variablen
U±(t) := U(0, t)± U(a, t)
ein, dann erha¨lt man aus dem obigen System die entkoppelten Gleichungen
U˙+(t) =
e−a
1− e−a
[
U+(t) + U+
(
t− a
v
)]
,
U˙−(t) =
e−a
1− e−a
[
U−(t)− U−
(
t− a
v
)]
.
Wir nehmen an, daß sich das System fu¨r t < 0 in der exakten Lo¨sung befindet, die
zur Zeit t = 0 gesto¨rt wird. O.B.d.A erfolge die Sto¨rung so, daß U+(0) positiv ist.
Aus dem obigen System folgt fu¨r t < a/v
U+(t) = U+(0)e
αt
mit α := 1/(ea − 1) > 0: Die Sto¨rung U+(t) wa¨chst exponentiell fu¨r t < a/v und ist
damit positiv. An diesem Verhalten a¨ndert sich auch fu¨r t > a/v nichts: da U+(t
′) > 0
fu¨r alle 0 ≤ t′ < t gilt, folgt weiterhin U˙+(t) > 0, also wird die Sto¨rung immer gro¨ßer.
Wa¨ren die stationa¨ren Pulse stabil, dann mu¨ßten die Sto¨rungen U(0, t) und U(a, t)
zumindest beschra¨nkt bleiben, damit aber auch die Variable U+(t). Da U+ wa¨chst,
schließen wir, daß stationa¨re Pulse immer instabil gegenu¨ber kleinen Sto¨rungen sind.
Die Frage bleibt offen, ob die Sto¨rungsgleichungen (3.9) und (3.10) im allgemeinen
analytisch zu lo¨sen sind.
Da wir im allgemeinen Fall aus dem linearisierten Problem keine Aussage u¨ber die Sta-
bilita¨t der Lo¨sungen erhalten haben, werden wir diese im na¨chsten Kapitel numerisch
untersuchen, und zwar durch Simulation der vollen nichtlinearen Gleichung.
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x
u
(x,
0)
ψ1 ψ1
ψ3
∆
Abb. 3.11: Anfangsdaten fu¨r die numerische Simulationen. Es
wird nur der Fall analysiert, wenn f(ψ) drei Fixpunkte besitzt.
Dabei sind ψ1 und ψ3 die zwei stabilen Fixpunkte (siehe Ab-
schnitt 2.3.1).
3.5 Numerische Lo¨sungen
Wir haben mit der im Kapitel 4 dargestellten Methode das System (2.5), (2.1) fu¨r
verschiedene Parameterwerte numerisch simuliert. Als Anfangsbedingung wurde die
in Bild 3.11 dargestellte Verteilung benutzt, die am Anfang der Simulation als sta-
tiona¨r angenommen wird: Das Feld befindet sich im stabilen angeregten Zustand ψ3
auf einem endlichen Intervall, im u¨brigen Raum befinden sich die Zellen im stabilen
Ruhezustand ψ1. Eine solche Verteilung ist in einem realen Netz gut vorstellbar, sie
kann zum Beispiel durch die lokale Wirkung einer a¨ußeren Anregung erzeugt werden.
Unser Interesse gilt folgenden Fragen: Wie entwickelt sich die Depolarisation u, nach-
dem eine solche lokalisierte Anregung beendet ist? Was ist die Dynamik der Grenze
zwischen angeregten und nicht-angeregten Gebieten?
Als erstes wurde das Modell mit β → ∞ und η1(t) = e−tΘ(t) fu¨r h < 1/2 und
v < vmax analysiert. Fu¨r diese Parameter haben wir im Abschnitt 3.3 die Koexistenz
von laufenden Fronten und Pulsen erhalten. Die numerischen Simulationen zeigen,
daß die Breite ∆ des angeregten Intervalls in der Anfangsverteilung u¨ber das quali-
tative Verhalten des Systems entscheidet. Wenn dieses Intervall klein genug ist, bil-
den sich aus der Anfangsverteilung zwei Pulse, die auseinander laufen. Ein Beispiel
hierfu¨r ist in Abb. 3.12 dargestellt. Dabei betra¨gt die Breite der Anfangsverteilung
etwa 1/3 der Reichweite σ der synaptischen Verbindungen. Die Pulse breiten sich
jedoch geda¨mpft aus, und nach einer gewissen Zeit wird der stationa¨re Ruhezustand
ψ1 erreicht. Wird die Breite ∆ des angeregten Intervalls in der Anfangsverteilung
gro¨ßer gewa¨hlt, dann bilden sich zwei auseinander laufende Fronten. Der Parameter
∆ entscheidet also daru¨ber, ob fu¨r t→∞ der stabile Ruhezustand ψ1 oder der stabile
angeregte Zustand ψ3 angestrebt wird. Im ersten Fall beobachtet man als transiente
Lo¨sung zwei geda¨mpft auseinander laufende Pulse, im zweiten Fall zwei auseinander
laufende Fronten.
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Wa¨hlt man nun v > vmax, so wird das folgende Verhalten beobachtet: Fu¨r große
Werte von ∆ bilden sich nach wie vor zwei auseinander laufende Fronten. Fu¨r kleine
Werte von ∆ entstehen hingegen keine laufenden Pulse mehr, die Lo¨sung fa¨llt auf den
stabilen Ruhezustand, wie in Abb. 3.14 dargestellt.
Ein Sonderfall erha¨lt man fu¨r h = 1/2. Im Abschnitt 3.3 wurde fu¨r diesen Parame-
terwert eine stationa¨re Front erhalten. Das Ergebnis der numerischen Simulationen
ha¨ngt wieder von dem Parameter ∆ der Anfangsverteilung ab. Fu¨r kleine Werte ∆
fa¨llt die Lo¨sung auf den homogenen Zustand ψ1 auf derselben Weise, wie im Abb.
3.14 dargestellt. Fu¨r große Werte ∆ bildet sich eine stationa¨re Verteilung: Das Feld u
ist angeregt auf einem endlichen Intervall, das durch zwei stationa¨re Fronten begrenzt
wird (siehe Abb. 3.15). Dabei ist die Breite des angeregten Intervalls in der Endver-
teilung proportional zu ∆. Weiterhin ist der kritische Wert von ∆ fu¨r die Bildung
einer solchen Verteilung etwa eine Gro¨ßenordnung ho¨her als der kritische Wert fu¨r die
Bildung zweier laufender Fronten im Falle h < 1/2.
Fu¨r h > 1/2 fa¨llt die Anfangsverteilung immer auf den homogenen Ruhezustand
zuru¨ck, und zwar unabha¨ngig von ∆. Dies war auch zu erwarten, da wir nach Ab-
schnitt 3.3 in diesem Fall nur die Bildung von Fronten erhalten haben, die sich in die
Richtung der angeregten Halbebene bewegten. Fu¨r unsere Anfangsverteilung heißt
dies, daß nun die entstehenden Fronten sich gegeneinander bewegen und gegenseitig
zersto¨ren.
Als na¨chstes wurde das Modell mit η2(t) = te
−tΘ(t) untersucht. Die numerischen
Simulationen zeigten ein a¨hnliches Verhalten zum System mit η = η1: Es kann wieder
zur Bildung zweier Pulse (wie im Abb. 3.16) oder Fronten (wie im Abb. 3.17) kommen,
je nach der Breite ∆ des angeregten Intervalls in der Anfangsverteilung. Allgemein
wurde jedoch beobachtet, daß die Pulse sta¨rker als im Falle η = η1 geda¨mpft werden.
Von besonderem Interesse ist die Frage, ob diese Pha¨nomene auch fu¨r allgemeinere
Frequenzfunktionen f(u) zu beobachten sind. Es wurde daher die Entwicklung der-
selben Anfangsverteilung fu¨r den Fall β < ∞ numerisch analysiert. Dabei mu¨ßen β
und h nun so gewa¨hlt werden, daß die Funktion f drei Fixpunkte hat. Im Kapitel
2 wurde gezeigt, daß in diesem Fall zwei von diesen (ψ1 und ψ3) stabil sind. Diese
Werte wurden fu¨r die Anfangsverteilung benutzt.
Die Ergebnisse zweier solcher Simulationen wurden in Abb. 3.18 und 3.19 dargestellt.
Dabei wurden fu¨r einen besseren Vergleich mit Ausnahme von β dieselben Parameter
wie in den Abb. 3.12 und 3.13 gewa¨hlt. Qualitativ erha¨lt man dasselbe Verhalten wie
vorher: Fu¨r kleine Werte von ∆ bilden sich zwei geda¨mpft auseinander laufende Pulse,
fu¨r gro¨ßere Werte zwei Fronten. Der kritische Wert von ∆ ist fu¨r endliche Werte von
β gro¨ßer als fu¨r β →∞, und die Lebensdauer der Pulse ist ku¨rzer, d.h. je kleiner der
Wert von β, desto sta¨rker werden die Pulse geda¨mpft.
Die numerische Analyse zeigt, daß fu¨r t→∞ fast immer einer der homogenen stati-
ona¨ren Zusta¨nde angestrebt wird. Die Wahl des Endzustandes wird durch den Para-
meter ∆ gesteuert, der die Breite des angeregten Intervalls in der Anfangsverteilung
angibt. Dabei erfolgt der U¨bergang der Anfangsverteilung in den homogenen Zustand
durch Bildung der im letzten Abschnitt beschriebenen laufenden Fronten und Pulse.
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Die einzige Ausnahme vom obigen Verhalten erha¨lt man im Falle h = 1/2. Fu¨r diesen
Parameterwert wird fu¨r t→∞ ein inhomogener stationa¨rer Zustand erreicht. Bemer-
kenswert ist, daß in diesem Fall der Endzustand von der Breite der Anfangsverteilung
ebenfalls beeinflußt wird.
Die numerische Analyse zeigt, daß Fronten stabil und Pulse instabil sind. Wenn sich
aus der Anfangsverteilung laufende Fronten bilden, dann erreichen diese nach einer
gewissen Zeit ein stationa¨res Profil und breiten sich mit konstanter Geschwindigkeit
unvera¨ndert weiter. Die Pulse erreichen dagegen kein stationa¨res Profil und werden
geda¨mpft, bis schließlich der Grundzustand erreicht wird.
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Abb. 3.12: Bildung zweier auseinander laufender Pulse fu¨r η =
η1 und folgende Parameterwerte: v = 0.1, h = 0.35, β = ∞,
∆ = 0.67. Die zwei Pulse sind geda¨mpft, die Lo¨sung erreicht fu¨r
gro¨ßere Zeiten den stabilen Grundzustand u ≡ 0.
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Abb. 3.13: Bildung zweier auseinander laufender Fronten fu¨r η =
η1 und folgende Parameterwerte: v = 0.1, h = 0.35, β = ∞,
∆ = 0.672. Die Lo¨sung erreicht fu¨r gro¨ßere Zeiten den stabilen
angeregten Zustand u ≡ 1.
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Abb. 3.14: Entwicklung der Anfangsverteilung fu¨r η = η1 und
folgende Parameterwerte: v = 0.6, h = 0.35, β = ∞, ∆ = 0.966.
Der Wert fu¨r v liegt außerhalb des Existenzbereichs von laufen-
den Pulsen.
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Abb. 3.15: Bildung einer stationa¨ren Verteilung begrenzt durch
zwei stationa¨re Fronten fu¨r η = η1 und folgende Parameterwerte:
v = 0.6, h = 0.5, β = ∞, ∆ = 8. Fu¨r gro¨ßere Werte von ∆ ist
auch die Breite des angeregten Bereichs in der Endverteilung
gro¨ßer.
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Abb. 3.16: Bildung zweier geda¨mpft auseinander laufender Pulse
fu¨r η = η2 und folgende Parameterwerte: v = 0.1, h = 0.35,
β = ∞, ∆ = 0.682. Die Lo¨sung erreicht fu¨r gro¨ßere Zeiten den
stabilen Grundzustand u ≡ 0.
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Abb. 3.17: Bildung zweier auseinander laufender Fronten fu¨r η =
η2 und folgende Parameterwerte: v = 0.1, h = 0.35, β = ∞,
∆ = 0.684. Die Lo¨sung erreicht fu¨r gro¨ßere Zeiten den stabilen
angeregten Zustand u ≡ 1.
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Abb. 3.18: Bildung zweier auseinander laufender Pulse fu¨r η =
η1 und folgende Parameterwerte: v = 0.1, h = 0.35, β = 20,
∆ = 0.708. Die zwei Pulse sind geda¨mpft, die Lo¨sung erreicht
fu¨r gro¨ßere Zeiten den stabilen Grundzustand u ≡ ψ1.
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Abb. 3.19: Bildung zweier auseinander laufender Fronten fu¨r η =
η1 und folgende Parameterwerte: v = 0.1, h = 0.35, β = 20,
∆ = 0.710. Die Lo¨sung erreicht fu¨r gro¨ßere Zeiten den stabilen
angeregten Zustand u ≡ ψ3.
4 Ein verallgemeinertes Ginzburg-Landau
Funktional
Die numerischen Simulationen des letzten Kapitels haben gezeigt, daß die Dynamik
des Systems nach schnellen anfa¨nglichen A¨nderungen einen stationa¨ren Zustand an-
strebt (entweder der homogene Ruhezustand oder eine stationa¨re Front). Dieses Ver-
halten la¨ßt vermuten, daß die Feldgleichung (1.2) mit einem zu minimierenden Poten-
tial verbunden ist (vgl. [Be2]). In diesem Kapitel wird ein solches Energiefunktional
vorgestellt. Es lassen sich in diesem Rahmen sowohl die Ausbreitungsrichtung einer
Front, als auch die Tatsache, daß es eine Mindestbreite des angeregten Intervalls not-
wendig fu¨r die Entstehung einer Front ist, erkla¨ren.
4.1 Ein Energiefunktional fu¨r das Neuronale-Feld-Modell
Wir betrachten das folgende Funktional
F [ρ] =
1
4
∞∫
−∞
∞∫
−∞
w(x − x′)[ρ(x, t) − ρ(x′, t)]2 dx dx′ +
∞∫
−∞
W (ρ(x, t)) dx. (4.1)
Darin sind w(x− x′) wie bisher ein normierter, symmetrischer Kern, und
W (ρ) = hρ+
1
β
[ρ ln ρ+ (1− ρ) ln(1− ρ)]− ρ
2
2
.
Fu¨r diese Funktion gilt
W ′(ρ) = f−1(ρ)− ρ,
wobei f−1 die Inverse der in (1.1) definierten Frequenzfunktion bezeichnet. Wenn die
Schwelle h und der Anstieg β so gewa¨hlt sind, daß f drei Fixpunkte besitzt, dann hat
W zwei Minima, die den stabilen Fixpunkten ψ1 und ψ3 entsprechen (siehe Bild 4.1).
Fu¨r die Pulsrate ρ gilt nach wie vor 0 ≤ ρ ≤ 1.
(4.1) kann als eine nicht-lokale Verallgemeinerung des Ginzburg-Landau Funktionals
aufgefaßt werden. Es bestraft ra¨umliche Inhomogenita¨ten und Werte, die von den zwei
Gleichgewichtszusta¨nde (die Minima von W ) unterschiedlich sind. Im Gegensatz zum
klassischen Ginzburg-Landau Funktional benachteiligt (4.1) jedoch nicht nur lokale
Unterschiede von ρ. Wie bereits in [Ba1] erwa¨hnt, kann man das klassische Ginzburg-
Landau-Funktional
FGL[ρ] =
1
2
∞∫
−∞
|∇ρ(x, t)|2 dx +
∞∫
−∞
W (ρ(x, t)) dx
als eine Na¨herung erster Ordnung fu¨r (4.1) verstehen. Nicht-lokale Ginzburg-Landau
Funktionale sind in der Physik u.a. in Zusammenhang mit Kontinuum-Ising-Modelle,
nicht-lokalem Ferromagnetismus oder bina¨ren Legierungen bekannt (siehe zum Bei-
spiel [Gia] sowie die Diskussion in [Ba2]). Unseres Wissens wurden sie jedoch noch
nicht in Verbindung mit neuronalen Feld-Modellen gebracht.
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Abb. 4.1: Das Potential W (ρ) fu¨r h = 0.45, β = 6. Die Extrema
von W sind die Fixpunkte von f , die Minima entsprechen den
zwei stabilen Fixpunkte (siehe Abschnitt 2.4). Fu¨r h > 0.5 ist
das linke Minimum tiefer, fu¨r h < 0.5, wie hier, das rechte. Bei
h = 0.5 sind beide Minima von W gleich.
Die Funktionalableitung von (4.1) ist gegeben durch (siehe Anhang A.5)
δF [ρ]
δρ
(x, t) = f−1(ρ(x, t)) −
∞∫
−∞
w(x − x′)ρ(x′, t) dx′. (4.2)
Andererseits la¨ßt sich das Neuronale-Feld-Modell (1.2) fu¨r η(t) = e−tΘ(t) und im
nichtretardierten Fall, d.h. fu¨r v = ∞, auf die Form
u˙(x, t) = −u(x, t) +
∞∫
−∞
w(x − x′)f(u(x′, t))dx′
bringen. Wir gehen zu der Variablen ρ = f(u) u¨ber und erhalten
ρ˙(x, t) = f ′(u)u˙(x, t) =
1
df−1
dρ
(ρ)

−f−1(ρ(x, t)) +
∞∫
−∞
w(x − x′)ρ(x′, t)dx′

 .
Der Vergleich mit (4.2) zeigt, daß das Neuronale-Feld-Modell in der Form
ρ˙(x, t) = − 1
df−1
dρ
δF [ρ]
δρ
geschrieben werden kann. Fu¨r die Zeitableitung von F gilt damit
F˙ =
∞∫
−∞
δF [ρ]
δρ
ρ˙ dx = −
∞∫
−∞
df−1
dρ
ρ˙2 ≤ 0,
da die Funktion f−1 monoton wachsend ist. Die Dynamik der Variable ρ(x, t) erfolgt
also immer derart, daß das Funktional F minimiert wird.
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4.2 Physikalische Interpretation der Welleneigenschaften
Das absolute Minimum des Funktionals F wird erreicht, wenn das System homogen
ist, und sich in dem Zustand befindet, der durch das globale Minimum von W gegeben
ist. Schreibt man jedoch zum Beispiel folgende Anfangsdaten vor
ρ(x, 0) =
{
ρ+, fu¨r x ≥ 0
ρ−, fu¨r x < 0
,
wobei ρ− < ρ+ die zwei Minima von W sind, so kann dieses globale Minimum nicht
in endlicher Zeit erreicht werden, da das betrachtete Intervall unendlich ist. Um das
Divergieren des zweiten Integrals in (4.1) zu vermeiden, mu¨ßen wir uns aber sowieso
auf beschra¨nkte Intervalle (−R,+R) zuru¨ckziehen. Auf das erste Integral in (4.1) hat
dies wenig Einfluß, solange das betrachtete Intervall hinreichend groß ist, so daß der
wesentliche Einflußbereich des Kerns w beinhaltet wird. Dies war in den numerischen
Simulationen des letzten Kapitels auch der Fall.
Wir nehmen an, daß sich nach einer gewissen Zeit eine stationa¨re Front einstellt, die
sich mit der konstanten Geschwindigkeit v ausbreitet. Wegen der Translationsinvari-
anz bleibt der erste Term
F1 =
1
4
R∫
−R
R∫
−R
w(x − x′)[ρ(x, t) − ρ(x′, t)]2 dx dx′
jetzt praktisch konstant, solange die Front sich weit genug (im Vergleich zur Reich-
weite von w) vom Rande des betrachteten Intervalls befindet.
Fu¨r den zweiten Term gilt mit ρ(x, t) = ρ(x− ct)
F˙2 =
R∫
−R
W ′(ρ(x, t))ρ˙(x, t) dx = −c
R∫
−R
W ′(ρ(x, t))∂xρ(x, t) dx
= −c[W (ρ(R, t))−W (ρ(−R, t))].
Wenn die Front noch nicht den Rand erreicht hat, gelten nach wie vor ρ(R, t) = ρ+
und ρ(−R, t) = ρ−. Damit erhalten wir
F˙2 = −c[W (ρ+)−W (ρ−)].
Solange das System das Gleichgewicht noch nicht erreicht hat, muß F˙2 = F˙ <
0 gelten. Hieraus folgt, daß die Ausbreitungsgeschwindigkeit v und die Differenz
W (ρ+) −W (ρ−) dasselbe Vorzeichen haben mu¨ssen. Wir finden also auf einfacher
Weise das Resultat aus [Er2] wieder (siehe auch Anhang A.4), das nun eine physikali-
sche Interpretation bekommt: die Bewegung einer Front erfolgt derart, daß die Punkte
des Feldes vom metastabilen Zustand in den stabileren wechseln. Fu¨r h < 0.5 ist der
angeregte Zustand ρ+ stabiler, fu¨r h > 0.5 dagegen der Grundzustand. Bei h = 0.5
tritt eine Pattsituation ein: Das System kann sich zwischen den beiden gleich stabilen
Zusta¨nde nicht entscheiden, eine stationa¨re Front stellt sich ein.
Ein verallgemeinertes Ginzburg-Landau Funktional 59
Voraussetzung fu¨r das Erreichen des absoluten Minimums von F ist jedoch, daß das
System genu¨gend Energie besitzt, um u¨ber eine eventuelle Barriere zu kommen, die
auf den Weg dorthin auftritt: Um in den stabilsten Zustand zu wechseln, muß jeder
Punkt des Feldes den Wert durchqueren, die dem Maximum von W entspricht.
Wir betrachten nun die Energie der bei den numerischen Simulationen benutzten
Anfangsverteilung, d.h.
ρ(x, 0) =
{
ρ+, fu¨r x ∈ [0,∆]
ρ−, sonst
.
Der zweite Term in (4.1) ist gegeben durch
F 02 (∆) = [∆Wρ+ + (2R−∆)Wρ− ] = [2RWρ− + ∆(Wρ+ −Wρ−)].
Fu¨r den im Kapitel 4 betrachteten Fall h < 0.5 gilt Wρ+ < Wρ− , also erhalten wir
dF 02
d∆
= Wρ+ −Wρ− < 0.
Fu¨r den nicht-lokalen Beitrag bekommen wir (siehe Anhang A.6)
F 01 (∆) =
σ
2
(ρ+ − ρ−)2(1− e−∆/σ),
mit
dF 01
d∆
=
1
2
(ρ+ − ρ−)2e−∆/σ > 0.
Damit sich Fronten ausbreiten, muß ein Wachstum von ∆ energetisch begu¨nstigt
werden, d.h. es muß gelten
dF 0
d∆
=
dF 01
d∆
+
dF 02
d∆
≤ 0.
Wa¨hrend
dF 02
d∆
eine Konstante ist, ha¨ngt jedoch
dF 01
d∆
weiterhin von ∆ ab, und zwar
monoton fallend. Es gibt daher offensichtlich einen kritischen Wert ∆cr, bei welchem
dF 0
d∆
sein Vorzeichen wechselt. Dies erkla¨rt, natu¨rlich nur im nichtretardierten Fall,
warum sich Fronten erst ab einer gewissen Breite des angeregten Intervalls ausbreiten
ko¨nnen.
5 Numerische Methode
Wie im Kapitel 2 gezeigt wurde, erha¨lt man im einfachsten Fall aus dem Neuronalen-
Feld-Modell in der PDG-Formulierung eine geda¨mpfte Wellengleichung mit nichtli-
nearer Quelle. In diesem Kapitel wird das numerische Verfahren beschrieben, das in
dieser Arbeit zur Simulation der Wellenausbreitung benutzt wurde.
5.1 Ein inhomogenes hyperbolisches System
Im Kapitel 2 wurde gezeigt, daß sich die Integralgleichung (1.2) fu¨r exponentiell ab-
fallende Synapsendichte auf das System
Lu = ψ,
ρ = f(u),
ψtt − v2ψxx + 2ω0ψt + ω20ψ = ω20ρ+ ω0ρt,
(5.1)
reduziert. Im Gegensatz zur urspru¨nglichen Modellgleichung, die retardiert ist, wobei
sich die Verzo¨gerung sogar bis t→ −∞ erstreckt, ist das obige System lokal in Raum
und Zeit und setzt nur die Kenntnis geeigneter Randdaten sowie der Anfangsver-
teilungen von u, ut und entsprechenden ho¨heren Zeitableitungen von u, je nach der
Ordnung des Operators L, voraus.
Die letzte Gleichung aus (5.1) la¨ßt sich durch Einfu¨hrung einer Hilfsvariablen ϕ(x, t)
auf die Form
ψt − vϕx = −ω0ψ + ω0ρ,
ϕt − vψx = −ω0ϕ,
bringen, was weiter in der Form einer Erhaltungsgleichung
∂t~q + ∂x ~F (~q) = ~S (5.2)
geschrieben werden kann mit dem Zustandsvariablenvektor
~q =
(
ψ
ϕ
)
,
der linearen Flußfunktion
~F (~q) =
(
0 −v
−v 0
)
~q
und der nichtlineren Quelle
~S(~q) =
(
ω0(ρ− ψ)
−ω0ϕ
)
.
Wir wollen die Modellgleichung in dieser Darstellung simulieren. Dabei ha¨ngt der
nichtlineare Quellterm in einer komplizierten Weise vom Vektor der Zustandsvariablen
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Abb. 5.1: Die zu simulierenden Pulse in den Variablen ψ (links)
und ϕ (rechts) haben an den Stellen u = h Unstetigkeiten in den
ersten Ableitungen.
ab: Zu seiner Auswertung mu¨ssen die ersten beiden Gleichungen des Systems (5.1)
herangezogen werden.
Bei der obigen Herleitung wurde angenommen, daß die gesuchte Lo¨sung u hinreichend
regula¨r ist, so daß ψ und ϕ u¨berall differenzierbar sind. Die im Fall f(u) = θ(u−h) im
letzten Kapitel berechneten Pulslo¨sungen erfu¨llen jedoch diese Voraussetzung nicht.
Die Funktion
ψ = u+ ut = g(x− ct)− cg′(x− ct)
besitzt na¨mlich bei x = ct und x = ct+ a Unstetigkeiten in der Ableitung. Berechnet
man auch die Hilfsfunktion ϕ
ϕt + ω0ϕ = vψx,
dann erha¨lt man eine stu¨ckweise glatte Funktion mit zwei spitzen Ecken bei x = ct und
x = ct+ a (siehe Bild 4.1). Solche Lo¨sungen erfu¨llen das Differentialgleichungssystem
nicht mehr u¨berall im klassischen Sinne, sind aber immer noch Lo¨sungen der integralen
Erhaltungsgleichungen. Diese bekommt man durch Integration von (5.2) auf einem
rechteckigen Kontrollvolumen [x1, x2]× [t1, t2]:
x2∫
x1
~q(x, t2) dx =
x2∫
x1
~q(x, t1) dx+
t2∫
t1
~F (~q(x1, t)) dt−
t2∫
t1
~F (~q(x2, t)) dt
+
x2∫
x1
t2∫
t1
~S(x, t) dt dx.
Erfolgsversprechende Verfahren basieren auf dieser integralen Formulierung der Er-
haltungsgleichungen (vgl. [Bad, LeV]).
Der homogene Anteil des Systems ist linear und kann mit Standardverfahren, z.B.
mit der Godunov-Methode, gelo¨st werden. Um die inhomogene Gleichung zu lo¨sen,
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Abb. 5.2: Diskretisierung der x − t Ebene. Die x-Achse wird in
finite Volumen unterteilt, die um die Stu¨tzpunkte xk zentriert
sind.
verwenden wir eine sogenannte Splitting-Methode, indem wir alternativ den homoge-
nen und den inhomogenen Anteil der Gleichung lo¨sen:
1. Zuerst wird der homogene Anteil
x2∫
x1
~q(x, t2) dx =
x2∫
x1
~q(x, t1) dx+
t2∫
t1
~F (~q(x1, t)) dt−
t2∫
t1
~F (~q(x2, t)) dt (5.3)
des Systems mit dem im na¨chsten Abschnitt beschriebenen Verfahren u¨ber einen Zeit-
schritt gelo¨st und eine Zwischenlo¨sung gefunden.
2. Anschließend wird mit der erhaltenen Lo¨sung fu¨r ψ die gewo¨hnliche Differential-
gleichung
Lu = ψ
integriert und die nichtlineare Inhomogenita¨t ~S ausgewertet.
3. Schließlich erfolgt das Lo¨sen des inhomogenen Anteils
~qt = ~S,
das sich wiederum auf das Lo¨sen eines Systems von gewo¨hnlichen Differentialgleichun-
gen reduziert.
5.2 Das Godunov-Verfahren
Um die Lo¨sung des homogenen linearen Systems zu bestimmen, benutzen wir das klas-
sische Verfahren von Godunov. Wir diskretisieren die x−t Ebene mit den Schrittweiten
∆x und ∆t und definieren die diskreten Stu¨tzpunkte
xk = k∆x,
tn = n∆t.
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Es ist ebenfalls hilfreich die Zwischenpunkte
xk+1/2 = xk +
∆x
2
=
(
k +
1
2
)
∆x
zu definieren. Das ra¨umliche Lo¨sungsgebiet wird in Zellen
xk−1/2 ≤ x ≤ xk+1/2
unterteilt, die um die Stu¨tzpunkte xk zentriert sind.
Bei der Godunov Methode werden die numerischen Na¨herungen ~q nk als Approxima-
tionen der Zellmittelwerte
~q nk ≡
1
∆x
xk+1/2∫
xk−1/2
~q(x, tn) dx
interpretiert. Man spricht daher von einem Finite-Volumen-Verfahren. Aus der nu-
merischen Approximation bei tn wird eine stu¨ckweise konstante Funktion ~Q
n(x, tn)
definiert, die in jeder Zelle xk−1/2 < x < xk+1/2 den Zellmittelwert ~q
n
k annnimmt.
Mit ~Qn(x, tn) als Anfangsdaten la¨ßt sich fu¨r tn < t < tn+1 die exakte Lo¨sung ~Q
n(x, t)
des Problems bestimmen. Dabei muß an jeder Zellgrenze xk+1/2 ein sogenanntes
Riemann-Problem
~Qnt + ~F ( ~Q
n)x = 0 fu¨r t ≥ tn,
~Qn(x, tn) = ~q
n
k fu¨r x < xk+1/2,
~Qn(x, tn) = ~q
n
k+1 fu¨r x > xk+1/2
gelo¨st werden (siehe Abschnitt 4.2.1). Nachdem die Lo¨sung ~Qn(x, t) in [tn, tn+1] durch
das Aneinanderreihen der Lo¨sungen von Riemann-Problemen bestimmt ist, wird der
neue Mittelwert bei tn+1 ausgerechnet gema¨ß
~q n+1k =
1
∆x
xk+1/2∫
xk−1/2
~Qn(x, tn+1) dx. (5.4)
Diese Werte werden wieder zur Konstruktion stu¨ckweise konstanter Daten ~Qn+1 ein-
gesetzt, und das Ganze wird wiederholt.
Die Mittelwerte in (5.4) ko¨nnen mit Hilfe der Integralform (5.3) der Erhaltungsglei-
chung ausgewertet werden. Da ~Qn eine exakte Lo¨sung darstellt, gilt
xk+1/2∫
xk−1/2
~Qn(x, tn+1) dx =
xk+1/2∫
xk−1/2
~Qn(x, tn) dx+
tn+1∫
tn
~F ( ~Qn(xk−1/2, t)) dt
−
tn+1∫
tn
~F ( ~Qn(xk+1/2, t)) dt.
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Abb.5.3: Struktur der Lo¨sung des Riemann-Problems fu¨r ein 2×2
System linearer Gleichungen.
Durch Division mit ∆t, und wegen ~Qn(x, tn) ≡ ~q nk auf dem Intervall (xk−1/2, xk+1/2),
erhalten wir
~q n+1k = ~q
n
k −
∆t
∆x
[
~F (~q nk , ~q
n
k+1)− ~F (~q nk−1, ~q nk )
]
,
wobei der numerische Fluß als
~F (~q nk , ~q
n
k+1) =
1
∆t
tn+1∫
tn
~F ( ~Qn(xk+1/2, t)) dt
definiert ist. Die Auswertung des Integrals in der letzten Gleichung ist trivial, wenn
der Zeitschritt klein genug gewa¨hlt ist: Die Lo¨sung des Riemann-Problems ~Qn in dem
Punkt xk+1/2 ist dann konstant fu¨r tn < t < tn+1 und ha¨ngt nur von den Werten
~q nk und ~q
n
k+1 ab (siehe Abschnitte 4.2.1 und 4.2.2). Wir bezeichnen diesen Wert mit
~Q∗(~q nk , ~q
n
k+1) und erhalten fu¨r die Godunov Methode
~q n+1k = ~q
n
k −
∆t
∆x
[
~F
(
~Q∗(~q nk , ~q
n
k+1)
)
− ~F
(
~Q∗(~q nk−1, ~q
n
k )
)]
.
5.2.1 Das Riemann-Problem fu¨r lineare 2× 2 Systeme
Fu¨r unser Problem la¨ßt sich der Fluß als ~F (~q) = A~q mit der Matrix
A =
(
0 −v
−v 0
)
schreiben. A besitzt die Eigenwerte λ1 = −v und λ2 = v und die Eigenvektoren
~r1 =
(
1
1
)
, ~r2 =
(
1
−1
)
.
Die Lo¨sung des Riemann-Problems links von der Charakteristik dx/dt = λ1 ist der
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Abb. 5.4: Die exakte Lo¨sung ~Qn(x, t) ist fu¨r tn < t < tn+1 kon-
stant an den Zellgrenzen xk+1/2, falls das U¨berlagerungsintervall
der Lo¨sungen von Riemann-Problemen weniger als eine Zella¨nge
∆x betra¨gt.
Zustand ~q nk , rechts von der Charakteristik dx/dt = λ2 ist der Zustand ~q
n
k+1. Aus der
linearen Unabha¨ngigkeit der Eigenvektoren folgt, daß ~q nk und ~q
n
k+1 entwickelt werden
ko¨nnen gema¨ß
~q nk = α1~r1 + α2~r2, ~q
n
k+1 = β1~r1 + β2~r2.
Zwischen den Charakteristiken (siehe Abb. 4.3) ist die Lo¨sung gegeben durch
~Q∗(~q nk , ~q
n
k+1) = β1~r1 + α2~r2 = ~q
n
k + (α2 − β2)~r2 = ~q nk+1 − (α1 − β1)~r1.
Mit R = (~r1, ~r2), ferner
Λ+ :=
(
0 0
0 v
)
, Λ− :=
( −v 0
0 0
)
,
sowie
A+ := RΛ+R−1, A− := RΛ−R−1
erhalten wir
F (~q nk , ~q
n
k+1) = A~q
n
k +A
−(~q nk+1 − ~q nk ) = A~q nk+1 −A+(~q nk+1 − ~q nk ).
Kombiniert man diese Ausdru¨cke, dann erha¨lt man
~q n+1k = ~q
n
k −
∆t
∆x
[
A−(~q nk+1 − ~q nk ) +A+(~q nk − ~q nk−1)
]
.
5.2.2 Die CFL-Bedingung
Die Wahl des Zeitschrittes ∆tmuß so getroffen werden, daß die Lo¨sungen der Riemann-
Probleme an den Zellgrenzen xk−1/2 und xk+1/2 sich fu¨r tn < t < tn+1 nicht u¨berla-
gern (siehe Abb. 4.4). Es muß also in unserem Fall
∆t
∆x
v ≤ 1
erfu¨llt werden. Diese Bedingung ist in der Numerik nach Courant, Friedrichs und
Lewy als CFL-Bedingung bekannt.
6 Ausblick auf das zweidimensionale Modell
Wir wollen in diesem abschließenden Kapitel na¨her auf das bereits in Abschnitt 2.2
betrachtete zweidimensionale Modell eingehen.
6.1 Lineare Stabilita¨t homogener Lo¨sungen
Wie im Kapitel 2 beschrieben, erha¨lt man aus dem zweidimensionalen Neuronalen-
Feld-Modell na¨herungsweise das System
ψ(x, y, t) = Lu(x, y, t),
ρ(x, y, t) = f [u(x, y, t)],
1
ω0
ψttt + 3ψtt − 3
2
v2∆ψ + 3ω0ψt + ω0
2ψ = ω0
2ρ+ ω0ρt,
(6.1)
wobei in der letzten Gleichung alle ho¨heren Ableitungen vernachla¨ssigt wurden.
Betrachtet man zeitunabha¨ngige Lo¨sungen, so gelten wie in einer Dimension
u(x, y) = ψ(x, y) und ρ(x, y) = f [ψ(x, y)],
und das obige System reduziert sich auf die lineare elliptische Differentialgleichung
−3
2
v2∆ψ + ω0
2ψ = ω0
2ρ. (6.2)
Als homogene Lo¨sungen ψx = ψy ≡ 0 erhalten wir wie im eindimensionalen Fall die
Fixpunkte von f :
ψ = f(ψ).
Wir diskutieren zuna¨chst die lineare Stabilita¨t dieser Fixpunkte. Mit dem Ansatz
u(~r, t) = ψ0 +
∞∫
−∞
∞∫
−∞
A(~k)ei
~k·~reλ(
~k)t d~k
erhalten wir aus der exakten Modellgleichung
Lu(~r, t) =
1
2piσ2
∞∫
−∞
∞∫
−∞
e−|~r−~r
′|/σf
[
u
(
~r ′, t− |~r − ~r
′|
v
)]
d~r ′ (6.3)
fu¨r die einzelnen Fouriermoden in linearer Na¨herung
P (λ(~k))A(~k) = γ
1 + λω0[(
1 + λω0
)2
+ σ2k2
]3/2 A(~k),
wobei P (λ) das charakteristische Polynom von L und γ = f ′(ψ0) sind. Fu¨r den Kern
η1 haben wir zum Beispiel L1 = 1 + τ∂t, und wir erhalten fu¨r die Eigenwerte λ(~k)
(1 + τλ)
[
(λ + ω0)
2 + v2k2
]3/2
= γω20(ω0 + λ). (6.4)
Ausblick auf das zweidimensionale Modell 67
Wir betrachten nun den Anstieg γ als Kontrollparameter und lassen diesen zwischen 0
und β/4 variieren. Wie im eindimensionalen Fall erhalten wir fu¨r γ → 0 die Eigenwerte
λ1 = −1
τ
, λ2,3 = −ω0 ± ivk,
also sind in diesem Grenzfall die Fixpunkte stabil. Wir lassen nun γ variieren und
bekommen eine monotone Bifurkation (λ = 0) fu¨r
γc(~k) =
(
1 + σ2k2
)3/2
.
Der Vergleich mit dem eindimensionalen Fall (siehe Abschnitt 2.4.1) zeigt, daß die
Erho¨hung der Dimension qualitativ nichts a¨ndert: Besitzt f einen Fixpunkt, so ist
dieser stabil bezu¨glich einer monotonen Bifurkation. Bei drei Fixpunkten wird der
mittlere instabil bezu¨glich der Fouriermoden
k2 ≤ f
′(ψ2)
2/3 − 1
σ2
.
Die Diskussion einer Hopf-Bifurkation (λ = iω) ist wegen des gebrochenen Exponen-
ten in (6.4) aufwendiger. Zur Vereinfachung beschra¨nken wir uns auf
v2k2  ω20
und benutzen wieder die Na¨herung
[
(ω0 + iω)
2 + v2k2
]3/2 ≈ ω30 + 3iωω20 − 3ω2ω0 − iω3 + 32ω0v2k2,
die auch bei der Herleitung von (6.1) verwendet wurde. Damit erhalten wir aus (6.4)
durch Trennung von Real- und Imagina¨rteil
ω30 − 3ω0ω2 +
3
2
ω0v
2k2 − 3τω20ω2 + τω4 = γcω30 ,
3ω20ω − ω3 + τωω30 − 3τω0ω3 +
3
2
τωω0v
2k2 = γcω
2
0ω.
Aus der zweiten Gleichung folgt zuna¨chst
ω2 =
(3− γc)ω20 + τω30 +
3
2
τω0v
2k2
1 + 3τω0
.
Eingesetzt in die erste Gleichung liefert dies eine quadratische Gleichung fu¨r γc, die
in der Form
τω0γc + 2b1(τω0, τvk)γc + b2(τω0, τvk) = 0
geschrieben werden kann mit den Koeffizienten
b1(τω0, τvk) = 1− τ2ω20 −
3
2
τ2v2k2
und
b2(τω0, τvk) = −8(1 + τω0)3 + 3
2
τ2v2k2
τ2ω20
[
(1 + τω0)
3 − 8τ3ω30
]
+
9
4
τ4v4k4
τω0
.
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Fu¨r den kritischen Wert γc erhalten wir
γc =
1
τω0
(
−b1 ±
√
∆
)
mit
∆(τω0, τvk) = (1 + 3τω0)
2
[
(1 + τω0)
2 +
3
2
τ2v2k2
τω0
(τω0 − 1)
]
.
Da wir v2k2  ω20 vorausgesetzt haben und es weiterhin∣∣∣∣τω0(τω0 − 1)(1 + τω0)2
∣∣∣∣ ≤ 1
gilt, erhalten wir aus der letzten Gleichung
√
∆ ≈ (1 + 3τω0)
[
1 + τω0 +
3
4
τ2v2k2(τω0 − 1)
τω0(1 + τω0)
]
und schließlich die positive Wurzel
γc = 4(τω0 + 1) +
3
4
τ2v2k2
5τ2ω20 − 1
τ2ω20(1 + τω0)
.
Fu¨r τω0 > 1/
√
5 erhalten wir qualitativ dasselbe Verhalten, wie im eindimensionalen
Fall: Fu¨r feste Parameterwerte hat die Kurve γc(k
2) ein positives Minimum bei k2 = 0.
Ein homogener Fixpunkt kann unter der Bedingung
β > 16(1 + τω0)
instabil werden. Fu¨r τω0 < 1/
√
5 hingegen ist die Kurve γc(k
2) fu¨r kleine Werte von
k2 monoton fallend. Da aber fu¨r γ = 0 alle Eigenwerte λ des Problems negativen Re-
alteil haben, muß die Kurve γc(k
2) jedoch ein positives Minimum besitzen, der einer
Hopf-Bifurkation bei einem endlichen Wert von k2 entspricht. Dieser Wert la¨ßt sich
in der obigen Na¨herung (v2k2  ω20) nicht bestimmen.
Zusammenfassend erhalten wir dasselbe qualitative Verhalten wie im eindimensiona-
len Fall, was die lineare Stabilita¨t der Fixpunkte betrifft. Die einzige Ausnahme erha¨lt
man fu¨r τω0 < 1/
√
5, wenn bei dem zweidimensionalen System eine Hopf-Instabilita¨t
bei einem endlichen k2-Wert entstehen kann. In diesem Bereich la¨sst sich die Modell-
gleichung nicht mehr durch das PDG-System (6.1) hinreichend gut approximieren,
weil die lineare Stabilita¨t der homogenen Fixpunkte unterschiedliche Ergebnisse fu¨r
die Integralgleichung und das PDG-System liefert. Dies war auch zu erwarten, denn
bei der Herleitung von (6.1) wurden ho¨here Zeitableitungen vernachla¨ssigt, die bei
einer oszillatorischen Lo¨sung natu¨rlich eine Rolle spielen.
6.2 Beispiel fu¨r die Dynamik einer einfachen Grenze
Zum Schluß wollen wir in einem Spezialfall die Dynamik einer einfachen Grenze
(ein Kreis) zwischen angeregten und nicht-angeregten Punkten des neuronalen Feldes
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Abb. 6.1: Dargestellt wurde das Ergebnis des Integrals in (6.5)
fu¨r verschiedene Werte von R.
diskutieren. Hierzu betrachten wir die Modellgleichung (6.3) im Grenzfall β → ∞,
v →∞ und fu¨r L = 1 + τ∂t. Wir haben also
∂tu(~r, t) = −τu(~r, t) + 1
2piσ2
∞∫
−∞
∞∫
−∞
e−|~r−~r
′|/σΘ [u (~r ′, t)− h] d~r ′.
Da Zeit und Ort frei skalierbar sind, setzen wir τ = σ = 1 und haben damit nur noch
die Schwelle h als Parameter.
Wir betrachten folgende Anfangsverteilung:
u(~r, 0)
{ ≥ h fu¨r |~r| ≤ R
< h sonst
.
Das angeregte Gebiet stellt somit eine Kreisscheibe vom Radius R dar. Wir wollen nun
das Vorzeichen von ∂tu(~r0, 0) fu¨r einen beliebigen Punkt ~r0 des Randes bestimmen.
Fu¨r diesen gilt
∂tu(~r0, t) = −h+ 1
2pi
R∫
0
2pi∫
0
e−
√
R2+r2−2Rr cos ϕr dr dϕ. (6.5)
Das Integral auf der rechten Seite (siehe Bild 5.1) nimmt Werte zwischen 0 (bei R = 0)
und 1/2 (bei R→∞) an. Damit gilt fu¨r alle h > 1/2
∂tu(~r0, 0) < 0,
also verschiebt sich die Grenze des angeregten Gebietes nach Innen, und der Radius
R nimmt ab. Fu¨r h < 1/2 ha¨ngt das Vorzeichen von ∂tu(~r0, 0) von R ab: Sei der
kritische Wert R0 definiert durch
I(R0) = h.
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Ist der Radius des angeregten Gebietes gro¨ßer als R0, dann haben wir ∂tu(~r0, 0) > 0,
also verschiebt sich die Grenze nach Außen. Fu¨r R < R0 hingegen schrumpft das
angeregte Gebiet zusammen. Bei R = R0 bleibt der Radius konstant.
Wird das Feld zum Beispiel als Folge einer netzfremden Synapse in den angeregten
Zustand versetzt, so kann sich die Anregung nur dann zu den Nachbarregionen aus-
breiten, wenn die Schwelle h hinreichend klein und die ra¨umliche Ausdehnung des
angeregten Gebietes groß genug ist. Es spielt dabei keine Rolle, welche Werte die De-
polarisation u(~r, t) im angeregten Gebiet annimmt, solange diese u¨ber der Schwelle
h liegen. Wir erhalten also dasselbe Verhalten wie im eindimensionalen Fall, das sich
durch die Kapitel 4 vorgestellte Potentialdynamik erkla¨ren la¨ßt.
Zusammenfassung
In dieser Arbeit betrachteten wir ein Neuronales-Feld-Modell mit nichtlokaler und
retardierter Wechselwirkung. Der U¨bergang vom Integralmodell zum PDG-Modell
wurde fu¨r verschiedene Integrationskerne und Raumdimensionen im Kapitel 2 durch-
gefu¨hrt. Es zeigte sich, daß fu¨r exponentiell abfallende Kerne
w(~r − ~r ′) ∼ e−|~r−~r ′|
in zwei Raumdimensionen, anders wie in einer und drei Raumdimensionen, kein ex-
aktes PDG-Modell abgeleitet werden kann. In drei Raumdimensionen erhielten wir
eine neue Gleichung(
ψtt − v2∆ψ + 2ω0ψt + ω20ψ
)2
=
(
ω20 + ω0∂t
)
ρ(~r, t),
die sich von dem in [Ji1] hergeleiteten eindimensionalen Analogon nur durch das Auf-
treten des Quadrates auf der linken Seite unterscheidet. Wa¨hrend das urspru¨ngliche
Integralmodell nicht-lokal und retardiert ist, ist die obige Gleichung lokal in Raum
und Zeit, was von Vorteil fu¨r eine numerische Simulation des Modells ist.
Die weiteren Ergebnisse der Arbeit betreffen die eindimensionale Gleichung
u(x, t) =
t∫
−∞
∞∫
−∞
η(t− t′)w(x − x′)f
[
u
(
x′, t′ − |x− x
′|
v
)]
dx′ dt′.
In Kapitel 3 wurden neue Lo¨sungen in Form von laufenden Pulsen fu¨r das spezielle
Modell mit
η1(t) = e
−tΘ(t), w(x) =
1
2
e−|x|, f(u) = Θ(u− h)
durch einen direkten Ansatz in der Integralgleichung konstruiert. Dabei existieren fu¨r
diese Wahl zwei stabile Fixpunkte der Modellgleichung: u ≡ 0 (Ruhezustand) und
u ≡ 1 (angeregter Zustand).
Das anschließend vorgestellte numerische Experiment zeigt einen mo¨glichen Entste-
hungsmechanismus der Pulse und Fronten. Wir untersuchten dabei die Entwicklung
einer lokalen Sto¨rung des stabilen Ruhezustands. Die Simulationen zeigten, daß die
ra¨umliche Ausdehnung dieser Sto¨rung daru¨ber entscheidet, ob fu¨r t → ∞ der Ruhe-
zustand oder der angeregte Zustand erreicht wird: Fu¨r große Ausdehnungen bilden
sich zwei Fronten, die auseinander laufen. Dadurch wa¨chst die Ausdehnung des ange-
regten Intervalls und der homogene Zustand u ≡ 1 wird fu¨r t→∞ erreicht. Ist diese
Ausdehnung hinreichend klein, dann wird der Ruhezustand u ≡ 0 angestrebt. Dies
kann auf zwei Weisen passieren: Fu¨r hinreichend kleine Werte der axonalen Leitungs-
geschwindigkeit v bilden sich zwei Pulse, die geda¨mpft auseinander laufen. Ist diese
Geschwindigkeit gro¨ßer als ein kritischer Wert, der von der Schwelle h abha¨ngig ist,
dann wird der Ruhezustand direkt angestrebt, indem die anfa¨ngliche Sto¨rung einfach
abnimmt, aber ihre ra¨umliche Position sich nicht a¨ndert.
Die Bildung von laufenden Pulsen aus einer anfa¨nglichen Sto¨rung des Grundzustan-
des ist also ein Effekt der Retardierung, der nur bei hinreichend kleinen Werten der
axonalen Leitungsgeschwindigkeit auftritt.
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Das oben beschriebene numerische Experiment wurde auch fu¨r einen weiteren Kern
η2(t) = te
−tΘ(t)
durchgefu¨hrt. Es zeigte sich, daß der zeitliche Integrationskern wenig Einfluß auf das
qualitative Verhalten der Sto¨rung hat. In diesem Fall wurde jedoch der Ruhezustand
bei Bildung zweier Pulse schneller erreicht, da die Da¨mpfung der Pulse sta¨rker war.
Schließlich wurde auch das Modell mit der Frequenzfunktion
f(u) =
1
1 + exp[−β(u− h)]
untersucht, die im Grenzfall β →∞ der obigen Θ-Funktion entspricht. Auch fu¨r end-
liche Werte von β wurde die Bildung von Pulsen und Fronten beobachtet, wobei die
Da¨mpfung der Pulse sta¨rker als im Falle β →∞ war.
Der vorgestellte Entstehungsmechanismus der laufenden Wellen zeigt, daß eine lo-
kale, a¨ußere Stimulierung eines neuronalen Netzes mit retardierter Wechselwirkung
auf zwei verschiedene Arten zur Ausbreitung von Aktivita¨t zu den Nachbarregionen
fu¨hren kann, na¨mlich durch Bildung laufender Fronten oder Pulse.
Sowohl die Ausbreitungsrichtung einer Front, als auch die Tatsache, daß ein angeregtes
Gebiet eine Mindestgro¨ße haben muß, damit sich die Anregung zu den Nachbarregio-
nen ausbreiten kann, lassen sich durch die in Kapitel 4 vorgestellte Potentialdynamik
erkla¨ren. Es wurde gezeigt, daß jede Lo¨sung der Neuronalen-Feld-Gleichung im nicht-
retardierten Fall und fu¨r exponentiellen synaptischen Kern, sich derart entwickelt,
daß ein Energiefunktional minimiert wird. Dieses hat die Struktur eines nicht-lokalen
Ginzburg-Landau Funktionals. Die Frage bleibt offen, ob ein entsprechendes Funktio-
nal auch fu¨r die retardierte Gleichung zu finden ist.
Anhang
A.1 Fourier -Darstellungen Greenscher Funktionen
In diesem Abschnitt berechnen wir die Fourier - Darstellung
G˜d(~k, ω) =
∫
Rd+1
Gd(~r, t)e
−i(~k·~r+ωt) d~r dt
der in Kapitel 2 definierten Greenschen Funktionen
Gd(~r, t) = δ
(
t− r
v
)
w(r)
fu¨r verschiedene Raumdimensionen d und Kerne w.
Wir betrachten zuerst normierte, exponentiell abfallende Kerne
w(r) =
1
Nd
e−r/σ,
wobei die Normierungskonstante Nd dimensionsabha¨ngig ist.
In einer Raumdimension haben wir N1 = 2σ und
G˜1(k, ω) =
∫
R2
G1(x, t)e
−i(kx+ωt) dx dt
=
1
2σ
∫
R2
δ
(
t− |x|
v
)
e−i(kx+ωt)e−|x|/σ dx dt
=
1
2σ
∞∫
−∞
exp
{
−
[ |x|
σ
+ i
(
kx+ ω
|x|
v
)]}
dx
=
1
σ
∞∫
0
exp
[
−
(x
σ
+ iω
x
v
)]
cos(kx) dx
=
1
σ
1
σ + i
ω
v(
1
σ + i
ω
v
)2
+ k2
.
Schließlich bekommen wir mit der Notation ω0 = v/σ fu¨r die eindimensionale Green-
sche Funktion die Fourierdarstellung
G˜1(k, ω) =
1 + i ωω0(
1 + i ωω0
)2
+ σ2k2
. (A.1)
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Fu¨r das zweidimensionale System haben wir N2 = 2piσ
2, und wir erhalten fu¨r das
Integral unter Verwendung von Zylinderkoordinaten (x-Achse in Richtung von ~k):
G˜2(~k, ω) =
1
2piσ2
∫
R3
δ
(
t− r
v
)
exp
(
− r
σ
)
exp[−i(~k · ~r + ωt)] d~r dt
=
1
2piσ2
∫
R2
exp
{
−
[
i~k · ~r +
(
1
σ
+ i
ω
v
)
r
]}
d~r
=
1
2piσ2
∞∫
0
2pi∫
0
exp
{
−
[
i kr cosϕ+
(
1
σ
+ i
ω
v
)
r
]}
rdr dϕ
=
1
2piσ2
2pi∫
0
dϕ(
1
σ + i
ω
v + i k cosϕ
)2
=
1
σ2
1
σ + i
ω
v[(
1
σ + i
ω
v
)2
+ k2
]3/2
und mit ω0 = v/σ schließlich
G˜2(kx, ky, ω) =
1 + i ωω0[(
1 + i ωω0
)2
+ σ2(k2x + k
2
y)
]3/2 . (A.2)
In drei Raumdimensionen ist N3 = 8piσ
3 und wir berechnen das Integral unter Ver-
wendung von Kugelkoordinaten. Dabei wird die z-Achse in Richtung von ~k gewa¨hlt.
Wir erhalten also
G˜3(~k, ω) =
1
8piσ3
∫
R4
δ
(
t− r
v
)
exp
(
− r
σ
)
exp[−i(~k · ~r + ωt)] d~r dt
=
1
8piσ3
∫
R3
exp
{
−
[
i~k · ~r +
(
1
σ
+ i
ω
v
)
r
]}
d~r
=
1
8piσ3
∞∫
0
pi∫
0
2pi∫
0
exp
[
−
(
i kr cos θ +
r
σ
+ i
ωr
v
)]
r2dr sin θ dθ dϕ
=
1
4σ3
∞∫
0
pi∫
0
exp
{
−
[
i kr cos θ +
(
1
σ
+ i
ω
v
)
r
]}
r2dr sin θ dθ
=
1
2σ3k
∞∫
0
exp
{
−
(
1
σ
+ i
ω
v
)
r
}
sin(kr) rdr
=
1
σ3
1
σ + i
ω
v[(
1
σ + i
ω
v
)2
+ k2
]2 ,
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und in der obigen Notation gilt
G˜3(kx, ky, kz, ω) =
1 + i ωω0[(
1 + i ωω0
)2
+ σ2(k2x + k
2
y + k
2
z)
]2 . (A.3)
Als na¨chstes betrachten wir die normierte
”
Hexenhut“-Funktion
w(r) =
1
N
(
1− r
r0
)
e−r/σ
in einer Raumdimension. Wir habenN = 2σ
(
1− σr0
)
, und die Fourier - Transformierte
der Greenschen Funktion berechnet sich als
G˜(k, ω) =
1
N
∫
R2
δ
(
t− |x|
v
)
e−i(kx+ωt)
(
1− |x|
r0
)
e−|x|/σ dx dt
=
1
N
∞∫
−∞
(
1− |x|
r0
)
exp
{
−
[ |x|
σ
+ i
(
kx+ ω
|x|
v
)]}
dx
=
2
N
∞∫
0
exp
[
−
(x
σ
+ iω
x
v
)]
cos(kx)
(
1− x
r0
)
dx
=
2
N


1
σ + i
ω
v(
1
σ + i
ω
v
)2
+ k2
− 1
r0
(
1
σ + i
ω
v
)2 − k2[(
1
σ + i
ω
v
)2
+ k2
]2

 .
Mit der vorherigen Notation ist schließlich
G˜(k, ω) =
1
1− σr0


1 + i ωω0(
1 + i ωω0
)2
+ σ2k2
− σ
r0
(
1 + i ωω0
)2
− σ2k2[(
1 + i ωω0
)2
+ σ2k2
]2


. (A.4)
A.2 Integrationskerne fu¨r laufende Wellen
Fu¨r laufende Wellen u(x, t) =: u˜(x− ct) reduziert sich das Modell (1.2) auf
u˜(z) =
∞∫
−∞
k(z − y)f(u˜(y)) dy
mit (vgl. (3.1))
k(x) =
∞∫
0
η(s)w˜(x+ cs) ds.
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1. Wir berechnen k fu¨r η1(s) = e
−sΘ(s) und w(x) = e−|x|. Dabei soll c < v gelten.
Fu¨r x ≥ 0 folgt fu¨r den Integrationsbereich s ≥ 0 auch x+ cs ≥ 0, also
k(x) =
1
1− c/v exp
(
− x
1− c/v
) ∞∫
0
e−s exp
(
− cs
1− c/v
)
ds,
=
v
v − c exp
(
− vx
v − c
)
v − c
v − c+ vc
=
v
v − c+ vce
−vx/(v−c).
Fu¨r x < 0 berechnet sich k als
k(x) =
1
1 + c/v
exp
(
x
1 + c/v
) −x/c∫
0
e−s exp
(
cs
1 + c/v
)
ds
+
1
1− c/v exp
(
− x
1− c/v
) ∞∫
−x/c
e−s exp
(
− cs
1− c/v
)
ds
=
v
v + c− vc
[
exp
(
vx
v + c
)
− exp
(x
c
)]
+
v
v − c+ vc exp
(x
c
)
=
(
v
v − c+ vc −
v
v + c− vc
)
ex/c +
v
v + c− vce
vx/(v+c).
2. Fu¨r den zweiten Kern η2(s) = se
−sΘ(s) erhalten wir fu¨r x < 0
k(x) =
1
1 + c/v
exp
(
x
1 + c/v
) −x/c∫
0
se−s exp
(
cs
1 + c/v
)
ds
+
1
1− c/v exp
(
− x
1− c/v
) ∞∫
−x/c
se−s exp
(
− cs
1− c/v
)
ds
=
v(v + c)
(v + c− vc)2
{
exp
(
xv
v + c
)
−
[
1− v + c− vc
c(v + c)
x
]
exp
(x
c
)}
+
v(v − c)
(v − c+ vc)2
[
1− v − c+ vc
c(v − c) x
]
exp
(x
c
)
=
v(v + c)
(v + c− vc)2 exp
(
xv
v + c
)
+ exp
(x
c
)
×
×
{
v(v − c)
(v − c+ vc)2 −
v(v + c)
(v + c− vc)2 +
x
c
[
v
v + c− vc −
v
v − c+ vc
]}
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und fu¨r x ≥ 0
k(x) =
1
1− c/v exp
(
− x
1− c/v
) ∞∫
0
se−s exp
(
− cs
1− c/v
)
ds,
=
v(v − c)
(v − c+ vc)2 exp
(
− vx
v − c
)
.
A.3 Komplementa¨re Lo¨sungen in dem Θ -Modell
Sei u˜(x, t) eine Lo¨sung von (3.2), die einem festen Wert des Parameters h˜ mit h˜ < 1
entspricht. Fu¨r die lineare Transformierte
u(x, t) := 1− u˜(x, t)
gelten
u˜(x, t) > h˜⇔ u(x, t) < 1− h˜,
u˜(x, t) < h˜⇔ u(x, t) > 1− h˜,
also folgt
Θ[u˜(x, t)− h˜] = 1−Θ[u(x, t)− (1− h˜)].
Fu¨r u(x, t) bekommt man damit aus der Modellgleichung
u(x, t) = 1− 1
2
t∫
−∞
∞∫
−∞
et
′−te−|x−x
′|Θ
[
u˜(. . .)− h˜
]
dt′ dx′
= 1− 1 + 1
2
t∫
−∞
∞∫
−∞
et
′−te−|x−x
′|Θ
[
u(. . .)− (1− h˜)
]
dt′ dx′
=
1
2
t∫
−∞
∞∫
−∞
et
′−te−|x−x
′|Θ [u(. . .)− h] dt′ dx′,
wobei h := 1− h˜ gesetzt wurde. Damit hat man zum neuen Parameterwert h durch
die obige Transformation auch eine Lo¨sung gefunden. Weiterhin gelten
h˜ > 1/2⇔ h < 1/2,
h˜ < 1/2⇔ h > 1/2.
A.4 Ausbreitungsrichtung einer Front
Die folgende Bemerkung u¨ber das Vorzeichen der Ausbreitungsgeschwindigkeit einer
monoton wachsenden Front entnehmen wir [Er2].
Wir wa¨hlen η = e−sΘ(s), v =∞ und bezeichnen mit u−∞ und u+∞ die zwei stabilen
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Fixpunkte des Problems. Weiterhin nehmen wir an, daß eine laufende Front existiert,
die die zwei Fixpunkte monoton verbindet, d.h.
u(x, t) = u(x− ct)
ist monoton wachsend mit
u(−∞) = u−∞, u(+∞) = u+∞
und lo¨st die Modellgleichung
u(x, t) =
t∫
−∞
∞∫
−∞
η(t− t′)w(x − x′)f [u(x′, t′)] dt′ dx′,
die weiterhin durch Differentiation nach t und Einfu¨hrung der Koordinaten z = x−ct,
z′ = x′ − ct und s = t− t′ in der Form
−cu′(z) = −u(z) +
∞∫
−∞
w(z − z′)f [u(z′)] dz′
geschrieben werden kann. Wir nehmen an, daß f [u] differenzierbar ist. Diese Annahme
schließt den Grenzfall β →∞ aus. Wir multiplizieren die letzte Gleichung mit u′f ′[u]
und erhalten aus der Normierbarkeit von w
−cu′2f ′[u] = {−u+ f [u]}f ′[u]u′ +
∞∫
−∞
w(z − z′){f [u(z′)]− f [u(z)]}f ′[u(z)]u′(z) dz′.
Durch Integration folgt weiter
−c
∞∫
−∞
u′2f ′[u(z)] dz =
u+∞∫
u−∞
{−u+ f [u]}f ′[u] du
+
∞∫
−∞
∞∫
∞
w(z − z′){f [u(z′)]− f [u(z)]}f ′[u(z)]u′(z) dz′ dz.
Im Doppelintegral kann die Rolle der Variablen z und z′ vertauscht werden, da w als
symmetrisch angenommen wird. Wir haben also
∞∫
−∞
∞∫
∞
w(z − z′){f [u(z′)]− f [u(z)]}f ′[u(z)]u′(z) dz′ dz =
∞∫
−∞
∞∫
∞
w(z − z′){f [u(z)]− f [u(z′)]}f ′[u(z′)]u′(z′) dz dz′ =: I
und erhalten durch Summation
I =
1
2
∞∫
−∞
∞∫
∞
w(z − z′){f [u(z′)]− f [u(z)]}{f ′[u(z)]u′(z)− f ′[u(z′)]u′(z′)} dz′ dz.
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Mit z − z′ = ξ folgt weiter in den Variablen z und ξ
I =
∞∫
−∞
∞∫
−∞
w(ξ){f [u(z − ξ)]− f [u(z)]}{f ′[u(z)]u′(z)− f ′[u(z − ξ)]u′(z − ξ)} dξ dz.
Wir integrieren zuerst nach z und erhalten I = 0. Damit bleibt uns
−c
∞∫
−∞
u′2f ′[u(z)] dz =
u+∞∫
u−∞
{−u+ f [u]}f ′[u] du.
Weiterhin gilt
u+∞∫
u−∞
{−u+ f [u]}{f ′[u]− 1} du = 1
2
{−u+ f [u]}2|u+∞u−∞ = 0,
da u±∞ nach Voraussetzung Fixpunkte von f sind. Insgesamt erhalten wir
−c
∞∫
−∞
u′2f ′[u(z)] dz =
u+∞∫
u−∞
{−u+ f [u]} du.
Weil das Integral auf der linken Seite positiv ist, folgt, daß die Ausbreitungsgeschwin-
digkeit c dasselbe Vorzeichen wie das Integral
u+∞∫
u−∞
{u− f [u]} du
annimmt.
Im obigen Beweis wurde der Fall f [u] = Θ[u− h] ausgeschlossen. Wir haben jodoch
von der Ableitung f ′[u] nur unter dem Integral Gebrauch gemacht. Formell kann die
Rechnung auch in diesem Fall mit
f ′[u(z)] =
δ[z − u−1(h)]
u′(h)
durchgefu¨hrt werden. Dabei ist die Inverse u−1(h) eindeutig definiert, da u nach
Voraussezung monoton wachsend ist.
Die explizit ausgerechneten Geschwindigkeiten aus 3.3.1 zeigen, daß die Aussage auch
fu¨r v < ∞ gu¨ltig bleibt. Der Versuch, die obige Rechnung auf den Fall v < ∞
zu u¨bertragen, scheitert jedoch an der Tatsache, daß die Symmetrie des ra¨umlichen
Integrationskerns nun nicht mehr vorhanden ist (vergleiche hierzu das Resultat aus
3.2).
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A.5 Variation des nicht-lokalen Ginzburg-Landau
Funktionals
Wir berechnen die Funktionalableitung
δF [ρ(x)]
δρ(y)
= lim
→0
F [ρ(x) + δ(x− y)]− F [ρ(x)]

des in (4.1) definierten Funktionals. Die Zeitvariable wird dabei unterdru¨ckt. Es ist
[Gel]
F [ρ(x) + δ(x− y)] =
1
4
∞∫
−∞
∞∫
−∞
w(x − x′) [ρ(x)− ρ(x′) + δ(x− y)− δ(x′ − y)]2 dx dx′+
+
∞∫
−∞
W (ρ(x) + δ(x− y)) dx
= F [ρ(x)] + 

12
∞∫
−∞
∞∫
−∞
w(x− x′) [ρ(x) − ρ(x′)] [δ(x− y)− δ(x′ − y)] dx dx′+
+
∞∫
−∞
W ′(ρ(x))δ(x − y) dx

+O(2).
Damit folgt
δF [ρ(x)]
δρ(y)
=
∞∫
−∞
w(x − y)[ρ(y)− ρ(x)] dx+W ′(ρ(y)).
Da w normiert ist, und W ′(ρ) = f−1(ρ)− ρ, erhalten wir schließlich
δF [ρ(x)]
δρ(y)
= −
∞∫
−∞
w(x − y)ρ(x) dx + f−1(ρ(y)).
A.6 Energie der Anfangsverteilung
Wir berechnen den nichtlokalen Anteil der Energie
F 01 (∆) =
1
4
∞∫
−∞
∞∫
−∞
w(x − x′)[ρ(x, 0) − ρ(x′, 0)]2 dx dx′.
fu¨r die Anfangsverteilung
ρ(x, 0) =
{
ρ+, fu¨r x ∈ [0,∆]
ρ−, sonst
.
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Sei I = [0,∆]. Es ist
F 01 (∆) =
1
4


∫
I
∫
I
. . .+
∫
R−I
∫
R−I
. . .+
∫
R−I
∫
I
. . .+
∫
I
∫
R−I
. . .

 .
Die ersten beiden Doppelintegrale verschwinden, da hier ρ(x, 0) − ρ(x′, 0) = 0 gilt.
Fu¨r die anderen ist [ρ(x, 0)−ρ(x′, 0)]2 = (ρ+−ρ−)2 eine Konstante, und wir erhalten
F 01 (∆) =
1
2
(ρ+ − ρ−)2
∫
I


∫
R
w(x − x′) dx′ −
∫
I
w(x − x′) dx′

 dx.
Da w normiert ist folgt weiter
F 01 (∆) =
1
2
(ρ+ − ρ−)2

∆−
∫
I
∫
I
w(x − x′) dx′ dx

 .
Mit w(x − x′) = e−|x−x′|/σ/2σ erhalten wir fu¨r das letzte Integral
1
2σ
∆∫
0
∆∫
0
e−|x−x
′|/σ dx dx′ =
1
2σ
∆∫
0


x∫
0
e(x
′−x)/σ dx′ +
∆∫
x
e(x−x
′)/σ dx′

 dx
=
1
2
∆∫
0
{
2− e−x/σ − e(x−∆)/σ
}
dx
= ∆− σ + σe−∆/σ
Insgesamt haben wir
F 01 (∆) =
σ
2
(ρ+ − ρ−)2(1− e−∆/σ).
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