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Abstract
A search is presented for a high-mass Higgs boson in the H → ZZ → `+`−`+`−, H →
ZZ → `+`−νν¯, H → ZZ → `+`−qq¯, and H → ZZ → νν¯qq¯ decay modes using the ATLAS
detector at the CERN Large Hadron Collider. The search uses proton–proton collision data
at a centre-of-mass energy of 8 TeV corresponding to an integrated luminosity of 20.3 fb−1.
The results of the search are interpreted in the scenario of a heavy Higgs boson with a width
that is small compared with the experimental mass resolution. The Higgs boson mass range
considered extends up to 1 TeV for all four decay modes and down to as low as 140 GeV,
depending on the decay mode. No significant excess of events over the Standard Model
prediction is found. A simultaneous fit to the four decay modes yields upper limits on the
production cross-section of a heavy Higgs boson times the branching ratio to Z boson pairs.
95% confidence level upper limits range from 0.53 pb at mH = 195 GeV to 0.008 pb at
mH = 950 GeV for the gluon-fusion production mode and from 0.31 pb at mH = 195 GeV
to 0.009 pb at mH = 950 GeV for the vector-boson-fusion production mode. The results are
also interpreted in the context of Type-I and Type-II two-Higgs-doublet models.
c© 2018 CERN for the benefit of the ATLAS Collaboration.
Reproduction of this article or parts of it is allowed as specified in the CC-BY-3.0 license.
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1. Introduction
In 2012, a Higgs boson h with a mass of 125 GeV was discovered by the ATLAS and CMS collaborations
at the LHC [1, 2]. One of the most important remaining questions is whether the newly discovered particle
is part of an extended scalar sector as postulated by various extensions to the Standard Model (SM) such
as the two-Higgs-doublet model (2HDM) [3] and the electroweak-singlet (EWS) model [4]. These predict
additional Higgs bosons, motivating searches at masses other than 125 GeV.
This paper reports four separate searches with the ATLAS detector for a heavy neutral scalar H decaying
into two SM Z bosons, encompassing the decay modes ZZ → `+`−`+`−, ZZ → `+`−νν¯, ZZ → `+`−qq¯,
and ZZ → νν¯qq¯, where ` stands for either an electron or a muon. These modes are referred to, respect-
ively, as ````, ``νν, ``qq, and ννqq.
It is assumed that additional Higgs bosons would be produced predominantly via the gluon fusion (ggF)
and vector-boson fusion (VBF) processes but that the ratio of the two production mechanisms is unknown
in the absence of a specific model. For this reason, results are interpreted separately for ggF and VBF
production modes. For Higgs boson masses below 200 GeV, associated production (VH, where V stands
for either a W or a Z boson) is important as well. In this mass range, only the ```` decay mode is
considered. Due to its excellent mass resolution and high signal-to-background ratio, the ```` decay mode
is well-suited for a search for a narrow resonance in the range 140 < mH < 500 GeV; thus, this search
covers the mH range down to 140 GeV. The ```` search includes channels sensitive to VH production as
well as to the VBF and ggF production modes. The ``qq and ``νν searches, covering mH ranges down to
200 GeV and 240 GeV respectively, consider ggF and VBF channels only. The ννqq search covers the mH
range down to 400 GeV and does not distinguish between ggF and VBF production. Due to their higher
branching ratios, the ``qq, ``νν, and ννqq decay modes dominate at higher masses, and contribute to the
overall sensitivity of the combined result. The mH range for all four searches extends up to 1000 GeV.
The ggF production mode for the ```` search is further divided into four channels based on lepton flavour,
while the ``νν search includes four channels, corresponding to two lepton flavours for each of the ggF
and VBF production modes. For the ``qq and ννqq searches, the ggF production modes are divided into
two subchannels each based on the number of b-tagged jets in the event. For Higgs boson masses above
700 GeV, jets from Z boson decay are boosted and tend to be reconstructed as a single jet; the ggF ``qq
search includes an additional channel sensitive to such final states.
For each channel, a discriminating variable sensitive to mH is identified and used in a likelihood fit.
The ```` and ``qq searches use the invariant mass of the four-fermion system as the final discriminant,
while the ``νν and ννqq searches use a transverse mass distribution. Distributions of these discriminants
for each channel are combined in a simultaneous likelihood fit which estimates the rate of heavy Higgs
boson production and simultaneously the nuisance parameters corresponding to systematic uncertainties.
Additional distributions from background-dominated control regions also enter the fit in order to constrain
nuisance parameters. Unless otherwise stated, all figures show shapes and normalizations determined
from this fit. All results are interpreted in the scenario of a new Higgs boson with a narrow width, as well
as in Type-I and Type-II 2HDMs.
The ATLAS collaboration has published results of searches for a Standard Model Higgs boson decaying
in the ````, ``qq, and ``νν modes with 4.7–4.8 fb−1 of data collected at
√
s = 7 TeV [5–7]. A heavy
Higgs boson with the width and branching fractions predicted by the SM was excluded at the 95% con-
fidence level in the ranges 182 < mH < 233 GeV, 256 < mH < 265 GeV, and 268 < mH < 415 GeV by
the ```` mode; in the ranges 300 < mH < 322 GeV and 353 < mH < 410 GeV by the ``qq mode; and in
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the range 319 < mH < 558 GeV by the ``νν mode. The searches in this paper use a data set of 20.3 fb−1
of pp collision data collected at a centre-of-mass energy of
√
s = 8 TeV. Besides using a larger data
set at a higher centre-of-mass energy, these searches improve on the earlier results by adding selections
sensitive to VBF production for the ````, ``qq, and ``νν decay modes and by further optimizing the event
selection and other aspects of the analysis. In addition, the ννqq decay mode has been added; finally,
results of searches in all four decay modes are used in a combined search. The CMS Collaboration has
also recently published a search for a heavy Higgs boson with SM width in H → ZZ decays [8]. Since
the searches reported here use a narrow width for each Higgs boson mass hypothesis instead of the larger
width corresponding to a SM Higgs boson, a direct comparison against earlier ATLAS results and the
latest CMS results is not possible.
This paper is organized as follows. After a brief description of the ATLAS detector in Section 2, the
simulation of the background and signal processes used in this analysis is outlined in Section 3. Section 4
summarizes the reconstruction of the final-state objects used by these searches. The event selection and
background estimation for the four searches are presented in Sections 5 to 8, and Section 9 discusses the
systematic uncertainties common to all searches. Section 10 details the statistical combination of all the
searches into a single limit, which is given in Section 11. Finally, Section 12 gives the conclusions.
2. ATLAS detector
ATLAS is a multi-purpose detector [9] which provides nearly full solid-angle coverage around the inter-
action point.1 It consists of a tracking system (inner detector or ID) surrounded by a thin superconducting
solenoid providing a 2 T magnetic field, electromagnetic and hadronic calorimeters, and a muon spec-
trometer (MS). The ID consists of pixel and silicon microstrip detectors covering the pseudorapidity
region |η| < 2.5, surrounded by a transition radiation tracker (TRT), which improves electron identifica-
tion in the region |η| < 2.0. The sampling calorimeters cover the region |η| < 4.9. The forward region
(3.2 < |η| < 4.9) is instrumented with a liquid-argon (LAr) calorimeter for electromagnetic and hadronic
measurements. In the central region, a high-granularity lead/LAr electromagnetic calorimeter covers
|η| < 3.2. Hadron calorimetry is based on either steel absorbers with scintillator tiles (|η| < 1.7) or copper
absorbers in LAr (1.5 < |η| < 3.2). The MS consists of three large superconducting toroids arranged with
an eight-fold azimuthal coil symmetry around the calorimeters, and a system of three layers of precision
gas chambers providing tracking coverage in the range |η| < 2.7, while dedicated chambers allow trigger-
ing on muons in the region |η| < 2.4. The ATLAS trigger system [10] consists of three levels; the first
(L1) is a hardware-based system, while the second and third levels are software-based systems.
1 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the detector
and the z-axis coinciding with the axis of the beam pipe. The x-axis points from the IP towards the centre of the LHC ring, and
the y-axis points upward. Cylindrical coordinates (r,φ) are used in the transverse plane, φ being the azimuthal angle around
the z-axis. The pseudorapidity is defined in terms of the polar angle θ as η = − ln tan(θ/2). The distance in (η,φ) coordinates,
∆R =
√
(∆φ)2 + (∆η)2, is also used to define cone sizes. Transverse momentum and energy are defined as pT = p sin θ and
ET = E sin θ, respectively.
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3. Data and Monte Carlo samples
3.1. Data sample
The data used in these searches were collected by ATLAS at a centre-of-mass energy of 8 TeV during
2012 and correspond to an integrated luminosity of 20.3 fb−1.
Collision events are recorded only if they are selected by the online trigger system. For the ννqq search
this selection requires that the magnitude EmissT of the missing transverse momentum vector (see Section 4)
is above 80 GeV. Searches with leptonic final states use a combination of single-lepton and dilepton
triggers in order to maximize acceptance. The main single-lepton triggers have a minimum pT (muons) or
ET (electrons) threshold of 24 GeV and require that the leptons are isolated. They are complemented with
triggers with higher thresholds (60 GeV for electrons and 36 GeV for muons) and no isolation requirement
in order to increase acceptance at high pT and ET. The dilepton triggers require two same-flavour leptons
with a threshold of 12 GeV for electrons and 13 GeV for muons. The acceptance in the ```` search is
increased further with an additional asymmetric dimuon trigger selecting one muon with pT > 18 GeV
and another one with pT > 8 GeV and an electron–muon trigger with thresholds of EeT > 12 GeV and
pµT > 8 GeV.
3.2. Signal samples and modelling
The acceptance and resolution for the signal of a narrow-width heavy Higgs boson decaying to a Z boson
pair are modelled using Monte Carlo (MC) simulation. Signal samples are generated using Powheg
r1508 [11, 12], which calculates separately the gluon and vector-boson-fusion Higgs boson production
processes up to next-to-leading order (NLO) in αS. The generated signal events are hadronized with
Pythia 8.165 using the AU2 set of tunable parameters for the underlying event [13, 14]; Pythia also
decays the Z bosons into all modes considered in this search. The contribution from Z boson decay to
τ leptons is also included. The NLO CT10 [15] parton distribution function (PDF) is used. The associated
production of Higgs bosons with a W or Z boson (WH and ZH) is significant for mH < 200 GeV. It is
therefore included as a signal process for the ```` search for mH < 400 GeV and simulated using Pythia 8
with the LO CTEQ6L1 PDF set [16] and the AU2 parameter set. These samples are summarized in
Table 1.
Besides model-independent results, a search in the context of a CP-conserving 2HDM [3] is also presen-
ted. This model has five physical Higgs bosons after electroweak symmetry breaking: two CP-even, h and
H; one CP-odd, A; and two charged, H±. The model considered here has seven free parameters: the Higgs
boson masses (mh, mH , mA, mH±), the ratio of the vacuum expectation values of the two doublets (tan β),
the mixing angle between the CP-even Higgs bosons (α), and the potential parameter m212 that mixes the
two Higgs doublets. The two Higgs doublets Φ1 and Φ2 can couple to leptons and up- and down-type
quarks in several ways. In the Type-I model, Φ2 couples to all quarks and leptons, whereas for Type-II,
Φ1 couples to down-type quarks and leptons and Φ2 couples to up-type quarks. The ‘lepton-specific’
model is similar to Type-I except for the fact that the leptons couple to Φ1, instead of Φ2; the ‘flipped’
model is similar to Type-II except that the leptons couple to Φ2, instead of Φ1. In all these models, the
coupling of the H boson to vector bosons is proportional to cos(β − α). In the limit cos(β − α) → 0 the
light CP-even Higgs boson, h, is indistinguishable from a SM Higgs boson with the same mass. In the
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context of H → ZZ decays there is no direct coupling of the Higgs boson to leptons, and so only the
Type-I and -II interpretations are presented.
The production cross-sections for both the ggF and VBF processes are calculated using SusHi 1.3.0 [17–
22], while the branching ratios are calculated with 2HDMC 1.6.4 [23]. For the branching ratio calculations
it is assumed that mA = mH = mH± , mh = 125 GeV, and m212 = m
2
A tan β/(1 + tan β
2). In the 2HDM
parameter space considered in this analysis, the cross-section times branching ratio for H → ZZ with
mH = 200 GeV varies from 2.4 fb to 10 pb for Type-I and from 0.5 fb to 9.4 pb for Type-II.
The width of the heavy Higgs boson varies over the parameter space of the 2HDM model, and may be
significant compared with the experimental resolution. Since this analysis assumes a narrow-width signal,
the 2HDM interpretation is limited to regions of parameter space where the width is less than 0.5% of mH
(significantly smaller than the detector resolution). In addition, the off-shell contribution from the light
Higgs boson and its interference with the non-resonant ZZ background vary over the 2HDM parameter
space as the light Higgs boson couplings are modified from their SM values. Therefore the interpretation
is further limited to regions of the parameter space where the light Higgs boson couplings are enhanced by
less than a factor of three from their SM values; in these regions the variation is found to have a negligible
effect.
3.3. Background samples
Monte Carlo simulations are also used to model the shapes of distributions from many of the sources
of SM background to these searches. Table 1 summarizes the simulated event samples along with the
PDF sets and underlying-event tunes used. Additional samples are also used to compute systematic
uncertainties as detailed in Section 9.
Sherpa 1.4.1 [24] includes the effects of heavy-quark masses in its modelling of the production of W and
Z bosons along with additional jets (V + jets). For this reason it is used to model these backgrounds
in the hadronic ``qq and ννqq searches, which are subdivided based on whether the Z boson decays
into b-quarks or light-flavour quarks. The Alpgen 2.14 W + jets and Z/γ∗ + jets samples are generated
with up to five hard partons and with the partons matched to final-state particle jets [25, 26]. They are
used to describe these backgrounds in the other decay modes and also in the VBF channel of the ``qq
search2 since the additional partons in the matrix element give a better description of the VBF topology.
The Sherpa (Alpgen) Z/γ∗ + jets samples have a dilepton invariant mass requirement of m`` > 40 GeV
(60 GeV) at the generator level.
The background from the associated production of the 125 GeV h boson along with a Z boson is non-
negligible in the ``qq and ννqq searches and is taken into account. Contributions to Zh from both qq¯
annihilation and gluon fusion are included. The qq¯ → Zh samples take into account NLO electroweak
corrections, including differential corrections as a function of Z boson pT [27, 28]. The Higgs boson
branching ratio is calculated using hdecay [29]. Further details can be found in Ref. [30].
Continuum ZZ(∗) events form the dominant background for the ```` and ``νν decay modes; this is mod-
elled with a dedicated qq¯ → ZZ(∗) sample. This sample is corrected to match the calculation described
in Ref. [31], which is next-to-next-to-leading order (NNLO) in αS, with a K-factor that is differential in
mZZ . Higher-order electroweak effects are included following the calculation reported in Refs. [32, 33]
by applying a K-factor based on the kinematics of the diboson system and the initial-state quarks, using a
2 The VBF channel is inclusive in quark flavour and hence dominated by the Z + light-quark jet background.
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procedure similar to that described in Ref. [34]. The off-shell SM ggF Higgs boson process, the gg→ ZZ
continuum, and their interference are considered as backgrounds. These samples are generated at leading
order (LO) in αS using MCFM 6.1 [35] (````) or gg2vv 3.1.3 [36, 37] (``νν) but corrected to NNLO as a
function of mZZ [38] using the same procedure as described in Ref. [6]. For the ``qq and ννqq searches,
the continuum ZZ(∗) background is smaller so the qq¯→ ZZ(∗) sample is used alone. It is scaled to include
the contribution from gg→ ZZ(∗) using the gg→ ZZ(∗) cross-section calculated by MCFM 6.1 [35].
For samples in which the hard process is generated with Alpgen or MC@NLO 4.03 [39], Herwig 6.520 [40]
is used to simulate parton showering and fragmentation, with Jimmy [41] used for the underlying-event
simulation. Pythia 6.426 [42] is used for samples generated with MadGraph [43] and AcerMC [44],
while Pythia 8.165 [45] is used for the gg2vv 3.1.3 [36, 37], MCFM 6.1 [46], and Powheg samples.
Sherpa implements its own parton showering and fragmentation model.
In the ``qq and ννqq searches, which have jets in the final state, the principal background is V+jets, where
V stands for either a W or a Z boson. In simulations of these backgrounds, jets are labelled according
to which generated hadrons with pT > 5 GeV are found within a cone of size ∆R = 0.4 around the
reconstructed jet axis. If a b-hadron is found, the jet is labelled as a b-jet; if not and a charmed hadron
is found, the jet is labelled as a c-jet; if neither is found, the jet is labelled as a light (i.e., u-, d-, or s-
quark, or gluon) jet, denoted by ‘ j’. For V + jets events that pass the selections for these searches, two of
the additional jets are reconstructed as the hadronically-decaying Z boson candidate. Simulated V + jets
events are then categorized based on the labels of these jets. If one jet is labelled as a b-jet, the event
belongs to the V +b category; if not, and one of the jets is labelled as a c-jet, the event belongs to the V +c
category; otherwise, the event belongs to the V + j category. Further subdivisions are defined according
to the flavour of the other jet from the pair, using the same precedence order: V + bb, V + bc, V + b j,
V + cc, V + c j, and V + j j; the combination of V + bb, V + bc, and V + cc is denoted by V+hf.
3.4. Detector simulation
The simulation of the detector is performed with either a full ATLAS detector simulation [66] based
on Geant 4 9.6 [67] or a fast simulation3 based on a parameterization of the performance of the AT-
LAS electromagnetic and hadronic calorimeters [68] and on Geant 4 elsewhere. All simulated samples
are generated with a variable number of minimum-bias interactions (simulated using Pythia 8 with the
MSTW2008LO PDF [69] and the A2 tune [48]), overlaid on the hard-scattering event to account for
additional pp interactions in either the same or a neighbouring bunch crossing (pile-up).
Corrections are applied to the simulated samples to account for differences between data and simulation
for the lepton trigger and reconstruction efficiencies, and for the efficiency and misidentification rate of
the algorithm used to identify jets containing b-hadrons (b-tagging).
3 The background samples that use the parameterized fast simulation are: Sherpa W/Z + jets production with pW/ZT < 280 GeV
(for higher pW/ZT the full simulation is used since it improves the description of the jet mass in the merged ``qq search described
in Section 7.1.2); Powheg-Box tt¯, single top, and diboson production; and SM Pythia qq¯ → Zh and Powheg-Box gg → Zh
production with h→ bb. The remaining background samples and the signal samples, with the exception of those used for the
ννqq search, use the full Geant 4 simulation.
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Physics process H → ZZ search Generator Cross-section PDF set Tune
final state normalization
W/Z boson + jets
Z/γ∗ → `+`−/νν¯ ````/``νν Alpgen 2.14 [25] NNLO [47] CTEQ6L1 [16] AUET2 [14, 48]
``qq†/ννqq Sherpa 1.4.1 [24] NNLO [49, 50] NLO CT10 Sherpa default
W → `ν ``νν Alpgen 2.14 NNLO [47] CTEQ6L1 AUET2
ννqq Sherpa 1.4.1 NNLO [49, 50] NLO CT10 Sherpa default
Top quark
tt¯ ````/``qq/ννqq Powheg-Box r2129 [51–53] NNLO+NNLL NLO CT10 Perugia2011C [54]
``νν MC@NLO 4.03 [39] [55, 56] AUET2
s-channel and Wt ````/``qq/ννqq Powheg-Box r1556 NNLO+NNLL NLO CT10 Perugia2011C
``νν MC@NLO 4.03 [57, 58] AUET2
t-channel all AcerMC 3.8 [44] NNLO+NNLL CTEQ6L1 AUET2
[59]
Dibosons
qq¯→ ZZ(∗)
``qq/ννqq Powheg-Box r1508 [60] NLO [35, 61] NLO CT10 AUET2
````/``νν Powheg-Box r1508 [60] NNLO QCD [31] NLO CT10 AUET2
NLO EW [32, 33]
EW qq¯ (→ h)→ ```` MadGraph 5 1.3.28 [43] CTEQ6L1 AUET2
ZZ(∗) + 2 j
gg (→ h∗)→ ZZ ```` MCFM 6.1 [46] NNLO [38] NLO CT10 AU2
``νν GG2VV 3.1.3 [36, 37] (for h→ ZZ) NLO CT10 AU2
qq¯→ WZ ``νν/``qq/ννqq Powheg-Box r1508 NLO [35, 61] NLO CT10 AUET2
```` Sherpa 1.4.1 Sherpa default
qq¯→ WW all Powheg-Box r1508 NLO [35, 61] NLO CT10 AUET2
mh = 125 GeV SM Higgs boson (background)‡
qq¯→ Zh→ ``qq/ννqq Pythia 8.165 NNLO [62–64] CTEQ6L AU2
`+`−bb¯/νν¯bb¯
gg→ Zh→ ``qq/ννqq Powheg-Box r1508 NLO [65] CT10 AU2
`+`−bb¯/νν¯bb¯
Signal
gg→ H → ZZ(∗) all Powheg-Box r1508 — NLO CT10 AU2
qq¯→ H + 2 j; all Powheg-Box r1508 — NLO CT10 AU2
H → ZZ(∗)
qq¯→ (W/Z)H; ```` Pythia 8.163 — CTEQ6L1 AU2
H → ZZ(∗)
Table 1: Details of the generation of simulated signal and background event samples. For each physics process, the
table gives the final states generated, the H → ZZ final states(s) for which they are used, the generator, the PDF
set, and the underlying-event tune. For the background samples, the order in αS used to normalize the event yield
is also given; for the signal, the normalization is the parameter of interest in the fit. More details can be found in
the text.
†The H → ZZ → `+`−qq¯ VBF search uses Alpgen instead.
‡For the H → ZZ → `+`−`+`− and H → ZZ → `+`−νν¯ searches, the SM h → ZZ boson contribution, along with
its interference with the continuum ZZ background, is included in the diboson samples.
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4. Object reconstruction and common event selection
The exact requirements used to identify physics objects vary between the different searches. This section
outlines features that are common to all of the searches; search-specific requirements are given in the
sections below.
Event vertices are formed from tracks with pT > 400 MeV. Each event must have an identified primary
vertex, which is chosen from among the vertices with at least three tracks as the one with the largest
∑
p2T
of associated tracks.
Muon candidates (’muons’) [70] generally consist of a track in the ID matched with one in the MS.
However, in the forward region (2.5 < |η| < 2.7), MS tracks may be used with no matching ID tracks;
further, around |η| = 0, where there is a gap in MS coverage, ID tracks with no matching MS track
may be used if they match an energy deposit in the calorimeter consistent with a muon. In addition to
quality requirements, muon tracks are required to pass close to the reconstructed primary event vertex.
The longitudinal impact parameter, z0, is required to be less than 10 mm, while the transverse impact
parameter, d0, is required to be less than 1 mm to reject non-collision backgrounds. This requirement is
not applied in in the case of muons with no ID track.
Electron candidates (‘electrons’) [71–73] consist of an energy cluster in the EM calorimeter with |η| <
2.47 matched to a track reconstructed in the inner detector. The energy of the electron is measured
from the energy of the calorimeter cluster, while the direction is taken from the matching track. Electron
candidates are selected using variables sensitive to the shape of the EM cluster, the quality of the track, and
the goodness of the match between the cluster and the track. Depending on the search, either a selection
is made on each variable sequentially or all the variables are combined into a likelihood discriminant.
Electron and muon energies are calibrated from measurements of Z → ee/µµ decays [70, 72]. Electrons
and muons must be isolated from other tracks, using p`,isolT /p
`
T < 0.1, where p
`,isol
T is the scalar sum of
the transverse momenta of tracks within a ∆R = 0.2 cone around the electron or muon (excluding the
electron or muon track itself), and p`T is the transverse momentum of the electron or muon candidate. The
isolation requirement is not applied in the case of muons with no ID track. For searches with electrons or
muons in the final state, the reconstructed lepton candidates must match the trigger lepton candidates that
resulted in the events being recorded by the online selection.
Jets are reconstructed [74] using the anti-kt algorithm [75] with a radius parameter R = 0.4 operating on
massless calorimeter energy clusters constructed using a nearest-neighbour algorithm. Jet energies and
directions are calibrated using energy- and η-dependent correction factors derived using MC simulations,
with an additional calibration applied to data samples derived from in situ measurements [76]. A correc-
tion is also made for effects of energy from pile-up. For jets with pT < 50 GeV within the acceptance
of the ID (|η| < 2.4), the fraction of the summed scalar pT of the tracks associated with the jet (within a
∆R = 0.4 cone around the jet axis) contributed by those tracks originating from the primary vertex must
be at least 50%. This ratio is called the jet vertex fraction (JVF), and this requirement reduces the number
of jet candidates originating from pile-up vertices [77, 78].
In the ``qq search at large Higgs boson masses, the decay products of the boosted Z boson may be
reconstructed as a single anti-kt jet with a radius of R = 0.4. Such configurations are identified using the
jet invariant mass, obtained by summing the momenta of the jet constituents. After the energy calibration,
the jet masses are calibrated, based on Monte Carlo simulations, as a function of jet pT, η, and mass.
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The missing transverse momentum, with magnitude EmissT , is the negative vectorial sum of the transverse
momenta from calibrated objects, such as identified electrons, muons, photons, hadronic decays of tau
leptons, and jets [79]. Clusters of calorimeter cells not matched to any object are also included.
Jets containing b-hadrons (b-jets) can be discriminated from other jets (‘tagged’) based on the relatively
long lifetime of b-hadrons. Several methods are used to tag jets originating from the fragmentation of
a b-quark, including looking for tracks with a large impact parameter with respect to the primary event
vertex, looking for a secondary decay vertex, and reconstructing a b-hadron → c hadron decay chain.
For the ``qq and ννqq searches, this information is combined into a single neural-network discriminant
(‘MV1c’). This is a continuous variable that is larger for jets that are more like b-jets. A selection is then
applied that gives an efficiency of about 70%, on average, for identifying true b-jets, while the efficiencies
for accepting c-jets or light-quark jets are 1/5 and 1/140 respectively [30, 80–83]. The ``νν search uses
an alternative version of this discriminant, ‘MV1’ [80], to reject background due to top-quark production;
compared with MV1c it has a smaller c-jet rejection. Tag efficiencies and mistag rates are calibrated using
data. For the purpose of forming the invariant mass of the b-jets, mbb, the energies of b-tagged jets are
corrected to account for muons within the jets and an additional pT-dependent correction is applied to
account for biases in the response due to resolution effects.
In channels which require two b-tagged jets in the final state, the efficiency for simulated events of the
dominant Z + jets background to pass the b-tagging selection is low. To effectively increase the sizes of
simulated samples, jets are ‘truth tagged’: each event is weighted by the flavour-dependent probability of
the jets to actually pass the b-tagging selection.
5. H → ZZ → `+`−`+`− event selection and background estimation
5.1. Event selection
The event selection and background estimation for the H → ZZ → `+`−`+`− (````) search is very similar
to the analysis described in Ref. [84]. More details may be found there; a summary is given here.
Higgs boson candidates in the ```` search must have two same-flavour, opposite-charge lepton pairs.
Muons must satisfy pT > 6 GeV and |η| < 2.7, while electrons are identified using the likelihood discrim-
inant corresponding to the ‘loose LH’ selection from Ref. [73] and must satisfy pT > 7 GeV. The impact
parameter requirements that are made for muons are also applied to electrons, and electrons (muons)
must also satisfy a requirement on the transverse impact parameter significance, |d0|/σd0 < 6.5 (3.5). For
this search, the track-based isolation requirement is relaxed to p`,isolT /p
`
T < 0.15 for both the electrons
and muons. In addition, lepton candidates must also be isolated in E`,isolT , the sum of the transverse en-
ergies in calorimeter cells within a ∆R = 0.2 cone around the candidate (excluding the deposit from the
candidate itself). The requirement is E`,isolT /p
`
T < 0.2 for electrons, < 0.3 for muons with a matching
ID track, and < 0.15 for other muons. The three highest-pT leptons in the event must satisfy, in order,
pT > 20, 15, and 10 GeV. To ensure well-measured leptons, and reduce backgrounds containing elec-
trons from bremsstrahlung, same-flavour leptons must be separated from each other by ∆R > 0.1, and
different-flavour leptons by ∆R > 0.2. Jets that are ∆R < 0.2 from electrons are removed. Final states in
this search are classified depending on the flavours of the leptons present: 4µ, 2e2µ, 2µ2e, and 4e. The
selection of lepton pairs is made separately for each of these flavour combinations; the pair with invariant
mass closest to the Z boson mass is called the leading pair and its invariant mass, m12, must be in the
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range 50–106 GeV. For the 2e2µ channel, the electrons form the leading pair, while for the 2µ2e channel
the muons are leading. The second, subleading, pair of each combination is the pair from the remain-
ing leptons with invariant mass m34 closest to that of the Z boson in the range mmin < m34 < 115 GeV.
Here mmin is 12 GeV for m```` < 140 GeV, rises linearly to 50 GeV at m```` = 190 GeV, and remains at
50 GeV for m```` > 190 GeV. Finally, if more than one flavour combination passes the selection, which
could happen for events with more than four leptons, the flavour combination with the highest expected
signal acceptance is kept; i.e., in the order: 4µ, 2e2µ, 2µ2e, and 4e. For 4µ and 4e events, if an opposite-
charge same-flavour dilepton pair is found with m`` below 5 GeV, the event is vetoed in order to reject
backgrounds from J/ψ decays.
To improve the mass resolution, the four-momentum of any reconstructed photon consistent with having
been radiated from one of the leptons in the leading pair is added to the final state. Also, the four-momenta
of the leptons in the leading pair are adjusted by means of a kinematic fit assuming a Z → `` decay; this
improves the m```` resolution by up to 15%, depending on mH . This is not applied to the subleading pair
in order to retain sensitivity at lower mH where one of the Z boson decays may be off-shell. For 4µ events,
the resulting mass resolution varies from 1.5% at mH = 200 GeV to 3.5% at mH = 1 TeV, while for 4e
events it ranges from 2% at mH = 200 GeV to below 1% at 1 TeV.
Signal events can be produced via ggF or VBF, or associated production (VH, where V stands for either
a W or a Z boson). In order to measure the rates for these processes separately, events passing the event
selection described above are classified into channels, either ggF, VBF, or VH. Events containing at least
two jets with pT > 25 GeV and |η| < 2.5 or pT > 30 GeV and 2.5 < |η| < 4.5 and with the leading two
such jets having m j j > 130 GeV are classified as VBF events. Otherwise, if a jet pair satisfying the same
pT and η requirements is present but with 40 < m j j < 130 GeV, the event is classified as VH, providing
it also passes a selection on a multivariate discriminant used to separate the VH and ggF signal. The
multivariate discriminant makes use of m j j, ∆η j j, the pT of the two jets, and the η of the leading jet. In
order to account for leptonic decays of the V (W or Z) boson, events failing this selection may still be
classified as VH if an additional lepton with pT > 8 GeV is present. All remaining events are classified as
ggF. Due to the differing background compositions and signal resolutions, events in the ggF channel are
further classified into subchannels according to their final state: 4e, 2e2µ, 2µ2e, or 4µ. The selection for
VBF is looser than that used in the other searches; however, the effect on the final results is small. The
m```` distributions for the three channels are shown in Fig. 1.
5.2. Background estimation
The dominant background in this channel is continuum ZZ(∗) production. Its contribution to the yield is
determined from simulation using the samples described in Section 3.3. Other background components
are small and consist mainly of tt¯ and Z + jets events. These are difficult to estimate from MC simulations
due to the small rate at which such events pass the event selection, and also because they depend on details
of jet fragmentation, which are difficult to model reliably in simulations. Therefore, both the rate and
composition of these backgrounds are estimated from data. Since the composition of these backgrounds
depends on the flavour of the subleading dilepton pair, different approaches are taken for the ``µµ and the
``ee final states.
The ``µµ non-ZZ background comprises mostly tt¯ and Z + bb¯ events, where in the latter the muons arise
mostly from heavy-flavour semileptonic decays, and to a lesser extent from pi/K in-flight decays. The
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Figure 1: The distributions used in the likelihood fit of the four-lepton invariant mass m```` for the H → ZZ →
`+`−`+`− search in the (a) ggF, (b) VBF, and (c) VH channels. The ‘Z + jets, tt¯’ entry includes all backgrounds other
than ZZ, as measured from data. No events are observed beyond the upper limit of the plots. The simulated mH =
200 GeV signal is normalized to a cross-section corresponding to five times the observed limit given in Section 11.
Both the VBF and VH signal modes are shown in (b) as there is significant contamination of VH events in the VBF
category.
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contribution from single-top production is negligible. The normalization of each component is estim-
ated by a simultaneous fit to the m12 distribution in four control regions, defined by inverting the impact
parameter significance or isolation requirements on the subleading muon, or by selecting a subleading eµ
or same-charge pair. A small contribution from WZ decays is estimated using simulation. The electron
background contributing to the ``ee final states comes mainly from jets misidentified as electrons, arising
in three ways: light-flavour hadrons misidentified as electrons, photon conversions reconstructed as elec-
trons, and non-isolated electrons from heavy-flavour hadronic decays. This background is estimated in a
control region in which the three highest-pT leptons must satisfy the full selection, with the third lepton
being an electron. For the lowest-pT lepton, which must also be an electron, the impact parameter and
isolation requirements are removed and the likelihood requirement is relaxed. In addition, it must have
the same charge as the other subleading electron in order to minimize the contribution from the ZZ(∗)
background. The yields of the background components of the lowest-pT lepton are extracted with a fit
to the number of hits in the innermost pixel layer and the ratio of the number of high-threshold to low-
threshold TRT hits (which provides discrimination between electrons and pions). For both backgrounds,
the fitted yields in the control regions are extrapolated to the signal region using efficiencies obtained
from simulation.
For the non-ZZ components of the background, the m```` shape is evaluated for the ``µµ final states using
simulated events, and from data for the ``ee final states by extrapolating the shape from the ``ee control
region described above. The fraction of this background in each channel (ggF, VBF, VH) is evaluated
using simulation. The non-ZZ background contribution for m```` > 140 GeV is found to be approximately
4% of the total background.
Major sources of uncertainty in the estimate of the non-ZZ backgrounds include differences in the results
when alternative methods are used to estimate the background [84], uncertainties in the transfer factors
used to extrapolate from the control region to the signal region, and the limited statistical precision in
the control regions. For the ``µµ (``ee) background, the uncertainty is 21% (27%) in the ggF channel,
100% (117%) in the VBF channel, and 62% (79%) in the VH channel. The larger uncertainty in the
VBF channel arises due to large statistical uncertainties on the fraction of Z + jets events falling in this
channel. Uncertainties in the expected m```` shape are estimated from differences in the shapes obtained
using different methods for estimating the background.
6. H → ZZ → `+`−νν¯ event selection and background estimation
6.1. Event selection
The event selection for the H → ZZ → `+`−νν¯ (``νν) search starts with the reconstruction of either a
Z → e+e− or Z → µ+µ− lepton pair; the leptons must be of opposite charge and must have invariant mass
76 < m`` < 106 GeV. The charged lepton selection is tighter than that described in Section 4. Muons
must have matching tracks in the ID and MS and lie in the region |η| < 2.5. Electrons are identified using a
series of sequential requirements on the discriminating variables, corresponding to the ‘medium’ selection
from Ref. [73]. Candidate leptons for the Z → `+`− decay must have pT > 20 GeV, and leptons within a
cone of ∆R = 0.4 around jets are removed. Jets that lie ∆R < 0.2 of electrons are also removed. Events
containing a third lepton or muon with pT > 7 GeV are rejected; for the purpose of this requirement, the
‘loose’ electron selection from Ref. [73] is used. To select events with neutrinos in the final state, the
magnitude of the missing transverse momentum must satisfy EmissT > 70 GeV.
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As in the ```` search, samples enriched in either ggF or VBF production are selected. An event is
classified as VBF if it has at least two jets with pT > 30 GeV and |η| < 4.5 with m j j > 550 GeV and
∆η j j > 4.4. Events failing to satisfy the VBF criteria and having no more than one jet with pT > 30 GeV
and |η| < 2.5 are classified as ggF. Events not satisfying either set of criteria are rejected.
To suppress the Drell–Yan background, the azimuthal angle between the combined dilepton system and
the missing transverse momentum vector ∆φ(p``T , E
miss
T ) must be greater than 2.8 (2.7) for the ggF (VBF)
channel (optimized for signal significance in each channel), and the fractional pT difference, defined as
|pmiss,jetT − p``T |/p``T , must be less than 20%, where pmiss,jetT =
∣∣∣~EmissT +∑jet ~pTjet∣∣∣. Z bosons originating from
the decay of a high-mass state are boosted; thus, the azimuthal angle between the two leptons ∆φ`` must
be less than 1.4. Events containing a b-tagged jet with pT > 20 GeV and |η| < 2.5 are rejected in order
to reduce the background from top-quark production. All jets in the event must have an azimuthal angle
greater than 0.3 relative to the missing transverse momentum.
The discriminating variable used is the transverse mass mZZT reconstructed from the momentum of the
dilepton system and the missing transverse momentum, defined by:
(mZZT )
2 ≡
(√
m2Z +
∣∣∣p``T ∣∣∣2 + √m2Z + ∣∣∣EmissT ∣∣∣2)2 − ∣∣∣∣~p``T + ~EmissT ∣∣∣∣2 . (1)
The resulting resolution in mZZT ranges from 7% at mH = 240 GeV to 15% at mH = 1 TeV.
Figure 2 shows the mZZT distribution in the ggF channel. The event yields in the VBF channel are very
small (see Table 2).
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Figure 2: The distribution used in the likelihood fit of the transverse mass mZZT reconstructed from the momentum
of the dilepton system and the missing transverse momentum for the H → ZZ → `+`−νν¯ search in the ggF
channel. The simulated signal is normalized to a cross-section corresponding to five times the observed limit given
in Section 11. The contribution labelled as ‘Top’ includes both the tt¯ and single-top processes. The bottom pane
shows the ratio of the observed data to the predicted background.
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6.2. Background estimation
The dominant background is ZZ production, followed by WZ production. Other important backgrounds
to this search include the WW, tt¯, Wt, and Z → τ+τ− processes, and also the Z + jets process with
poorly reconstructed EmissT , but these processes tend to yield final states with low mT. Backgrounds from
W + jets, tt¯, single top quark (s- and t-channel), and multijet processes with at least one jet misidentified
as an electron or muon are very small.
The Powheg simulation is used to estimate the ZZ background in the same way as for the ```` search. The
WZ background is also estimated with Powheg and validated with data using a sample of events that pass
the signal selection and that contain an extra electron or muon in addition to the Z → `+`− candidate.
The WW, tt¯, Wt, and Z → τ+τ− processes give rise to both same-flavour as well as different-flavour lepton
final states. The total background from these processes in the same-flavour final state can be estimated
from control samples that contain an electron–muon pair rather than a same-flavour lepton pair by
Nbkgee =
1
2
× Ndata,subeµ × f ,
Nbkgµµ =
1
2
× Ndata,subeµ ×
1
f
,
(2)
where Nbkgee and N
bkg
µµ are the number of electron and muon pair events in the signal region and N
data,sub
eµ
is the number of events in the eµ control sample with WZ, ZZ, and other small backgrounds (W + jets,
tt¯W/Z, and triboson) subtracted using simulation. The factor of two arises because the branching ratio
to final states containing electrons and muons is twice that of either ee or µµ. The factor f takes into
account the different efficiencies for electrons and muons and is measured from data as f 2 = Ndataee /N
data
µµ ,
the ratio of the number of electron pair to muon pair events in the data after the Z boson mass requirement
(76 < m`` < 106 GeV). The measured value of f is 0.94 with a systematic uncertainty of 0.04 and a
negligible statistical uncertainty. There is also a systematic uncertainty from the background subtraction
in the control sample; this is less than 1%. For the VBF channel, no events remain in the eµ control
sample after applying the full selection. In this case, the background estimate is calculated after only
the requirements on EmissT and the number of jets; the efficiencies of the remaining selections for this
background are estimated using simulation.
The Z + jets background is estimated from data by comparing the signal region (A) with regions in
which one (B, C) or both (D) of the ∆φ`` and ∆φ(p``T , E
miss
T ) requirements are reversed. An estimate of
the number of background events in the signal region is then NestA = N
obs
C × (NobsB /NobsD ), where NobsX
is the number of events observed in region X after subtracting non-Z boson backgrounds. The shape
is estimated by taking NobsC (the region with the ∆φ`` requirement reversed) bin-by-bin and applying
a correction derived from MC simulations to account for shape differences between regions A and C.
Systematic uncertainties arise from differences in the shape of the EmissT and m
ZZ
T distributions among
the four regions, the small correlation between the two variables, and the subtraction of non-Z boson
backgrounds.
The W + jets and multijet backgrounds are estimated from data using the fake-factor method [85]. This
uses a control sample derived from data using a loosened requirement on EmissT and several kinematic
selections. The background in the signal region is then derived using an efficiency factor from simulation
to correct for the acceptance. Both of these backgrounds are found to be negligible.
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Table 2 shows the expected yields of the backgrounds and signal, and observed counts of data events. The
expected yields of the backgrounds in the table are after applying the combined likelihood fit to the data,
as explained in Section 10.
Process ggF channel VBF channel
qq¯→ ZZ 110 ± 1 ± 10 0.13± 0.04± 0.02
gg→ ZZ 11 ± 0.1 ± 5 0.12± 0.01± 0.05
WZ 47 ± 1 ± 5 0.10± 0.05± 0.1
WW/tt¯/Wt/Z → τ+τ− 58 ± 6 ± 5 0.41± 0.01± 0.08
Z(→ e+e−, µ+µ−)+jets 74 ± 7 ± 20 0.8 ± 0.3 ± 0.3
Other backgrounds 4.5 ± 0.7 ± 0.5 —
Total background 310 ± 9 ± 40 1.6 ± 0.3 ± 0.5
Observed 309 4
ggF signal (mH = 400 GeV) 45 ± 1 ± 3 —
VBF signal (mH = 400 GeV) 1 ± < 0.1 ± 2 10 ± 0.5 ± 1
Table 2: Expected background yields and observed counts of data events after all selections for the ggF and VBF
channels of the H → ZZ → `+`−νν¯ search. The first and second uncertainties correspond to the statistical and
systematic uncertainties, respectively.
7. H → ZZ → `+`−qq¯ event selection and background estimation
7.1. Event selection
As in the previous search, the event selection starts with the reconstruction of a Z → `` decay. For
the purpose of this search, leptons are classified as either ‘loose’, with pT > 7 GeV, or ‘tight’, with
pT > 25 GeV. Loose muons extend to |η| < 2.7, while tight muons are restricted to |η| < 2.5 and
must have tracks in both the ID and the MS. The transverse impact parameter requirement for muons
is tightened for this search to |d0| < 0.1 mm. Electrons are identified using a likelihood discriminant
very similar to that used for the ```` search, except that it was tuned for a higher signal efficiency. This
selection is denoted ‘very loose LH’ [73]. To avoid double counting, the following procedure is applied to
loose leptons and jets. First, any jets that lie ∆R < 0.4 of an electron are removed. Next, if a jet is within
a cone of ∆R = 0.4 of a muon, the jet is discarded if it has less than two matched tracks or if the JVF
recalculated without muons (see Section 4) is less than 0.5, since in this case it is likely to originate from a
muon having showered in the calorimeter; otherwise the muon is discarded. (Such muons are nevertheless
included in the computation of the EmissT and in the jet energy corrections described in Section 4.) Finally,
if an electron is within a cone of ∆R = 0.2 of a muon, the muon is kept unless it has no track in the MS,
in which case the electron is kept.
Events must contain a same-flavour lepton pair with invariant mass satisfying 83 <m`` < 99 GeV. At
least one of the leptons must be tight, while the other may be either tight or loose. Events containing any
additional loose leptons are rejected. The two muons in a pair are required to have opposite charge, but
this requirement is not imposed for electrons because larger energy losses from showering in material in
the inner tracking detector lead to higher charge misidentification probabilities.
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Jets used in this search to reconstruct the Z → qq¯ decay, referred to as ‘signal’ jets, must have |η| < 2.5
and pT > 20 GeV; the leading signal jet must also have pT > 45 GeV. The search for forward jets in
the VBF production mode uses an alternative, ‘loose’, jet definition, which includes both signal jets and
any additional jets satisfying 2.5 < |η| < 4.5 and pT > 30 GeV. Since no high-pT neutrinos are expected
in this search, the significance of the missing transverse momentum, EmissT /
√
HT (all quantities in GeV),
where HT is the scalar sum of the transverse momenta of the leptons and loose jets, must be less than 3.5.
This requirement is loosened to 6.0 for the case of the resolved channel (see Section 7.1.1) with two b-
tagged jets due to the presence of neutrinos from heavy-flavour decay. The EmissT significance requirement
rejects mainly top-quark background.
Following the selection of the Z → `` decay, the search is divided into several channels: resolved ggF,
merged-jet ggF, and VBF, as discussed below.
7.1.1. Resolved ggF channel
Over most of the mass range considered in this search (mH . 700 GeV), the Z → qq¯ decay results in
two well-separated jets that can be individually resolved. Events in this channel should thus contain at
least two signal jets. Since b-jets occur much more often in the signal (∼ 21% of the time) than in the
dominant Z + jets background (∼ 2% of the time), the sensitivity of this search is optimized by dividing it
into ‘tagged’ and ‘untagged’ subchannels, containing events with exactly two and fewer than two b-tagged
jets, respectively. Events with more than two b-tagged jets are rejected.
In the tagged subchannel, the two b-tagged jets form the candidate Z → qq¯ decay. In the untagged
subchannel, if there are no b-tagged jets, the two jets with largest transverse momenta are used. Otherwise,
the b-tagged jet is paired with the non-b-tagged jet with the largest transverse momentum. The invariant
mass of the chosen jet pair m j j must be in the range 70–105 GeV in order to be consistent with Z → qq¯
decay. To maintain orthogonality, any events containing a VBF-jet pair as defined by the VBF channel
(see Section 7.1.3) are excluded from the resolved selection.
The discriminating variable in this search is the invariant mass of the `` j j system, m`` j j; a signal should
appear as a peak in this distribution. To improve the mass resolution, the energies of the jets forming the
dijet pair are scaled event-by-event by a single multiplicative factor to set the dijet invariant mass m j j to
the mass of the Z boson (mZ). This improves the resolution by a factor of 2.4 at mH = 200 GeV. The
resulting m`` j j resolution is 2–3%, approximately independent of mH , for both the untagged and tagged
channels.
Following the selection of the candidate ``qq decay, further requirements are applied in order to optim-
ize the sensitivity of the search. For the untagged subchannel, the first requirement is on the transverse
momentum of the leading jet, p jT, which tends to be higher for the signal than for the background. The op-
timal value for this requirement increases with increasing mH . In order to avoid having distinct selections
for different mH regions, p
j
T is normalized by the reconstructed final-state mass m`` j j; the actual selection
is p jT > 0.1×m`` j j. Studies have shown that the optimal requirement on p jT/m`` j j is nearly independent of
the assumed value of mH . Second, the total transverse momentum of the dilepton pair also increases with
increasing mH . Following a similar strategy, the selection is p``T > min[−54 GeV+0.46×m`` j j, 275 GeV].
Finally, the azimuthal angle between the two leptons decreases with increasing mH; it must satisfy
∆φ`` < (270 GeV/m`` j j)3.5 + 1. For the tagged channel, only one additional requirement is applied:
p``T > min[−79 GeV + 0.44 × m`` j j, 275 GeV]; the different selection for p``T increases the sensitivity of
17
the tagged channel at low mH . Figures 3(a) and 3(b) show the m`` j j distributions of the two subchannels
after the final selection.
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Figure 3: The distributions used in the likelihood fit of the invariant mass of dilepton+dijet system m`` j j for the
H → ZZ → `+`−qq¯ search in the (a) untagged and (b) tagged resolved ggF subchannels. The dashed line shows
the total background used as input to the fit. The simulated signal is normalized to a cross-section corresponding
to thirty times the observed limit given in Section 11. The contribution labelled as ‘Top’ includes both the tt¯ and
single-top processes. The bottom panes show the ratio of the observed data to the predicted background.
7.1.2. Merged-jet ggF channel
For very large Higgs boson masses, mH & 700 GeV, the Z bosons become highly boosted and the jets
from Z → qq¯ decay start to overlap, causing the resolved channel to lose efficiency. The merged-jet
channel recovers some of this loss by looking for a Z → qq¯ decay that is reconstructed as a single jet.
Events are considered for the merged-jet channel if they have exactly one signal jet, or if the selected jet
pair has an invariant mass outside the range 50–150 GeV (encompassing both the signal region and the
control regions used for studying the background). Thus, the merged-jet channel is explicitly orthogonal
to the resolved channel.
To be considered for the merged-jet channel, the dilepton pair must have p``T > 280 GeV. The leading
jet must also satisfy pT > 200 GeV and m/pT > 0.05, where m is the jet mass, in order to restrict the jet
to the kinematic range in which the mass calibration has been studied. Finally, the invariant mass of the
leading jet must be within the range 70–105 GeV. The merged-jet channel is not split into subchannels
based on the number of b-tagged jets; as the sample size is small, this would not improve the expected
significance.
Including this channel increases the overall efficiency for the ``qq signal at mH = 900 GeV by about a
factor of two. Figure 4(a) shows the distribution of the invariant mass of the leading jet after all selections
except for that on the jet invariant mass; it can be seen that the simulated signal has a peak at the mass of
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Figure 4: Distributions for the merged-jet channel of the H → ZZ → `+`−qq¯ search after the mass calibration.
(a) The invariant mass of the leading jet, m j, after the kinematic selection for the ``qq merged-jet channel. (b) The
distribution used in the likelihood fit of the invariant mass of the two leptons and the leading jet m`` j in the signal
region. It is obtained requiring 70 < m j < 105 GeV. The dashed line shows the total background used as input to
the fit. The simulated signal is normalized to a cross-section corresponding to five times the observed limit given
in Section 11. The contribution labelled as ‘Top’ includes both the tt¯ and single-top processes. The bottom panes
show the ratio of the observed data to the predicted background. The signal contribution is shown added on top of
the background in (b) but not in (a).
the Z boson, with a tail at lower masses due to events where the decay products of the Z boson are not
fully contained in the jet cone. The discriminating variable for this channel is the invariant mass of the
two leptons plus the leading jet, m`` j, which has a resolution of 2.5% for a signal with mH = 900 GeV
and is shown in Fig. 4(b).
7.1.3. VBF channel
Events produced via the VBF process contain two forward jets in addition to the reconstructed leptons
and signal jets from ZZ → `+`−qq¯ decay. These forward jets are called ‘VBF jets’. The search in the
VBF channel starts by identifying a candidate VBF-jet pair. Events must have at least four loose jets, two
of them being non-b-tagged and pointing in opposite directions in z (that is, η1 · η2 < 0). If more than
one such pair is found, the one with the largest invariant mass, m j j,VBF, is selected. The pair must further
satisfy m j j,VBF > 500 GeV and have a pseudorapidity gap of |∆η j j,VBF| > 4. The distributions of these
two variables are shown in Fig. 5.
Once a VBF-jet pair has been identified, the ZZ → `+`−qq¯ decay is reconstructed in exactly the same way
as in the resolved channel, except that the jets used for the VBF-jet pair are excluded and no b-tagging
categories are created due to the small sample size. The final m`` j j discriminant is shown in Fig. 6. Again,
the resolution is improved by constraining the dijet mass to mZ as described in Section 7.1.1, resulting in
a similar overall resolution of 2–3%.
19
0 500 1000 1500 2000 2500 3000
Ev
en
ts
 / 
50
 G
eV
1−10
1
10
210
310
410
510
610 Data
Z+jets
Diboson
Top
Uncertainty
ATLAS
 
-1
 = 8 TeV, 20.3 fbs
llqq VBF→ZZ→H
Pre-fit
 [GeV]jj,VBFm
0 500 1000 1500 2000 2500 3000D
at
a/
Pr
ed
0
1
2
(a) m j j,VBF
0 1 2 3 4 5 6 7 8 9
Ev
en
ts
 / 
0.
25
1000
2000
3000
4000
5000 DataZ+jets
Diboson
Top
Uncertainty
ATLAS
 
-1
 = 8 TeV, 20.3 fbs
llqq VBF→ZZ→H
Pre-fit
jj,VBFη∆
0 1 2 3 4 5 6 7 8 9D
at
a/
Pr
ed
0.5
1
1.5
(b) ∆η j j,VBF
Figure 5: Distribution of (a) invariant mass and (b) pseudorapidity gap for the VBF-jet pair in the VBF channel
of the H → ZZ → `+`−qq¯ search before applying the requirements on these variables (and prior to the combined
fit described in Section 10). The contribution labelled as ‘Top’ includes both the tt¯ and single-top processes. The
bottom panes show the ratio of the observed data to the predicted background.
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Figure 6: The distribution of m`` j j used in the likelihood fit for the H → ZZ → `+`−qq¯ search in the VBF channel.
The dashed line shows the total background used as input to the fit. The simulated signal is normalized to a cross-
section corresponding to thirty times the observed limit given in Section 11. The contribution labelled as ‘Top’
includes both the tt¯ and single-top processes. The bottom pane shows the ratio of the observed data to the predicted
background.
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7.2. Background estimation
The main background in the ``qq search is Z + jets production, with significant contributions from both
top-quark and diboson production in the resolved ggF channel, as well as a small contribution from mul-
tijet production in all channels. For the multijet background, the shape and normalization is taken purely
from data, as described below. For the other background processes, the input is taken from simulation,
with data-driven corrections for Z + jets and tt¯ production. The normalizations of the Z + jets and top-
quark backgrounds are left free to float and are determined in the final likelihood fit as described below
and in Section 10.
The Z + jets MC sample is constrained using control regions that have the same selection as the signal
regions except that m j j (m j in the case of the merged-jet channel) lies in a region just outside of that
selected by the signal Z boson requirement. For the resolved channels, the requirement for the control
region is 50 < m j j < 70 GeV or 105 < m j j < 150 GeV; for the merged-jet channel, it is 30 < m j <
70 GeV. In the resolved ggF channel, which is split into untagged and tagged subchannels as described
in Section 7.1.1, the Z + jets control region is further subdivided into 0-tag, 1-tag, and 2-tag subchannels
based on the number of b-tagged jets. The sum of the 0-tag and 1-tag subchannels is referred to as the
untagged control region, while the 2-tag subchannel is referred to as the tagged control region.
The normalization of the Z + jets background is determined by the final profile-likelihood fit as described
in Section 10. In the resolved ggF channel, the simulated Z + jets sample is split into several different
components according to the true flavour of the jets as described in Section 3.3: Z + j j, Z + c j, Z + b j, and
Z+hf. The individual normalizations for each of these four components are free to float in the fit and are
constrained by providing as input to the fit the distribution of the “b-tagging category” in the untagged
and tagged Z + jets control regions. The b-tagging category is defined by the combination of the MV1c
b-tagging discriminants of the two signal jets as described in Appendix A. In the VBF and merged-jet
ggF channels, which are not divided into b-tag subchannels, the background is dominated by Z+light-
jets. Thus, only the inclusive Z + jets normalization is varied in the fit for these channels. Since these
two channels probe very different regions of phase space, each has a separate normalization factor in the
fit; these are constrained by providing to the fit the distributions of m`` j j or m`` j for the corresponding
Z + jets control regions.
Differences are observed between data and MC simulation for the distributions of the azimuthal angle
between the two signal jets, ∆φ j j, and the transverse momentum of the leptonically-decaying Z boson, p``T ,
for the resolved region, and for the m`` j j distribution in the VBF channel. To correct for these differences,
corrections are applied to the Sherpa Z + jets simulation (prior to the likelihood fit) as described in
Appendix B. The distributions of m`` j j or m`` j in the various Z + jets control regions are shown in Fig. 7;
it can be seen that after the corrections (and after normalizing to the results of the likelihood fit), the
simulation provides a good description of the data.
The simulation models the m j j distribution well in the resolved ggF and VBF channels. An uncertainty
is assigned by weighting each event of the Z + jets MC simulation by a linear function of m j j in order to
cover the residual difference between data and MC events in the control regions.
Top-quark production is a significant background in the tagged subchannel of the resolved ggF channel.
This background is predominantly (> 97%) tt¯ production with only a small contribution from single-top
processes, mainly Wt production. Corrections to the simulation to account for discrepancies in the ptt¯T
distributions are described in Appendix B. The description of the top-quark background is cross-checked
and normalized using a control region with a selection identical to that of the tagged ggF channel except
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(a) Untagged resolved ggF channel
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(b) Tagged resolved ggF channel
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200 400 600 800 1000 1200 1400
Ev
en
ts
 / 
 G
eV
1−10
1
10
210
310
Data
Z+jets
Diboson
Top
Uncertainty
Pre-fit background
ATLAS
 
-1
 = 8 TeV, 20.3 fbs
llqq VBF→ZZ→H
Z + jets CR
 [GeV]lljjm
200 400 600 800 1000 1200 1400D
at
a/
Pr
ed
0.5
1
1.5
(d) VBF channel
Figure 7: The distributions of m`` j j or m`` j in the Z + jets control region of the H → ZZ → `+`−qq¯ search in
the (a) untagged ggF, (b) tagged ggF, (c) merged-jet ggF, and (d) VBF channels. The dashed line shows the total
background used as input to the fit. The contribution labelled as ‘Top’ includes both the tt¯ and single-top processes.
The bottom panes show the ratio of the observed data to the predicted background.
that instead of two same-flavour leptons, events must contain an electron and a muon with opposite charge.
The m`` j j distribution in this control region is used as an input to the final profile-likelihood fit, in which
the normalization of the top-quark background is left free to float (see Section 10). There are few events
in the control region for the VBF and merged-jet ggF channels, so the normalization is assumed to be the
same across all channels, in which the top-quark contribution to the background is very small. Figure 8
shows that the data in the control region are well-described by the simulation after the normalization.
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Figure 8: The distribution of m`` j j in the eµ top-quark control region of the H → ZZ → `+`−qq¯ search in the
tagged ggF channel. The dashed line shows the total background used as input to the fit. The contribution labelled
as ‘Top’ includes both the tt¯ and single-top processes. The bottom pane shows the ratio of the observed data to the
predicted background.
Further uncertainties in the top-quark background arising from the parton showering and hadronization
models are estimated by varying the amount of parton showering in AcerMC and also by comparing
with Powheg+Herwig. Uncertainties in the tt¯ production matrix element are estimated by comparing the
leading-order MC generator Alpgen with the NLO generator aMC@NLO. Comparisons are also made
with alternate PDF sets. A similar procedure is used for single-top production. In addition, for the
dominant Wt single-top channel, uncertainties in the shapes of the m j j and leading-jet pT distributions
are evaluated by comparing results from Herwig to those from AcerMC.
The small multijet background in the H → ZZ → eeqq decay mode is estimated from data by selecting
a sample of events with the electron isolation requirement inverted, which is then normalized by fitting
the mee distribution in each channel. In the H → ZZ → µµqq decay mode, the multijet background is
found to be negligible. The residual multijet background in the top-quark control region is taken from the
opposite-charge eµ data events, which also accounts for the small W + jets background in that region. An
uncertainty of 50% is assigned to these two normalizations, which are taken to be uncorrelated.
The diboson background, composed mainly of ZZ and WZ → `` j j production, and the SM Zh → ``bb
background are taken directly from Monte Carlo simulation, as described in Section 3.3. The uncer-
tainty in the diboson background is estimated by varying the factorization and renormalization scales
in an MCFM calculation [35]. The method described in Refs. [86, 87] is used to avoid underestimating
the uncertainty due to cancellations. Differences due to the choice of alternate PDF sets and variations
in the value of αS are included in the normalization uncertainty. Additional shape uncertainties in the
m j j distribution are obtained by comparing results from Herwig, an LO simulation, with those from
Powheg+Pythia, an NLO simulation.
The rate of the SM Vh(V = W/Z, h → bb) process, relative to the SM expectation, has been measured
by ATLAS as µ = σ/σS M = 0.52 ± 0.32 (stat.) ± 0.24 (syst.) [30]. Since this is compatible with the
SM expectation, the small Zh(h→ bb) background in this channel is normalized to the SM cross-section
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and a 50% uncertainty is assigned to cover the difference between the prediction and the measured mean
value.
8. H → ZZ → νν¯qq¯ event selection and background estimation
8.1. Event selection
Events selected for this search must contain no electrons or muons as defined by the ‘loose’ lepton selec-
tion of the ``qq search. To select events with neutrinos in the final state, the magnitude of the missing
transverse momentum vector must satisfy EmissT > 160 GeV; the trigger is 100% efficient in this range.
Events must have at least two jets with pT > 20 GeV and |η| < 2.5; the leading jet must further satisfy
pT > 45 GeV. To select a candidate Z → qq¯ decay, the invariant mass of the leading two jets must satisfy
70 < m j j < 105 GeV.
The multijet background, due mainly to the mismeasurement of jet energies, is suppressed using a track-
based missing transverse momentum, ~pmissT , defined as the negative vectorial sum of the transverse mo-
menta of all good-quality inner detector tracks. The requirements are pmissT > 30 GeV, the azimuthal angle
between the directions of ~EmissT and ~p
miss
T satisfy ∆φ(~E
miss
T , ~p
miss
T ) < pi/2, and the azimuthal angle between
the directions of ~EmissT and the nearest jet satisfy ∆φ(~E
miss
T , j) > 0.6.
As in the resolved ggF channel of the ``qq search, this search is divided into ‘tagged’ (exactly two
b-tagged jets) and ‘untagged’ (fewer than two b-tagged jets) subchannels. Events with more than two
b-tags are rejected.
The sensitivity of this search is improved by adding a requirement on the jet transverse momenta. As in
the ``qq search, the optimal threshold depends on mH . However, due to the neutrinos in the final state,
this decay mode does not provide a good event-by-event measurement of the mass of the diboson system,
mZZ . So, rather than having a single requirement on the jet transverse energy which is a function of the
measured mZZ , instead there is a set of requirements, based on the generated mH , with the background
estimated separately for each of these separate jet requirements. The specific requirement is found by
rounding the generated mH to the nearest 100 GeV; this is called mbinH . Then the subleading jet must
satisfy p j2T > 0.1 × mbinH in events with no b-tagged jets, and p j2T > 0.1 × mbinH − 10 GeV in events with at
least one b-tagged jet.
The discriminating variable for this search is the transverse mass of the ννqq system, shown in Fig. 9,
defined as in Eq. (1) with p j jT replacing p
``
T . To improve the transverse mass resolution, the energies of
the leading two jets are scaled event-by-event by a multiplicative factor to set the dijet invariant mass
m j j to the Z boson mass, in the same manner as in the ``qq search. This improves the transverse mass
resolution by approximately 20% at mH = 400 GeV and by approximately 10% at mH = 1 TeV. The
resulting resolution in mT ranges from about 9% at mH = 400 GeV to 14% at mH = 1 TeV.
8.2. Background estimation
The dominant backgrounds for this search are Z + jets, W + jets, and tt¯ production. The normalization of
the Z + jets background is determined using the Z + jets control region from the ``qq channel in the final
profile-likelihood fit as described in Section 10. To check how well this background is modelled after the
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Figure 9: The distributions of mT, the transverse mass of the Z(νν)Z( j j) system, used in the likelihood fit for the
H → ZZ → νν¯qq¯ search in the (a, c) untagged and (b, d) tagged channels, for Higgs boson mass hypotheses of
(a, b) mH = 400 GeV and (c, d) mH = 900 GeV. The dashed line shows the total background used as input to the
fit. For the mH = 400 GeV hypothesis (a, b) the simulated signal is normalized to a cross-section corresponding to
twenty times the observed limit given in Section 11, while for the mH = 900 GeV hypothesis (c, d) it is normalized
to thirty times the observed limit. The contribution labelled as ‘Top’ includes both the tt¯ and single-top processes.
The bottom panes show the ratio of the observed data to the predicted background.
ννqq selection, an alternative Z + jets control region is defined in the same way as the signal sample for
mbinH = 400 GeV except that events must contain exactly two loose muons. The E
miss
T is calculated without
including the muons and must satisfy the same requirement as for the signal: Emiss no µT > 160 GeV. The
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Z + jets MC simulation is corrected as a function of ∆φ j j and p``T in the same manner as in the resolved
ggF channel of the ``qq search, as described in Section 7.2 and Appendix B.
The W + jets background estimate similarly uses a control sample with the same selection as the signal
sample for mbinH = 400 GeV except that there must be exactly one loose muon and the E
miss
T requirement is
again on Emiss no µT . The simulated W + jets sample is also split into several different flavour components,
as in the case of Z + jets. The normalization of the W + j j and W + c j components are free to float in
the final profile-likelihood fit, and are constrained by providing as input to the fit the distribution of the
MV1c b-tagging category, described in Appendix A, in the 0-b-tag and 1-b-tag control regions. Unlike the
Z + jets case, the 2-b-tag control region is not used in the final profile-likelihood fit to constrain the W +b j
and W+hf background components since it is highly dominated by tt¯ production. Their normalizations
are instead taken from the NNLO cross section predictions with an uncertainty of 50%. The uncertainty
is determined by comparing the nominal fit value from the profile-likelihood fit with the value when
including the 2-b-tag control region, where W +b j and W+hf are free to float; this uncertainty also covers
the normalization determined in Ref. [30]. Following Ref. [30], the agreement between simulation and
data for this background is improved by applying a correction to ∆φ j j for W + j j and W +c j, with half the
correction assigned as a systematic uncertainty; in the case of W + b j and W+hf, no correction is applied,
but a dedicated systematic uncertainty is assigned.
Even after these corrections, the simulation does not accurately describe the data in the Z + jets and
W + jets control sample with no b-tagged jets (which is dominated by Z/W + j j) for important kinematic
distributions such as EmissT and jet transverse momenta. Moreover, because the resolution of the transverse
mass of the ZZ → νν¯qq¯ system is worse than that of m`` j j, the ννqq search is more sensitive to EmissT (i.e.
Z/W boson pT) than the ``qq search. Therefore, a further correction is applied, as a linear function of
EmissT , derived from measuring the ratio of the E
miss
T distributions from simulation and data in the control
sample with no b-tagged jets after non-Z/W + j j backgrounds have been subtracted. An uncertainty of
50% is assigned to this correction. Following this correction, there is good agreement between simulation
and data, as shown in Figs. 10 and 11. For higher mbinH signal samples, which have tighter selections on
kinematic variables than the control sample, the EmissT correction is somewhat underestimated, leading to
some remaining difference between data and pre-fit simulation at high mT , as can be seen in Fig. 9(c).
However, the profile-likelihood-ratio fit (Section 10) is able to correct this residual mismodelling, leading
to reasonable agreement between the data and simulation.
The tt¯ background is treated in the same manner as in the ``qq search; in particular, ptt¯T is corrected in
the same way and the normalization is determined by tt¯ control region from ``qq channel in the final
profile-likelihood fit.
Backgrounds from diboson and single-top production are estimated directly from MC simulations, both
for shapes and normalization. The multijet background is estimated using a method similar to that used for
the Z + jets background in the ``νν search (Section 6.2), except that the variables used are ∆φ(~EmissT , ~p
miss
T )
and ∆φ(~EmissT , j) [30]. It is found to be negligible.
9. Systematic uncertainties
The systematic uncertainties can be divided into three categories: experimental uncertainties, related to
the detector or to the reconstruction algorithms, uncertainties in the modelling of the signal, and un-
certainties in the estimation of the backgrounds. The first two are largely common to all the searches
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Figure 10: The distributions of (a) missing transverse momentum EmissT and (b) leading-jet pT from the untagged
(Z → µµ) + jets control sample of the H → ZZ → νν¯qq¯ search. The dashed line shows the total background used as
input to the fit. The contribution labelled as ‘Top’ includes both the tt¯ and single-top processes. The bottom panes
show the ratio of the observed data to the predicted background.
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Figure 11: The distributions of (a) EmissT and (b) leading-jet pT from the untagged (W → µν)+ jets control sample of
the H → ZZ → νν¯qq¯ search. The dashed line shows the total background used as input to the fit. The contribution
labelled as ‘Top’ includes both the tt¯ and single-top processes. The bottom panes show the ratio of the observed
data to the predicted background.
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and are treated as fully correlated. The uncertainties in the estimates of most backgrounds vary from
search to search, and are summarized in the background estimation sections above. The estimation of the
uncertainty of the ZZ(∗) background is outlined in Section 9.3.
9.1. Experimental uncertainties
The following detector-related systematic uncertainties are common to all the searches unless otherwise
stated.
The uncertainty in the integrated luminosity is determined to be 2.8% in a calibration following the meth-
odology detailed in Ref. [88] using beam-separation scans performed in November 2012. This uncertainty
is applied to the normalization of the signal and also to backgrounds for which the normalization is derived
from MC calculations, and is correlated between all of the searches. There is also an uncertainty of 4%
in the average number of interactions per bunch crossing, which leads to an uncertainty on distributions
sensitive to pile-up.
There are small systematic uncertainties of O(1%) in the reconstruction and identification efficiencies
for electrons and muons [70–73]. For the ννqq search, the uncertainty is instead in the efficiency of the
lepton veto, and is also O(1%). Uncertainties in the lepton energy scale and resolution are also taken into
account. These uncertainties are treated as uncorrelated between all of the searches due to differences in
lepton selections optimized for each search.
The uncertainty in the jet energy scale has several sources, including uncertainties in the in situ calibration
analysis, corrections for pile-up, and the flavour composition of the sample [76, 89]. These uncertainties
are decomposed into independent components. For central jets, the total relative uncertainty on the jet
energy scale ranges from about 3% for jets with a pT of 20 GeV to about 1% for a pT of 1 TeV. The
calibration of the b-jet transverse energy has an additional uncertainty of 1–2%. There is also an uncer-
tainty in the jet energy resolution [90], which ranges from 10–20% for jets with a pT of 20 GeV to less
than 5% for jets with pT > 200 GeV. The uncertainty associated with the pile-up rejection requirement
(Section 4) is evaluated by varying the nominal value of 50% between 47% and 53% [78]. The jet en-
ergy scale uncertainties are correlated between the ``qq and ννqq searches, and separately between the
```` and ``νν searches. They are not correlated between the two pairs of searches because although the
``qq and ννqq control regions have the power to constrain the jet energy scale uncertainties, these con-
straints do not necessarily apply to the ```` and ``νν searches due to differences in the jet kinematics and
composition.
Uncertainties on the lepton and jet energy scales are propagated into the uncertainty on EmissT . A contribu-
tion to EmissT also comes from energy deposits that are not associated with any identified physics object;
uncertainties on the energy calibration (8%) and resolution (3%) of the sum of these deposits are also
propagated to the uncertainty on EmissT [91].
Uncertainties in the efficiency for tagging b-jets and in the rejection factor for light jets are determined
from tt¯ and dijet control samples [81–83]. Additional uncertainties account for differences in b-tagging
efficiency between simulated samples generated with sherpa and pythia and for differences observed
between standard b-tagging and truth tagging (defined at the end of Section 4) for close-by jets [30].
The efficiencies for the lepton triggers in events with reconstructed leptons are nearly 100%, and hence
the related uncertainties are negligible. For the selection used in the ννqq search, the efficiency for the
EmissT trigger is also close to 100% with negligible associated uncertainties.
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The merged-jet channel of the ``qq search relies on measuring single-jet masses. To estimate the uncer-
tainty in this measurement, jets reconstructed as described in Section 4 are compared with jets construc-
ted using the same clustering algorithm but using as input charged-particle tracks rather than calorimeter
energy deposits. The uncertainty is found using a procedure similar to that described in Ref. [92] by
studying the double ratio of masses of jets found by both the calorimeter- and track-based algorithms:
Rmtrackcalo = r
m,data
trackcalo/r
m,MC
trackcalo, where r
m,X
trackcalo = m
X
calo/m
X
track, X = data or MC simulation, and m is the jet
mass. The uncertainty is taken as the deviation of this quantity from unity. Studies performed on dijet
samples yield a constant value of 10% for this uncertainty. Applying the jet mass calibration derived
from single jets in generic multijet samples to merged jets originating from boosted Z bosons results in a
residual topology-dependent miscalibration. This effect can be bounded by an additional uncertainty of
10%. Adding these two effects in quadrature gives a total uncertainty on the jet mass scale of 14%. The
uncertainty on the jet mass resolution has a negligible effect on the final result.
9.2. Signal acceptance uncertainty
The uncertainty in the experimental acceptance for the Higgs boson signal due to the modelling of
Higgs boson production is estimated by varying parameters in the generator and re-applying the sig-
nal selection at generator level. The renormalization and factorization scales are varied up and down
both independently and coherently by a factor of two; the amounts of initial- and final-state radiation
(ISR/FSR) are increased and decreased separately; and the PDF set used is changed from the nominal
CT10 to either MSTW2008 or NNPDF23.
9.3. ZZ(∗) background uncertainties
Uncertainties on the ZZ(∗) background are treated as correlated between the ```` and ``νν searches.
Uncertainties in the PDF and in αS are taken from Ref. [93] and are derived separately for the qq¯ → ZZ
and gg → ZZ backgrounds, using the envelope of the CT10, MSTW, and NNPDF error sets following
the PDF4LHC prescription given in Refs. [94, 95], giving an uncertainty parameterized in mZZ . These
uncertainties amount to 3% for the qq¯ → ZZ process and 8% for the gg → ZZ process and are found
to be anti-correlated between the two processes; this is taken into account in the fit. The QCD scale
uncertainty for the qq¯→ ZZ process is also taken from Ref. [93] and is based on varying the factorization
and renormalization scales up and down by a factor of two, giving an uncertainty parameterized in mZZ
amounting to 4% on average.
The deviation of the NLO electroweak K-factor from unity is varied up and down by 100% in events
with high QCD activity or with an off-shell Z boson, as described in Ref. [96]; this leads to an additional
overall uncertainty of 1–3% for the qq¯→ ZZ process.
Full NLO and NNLO QCD calculations exist for the gg→ h∗ → ZZ(∗) process, but not for the gg→ ZZ
continuum process. However, Ref. [97] showed that higher-order corrections affect gg → WW and
gg → h∗ → WW similarly, within a 30% uncertainty on the interference term. This yields about a 60%
uncertainty on the gg → WW process. Furthermore, Ref. [97] states that this conclusion also applies
to the ZZ(∗) final state, so the gg-induced part of the off-shell light Higgs boson K-factor from Ref. [38]
is applied to the gg → ZZ background. The uncertainty on this K-factor depends on mZZ and is about
30%. An additional uncertainty of 100% is assigned to this procedure; this covers the 60% mentioned
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above. This uncertainty corresponds to the range considered for the gg→ ZZ background K-factor in the
ATLAS off-shell Higgs boson signal-strength measurement described in Ref. [96].
Acceptance uncertainties for the ggF and VBF (and VH for ````) channels due to the uncertainty on the
≤1-jet and 2-jet cross-sections are estimated for the qq¯ → ZZ background by comparing the acceptance
upon varying the factorization and renormalization scales and changing the PDF set. For ```` this leads to
uncertainties of 4%, 8%, and 3% on the ggF, VBF, and VH channels, respectively, where the uncertainty
is fully anti-correlated between the ggF channel and the VBF and VH channels. For the gg→ ZZ process
where only LO generators are available, the VBF jets are simulated only in the parton shower, and so
the acceptance uncertainty is estimated by taking the difference between the acceptances predicted by
MCFM+Pythia8 and Sherpa, which have different parton shower simulations; this amounts to 90% for
the VH channel.
10. Combination and statistical interpretation
The statistical treatment of the data is similar to that described in Refs. [98–102], and uses a simultaneous
profile-likelihood-ratio fit to the data from all of the searches. The parameter of interest is the cross-
section times branching ratio for heavy Higgs boson production, assumed to be correlated between all
of the searches. It is assumed that an additional Higgs boson would be produced predominantly via the
ggF and VBF processes but that the ratio of the two production mechanisms is unknown in the absence
of a specific model. For this reason, fits for the ggF and VBF production processes are done separately,
and in each case the other process is allowed to float in the fit as an additional nuisance parameter. The
VH production mechanism is included in the fit for the ```` search and is assumed to scale with the VBF
signal since both the VH and VBF production mechanisms depend on the coupling of the Higgs boson to
vector bosons.
The simultaneous fit proceeds as follows. For each channel of each search, there is a distribution of
the data with respect to some discriminating variable; these distributions are fitted to a sum of signal
and backgrounds. The particular variables used are summarized in Table 3. The distributions for the
```` search are unbinned, since the resolution of m```` is very good, while other searches have binned
distributions. For the VBF channels of the ``νν search, only the overall event counts are used, rather
than distributions, as the sample sizes are very small. The ``qq and ννqq searches include additional
distributions in control regions in order to constrain the background, using either distributions of the mass
variable or of the MV1c b-tagging category. The details of the specific variables used and the definitions
of the signal and control regions are discussed in Sections 5 to 8.
As discussed in Section 9, the signal acceptance uncertainties, and many of the background theoretical
and experimental uncertainties, are treated as fully correlated between the searches. A given correlated
uncertainty is modelled in the fit by using a nuisance parameter common to all of the searches. The
mass hypothesis for the heavy Higgs boson strongly affects which sources of systematic uncertainty
have the greatest effect on the result. At lower masses, the ZZ(∗) background theory uncertainties, the
Z + jets modelling uncertainties, and the uncertainties on the jet energy scale dominate. At higher masses,
uncertainties in the ``νν non-ZZ background, the jet mass scale, and the Z + jets background in the
merged-jet regime dominate. The contribution to the uncertainty on the best-fit signal cross-section from
the dominant systematic uncertainties is shown in Table 4.
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Search Channel SR Z CR W CR Top CR
````
ggF
meeee, mµµµµ,
meeµµ, mµµee
VBF m````
VH m````
``νν
ggF meeT , m
µµ
T
VBF Neeevt, N
µµ
evt
``qq
ggF
untagged m`` j j MV1c cat.
tagged m`` j j MV1c cat. m`` j j
merged-jet m`` j m`` j
VBF m`` j j m`` j j
ννqq
ggF
untagged mT
MV1c cat. (0 b-tags)
MV1c cat. (1 b-tag)
tagged mT
Table 3: Summary of the distributions entering the likelihood fit for each channel of each search, both in the signal
region (SR) and the various control regions (CR) used to constrain the background. Each entry represents one
distribution; some channels have several distributions for different lepton flavours. MV1c cat. refers to the MV1c b-
tagging event category. The distributions are unbinned for the ```` search and binned elsewhere. The VBF channels
of the ``νν search use only the overall event counts. See the text for the definitions of the specific variables used as
well as for the definitions of the signal and control regions.
As no significant excess is observed, exclusion limits are calculated with a modified frequentist method [103],
also known as CLs, using the q˜µ test statistic in the asymptotic approximation [104, 105]. The observed
limits can be compared with expectations by generating ‘Asimov’ data sets, which are representative event
samples that provide both the median expectation for an experimental result and its expected statistical
variation in the asymptotic approximation, as described in Refs. [104, 105]. When producing the Asimov
data set for the expected limits, the background-only hypothesis is assumed and the cross-sections for
both ggF and VBF production of the heavy Higgs boson are set to zero. The remaining nuisance para-
meters are set to the value that maximizes the likelihood function for the observed data (profiled). When
using the asymptotic procedure to calculate limits it is necessary to generate an Asimov data set both
for the background-only hypothesis and for the signal hypothesis. When setting the observed limits, the
cross-section for the other production mode not under consideration is profiled to data before generating
the background-only Asimov data set.
11. Results
Limits on the cross-section times branching ratio from the combination of all of the searches are shown
in Fig. 12. Also shown are expected limits from the ````, ``νν and the combined ``qq +ννqq searches
(the latter two searches are only shown in combination as they share control regions). At low mass the
```` search has the best sensitivity while at high mass the sensitivity of the combined ``qq +ννqq search
is greatest, with the sensitivity of the ``νν channel only slightly inferior. In the mass range considered
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ggF mode VBF mode
Systematic source Effect [%] Systematic source Effect [%]
mH = 200 GeV
gg→ ZZ K-factor uncertainty 27 gg→ ZZ acceptance 13
Z+hf ∆φ reweighting 5.3 Jet vertex fraction (``qq/ννqq) 13
Luminosity 5.2 gg→ ZZ K-factor uncertainty 13
Jet energy resolution (``qq/ννqq) 3.9 Z + jets ∆φ reweighting 7.9
QCD scale gg→ ZZ 3.7 Jet energy scale η modelling (``qq/ννqq) 5.3
mH = 400 GeV
qq→ ZZ PDF 21 Z + jets estimate (``νν) 34
QCD scale qq→ ZZ 13 Jet energy resolution (````/``νν) 6.5
Z + jets estimate (``νν) 13 VBF Z + jets m`` j j 5.5
Signal acceptance ISR/FSR (````/``νν) 7.8 Jet flavour composition (````/``νν) 5.3
Z + bb¯, Z + cc¯, p``T 5.6 Jet vertex fraction (``qq/ννqq) 4.8
mH = 900 GeV
Jet mass scale (``qq) 7 Z + jets estimate (``νν) 19
Z + j j pZT shape (ννqq) 5.6 Jet mass scale (``qq) 8.7
qq→ ZZ PDF 4.3 Z + j j p``T shape 7.3
QCD scale qq→ ZZ 3.5 Jet energy resolution (````/``νν) 4.4
Luminosity 2.6 Jet flavour composition (VV/Signal) 2.6
Table 4: The effect of the leading systematic uncertainties on the best-fit signal cross-section uncertainty, expressed
as a percentage of the total (systematic and statistical) uncertainty, for the ggF (left) and VBF (right) modes at
mH = 200, 400, and 900 GeV. The uncertainties are listed in decreasing order of their effect on the total uncertainty;
additional uncertainties with smaller effects are not shown.
for this search the 95% confidence level (CL) upper limits on the cross-section times branching ratio for
heavy Higgs boson production vary between 0.53 pb at mH = 195 GeV and 0.008 pb at mH = 950 GeV
in the ggF channel and between 0.31 pb at mH = 195 GeV and 0.009 pb at mH = 950 GeV in the VBF
channel. The excursions into the 2σ band around the expected limit originate from local deviations in the
input distributions. For example, the excess occurring around 200 GeV and the deficit occurring around
300 GeV arise from the ```` (see Fig. 1) search. Deficits at higher mass are driven by fluctuations in the
``qq search (see Figs. 3 and 6).
Figure 13 shows exclusion limits in the cos(β − α) versus tan β plane for Type-I and Type-II 2HDMs,
for a heavy Higgs boson with mass mH = 200 GeV. This mH value is chosen so the assumption of a
narrow-width Higgs boson is valid over most of the parameter space, and the experimental sensitivity
is at a maximum. As explained in Section 3.2, the range of cos(β − α) and tan β explored is limited
to the region where the assumption of a heavy narrow-width Higgs boson with negligible interference
is valid. When calculating the limits at a given choice of cos(β − α) and tan β, the relative rate of ggF
and VBF production in the fit is set according to the prediction of the 2HDM for that parameter choice.
Figure 14 shows exclusion limits as a function of the heavy Higgs boson mass mH and the parameter tan β
for cos(β − α) = −0.1. The white regions in the exclusion plots indicate regions of parameter space not
excluded by the present analysis; in these regions the cross-section predicted by the 2HDM is below the
experimental sensitivity. Compared with recent studies of indirect limits [106], the exclusion presented
here is considerably more stringent for Type-I with cos(β−α) < 0 and 1 < tan β < 2, and for Type-II with
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0.5 < tan β < 2.
The previously published ATLAS results using data collected at
√
s = 7 TeV [5–7] assumed a SM
Higgs boson with the relative rate of ggF and VBF production fixed to the SM prediction. Thus, they
are not directly comparable with the current results, which assume that the heavy Higgs boson has a nar-
row width but also allow the rates of ggF and VBF production to vary independently. These results are
also not directly comparable with the recent results published by the CMS Collaboration [8] for similar
reasons.
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Figure 12: 95% CL upper limits on σ × BR(H → ZZ) as a function of mH , resulting from the combination of all of
the searches in the (a) ggF and (b) VBF channels. The solid black line and points indicate the observed limit. The
dashed black line indicates the expected limit and the bands the 1-σ and 2-σ uncertainty ranges about the expected
limit. The dashed coloured lines indicate the expected limits obtained from the individual searches; for the ``qq
and ννqq searches, only the combination of the two is shown as they share control regions.
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Figure 13: 95% CL exclusion contours in the 2HDM (a) Type-I and (b) Type-II models for mH = 200 GeV, shown
as a function of the parameters cos(β − α) and tan β. The red hashed area shows the observed exclusion, with the
solid red line denoting the edge of the excluded region. The dashed blue line represents the expected exclusion
contour and the shaded bands the 1-σ and 2-σ uncertainties on the expectation. The vertical axis range is set such
that regions where the light Higgs couplings are enhanced by more than a factor of three from their SM values are
avoided.
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Figure 14: 95% CL exclusion contours in the 2HDM (a) Type-I and (b) Type-II models for cos(β − α) = −0.1,
shown as a function of the heavy Higgs boson mass mH and the parameter tan β. The shaded area shows the
observed exclusion, with the black line denoting the edge of the excluded region. The blue line represents the
expected exclusion contour and the shaded bands the 1-σ and 2-σ uncertainties on the expectation. The grey area
masks regions where the width of the boson is greater than 0.5% of mH . For the choice of cos(β − α) = −0.1 the
light Higgs couplings are not altered from their SM values by more than a factor of two.
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12. Summary
A search is presented for a high-mass Higgs boson in the H → ZZ → `+`−`+`−, H → ZZ → `+`−νν¯,
H → ZZ → `+`−qq¯, and H → ZZ → νν¯qq¯ decay modes using the ATLAS detector at the CERN
Large Hadron Collider. The search uses proton–proton collision data at a centre-of-mass energy of 8 TeV
corresponding to an integrated luminosity of 20.3 fb−1. The results of the search are interpreted in the
scenario of a heavy Higgs boson with a width that is small compared with the experimental mass resol-
ution. The Higgs boson mass range considered extends up to 1 TeV for all four decay modes and down
to as low as 140 GeV, depending on the decay mode. No significant excess of events over the Standard
Model prediction is found. Limits on production and decay of a heavy Higgs boson to two Z bosons are
set separately for gluon-fusion and vector-boson-fusion production modes. For the combination of all
decay modes, 95% CL upper limits range from 0.53 pb at mH = 195 GeV to 0.008 pb at mH = 950 GeV
for the gluon-fusion production mode and from 0.31 pb at mH = 195 GeV to 0.009 pb at mH = 950 GeV
for the vector-boson-fusion production mode. The results are also interpreted in the context of Type-I
and Type-II two-Higgs-doublet models, with exclusion contours given in the cos(β − α) versus tan β and
mH versus tan β planes for mH = 200 GeV. This mH value is chosen so that the assumption of a narrow-
width Higgs boson is valid over most of the parameter space, and so that the experimental sensitivity is
at a maximum. Compared with recent studies of indirect limits, the two-Higgs-doublet model exclusion
presented here is considerably more stringent for Type-I with cos(β − α) < 0 and 1 < tan β < 2, and for
Type-II with 0.5 < tan β < 2.
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A. Flavour tagging in the ``qq and ννqq searches
In order to constrain the normalizations of the various flavour components of the Z+jets (Z + j j, Z + c j,
Z + b j, and Z+hf) and W + jets (W + j j and W + c j) backgrounds in the ``qq and ννqq searches, it
is necessary to distinguish the different combinations of jet flavour. This is achieved by combining the
information from the MV1c b-tagging discriminant of the two signal jets in order to disentangle the
different light- and heavy-flavour components.
Besides the MV1c selection criterion described in Section 4, which had an average efficiency of 70% for
jets with pT > 20 GeV containing b-hadrons (b-jets), additional criteria, or operating points, are defined
with average efficiencies of 80%, 60%, and 50%. The efficiencies for accepting c-jets or light-quark jets
for the 50% (80%) operating point are 1/29 (1/3) and 1/1400 (1/30), respectively. Based on these operat-
ing points, five bins in MV1c are defined:
Bin b-tagging efficiency
Very loose (VL) > 80%
Loose (L) 80 − 70%
Medium (M) 70 − 60%
Tight (T) 60 − 50%
Very tight (VT) < 50%
In this analysis, jets selected by the M, T, or VT operating points (i.e. > 70% efficiency for b-jets) are
considered as b-tagged. Events are then categorized based on the combination of the binned MV1c
operating points for the two signal jets, as shown in Fig. 15, in order to obtain optimal separation of the
flavour components.
Distributions of the resulting MV1c event categories are shown in Figs. 16 and 17 for the ``qq Z +
jets and ννqq W + jets control regions, respectively. These distributions are provided as input to the
simultaneous profile-likelihood-ratio fit described in Section 10 in order to determine the normalization
of the background flavour components defined above. Following the fit, the data are well-described by
the MC simulation.
B. Corrections to MC simulation for the ``qq search
In order to improve the description of the data in the resolved ggF channel, corrections are applied to the
Sherpa Z + jets simulation (prior to the likelihood fit) as a function of the azimuthal angle between the
two signal jets, ∆φ j j, and the transverse momentum of the leptonic Z boson, p``T , following Ref. [30].
The simulation does not model well the observed ∆φ j j distribution in the untagged control regions for
p``T < 120 GeV; this is not seen at higher p
``
T or in the tagged control region. In order to improve the
modelling, the Z + j j component of the background with p``T < 120 GeV is scaled by a linear function
derived from the control region with no b-tagged jets at low p``T with non-Z boson backgrounds subtracted.
Half the value of the correction is taken as a systematic uncertainty where it is applied. In the Z+hf sample
with p``T < 120 GeV, the full value of the correction is taken as an uncertainty. For p
``
T > 120 GeV, no
correction is applied for any sample. In this region, a linear fit is performed to the data/MC ratio of ∆φ j j
in the untagged subchannel after subtracting the small non-Z background, and the uncertainty on the fitted
slope taken as an uncertainty for all Z + jets samples. Following this correction, the description of the
p``T distribution in the control region with no b-tagged jets also improves, but there is still some residual
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Figure 15: Event categorization as a function of the output of the MV1c b-tagging algorithm for the two signal jets.
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1, and 2 identified b-jets.
discrepancy seen in the control regions that have b-tagged jets. Thus, the Z+hf background component
is scaled by a function logarithmic in p``T , determined from the combination of the control regions with
one or more b-tagged jets (after subtracting the Z + j j and non-Z + jets background components). An
uncertainty of half this correction is applied for all Z + jets channels. (All these uncertainties are taken to
be uncorrelated between the Z + light-jet and Z+hf samples.) Following these corrections, the simulation
models both the ∆φ j j and p``T distributions well in all Z + jets control regions.
For the VBF channel, no significant differences are seen in the ∆φ j j and p``T distributions, but there is
a small difference in the m`` j j distribution in the control region. The simulated Z + jets background
is corrected for this bin-by-bin and the full value of this correction is taken as an uncertainty, again
uncorrelated between light- and heavy-flavour samples. No corrections are needed for the merged-jet ggF
channel given the small sample size available.
It has been observed in an unfolded measurement of the pT distribution of tt¯ quark pairs that the simulation
does not accurately describe the ptt¯T distribution [107]. To correct for this, tt¯ MC events are weighed by
a function of ptt¯T taken from 7 TeV data from Ref. [107] in order to make the simulation match the data.
The correction is validated for 8 TeV data using the eµ top-quark control region, and the uncertainty in
this correction is estimated by varying it from 50% to 150% of its nominal value.
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Figure 16: The distribution of the MV1c b-tagging event categories, based on the two signal jets, in the Z + jets
control region in the (a) untagged ggF and (b) tagged ggF channels of the H → ZZ → `+`−qq¯ search. The b-jet
purity generally increases from left to right. The dashed line shows the total background used as input to the fit.
The contribution labelled as ‘Top’ includes both the tt¯ and single-top processes. The bottom panes show the ratio
of the observed data to the predicted background.
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Figure 17: The distribution of the MV1c b-tagging event categories, based on the two signal jets, in the W + jets
(a) 0-b-tag and (b) 1-b-tag control regions of the H → ZZ → νν¯qq¯ search. The b-jet purity generally increases from
left to right. The dashed line shows the total background used as input to the fit. The contribution labelled as ‘Top’
includes both the tt¯ and single-top processes. The bottom panes show the ratio of the observed data to the predicted
background.
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