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Abstract
In this work, a differentiable multiobjective optimization problem with generalized cone constraints is considered, and the
equivalence of weak Pareto solutions for the problem and for its η-approximated problem is established under suitable conditions.
Two existence theorems for weak Pareto solutions for this kind of multiobjective optimization problem are proved by using a
Karush–Kuhn–Tucker type optimality condition and the F-KKM theorem.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
The weak minimum (weakly efficient, weak Pareto) solution is an important concept in mathematical models,
economics, decision theory, optimal control and game theory. Recently, many authors have studied sufficient and
necessary optimality conditions of Karush–Kuhn–Tucker type (for short, (KKT)) involving weakly efficient solutions
for a multiobjective programming problem (for short, (VP); see, for example, [4,7,8,12,19] and the references therein).
On the other hand, vector variational inequalities and some coercive conditions can play an important role in the set
of weakly efficient solutions for (VPs) being nonempty (see [3,5,6,11,14,15,17,20]).
In most works, an assumption of convexity was made for the objective functions. Very recently, some generalized
convexity as well as invexity received more attention (see [9,12,13,18,19]). In 2005, Antczak [2] introduced the
η-approximation method for solving a nonlinear (VP) involving invex functions. He also proved the connection
between the weakly efficient solutions for the original (VP) and for its η-approximated problem under certain
conditions.
In this work, we consider a differentiable (VP) with generalized cone constraints, and establish the equivalence
of weak Pareto solutions for the (VP) and for its η-approximated problem under suitable assumptions. We also show
the existence of weak Pareto solutions for the (VP) under some (KKT) conditions. By using the F-KKM theorem, we
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prove another existence theorem for weak Pareto solutions for the (VP). The results presented in this work generalize
the corresponding results of [2,14,17].
2. Preliminaries
Let Rl be the l-dimensional Euclidean space and Rl+ = {x = (x1, x2, . . . , xl)T : xi ≥ 0, i = 1, 2, . . . , l}, where
the superscript T denotes the transpose. A nonempty subset K of Rl is said to be a cone if λK ⊆ K for all λ > 0. K
is called a convex cone if K is a cone and K + K ⊆ K .
Let K be a closed and convex subset of Rl . The set K ∗ ⊆ Rl is the dual (positive polar) cone of K given by
K ∗ = {u ∈ Rl : xTu ≥ 0,∀x ∈ K }.
It is well known that (a) if u ∈ int K , then xTu > 0 for all x ∈ K ∗ \ {0}; (b) if K1 and K2 are closed convex subsets
of Rl with K1 ⊆ K2, then K ∗2 ⊆ K ∗1 .
In this work, without other specifications, let E be a nonempty open convex subset of Rn , Q a closed convex cone
in Rk with int Q 6= ∅ and S also a closed convex cone in Rm . Let f : E → Rk and g : E → Rm be functions. The
multiobjective optimization problem (for short, (VP)) is defined as follows:
min f (x)
subject to g(x) ∈ −S,
where f (x) := ( f1(x), . . . , fk(x))T and g(x) := (g1(x), . . . , gm(x))T. We denote by F := {x ∈ E : g(x) ∈ −S} the
feasible set of (VP).
We first recall some definitions and lemmas which are needed in the main results of this work.
Definition 2.1. A point x0 ∈ F is said to be a weak minimum (weakly efficient, weak Pareto) solution of (VP) if there
exists no x ∈ F such that
f (x)− f (x0) ∈ −int Q.
We denote by Fw the weakly efficient solutions set of (VP). It is clear that Fw ⊆ F .
Definition 2.2. f is said to be differentiable at u ∈ E if there exists a linear operator L from Rn to Rk such that
f (u + h) = f (u)+ L(h)+ o(‖h‖).
The differential L of f at u is called the Jacobian operator of f at u, denoted by J f (u). It is well known that f is
differentiable at u ∈ E if and only if each f j ( j = 1, . . . , k) is differentiable at u ∈ E and
J f (u)(h) = ( f ′1(u)(h), . . . , f ′k(u)(h))T for all h ∈ Rn .
f is said to be differentiable on E if it is differentiable at every point of E .
Definition 2.3. Let f be a differentiable function and P ⊆ Rk a closed convex cone. f is called P-invex with respect
to η at u ∈ E if there exists η : E × E → Rn such that, for all x ∈ E ,
f (x)− f (u)− J f (u)η(x, u) ∈ P.
f is said to be P-invex with respect to η on E if it is P-invex with respect to η at every point of E .
Definition 2.4. Let P ⊆ Rk be a closed convex cone. f is said to be P-convexlike if for any x, u ∈ E and λ ∈ (0, 1),
there exists z ∈ E such that
λ f (x)+ (1− λ) f (u)− f (z) ∈ P.
In particular, if the above inclusion holds with z = λx + (1− λ)u, then f is called P-convex.
It is easy to see that if f is P-convex, then it is P-convexlike.
Definition 2.5. Let G : Rk → 2Rk be a set-valued mapping. x ∈ Rk is called a fixed point of G if x ∈ G(x).
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Definition 2.6. Let η : E × E → Rn . η is said to be
(i) Rn+-convex with respect to the first argument if for any x, y, z ∈ E and any t ∈ [0, 1], η(t x + (1 − t)y, z) ∈
tη(x, z)+ (1− t)η(y, z)− Rn+;
(ii) affine with respect to the first argument if for any x, y, z ∈ E and any t ∈ [0, 1], η(t x + (1 − t)y, z) =
tη(x, z)+ (1− t)η(y, z).
Remark 2.1. The function x 7→ η(x, ·) is affine if and only if both η and −η are Rn+-convex with respect to the first
argument. If n = 1, then one has: the scalar function x 7→ η(x, ·) is affine if and only if both η and −η are convex
with respect to the first argument (see, for example, [1]), which is different from the definition in [16].
Definition 2.7. Let K be a nonempty subset of topological vector space X . A set-valued mapping G : K → 2X
is called a KKM-mapping if, for every finite subset {x1, x2, . . . , xl} of K , conv{x1, x2, . . . , xl} is contained in⋃l
i=1 G(xi ), where conv denotes the convex hull.
Lemma 2.1. Let K be a convex cone of topological vector space X with int K 6= ∅. Then, for any x, y ∈ X, the
following statements are true:
(i) y − x ∈ K and y ∈ −int K imply x ∈ −int K;
(ii) y − x ∈ K and x 6∈ −int K imply y 6∈ −int K;
(iii) y − x ∈ K and y ∈ −K imply x ∈ −K.
Proof. (i) Let y − x ∈ K and y ∈ −int K . Remark that int K and −int K are convex cones. Then x = x − y + y ∈
−K − int K ⊆ −int K .
(ii) Suppose to the contrary that y ∈ −int K . Then from conclusion (i), one has x ∈ −int K , a contradiction to our
assumption.
(iii) Since K is a convex cone, x = x − y + y ∈ −K − K ⊆ −K . The proof is complete. 
Lemma 2.2 ([10]). Let K be a nonempty subset of Hausdorff topological vector space X. Let G : K → 2X be a
KKM-mapping such that for any y ∈ K, G(y) is closed and G(y∗) is compact for some y∗ ∈ K. Then there exists
x∗ ∈ K such that x∗ ∈ G(y) for all y ∈ K, i.e., ∩y∈K G(y) 6= ∅.
3. Equivalence between weakly efficient solutions for (VP) and for (VPη(x0))
In this section, we investigate the relations between weakly efficient solutions for (VP) and for its η-approximated
multiobjective optimization problem.
Lemma 3.1 ([8]). Let ( f, g) : E → Rk×Rm be a Q×S-convexlike, locally Lipschitz and continuously differentiable
function. Let x0 ∈ Fw and assume that some suitable constraint qualification (CQ) holds. Then there exists
(ξ, λ) ∈ Q∗× S∗ with ξ 6= 0 such that the (KKT) conditions, i.e., (i) ξT J f (x0)+λT Jg(x0) = 0 and (ii) λTg(x0) = 0,
hold.
Let x0 be a feasible solution for (VP), i.e., x0 ∈ F . Let f : E → Rk , g : E → Rm and η : E × E → Rn with
η(x, x0) 6= 0 for some x ∈ F when x 6= x0. We consider the η-approximated multiobjective optimization problem
(for short, (V Pη(x0))) given by
min f (x0)+ J f (x0)η(x, x0)
subject to g(x0)+ Jg(x0)η(x, x0) ∈ −S,
where f (x0) + J f (x0)η(x, x0) := ( f1(x0) + J f1(x0)η(x, x0), . . . , fk(x0) + J fk(x0)η(x, x0))T and g(x0) +
Jg(x0)η(x, x0) := (g1(x0)+ Jg1(x0)η(x, x0), . . . , gm(x0)+ Jgm(x0)η(x, x0))T.
Denote by D(x0) := {x ∈ E : g(x0) + Jg(x0)η(x, x0) ∈ −S} and Dw(x0) the feasible set and weakly efficient
solutions set for (VPη(x0)), respectively. Clearly, Dw(x0) ⊆ D(x0). Since Dw(x0) and D(x0) depend on the choice
of x0, Dw : F → 2E and D : F → 2E are set-valued mappings. Denote by F(Dw) = {x ∈ F : x ∈ Dw(x)} the
fixed points set of Dw.
Now, we show that a weakly efficient solution x0 of (VP) is also a weakly efficient for its η-approximated
multiobjective optimization problem (VPη(x0)) under certain conditions.
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Theorem 3.1. Let ( f, g) : E → Rk × Rm be Q× S-convexlike, locally Lipschitz and continuously differentiable, and
η : E × E → Rn with η(x0, x0) = 0. If x0 ∈ Fw and some suitable (CQ) holds, then x0 ∈ Dw(x0) (or, equivalently,
x0 ∈ F(Dw)).
Proof. Assume that x0 is a weakly efficient solution of (VP) and some suitable (CQ) holds. Then from Lemma 3.1,
there exists (ξ, λ) ∈ Q∗ × S∗ with ξ 6= 0 such that the (KKT) conditions, i.e., (i) ξT J f (x0)+ λT Jg(x0) = 0 and (ii)
λTg(x0) = 0, hold. Suppose to the contrary that x0 is not a weakly efficient solution of (VPη(x0)). Then there exists
x˜ feasible for (VPη(x0)) such that
f (x0)+ J f (x0)η(x˜, x0)− f (x0)− J f (x0)η(x0, x0) ∈ −int Q.
Thus, the condition η(x0, x0)=0 gives
J f (x0)η(x˜, x0) ∈ −int Q.
By the definition of Q∗, it follows from ξ 6= 0 that
ξT J f (x0)η(x˜, x0) < 0. (3.1)
Note that x˜ ∈ D(x0), i.e., g(x0)+ Jg(x0)η(x˜, x0) ∈ −S. From λTg(x0) = 0 and the definition of S∗, we have
λT Jg(x0)η(x˜, x0) ≤ 0. (3.2)
Hence it follows from (3.1) and (3.2) that
[ξT J f (x0)+ λT Jg(x0)]η(x˜, x0) = ξT J f (x0)η(x˜, x0)+ λT Jg(x0)η(x˜, x0)
< 0,
which contradicts the condition ξT J f (x0)+λT Jg(x0) = 0. Therefore, x0 is a weakly efficient solution of (VPη(x0)).
This completes the proof. 
Next, under the assumption that f and g are Q-invex and S-invex with respect to the same η, respectively, we show
that if x0 is a weakly efficient solution of (VPη(x0)), then it is also a weakly efficient solution of (VP).
Theorem 3.2. Let f : E → Rk and g : E → Rm be Q-invex and S-invex with respect to η : E × E → Rn at x0,
respectively, and moreover, η(x0, x0) = 0. If x0 ∈ Dw(x0) (or, equivalently, x0 ∈ F(Dw)), then x0 ∈ Fw.
Proof. Since g is S-invex with respect to η at x0,
g(x)− g(x0)− Jg(x0)η(x, x0) ∈ S ∀x ∈ F .
Remark that for any x ∈ F , g(x) ∈ −S, and from Lemma 2.1(i) it follows that
g(x0)+ Jg(x0)η(x, x0) ∈ −S ∀x ∈ F,
which implies that x ∈ D(x0) and hence F ⊆ D(x0). Let x0 be a weakly efficient solution of (VPη(x0)). Then there
is no x ∈ D(x0) such that
f (x0)+ J f (x0)η(x, x0)− f (x0)− J f (x0)η(x0, x0) ∈ −int Q.
It follows from condition η(x0, x0) = 0 that
J f (x0)η(x, x0) ∈ −int Q.
Since F ⊆ D(x0), there is no x ∈ F such that
J f (x0)η(x, x0) ∈ −int Q. (3.3)
Suppose to the contrary that x0 is not a weakly efficient solution of (VP). Then there exists x˜ ∈ F such that
f (x˜)− f (x0) ∈ −int Q. (3.4)
Since f is Q-invex with respect to η at x0, one has
f (x)− f (x0)− J f (x0)η(x, x0) ∈ Q ∀x ∈ F . (3.5)
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From Lemma 2.1, inclusions (3.4) and (3.5) imply that
J f (x0)η(x˜, x0) ∈ −int Q,
which is a contradiction to (3.3). The proof is complete. 
Remark 3.1. If Q = Rk+ and S = Rm+ , then Theorems 3.1 and 3.2 collapse to Theorems 15 and 18 of [2], respectively.
Example 3.1. Let E = Rn = Rk = Rm = R2 and Q = S = [0,∞)× (−∞, 0]. Let f : E → Rk and g : E → Rm .
We consider the following nonlinear (VP):
min f (x) := (x1,−x22)T
subject to g(x) := (x21 + 3x1 − 4,−x2 − 4)T ∈ −S.
Note that F = {(x1, x2)T ∈ R2 : −4 ≤ x1 ≤ 1, x2 ≤ −4} and it is easy to check that x¯ is a weakly efficient solution
of (VP) (i.e., x¯ = (−4,−4)T ∈ Fw). One can easy verify that f and g are Q-invex and S-invex with respect to the
function η(x, x¯) = (x1 − x¯1, x2 − x¯2)T at x¯ , where x = (x1, x2)T and x¯ = (x¯1, x¯2)T = (−4,−4)T, and ( f, g) is
Q × S-convexlike, locally Lipschitz and continuously differentiable. We construct the associated (VPη(x¯)) of (VP)
by transforming at x¯ both the objective function f and the constraint function g as follows:
min f (x¯)+ J f (x¯)η(x, x¯) := (x1, 8x2 + 16)T
subject to g(x¯)+ Jg(x¯)η(x, x¯) := (−5x1 − 20,−x2 − 4)T ∈ −S.
It is easy to see that D(x¯) = {(x1, x2)T : x1 ≥ −4, x2 ≤ −4}, and x¯ = (−4,−4)T is also a weakly efficient solution
of (VPη(x¯)) (that is, x¯ = (−4,−4)T ∈ Dw(x¯)).
4. Existence of weakly efficient solutions for (VP)
In this section, we present two existence results for weakly efficient solutions for (VP). The first one is closely
related to the (KKT) conditions (that is, conditions (i) and (ii) in Theorem 4.1).
Theorem 4.1. Let f : E → Rk and g : E → Rm be Q-invex and S-invex with respect to η : E × E → Rn ,
respectively, and let x0 ∈ F . Assume that there exists (ξ, λ) ∈ Q∗ × S∗ with ξ 6= 0 such that (i) ξT J f (x0) +
λT Jg(x0) = 0 and (ii) λTg(x0) = 0 hold. Then x0 ∈ Fw.
Proof. From the condition ξT J f (x0)+ λT Jg(x0) = 0, we have for any η(x, x0), x 6= x0,
0 = [ξT J f (x0)+ λT Jg(x0)]η(x, x0)
= (ξT J f (x0))η(x, x0)+ (λT Jg(x0))η(x, x0). (4.1)
Since f and g are Q-invex and S-invex with respect to η, respectively,
f (x)− f (x0)− J f (x0)η(x, x0) ∈ Q ∀x ∈ F
and
g(x)− g(x0)− Jg(x0)η(x, x0) ∈ S ∀x ∈ F .
Since ξ ∈ Q∗ and λ ∈ S∗, from the above inequalities we get
ξT f (x)− ξT f (x0)− ξT J f (x0)η(x, x0) ≥ 0 ∀x ∈ F (4.2)
and
λTg(x)− λTg(x0)− λT Jg(x0)η(x, x0) ≥ 0 ∀x ∈ F . (4.3)
For any feasible point x of (VP), i.e., g(x) ∈ −S, one has λTg(x) ≤ 0. Since λTg(x0) = 0, it follows from (4.1)–(4.3)
that
ξT( f (x)− f (x0)) = ξT f (x)− ξT f (x0) ≥ 0 ∀x ∈ F . (4.4)
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We declare f (x)− f (x0) 6∈ −int Q for all x ∈ F . In fact, if there is x˜ ∈ F such that
f (x˜)− f (x0) ∈ −int Q,
then from 0 6= ξ ∈ Q∗, it follows that
ξT( f (x˜)− f (x0)) = ξT f (x˜)− ξT f (x0) < 0,
which is a contradiction with (4.4). Thus, x0 is a weakly efficient solution of (VP). The completes the proof. 
Corollary 4.1. Let f : E → Rk and g : E → Rm be Q-invex and S-invex with respect to η : E × E → Rn , respec-
tively. Assume that for each x ∈ F , there exists (ξ, λ) ∈ Q∗ × S∗ with ξ 6= 0 such that (i) ξT J f (x)+ λT Jg(x) = 0
and (ii) λTg(x) = 0 hold. Then F = Fw.
Proof. Fw ⊆ F is obvious. The converse relation F ⊆ Fw follows directly from Theorem 4.1. The proof is
complete. 
Let f : E → Rk be continuously differentiable and let F be nonempty. We consider the following vector
variational-like inequality problem (for short, (VVLI)): find x0 ∈ F such that
J f (x0)η(x, x0) 6∈ −int Q ∀x ∈ F .
We next establish a relation between (VP) and (VVLI).
Lemma 4.1. Let f : E → Rk be continuously differentiable and η : E × E → Rn . Then the following arguments
hold:
(i) Suppose that f is Q-invex with respect to η. If x0 solves (VVLI), then x0 ∈ Fw.
(ii) Suppose that f is −Q-invex with respect to η. If x0 ∈ Fw, then x0 solves (VVLI).
Proof. (i) Let x0 be a solution of (VVLI). Then
J f (x0)η(x, x0) 6∈ −int Q ∀x ∈ F .
Since f is Q-invex with respect to η, then
f (x)− f (x0)− J f (x0)η(x, x0) ∈ Q ∀x ∈ F .
It follows that Lemma 2.1 that
f (x)− f (x0) 6∈ −int Q ∀x ∈ F,
i.e., x0 ∈ Fw.
(ii) Let x0 ∈ Fw. Then
f (x)− f (x0) 6∈ −int Q ∀x ∈ F .
Since f is −Q-invex with respect to η, then
f (x)− f (x0)− J f (x0)η(x, x0) ∈ −Q ∀x ∈ F .
Now Lemma 2.1 implies that
J f (x0)η(x, x0) 6∈ −int Q ∀x ∈ F,
that is, x0 solves (VVLI). The completes the proof. 
On the basis of above lemma and the F-KKM theorem, we now prove another existence theorem for weakly
efficient solutions for (VP).
Theorem 4.2. Let f : E → Rk , g : E → Rm , η : E × E → Rn and let F be nonempty. Assume that the following
conditions hold:
(i) η(x, x) = 0 for each x ∈ E, η(y, x) is affine with respect to y and continuous with respect to x;
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(ii) f is continuously differentiable and Q-invex with respect to η;
(iii) g is S-convex;
(iv) there exists a compact subset K of F and y0 ∈ K such that
J f (x)η(y0, x) ∈ −int Q ∀x ∈ F \ K .
Then, Fw 6= ∅.
Proof. By Lemma 4.1, it suffices to show that (VVLI) has a solution. Define F : F → 2F by
F(y) = {x ∈ F : J f (x)η(y, x) 6∈ −int Q} ∀y ∈ F .
The proof of which consists of four steps.
Step 1. We declare that F is convex. In fact, let x1, x2 ∈ F and λ ∈ [0, 1]. Then xi ∈ E and g(xi ) ∈ −S (i = 1, 2).
From the convexity of E , we obtain λx1 + (1− λ)x2 ∈ E . Since S is a convex cone, one has
λg(x1)+ (1− λ)g(x2) ∈ −S − S ⊆ −S. (4.5)
Since g is S-convex,
λg(x1)+ (1− λ)g(x2) ∈ g(λx1 + (1− λ)x2)+ S. (4.6)
It follows from Lemma 2.1, (4.5) and (4.6) that
g(λx1 + (1− λ)x2) ∈ −S,
which implies that λx1 + (1− λ)x2 ∈ F and hence F is convex.
Step 2. We show that the set G(x) = {y ∈ F : J f (x)η(y, x) ∈ −int Q} is convex for each fixed x ∈ F . Let
y1, y2 ∈ G(x) and t ∈ [0, 1]. Then J f (x)η(yi , x) ∈ −int Q (i = 1, 2). Since F is convex, t y1 + (1 − t)y2 ∈ F .
Again since Q is a convex cone and η is affine with respect to the first argument, it follows that
J f (x)η(t y1 + (1− t)y2, x) = t J f (x)η(y1, x)+ (1− t)J f (x)η(y2, x) ∈ −int Q,
that is, t y1 + (1− t)y2 ∈ G(x). Therefore G(x) is a convex set of F .
Step 3. We prove that F is a KKM-mapping. From assumption (i), y ∈ F(y) and so F(y) 6= ∅ for each y ∈ F .
Suppose to the contrary that there is a finite subset {x1, . . . , xl} of F and λi ≥ 0, 1 ≤ i ≤ l, with∑li=1 λi = 1, such
that
z =
l∑
i=1
λi xi 6∈
l⋃
i=1
F(xi ).
By step 1, z =∑li=1 λi xi ∈ F . Then
z 6∈ F(xi ) ∀i = 1, . . . , l,
or equivalently,
J f (z)η(xi , z) ∈ −int Q ∀i = 1, . . . , l.
From step 2, for each fixed u ∈ F , the set G(u) is convex. Thus it follows that
0 = J f (z)η(z, z) = J f (z)η
(
l∑
i=1
λi xi , z
)
∈ −int Q,
which is a contradiction. Therefore F is a KKM-mapping.
Step 4. It is easy to verify that F(y) is closed for each y ∈ F . Indeed, let y ∈ F and a sequence {xs} ⊂ F(y)
satisfy ‖ xs − x ‖→ 0. Since J f (·) is continuous on F , J f (xs) → J f (x), and since η is continuous with respect to
the section argument, it follows that
‖J f (xs)η(y, xs)− J f (x)η(y, x)‖ ≤ ‖J f (xs)η(y, xs)− J f (x)η(y, xs)‖ + ‖J f (x)η(y, xs)− J f (x)η(y, x)‖
≤ ‖J f (xs)− J f (x)‖‖η(y, xs)‖ + ‖J f (x)‖‖η(y, xs)− η(y, x)‖
→ 0
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as s → +∞. Remark that J f (xs)η(y, xs) 6∈ −int Q, i.e., J f (xs)η(y, xs) ∈ Rn \ (−int Q). Since Rn \ (−int Q) is
closed, one has J f (x)η(y, x) ∈ Rn \ (−int Q), i.e.,
J f (x)η(y, x) 6∈ −int Q.
Hence F(y) is closed for each y ∈ F .
From the assumption (iv), we have F(y0) ⊆ K . Since F(y0) is closed and K is compact, F(y0) is compact. Now
Lemma 2.2 implies that
⋂
y∈F F(y) 6= ∅, that is, there exists x0 ∈ F such that
J f (x0)η(x, x0) 6∈ −int Q ∀x ∈ F,
which implies that x0 solves (VVLI). The proof is complete. 
Remark 4.1. Theorem 4.2 generalizes the corresponding results of [14,17].
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