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Abstract
The P4-sparse Graph Sandwich Problem asks, given two graphs G
1 = (V, E1) and G2 = (V, E2), whether there exists a
graph G = (V, E) such that E1 ⊆ E ⊆ E2 and G is P4-sparse. In this paper we present a polynomial-time algorithm for solving
the Graph Sandwich Problem for P4-sparse graphs.
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1. Introduction
We consider simple, undirected, finite graphs G = (V, E), where V = V (G) and E = E(G) are the vertex and
edge sets, respectively.
We say that a graph G = (V, E) is a sandwich graph for the pair G1 = (V, E1) and G2 = (V, E2), if
E1 ⊆ E ⊆ E2. In others words the graph G must be “sandwiched” between the graphs G1 and G2. Every sandwich
graph for the pair G1, G2 satisfies E1 ⊆ E and E1 ∩ E2 = ∅. We call E1 the forced edge set, E2 \ E1 the optional
edge set, E2 the forbidden edge set. The input to a sandwich problem are the sets V , E1, and E2. Hence we may
denote a problem instance by (V, E1, E2).
The graph sandwich problem for property Π , according to Golumbic, Kaplan and Shamir [11], is defined as
follows.
GRAPH SANDWICH PROBLEM FOR PROPERTY Π
Instance: Vertex set V , edge sets E1 and E2.
Question: Is there a graph G = (V, E) such that E1 ⊆ E ⊆ E2 that satisfies property Π ?
Graph sandwich problems have attracted much attention lately arising from many applications and as a
generalization of recognition and optimization problems on graphs [2,5,6,10–12,18,19,24].
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In the recognition problem, given a graph, the purpose is to determine if it satisfies a property which characterizes
a specific family of graphs. Graphs which fall into known families may be amenable to polynomial solution of
optimization problems which are in general NP-hard, like maximum independent set or minimum coloring. For such
families of graphs, their properties and many interesting applications see [1,9]. Sometimes, the input graph may not
belong to the desired family, but it is “close” to the family, then we may slightly relax the condition for accepting a
given input.
The type of relaxation depends on the application. One type of relaxation is known as the completion problem:
given a graph and an integer k, is it possible to add to the original graph at most k edges in order to obtain a graph in
the desired family? Such problems have been studied for interval graphs, edge graphs, path graphs in [8] and chordal
graph in [25].
Another type of relaxation of the recognition problem is the graph sandwich problem. In this case, some edges
must be included in the graph, some edges are prohibited, and there is a subset of optional edges that may be added or
not. The recognition problem for a class of graphs C is equivalent to the graph sandwich problem in which the forced
edge set E1 = E , the optional edge set E2 \ E1 = ∅, G = (V, E) is the graph we want to recognize, and property Π
is “to belong to class C”.
The graph sandwich problem is NP-complete in general and remains NP-complete for many subclasses of perfect
graphs such as comparability, permutation, chordal, and circular arc [11], strongly chordal and chordal bipartite [7,
22]. The complexity status of this problem for many classes of graphs is reported in [11] by Golumbic, Kaplan and
Shamir who also described polynomial time algorithms for split graphs O(|V | + |E1| + |E2|), threshold graphs
O(|V | + |E1| + |E2|), and cographs O(|V |(|V | + |E1| + |E2|)).
In this paper, we consider the graph sandwich problem on the class of P4-sparse graphs. The P4-sparse graphs were
first introduced by Hoa´ng in [13]. A graph is P4-sparse if every set of five vertices induces at most one P4. This class
of graphs strictly contains the class of cographs (graphs that do not contain a P4 as an induced subgraph) [3,4,20],
and the class of P4-reducible (graphs in which no vertex belongs to more than one induced P4) [14,17]. Furthermore,
P4-sparse graphs can be recognized in linear time by using modular decomposition [15]. We note that neither every
subgraph of a P4-sparse graph is P4-sparse (otherwise, if an instance (V, E1, E2) of the graph sandwich problem
admitted a solution, then the graph G1 would be a solution as well), nor every supergraph is P4-sparse (otherwise, the
graph G2 would be a solution); yet, any induced subgraph of a P4-sparse graph is P4-sparse.
In this paper, we present an O(|V |2(|V |+|E1|+|E2|)) polynomial-time algorithm for solving the graph sandwich
problem for P4-sparse graphs. This work extends the result given in [11] for cographs.
2. Theoretical framework
2.1. The P4-sparse Graph Sandwich Problem
Let G = (V, E) be a graph. The complement graph of G is the graph G = (V, E) such that E consists of all edges
between vertices in V which are not in E . We denote by dG(v) and by NG(v) the degree and the neighborhood of
vertex v in the graph G, respectively. A vertex v that is adjacent to any other one in G is called a universal vertex of
G. A clique of G is a set of pairwise adjacent vertices in G and a stable set is a set of pairwise non-adjacent vertices in
G. For V ′ ⊆ V (G), we denote by G[V ′] = (V ′, EV ′) the subgraph induced by V ′, where EV ′ consists of those edges
of E(G) having both ends in V ′. If (V, E1, E2) is an instance sandwich problem the induced sandwich instance on
V ′ is (V ′, E1V ′ , E
2
V ′). Let G
1, G2 be two vertex disjoint graphs. The join graph G1 + G2 is the graph with vertex set
V (G1) ∪ V (G2) and edge set E(G1) ∪ E(G2) ∪ {xy | x ∈ V (G1), y ∈ V (G2)}. The union graph G1 ∪ G2 is the
graph with vertex set V (G1) ∪ V (G2) and edge set E(G1) ∪ E(G2).
A graph is P4-sparse if every set of five vertices induces at most one P4. A characterization of a P4-sparse graph is
given in [13] and it is based on a special graph class, the spiders, whose definition is given below.
A graph G is a spider if the vertex set V admits a partition into sets S, K , and R such that: S is a stable set, K
is a clique, and |S| = |K | ≥ 2; each vertex in R is adjacent to every vertex in K and non-adjacent to every vertex
in S; and there exists a bijection f between S and K such that for each x ∈ S either N (x) = { f (x)} (thin spider)
or N (x) = K − { f (x)} (thick spider). The set R is called the head of the spider. By the definition of a spider, since
|S| = |K | ≥ 2 it follows that |V | ≥ 4.
Below we give a characterization of a P4-sparse graph:
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Theorem 1 ([13,16]). A graph G is P4-sparse if and only if for every induced subgraph H of G with at least two
vertices exactly one of the following conditions is satisfied:
(1) H is disconnected;
(2) H is disconnected;
(3) H is isomorphic to a spider. 
Theorem 1 gives a constructive characterization of P4-sparse graphs and allows us to use the modular
decomposition technique.
A module of G is a subset of vertices M of V such that all the vertices of M have the same neighbors outside of M ,
that is, each vertex in V \M is either adjacent to all the vertices of M , or to none. A module is trivial if it is a singleton
vertex or the whole V . The graph G is a prime graph if it admits only trivial modules. We say that M is a strong module
if for any other module A the intersection M∩A is empty or equals either M or A. For a non-trivial graph G, the family
{M1, M2, . . . , Mp} of all maximal (proper) strong modules is a partition of V and p ≥ 2. This partition is the modular
decomposition of G. For a disconnected graph G, the maximal strong modules are the connected components. In this
case G = G[M1] ∪ G[M2] ∪ · · · ∪ G[Mp] and its modules are called parallel. If G is disconnected, the maximal
strong modules of G are the connected components of G. In this case G = G[M1] + G[M2] + · · · + G[Mp] and its
modules are called serial. If both G and G are connected, then the modules of G are called neighborhood. The modular
decomposition of a non-trivial graph G is used recursively in order to define its unique modular decomposition tree.
A linear time algorithm that produces the modular decomposition tree is given in [21].
The neighborhood modules of a spider graph are the set R and each vertex of S ∪ K .
By the modular decomposition of P4-sparse graphs it follows that the class of P4-sparse graphs is closed under
complement and closed under the join and union operations. Moreover, by Theorem 1, the property of being a P4-
sparse graph is hereditary which means that it holds for every induced subgraph of G.
For P4-sparse sandwich graphs the following hereditary property holds.
Lemma 2. There is a P4-sparse sandwich graph for (V, E1, E2) if and only if for every V ′ ⊆ V there is a P4-sparse
sandwich graph for the instance (V ′, E1V ′ , E
2
V ′).
Lemma 2 plays an important role in the following lemmas.
Lemma 3. Suppose G1 is disconnected. Let G[V1],G[V2], . . . ,G[Vk] be the connected components of G1. If each
G[Vi ], 1 ≤ i ≤ k, is a P4-sparse sandwich graph for (Vi , E1Vi , E2Vi ), then G = G[V1] ∪ G[V2] ∪ · · · ∪ G[Vk] is a
P4-sparse sandwich graph for (V, E1, E2).
Proof. The graph G = G[V1] ∪ G[V2] ∪ · · · ∪ G[Vk] is a P4-sparse graph and it is also a P4-sparse sandwich graph
for (V, E1, E2) since no edge between different components of G1 are in E1. 
Lemma 4. Suppose G1 is connected and G2 is disconnected. Let G[V1], . . . ,G[Vk] be the connected components of
G2. If each G[Vi ], 1 ≤ i ≤ k, is a P4-sparse sandwich graph for (Vi , E1Vi , E2Vi ), then G = G[V1]+G[V2]+· · ·+G[Vk]
is a P4-sparse sandwich graph for (V, E1, E2).
Proof. The graph G = G[V1] + G[V2] + · · · + G[Vk] is a P4-sparse graph and it is also a P4-sparse sandwich graph
for (V, E1, E2) since all the edges between different components of G2 are in E2. 
If the graphs G1 and G2 are both connected, we have that the sandwich graph G and its complement G are both
connected. Thus, by Theorem 1, we have the following lemma.
Lemma 5. Suppose G1 is connected and G2 is connected. The graph G is a P4-sparse sandwich graph for
(V, E1, E2) if and only if G is a spider sandwich graph with partition (S, K , R), and G[R] is a P4-sparse sandwich
graph for (R, E1R, E
2
R).
Note that the instances of the problem described in the Lemmas 3 and 4 may admit spider solutions as well; yet, if
a P4-sparse sandwich graph exists, by Lemma 2, the choices described in Lemma 3 and 4 are also solutions.
The above lemmas extend the results given in [11] for cographs to the class of P4-sparse graphs.
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2.2. The spider graph sandwich problem
In this section, we consider the problem of deciding whether there exists a P4-sparse sandwich graph G for
(V, E1, E2) that is a spider, under the hypotheses that G1 and G2 are connected graphs. Recall that in this case
|V | ≥ 4.
We note that if G is a thin (thick) spider then its complement G is a thick (thin) spider. The complementary
property of “being a thin spider sandwich graph” is “being a thick spider sandwich graph”. Therefore the following
lemma holds.
Lemma 6. If there exists a spider sandwich graph G = (S∪K ∪ R, E) for (V, E1, E2), then either G is a thin spider
sandwich graph for (V, E1, E2) or G is a thin spider sandwich graph for (V, E2, E1).
Thus, it suffices to give a solution to the thin spider sandwich graph problem.
Let us consider an instance (V, E1, E2) of this problem and let X , Y and Z be the following sets:
X = {x ∈ V | dG1(x) = 1}
Y = {NG1(x) | x ∈ X}
Z = V \ (X ∪ Y ).
The connectivity of G1 and the fact that |V | ≥ 4 imply that X is a stable set in G1 and dG1(y) ≥ 2 for all y ∈ Y .
Moreover dG1(z) ≥ 2, for all z ∈ Z and each z ∈ Z is non-adjacent in G1 to every vertex in X . We state below three
properties of the sets X , Y and Z .
Lemma 7. Let G1 be connected. If there exists a thin spider sandwich graph G = (S ∪ K ∪ R, E) for (V, E1, E2),
then X ⊆ S ∪ R, Y ⊆ K ∪ R, and Z ⊆ R.
Proof. Suppose that a thin spider sandwich graph G for (V, E1, E2) exists. Let us assume that there exists a vertex
x ∈ X ∩ K . By construction, x ∈ X implies dG1(x) = 1. Since G is a thin spider graph, x ∈ K implies that x has an
adjacent vertex u ∈ S with dG(u) = 1. Then, since |V | > 2, no matter whether xu ∈ E1 or not, G1 is disconnected.
Therefore X ⊆ S ∪ R and Y ⊆ ∪x∈X N (x) ⊆ K ∪ R. Finally, no vertex z ∈ Z belongs either to S or to K . In fact
for a connected G1, if G is a thin spider graph with stable set S, then for each u ∈ S, dG1(u) = 1 and each vertex
v ∈ K must be adjacent to exactly one vertex of S. Since, by construction, every vertex z ∈ Z has dG1(z) ≥ 2 and no
adjacent vertex of degree 1 in G1, Z ⊆ R. 
Corollary 8. If there exists a thin spider sandwich graph G = (S ∪ K ∪ R, E) for (V, E1, E2), then S ⊆ X, K ⊆ Y ,
and Z ⊆ R.
Using Lemma 7 and the definition of a spider, we easily obtain the following lemmas.
Lemma 9. Let x ∈ X, y ∈ Y and xy ∈ E1. If there exists a thin spider sandwich graph G = (S ∪ K ∪ R, E) for
(V, E1, E2), then x ∈ S forces y ∈ K , and y ∈ R forces x ∈ R.
Lemma 10. Let x ∈ X, y ∈ Y and xy ∈ E2. If there exists a thin spider sandwich graph G = (S ∪ K ∪ R, E) for
(V, E1, E2), then x ∈ R forces y ∈ R, and y ∈ K forces x ∈ S.
Lemma 11. Let y ∈ Y , z ∈ Z and yz ∈ E2. If there exists a thin spider sandwich graph G = (S ∪ K ∪ R, E) for
(V, E1, E2), then y is forced to belong to R.
Proof. By Lemma 7, z ∈ R. Since yz 6∈ E2, if there exists a spider sandwich graph G then, in G, y and z are not
neighbors; this implies that y ∈ R since any vertex in K is adjacent to all the vertices in R. 
Lemma 12. Let y1, y2 ∈ Y and y1 y2 ∈ E2. If there exists a thin spider sandwich graph G = (S ∪ K ∪ R, E) for
(V, E1, E2), then both y1 and y2 are forced to belong to R.
Proof. By Lemma 7, y1, y2 ∈ K ∪ R. Since y1 y2 6∈ E2, if there exists a spider sandwich graph G then, in G, y1 and
y2 are not neighbors; this implies that y1, y2 ∈ R since any vertex in K is adjacent to all the vertices in K ∪ R. 
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Let us now consider the bipartite graph B = B(X, Y ) with partition sets X and Y and edge set E(B) = {xy ∈
E1 ∪ E2 | x ∈ X and y ∈ Y }. We recall that E1 ∩ E2 = ∅. An alternating path P of B is a path whose edges
alternately belong to E1 and E2.
With the graph B we can associate a directed graph D on the same vertex set such that there exists an arc (y, x) of
D if there exists an edge yx in E1 and there exists an arc (x, y) of D if there exists an edge yx in E2. By reversing
the orientation of each arc of D we obtain the directed graph
−→
D .
A vertex u of D is reachable from a vertex v if there is a directed path from v to u of D. A straightforward approach
to find all vertices reachable from a vertex v of D is to generate a depth-first search tree T rooted at v.
A directed path in D (
−→
D ) from a vertex y ∈ Y corresponds to an alternating path in B whose first edge belongs
to E1 (E2) and a directed path in D (
−→
D ) from a vertex x ∈ X corresponds to an alternating path in B whose first
edge belongs to E2 (E1). Each depth-first search tree in D (
−→
D ) corresponds to a tree in B called an alternating tree.
Moreover, a strongly connected component C of D corresponds in B to the subgraph induced by the same vertex set
of C called an alternating component of B. We often identify a strongly connected component with its vertex set.
Note that an alternating component consists either of at least four vertices or a single vertex.
Note that since B = B(X, Y ) is a bipartite graph and every x ∈ X has dG1(x) = 1, the edges not belonging to the
depth-first search tree rooted at a vertex y ∈ Y in D are back-edges and cross-edges belonging to E2 directed from a
vertex x ∈ X to a vertex y ∈ Y .
The concepts of alternating trees and alternating components are used in the next lemmas.
Lemma 13. Suppose there is a thin spider sandwich graph G = (S ∪ K ∪ R, E) for (V, E1, E2). If y ∈ Y is placed
in R (resp. K ), then every vertex of B reachable from y by alternating paths starting with an edge of E1 (resp. E2),
is forced to belong to R (resp. S ∪ K ).
Proof. It follows by alternatively applying Lemma 9 (resp. Lemma 10) and Lemma 10 (resp. Lemma 9) to each edge
belonging to an alternating path starting from y with an edge of E1 (resp. E2). 
In a similar fashion, we can show:
Lemma 14. Suppose there is a thin spider sandwich graph G = (S ∪ K ∪ R, E) for (V, E1, E2). If x ∈ X is placed
in R (resp. S), then each vertex of B reachable from x by alternating paths starting with an edge of E2 (resp. E1), is
forced to belong to R (resp. S ∪ K ).
Lemma 15. Let C be an alternating component. If there exists a thin spider sandwich graph G = (S ∪ K ∪ R, E) for
(V, E1, E2), then either C ⊆ S ∪ K or C ⊆ R. If there exists at least one vertex y ∈ Y ∩ C with dG1[C](y) ≥ 2, then
C ⊆ R.
Proof. Suppose that a thin spider sandwich graph G = (S ∪ K ∪ R, E) for (V, E1, E2) exists. The lemma clearly
holds for any singleton alternating component C . Suppose that C is a non-singleton alternating component; then, C
has at least four vertices. Consider a vertex x ∈ C ∩ X . Every other vertex of C is reachable from x through two
alternating paths one starting with an edge belonging to E1 and the other one starting with an edge belonging to E2.
If x belong to S then every vertex y ∈ C ∩ Y belongs to K and every x ′ 6= x belongs to S, by Lemma 14; if x belongs
to R then every vertex y ∈ C ∩ Y also belongs to R and so does every x ′ 6= x , again by Lemma 14. If there exists at
least one vertex y ∈ Y ∩ C with dG1[C](y) ≥ 2, it cannot belong to K , since each vertex in K must have exactly one
adjacent in S. Then, by Lemma 7, y ∈ R and, therefore, C ⊆ R. 
Lemma 16. Let C be a non-singleton alternating component of B(X, Y ). Let x ∈ X, y ∈ Y and xy ∈ E1 ∩ E(B)
such that x 6∈ C and y ∈ C. If there exists a thin spider sandwich graph G = (S ∪ K ∪ R, E) for (V, E1, E2), then x
is forced to belong to R.
Proof. Let C be a non-singleton alternating component of B(X, Y ) and let x ∈ X , y ∈ Y be two vertices satisfying
the hypothesis of the lemma. If a thin spider sandwich graph G for (V, E1, E2) exists, then each vertex y ∈ K must
have exactly one adjacent in S. By Lemma 15, either C ⊆ S ∪ K or C ⊆ R. If C ⊆ S ∪ K , then the vertex y ∈ C ∩ K
has already one adjacent in G1 belonging to C ∩ S and x is forced to belong to R. If C ⊆ R, then x is forced to belong
to R by Lemma 9. 
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Lemma 17. Let y ∈ Y and x1, x2 ∈ X such that y = NG1(x1) = NG1(x2). If there exists a thin spider sandwich
graph G = (S ∪ K ∪ R, E) for (V, E1, E2) and there exist two edge distinct alternating paths, starting with edges of
E2 from x1 and x2 respectively, which intersect at a vertex y∗ ∈ Y , then y∗ is forced to belong to R.
Proof. Let us suppose that a thin spider sandwich graph G for (V, E1, E2) exists. By Lemma 7, y ∈ K ∪ R and
x1, x2 ∈ S ∪ R. If y ∈ R then, by Lemma 9, x1, x2 ∈ R. If there exist two alternating paths, starting from x1 and
x2 respectively with edges of E2 and intersecting in a vertex y∗ ∈ Y , by Lemma 14, every vertex along the two
alternating paths, is forced to belong to R and so is their intersection y∗ ∈ Y . If y ∈ K and G exists, y has at most one
adjacent vertex in S. Then at least one vertex x j , j = 1, 2 must be in R and again, by Lemma 14, every vertex along
one of the two alternating paths must belong to R and therefore their intersection y∗ ∈ Y is forced to belong to R. 
Lemma 18. Let G2 be a connected graph and let X, Y , and Z be a partition of the vertex set V such that the vertices
of Y are, in G2, pairwise adjacent and each one of them is adjacent to every z ∈ Z. If |Y | ≥ 2, then B(X, Y ) has a
non-singleton alternating component.
Proof. By hypothesis, each vertex y ∈ Y is adjacent in G2 to every vertex in R and to every other vertex in Y . Since
G2 is connected, G2 does not contain a universal vertex. This implies that, each vertex y ∈ Y is adjacent in G2 to
at least one vertex x ∈ X . Moreover, by construction of the sets X and Y , every vertex x ∈ X is adjacent in G1 to
exactly one vertex y ∈ Y . Hence, since |Y | ≥ 2, there exist in B(X, Y ) at least four vertices belonging to X ∪ Y with
one edge of G1 and one edge of G2 incident to each one of them. Therefore, B(X, Y ) has at least one non-singleton
alternating component. 
It remains to prove the theorem below.
Theorem 19. Let B(X ′, Y ′) be the bipartite subgraph of B(X, Y ) induced by the vertices in X ′ ∪ Y ′ that are not
forced to belong to R according to Lemmas 11–17. If B(X ′, Y ′) has |Y ′| ≥ 2, then there exists a thin spider sandwich
graph G = (S ∪ K ∪ R, E) for (V, E1, E2).
Proof. After placing in R every vertex of X ∪ Y forced to belong to R by repeated applications of Lemmas 11–17,
each vertex of R is non-adjacent in G1 to every vertex in X ′, each vertex y ∈ Y ′ is adjacent in G2 to every vertex of
R and to every other vertex of Y ′. By Lemma 18, if |Y ′| ≥ 2, there exists a non-singleton alternating component C .
Now, we show the construction of a thin spider sandwich graph. Choose any non-singleton alternating component
C of B(X ′, Y ′). Let y ∈ C ∩ Y ′ and let T (y) be the depth-first search tree of B rooted at y such that any alternating
path from y starts with an edge in E2. For each vertex u ∈ T (y), place u in K , if u ∈ Y ′, and place u in S, if u ∈ X ′.
Each vertex left in X ′ ∪ Y ′ is adjacent in G2 to every vertex in K and non-adjacent in G1 to every vertex in S. In
fact, each vertex in X ′ \ S is adjacent in G2 to every vertex in K , otherwise, it would belong to T (y), and no vertex
in Y ′ \ K is adjacent in G1 to any vertex s ∈ S, since dG1(s) = 1 and NG1(s) ∈ K . Place the remaining vertices of
X ′ ∪ Y ′ in R.
The graph induced by K ∪ S ∪ R is a thin spider. In fact, by Lemma 12, the vertices of K form a clique. Each
vertex u ∈ R is adjacent in G2 to every vertex in K and non-adjacent in G1 to every vertex in S. By construction,
every vertex x ∈ S is adjacent in G1 to exactly one y ∈ K . Moreover, each vertex y in K is adjacent in G1 to only
one vertex x in S. In fact, every vertex y′ of T (y), except y, has exactly one edge of E1 incident to it. Then if there
exists in B ′(S, K ) a vertex y′ ∈ K that has more than one edge of E1 incident to it, this implies that there exist in
B ′(S, K ) \ T (y) edges belonging to E1 connecting a vertex x to a vertex y′ already visited in the depth-first search.
If the edge xy′ is a back-edge, then y′ belongs to an alternating component with at least two edges of E1 incident to
it and it could not be in Y ′, by Lemmas 15 and 16. If the edge xy′ is a cross-edge, then the first common predecessor
of x and y′ on T (y), say y∗, could not be in Y ′, by Lemma 17. 
3. A P4-sparse graph sandwich algorithm
Now, we are ready to describe an algorithm for the P4-sparse graph sandwich problem.
Suppose that G1 is disconnected, and let V1, V2, . . . , Vk be the vertex sets of the connected components of G1. By
Lemma 3, if there is a P4-sparse sandwich graph for each connected component, then one can take the union of the
sandwich graphs as the overall solution. By Lemma 2, if there is no P4-sparse sandwich graph for any component,
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then there is none for the original problem. Next, for each vertex set [Vi ], if G2[Vi ] is disconnected, then it suffices to
find a P4-sparse sandwich graph for each component of G2[Vi ], since by Lemma 4 the join of those sandwich graphs
is a P4-sparse sandwich graph. By Lemma 2, if there is no P4-sparse sandwich graph for any component, then there is
none for the original problem. If G2[Vi ] is connected (and not a singleton), then by Lemmas 5 and 6, we verify if there
is a thin spider sandwich graph for (Vi , E1Vi , E
2
Vi
) or a thin spider sandwich graph for (V, E2Vi , E
1
Vi
). If (S, K , R) is
its vertex partition, then it suffices to find a P4-sparse sandwich graph for (R, E1R, E
2
R). Again, by Lemma 2, if there
is no P4-sparse sandwich graph for (R, E1R, E
2
R), then there is none for the original problem. For each new instance
of a P4-sparse graph sandwich problem, the algorithm can now be applied recursively.
In order to test if there exists a thin spider sandwich graph with vertex partition (S, K , R), under the hypotheses
that G1 and G2 are connected graphs, our method starts generating in Step 1, the sets X , Y , and Z containing vertices
that are candidates to belong to S, K , and R, respectively. In fact, by Corollary 8, S ⊆ X , K ⊆ Y , and Z ⊆ R.
Furthermore, the bipartite graph B = B(X, Y ) and the corresponding directed graphs D and −→D are generated. If
|X | < 2, by definition of spider graph, a thin spider sandwich graph cannot exists. In Step 2, we move to R all vertices
in X∪Y that cannot belong to K ∪S according to Lemmas 11–13. This guarantees that the vertices left in Y are, in G2,
pairwise adjacent and adjacent to any vertex in R, and that every vertex in R is non-adjacent in G1 to the vertices left in
X . Again, by definition of spider graph, if |Y | < 2, a thin spider sandwich graph cannot exists. Under the hypotheses
that G1 and G2 are connected graphs and |Y | ≥ 2, by Lemma 18, at least one strongly connected component always
exists in D. In Step 3, we find the strongly connected components of D. In Steps 4, 5, and 6 we force to R every
vertex in X ∪ Y that cannot belongs to K ∪ S according to Lemmas 15 and 13, 16 and 14, 17 and 13, respectively.
The vertices left in K are a clique. The vertices forced to R maintain the property of being adjacent in G2 to every
vertex left in Y and non-adjacent in G1 to the vertices left in X . After each one of the above steps, the algorithm
checks if |Y | < 2 since, in this case, a thin spider sandwich graph cannot exists. Otherwise, by Lemma 18, at least one
non-singleton alternating component always exists and, in Step 7, we provide a headless thin spider sandwich graph
with vertex partition (K , S) and set edge E = {xy ∈ E1, x ∈ S, y ∈ K } ∪ {yi y j ∈ E2, yi , y j ∈ K } and the set R
such that every z ∈ R is adjacent in G2 to every vertex of K and to none of S in G1. Such a spider always exists by
Theorem 19.
Next, we give a complete description of our algorithm P4-SPARSE-GRAPH-SANDWICH in pseudocode.
Algorithm P4-SPARSE-GRAPH-SANDWICH(V, E1, E2);
Input: a sandwich problem instance (V, E1, E2).
Output: TRUE, if a P4-sparse graph sandwich exists; FALSE, otherwise.
if |V | = 1, then return FALSE
else
Decompose G1 into its connected components G1[V1], . . . ,G1[Vk];
for each component G1[Vi ] do
Decompose G2[Vi ] into its connected components
G2[V 1i ], . . . ,G2[V li ];
if l = 1 and |Vi | > 1, then
if not THIN-SPIDER-GRAPH-SANDWICH(Vi , E1Vi , E
2
Vi
, R) then
THIN-SPIDER-GRAPH-SANDWICH(Vi , E2Vi , E
1
Vi
, R);
P4-SPARSE-GRAPH-SANDWICH(R, E1R, E
2
R);
else
for each component G2[V ij ] do
if not P4-SPARSE-GRAPH-SANDWICH(V ij , E
1
V ij
, E2
V ij
) then
return FALSE
Finally, we present the THIN-SPIDER-GRAPH-SANDWICH procedure for finding a thin spider sandwich graph,
if it exists, in case G1 and G2 are connected graphs. This procedure uses the procedure DFS(D,y) for the depth search
of a graph D starting from a vertex y.
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procedure THIN-SPIDER-GRAPH-SANDWICH(V, E1, E2, R)
Input: G1 = (V, E1), G2 = (V, E2) such that E1 ⊆ E ⊆ E2.
Output: TRUE, if a P4-sparse graph sandwich exists; FALSE, otherwise.
If the answer is TRUE, the algorithm provides a headless thin spider
sandwich graph with vertex partition (K , S) and set edge
E = {xy ∈ E1, x ∈ S, y ∈ K } ∪ {yi y j ∈ E2, yi , y j ∈ K } and the set R.
Step 1. Generate the sets X , Y and Z ;
if |X | ≤ 2, then return FALSE and STOP.
Construct the bipartite graph B = B(X, Y ) such that:
E(B) = {xy ∈ E1 ∪ E2, x ∈ X and y ∈ Y }.
Construct the corresponding directed graphs D and
−→
D .
Step 2. R := Z ;
Y1 := {y ∈ Y |NG2(y) ∩ (Y ∪ Z) 6= ∅};
Y2 := Y \ Y1;
mark all the vertices of X ∪ Y “unvisited”;
while Y1 6= ∅ and there exists an unvisited vertex y ∈ Y1 do
DFS(D,y) to construct a depth-first search tree T E
1
(y);
R := R ∪ V (T E1(y));
Y1 := Y1 \ V (T E1(y));
Y2 := Y2 \ V (T E1(y));
X := X \ V (T E1(y));
Y := Y2;
If |Y | < 2, return FALSE and STOP.
Step 3. Find the set C of the strongly connected components of D.
Step 4. mark all the vertices of X ∪ Y “unvisited”;
while there exist a non-singleton strongly connected component C
and an unvisited vertex y ∈ C ∩ Y with dD[C](y) ≥ 2 do
DFS(D,y) to construct a depth-first search tree T E
1
(y);
R := R ∪ V (T E1(y));
Y := Y \ V (T E1(y));
X := X \ V (T E1(y));
If |Y | < 2, return FALSE and STOP.
Step 5. mark all the vertices of X ∪ Y “unvisited”;
while there exist a non-singleton strongly connected component C ,
a vertex y ∈ C ∩ Y , and an unvisited vertex x 6∈ C with (y, x) ∈ E(D) do
DFS(D,x) to construct a depth-first search tree T E
2
(x);
R := R ∪ V (T E2(x));
Y := Y \ V (T E2(x));
X := X \ V (T E2(x);
If |Y | < 2, return FALSE and STOP.
Step 6. While there exists a singleton strongly connected component y ∈ Y
with dD(y) ≥ 2 do
mark all the vertices of X ∪ Y “unvisited”;
DFS(D,y) to find the set Y ∗ = {y∗1 , y∗2 , . . . , y∗l }, l ≥ 0, the
subset of Y such that there exists a cross-edge between the
vertices x and y∗ having y as first common predecessor;
mark all the vertices of X ∪ Y “unvisited”;
while there exists an unvisited vertex y∗ ∈ Y ∗ do
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DFS(D,y*) to construct a depth-first search tree T E
1
(y∗);
R := R ∪ V (T E1(y∗));
Y := Y \ V (T E1(y∗));
X := X \ V (T E1(y∗));
Y ∗ := Y ∗ \ V (T E1(y∗));
If |Y | < 2, return FALSE and STOP.
Step 7. mark all the vertices of X ∪ Y “unvisited”;
choose y ∈ C of a non-singleton strongly connected component C .
DFS(
−→
D ,y) to construct a depth-first search tree T E
2
(y);
S := X ∩ V (T E2(y));
K := Y ∩ V (T E2(y));
R := R ∪ (X \ S) ∪ (Y \ K );
generate the thin headless spider with vertex partition (K , S) and
set edge E = {xy ∈ E1, x ∈ S, y ∈ K } ∪ {yi y j ∈ E2, yi , y j ∈ K }
Step 8. RETURN (TRUE, S, K , R).
Theorem 20. The THIN-SPIDER-GRAPH-SANDWICH procedure for (V, E1, E2) runs in O(|V |(|V |+|E1|+|E2|))
time.
Proof. Throughout the procedure we considered only edges belonging to E1 and E
2
. In Step 1, the construction of the
bipartite graph B = B(X, Y ) and the corresponding directed graphs D and−→D can be done in O(|V |+|E1|+|E2|). In
Step 3, the strongly connected components of D can be obtained in O(|V | + |E1| + |E2|) by Tarjan’s algorithm [23].
Each one of the other steps, except Step 6, performs a depth-first search algorithm either in D or
−→
D and requires
O(|V | + |E1| + |E2|). In Step 6, for each y ∈ Y with dD(y) ≥ 2, we perform the depth-first search algorithm in D to
construct a depth-first search tree T E
1
(y) and, for each cross-edge xy∗, we check if the first common predecessor of
x and y∗ on T E1(y) is y. Hence, we use O(|V |(|V |+ |E1|+ |E2|)) time. Thus, there is an O(|V |(|V |+ |E1|+ |E2|))
implementation for this procedure. 
Note that the THIN-SPIDER-GRAPH-SANDWICH procedure for (V, E2, E1) still runs in O(|V |(|V | + |E1| +
|E2|)), since we will only consider the edges that belong to E2 and E1.
Theorem 21. The P4-sparse graph sandwich problem for (V, E1, E2) is solvable in O(|V |2(|V |+|E1|+|E2|)) time.
Proof. The algorithm P4-SPARSE-GRAPH-SANDWICH decomposes into connected components a set of induced
subgraphs of G1 and either decomposes into connected components a set of induced subgraphs in G2 or if there is an
induced subgraph of G2 that is connected, the algorithm verifies if a thin spider or a thick spider exists. In this case, the
algorithm decomposes it into a headless spider and its head. These decompositions require O(|V |(|V |+|E1|+|E2|)).
In each iteration, the size of the maximal induced sandwich instance is reduced, and the number of the iterations is
bounded by O(|V |). It follows that the P4-spider graph sandwich problem can be solved in O(|V |2(|V |+|E1|+|E2|))
time. 
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