Fuzzy CoCo is a methodology, combining fuzzy logic and evolutionary computation, for constructing systems able to accurately predict the outcome of a human decision-making process, while providing an understandable explanation of the underlying reasoning. Fuzzy logic provides a formal framework for constructing systems exhibiting both good numeric performance (precision) and linguistic representation (interpretability). However, fuzzy modeling-meaning the construction of fuzzy systems-is an arduous task, demanding the identification of many parameters. To solve it, we use evolutionary computation techniques, specifically cooperative coevolution, which are widely used to search for adequate solutions in complex spaces. We have successfully applied the algorithm to model the decision processes involved in two breast-cancer diagnostic problems: the WBCD problem and the Catalonia mammography interpretation problem, obtaining systems both of high performance and high interpretability. For the Catalonia problem, an evolved system was embedded within a web-based tool-called COBRA-for aiding radiologists in mammography interpretation.
Introduction
A good computerized diagnostic tool should possess two characteristics, which are often in conflict. First, the tool must attain the highest possible diagnostic performance. Second, it would be highly beneficial for such a system to be human-interpretable. This means that the physician is not faced with a black box that simply spouts answers with no explanation; rather, we would like for the system to provide some insight as to how it derives its outputs. Any diagnostic tool base its functioning on a model of the diagnostic decision, built upon available data and knowledge. Such a model is, thus, the main design goal when conceiving diagnostic tools.
White-box modeling approaches assume that everything about the system is known a priori, expressed either mathematically or verbally. In contrast, in black-box modeling, a model is constructed entirely from data using little additional a-priori knowledge. For example, in artificial neural networks, a structure is chosen for the network and the parameters are tuned to fit the observed data as best as possible. Such parameters are not humaninterpretable and do not offer any insight about the modeled system. A third, intermediate approach, called grey-box modeling [6] , takes into account certain prior knowledge of the modeled system to provide the black-box models with human-interpretable meaning.
Fuzzy modeling techniques can be viewed as grey-box modeling because they allow the modeler to extract and interpret the knowledge contained in the model, as well as to imbue it with a-priori knowledge. The earliest fuzzy systems were constructed using knowledge provided by human experts, and were thus linguistically correct. However, the difficulty of applying such an approach for ill-known or data-intensive models, led to the coming of new data-driven fuzzy modeling techniques. These techniques initially concentrated on solving a parameter-optimization problem based on the numeric performance of the systems paying little attention to linguistic aspects. Recently, as fuzzy modeling techniques have concentrated more on linguistic issues, the difficulty of improving system interpretability without losing performance has become evident. This accuracy-interpretability trade-off is currently one of the most active research lines in fuzzy modeling. However, the construction of fuzzy models of large and complex systems is a hard task demanding the identification of many parameters. One way to solve this problem is to use a nature-inspired method: evolution.
Evolutionary algorithms are based on two powerful principles of evolution: variability and selection. A population of individuals, each representing a possible solution to a given problem, evolves in the problem environment, reproducing among themselves according to their fitness. This constant competition drives the population toward individuals adapted to the problem environment, i.e., toward good solutions.
We present Fuzzy CoCo, our evolutionary fuzzy modeling technique, which applies a recent evolutionary technique, cooperative coevolution, to the design of interpretable fuzzy systems. We demonstrate the efficacy of Fuzzy CoCo by applying it to two hard problems related with breast-cancer diagnosis: Mammography interpretation and biopsy-based diagnosis. 
Background

Fuzzy modeling
Fuzzy logic is a computational paradigm that provides a mathematical tool for representing and manipulating information in a way that resembles human communication and reasoning processes [19] . It is based on the assumption that, in contrast to Boolean logic, a statement can be partially true (or false), and composed of imprecise concepts. A fuzzy variable (also called a linguistic variable; see Figure 1 ) is characterized by its name tag, a set of fuzzy values (also known as labels), and the membership functions of these labels; these latter assign a membership value µ label (u) to a given real value u, within some predefined range.
A fuzzy inference system is a rule-based system that uses fuzzy logic to reason about data [19] . Its basic structure consists of four main components, as depicted in Figure 2 : (1) a fuzzifier, which translates crisp (real-valued) inputs into fuzzy values; (2) an inference engine that applies a fuzzy reasoning mechanism to obtain a fuzzy output; (3) a defuzzifier, which translates this latter output into a crisp value; and (4) a knowledge base, which contains both an ensemble of fuzzy rules, known as the rule base, and an ensemble of membership functions known as the database.
The decision-making process is performed by the inference engine using the rules contained in the rule base. These fuzzy rules define the connection between input and output fuzzy variables. A fuzzy rule has the form:
if antecedent then consequent, where antecedent is a fuzzy-logic expression composed of one or more simple fuzzy expressions connected by fuzzy operators, and consequent is an expression that assigns fuzzy values to the output variables. The inference engine evaluates all the rules in the rule base and combines the weighted consequents of all relevant rules into a single output fuzzy set. Fuzzy modeling is the task of identifying the values of the parameters of a fuzzy inference system so that a desired behavior is attained [19] . These parameters can be classified into four categories (Table 1) [11, 13] : logical, structural, connective, and operational.
Logical parameters are usually predefined by the designer based on experience and on problem characteristics. Structural, connective, and operational parameters may be either predefined, or obtained by synthesis or search methodologies. Generally, the search space, and thus the computational effort, grows exponentially with the number of parameters. Therefore, one can either invest more resources in the chosen search methodology, or infuse more a priori, expert knowledge into the system (thereby effectively reducing the search space). The aforementioned trade-off between accuracy and interpretability is usually expressed as a set of constraints on the parameter values, thus complexifying the search process. Figure 3 Pseudo-code of an evolutionary algorithm.
Evolutionary computation
Evolutionary computation makes use of a metaphor of natural evolution. according to which a problem plays the role of an environment wherein lives a population of individuals, each representing a possible solution to the problem. The degree of adaptation of each individual to its environment is expressed by an adequacy measure known as the fitness function. The phenotype of each individual, i.e., the candidate solution itself, is generally encoded in some manner into its genome (genotype). Evolutionary algorithms potentially produce progressively better solutions to the problem. This is possible thanks to the constant introduction of new "genetic" material into the population, by applying so-called genetic operators which are the computational equivalents of natural evolutionary mechanisms.
The archetypal evolutionary algorithm proceeds as follows (presented in pseudo-code format in Figure 3 ): An initial population of individuals, P (0), is generated at random or heuristically. Every evolutionary step t, known as a generation, the individuals in the current population, P (t), are decoded and evaluated according to some predefined quality criterion, referred to as the fitness. Then, a subset of individuals, P ′ (t)-known as the mating pool-is selected to reproduce, according to their fitness. Thus, high-fitness ("good") individuals stand a better chance of "reproducing," while lowfitness ones are more likely to disappear.
Selection alone cannot introduce any new individuals into the population, i.e., it cannot find new points in the search space. These points are generated by altering the selected population P ′ (t) via the application of crossover and mutation, so as to produce a new population, P ′′ (t). Crossover tends to enable the evolutionary process to move toward "promising" regions of the search space. Mutation is introduced to prevent premature convergence to local optima, by randomly sampling new points in the search space. Finally, the new individuals P ′′ (t) are introduced into the next-generation population, P (t + 1); usually P ′′ (t) simply becomes P (t + 1). The termination condition may be specified as some fixed, maximal number of generations or as the attainment of an acceptable fitness level.
As they combine elements of directed and stochastic search, evolutionary techniques exhibit a number of advantages over other search methods. First, they usually need a smaller amount of knowledge and fewer assumptions about the characteristics of the search space. Second, they are less prone to get stuck in local optima. Finally, they strike a good balance between exploitation of the best solutions, and exploration of the search space.
The application of an evolutionary algorithm involves a number of important considerations. The first decision to take when applying such an algorithm is how to encode candidate solutions within the genome. The representation must allow for the encoding of all possible solutions while being sufficiently simple to be searched in a reasonable amount of time. Next, an appropriate fitness function must be defined for evaluating the individuals. The (usually scalar) fitness value must reflect the criteria to be optimized and their relative importance.
Evolutionary Fuzzy Modeling
Fuzzy modeling can be considered as an optimization process where part or all of the parameters of a fuzzy system constitute the search space. Works investigating the application of evolutionary techniques in the domain of fuzzy modeling had first appeared about a decade ago [5] , focusing mainly on the tuning of fuzzy control systems. Evolutionary fuzzy modeling has since been applied to an ever-growing number of domains [1] .
Depending on several criteria-including the available a priori knowledge about the system, the size of the parameter set, and the availability and completeness of input/output data-artificial evolution can be applied in different stages of the fuzzy-parameter search. Three of the four categories of fuzzy parameters in Table 1 can be used to define targets for evolutionary fuzzy modeling: structural parameters, connective parameters, and operational parameters [13] ; logical parameters being usually predefined by the designer based on experience.
Knowledge tuning (operational parameters). The evolutionary algorithm is used to tune the knowledge contained in the fuzzy system by finding membership-function values.
Behavior learning (connective parameters). In this approach, one supposes that extant knowledge is sufficient in order to define the membership functions; this determines, in fact, the maximum number of rules. The genetic algorithm is used to find either the rule consequents, or an adequate subset of rules to be included in the rule base.
Structure learning (structural parameters). In many cases, evolution has to deal with the simultaneous design of rules, membership functions, and structural parameters. In some methods that use a fixed-length genome encoding a fixed number of fuzzy rules along with the membership-function values, the designer defines structural constraints according to the available knowledge of the problem characteristics. Other methods use variable-length genomes to allow evolution to discover the optimal size of the rule base.
Both behavior and structure learning can be viewed as rule-base learning processes with different levels of complexity. In the evolutionary-algorithm community there are two major approaches for evolving such rule systems: the Michigan approach and the Pittsburgh approach [9] . Another method has been proposed specifically for fuzzy modeling: the iterative rule learning approach [3] . These three approaches are briefly described below.
The Michigan approach. Each individual represents a single rule. The fuzzy inference system is represented by the entire population. Since several rules participate in the inference process, the rules are in constant competition for the best action to be proposed, and cooperate to form an efficient fuzzy system. Such a cooperative-competitive nature renders difficult the decision of which rules are ultimately responsible for good system behavior. It necessitates an effective credit-assignment policy to ascribe fitness values to individual rules.
The Pittsburgh approach. Here, the evolutionary algorithm maintains a population of candidate fuzzy systems. Selection and genetic operators are used to produce new generations of fuzzy systems. Since evaluation is applied to the entire system, the credit-assignment problem is eschewed. The main shortcoming of this approach is its computational cost, since a population of fuzzy systems has to be evaluated each generation.
The iterative rule learning approach. Each individual encodes a single rule. Evolution is used iteratively to discover single rules, sequentially, until an appropriate rule base is built. Even though this approach combines search speed with fitness-evaluation simplicity, it may lead to a non-optimal partitioning of the antecedent space.
Interpretability Considerations
As mentioned before, the fuzzy-modeling process has to deal with an important trade-off between accuracy and interpretability. The model is expected to provide high numeric precision while incurring as little a loss of linguistic descriptive power as possible. Some works have attempted to define objective criteria facilitating to model interpretable fuzzy systems [2, 11, 18] .
Fuzzy systems ( Figure 2 ) process information in three stages: fuzzification, inference, and defuzzification. Fuzzification and defuzzification deal with linguistic variables and labels, defining the semantics of the system. Inference is performed using rules that define the connection between variables, i.e., the syntax of the system. Fuzzy modelers must thus take into account both semantic and syntactic criteria to obtain interpretable systems.
Semantic criteria
The notion of "linguistic variable" formally requires associating a meaning to each fuzzy label [20] . The following semantic criteria describe a set of properties that a fuzzy variable should possess in order to facilitate the task of assigning linguistic terms [11, 13] . The focus is on the meaning of the ensemble of labels instead of the absolute meaning of each term in isolation.
Distinguishability. Each linguistic label should have semantic meaning and the fuzzy set should clearly define a range in the variable's universe.
Justifiable number of elements. The number of membership functions of a variable should correspond to the number of conceptual entities humans can handle. It should not exceed the limit of 7 ± 2 distinct terms.
Coverage. The membership value of any element from the universe must be different than zero for at least one of the linguistic labels.
Normalization. For each label, to have semantic meaning, at least one element of the universe should have a membership value equal to one.
Complementarity. For each element of the universe, the sum of all its membership values should be equal to one, guaranteeing uniform distribution of meaning among the elements.
Syntactic criteria
A fuzzy rule relates one or more input-variable conditions, called antecedents, to their corresponding output fuzzy conclusions, called consequents. The linguistic adequacy of a fuzzy rule base lies on the interpretability of each rule as well as on that of the whole set of rules. The following syntactic criteria define some conditions which-if satisfied by the rule base-reinforce the interpretability of a fuzzy system [2, 11] .
Completeness. For any possible input, at least one rule should be fired to prevent the fuzzy system from getting blocked.
Rule-base simplicity. The set of rules must be as small as possible. Otherwise, only a few rules must fire simultaneously, for any input.
Single-rule readability. The number of conditions implied in the antecedent of a rule should be human-handleable (i.e., ≤ 7 ± 2).
Consistency. The consequents of two or more rules that fire simultaneously should not be contradictory, i.e., they should be semantically close.
Strategies to satisfy semantic and syntactic criteria
The criteria presented above define a number of restrictions on the fuzzy parameters. Semantic criteria limit the choice of membership functions, while syntactic criteria bind the fuzzy rules. We present below some strategies to apply these restrictions.
Linguistic labels shared by all rules. All the labels defined for each variable are shared by all the rules [2, 11] , resulting in a grid partition of the input space as illustrated in Figure 4 . To satisfy the completeness criterion, it is normally used a fully defined rule base, as that shown in Figure 5a .
Normal, orthogonal membership functions. The membership functions of two successive labels must be complementary in their overlapping region, whatever form they have. Moreover, in such regions each label must ascend from zero to unity membership values [11] . (see Figure 4. ) Don't-care conditions. A fully defined rule base, as in Figure 5a , becomes impractical for systems with many inputs due to an exponential increase in the number of rules. Moreover, as each rule contains a condition for each variable, the rules might be too lengthy to be understandable, and too specific to describe general circumstances. To tackle these two problems, one can allow variables, in a given rule, to be labeled as "don't-care" [4, 11] . These variables are then considered as irrelevant (e.g., the rule R A , in Figure 5 , covers the space of three rules: R 3 , R 6 , and R 9 ). Thus, don't-care labels allow both reducing the rule-base size and improving rule readability.
Default rule. In many cases, the behavior of a system exhibits only a few regions of interest, described by a small number of rules. To describe the rest of the input space, a default action provided by the default rule, would suffice. The example in Figure 5c shows that the default rule, R 0 , covers the space of rules R 1 , R 2 , and R 4 . A fuzzy default rule is as true as all the others are false. Its activation degree is thus given by µ(R 0 ) = 1 − max(µ(R i )), where µ(R i ) is the activation degree of the i-th rule.
Fuzzy CoCo: A Cooperative Coevolutionary Approach to Fuzzy Modeling
Coevolution refers to the simultaneous evolution of two or more species with coupled fitness. Such coupled evolution favors the discovery of complex solutions whenever complex solutions are required [10] . Simplistically speaking, one can say that coevolving species can either compete (e.g., to obtain exclusivity on a limited resource) or cooperate (e.g., to gain access to some hard-to-attain resource). Cooperative coevolutionary algorithms involve a number of independently evolving species which together form complex structures, well-suited to solve a problem. The fitness of an in-dividual depends on its ability to collaborate with individuals from other species. In this way, the evolutionary pressure stemming from the difficulty of the problem favors the development of cooperative strategies and individuals. Single-population evolutionary algorithms often perform poorly when confronted with problems presenting one or more of the following features: (1) the sought-after solution is complex, (2) the problem or its solution is clearly decomposable, (3) the genome encodes different types of values, (4) strong interdependencies among the components of the solution, (5) component-ordering drastically affects fitness. Cooperative coevolution effectively addresses these issues, consequently widening the range of applications of evolutionary computation [17] .
The coevolutionary algorithm
A fuzzy modeling process usually deals with the simultaneous search for operational and connective parameters (Table 1) , which provide an almost complete definition of the linguistic knowledge describing the behavior of a system, and the values mapping this description into a real-valued world. Fuzzy modeling can be thought of as two separate but intertwined search processes: (1) the search for the membership functions that define the fuzzy variables, and (2) the search for the rules used to perform the inference. Fuzzy modeling presents several features discussed earlier which justify the application of a cooperative-coevolutionary approach: (1) The required fuzzy systems can be very complex, since a few dozen variables may call for hundreds of parameters to be defined. Consequently, in Fuzzy CoCo, the fuzzy modeling problem is solved by two coevolving, cooperating species. Individuals of the first species encode values which define the membership functions for all the variables of the system. Individuals of the second species define a set of rules which includes the membership functions whose defining parameters are contained in the first species (population). Two evolutionary algorithms control the evolution of the two populations. Figure 6 presents the Fuzzy CoCo algorithm in pseudocode format. The evolutionary algorithms apply fitness-proportionate selection to choose the mating pool, and apply an elitist strategy to allow some of the best individuals to survive into the next generation. The elitism strategy
Evaluate population PS(g) end for end while end Fuzzy CoCo Figure 6 Pseudo-code of Fuzzy CoCo. The line "Evaluate population P S (g)" is elaborated in Figure 7 .
extracts E S individuals-the so-called elite-to be reinserted into the population after evolutionary operators have been applied. Note that the elite is not removed from the population, participating thus in the reproduction process. Standard crossover and mutation operators are applied.
As depicted in Figure 7 an individual undergoing fitness evaluation cooperates with one or more representatives of the other species, i.e., it is combined with them to construct fuzzy systems. The fitness value assigned to the individual depends on the performance of the fuzzy systems it participated in (either the average or the maximal value). Representatives, called here cooperators, are selected from the previous generation. In Fuzzy CoCo, N cf cooperators are selected according to their fitness, thus favoring the exploitation of known good solutions. Other N cr cooperators are selected randomly from the population to represent the diversity of the species, maintaining in this way exploration of the search space.
Fuzzy CoCo compares favorably with non-coevolutionary approaches, attaining higher performance while requiring less computation [11, 13] . 
Introducing interpretability in Fuzzy CoCo
Fuzzy CoCo allows a high degree of freedom in the type of fuzzy systems it can design, letting the user determine the accuracy-interpretability tradeoff. When the interest is to preserve as much as possible the interpretability of the evolved systems, the fuzzy model should satisfy the semantic and syntactic criteria presented in Section 2.4. These strategies-label sharing, orthogonal membership functions, don't-care conditions, and default rulemust guide both the design of the fuzzy inference system and the definition of both species' genomes. Besides, one or more of the linguistic criteria may participate in the fitness function as a way to reinforce the selection pressure towards interpretable systems. Our own work on the evolution of fuzzy rules for the WBCD problem has shown that it is possible to obtain diagnostic systems exhibiting high performance, coupled with interpretability and a confidence measure [12] .
The WBCD problem involves, thus, classifying a presented case of putative cancer as to whether it is benign or malignant. The solution we propose for this problem is depicted in Figure 8 . It consists of a fuzzy system and a threshold unit. The fuzzy system computes a continuous appraisal value of the malignancy of a case, based on the input values. The threshold unit then outputs a diagnostic according to the fuzzy system's output. The goal is to evolve a fuzzy model to describe such diagnostic decision, while exhibiting both good classification performance and high interpretability.
In order to evolve the fuzzy model we must make some preliminary decisions about both the fuzzy system and the coevolutionary algorithm.
WBCD problem: fuzzy-parameter setup
Our previous knowledge about the WBCD problem represents valuable information to be used for our choice of fuzzy parameters (Table 1) . We also take into account the interpretability criteria presented in Section 2.4 to define constraints on the fuzzy parameters. Referring to Table 1 , we delineate below the fuzzy-system setup:
Logical parameters: singleton-type fuzzy systems; min-max fuzzy operators; orthogonal, trapezoidal input membership functions; weightedaverage defuzzification.
Structural parameters: two input membership functions (Low and High); two output singletons (benign and malignant); a user-configurable number of rules. Relevant variables are evolutionary defined.
Connective parameters: the antecedents and the consequent of the rules, as well as the consequent of the default rule, are searched by the 
WBCD problem: evolutionary setup
Fuzzy CoCo is, thus, used to search for four parameters: input membershipfunction values, relevant input variables, and antecedents and consequents of rules. The genomes of the two species are constructed as follows:
Species 1: Membership functions. There are nine variables (v 1 -v 9 ), each with two parameters defining the membership-function edges.
Species 2: Rules. The i-th rule has the form: if (v 1 is A i 1 ) and . . . and (v 9 is A i 9 ) then (output is C i ), A i j can take on the values: 1 (Low), 2 (High), or 0 or 3 (Don't Care). C i bit can take on the values: 0 (Benign) or 1 (Malignant). Relevant variables are searched for implicitly by letting the algorithm choose don't care labels as valid antecedents. Table 2 delineates the parameter encoding for both species' genomes, which together describe an entire fuzzy system.
To evolve the fuzzy inference system, we applied Fuzzy CoCo with the same evolutionary parameters for both species. Table 3 delineates the values and ranges of values used for these parameters. The algorithm terminates when the maximum number of generations, G max , is reached (we set G max = 1000 + 100 × N r , i.e., dependent on the number of rules).
The fitness function combines two criteria: 1) F c -the overall classification performance is the most important measure and 2) F v -the maximum number of variables in the longest rule, which measures the readability. The fitness function is given by F = F c − αF v , where α = 0.0015. The value α was calculated to allow F v to make a difference only among systems exhibiting similar classification performance. The fitness value of an individual is the maximum fitness obtained by the fuzzy systems it participated in.
WBCD problem: results
A total of 495 evolutionary runs were performed, all of which found systems whose classification performance exceeds 96.7%. In particular, considering the best individual per run, 241 runs led to a fuzzy system whose performance exceeds 98.0%, and of these, 81 runs found systems whose performance exceeds 98.5%. Our top-performance system, which serves to exemplify the solutions found by Fuzzy CoCo, is delineated in Figure 9 . It consists of seven rules with the longest rule including 5 variables and obtains an overall classification rate (i.e., over the entire database) of 98.98%.
Mammography Interpretation: The COBRA tool
This section presents the design, based on Fuzzy CoCo, of a tool denominated COBRA: Catalonia online breast-cancer risk assessor. It is designed to aid radiologists in the interpretation of mammographies. The Catalonia mammography database, collected at the Duran y Reynals hospital in Barcelona, consists of 15 input attributes and a diagnostic result indicating whether or not a carcinoma was detected after a biopsy. The 15 input attributes include three clinical characteristics and two groups of six radiologic features, according to the type of lesion found in the mammography: mass or microcalcifications. A radiologist fills out a reading form for each mammography, assigning values for the clinical characteristics and,
Database
if (v 2 is High) and (v 3 is High) and (v 4 is Low) and (v 5 is Low) and (v 7 is High) then (output is malignant) Default else (output is malignant) Figure 9 The best evolved, fuzzy diagnostic system with seven rules. It exhibits an overall classification rate of 98.98%, and its longest rule includes 5 variables.
usually, for one of the groups of radiologic features. Then, the radiologist interprets the case using a five-point scale: (1) benign; (2) probably benign; (3) indeterminate; (4) probably malignant; (5) malignant. According to this interpretation a decision is made on whether to practice a biopsy on the patient or not. The database contains data corresponding to 227 cases, all of them sufficiently suspect to justify a biopsy recommendation. For the purpose of this study, each case was examined by three different readers, but only diverging readings were kept. The actual number of readings in the database is 516, among which, 187 positive and 329 negative cases.
Proposed solution: the COBRA system
The solution proposed, the COBRA system depicted in Figure 10 , is composed of four elements: a user interface, a reading form, a database, and a diagnostic decision unit containing a fuzzy system and a threshold unit. Based on the 15 input attributes collected with the reading form, the fuzzy system computes a continuous appraisal value of the malignancy of a case. The threshold unit then outputs a biopsy recommendation according to the fuzzy system's output. The threshold value used in this system is 3, which corresponds to an "indeterminate" diagnostic. Fuzzy CoCo is applied Figure 10 The COBRA system comprises a user interface, a reading form, a database of selected cases, and a diagnostic decision unit, in which a fuzzy system estimates malignancy and a threshold unit outputs biopsy recommendations.
to design the fuzzy system in charge of appraising malignancy [11, 14] . In the web-based user interface, the user fills the reading form (see a snapshot in Figure 11 ). COBRA provides, in addition to the final biopsy recommendation, information about the appraisal value computed by the fuzzy subsystem and about the rules involved in the decision. The tool can be also used to train novel radiologists as the reading form can access previously diagnosed cases contained in the database. The tool is available at the URL: http://lslwww.epfl.ch/˜cobra.
COBRA System: Fuzzy-parameter setup
We used prior knowledge about the Catalonia database to guide our choice of fuzzy parameters. In addition, we took into account the interpretability criteria presented in Section 2.4 to define constraints on the fuzzy parameters. Referring to Table 1 , we delineate below the fuzzy system's set-up:
Structural parameters: two input membership functions (Low and High); two output singletons (benign and malignant); a user-configurable number of rules. The relevant variables are one of Fuzzy CoCo's evolutionary objectives. (Note that Low and High may be further replaced by labels having medical meaning according to the specific context of each variable.)
Connective parameters: the antecedents and the consequent of the rules are searched by Fuzzy CoCo. The algorithm also searches for the consequent of the default rule. All rules have unitary weight. 
COBRA system: evolutionary setup
Fuzzy CoCo thus searches for four parameters: input membership-function values, relevant input variables, and antecedents and consequents of rules. To encode these parameters into both species' genomes, which together describe an entire fuzzy system, it is necessary to take into account the heterogeneity of the input variables as explained below. v 12 -v 14 ) . It is not necessary to encode membership functions for binary variables as they can only take on two values. The membership-function genome encodes the remaining 11 variables-three continuous and eight discrete-each with two parameters P 1 and P 2 , defining the membership-function apices. Table 4 delineates the parameters encoding the membership-function genome. ) then (output is C i ), where A i j can take on the values: 1 (Low), 2 (High), or 0 or 3 (Don't care). C i can take on the values: 1 (benign) or 2 (malignant). As mentioned before, each database case presents three clinical characteristics and six radiologic features according to the type of lesion found: mass or microcalcifications (note that only a few special cases contain data for both groups). To take advantage of this fact, the rule-base genome encodes, for each rule, 11 parameters: the three antecedents of the clinical-data variables, the six antecedents of one radiological-feature group, an extra bit to indicate whether the rule applies for mass or microcalcifications, and the rule consequent. Furthermore, the genome contains an additional parameter corresponding to the consequent of the default rule. Relevant variables are searched for implicitly by allowing the algorithm to choose Don't care labels as valid antecedents (A i j = 0 or A i j = 3); in such a case the respective variable is considered irrelevant, and removed from the rule. Table 5 delineates the parameters encoding the rules genome. Table 6 delineates values and ranges of values of the evolutionary parameters. The algorithm terminates when the maximum number of generations, G max , is reached (We set G max = 700 + 200 × N r ).
The fitness definition takes into account medical diagnostic criteria. The most commonly employed measures of the validity of diagnostic procedures are the sensitivity and specificity, the likelihood ratios, the predictive values, and the overall classification (accuracy). Table 7 provides expressions for four of these measures which are important for evaluating the performance of our systems. Three of them are used in the fitness function, the last one is used in Section 5.4 to support the analysis of the results. Besides these criteria, the fitness function provides extra selective pressure based on two syntactic criteria: simplicity and readability (see Section 2.4).
The fitness function combines the following five criteria: 1) F sens : sensitivity, or true-positive ratio, computed as the percentage of positive cases correctly classified; 2) F spec : specificity, or true-negative ratio, computed as the percentage of negative cases correctly classified (note that there is usually an important trade-off between sensitivity and specificity which renders difficult the satisfaction of both criteria); 3) F acc : classification performance, computed as the percentage of cases correctly classified; 4) F r : rule-base size fitness, computed as the percentage of unused rules (i.e., the number of rules that are never fired and can thus be removed altogether from the system); and 5) F v : rule-length fitness, computed as the average percentage of don't-care antecedents-i.e., unused variables-per rule. This order also represents their relative importance in the final fitness function, from most important (F sens ) to least important (F r and F v ).
The fitness function is computed in three steps-basic fitness, accuracy reinforcement, and size reduction-as explained below:
Basic fitness. Based on sensitivity and specificity, it is given by F 1 = (F sens +αF spec )/(1+α). α = 0.3 reflects the greater importance of sensitivity.
Accuracy reinforcement. This step reinforces the fitness of highaccuracy systems. It is given by F 2 = (F 1 + βF ′ acc )/(1 + β), where β = 0.01. F ′ acc = F acc when F acc > 0.7; F ′ acc = 0 elsewhere. Size reduction. Based on the size of the fuzzy system, it is given by F = (F 2 +γF size )/(1+2γ), where γ = 0.01. F size = (F r +F v ) if F acc > 0.7 and F sens > 0.98; F size = 0 elsewhere. This step rewards top systems exhibiting a concise rule set, thus directing evolution toward more interpretable systems. 
COBRA system: results
A total of 469 evolutionary runs were performed, all of them searching for systems with up to 20 rules. Considering the best individual per run, all of them found systems whose fitness exceeds 0.83. Table 8 shows the diagnostic performance of both the average and the best run of all evolutionary runs. While the usual positive predictive value (PPV) of mammography ranges between 15 and 35%, Fuzzy CoCo increases this value to 58.32% for the average system and 64.93% for the best one as shown in Table 8 .
Even though evolution searched for systems with 20 fuzzy rules, the best system found effectively uses 14 rules. In average, these rules contain 2.71 variables (out of 15) which are, furthermore, Boolean. Note that this latter fact does not contradict the use of a fuzzy approach as Boolean systems are a subset of the, more general, set of fuzzy systems. In fact, while fuzzy modeling techniques may find Boolean solutions, the contrary does not hold.
To illustrate how COBRA makes a diagnostic decision, we present four example cases (more details about these cases are presented in [15] ). For each case, the system evaluates the activation of each rule and takes into account the values of the proposed diagnostics-i.e., 1 for Benign and 5 for Table 9 Rule activation, appraisal, and diagnostic suggestion for the four example cases presented in [15] . Malignant. The system's malignancy appraisal is computed as the weighted average of these diagnostics. The final biopsy is given to the user together with the rules participating in the decision. Table 9 shows the rules activated for each case, the diagnostic they propose, the appraisal value, and the final biopsy suggestion using 3 (i.e., indeterminate) as threshold. The system takes into account all active rules to compute a malignancy appraisal, that is it searches for, and ponders, all possible indicia of benignity and malignancy before making a decision. In particular, cases 3 and 4 illustrate well such behavior.
Concluding remarks
We presented Fuzzy CoCo, a fuzzy modeling technique based on cooperative coevolution, along with its application to breast-cancer diagnosis. In evolutionary fuzzy modeling, the interpretability-accuracy trade-off is of crucial import, imposing several restrictions on the choice of fuzzy parameters and into criteria included in the fitness function. As Fuzzy CoCo is highly configurable, it facilitates the management of this interpretability-accuracy trade-off.
Applying Fuzzy CoCo to breast-cancer diagnosis we concentrated on increasing the interpretability of solutions applying the proposed strategies, obtaining excellent results. We note, however, that the consistency of the entire rule base and its compatibility with the specific domain knowledge can only be assessed by further interaction with medical experts.
Currently we are investigating two novel ideas that could improve Fuzzy CoCo (see [11] ): (1) Island Fuzzy CoCo, where several Fuzzy CoCo instances coexist (each one set to evolve systems with a different number of rules), per-mitting migration of individuals among them so as to improve both global search capabilities and evolutionary dynamics with respect to simple Fuzzy CoCo and (2) Incremental Fuzzy CoCo, where the number of rules of the sought-after system increases each time that evolution satisfies certain criteria. In this way, the search for more complex systems starts on the basis of some "good" individuals.
Our underlying goal is to provide an approach for automatically producing high-performance, interpretable fuzzy systems for real-world problems.
