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Abstract
The auxiliary problem principle of augmented Lagrangian (APP-AL), proposed by Cohen
and Zhu (1984), aims to find the solution of a constrained optimization problem through a
sequence of auxiliary problems involving augmented Lagrangian. The merits of this approach
are two folds. First, the core function is usually separable, which makes the subproblems at
each step decomposable and particularly attractive for parallel computing. Second, the choice of
the core function is quite flexible. Consequently, by carefully specifying this function, APP-AL
may reduce to some standard optimization algorithms. In this paper, we pursue enhancing such
flexibility by allowing the core function to be non-identical at each step of the algorithm, and
name it varying auxiliary problem principle (VAPP-AL). Depending on the problem structure,
the varying core functions in VAPP-AL can be adapted to design new flexible and suitable
algorithm for parallel and distributed computing. The convergence and O(1/t) convergence rate
of VAPP-AL for convex problem with coupling objective and constraints is proved. Moreover,
if this function is specialized to be quadratic, an o(1/t) convergence rate can be established.
Interestingly, the new VAPP framework can cover several variants of Jacobian type augmented
Lagrangian decomposition methods as special cases. Furthermore, our technique works for the
convex problem with nonseparable objective and multi-blocks coupled linear constraints, which
usually can not be handled by ADMM.
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2
1 Introduction
In this paper, we consider the following block structured convex minimization problem with non-
separable objective and coupled linear equality constraints:
(P): min (G+ J)(u) = G(u1, u2, · · · , uN ) +
∑N
i=1 Ji(ui)
s.t Au =
∑N
i=1Aiui = b
ui ∈ Ui, i = 1, 2, . . . , N.
(1)
where G is a convex smooth function on U ⊂ Rn, U = U1 × · · · × UN each Ji is a convex but
possibly nonsmooth function on Ui ⊂ Rni , and A = (A1, A2, · · · , AN ) ∈ Rm×n is an appropriate
partition of matrix A and Ai is an m× ni matrix, b ∈ Rm is a vector. When the coupling term G
is absent from the objective, problem (P) become to a separable programming where the objective
functions and constraint functions can be expressed as the sum of the each involving one block
variable.
(SP): min
∑N
i=1 Ji(ui)
s.t Au =
∑N
i=1Aiui = b
ui ∈ Ui, i = 1, 2, . . . , N
(2)
Four decades ago, Hestenes [24] and Powell [33] introduced augmented Lagrangian methods (ALM),
also named as multipliers method, for equality constrained nonlinear program. Theoretical prop-
erties of augmented Lagrangian duality method was investigated by Rockafeller [36]. ALM for
problem (P) are based on its associated augmented Lagrangian function:
Lγ(u, p) = (G+J)(u)+ 〈p,Au−b〉+ γ
2
‖Au−b‖2, with J(u) =
N∑
i=1
Ji(ui), Au =
N∑
i=1
Aiui. (3)
In particular, it can be described as follows.
Augmented Lagrangian method (ALM)
Initialize u0 ∈ U and p0 ∈ Rm
for k = 0, 1, · · · , do
uk+1 ← min
u∈U
Lγ(u, p
k); (4)
pk+1 ← pk + ρ(Auk+1 − b). (5)
end for
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Note the variables ui, i = 1, · · · , N are coupled in the nonlinear function G(u) and quadratic term
γ
2‖
∑N
i=1Aiui−b‖2 , hence the augmented Lagrangian function Lγ is nonseparable. In the following,
we shall review a few approaches that can overcome this challenge, so that the primal problem (4)
of ALM can break into the N independent subproblems of ui which is easy to solve.
• Coupling linearization and regularization methods
Cohen and Zhu [13] and Zhu [40] proposed Auxiliary problem principle of augmented La-
grangian (APP-AL) to solve (P):
Auxiliary problem principle of augmented Lagrangian method (APP-AL)
Initialize u0 ∈ U and p0 ∈ Rm
for k = 0, 1, · · · , do
uk+1 ← min
u∈U
〈∇G(uk), u〉+ J(u) + 〈pk + γ(Auk − b), Au〉
+
1

[K(u)− 〈∇K(uk), u〉]; (6)
pk+1 ← pk + ρ(Auk+1 − b). (7)
end for
In APP-AL algorithm, a core function K(u) is introduced. The objective function of (6)
is obtained by keeping the separate part J(u), linearizing the coupling part G(u) as well as
the quadratic term γ2‖
∑N
i=1Aiui− b‖2 in augmented Lagrangian and adding a regularization
term 1 [K(u) − K(uk) − 〈∇K(uk), u〉] which is essentially the Bregman distance function.
If the core function K is separable, i.e., K(u) =
∑N
i=1Ki(ui), so as the subproblem (6).
Thanks to this decomposable property, excellent numerical performance can be achieved and
APP-AL has become the main theoretical basis of some parallel computing software such as
DistOpt [14, 30]. Besides, APP also has wide applications in engineering systems, such as
power systems [34, 26], multiple-robot systems [6]. In particular, this approach was adopted
by Kim and Baldick to parallelize optimal power flow in very large interconnected power
systems [26, 27]; C¸ela and Hamam applied this method to solve the optimal control problem
of multiple-robot systems in the presence of obstacles [6]. The main advantage of coupling
linearization and regularization methods is that it leads to decompositions on both objec-
tive and constraint, and is thus suitable for parallel implementation. Chen and Teboulle [9]
also proposed linearied proximal method of multipliers LPMM to solve SP with two blocks
and linear convergence rate of this algorithm has been proved. Note that LPMM is exactly
APP-AL for (SP) by taking K(u) = ‖u‖
2
2 .
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• Gausse-Seidel type method
Fortin M. and Glowinski [19] and Glowinski [21] consider the following (SP) with two blocks
(SP2): min
u∈U,v∈V
F (u) +G(v)
s.t Bu− v = 0
(8)
and proposed ALG2 which is also called Alternating direction method of multiplier (ADMM).
ALG2, Alternating direction method of multiplier (ADMM)
Initialize u0 ∈ U and p0 ∈ Rm
for k = 0, 1, · · · , do
uk+1 ← min
u∈U
F (u) + 〈pk, Bu〉+ γ
2
‖Bu− vk‖2; (9)
vk+1 ← min
v∈V
G(v)− 〈pk, v〉+ γ
2
‖Buk − v‖2; (10)
pk+1 ← pk + γ(Buk+1 − vk+1). (11)
end for
This method apply the Gausse-Seidel like approach to overcome the coupling quadratic term
γ
2‖Bu − v‖2; thus allowing for decomposition of the minimization in u and v respectively.
Noted that in the ADMM we need to assume that B has full column rank. Shefi and
Teboulle [37] proposed Alternating direction proximal method of multipliers (Algorithm 2,
AD-PMM) without assumption of matrix. Chen et al. [7] shown a coutre example indicating
that the multi-blocks ADMM (N ≥ 3) may divergence to problem (SP). Some works to in-
vestigate further sufficient conditions on the problem which can guarantees convergence for
the multi-blocks ADMM. The existing results typically required the strongly convexity for
function Ji(ui) in the objective. Noted that in this situation, one can directly use Lagrange
method rather than augmented Lagrangian method. Recently, [16] proposed the perturba-
tion modified ADMM to get ε-optimization do not require strongly convexity of the objective
function. [28] investigated the algorithm of mixture of ADMM and coupling linearization and
regularization to solve problem (P) with two blocks. In their works, the coupling function G
is linearized, Gausse-Seidel step are used to decouply the quadratic term in the augmented
Lagrangian function.
Since 2007, there was a resurgence of multiplier method, it renewed interest in ADMM has
emerge from new applications arising in signal and image processing, machine learning, and
other fields, which often modeled by structured and very large scale convex optimization
problems (P) or (SP), See Boyd et al.’s excellent review paper [3].
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• Jacobian type method
Jacobian is another scheme to overcome the difficulty of coupling quadratic term of multiplier
method for problem (SP). The advantage of the Jacobian type methods is all the decom-
posed subproblems are eligible for parallel computation at each iteration as the linearization-
regularization approach. To guarantee the convergence of full Jacobian decomposition, He [22]
take a relaxation step at every iteration and assume the matrix Ai have full column-rank, the
algorithm and convergence rate O(1/t). Deng [17] assume that Ai are near orthogonal, and
have full column-rank, and proposed to add proximal terms of different kinds to subproblems
to guarantee the algorithm convergence globally at a rate of o(1/t).
The goals of this paper is outlined as following. We extend the classical APP-AL decompositions of
Cohen and Zhu [13] to accommodate the varying core functions in each iteration and is referred to
as VAPP-AL. This approach can serve as a framework of decomposition algorithm to solve generic
convex optimization with nonseparable objective and multi-blocks linear equality constraints. De-
pending on the problem structure, the varying core functions in VAPP-AL can be adapted to design
new flexible and suitable algorithm for parallel and distributed computing. (See the examples in
Section 2.3, various linearization/regularization, Gausse-Seidel, Jaccobian or Mixture type algo-
rithms are introduced to handle practical problems). In this work, global convergence and iteration
complexity of VAPP-AL are discussed as well.
The rest of this paper is organized as follows. We start Section 2 with some notations and assump-
tions that we make in this paper. After that, VAPP-AL framework is officially proposed followed.
Then we show how to specify this framework to solve numerous practical problems. In Section 3
we prove the global convergence for VAPP-AL. Then the O(1/t) convergence rate is established
in Section 4 both in ergodic and non-ergodic sense. In Section 5, we show that the convergence
rate of VAPP-AL can be improved to o(1/t) when the core function is specialized to be quadratic.
Finally, we end our paper with some conclusions.
2 Varying Auxiliary Problem Principle of augmented Lagrangian
(VAPP-AL)
2.1 Preliminaries
In this paper, we let
u :=

u1
...
uN
 ∈ Rn, U = U1 × · · · × UN and A = [A1, · · · , AN ] ∈ Rm×n, where n = N∑
i=1
ni.
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We denote 〈·〉 and ‖ · ‖ as the inner product and Euclidean norm of vector, respectively. For a
matrix B ∈ R`×`, ‖B‖ strands for the spectral norm, which is the largest singular value of B. We
use λmax(B) and λmin(B) to denote the maximum and minimum eigenvalue of B respectively.
For a positive semi-definite matrix Q ∈ R`×`, the semi-norm associated with Q is denoted by ‖ ·‖Q.
In particular, for any vector x, ‖x‖Q =
√
xTQx.
Throughout this paper, we make the following standard assumptions:
Assumption 1
(i) J is a convex, l.s.c function (not necessary differentiable) such that domJ ∩ U 6= ∅.
(ii) G is a convex and differentiable with its derivative Lipschitz of constant BG.
(iii) G+ J is coercive on U , if U is not bounded, that is
∀{uk|k ∈ N} ⊂ U, lim
k→+∞
‖uk‖ = +∞⇒ lim
k→+∞
(G+ J)(uk) = +∞.
(iv)
0 ∈ interior of (A(U)− b). (12)
The Lagrangian function of problem (1) is given by
L(u, p) = (G+ J)(u) + 〈p,Au− b〉.
The pair (u∗, p∗) ∈ U ×Rm is called a saddle point of Lagrangian function L(u, p) if it holds that
L(u∗, p) ≤ L(u∗, p∗) ≤ L(u, p∗), ∀u ∈ U, ∀p ∈ Rm. (13)
The saddle point optimality condition for problem (P) is given by
Theorem 1 A solution (u∗, p∗) with u∗ ∈ U and p∗ ∈ Rm is a saddle point for the Lagrangian
function L(u, p) if and only if
(i) L(u∗, p∗) = minu∈U L(u, p∗);
(ii) Au∗ − b = 0;
(iii) 〈p∗, Au∗ − b〉 = 0.
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It is easy to get the VI reformulation:
(G+ J)(u)− (G+ J)(u∗) + 〈p∗, A(u− u∗)〉 ≥ 0,∀u ∈ U (14)
〈Au∗ − b, p− p∗〉 ≤ 0, ∀p ∈ Rm (15)
Note that (iii) and (iv) in Assumption 1 are imposed to guarantee the existence of saddle point of
L on U ×Rm. Moreover, under Assumption 1, L and Lγ share the same sets of saddle points. The
interested readers are referred to the book of Bertsekas [1] and the paper of Cohen and Zhu [13]
for more results on Lagrangian duality theory.
2.2 VAPP-AL method for (P)
Based on the augmented Lagrangian theory, in this section we propose new primal-dual parallel
algorithm to solve (P). To extend the augmented Lagrangian decomposition method of Cohen and
Zhu [13], we introduce the core function Kk(·) that varies in different iterations and satisfies the
following assumption:
Assumption 2 Kk(·) is strongly convex with parameter βk and differentiable with its gradient
Lipschitz continuous with parameter Bk on U . Moreover, there exist positive numbers β and B
such that 0 < β ≤ βk ≤ Bk ≤ B, for any k ∈ N.
When the above assumption holds, function DkK(u, v) = K
k(u) − Kk(v) − 〈∇Kk(v), u − v〉 is
a distance like function which has uniform lower and upper bound: β2 ‖u − v‖2 ≤ DkK(u, v) ≤
B
2 ‖u− v‖2. Then for given uk, we obtain the approximation of augmented Lagrangian Lγ(u, p) =
(G+ J)(u) + 〈p,Au− b〉+ γ2‖Au− b‖2 as follows:
L˜γ(u, p) = G(u
k) + 〈∇G(uk), u− uk〉+ J(u) + 〈p,Au− b〉+ γ
2
‖Auk − b‖2 + γ〈Auk − b, A(u− uk)〉+ 1

DkK(u, u
k).
Now we are ready to present VAPP-AL for (P):
Varying Auxiliary Problem Principle (VAPP-AL)
Initialize u0 ∈ U and p0 ∈ Rm
for k = 0, 1, · · · , do
uk+1 ← min
u∈U
〈∇G(uk), u〉+ J(u) + 〈pk + γ(Auk − b), Au〉+ 1

DkK(u, u
k); (16)
pk+1 ← pk + ρ(Auk+1 − b). (17)
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end for
Note that problem (16) is essentially equivalent to
(APk) min
u∈U
〈∇G(uk), u〉+ J(u) + 〈pk + γ(Auk − b), Au〉+ 1

[
Kk(u)− 〈∇Kk(uk), u〉].(18)
2.3 Various Implementations of VAPP-AL and Applications to Practical Prob-
lem
The core function Kk plays an important role in VAPP-AL. Depending on the structure of the
problem, Kk can be constructed properly to make subproblems decomposable and thus easy to
solve. Typically, Kk is composed by three parts: (i) a variant of coupled function G(u) in the
objective; (ii) a variant of quadratic penalty on the linear coupled constraint γ2‖
∑N
i=1Aiui − b‖2;
(iii) a quadratic regularized term 12
∑N
i ‖ui‖2Mi . Table 1 provides some options for the three parts
that constitute the core function. Hence any combination of these choices could lead to a concrete
form of the core function.
Specific choices for G(u)
(i) Gausse-Seidel Type∑N
i=1G(u
k+1
1 , · · · , uk+1i−1 , ui, uki+1, · · · , ukN )
(ii) Jacobian Type∑N
i=1G(u
k
1, · · · , uki−1, ui, uki+1, · · · , ukN )
Specific choices for γ2‖
∑N
i=1Aiui − b‖2
(i) Gausse-Seidel Type
γ
2
∑N
i=1 ‖Aiui +
∑
j<i
Aju
k+1
j +
∑
j>i
Aju
k
j − b‖2
(ii) Jacobian Type
γ
2
∑N
i=1 ‖Aiui +
∑
j 6=iAju
k
j − b‖2
Specific choices for 12
∑N
i ‖ui‖2Mi
(i) Newton/quassi-Newton type
Mi is the block diagonal of (approximated) Hessian
matrix of G(uk)
(ii) Constant matrix Type
Mi could be zero matrix, identity matrix or A
>
i Ai
Table 1: some choices for the three parts included in core functions Kk(·)
Figure 1 describes the process of VAPP-AL to derive the specific algorithm for solving practical
problems.
Next we shall illustrate how to choose core functions in three practical problems. In particular, our
core functions satisfy Assumption 2 and the resulting subproblems admit closed-form solutions.
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Figure 1: Process of VAPP-AL to Derive the Specific Algorithm for Solving Practical Problems
Before introducing those problems, we first recall the so-called soft-shrinkage operator, which is
formally defined as:
u∗ = shrink(r, 1/µ) , sign(r) ·max{0, |r| − 1/µ} (19)
where µ > 0, r ∈ Rn and sign(·) is the sign function. It is well known [39] that, u∗ is the optimal
solution of the problem
arg min
u∈Rn
‖u‖1 + µ
2
‖u− r‖2.
In the following, soft-shrinkage operator will be used to drive the expressions of solutions for sub-
problems of VAPP-AL.
Fused LASSO regularized SVM with quadratic hinge loss function
Recently, the fused LASSO regularized SVM with quadratic hinge loss function has been successfully
applied to a variety of applications; for example the diagnosis of disease [39]. Fused-SVM problem
is given by:
min
u∈Rn
1
m
∑m
i=1
[
max{0, 1− bi(B>i u)}
]2
+ λ1‖u‖1 + λ2
∑n
j=2 |uj − uj−1| (20)
where B = [B1, B2, · · · , Bm] is a n×m matrix with Bi being its i-th column and b = [b1, b2, · · · , bm]>
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is an m-dimensional vector. By introducing a matrix
D =

1 −1 0 · · · · · · 0
0 1 −1 · · · · · · 0
...
...
...
...
0 0 0 · · · 1 −1
 ∈ Rn−1×n,
Fused-SVM can be equivalently transformed into the following nonlinear programming with equality
constraints.
min
u∈Rn,z∈Rn−1
1
m
∑m
i=1
[
max{0, 1− bi(B>i u)}
]2
+ λ1‖u‖1 + λ2‖z‖1
s.t Du− z = 0.
(21)
Denoting Di to be the i-th column of matrix D, we take core function as
Kk(u, z) =
γ
2
n∑
j=1
‖Djuj +
∑
l 6=j
Dlu
k
l − zk‖22 +
α1
2
n∑
j=1
‖uj − ukj ‖22 +
γ
2
‖Duk − z‖22 +
α2
2
‖z− zk‖22,
and  = 1, then we obtain the Jacobian type decomposition method from VAPP-AL.
Now let’s investigate the solvability of the subproblems of this method. First, the solution of the
subproblem for uj , j = 1, · · · , n is given by
uk+1j = arg min
uj∈R
− 2
m
m∑
i=1
〈max{0, 1− bi(
n∑
l=1
B>il u
k
l )}, biB>ijuj〉+ 〈pk, Djuj〉+ λ1‖uj‖1
+
γ
2
‖Djuj +
∑
l 6=j
Dlu
k
l − zk‖2 +
α1
2
‖uj − ukj ‖22.
= arg min
uj∈R
‖uj‖1 + µ1
2
‖uj − r1‖22
= shink(r1, 1/µ1)
where µ1 =
γ‖Dj‖2+α1
λ1
and r1 =
α1ukj−γ(
∑
l 6=j Dlu
k
l −zk)+ 2m
∑m
i=1Bijb
>
i max{0,1−bi(
∑n
l=1B
>
il u
k
l )}−D>j pk
γ‖Dj‖22+α1
.
Then the problem can be solved as follows to update z.
zk+1 = arg min
z∈Rn−1
〈pk,−z〉+ λ2‖z‖1 + γ
2
‖Duk − z‖22 +
α2
2
‖z − zk‖22
= arg min
z∈Rn−1
‖z‖1 + γ + α2
2λ2
‖z − γDu
k + α2z
k + pk
γ + α2
‖22
= shink(
γDuk + α2z
k + pk
γ + α2
,
λ2
γ + α2
).
l1-regularized logistic regression
l1-regularized logistic regression can be described as follows
min
u∈Rn
1
m
∑m
i=1 log(1 + exp(−bi(B>i u))) + λ‖u‖1 (22)
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where B = [B1, B2, · · · , Bm] is a n×m matrix with Bi being its i-th column and b = [b1, b2, · · · , bm]>
is an m-dimensional vector. It has been proposed as a promising method for classification problem
in machine learning [25]. To apply VAPP-AL, we introduce a new variable z ∈ Rm as well as
equality constraints B>u = z, and obtain the following equivalent problem:
min
u∈Rn,z∈Rm
1
m
∑m
i=1 log(1 + exp(−bizi)) + λ‖u‖1
s.t B>u− z = 0.
(23)
Then we adopt Newton type core function Kk(u, z) = 12
∑n
j=1 ‖uj − ukj ‖22 + 12
∑m
i=1 ‖zi − zki ‖2Mki ,
where
Mk =

Mk1
. . .
Mki
. . .
Mkm

=

(b1)2 exp(−b1vk1 )
m(1+exp(−b1z1))2
. . .
(bi)
2 exp(−bivki )
m(1+exp(−bizi))2
. . .
(bm)2 exp(−bmvkm)
m(1+exp(−bmzm))2

is the Hessian matrix of loss function f(z) = 1m
∑m
i=1 log(1 + exp(−bizi)) with Mki being the i-th
component of the diagonal. According to VAPP-AL algorithm, we can write out the 1-dimensional
subproblems for uj , j = 1, · · · , n and zi, i = 1, · · · ,m, respectively. Let sj be the j-th element of
vector s = B(pk + γ(B>uk − zk)), then
uk+1j = arg min
uj∈R
〈sj , uj〉+ λ‖uj‖1 + 1
2
‖uj − ukj ‖22.
By applying shrinkage operator, we obtain that uk+1j = shrink(u
k
j − sj , λ). The subproblem of
zi is given by
zk+1i = arg min
zi∈R
〈 −bi exp(−biz
k
i )
m(1 + exp(−bizki ))
, zi〉+〈pki +γ(B>i uk−zki ),−zi〉+
1
2
‖zi−zki ‖2Mki , i = 1, · · · ,m,
where pi is the i-th element of m-dimensional vector p
k. It is indeed an unconstrained quadratic
problem and admits a closed-form solution: zk+1i = z
k
i +
bi exp(−bizki )
Mki m(1+exp(−bizki ))
+
(pki+γ(B
>
i u
k−zki ))
Mki
.
Dual Support Vector Machine Problem
Dual Support Vector Machine problem (DSVM) introduced in [2, 15, 32] promotes a quadratic
programming as follows:
min
u∈Rn
1
2u
>Qu− e>u,
s.t y>u = 0,
0 ≤ u ≤ c.
(24)
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where Q is a n× n p.s.d. symmetric matrix, e and y are two n-dimensional vectors.
We adopt core function as follows
Kk(u) =
1
2
‖u− uk‖22
for VAPP-AL, then the iterative scheme of VAPP-AL leads to that
uk+1 = arg min
0≤u≤c
〈Quk, u〉 − e>u+ pky>u+ γy>uky>u+ 1
2
‖u− uk‖22
= min{c,max{0, uk − (Quk + pky + γy>uky − e)}},
pk+1 = pk + ρy>uk+1.
3 Convergence Analysis for VAPP-AL
In this section, we present the main convergence theorem of this paper, which states that the
sequence generated by VAPP-AL is actually convergent under some mild conditions.
Theorem 2 Suppose Assumption 1 and Assumption 2 hold. Then by picking
0 <  < βk/
(
BG + γ · λmax(A>A)
)
and 0 < ρ < (1 + δ)γ, with some 0 < δ ≤ 1 (25)
the sequence {(uk, pk)} generated by VAPP-AL converges to (u∗, p∗), which is the saddle point of
L over U ×Rm.
We would like to remark that the standard convergence analysis of ADMM works only when the
coupled term in the objective of problem (1) disappears, i.e., G(u) = 0. However, when this is not
the case, our algorithm still works and the convergence is guaranteed. The rest of this section is
dedicated to the proof of Theorem 2. To this end, we need to present some lemmas as preparation.
First of all, we list some useful facts of differentiable convex below.
Lemma 1 Let function f be convex and differentiable on U .
(i) If f is strongly convex with constant βf , then
for all u, v ∈ U, f(u)− f(v) ≥ 〈∇f(v), u− v〉+ βf
2
‖u− v‖2. (26)
(ii) If the derivative of f is Lipschitz with constant Bf , then
for all u, v ∈ U, f(u)− f(v) ≤ 〈∇f(v), u− v〉+ Bf
2
‖u− v‖2, (27)
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and
for all u, v ∈ U, f(v)− f(w) ≤ 〈∇f(u), v − w〉+ Bf
2
‖u− v‖2. (28)
Proof. The results (26) and (27) are classical. From the convexity of f and (27), we have
〈∇f(u), w − v〉 = 〈∇f(u), w − u〉+ 〈∇f(u), u− v〉 ≤ [f(w)− f(u)] + [f(u)− f(v) + Bf
2
‖u− v‖2]
= f(w)− f(v) + Bf
2
‖u− v‖2.

Then we have following result regarding the sequence generated by VAPP-AL.
Lemma 2 Suppose Assumption 1 and Assumption 2 hold, (u∗, p∗) is any saddle point of L, and
(uk, pk) is generated by VAPP-AL. Then it holds that
〈∇Kk(uk)−∇Kk(uk+1), u∗ − uk+1〉+ 
2ρ
(
‖pk+1 − p∗‖2 − ‖pk − p∗‖2
)
≤ 
2
(
BG‖uk − uk+1‖2 + (ρ− γ)‖Auk+1 − b‖2 − γ‖Auk − b‖2 + γ‖A(uk+1 − uk)‖2
)
(29)
Proof. Recall that in every iteration of VAPP the subproblem is given by
uk+1 = arg min
u∈U
Kk(u)− 〈∇Kk(uk), u〉+  [〈∇G(uk), u〉+ J(u) + 〈pk + γ(Auk − b)), Au〉] (30)
Since Kk(·) is strongly convex, the unique solution uk+1 of is characterized by the following varia-
tional inequality:
〈∇Kk(uk+1)−∇Kk(uk), u− uk+1〉+ 
(
〈∇G(uk), u− uk+1〉+ J(u)− J(uk+1)
+〈pk + γ(Auk − b), A(u− uk+1)〉
)
≥ 0 ∀u ∈ U. (31)
By taking u = u∗, one has that
〈∇Kk(uk)−∇Kk(uk+1), u∗ − uk+1〉
≤ 
(
〈∇G(uk), u∗ − uk+1〉+ J(u∗)− J(uk+1) + 〈pk + γ(Auk − b), A(u∗ − uk+1)〉
)
≤ 
(
(G+ J)(u∗)− (G+ J)(uk+1) + BG
2
‖uk − uk+1‖2 + 〈pk + γ(Auk − b), A(u∗ − uk+1)〉
)
(32)
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where the second last inequality is due to Lemma 1. Furthermore, since (u∗, p∗) is a saddle point,
(G+ J)(u∗) = (G+ J)(u∗) + 〈p∗, Au∗ − b〉
= L(u∗, p∗)
≤ L(uk+1, p∗) = (G+ J)(uk+1) + 〈p∗, Auk+1 − b〉 (33)
Combining (32), (33) and the fact Au∗ = b yields
〈∇Kk(uk)−∇Kk(uk+1), u∗ − uk+1〉
≤ 
(
BG
2
‖uk − uk+1‖2 + 〈p∗ − pk − γ(Auk − b), Auk+1 − b〉
)
(34)
On the other hand, from the dual update in VAPP-AL
pk+1 = pk + ρ(
N∑
i=1
Aiu
k+1
i − b), (35)
it follows that
‖pk+1 − p∗‖2
= ‖pk − p∗‖2 + ρ2‖Auk+1 − b‖2 + 2ρ〈pk − p∗, Auk+1 − b〉
= ‖pk − p∗‖2 + ρ(ρ− 2γ)‖Auk+1 − b‖2 + 2ρ〈pk − p∗ + γ(Auk+1 − b), Auk+1 − b〉.
As a result,

2ρ
‖pk+1 − p∗‖2 − 
2ρ
‖pk − p∗‖2
= 
(
(ρ− 2γ)
2
‖Auk+1 − b‖2 + 〈pk − p∗ + γ(Auk+1 − b), Auk+1 − b〉
)
. (36)
Adding (36) and (34) together yields that
〈∇Kk(uk)−∇Kk(uk+1), u∗ − uk+1〉+ 
2ρ
(
‖pk+1 − p∗‖2 − ‖pk − p∗‖2
)
≤ 
2
(
BG‖uk − uk+1‖2 + (ρ− γ)‖Auk+1 − b‖2 − γ‖Auk+1 − b‖2 + 2γ〈A(uk+1 − uk), Auk+1 − b〉
)
=

2
(
BG‖uk − uk+1‖2 + (ρ− γ)‖Auk+1 − b‖2 − γ‖Auk − b‖2 + γ‖A(uk+1 − uk)‖2
)
.

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Lemma 3 Suppose that there are positive α, T and the sequence of functions {µk(u, v)} satisfies
the following conditions:
α
2
‖u− v‖2 ≤ µk(u, v) ≤ T
2
‖u− v‖2, ∀u, v ∈ U. (37)
Moreover, let the sequence {mk} be constructed such that
0 < δ ≤ mk+1 ≤ α
T
mk ≤ mk ≤ 1,with some 0 < δ ≤ 1, (38)
then
(i) µk(u, v) is a Distance-like function on U × U , i.e.,
for any u, v ∈ U, any k ∈ N, µk(u, v) ≥ 0 and µk(u, v) = 0 iff u = v.
(ii) for all u, v ∈ U , one has
mk+1µk+1(u, v) ≤ mkµk(u, v). (39)
Proof. (i) is obviously from (37). For (ii), since sequence {mk} satisfies (38), then for all u, v ∈ U
we have
µk+1(u, v) ≤ T
2
‖u− v‖2 = T
α
α
2
‖u− v‖2
≤ T
α
µk(u, v) ≤ m
k
mk+1
µk(u, v),
and the desired result follows. 
Now we are ready to prove the convergence of VAPP-AL.
Proof of Theorem 2
Proof. According to Lemma 3, we can take the sequence {mk} such that
0 < δ ≤ mk+1 ≤ β
B
mk ≤ mk ≤ 1, with some 0 < δ ≤ 1. (40)
Moreover, for the definition of DkK(u, v) and Assumption 2 of K
k, we have
DkK(u, v) ≥
βk
2
‖u− v‖2 ≥ β
2
‖u− v‖2,
DkK(u, v) ≤
Bk
2
‖u− v‖2 ≤ B
2
‖u− v‖2.
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Consequently, from Lemma 3, we obtain
mk+1Dk+1K (u, v) ≤ mkDkK(u, v). (41)
Then for the pair (u∗, p∗) saddle point of the Lagrangian of (P), we define the following function
Λk(u, p) = mk
(
DkK(u
∗, u) +

2ρ
‖p− p∗‖2 − γ
2
‖Au− b‖2
)
, (42)
where (u∗, p∗) is a saddle point associated with the Lagrangian function L(u, p). Then due to the
strongly convexity of Kk, we have that
Λk(u, p) = mk
(
DkK(u
∗, u) +

2ρ
‖p− p∗‖2 − γ
2
‖Au− b‖2
)
≥ mk
(
βk
2
‖u∗ − u‖2 + 
2ρ
‖p− p∗‖2 − γ
2
λmax(A
>A)‖u− u∗‖2
)
≥ mk
(
1
2
(
βk − γλmax(A>A)
)
‖u− u∗‖2 + 
2ρ
‖p− p∗‖2
)
≥ 0, (43)
where the last inequality follows from the choice of  and ρ in (25). That is the distance between
(u, p) and saddle point (u∗, p∗) is quantified by Λk(u, p). As a result, to achieve the convergence, it
suffices to study the sequence {Λk(uk, pk)}.
According to Assumption 2 and (41), one has that
Λk+1(uk+1, pk+1)− Λk(uk, pk)
= mk+1Dk+1K (u
∗, uk+1)−mkDkK(u∗, uk) +
mk+1
2ρ
‖pk+1 − p∗‖2 − m
k+1γ
2
‖Auk+1 − b‖2
−m
k
2ρ
‖pk − p∗‖2 + m
kγ
2
‖Auk − b‖2
≤ mk
(
Kk(u∗)−Kk(uk+1)− 〈∇Kk(uk+1), u∗ − uk+1〉 −Kk(u∗) +Kk(uk) + 〈∇Kk(uk), u∗ − uk〉
)
+
mk
2ρ
‖pk+1 − p∗‖2 − m
k
2ρ
‖pk − p∗‖2 − m
k+1γ
2
‖Auk+1 − b‖2 + m
kγ
2
‖Auk − b‖2
= mk
(
Kk(uk)−Kk(uk+1)− 〈∇Kk(uk), uk − uk+1〉
)
(44)
+mk
(
〈∇Kk(uk)−∇Kk(uk+1), u∗ − uk+1〉+ 
2ρ
(‖pk+1 − p∗‖2 − ‖pk − p∗‖2)) (45)
−m
k+1γ
2
‖Auk+1 − b‖2 + m
kγ
2
‖Auk − b‖2.
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The convexity of Kk(·) implies that formula (44) is less than −mkβk2 ‖uk − uk+1‖2. Note that (45)
can further be bounded above by using Lemma 2. Therefore,
Λk+1(uk+1, pk+1)− Λk(uk, pk)
≤ mk
(
−(β
k −BG)
2
‖uk − uk+1‖2 + 
2
(
(ρ− (1 + m
k+1
mk
)γ)‖Auk+1 − b‖2 + γ‖A(uk+1 − uk)‖2
))
≤ mk
(
−(β
k −BG)
2
‖uk − uk+1‖2 + γ 
2
λmax(A
>A)‖uk+1 − uk‖2 + 
2
(ρ− (1 + δ)γ)‖Auk+1 − b‖2
)
≤ mk
(
1
2
(

(
BG + γλmax(A
>A)
)
− βk
)
‖uk − uk+1‖2 + 
2
(ρ− (1 + δ)γ)‖Auk+1 − b‖2
)
≤ 0. (46)
where the second inequality follows as δ ≤ mk+1/mk and the last inequality is due to the choice
of  and ρ defined in (25). Consequently {Λk(uk, pk)} is nonincreasing. This combined with (43)
implies that {Λk(uk, pk)} has a limit,
lim
k→∞
‖pk+1 − pk‖/ρ = lim
k→∞
‖Auk+1 − b‖ = 0 and lim
k→∞
‖uk+1 − uk‖ = 0 (47)
Moreover, (43) and boundedness of {Λk(uk, pk)} implies that {uk} and {pk} are bounded as well.
Therefore the sequence {(uk, pk)} has a cluster point (u¯, p¯). Taking the limit in (47) gives that
Au¯− b = 0. (48)
Furthermore, since gradients of Kk and G are Lipschitz continuous,
lim
k→∞
‖∇Kk(uk+1)−∇Kk(uk)‖ = 0 and lim
k→∞
‖∇G(uk+1)−∇G(uk)‖ = 0.
Now letting k+ 1→∞ in (31) and then combining the formulas above together with the convexity
of G and (47) yields
(G+ J)(u)− (G+ J)(u¯) + 〈p¯, Au− b〉 ≥ 0, ∀u ∈ U. (49)
Consequently (48) and (49) imply that
L(u¯, p) = L(u¯, p¯) = (G+J)(u¯)+〈p,Au¯−b〉 ≤ (G+J)(u)+〈p¯, Au−b〉 = L(u, p¯), ∀p ∈ Rm, ∀u ∈ U.
From the definition of saddle point, it holds that (u¯, p¯) ∈ U∗ × P ∗.
Note that the argument above goes through as long as (u∗, p∗) is a saddle point of Lagrangian
function L(u, p). Therefore, we can set u∗ = u¯, p∗ = p¯ and taking limit for sequence {Λk(uk, pk)}.
From construction (42) of Λk(u, v), we know that zero is a cluster point of {Λk(uk, pk)}. Moreover,
we have shown that the limit of the total sequence {Λk(uk, pk)} exists. As a result, Λk(uk, pk)→ 0.
This combined with (43) implies that uk → u∗ and pk → p∗. 
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4 Complexity analysis in Ergodic and non-Ergodic sense
4.1 Convergence Rate Analysis in Ergodic sense
We first analyze the rate of convergence in ergodic sense. From the variational inequalities sys-
tem (14)-(15) for (P), we can look at an equivalent variational inequality
H(w)−H(w∗) + 〈F (w),Ω(w)− Ω(w∗)〉 ≥ 0,∀w ∈W, (50)
where
w =
(
u
p
)
, H(w) = (G+ J)(u), F (w) =
(
p
b−Au
)
,Ω(w) =
(
Au− b
p
)
and W = U ×C∗.
In the rest, we show that after running t iterations of the VAPP-AL, we can find a w ∈W such
that (50) is approximately satisfied with an error of O(1/t), thus proving convergence rate of O(1/t)
for the VAPP-AL algorithm.
Theorem 3 Suppose Assumptions of Theorem 2 hold, then
(i) we can construct the sequence {mk} satisfying
0 < δ ≤ mk+1 ≤ β − BG − γλmax(A
>A)
B
mk ≤ mk ≤ 1, with some 0 < δ ≤ 1. (51)
(ii) Let {w˜k} be the sequence generated by the VAPP-AL:
w˜k =
(
u˜k
p˜k
)
=
(
uk+1
pk + γ(Auk+1 − b)
)
. (52)
For any integer number t > 0, define w¯t as w¯t =
1
σt
∑t
k=0m
kw˜k. with σt =
∑t
k=0m
k,
Then it holds that
H(w¯t)−H(w) + 〈F (w),Ω(w¯t)− Ω(w)〉 ≤ 1
(t+ 1)δ
[
B
2
‖u− u0‖2 + 1
2ρ
‖p− p0‖2], (53)
i.e., w¯t is an approximate saddle point of L with the accuracy of O(1/t)
19
Proof. From the convexity of (G+ J)(u), for every u ∈ U, p ∈ Rm, we have
H(w¯t)−H(w) + 〈F (w),Ω(w¯t)− Ω(w)〉
≤ 1
σt
t∑
k=0
mk(G+ J)(u˜k)− (G+ J)(u) + 1
σt
t∑
k=0
mk〈p,Au˜k − b〉 − 〈p,Au− b〉+ 〈b−Au, 1
σt
t∑
k=0
mkp˜k − p〉
=
1
σt
t∑
k=0
mk
[
H(w˜k)−H(w) + 〈F (w),Ω(w˜k)− Ω(w)〉
]
. (54)
To get the upper bound of the variational term in the square brackets of (54), Let fk(·) = 1Kk(·)−
G(·)− γ2‖Au‖2, construct the follows merit function
Φk(u, v) = fk(u)− fk(v)− 〈∇fk(v), u− v〉, ∀u, v ∈ U.
From Assumptions of Theorem 2, we obtain the upper bound and lower bound for Φk(u, v) as
follows:
Φk(u, v) ≤ B
k
2
‖u− v‖2 ≤ B
2
‖u− v‖2, ∀u, v ∈ U,
Φk(u, v) ≥ β
k − BG − λmax(A>A)
2
‖u− v‖2 ≥ β − BG − λmax(A
>A)
2
‖u− v‖2 ≥ 0, ∀u, v ∈ U.
Now we ready to estimate the upper bound of the variation term of the square brackets of (54).
H(w˜k)−H(w) + 〈F (w),Ω(w˜k)− Ω(w)〉
≤ 〈∇G(u˜k), u˜k − u〉+ J(u˜k)− J(u) + 〈p,A(u˜k − u)〉+ 〈b−Au, p˜k − p〉
= 〈∇G(u˜k), u˜k − u〉+ J(u˜k)− J(u) + 〈p˜k, A(u˜k − u)〉+ 〈b−Au˜k, p˜k − p〉
+〈p− p˜k, A(u˜k − u)〉+ 〈A(u˜k − u), p˜k − p〉
= 〈∇G(u˜k), u˜k − u〉+ J(u˜k)− J(u) + 〈p˜k, A(u˜k − u)〉+ 〈b−Au˜k, p˜k − p〉. (55)
To estimate the first three terms of right hand side of (55), using variational inequality (31) and
u˜k = uk+1, p˜k = pk + γ(Auk+1 − b), we have
〈∇G(u˜k), u˜k − u〉+ J(u˜k)− J(u) + 〈p˜k, A(u˜k − u)〉
≤ −1

〈∇Kk(uk)− (Kk)′(uk+1), u− uk+1〉+ 〈∇G(uk)−∇G(uk+1), u− uk+1〉
+γ〈A(uk − uk+1), A(u− uk+1)〉 (56)
20
Then using three point identity Lemma 3.1 of [8], we obtain
−1

〈∇Kk(uk)−∇Kk(uk+1), u− uk+1〉+ 〈∇G(uk)−∇G(uk+1), u− uk+1〉
+γ〈A(uk − uk+1), A(u− uk+1)〉
= Φk(u, uk)− Φk(u, uk+1)− Φk(uk+1, uk)
≤ Φk(u, uk)− Φk(u, uk+1). (57)
As a result, we have
〈∇G(u˜k), u˜k − u〉+ J(u˜k)− J(u) + 〈p˜k, A(u˜k − u)〉
≤ Φk(u, uk)− Φk(u, uk+1). (58)
For dual hand, by condition (25) for ρ, we estimate the last term of right hand side of (55):
〈b−Au˜k, p˜k − p〉 = 1
ρ
〈pk − pk+1, p˜k − p〉
=
1
2ρ
[‖p− pk‖2 − ‖p− pk+1‖2] + 1
2ρ
[‖pk+1 − p˜k‖2 − ‖pk − p˜k‖2]
=
1
2ρ
[‖p− pk‖2 − ‖p− pk+1‖2 + ‖pk + ρ(Auk+1 − b)− pk − γ(Auk+1 − b)‖2
−‖pk − pk − γ(Auk+1 − b)‖2]
=
1
2ρ
[‖p− pk‖2 − ‖p− pk+1‖2 + (ρ− γ)2‖Auk+1 − b‖2 − γ2‖Auk+1 − b‖2]
=
1
2ρ
[‖p− pk‖2 − ‖p− pk+1‖2 + ρ(ρ− 2γ)‖Auk+1 − b‖2]
≤ 1
2ρ
[‖p− pk‖2 − ‖p− pk+1‖2] (59)
Together (58) and (59), we have
〈∇G(u˜k), u˜k − u〉+ J(u˜k)− J(u) + 〈p˜k, A(u˜k − u)〉+ 〈b−Au˜k, p˜k − p〉
≤ Φk(u, uk)− Φk(u, uk+1) + 1
2ρ
[‖p− pk‖2 − ‖p− pk+1‖2]. (60)
Since parameter mk satisfies condition (51), by Lemma 3 with µk(u, v) = Φk(u, v), we have
mk+1Φk+1(u, v) ≤ mkΦk(u, v),
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which follows the fact
mk[H(w˜k)−H(w) + 〈F (w),Ω(w˜k)− Ω(w)〉]
≤ mk[Φk(u, uk)− Φk(u, uk+1) + 1
2ρ
‖p− pk‖2 − 1
2ρ
‖p− pk+1‖2]
≤ mk[Φk(u, uk) + 1
2ρ
‖p− pk‖2]−mk+1[Φk+1(u, uk+1) + 1
2ρ
‖p− pk+1‖2]. (61)
Summing the inequality (61) over k = 0, 1, . . . , n, we obtain
1
σt
t∑
k=0
mk
[
H(w˜k)−H(w) + 〈F (w),Ω(w˜k)− Ω(w)〉
]
≤
m0
[
Φk(u, u0) + 12ρ‖p− p0‖2
]
σt
Together with σt ≥ (t+ 1)δ and (54), we observe that
H(w¯t)−H(w) + 〈F (w),Ω(w¯t)− Ω(w)〉
≤ 1
(t+ 1)δ
[
B
2
‖u− u0‖2 + 1
2ρ
‖p− p0‖2
]
,
and this complete the proof. 
Observe that Theorem 3 prompts VAPP-AL has the convergence rate O(1/t) in the worst case.
4.2 Convergence Rate Analysis in non-Ergodic sense
In this subsection, we analyze the iteration complexity of VAPP-AL in non-ergodic sense. Based
on (47), we know that limk→∞ ‖uk+1 − uk‖ = 0 is a necessary condition for the convergence of
VAPP-AL. Thus, ‖uk+1 − uk‖2 + ‖pk+1 − pk‖ can be used as a quantity to measure the degree
of convergence of the sequence {uk, pk} to a critical point. The following theorem provides the
convergence rate on ‖uk+1 − uk‖2 + ‖pk+1 − pk‖.
Theorem 4 Let the assumptions of Theorem 2 be satisfied, then there exists a small positive ν
such that
min
0≤k≤t
‖uk+1 − uk‖2 + ‖pk+1 − pk‖2 ≤ Λ
0(u0, p0)
(t+ 1)ν
.
where the sequence {(uk, pk)} is generated by VAPP-AL, Λ0(u0, p0) is defined by (42) with k = 0,
(u, p) = (u0, p0).
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Proof. From inequality (46), we have
Λk+1(uk+1, pk+1)− Λk(uk, pk)
≤ mk
(
1
2
(

(
BG + γλmax(A
>A)
)
− βk
)
‖uk − uk+1‖2 + 
2
(ρ− (1 + δ)γ)‖Auk+1 − b‖2
)
≤ mk
(
1
2
(

(
BG + γλmax(A
>A)
)
− βk
)
‖uk − uk+1‖2 + 
2ρ2
(ρ− (1 + δ)γ)‖pk − pk+1‖2
)
and lim
k→∞
Λk(uk, pk) = 0. Since 12
(

(
BG + γλmax(A
>A)
)− βk) < 0 and 
2ρ2
(ρ−(1+δ)γ) < 0, there
exist positive numbers ν1 and ν2 such that
mk
2
(
(BG + γλmax(A
>A))− βk
)
≤ −ν1 and m
k(ρ− (1 + δ)γ)
2ρ2
≤ −ν2.
By letting ν = min{ν1, ν2}, we have that
Λk+1(uk+1, pk+1)− Λk(uk, pk) ≤ −ν
(
‖uk − uk+1‖2 + ‖pk − pk+1‖2
)
(62)
Summing (62) over k and taking limit yields
t∑
k=0
ν
(
‖uk − uk+1‖2 + ‖pk − pk+1‖2
)
≤ Λ0(u0, p0).
Moreover, the above inequity implies that
min
0≤k≤t
[‖uk+1 − uk‖2 + ‖pk+1 − pk‖2] ≤ Λ
0(u0, p0)
(t+ 1)ν
.

5 Convergence Rate Analysis with Jacobian Regularization Quadratic
Core Function
In this section, the core function is endowed with the quadratic form:
Kk(u) =
N∑
i=1
θi
2
‖Aiui + (
∑
j 6=i
Aju
k
j − b)‖2 +
N∑
i=1
αi
2
‖Piui‖2, (63)
where θi ≥ 0 and αi ≥ 0 for all i = 1, . . . , N . We shall show how to improve convergence rate
when the core function has the above quadratic form. To facilitate our discussion, we assume G(·)
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is twice differentiable and let
H :=
1


θ1A
T
1A1 + α1P
T
1 P1
. . .
θiA
T
i Ai + αiP
T
i Pi
. . .
θNA
T
NAN + αNP
T
NPN

Qk :=
∫ 1
0
∇2G(uk + τ(uk−1 − uk))dτ and H˜k := H − γATA−Qk
From Assumption 1, we have that the hessian matrix of G(·) is bounded above, i.e., there exists some
0 < BG <∞ such that 0  ∇2G(u)  BGI, ∀ u ∈ U . Consequently, it holds that 0  Qk  BGI.
We denote
H := H − γATA−BGI, H := H − γATA. (64)
Then, obviously H  H˜k  H for all k.
The following proposition provides convergence of VAPP-AL with Jacobian regularization quadratic
core function, whose condition is weaker than that of Theorem 2.
Proposition 1 When the core function is given by (63), Assumption 2 is automatically satisfied
if for each index i = 1, . . . , N , we either have Ai has full column rank with θi > 0 or Pi has full
column rank with αi > 0.
(i) Moreover, suppose H  0 and ρ ≤ (1 + δ)γ, with some 0 < δ ≤ 1 then the convergence of
VAPP-AL is guaranteed.
(ii) In addition, the convergent condition 0 <  < βk/(BG + γ · λmax(A>A)) in Theorem 2 implies
that H  0. That is to say VAPP-AL actually converges under a weaker condition with Jacobian
regularization quadratic core function.
Proof. (i) For Kk(u) is given by (63) and Λk(u, p) is defined in (42), from (44) and (45), we have
that
Λk+1(uk+1, pk+1)− Λk(uk, pk) (65)
≤ mk(− 1
2
N∑
i=1
‖(θiAi + αiPi)(uki − uk+1i )‖2 +
BG
2
‖uk − uk+1‖2 + 
2
γ‖A(uk+1 − uk)‖2
+

2
(ρ− (1 + m
k
mk+1
)γ)‖Auk+1 − b‖2)
= mk
(
− 
2
‖uk − uk+1‖2H +

2
(ρ− (1 + δ)γ)‖Auk+1 − b‖2
)
. (66)
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For H  0 and ρ ≤ (1 + δ)γ, we derive from (66) that
Λk+1(uk+1, pk+1)− Λk(uk, pk) ≤ 0.
The following convergence proof is similar to the proof of Theorem 2. Therefore, the convergence
is hold.
(ii) It is obviously that, when the core function is given by (63), we have
βk = min
i
θiλmin(A
>
i Ai) + min
i
αiλmin(P
>
i Pi)
when the core function is given in (63). Due to the definition of H, we have that
λmin(H) =
1

(
min
i
θiλmin(A
>
i Ai) + min
i
αiλmin(P
>
i Pi)
)
=
βk

Consequently,
〈Hx, x〉 = 〈(H − γATA−BGI)x, x〉
≥
(
λmin(H)− γλmax(A>A)−BGI
)
‖x‖2
=
(
βk

− γλmax(A>A−BG)
)
‖x‖2 ≥ 0,
where the last inequality follows from the fact that  is chosen according to (25).
Thus, H  0. Therefore, the convergence condition of Theorem 2 is a sufficient but not necessary
condition of that of Proposition 1.

The subproblems and convergent conditions of VAPP-AL with some important Jacobian regular-
ization quadratic core functions are summarized in Table 2.
Since the separable programming (SP) is a special case of (P) with J(u) = 0, the convergent
conditions in Table 2 can also be applied to (SP). Moreover, the following remark shows that the
VAPP-AL framework may include some existent Jacobian type augmented Lagrangian decompo-
sition methods as special cases.
Remark 1 First note that, if  = 1, θi = γ = ρ, αi = 1, P¯i = P
>
i Pi for all i = 1, . . . , N , and
P¯i  γ( N2−ρ/γ − 1)A>i Ai, then H  0, PJVAPP is actually the PJADM in [17].
Second note that, if  = 1, θi = γ = ρ, αi = sγ, Pi = Ai for all i = 1, . . . , N , and s ≥ N − 1, then
H  0 PJVAPP is actually the Algorithm (1.6) in [23].
25
VAPP for (P) Subproblem (APk) Convergent condition
Proximal
Jacobian
VAPP
(PJVAPP)
for all i,
θi > 0,
αi > 0,
 = 1
〈∇G(uk), u〉+ J(u) + 〈pk, Au− b〉
+
∑N
i=1
θi
2 ‖Aiui +
∑
j 6=i
Aju
k
j − b‖2 +
∑N
i=1
αi
2 ‖Pi(ui − uki )‖2
H  0, 0 < ρ ≤ (1 + δ)γ
Ai has full column rank
or
Pi has full column rank
for all i
Linear
Jacobian
VAPP
(LJVAPP)
for all i,
θi > 0,
αi = 0
〈∇G(uk), u〉+ J(u) + 〈pk, Au− b〉
+〈γ(1− 1 )(Auk − b), Au〉+
∑N
i=1
θi
2 ‖Aiui +
∑
j 6=i
Aju
k
j − b‖2
H  0, 0 < ρ ≤ (1 + δ)γ
Ai has full column rank
for all i
Linear
Proximal
VAPP
(LPVAPP)
for all i,
θi = 0,
αi > 0
〈∇G(uk), u〉+ J(u) + 〈pk, Au− b〉
+〈γ(Auk − b), Au〉+∑Ni=1 αi2 ‖Pi(ui − uki )‖2
H  0, 0 < ρ ≤ (1 + δ)γ
Pi has full column rank
for all i
Table 2: Implementation of VAPP with Jacobian regularization quadratic core functions Kk(·)
To illustrate the convergence rate of VAPP-AL with Jacobian regularization quadratic core func-
tions, we quote a lemma in [17], which is useful to establish the o(1/k) convergence rate in this
paper.
Lemma 4 If a sequence {ak} ⊆ R obeys: (1) ak ≥ 0; (2)
∑∞
k=1 ak < +∞; (3) ak is monotonically
non-increasing, then we have ak = o(1/k).
Inspired by the above lemma, the key of our analysis is the monotonicity of sequence ‖uk−uk+1‖2
H
+
1
ρ‖pk − pk+1‖2, which is proved in the following lemma.
Lemma 5 Suppose the sequence {uk, pk} is generated by VAPP-AL, G(·) is twice differentiable
convex function. If H  0 and 0 < ρ ≤ (1 + δ)γ ≤ 2γ, where 0 < δ ≤ 1, then it holds that
‖uk − uk+1‖2
H
+
1
ρ
‖pk − pk+1‖2 ≤ ‖uk−1 − uk‖2
H
+
1
ρ
‖pk−1 − pk‖2 (67)
Proof. To simplify the notation, we let
∆uk+1 = uk − uk+1 and ∆pk+1 = pk − pk+1.
Consequently, ∆uk+1i = u
k
i − uk+1i , i = 1, . . . , N . Recall that the subproblem of VAPP-AL is
given by (18) and from the optimality condition it follows that for i = 1, . . . , N there exits a point
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yk+1i ∈ ∂Ji(uk+1i ) satisfying(
1

(
∇uiKk(uk+1)−∇uiKk(uk)
)
+∇uiG(uk) +ATi
(
pk + γ(Auk − b)
)
+ yk+1i
)T
(ui − uk+1i ) ≥ 0, ∀ ui ∈ Ui.
Then for any i = 1, . . . , N and ui ∈ Ui, plugging the gradient of the core function that defined
in (63) into the above formula yields
(
−θi

ATi Ai∆u
k+1
i −
αi

P Ti Pi∆u
k+1
i +∇uiG(uk) +ATi
(
pk + γ(Auk − b)
)
+ yk+1i
)T
(ui − uk+1i ) ≥ 0.(68)
Repeating the above argument for the k − 1-th iteration gives that
(
−θi

ATi Ai∆u
k
i −
αi

P Ti Pi∆u
k
i +∇uiG(uk−1) +ATi
(
pk−1 + γ(Auk−1 − b)
)
+ yki
)T
(ui − uki ) ≥ 0.(69)
Moreover, since J(·) is convex, for any yki ∈ ∂Ji(uki ) and yk+1i ∈ ∂Ji(uk+1i )
〈yki − yk+1i , uki − uk+1i 〉 ≥ 0.
Therefore, by taking ui = u
k
i in (68) and ui = u
k+1
i in (69), it holds that
0 ≤
N∑
i=1
〈yki − yk+1i , uki − uk+1i 〉
≤
N∑
i=1
θi

〈Ai(∆uki −∆uk+1i ), Ai∆uk+1i 〉+
N∑
i=1
αi

〈Pi(∆uki −∆uk+1i ), Pi∆uk+1i 〉
−〈∇G(uk−1)−∇G(uk),∆uk+1〉 − 〈∆pk, A∆uk+1〉 − γ〈A∆uk, A∆uk+1〉
= −‖∆uk+1‖2H + (∆uk)T H˜k∆uk+1 − 〈∆pk, A∆uk+1〉,
where the equality follows as
∇G(uk−1)−∇G(uk) =
∫ 1
0
d∇G(uk + τ(uk−1 − uk)) =
∫ 1
0
∇2G(uk + τ(uk−1 − uk))dτ(uk−1 − uk).
Since H  H˜k  H  0, the above inequality implies that
2〈∆pk, A∆uk+1〉 ≤ −2‖∆uk+1‖2H + 2(∆uk)T H˜k∆uk+1
≤ −2‖∆uk+1‖2H + ‖∆uk‖2H˜k + ‖∆uk+1‖2H˜k
≤ −2‖∆uk+1‖2H + ‖∆uk‖2H + ‖∆uk+1‖2H (70)
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Observing ∆pk+1 = ∆pk + ρA∆uk+1 is the dual update of VAPP-AL, it follows that
1
ρ
‖∆pk+1‖2 − 1
ρ
‖∆pk‖2 = 2〈∆pk, A∆uk+1〉+ ρ‖A∆uk+1‖2
≤ −2‖∆uk+1‖2H + ‖∆uk‖2H + ‖∆uk+1‖2H + ρ‖A∆uk+1‖2.
As a result,(
‖∆uk+1‖2
H
+
1
ρ
‖∆pk+1‖2
)
−
(
‖∆uk‖2
H
+
1
ρ
‖∆pk‖2
)
≤ −2‖∆uk+1‖2H + 2‖∆uk+1‖2H + ρ‖A∆uk+1‖2
= −‖∆uk+1‖2(2γ−ρ)A>A
≤ 0,
the last inequality is due to the choice of ρ in (25) and the proof is complete. 
With those preparations in hand, the convergence rate of our algorithm readily follows.
Theorem 5 Suppose Assumption 1 holds, the core function is defined in (63), and for each index
i = 1, . . . , N , we either have Ai has full column rank with θi > 0 or Pi has full column rank with
αi > 0. Moreover, assume that H  0 and G(·) is convex, twice differentiable and its hessian
matrix is bounded. Suppose the sequence {uk, pk} is generated by VAPP-AL and the values of the
parameters ρ and  are chosen based on (25). Then it follows that for any integer t > 0 we have
‖ut − ut+1‖2
H
= o(1/t) and ‖pt − pt+1‖2 = o(1/t).
Proof. Due to the previous discussion and the choice of , ρ, Theorem 2 follows. Therefore,
Λk+1(uk+1, pk+1)− Λk(uk, pk)
≤ 1
2
(

(
BG + γλmax(A
>A)
)
− βk
)
‖uk − uk+1‖2 + 
2
(ρ− (1 + δ)γ)‖Auk+1 − b‖2,
and lim
k→∞
Λk(uk, pk) = 0. Since 12
(

(
BG + γλmax(A
>A)
)− βk) ≤ 0 and 2(ρ− (1 + δ)γ) ≤ 0, there
exist positive numbers η1 and η2 such that
1
2
(

(
BG + γλmax(A
>A)
)
− βk
)
I  −η1H and 
2
(ρ− (1 + δ)γ)I ≤ −η2
ρ
I.
By letting η = min{η1, η2}, one has that
Λk+1(uk+1, pk+1)− Λk(uk, pk) ≤ −η
(
‖uk − uk+1‖2
H
+
1
ρ
‖pk − pk+1‖2
)
(71)
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Summing (71) over k and taking limit yields
∞∑
k=1
(
‖uk − uk+1‖2
H
+
1
ρ
‖pk − pk+1‖2
)
≤ 1
η
Λ0(u0, p0) <∞.
Moreover Lemma 5 implies that the sequence {‖uk − uk+1‖2
H
+ 1ρ‖pk − pk+1‖2} is non-increasing.
Finally, the conclusion follows by combining those results with Lemma 4. 
6 Conclusion
In this paper, we propose a new VAPP-AL framework that can allow the core function of standard
APP to be different at each iteration. We illustrate that how some known algorithms (especially
some variants of ADMM) can be considered as specializations and solved by our framework. We
prove that under some mild conditions, the solution sequence generated by VAPP-AL converges.
Moreover the the convergence rate of O(1/t) are provided in both ergodic and non-ergodic sence.
When the core function is specialized to be quadratic, we show that an even lower iteration com-
plexity of o(1/t) can be achieved. In addition, our framework can handle a convex problem with
nonseparable objective and multi-blocks coupled linear constraints.
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