A classical method for solving the variational inequality problem is the projection algorithm. We show that existing convergence results for this algorithm follow from one given by Gabay for a splitting algorithm for finding a zero of the sum of two maximal monotone operators. Moreover, we extend the projection algorithm to solve any monotone affine variational inequality problem. When applied to linear complementarity problems, we obtain a matrix splitting algorithm that is simple and, for linear/quadratic programs, massively parallelizable. Unlike existing matrix splitting algorithms, this algorithm converges under no additional assumption on the problem. When applied to generalized linear/quadratic programs, we obtain a decomposition method that, unlike existing decomposition methods, can simultaneously dualize the linear constraints and diagonalize the cost function. This method gives rise to highly parallelizable algorithms for solving a problem of deterministic control in discrete time and for computing the orthogonal projection onto the intersection of convex sets.
Introduction
Let X be a nonempty closed convex set in 39 n and let f:X-49 n be a continuous function. Consider the following problem:
Find an x*e X satisfying (f(x*), x -x*) 2 0, V xe X.
VI(X,f)
This problem, called the variational inequality problem, has numerous applications to optimization, including the solution of systems of equations, constrained and unconstrained optimization, traffic assignment, and saddlepoint point problems.
[See for example [Aus76] , [BeT89] , [CGL80] , [GLT81] , [KiS80] .]
We make the following standing assumptions regarding f and X: The problem VI(X,f) has a solution.
Let D be an nxn positive definite matrix D. Consider the following algorithm for solving VI(X,f) whereby the original variational inequality is approximated by a sequence of affinme variational inequalities:
Asymmetric Projection (AP) Algorithm
Iter. 0 Start with any x°E X. Iter. r+l Given an xre X, compute a new iterate xT+" 1 X satisfying (D(x + l -xr) + f(xr), x-xr+l) > 0, Vxe X.
(1.1
[The iteration (1.1) is well defined because D is positive definite [BeT89, §3.5], [KiS80, §2] .] We have called the above algorithm the asymmetric projection (AP) algorithm because if D is symmetric, then it reduces to the well-known projection algorithm [Sib70] (also see [BeT89] , [Daf83] , [KiS80] , [PaC82] It has been shown that if D and f satisfy a certain contraction condition [PaC82] , [Daf83] , then {xr } generated by the AP iteration (1.1) converges to a solution of VI(X,f). Unfortunately, this condition implies that f is strictly monotone, which excludes from consideration important special cases of VI(X,f) such as linear complementarity problems and linear/quadratic programs. The goal of this paper is two-fold: First we show that the existing convergence conditions for the AP algorithm follow as a corollary of a general convergence condition given by Gabay [Gab83] for a forward-backward splitting algorithm. This leads to a unified and a much simpler characterization of the convergence conditions. Second, we show that the convergence condition for the AP algorithm can be broadened such that it is applicable to all monotone (not necessarily strictly monotone) affinme variational inequality problems. In particular, we apply this algorithm to linear complementarity problems (for which X is the non-negative orthant) to obtain a matrix splitting algorithm that is simple and, for linear/quadratic programs, massively parallelizable. Unlike existing matrix splitting algorithms [Man77] , [Pan84] , [LiP87] , this algorithm requires no additional assumption (such as symmetry) on the problem data for convergence. We also apply this algorithm to generalized linear/quadratic programming problems to obtain a new decomposition method for solving these problems. This method has the important advantage that it can simultaneously dualize any subset of the constraints and diagonalize the cost function; hence it is highly parallelizable. We describe applications of this method to a problem of deterministic control in discrete time and to computing the orthogonal projection onto the intersection of convex sets. This paper proceeds as follows: In §2 we describe the forward-backward splitting algorithm and a convergence result of Gabay for this algorithm. In §3 we show that the AP algorithm is a special case of this splitting algorithm and that Gabay's result contains as special cases existing convergence results for the AP algorithm. In §4 we show that the AP algorithm can be applied to solve any monotone affine variational inequality problem. In §5 we further specialize the AP algorithm to a decomposition method for generalized linear/quadratic programming. In §6 we further specialize the AP algorithm to a matrix splitting algorithm for solving linear complementarity problems.
In our notation, all vectors are column vectors and superscript T denotes transpose. We denote by (.,.) the usual Euclidean inner product and by IIII its induced norm. [The argument of 11-11 can be either a matrix or a vector.] For any nxn matrix D, we denote its symmetric part by
For any set YC 9 i n , we denote by by(.) the indicator function for Y, i.e. by(y) is zero if ye Y and is oo otherwise. For any closed convex function h:9Rn--(-oo,oo] and any xe 9" n , we denote by Dh(x) the subdifferential of h at x. For any closed set Y in 9in we say a function h:Y-* n 1 is co-coercive with modulus a > 0 if
[Note that a co-coercive function is Lipschitz continuous and monotone.]
A Splitting Algorithm
A multifunction T:9n1"-9R n is said to be a monotone operator if (y-y',x-x') > 0 whenever ye T(x), y'e T(x').
It is said to be maximal monotone if, in addition, the graph { (x,y)e 9n"x91 n I ye T(x) } is not properly contained in the graph of any other monotone operator T'r:9"Rn--n. [A classical example of a maximal monotone operator is the subdifferential of a closed proper convex function (see [Min64] or [Mor65] ). General discussion of maximal monotone operators can be found in [Br673] , [Dei85] , [Roc76] .] We denote by T-' the inverse of T,
i.e.
(T-l)(y) = { x 9in I yeT(x) }, V y.e 9 n .
It is easily seen from symmetry that the inverse of a maximal monotone operator is also a maximal monotone operator.
Let Y be any closed convex set in 9V n . [LiM79] , is a splitting iteration that alternates between a forward step with respect to h and a backward step with respect to T. Convergence of this iteration has been extensively studied [Bru75] , [Gab83] , [Pas79] , [Lem88] , [Tse88] . The result that is most useful to us is the following given by Gabay:
If h is a co-coercive function with modulus greater than 1/2, then the sequence {yr) generated by the iteration (2.2) converges to a solution of (2.1) from any starting point y 0 in Y.
The iteration (2.2), despite its simplicity, is a very powerful tool for the development of decomposition methods. Both a projection algorithm of Goldstein [Gol64] and an algorithm of Han and Lou [HaL88] can be shown to be special cases of this iteration (see [Tse88] ). 'A number of new decomposition algorithms for solving variational inequality problems and convex programs can also be derived from it [Gab83] , [Tse88] . We will presently derive many more algorithms of this kind.
It should be noted that a function is co-coercive if and only if its inverse is a coercive (i.e. strongly monotone) operator. Hence it would appear that the splitting iteration (2.2) is restricted to problems having some strongly monotone component. For example, the applications given in [HaL88] , [Lem88, Theorem 1], [Tse88] for convex programming are restricted to problems having some strongly convex component in the cost function. However, we shall see that this is not the case.
Relation to Splitting Algorithm
Let D be an nxn positive definite matrix. To simplify the notation, let
and Y = { D 1 / 2 x I xeX }. Also let f:Y--9 -n be the function
We have the following result:
Proposition 2 If T -L is co-coercive with modulus greater than 1/2, then the AP iteration (1.1) is a special case of (2.2) and ({x r ) generated by (1.1) converges to a solution of VI(X,f). [Roc70b]) L + ay is a maximal monotone operator with effective domain Y, and the above iteration is a special case of (2.2). Since by assumption f -L is co-coercive with modulus greater than 1/2, it follows from Proposition 1 that the sequence {yr) converges to an y'e Y satisfying 0 e asc(y") + f(y").
Since x" = D-1 /2y" is easily seen to be a solution of VI(X,f), this completes the proof. Q.E.D.
We show below that if f is Lipschitz continuous, then the hypothesis of Proposition 2 are implied by the convergence conditions given by Pang and Chan [PaC82, Theorem 2.9] (also see [BeT89] , [Daf83] ).
Proposition 3 If f is Lipschitz continuous and there exists a Pe (0,1) such that
then f -L is co-coercive with modulus greater than 1/2.
Proof: It suffices to show that
[lly-xll, we have (also using the definition of L (3.1))
Since f is Lipschitz continuous (with modulus say p), we have that IIf(y) -Ly -f(x) + Lxl < (IILll+pllII'lll)lly-xll and the above inequality implies
Q.E.D.
Application to Affine Variational Inequalities
Consider the special case of VI(X,f) where f is affine, i.e.
where Q is an nxn positive semi-definite matrix and q is an n-vector. We choose a positive definite matrix D as before and denote
Let L and f be given by, respectively, (3.1) and (3.2). We strengthen Proposition 3 as follows:
Proposition 4 If III + HII < 2 and E is symmetric, then 1 -L is co-coercive with modulus greater than 1/2.
Proof: Let P = I + H. Then (by (3.1)-(3.2), (4.1)-(4.2)) f(y) -Ly -f(x) + Lx = P(y-x) and P is symmetric positive semi-definite (since H is symmetric and (z , Pz) = (D-1/ 2 z, QD-'/2z) > 0 for all ze gn), so that P 1 / 2 exists. Hence
and f -L is co-coercive with modulus 1/IPII. Q.E.D.
[Notice that if both D and Q are symmetric, then I + H = D-1 /2QD-1/ 2 .] We show below that the condition III + HII < 2 can always be satisfied by choosing D appropriately. This is a crucial step towards the development of useful algorithms.
Proposition 5 Let D = yI -F, where F is any nxn matrix. Then, for all y sufficiently large (y depends on F and Q only), III + Hil < 2.
Proof: First note that D = yI -F. Hence, for all y> IIFII, we can expand D-1/2 as [A more refined analysis shows that y> 4(IIQIII+IIFII+IIF1) is sufficient.] Also, more generally, we can choose D = yM -F, where M is any nxn symmetric positive definite matrix, and the conclusion of Proposition 5 can be seen to hold still. Letting w = B'/2z and using the inequality IID-1/ 2 w11 2 > llw11 2 /11DII, we obtain
(1-c0/IIDlI)'IIwII 2 > I(D-/ 2 Eb-1/2w, w)l, V we 9 n.
Since for any nxn symmetric matrix A, IIAil = maxllwll=l I(Aw, w)l, this implies
(1-a/lID!I) 2_ IID-/2ED-1/211.
Decomposition in Generalized Linear/Quadratic Programming
Consider the the affine variational inequality problem (cf. (4.1))
Find an x*eX satisfying (Qx* + q, x -x*) > 0, V xe X, where F' and F" are, respectively, some kxk and mxm symmetric positive semi-definite matrices. For certain choices of F' and F" (e.g. F' = G, F" = H), this may significantly improve the rate of convergence. Problem decomposition can still be achieved if we choose F' and F" to be block diagonal according to the Cartesian product structure of, respectively, V and W.
We can also alternate between the two iterations (5.4a)-(5.4b) and (5.5a)-(5.5b) similar to Aitken's double sweep method. This typically accelerates the convergence in practice (although we do not have a convergence proof for this mixed method). or V x or 9tn r or Us, for some t, which typically is easy to solve.] By Proposition 7, if (5.7) has an optimal solution and there exists optimal Lagrange multipliers associated with the constraints (5.8a)-(5.8b), then, for all y sufficiently large, the sequence of iterates generated by the iteration (5.4a)-(5.4b) (applied to solve this special case of (5.1)-(5.2)) converges. [Conditions for the existence of an optimal primal dual pair can be found in [Roc87] .]
Notice that, in the above formulation, all of the system dynamic constraints are dualized (i.e., incorporated into the matrix A). Alternatively we can dualize only a subset of these constraints. For example, we can dualize only those constraints describing the system dynamic at odd time units. In this case, W becomes W 0 xW 2 x... [Of course, G, H, A, V, b and c also change accordingly.] Then the minimization problem in (5.4a) decomposes into h+l separate subproblems. Although the number of separate subproblems is less in this formulation, the iteration will likely converge faster since only about half of the system dynamic constraints are dualized.
A Matrix Splitting Algorithm for Linear Complementarity Problems
Consider the problem Find an x*E gn satisfying x* > 0, Qx* + q > 0, (Qx* + q, x*) = 0.
(LCP)
where Q is an nxn positive semi-definite matrix and q is an n-vector.
[The more general case where upper bound constraints are present may be treated analogously.] This problem, called the linear complementarity problem, is a classical problem in optimization (see [BaC78] , [CGL80] , [Man77] , [Pan84] ).
It is easily seen that (LCP) is a special case of VI(X,f) with f(x) = Qx + q and X being the non-negative orthant in 9Rn. Let D = yI -F (cf. Proposition 5), where y is some yet to be determined scalar and F = RT -S, where R (S) denotes the upper (lower) triangular part of Q. Then Q -D = R + K + RT -yI, where K denotes the nxn diagonal matrix whose j-th diagonal entry is the j-th diagonal entry of Q; hence Q -D is symmetric. Consider applying the AP iteration (1.1) to solve this special case of VI(X,f) with the above choice of D. Then we obtain the following Gauss-Seidel iteration: xir+l = [ xi r + (j<i (Qji-Qij)j r + _ -j<i Qjixj r -ji Qijx -qi)/ ]+, i = 1, 2, ... , n, where Qij denotes the (i,j)-th entry of Q, qi denotes the i-th coordinate of q, and [-]+ denotes the projection onto the interval [O,oo). The above iteration is simple and, if Q has a certain special structure (e.g. Q given by (5.2) with G = 0 and q given by (5.2), which corresponds to the (LCP) formulation of the quadratic program min {(w , Hw)/2 + (c , w) I Aw > b, w > 0 }), also highly parallelizable. Since Q -D is symmetric, it follows from Propositions 2, 4 and 5 that if (LCP) has a solution, then, for all sufficiently large y (y depends on Q only), {xr} generated by the above iteration converges to a solution of (LCP). The algorithm based on this iteration, in the terminology of [Pan84] (also see [LiP87] ), is a matrix splitting algorithm. However, in contrast to existing matrix splitting algorithms, this algorithm converges without any additional assumption on the problem data (such as symmetry of Q).
We can alternatively choose F to be the matrix F = ST -R. Depending on the structure of the matrix A, this choice may be more advantageous.
