Variational monotone recurrence relations arise in solid state physics as generalizations of the Frenkel-Kontorova model for a ferromagnetic crystal. For such problems, Aubry-Mather theory establishes the existence of "ground states" or "global minimizers" of arbitrary rotation number.
Introduction
The physical model that we take as the main motivation for the results of this paper, is a generalized Frenkel-Kontorova crystal model. The classical Frenkel-Kontorova model, first introduced in [9] , can be used to describe an infinite array of particles that lie in a periodic background potential, where each particle is attracted to its closest neighbors by linear forces. Let a sequence x = (..., x−1, x0, x1, ...) of real numbers describe the positions of the crystal particles, such that the position of the i-th particle is xi. The equation of motion for this particle is given by
where V : R → R satisfying V (ξ + 1) = V (ξ), is the periodic background potential.
To investigate the equilibrium solutions of this model, we have to solve for all i ∈ Z the recurrence relation xi−1 − 2xi + xi+1 − V ′ (xi) = 0.
(1.1)
Moreover, if the rotation number of an invariant circle is "very irrational", the KAM-theory provides perturbation results that show that for small enough smooth perturbations, the foliations persist (see [22] ). A review of these results can be found in [18] . On the other hand, the case of Cantor sets for the classical Frenkel-Kontorova model arises in numerous examples. For example, for any irrational rotation number, the construction of the set of global minimizers as a continuation from the anti-integrable limit gives a Cantor set -see [12] . In the setting of the standard map, the conditions that force the class of global minimizers of any irrational rotation number from a fixed interval to be a Cantor set, have been precisely studied in [13] . In the case where the rotation number is Liouville (not "very irrational"), Mather has proved a much stronger result. It states that the set of local energies that have Cantor sets is dense in the C k topology for any k ∈ N -see [15] , [16] and [17] . Moreover, the equivalent results in the analytic case are worked out in [8] .
For generalized Frenkel-Kontorova crystal models, the study of minimal foliations and laminations corresponds to the physical effects referred to sliding and pinning, respectively. The gaps in foliations define regions where atoms of the crystal that constitute a Birkhoff minimal solution cannot be found. Also in this general case, laminations can be obtained by large "bumps" on the local potentials (see for example [21] ). Moreover, Mather's destruction result for Liouville rotation numbers [17] has been generalized to this case by the authors in [20] .
However, since the single crossing property does not hold in this general setting, there are global minimizers that are not Birkhoff. The dichotomy theorem in this paper implies that at least in the setting we are working in, it makes sense to study minimal laminations and foliations, because Birkhoff global minimizers cannot be approximated by non-Birkhoff global minimizers.
Observations for a linear crystal model
The first obvious extension of the Frenkel-Kontorova crystal model from (1.1), is to assume that the atoms also interact with the second-closest neighbors via linear attracting forces. In this case the recurrence relation becomes Then it is easy to see by a convexity argument that any solution of (1.2) is a minimizer.
Observe that all the solutions of (1.1) can be described as linear sequences defined by xi := ν · i + x0 and it is easy to see that linear sequences also solve 0 . This implies that any global minimizer of (1.3), where b ∈ (0, 1), is either linear, and in particular very regular, or exponentially growing and oscillating, and as such relatively non-physical. We will prove equivalent statements that reflect this duality in a much more general nonlinear setting.
In case b = 0, the equation c + c
has a double root in c = −1, so it gives the general solution x by xi = k0 + k1i + k2(−1)
i + k3(−1) i i. Obviously, non-linear global minimizers in this case do not exhibit exponential growth. We will make assumptions on our model that exclude this degenerate uncoupled case.
Setting
In this section we introduce our notation and quote some standard results from AubryMather Theory.
As mentioned in the introduction, we are interested in monotone recurrence relations for which we assume that the particles obey Newton's second law of motion. More precisely, the force acting on a particular particle xi comprises of a local force arising from a background potential V (xi) and an interaction force that can be written as a sum of forces j Fi,j , such that Fi,j corresponds to an elastic force generated by a nearby particles xj. Moreover, we assume that the elastic forces are generated by potentials, which allows for a variational approach. This induces the following formal setup.
The underlying space for the variational principle is the space of real-valued sequences. Let 1 ≤ r ∈ N be a natural number that represents the range of interaction between particles. Consider a C 2 function S : R r+1 → R. For every sequence x ∈ R Z and for every j ∈ Z define the function Sj (x) := S(xj, ..., xj+r). We look for sequences x that solve the following recurrence relations:
(1.4) This is equivalent to finding solutions to the variational problem on the formal sum
or solving the variational recurrence relation
The formal potential W corresponds to Newtonian variational monotone recurrence relations, if S satisfies the definition of a "local energy", stated below. Definition 1.1. Let 1 ≤ r ∈ N represent the range of interaction. We call a function S ∈ C 2 (R r+1 ) a local energy, if for 1 ≤ j ≤ r there exist functions fj ∈ C 2 (R 2 ) such that
and such that for every 1 ≤ j ≤ r, fj satisfies;
2. uniform bound on the second derivatives: for all i, k ∈ {1, 2}, there exists a constant
4. strong twist (monotonicity): there exists a λ > 0 such that
(1.6) Remark 1.2. Note that the conditions 1-4 in the definition 1.1 imply that the local energies Si satisfy the following conditions;
1. periodicity: Si(xi + 1, ..., xi+r + 1) = Si(xi, ..., xi+r), 2. uniform bound on the second derivatives: max{j, k ∈ Z | ∂ j,k Si sup} ≤ K, 3. coercivity: Si(xi, ..., xi+r) → ∞ if sup i≤j≤i+r |xi − xj| → ∞,
strong twist (monotonicity):
∂i∂jSi(x) ≤ −λ < 0, for all j ∈ {i + 1, ..., i + r}, and
To motivate these conditions, we explain what form the local energy for Frenkel-Kontorova models takes. By defining
where V : R → R is a real periodic C 2 function, (1.4) corresponds to (1.1). Obviously, S above satisfies all the conditions from Definition 1.1. The local energy corresponding to (1.2) is defined by
and again satisfies all of the conditions from Definition 1.1. Generalizing this model to the case where the forces are allowed to have non-linear dependence on the distance and to the case where the range of forces is arbitrary but finite, gives a general local energy from Definition 1.1.
Let us set some more notation. By B = [i0 − r, i1] we will denote an arbitrary finite segment of Z with i1 − i0 ≥ 0. Next, denote byB = [i0, i1] the interior of B and bȳ B := [i0 − r, i1 + r] its closure. Then we can define the boundary of B by ∂B =B\B so that ∂B := ∂B− ∪ ∂B+ and ∂B− :
We define
which is a function of coordinates of x with indices inB, i.e. xi 0 −r , ..., xi 1 +r . Observe that for any i ∈B it holds that ∂iWB(x) = i j=i−r ∂iSj(x). Hence, x is a solution of (1.4), if and only if it is an equilibrium point for WB, with respect to variations with support inB, for an arbitrary domain B ⊂ Z.
A strong condition that ensures that a sequence solves (1.4), is the following.
Definition 1.4.
A sequence x is called a global minimizer, if for all B as above and all v such that supp(v) ⊂B it holds that WB(x) ≤ WB(x + v). We denote the set of all global minimizers by M.
Definition 1.4 implies that global minimizers minimize an energy function with respect to compactly supported variations. In this sense, they are quite natural solutions for the problem (1.4). They are also the only solutions we are interested in for this paper.
The following definitions also prove useful. First, for every k, l ∈ Z, define the translation operator
Moreover, we use the following notation for ordered sequences x and y;
• x ≤ y: if for all i ∈ Z, xi ≤ yi,
• x < y: if for all i ∈ Z, xi ≤ yi and x = y, (weak ordering)
• x ≪ y: if for all i ∈ Z, xi < yi (strong ordering).
Most of this paper is concerned with crossings of global minimizers. Let us make this more precise. Recall that we say that two sequences cross, if their Aubry graphs cross. To specify the domain in which crossings of sequences occur, we introduce the following definition. 
and if the following holds. D is the minimal interval such that x < y or y < x on (−∞, j0] and that x < y or y < x on [j1, ∞).
In other words, x and y are weakly ordered on all (at most both) "connected" components of the complement of D, but the ordering does not have to be the same on these components.
Existence of global minimizers
In this section we give a brief sketch of how global minimizers are constructed when the local energy S satisfies Definition 1.1. For more precise proofs we refer to [7] , or [21] .
The definition of translation in (1.10) allows us to define, for fixed integers p, q ∈ Z, the set of p-q-periodic sequences by Xp,q := {x ∈ R Z | τp,qx = x}.
Since Xp,q is isomorphic to R p and S satisfies the periodicity condition from Definition 1.1, the formal action W in the variational principle (1.5) can be replaced by the periodic action Wp,q := p i=1 Si on Xp,q. It is not difficult to show that the coercivity condition from Definition 1.1 implies the existence of p-q-periodic sequences that minimize Wp,q. These sequences are called p-q-minimizers and they are solutions of (1.4). We denote the set of p-q-minimizers by Mp,q.
It turns out that periodic minimizers satisfy the following strong ordering properties. It follows by Aubry's lemma, applied in the setting of periodic sequences, that because of the twist condition (1.7), p-q-minimizers x = y have to satisfy x ≪ y or y ≪ x (see for example Lemma 4.5 in [21] ). Observe that for any k, l ∈ Z, Xp,q is τ k,l invariant and that also Wp,q is τ k,l invariant. In particular, it holds for every x ∈ Mp,q and every k, l ∈ Z that τ k,l x ≫ x or τ k,l x ≪ x. This is the reason why periodic minimizers satisfy the well known Birkhoff property:
Every sequence x with the Birkhoff property is called a Birkhoff sequence and we denote the set of all Birkhoff sequences by B. Furthermore, we denote the p-q-periodic Birkhoff sequences by Bp,q := B ∩ Xp,q and the set of Birkhoff global minimizers by BM := M ∩ B. It can be shown that, because p-qperiodic minimizers are Birkhoff, they are also global minimizers, so that Mp,q ⊂ M ∩ Xp,q. In fact, also the inclusion in the other direction holds, so that Mp,q = M ∩ Xp,q. Proofs of the statements above can be found in §4 [21] .
Next, we recall some properties of Birkhoff sequences in general. It is well known that Birkhoff sequences have a rotation number ρ(x) := lim n→±∞ xn n and that they satisfy the uniform estimate |xn − x0 − ρ(x)n| ≤ 1 for all n ∈ Z (1.12) (see §9 [10] ). Denote Bν := {x ∈ B | ρ(x) = ν} and BMν := Bν ∩ M and observe that for any x ∈ Bp,q, ρ(x) = q p . As discussed above, p-q-periodic Birkhoff minimizers of every period exist, so BM q/p = ∅. The uniform estimate (1.12) and the Birkhoff property (1.11), together with definition 1.4, shows that BM is compact with respect to point-wise convergence. This implies that we can take limits of periodic minimizers and get global minimizers of any irrational rotation number. We state this result, first published in [2] , in the following theorem. Theorem 1.6 (Existence of Birkhoff global minimizers). For any local energy S that satisfies Definition 1.1 and any rotation number ν ∈ R, there are Birkhoff global minimizers with rotation number ν, i.e. BMν = ∅.
Outline of the paper and statement of the results
In Section 2 we assemble all the tools needed for the proofs of Theorem A and Theorem B, after giving an intuitive explanation of the ideas behind these proofs. Section 3 contains the proof of Theorem A, stated below. Recall the definition 1.5 of the domain of crossing for sequences x and y.
Theorem A. Let x, y ∈ M and assume that for the domain of crossing D of x and y the following holds: D = ∅ and |D| < ∞. Then |D| <K, where the constantK depends only on the range of interaction r and the uniform constants λ and K from Definition 1.1.
In other words, we show that if the domain of crossing for two global minimizers x and y is bounded, then its size is smaller than some uniform constantK, independent of x and y.
In Section 4 we push the idea of the proof of Theorem A, to get the following result.
Theorem B. Assume that the domain of crossing D for x, y ∈ M is infinite. Then there is a constant d ∈ N that depends only on the range of interaction r and the uniform constants λ and K from Definition 1.1, such that the following holds. There exist monotone sequences kn, ln ∈ D with |kn+1 − kn| ≤ d and |ln − kn| ≤ r so that for all n, x kn > y kn , x ln < y ln and (
This theorem is the counterpart of Theorem A. It says that if the domain of intersection for global minimizers x and y is infinite, then x−y behaves very wildly in some specific sense. In fact, a monotone subsequence of the sequence x − y grows exponentially and changes sign.
In Section 5 we compare global minimizers to their translates and apply Theorem A and Theorem B. This results in the following:
Dichotomy Theorem. For every global minimizer x ∈ M one of the following two cases is true:
• It holds that x is a Birkhoff global minimizer and thus very regular.
• It holds that x is not a Birkhoff global minimizer. Then x is very irregular in the following sense. There are monotone infinite sequences {kn, ln} ∈ Z, with |kn+1 −kn| ≤ d, |ln − kn| ≤ r such that one of the following inequalities holds for all n ∈ N:
In particular, for every n one of the following must hold:
A global minimizer is thus either very regular and "almost linear", or it is oscillating and exponentially growing.
Appendix:
For global minimizers of twist maps, it is not only known that they are Birkhoff, but also that they exhibit some stronger ordering properties (see [18] ). We develop the equivalent theory for our setting in Appendix A. We compare arbitrary Birkhoff global minimizers of the same rotation number. We work in the space of Birkhoff global minimizers BM and assume that a weaker twist condition holds, making the statements slightly more general. We write the collection of Birkhoff global minimizers as the following union
• for ν ∈ R\Q, BMν := {x ∈ M ∩ Bν },
Using the ideas from the classical Aubry-Mather Theory for twist maps, we will show that each of the sets BMν , BM 
Preliminaries

Minimum-maximum principle
In this section, we explain some basic results that are the main tools for the rest of this paper. In particular, we derive the so-called minimum-maximum principle, strong comparison principle and an analogue of Aubry's lemma (Lemma 2.6), for the local energy S as in Definition 1.1. We start with the following definition.
Definition 2.1. For x, y ∈ R Z , define M and m by Mi := max{xi, yi} and mi := min{xi, yi}. We call W c B (x, y) := WB(y) − WB(m) − WB(M ) + WB(x) the crossing energy of x and y on B.
To compute the crossing energy of x and y, we use the idea from [7] , that allows us to generalize the so-called minimum-maximum principle from classical Aubry-Mather Theory to our setting. Define
Then it holds that M = max{x, y} = x + α, m = min{x, y} = x + β and y = x + α + β. This allows us to prove the following.
Lemma 2.2 (Minimum-maximum principle). For an arbitrary finite segment
Proof. By interpolating W c B (x, y) with respect to α and β, we get
Note that in the sum above αiβj ≤ 0 and that the supports of α and β are disjoint, so all of the terms with non-mixed derivatives vanish. Moreover, it follows from the strong twist condition (1.7), that non-zero terms in the formula above arise only in the case when either j = i, or k = i. By the uniform bounds from Definition 1.1, this gives the following inequality:
(2.14)
In particular, since β ≤ 0 and α ≥ 0, this implies that
In fact, it is clear from the proof above that WB(x) + WB(y) > WB(m) + WB(M ), whenever such i, j ∈ Z exist that |i − j| ≤ r and αiβj < 0 or αjβi < 0. This inequality means that any crossing of the sequences x, y is reflected in the value of W c B (x, y). This is a consequence of the strong twist condition (1.7) and also the reason why a weaker twist condition, as in [11] or [21] cannot be used in the following proofs.
Next, we explain an important property of solutions of the variational principle (1.5).
Lemma 2.3 (Strong ordering property).
Let B ⊂ Z and let x and y be solutions of the recurrence relation (1.4) for all i ∈B. Then it holds that if x < y on B, then x ≪ y onB.
Proof. Since x < y on B, it follows that yi − xi = αi for all i ∈ B. It must hold for every i ∈B that
The third equality follows from the strong twist condition (1.7), by setting k = j for the first sum, and j = i followed by k = j for the second sum. Assume now that there is an i ∈B with αi = 0. Then, by (1.7), all the second derivatives in (2.15) are strictly negative and since αj ≥ 0 for all j, it must follow that αj = 0 for all j ∈ [i − r, i + r]. By induction, it follows that x = y on B, a contradiction because we assumed that x < y on B, so it must hold that αi > 0 for all i ∈B.
Applying Lemma 2.3 gives the following corollary.
Corollary 2.4. Assume that x = y are two solutions of (1.4) such that x > y. Then x ≫ y.
The estimate (2.14) from Lemma 2.2 and Corollary 2.4 now give us the means to analyze more precisely, how two global minimizers cross in a specific domain.
In the remainder of the text, the following notation will prove useful.
Definition 2.5. Let B ⊂ Z be arbitrary, but fixed. Define
By this definition we changed M and m into variations of x and y with support inB. Lemma 2.6. Let i0 < k0 < k1 < i1 be integers such that i0 ≤ k0 − r and i1 ≥ k1 + r. If x and y are global minimizers, such that xi Proof. Lemma 2.6 in this case implies that if there exist indices i0 ∈ Z and i1 ∈ Z such that xi 0 ≥ yi 0 and xi 1 ≥ yi 1 , then x > y on [i0, i1]. This easily implies the statement. Corollary 2.7 shows that Lemma 2.6 implies Aubry's lemma, or the single crossing principle in the case of twist maps. In case of r > 1, it has some more subtle consequences.
Implications of Lemma 2.6:
Recall definition 1.5 of the domain of crossing. Lemma 2.6 immediately implies the following corollary, which we state without a proof. I.e., we assume that j0 := min{i ∈ Z | βi < 0} and j1 := max{i ∈ Z | αi > 0}. This will be our assumption in Section 3.
Moreover, in case the domain of crossing of x and y, D = [j0, j1] = ∅ is bounded, applying Lemma 2.6 with either k0 = j0, or k1 = j1 and reversing the roles of x and y if necessary, the definition of j0 and j1 gives us the following corollary.
In case the domain of crossing D of x and y is unbounded, the equivalent statement that follows from Lemma 2.6 is the following. Proposition 2.10. Let D be the domain of crossing for x and y. If D is unbounded, then there exists an unbounded domainD ⊂ D, such that there is no segment I ⊂D with |I| = r, such that α|I ≡ 0 or β|I ≡ 0.
Proof. Let D be the domain of crossing for global minimizers x and y, as in Definition 1.5. By Lemma 2.6 it holds that there is at most one segment [i l , ir] = I ⊂ D with ir − i l ≥ r, such that α|I ≡ 0. Similarly, there is at most one segment J = [j l , jr] ⊂ D with jr − j l ≥ r such that β|J ≡ 0, so we may take the unbounded domainD, such that it does not include any of those two segments. (Moreover, the proof of Theorem A will show that if there are such segments I and J, then |ir − j l | ≤K, whereK is defined in Theorem A.)
The idea of the proofs
Now we roughly explain the idea behind the proofs of Theorem A and Theorem B.
Let D be the domain of crossing for x and y and let I ⊂ D be such that |I| = r, but otherwise arbitrary. By Corollary 2.9 it holds that there are indices j, k ∈ I such that αj > 0 and that β k < 0. Equivalently, this holds for for every I ∈D, whereD is as in Proposition 2.10. Hence, if we assume that for some i ∈ D, βi < 0, then there exists an index j ∈ [i, i+r], such that αj > 0 and similarly, if αi > 0, there exists a j ∈ [i, i + r] such that βj < 0. This means that the sequences x and y cross between i and j and moreover, by (2.14) , that the crossing energy W Because of the following observation, we view (2.16) as the "general principle" of the proof. Recall that WB(z) depends only on zi with i ∈B. Moreover, it follows from Definition 2.5 that
Then it must hold, by a similar inequality as (2.14), that W c B (MB(y), mB(x)) and W c B (MB(x), mB(y)) depend on finitely many α and β terms around ∂B, i.e. a fixed number of terms of x − y around i0 and i1. In view of this, we call W c B (MB(y), mB(x)) and W c B (MB(x), mB(y)) "the boundary energies". In fact, it turns out that the terms that arise in the boundary energies, can be estimated by a finite number of αiβj terms, for some indices i, j close to ∂B. These estimates are obtained in Section 2.3 and are the most technical part of this paper.
These considerations together with (2.16) imply that for a large domain B, the products of a small number of α and β terms around ∂B must have a value proportional to all the products of α and β terms in (2.14). Hence, this small number of terms must exhibit an exponential growth in the case that D is unbounded and they give a uniform bound on the size of D, if D is bounded.
Estimates for the boundary energies
The goal of this section is to estimate the boundary energies W c B (MB(x), mB(y)) and W c B (MB(y), mB(x)).
Remark 2.12. It follows directly from the definition of M B (x) etc. in Definition 2.5 and from the definition of α and β (2.13) that α B (x) ≡ 0 onB and α B (x) ≡ α else, and that β B (x) ≡ β − α onB and β B (x) ≡ β otherwise. Similarly, α B (y) ≡ 0 onB and α B (y) ≡ −β else, and that β B (y) ≡ β − α onB and β B (y) ≡ −α otherwise. Moreover, notice that
For the sake of brevity, let us denote
Computing the crossing energy from definition 2.1 gives us similarly as in (2.14)
Proposition 2.13. For every domain B = [i0 −r, i1] with i1 −i0 > 2r, the boundary energies can be split in the following way.
where the energies W Furthermore, these energies can be split into "mixed" αiβj terms, and "double" αiαj or βiβj terms by W
given by 
Since α B (x)|B ≡ 0 and i1 − i0 > 2r it is clear that we can split the crossing energy into
More precisely, because α B (x)i = 0 for all i ≥ i0, we can split the terms in W b i 0 ,− in the following way:
The calculations above follow from Remark 2.12. Similar considerations gives the other equalities in the proposition.
To make use of the general principle of the proof (2. terms. This is done in Lemma 2.15. Lemma 2.14 gives us the tool that can be viewed as a "Harnack inequality" for crossing sequences. It gives us a local estimate on the difference of two solutions of (1.4). In fact, it tells us how we can estimate specific α terms by β terms and vice versa. Proof. We only prove the first inequality in the lemma. The recurrence relation with interpolation gives as in (2.15):
Bringing the terms with yi − xi = αi > 0 to the right-hand side of the equality, we get:
Assuming that βi = 0, and since β ≤ 0, it follows on one hand by the twist condition (1.7) that all the terms on the right-hand side of the equality are non-negative. On the other hand, the left-hand side can be estimated by the uniform bound on the second derivatives from definition 1.1, which gives
Let us set some notation before proceeding with Lemma 2.15. Define for every j ∈ Z the indices k(j) and l(j) as
as a largest β-term in [j − r, j + r] and a largest α-term in [j − r, j + r], respectively. In case k(j) or l(j) are not unique, we may choose the smallest. For the sake of brevity, we define also
Moreover, define for a domain B = [i0 − r, i1] the following quantities
Lemma 2.15. Let B := [i0 − r, i1] be such that αi 0 = αi 1 = 0 and assume that i1 − i0 > 2r. Then the following estimates hold:
Similarly, if βi 0 = βi 1 = 0, then it holds:
Proof. We only explain how we can get the estimate for S dbl i 0 ,− , the other cases being analogous. Recall that
Assume first that k(i0) ∈ [i0 − r, i0], where k(i0) is as in (2.19) . Then, because αi 0 = 0, we can estimate the αiαj -terms around i0 with Lemma 2.14, by
This implies
where the last inequality follows because {i0 − r, ..., i0 − 1} ⊂ {k(i0) − r, ..., k(i0) + r}. In case that k(i0) ∈ [i0 + 1, i0 + r], we equivalently as above first get the estimate
which similarly gives the inequality (2.21).
Define for B = [i0 − r, i1] the boundary terms
and similarlyẼ
By combining the definition of boundary energies in Proposition 2.13, (2.18) and Lemma 2.15, we get an estimate for the boundary energies in terms of sums of finitely many mixed αiβj terms around i0 and i1. 
Bounded domains of crossings
In this section we assume that two global minimizers x, y ∈ M, have a bounded domain of crossing D = ∅. As explained in Section 2.1, Corollary 2.8 applies. In particular, we may assume without loss of generality that x ≤ y (or equivalently, β = 0,) on (−∞, j0 − 1] and x ≥ y (or equivalently, α = 0,) on [j1 + 1, ∞). I.e., we assume that j0 := min{i ∈ Z | βi < 0} and j1 := max{i ∈ Z | αi > 0}. A particular case of this situation arises when x ∈ Bν, y ∈ Bρ and ρ = ν. Here it follows by the uniform estimates on Birkhoff sequences, see (1.12) , that D is bounded. Proof. We follow a proof by contradiction and assume that j1 − j0 > ⌈12rλ −2 c 2 + 3r⌉. The right side of (3.25) can be estimated in the following way: by Corollary 2.9, there is a finite sequence in ∈ [j0 + 2r, j1 − r] with αi n > 0 (which implies that βi n = 0) and such that 2r < in − in+1 ≤ 3r. It holds for all n that l(in) = l(in+1), where l(i) is as defined in (2.19), so the supports ofẼ dbl in,+ are disjoint for all n. Moreover, the supports ofẼ Since j1 − j0 > ⌈12rλ −2 c 2 + 3r⌉, it holds that N > ⌈4λ −2 c 2 ⌉. Putting (3.25) and (3.26) together and using the fact that N > ⌈4λ −2 c 2 ⌉, it follows that 
Combining this estimate with the inequality (3.27) above and using Corollary 2.16, with the fact that βin = 0, it follows that 
Unbounded domains of crossings
In this section we assume that the domain of crossing D for global minimizers x and y is a connected unbounded domain. So,
The ideas in the proofs in this section are in many ways similar to that of Theorem A.
Theorem B. Assume that the domain of crossing D for x, y ∈ M is infinite. Then there is a constant d ∈ N that depends only on the range of interaction r and the uniform constants λ and K from Definition 1.1, such that the following holds. There exist monotone sequences kn, ln ∈ D with |kn+1 − kn| ≤ d and |ln − kn| ≤ r which satisfy for all n, x kn > y kn , x ln < y ln and (x kn − y kn )(y ln − x ln ) ≥ 2 n .
The explicit expression for d is
We split the proof of Theorem B into two cases, covered in Theorem B1 and Theorem B2. As explained in Section 2.1, if the domain of crossing D is unbounded, then Proposition 2.10 holds. Explicitly, we may take an infinite sub-domainD ⊂ D, such that there exists no segment I ⊂D with |I| ≥ r and such that α|I ≡ 0 or β|I ≡ 0. Theorem B1 applies to the case whereD = Z.
Theorem B1. Assume that the global minimizers x and y are crossing in an unbounded domain D, such that it holds forD from Proposition 2.10 thatD = Z. Then there is a constant d ∈ N and two monotone infinite sequences kn, ln ∈ D, such that |ln − kn| ≤ r and |kn+1 − kn| ≤ d, with the following property:
where c = Part 1 of the proof: By Lemma 2.6, there exists an infinite monotone sequence {jn} n∈N∪0 ⊂D, such that αj n = 0 for all n, j0 = k0 and 2r < jn+1 − jn ≤ 3r for all n. Notice that we have quite a lot of freedom in choosing this sequence. Moreover, for all n ∈ N it holds that k(jn) are distinct, where k(i) is defined as in (2.19) . This implies that the supports of E 
As in the proof of Theorem A, we now choose jn 1 ∈ {jn | 1 ≤ n ≤ N } such that 
Combining (4.32) and (4.33) implies that max
Let α kn β ln := max + (jn) and note that jn k − jn k−1 ≤ 2N 3r. After reindexing, this gives us the sequences {α kn } n∈N and {β ln } n∈N such that
and α kn β ln ≥ 2 n , which finishes the proof.
Theorem B2 applies to the case ofD = Z, whereD is as in Proposition 2.10. The statement of Theorem B2 is the same as the statement of Theorem B1, but the proof of Theorem B2 is slightly different, so we present it separately.
Theorem B2. Assume that the global minimizers x and y are crossing in an unbounded domain D, such that it holds forD from Proposition 2.10 thatD = Z. Then there is a constant d ∈ N and monotone infinite sequences kn, ln ∈ D, such that |ln − kn| ≤ r and |kn+1 − kn| ≤ d, with the following property:
The explicit expression for d is the same as in Theorem B1,
and K and λ are the uniform constants from Definition 1.1.
Proof. Similarly as in the proof of Theorem B1, there exists, by Lemma 2.6, a bi -infinite monotone sequence {jn} n∈Z ⊂D, such that αj n = 0 for all n and 2r < jn+1 − jn ≤ 3r for all n. Then it holds for all n ∈ Z that k(jn) are distinct, where k(i) is defined as in (2.19) . This implies that the supports of E 
As in the proof of Theorem A and Theorem B1, we now choose jn −1 ∈ {jn}
Moreover, we choose jn 1 ∈ {jn} N n=1 such that
Then it holds by (4.34) for every m, p > N that
).
Plugging in the definition of N , we arrive to the following: for every p, m > N it must hold that E
Since E ± jn > 0 for all n it follows from (4.35) that one of the following three cases must hold. Case 1: there exists an m0 > N such that
. In this case it must hold for all p > N E
Case 2: there exists a p0 > N such that E
. In this case it must hold for all
Case 3: for all m, p > N , it holds that
We construct the second element of the subsequence {jn k } k∈N , i.e. jn 2 , for each of the cases above. Keep in mind that we want {jn k } k∈N to be a monotone infinite sequence and not a bi-infinite sequence inD.
Similarly as for (4.35), this leads for every m > N, p > 2N to the inequality
and since
it follows for all p > 2N that
Continuing this procedure inductively leads to a monotone increasing sequence {jn k } k∈N where E
Case 2: define jn −2 ∈ B −2N,p 0 by
Similarly as for Case 1, it follows for all m > 2N that
Continuing this procedure inductively leads to a monotone increasing sequence {jn −k } k∈N where
Similarly as for (4.35), this leads for every m, p > 2N to the inequality
Obviously, (4.41) again implies one of the cases 1-3, with the accompanying inequalities corresponding to (4.36),(4.37) and (4.38). Inductively proceeding, it can happen that we end up with case 3 for every step and obtain a bi-infinite monotone sequence {jn k } k∈Z\0 such that both Ej n −k ≥ 6r 2 Ej n −k+1 and Ej n k ≥ 6r 2 Ej n k−1 holds. If, on the other hand, either case 1 or case 2 applies, at some step of the induction, this gives us an infinite monotone increasing, or an infinite monotone decreasing sequence, respectively. This finishes the proof of case 3.
The rest of the proof is exactly the same as part 2 of the proof of Theorem B1.
Note that the constant d in Theorem B does not depend on the sequences x and y. We think that d is not optimal, however it gives a qualitative estimate on the growth rate of the oscillations for the difference x − y.
A dichotomy theorem
Recall the definition of a Birkhoff sequence:
Moreover, recall from Section 1.4 that Birkhoff sequences have a well defined rotation number ρ(x) := limn→∞ xn n ∈ R, for which the following uniform estimate is satisfied: |xn − x0 − ρ(x)n| ≤ 1. In this section we prove the Dichotomy Theorem announced in the introduction. It states that every global minimizer is either Birkhoff, or grows exponentially and oscillates. This is an application of Theorem A and Theorem B to x and τ k,l x = y. Definition 5.1. Let us call a global minimizer x ∈ M almost Birkhoff, if for all k, l ∈ Z × Z the domain of crossing D for x and τ k,l x is finite. Denote the set of almost Birkhoff global minimizers by ABM.
By Theorem A, for any x ∈ ABM and for any k, l ∈ Z × Z, the domain of crossing D for x and τ k,l x has size |D| ≤K, independent of k and l. Moreover, if |D| > 0, then D = [j0, j1] for some j1 − j0 <K, and it holds for all i < j0 and j > j1 that (xi − yi)(xj − yj ) < 0.
It is clear that Birkhoff global minimizers are almost Birkhoff global minimizers. The main result of this section is, that all almost Birkhoff global minimizers are Birkhoff. This implies that ABM = BM. We closely follow the ideas from [18] . The following lemma is well known for classical Aubry-Mather Theory, see for example [18] , §14, 'Addendum to Aubry's Lemma'. Lemma 5.2. Let x, y ∈ M be such that their domain of crossing D is finite and assume that x and y are asymptotic, i.e. that |xi − yi| → 0 for i → ∞ or for i → −∞. Then x ≥ y or y ≥ x, or equivalently, D = ∅.
Proof. Assume not, i.e. D = ∅. Since D is finite, we may assume that there are indices j0, j1 such that xi ≤ yi for all i < j0 and xi ≥ yi for all i > j1. By Theorem A it follows that 0 < j1 − j0 ≤K. This implies by Lemma 2.2 and in particular by (2.14) that for any finite B = [i0, i1] ⊂ Z with j0, j1 ∈B, W c B (x, y) > 0. Assume that yi − xi → 0 for i → −∞. Recall that by the general principle (2.16) and by Proposition 2.13, it must hold for any
Choose a domain B := [i0, i1] with i1 ≥ j1 + r it follows that W b i 1 ,+ = 0. Because yi − xi → 0 for i → −∞, it moreover follows that for every ε > 0, there is a k < j0 such that for all i0 < k, W As in §11 of [18] , we introduce the following asymptotic ordering relations. Definition 5.3. We define the relations >α, >ω by saying that x >α y if there is an i0 ∈ Z such that xi > yi for all i ≤ i0 and x >ω y when xi > yi for all i ≥ j0, for some j0 ∈ Z. Analogously, define also <α and <ω.
The following proposition is clear from Definition 5.1.
Proposition 5.4. It holds for every x ∈ ABM and every k, l ∈ Z × Z that either x and τ k,l x are ordered (x ≥ τ k,l x or x ≤ τ k,l x), or either (x >ω τ k,l x and x <α τ k,l x) or (x <ω τ k,l x and x >α τ k,l x).
(5.42)
In the following, for any x ∈ ABM an adapted definition of the rotation number ρ(x) is introduced, which in the end turns out to be equivalent to the definition ρ(x) := limn→∞ xn n ∈ R from above. We recap the proof of the following Lemma from [18] §11.
Lemma 5.5. For every x ∈ ABM, it holds that τ k,l x >α x, if and only if τ nk,nl x >α x for all n ∈ N+.
Proof. First, it is clear that if τ k,l x >α x, then also τ (n+1)k,(n+1)l x >α τ nk,nl x for all n ∈ N+, so τ nk,nl x >α x.
On the other hand, if τ k,l x ≯α x, then by Proposition 5.4 either τ k,l x ≤ x or τ k,l x >ω x. The first relation implies that for all n ∈ N+, τ nk,nl x ≤ x. The second asymptotic relation implies that for all n ∈ N+, τ (n+1)k,(n+1)l x >ω τ nk,nl x, which in turn implies that τ nk,nl x >ω x, so τ nk,nl x ≯α x. τ1,q+1y = y + 1, so yi+1 = yi + q. Hence, there is a integer i ′ , such that for all i > i ′ , xi > yi holds. A similar consideration with τ−1,−q+1 shows that there is an integer i ′′ , such that for all i < i ′′ , xi < yi must hold. But then the domain of crossing for x and y is finite and larger thanK, which is a contradiction to Theorem A.
A similar argument shows thatρ(x) = −∞.
The following remark is a well known property of the rotation number, so we state it without proof (see e.g. [10] or [21] ).
Remark 5.7. Let x ∈ B. Then ρ(x) = ω if and only if it holds for all k, l ∈ Z such that l k < ω, that τ k,l x < x, and for all k, l ∈ Z such that
Now we are set to prove the main result of this section:
Lemma 5.11. Assume that a global minimizer x ∈ M is not almost Birkhoff, i.e. x / ∈ ABM. Then there is a translateτ x ∈ {τ1,1x, τ−1,−1x} such that the domain of crossing D of x and ofτ x is infinite.
Proof. If x /
∈ ABM then there exists a translate τ k,l x such that the domain of crossing for x and τ k,l x is infinite. By Theorem B, there exist monotone infinite sequences kn, ln ∈ D, with ln ∈ [kn − r, kn + r] and kn+1 − kn ≤ d, and such that (x kn − x kn−k − l)(x ln−k + l − x ln ) ≥ 2 n and that (x kn − x kn−k − l) > 0. This implies by Cauchy-Schwartz that there is an infinite subsequence {kn j } of {kn} or {ln j } of {ln}, such that x kn j − x kn j −k − l ≥ 2 n/2 or x ln j −k +l−x ln j ≥ 2 n/2 . Assume the first case holds. Then it holds that x kn j −x kn j −k −k > 0 and x kn j − x kn j −k + k > 0, so either τ k,k x or τ k,−k x crosses x in an infinite domain (or even τ k,0 x and x cross in an infinite domain). Say, τ k,k x and x cross in an infinite domainD. This implies that τ k,k x − x changes sign infinitely often in D. By writing
it is clear that also τ1,1x − x changes sign infinitely often in some domainD. This finishes the proof, where the other case is treated similarly.
We summarize the results from Theorem 5.8, Corollary 5.10 and Lemma 5.11 to get the Dichotomy theorem below.
Dichotomy Theorem. For every global minimizer x ∈ M one of the following two cases must hold.
• It holds that x ∈ B, i.e. x is a Birkhoff global minimizer and thus very regular.
• It holds that x / ∈ B. Then x is very irregular in the following sense. There are monotone infinite sequences {kn, ln} ∈ Z, with |kn+1 − kn| ≤ d, |ln − kn| ≤ r such that one of the following inequalities holds for all n ∈ N:
Moreover, for every n at least one of the following must hold:
Proof. Since x / ∈ BM, Lemma 5.11, gives us a translateτ x ∈ {τ1,1x, τ−1,−1x}, such that the domain of crossing D forτ x and x is infinite. By Theorem B there are infinite sequences {kn, ln} ∈ Z, with |kn+1 − kn| ≤ d, |ln − kn| ≤ r and such that (τ x kn − x kn ) > 0 and (x ln −τ x ln )(τ x kn − x kn ) ≥ 2 n . This gives us the first part of the Theorem. The second part of the theorem follows by Cauchy-Schwartz. This Dichotomy Theorem implies that a global minimizer x that is not Birkhoff has to oscillate in a prescribed uniform way and it has to be growing with some exponential growth rate. Therefore it is very non-physical, as a solution of the generalized Frenkel-Kontorova crystal model.
A Appendix: Ordering of minimizers
In Section 5 we showed that if a global minimizer is not too wild, it is Birkhoff, i.e. ordered with respect to all its translates. In fact, much more is true. Any Birkhoff global minimizer is ordered with respect to almost all other Birkhoff global minimizers of the same rotation number. We elaborate on this statement below.
Results in this section follow from the same arguments as in the twist map case (see [18] ). We compare Birkhoff global minimizers of the same rotation number and explain when they are ordered.
All the proofs in this section hold also for a local energy S, satisfying Definition 1.1, with the weaker twist condition ∂ j,k Si ≤ 0, ∀j = k and ∂i,jSi < −λ < 0, j ∈ {i − 1, i + 1}.
(A.44)
For the sake of bigger generality of the results, we use the weaker twist condition (A.44) in place of the strong twist condition (1.7) used in previous sections because this weaker twist condition has been used in a couple of previous papers (see [11] , [21] , [20] ). We have in mind that one of the following holds. Either the strong twist condition (1.7) holds and the minimizers are known to be in ABM, so they are Birkhoff by Theorem 5.8, or the weaker twist condition (A.44) holds and the minimizers are a-priori known to be Birkhoff.
Since all Birkhoff sequences have a rotation number, we can write the collection of Birkhoff global minimizers as the following union
defined by
BMν := {x ∈ M ∩ Bν }, for ν ∈ R\Q and for
The following is a variant of Lemma 2.3 that will prove to be useful in the rest of this section and has the same proof.
Lemma A.1. Let x, y be solutions to (1.4) with the weak twist condition, such that x < y. Then x ≪ y.
The next lemma is a variant of Lemma 5.2, but applied to the case of weak twist.
Lemma A.2. Let x, y ∈ M be such that |xi − yi| → 0 for i → −∞ and for i → +∞. Then it holds that x ≪ y, x ≡ y or x ≫ y.
Proof. Assume not, so M = max{x, y} = x and m = min{x, y} = x. We claim that M and m are also global minimizers. If M is not, then there is a domainB, a variation v with support inB and a δ > 0, such that for all B ⊃B,
It holds by (2.14) for every B that WB(M ) + WB(m) ≤ WB(x) + WB(y). On the other hand, since x and y are asymptotic, there exists for every ε > 0 a domain Bε, such that for all B ⊃ Bε it holds |WB(MB(x)) − WB(M )| ≤ ε and |WB(mB(y)) − WB(m)| ≤ ε. Moreover, by taking B large enough, also |WB(MB(x) + v) − WB(M + v)| < ε holds. But then for ε < δ/2 it follows that WB(MB(x + v)) + WB(mB(y)) < WB(x) + WB(y) which is a contradiction. So it holds by Lemma A.1 that M ≡ x or M ≫ x which finishes the proof.
A.1 Minimizers of the same irrational rotation number
Let ν ∈ R\Q and define the recurrent set of rotation number ν by is also called the Aubry-Mather set of rotation number ν. For the discrete FrenkelKontorova model the next theorem was first proved in [2] and is explained in [18] , §12. A more general version of the proof, applicable to PDEs and monotone variational problems on lattices can be found in [3] . We state it without a proof. Theorem A.3. For every ν ∈ R\Q, the recurrent set BM rec ν is the unique smallest nonempty closed subset of BMν that is invariant under translations.
Observe that for any x ∈ BMν, the α-and ω-limit set of the map τ1,0 : BMν → BMν defined by
are ordered subsets of BM rec ν , because x is Birkhoff. Moreover, by definition they are minimal under translations. So, by the theorem above, the α-and ω-limit set for every x ∈ BMν are in fact the same set, independent of x. This seems at first sight a very surprising result. However, equivalent statements arise in the study of invariant sets of circle homeomorphisms covered by the well known Denjoy theory. Not surprisingly, many proofs in both theories have similar flavors.
Since ν is irrational, it can be shown that BM rec ν is either homeomorphic to a circle (then it is also called a minimal foliation), or it is a Cantor set (a minimal lamination). Again, this can be explained by a similar argument to the arguments in the Denjoy theory for invariant sets of circle homeomorphisms (for a full proof see e.g. [21] , Theorem 4.18). Theorem A.3 has the following consequence.
Theorem A.4. For every ν ∈ R\Q, the set of Birkhoff global minimizers of rotation number ν, BMν , is strictly ordered.
Proof. For every x ∈ BMν , α(x) is ordered with respect to x and by the Theorem A.3,
is a minimal foliation, we are done because then it holds for every x ∈ BMν that x ∈ BM 
A.2 Minimizers of the same rational rotation number
As in the case of twist maps, it holds that for every 
A.2.1 The periodic case
As was explained in the introduction, by definition, Mp,q is the set of p-q-periodic minimizers that minimize the periodic action Wp,q. It holds by Aubry's Lemma also for the weaker twist condition (A.44) that Mp,q ⊂ Bp,q which in particular implies that periodic minimizers are global minimizers. On the other hand, it also holds that every global minimizer which is p-q-periodic, is a periodic minimizer, in notation BM q/p ∩ Xp,q = Mp,q. The proof of these statements can be found in [21] as Theorems 4.3, 4.8 and 4.9 and Corollary 4.6. In particular, Mp,q is ordered.
A.2.2 Non-periodic rational case
In this section we show that the sets BM Theorem A.5. Let x ∈ BM + q/p \Mp,q and x − , x + ∈ Mp,q as defined above. Then there is no y ∈ Mp,q such that x − < y < x + .
Proof. Our proof is a variation on a proof in [18] . Assume the Theorem is not true and that there is such a y ∈ Mp,q. Because stationary points cannot be weakly ordered by Lemma A.1, it must hold that x − ≪ y ≪ x + . Since x − , y and x + are periodic, and because xi → x ± for i → ∓∞, there is an integer i0 ∈ Z, such that xi > yi for all i < −i0 and xi < yi for all i > i0. For every B it holds by (2.14) that WB(x) + WB(y) ≥ WB(m) + WB(M ). Let k be such that kp > 2i0 + r and look at τ kp,0 (m) which is asymptotic to m and to x − in +∞. Our next claim is that for every ε > 0, there exists an iε such that it holds for all We claim that z is a global minimizer. Assume not. Then there exists a domainB, a variation v with support inB and a δ > 0, such that WB(z) = WB(z + v) + δ. Moreover, for all B ⊃B, it holds that WB(z) = WB(z + v) + δ. It holds for z that it is asymptotic to x in +∞ and that zi = xi for all i < −i0. We change z into variation of x with support in some B, by defining zB(x) where zB(x)i := zi for all i ∈B and zB(x)i := xi for all i / ∈B. Since v is supported inB andB ⊂ B, also zB(x) + v is a variation of x. In particular, it also holds WB(zB(x)) = WB(zB(x) + v) + δ. Because zB(x) + v is a variation of x with support inB, this contradicts the assumption that x is a global minimizer, so z must be a global minimizer. The last part of the proof is to notice that x and z are ordered, but not strictly ordered. Proof. Again, we give the proof only for BM + q/p , as the other case is equivalent. Let x, y ∈ BM + q/p . The case where x, y ∈ Mp,q is covered in section A.2.1 and the case for x ∈ BM + q/p and y ∈ Mp,q is covered in Theorem A.5. In view of this, let x, y ∈ BM + q/p \Mp,q and look at the ordered periodic minimizers x + and x − . If y / ∈ [x − , x + ], then by Theorem A.5, it must hold that y ≪ x − so y ≪ x, or y ≫ x + so y ≫ x. On the other hand, if y ∈ [x − , x + ], then by the same Theorem, y + = x + and y − = x − , so y and x are asymptotic, and by Lemma A.2 they are ordered.
A.2.3 Heteroclinic connections
Our last theorem is the equivalent of Theorem 13.5 from [18] . It shows that for every gap in the set of periodic minimizers, there are non-periodic global minimizers forming heteroclinic connections between the two periodic minimizers that constitute the gap. . Since Mp n ,qn is strictly ordered, we may define for every n ∈ N the sequence y n := min{y ∈ Mp n ,qn | y0 ≥ b}, so that it follows y n −p + q = (τp,qy n )0 < b. Because BM [q 1 /p 1 ,q/p] is compact and the rotation number is continuous in the topology of point-wise convergence (see [10] ), there is a convergent subsequence {y n k } k such that its limit lim k→∞ y n k =: x ∈ BM has rotation number ρ(x) = q p . By point-wise continuity, it holds that x0 ≥ b and x−p +q ≤ b, so x0 ≥ x−p +q = (τp,qx)0. This implies by Lemma A.1 that x / ∈ BM − q/p \Mp,q and since there is no y ∈ Mp,q with y0 = b by assumption, it follow that x / ∈ Mp,q. Hence, x ∈ BM + q/p \Mp,q.
Obviously, the x andx of Theorem A.7 cross, illustrating that BM
is in general not ordered.
