M any individuals shy away from statistics because they believe higher mathematical skills are essential. However, in general, to apply and interpret statistics, basic arithmetic skills and logic thinking is all that is needed (Polit, 1995) . Analysis of data collected in research studies generally can be categorized into descriptive and inferential techniques. Descriptive statistics, such as means and percentages, describe data obtained from empirical observations and measurements, whereas inferential statistics are used to make inferences or draw conclusions about a population, given the data were actually obtained for a sample.
This article briefly discusses common descriptive data analysis measures including frequency distributions, central tendency, variability, and correlation. However, statistical textbooks should be consulted for a thorough discussion and computational formulas. Inferential analysis will be discussed in a future article.
Frequency Distribution
Raw data collected in a research study are limited until put into some sort of order. This often begins with a frequency distribution, a systematic arrangement of the numerical values from the lowest to the highest, along with a count of the number of times each value was obtained. For example, if 40 nurses took a knowledge test about migraine headaches, and the results were a random accounting of test scores (Table 1) , this would have little meaning. However, when distributed by frequency (Table 2) , the distribution of scores can be seen with lowest to highest, the most common score, and the clustering of scores.
For example, from the data presented in Table 2 , most (55%) nurses scored at least 85 points on the test, or only 15% of nurses scored below 70 points on the test. Ordering the data in such a fashion gives both form and meaning, allowing for a description of the data.
Central Tendency
Central tendency refers to a statistical index of a set of scores as to their "typicalness" (Polit, 1995) , such as the average. While the mode and the median are measures of central tendency, the most widely used measure of central tendency in research is the mean (x), usually referred to as the average. It represents the sum of the scores divided by the number of scores. Using the data from Table 1 or 2, the mean of all the test scores is 80.75 (i.e., the sum of all the scores = 3230, divided by the number of scores = 40). The mean is used in most statistical tests.
Variability
Variability concerns the degree to which scores in a sample are similar (or different) with regard to the attribute being measured; that is, how much the scores deviate from one another (McCall, 1995) . The most common measures of variability are the range and the standard deviation (SD). The range-the highest score minus the lowest score-is the sim- plest method to calculate. As Table 2 shows, the range is 50 (100-50). It also may be reported as 50 to 100. It is apparent that as the variability increases, the range of scores is likely to increase. Obviously, the range has limited ability and is largely used as a gross descriptive index. The standard deviation evaluates every score in a distribution to measure the amount to which scores in a distribution differ from the mean. The standard deviation uses simple computations which can be found in MAY 1998, VOL. 46, NO.5 any statistics book. However, for the data presented in Table 2 the standard deviation is 11.86, which represents the average test score deviation from the mean. The closer the standard deviation is to the mean, the more homogeneous the scores. Means and standard deviations are generally reported together.
Correlation
Correlation is the most common method for describing a relationship between two measures. For example, to what extent are height and weight related, or to what extent are headache pain scores associated with anxiety test scores? The usual measure of a relationship between two variables is called a correlation coefficient, which is an index whose values range from -1.0 (a perfect negative correlation), through zero for no relationship, to +1.0 ( a perfect positive correlation). Thus, all correlations that fall between 0.0 and -1.0 are negative, and all correlations that fall between 0.0 and +1.0 are positive. The higher the correlation coefficient, the stronger the relationship. That is, a correlation of -.90 is stronger than a correlation of +.30.
Perfect correlations generally do not occur in human research and how one interprets the strength of a correlation will be somewhat dependent on the variables under study. For example, one would expect a high correlation (.95) for hemoglobin laboratory results whether via fingerstick or venipuncture, while correlations between issues of anxiety and pain might be very reasonable at .70.
This article provides a brief, cursory glance at some descriptive analysis approaches the reader may find in reviewing articles. These descriptive techniques are foundational to more complex analyses.
