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In this paper, we present a new entanglement monotone for bipartite quantum states. Its definition
is inspired by the so–called intrinsic information of classical cryptography and is given by the halved
minimum quantum conditional mutual information over all tripartite state extensions. We derive
certain properties of the new measure which we call “squashed entanglement”: it is a lower bound
on entanglement of formation and an upper bound on distillable entanglement. Furthermore, it is
convex, additive on tensor products, and superadditive in general.
Continuity in the state is the only property of our entanglement measure which we cannot provide
a proof for. We present some evidence, however, that our quantity has this property, the strongest
indication being a conjectured Fannes type inequality for the conditional von Neumann entropy.
This inequality is proved in the classical case.
I. INTRODUCTION
Ever since Bennett et al. [1, 2] introduced the entan-
glement measures of distillable entanglement and entan-
glement of formation in order to measure the amount
of nonclassical correlation in a bipartite quantum state,
there has been an interest in an axiomatic approach to
entanglement measures. One natural axiom is LOCC–
monotonicity, which means that an entanglement mea-
sure should not increase under Local Operations and
Classical Communication. Furthermore, every entangle-
ment measure should vanish on the set of separable quan-
tum states; it should be convex, additive, and a continu-
ous function in the state. Though several entanglement
measures have been proposed, it turns out to be difficult
to find measures that satisfy all of the above axioms.
One unresolved question is whether or not entanglement
of formation is additive. This is an important question
and has recently been connected to many other additiv-
ity problems in quantum information theory [24]. Other
examples are distillable entanglement, which shows evi-
dence of being neither additive nor convex [25], and rel-
ative entropy of entanglement [28], which can be proved
to be nonadditive [30].
In this paper we present a functional called “squashed
entanglement” which has many of these desirable proper-
ties: it is convex, additive on tensor products and super-
additive in general. It is upper bounded by entanglement
cost, lower bounded by distillable entanglement, and we
are able to present some evidence of continuity.
The remaining sections are organised as follows: in sec-
tion II we will define squashed entanglement and prove
its most important properties. In section III we will ex-
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plain its analogy to a quantity called intrinsic informa-
tion, known from classical cryptography. This constitutes
the motivation for our definition.
The only property that we could find proof for is con-
tinuity. A detailed discussion of this problem follows in
section IV, where we show that squashed entanglement is
continuous on the interior of the set of states and where
we provide evidence in favour of continuity in general.
This evidence is based on a Fannes type inequality for
the conditional von Neumann entropy. It is conjectured
in general and is true in the classical case, which we will
prove in the appendix.
II. SQUASHED ENTANGLEMENT
In this paper all Hilbert spaces are assumed to be fi-
nite dimensional, even though some of the following defi-
nitions and statements make sense also in infinite dimen-
sion.
Definition 1. Let ρAB be a quantum state on a bipartite
Hilbert space H = HA ⊗ HB . We define the squashed
entanglement of ρAB by
Esq(ρ
AB) := inf
{
1
2
I(A;B|E) : ρABE extension of ρAB
}
.
The infimum is taken over all extensions of ρAB, i.e. over
all quantum states ρABE with ρAB = TrEρ
ABE .
I(A;B|E) := S(AE) + S(BE) − S(ABE) − S(E) is the
quantum conditional mutual information of ρABE [3]. ρA
stands for the restriction of the state ρABE to subsystem
A, and S(A) = S(ρA) is the von Neumann entropy of the
underlying state, if it is clear from the context. If not,
we emphasise the state in subscript, S(A)ρ. Note that
the dimension of E is a priori unbounded.
Tucci [26] has previously defined the same functional
(without the factor 12 ) in connection with his investiga-
2tions into the relationship between quantum conditional
mutual information and entanglement measures, in par-
ticular entanglement of formation.
Our name for this functional comes from the idea that
the right choice of a conditioning system reduces the
quantum mutual information between A and B, thus
“squashing out” the non–quantum correlations. See sec-
tion III for a similar idea in classical cryptography, which
motivated the above definition.
Example 2. Let ρAB = |ψ〉〈ψ|AB be a pure state. All
extensions of ρAB are of the form ρABE = ρAB ⊗ ρE ;
therefore
1
2
I(A;B|E) = S(ρA) = E(|ψ〉),
which implies Esq(|ψ〉〈ψ|) = E(|ψ〉).
Proposition 3. Esq is an entanglement monotone,
i.e. it does not increase under local quantum operations
and classical communication (LOCC) and it is convex.
Proof. According to [29] it suffices to verify that Esq sat-
isfies the following two criteria:
1. For any quantum state ρAB and any unilocal quan-
tum instrument (Ek) — the Ek are completely pos-
itive maps and their sum is trace preserving [6] —
performed on either subsystem,
Esq(ρ
AB) ≥
∑
k
pkEsq(ρ˜
AB
k ),
where
pk = Tr Ek(ρAB) and ρ˜ABk =
1
pk
Ek(ρAB).
2. Esq is convex, i.e. for all 0 ≤ λ ≤ 1,
Esq
(
λρAB + (1− λ)σAB)
≤ λEsq(ρAB) + (1− λ)Esq(σAB).
In order to prove 1, we modify the proof of theorem 11.15
in [19] for our purpose. By symmetry we may assume
that the instrument (Ek) acts unilocally on A. Now, at-
tach two ancilla systems A′ and A′′ in states |0〉A′ and
|0〉A′′ to the system ABE (i). To implement the quantum
operation
ρABE → ρ˜AA′BE :=
∑
k
(Ek ⊗ idE)(ρABE)⊗ |k〉〈k|A
′
,
with (|k〉A′)k being an orthonormal basis on A′, we per-
form (ii) a unitary transformation U on AA′A′′ followed
by (iii) tracing out the system A′′. Here, i˜ denotes the
system i ∈ {A,B,AB} after the unitary evolution U .
Then, for any extension of ρAB,
I(A;B|E) (i)= I(AA′A′′;B|E)
(ii)
= I(A˜A˜′A˜′′; B˜|E˜)
(iii)
≥ I(A˜A˜′; B˜|E˜)
(iv)
= I(A˜′; B˜|E˜) + I(A˜; B˜|E˜A˜′)
(v)
≥
∑
k
pkI(A˜; B˜|E˜)ρk
(vi)
≥
∑
k
2pkEsq(ρk).
The justification of these steps is as follows: attaching
auxiliary pure systems does not change the entropy of
a system, step (i). The unitary evolution affects only
the systems AA′A′′ and therefore does not affect the
quantum conditional mutual information in step (ii). To
show that discarding quantum systems cannot increase
the quantum conditional mutual information
I(A˜A˜′; B˜|E˜) ≤ I(A˜A˜′A˜′′; B˜|E˜)
we expand it into
S(AA′E) + S(BE)− S(AA′BE)− S(E)
≤ S(AA′A′′E) + S(BE)− S(AA′A′′BE)− S(E),
which is equivalent to
S(AA′E)− S(AA′BE) ≤ S(AA′A′′E)− S(AA′A′′BE),
the strong subadditivity [17]; this shows step (iii), and
for step (iv) we use the chain rule,
I(XY ;Z|U) = I(X ;Z|U) + I(Y ;Z|UY ).
For step (v), note that the first term, I(A˜′; B˜|E˜), is non–
negative and that the second term, I(A˜; B˜|E˜A˜′), is iden-
tical to the expression in the next line. Finally, we have
(vi) since ρA˜B˜E˜k is a valid extension of ρk. As the original
extension of ρAB was arbitrary, the claim follows.
To prove convexity, property 2, consider any extensions
ρABE and σABE of the states ρAB and σAB , respectively.
It is clear that we can assume, without loss of generality,
that the extensions are defined on identical systems E.
Combined, ρABE and σABE form an extension
τABEE
′
:= λρABE ⊗ |0〉〈0|E′ + (1− λ)σABE ⊗ |1〉〈1|E′
of the state τAB = λρAB+(1−λ)σAB . The convexity of
squashed entanglement then follows from the observation
λI(A;B|E)ρ+(1− λ)I(A;B|E)σ
= I(A;B|EE′)τ ≥ 2Esq(τAB).
3Proposition 4. Esq is superadditive in general, and ad-
ditive on tensor products, i.e.
Esq(ρ
AA′BB′) ≥ Esq(ρAB) + Esq(ρA
′B′)
is true for every density operator ρAA
′BB′ on HA ⊗
HA′ ⊗ HB ⊗ HB′ , ρAB = TrA′B′ρAA′BB′ , and ρA′B′ =
TrABρ
AA′BB′ .
Esq(ρ
AA′BB′) = Esq(ρ
AB) + Esq(ρ
A′B′)
for ρAA
′BB′ = ρAB ⊗ ρA′B′ .
Proof. We start with superadditivity and assume that
ρAA
′BB′E on HA⊗HA′⊗HB⊗HB′⊗HE is an extension
of ρAA
′BB′ , i.e. ρAA
′BB′ = TrEρ
AA′BB′E . Then,
I(AA′;BB′|E) = I(A;BB′|E) + I(A′;BB′|EA)
= I(A;B|E) + I(A;B′|EB)
+ I(A′;B′|EA) + I(A′;B|EAB′)
≥ I(A;B|E) + I(A′;B′|EA)
≥ 2Esq(ρAB) + 2Esq(ρA
′B′)
The first inequality is due to strong subadditivity of the
von Neumann entropy. Note that E is an extension for
system AB and EA extends system A′B′. Hence, the
last inequality is true since squashed entanglement is de-
fined via the infimum over all extensions of the respective
states. The calculation is independent of the choice of the
extension, which proves superadditivity.
A special case of the above is superadditivity on prod-
uct states ρAA
′BB′ := ρAB⊗ρA′B′ . To conclude that Esq
is indeed additive on tensor products, it therefore suffices
to prove subadditivity on tensor products.
Let ρABE on HA ⊗HB ⊗HE be an extension of ρAB
and let ρA
′B′E′ on HA′ ⊗ HB′ ⊗ HE′ be an extension
for ρA
′B′ . It is evident that ρABE ⊗ ρA′B′E′ is a valid
extension for ρAA
′BB′ = ρAB ⊗ ρA′B′ , hence
2Esq(ρ
AA′BB′) ≤ I(AA′;BB′|EE′)
= I(A;B|EE′) + I(A;B′|EE′B)︸ ︷︷ ︸
=0
+ I(A′;B′|EE′A) + I(A′;B|EE′AB′)︸ ︷︷ ︸
=0
= I(A;B|E) + I(A′;B′|EE′A)
= I(A;B|E) + I(A′;B′|E′).
This inequality holds for arbitrary extensions of ρAB and
ρA
′B′ . We therefore conclude that Esq is subadditive on
tensor products.
Proposition 5. Esq is upper bounded by entanglement
of formation [1, 2]:
Esq(ρ
AB) ≤ EF (ρAB).
Proof. Let {pk, |Ψk〉} be a pure state ensemble for ρAB:∑
k
pk|Ψk〉〈Ψk|AB = ρAB.
The purity of the ensemble implies
∑
k
pkS(A)Ψk =
1
2
∑
k
pkI(A;B)Ψk .
Consider the following extension ρABE of ρAB:
ρABE :=
∑
k
pk|Ψk〉〈Ψk|AB ⊗ |k〉〈k|E .
It is elementary to compute
∑
k
pkS(A)Ψk =
1
2
∑
k
pkI(A;B)Ψk =
1
2
I(A;B|E).
Thus, it is clear that entanglement of formation can be
regarded as an infimum over a certain class of exten-
sions of ρAB. Squashed entanglement is an infimum over
all extensions of ρAB, evaluated on the same quantity
1
2I(A;B|E) and therefore smaller or equal to entangle-
ment of formation.
Corollary 6. Esq is upper bounded by entanglement
cost:
Esq(ρ
AB) ≤ EC(ρAB).
Proof. Entanglement cost is equal to the regularised en-
tanglement of formation [12],
EC(ρ
AB) = lim
n→∞
1
n
EF
(
(ρAB)⊗n
)
.
This, together with proposition 5, and the additivity of
the squashed entanglement (proposition 4) implies
EC(ρ
AB) = lim
n→∞
1
n
EF
(
(ρAB)⊗n
)
≥ lim
n→∞
1
n
Esq
(
(ρAB)⊗n
)
= Esq(ρ
AB).
Theorem 7. Squashed entanglement vanishes for every
separable density matrix ρAB, i.e.
ρABseparable =⇒ Esq(ρAB) = 0.
Conversely, if there exists a finite extension ρABE of ρAB
with vanishing quantum conditional mutual information,
then ρAB is separable, i.e.
I(A;B|E) = 0 and dimHE <∞ =⇒ ρAB separable.
4Proof. Every separable ρAB can be written as a convex
combination of separable pure states,
ρAB =
∑
i
pi|ψi〉〈ψi|A ⊗ |φi〉〈φi|B .
The quantum mutual conditional information of the ex-
tension
ρABE :=
∑
i
pi|ψi〉〈ψi|A ⊗ |φi〉〈φi|B ⊗ |i〉〈i|E
, with orthonormal states (|i〉E), is zero. Squashed en-
tanglement thus vanishes on the set of separable states.
To proof the second assertion assume that there ex-
ists an extension ρABE of ρAB with I(A;B|E) = 0 and
dimHE <∞. Now, a recently obtained result [13] on the
structure of such states ρABE applies, and as a corollary
ρAB is separable.
Remark 8. The minimisation in squashed entanglement
ranges over extensions of ρAB with a priori unbounded
size. Esq(ρ) = 0 is thus possible, even if any finite ex-
tension has strictly positive quantum conditional mutual
information. Therefore, without a bound on the dimen-
sion of the extending system, the second part of theorem 7
does not suffice to conclude that Esq(ρ
AB) implies separa-
bility of ρAB. A different approach to this question could
be provided by a possible approximate version of the main
result of [13]: if there is an extension ρABE with small
quantum conditional mutual information, then the ρAB
is close to a separable state. For further discussion on
this question, see sections III and IV.
Note that the strict positivity of squashed entanglement
for entangled states would, via corollary 6, imply strict
positivity of entanglement cost for all entangled states.
This is not yet proven, but conjectured as a consequence
of the additivity conjecture of entanglement of formation.
Example 9. It is worth noting that in general Esq is
strictly smaller than EF and EC : consider the totally
antisymmetric state σAB in a two–qutrit system
σAB =
1
3
(|I〉〈I|+ |II〉〈II|+ |III〉〈III|),
with
|I〉 = 1√
2
(|2〉A|3〉B − |3〉A|2〉B) ,
|II〉 = 1√
2
(|3〉A|1〉B − |1〉A|3〉B) ,
|III〉 = 1√
2
(|1〉A|2〉B − |2〉A|1〉B) .
On the one hand, it is known from [31] that EF (σ
AB) =
EC(σ
AB) = 1, though, on the other hand, we may con-
sider the trivial extension,
Esq(σ
AB) ≤ 1
2
I(A;B) =
1
2
log 3 ≈ 0.792.
The best known upper bound on ED for this state, the
Rains bound [21], gives the only slightly smaller value
log 53 ≈ 0.737. It remains open if there exist states for
which squashed entanglement is smaller than the Rains
bound.
Proposition 10. Esq is lower bounded by distillable en-
tanglement [1, 2]:
ED(ρ
AB) ≤ Esq(ρAB).
Proof. Consider any entanglement distillation protocol
by LOCC, taking n copies of the state (ρAB)⊗n to a state
σAB such that ∥∥σAB − |s〉〈s|AB∥∥
1
≤ δ, (1)
with |s〉 being a maximally entangled state of Schmidt
rank s. We may assume without loss of generality
that the support of σA and σB is contained in the s-
dimensional support of TrB|s〉〈s| and TrA|s〉〈s|, respec-
tively. Using propositions 4 and 3, we have
nEsq(ρ
AB) = Esq
(
(ρAB)⊗n
) ≥ Esq(σAB), (2)
so that it is only necessary to estimate Esq(σ
AB) versus
Esq(|s〉〈s|AB) = log s (see example 2). For this, let σABE
be an arbitrary extension of σAB and consider a purifica-
tion of it, |Ψ〉 ∈ HABEE′ . Chain rule and monotonicity
of the quantum mutual information allow us to estimate
I(A;B|E) = I(AE;B) − I(E;B)
≥ I(A;B) − I(EE′;AB)
= I(A;B) − 2S(AB).
Further applications of Fannes inequality [9], lemma 13,
give I(A;B) ≥ 2 log s − f(δ) log s and 2S(AB) ≤
f(δ) log s, with a function f of δ vanishing as δ ap-
proaches 0. Hence
1
2
I(A;B|E) ≥ log s− f(δ) log s.
Since this is true for all extensions, we can put this to-
gether with eq. (2), and obtain
Esq(ρ
AB) ≥ 1
n
(
1− f(δ)) log s,
which, with n → ∞ and δ → 0, concludes the proof,
because we considered an arbitrary distillation protocol.
Remark 11. In the proof of proposition 10 we made
use of the continuity of Esq in the vicinity of maxi-
mally entangled states. Similarly, Esq can be shown to
be continuous in the vicinity of any pure state. This, to-
gether with proposition 3, the additivity on tensor prod-
ucts (second part of proposition 4), and the normalisation
on Bell states, suffices to prove corollary 6 and proposi-
tion 10 [15].
5Corollary 12.
1
2
(
I(A;B)− S(AB)) ≤ Esq(ρAB).
Proof. The recently established hashing inequality [7]
provides a lower bound for the one–way distillable en-
tanglement E→D (ρ
AB),
S(B)− S(AB) ≤ E→D (ρAB).
Interchanging the roles of A and B, we have
1
2
(
I(A;B)− S(AB)) ≤ ED(ρAB)
where we use the fact that one–way distillable entan-
glement is smaller or equal to distillable entanglement.
This, together with the bound from proposition 10, im-
plies the assertion.
III. ANALOGY TO INTRINSIC INFORMATION
Intrinsic information is a quantity that serves as a mea-
sure for the correlations between random variables in
information–theoretical secret–key agreement [18]. The
intrinsic (conditional mutual) information between two
discrete random variablesX and Y , given a third discrete
random variable Z, is defined as
I(X ;Y ↓ Z) = inf {I(X ;Y |Z¯) : Z¯ with
XY → Z → Z¯ a Markov chain}.
The infimum extends over all discrete channels Z to Z¯
that are specified by a conditional probability distribu-
tion PZ¯|Z .
A first idea to utilise intrinsic information for measur-
ing quantum correlations was mentioned in [11]. This
inspired the proposal of a quantum analog to intrinsic
information [4] in which the Shannon conditional mu-
tual information plays a role similar to the quantum
conditional mutual information in squashed entangle-
ment. This proposal possesses certain good properties
demanded of an entanglement measure, and it opened
the discussion that has resulted in the current work.
Before we state some similarities in the properties
that the intrinsic information and squashed entangle-
ment have in common, we would like to stress their ob-
vious relation in terms of the definitions. Let |Ψ〉ABC be
a purification of ρAB and let ρABE be an extension of
ρAB with purification |Φ〉ABEE′ . Remark that all purifi-
cations of ρAB are equivalent in the sense that there is a
suitable unitary transformation on the purifying system
with
1AB ⊗ U : |Ψ〉ABC 7→ |Φ〉ABEE′ .
Applying a partial trace operation over system E′ then
results in the completely positive map
Λ : B(HC) −→ B(HE),
id⊗ Λ : |Ψ〉〈Ψ|ABC 7−→ ρABE .
Conversely, every state ρABE constructed in this manner
is an extension of ρAB.
This shows that the squashed entanglement equals
Esq(ρ
AB) = inf
{
1
2
I(A;B|E) :
ρABE = (id⊗ Λ)|Ψ〉〈Ψ|ABC}, (3)
where the infimum includes all quantum operations Λ :
B(HC)→ B(HE).
In [5] it is shown that the minimisation in I(X ;Y ↓ Z)
can be restricted to random variables Z¯ with a domain
equal to that of Z. This shows that the infimum in the
definition is in effect a minimum and that the intrinsic
information is a continuous function of the distribution
PXY Z . It is interesting to note that the technique used
there (and, for that matter, also in the proof that en-
tanglement of formation is achieved as a minimum over
pure state ensembles ρAB =
∑
k pk|Ψk〉〈Ψk|AB of size
(rank ρAB)2), does not work for our problem, and so, we
do not have an easy proof of the continuity of squashed
entanglement. In the following section this issue will be
discussed in some more detail.
In the cryptographic context in which it appears, in-
trinsic information serves as an upper bound for the
secret–key rate S = S(X ;Y ||Z) [18]. S is the rate at
which two parties, having access to repeated realisations
of X and Y , can distill secret correlations about which
a third party, holding realisations of Z, is almost igno-
rant. This distillation procedure includes all protocols
in which the two parties communicate via a public au-
thenticated classical channel to which the eavesdropper
has access but cannot alter the transmitted messages.
Clearly, one can interpret distillable entanglement as the
quantum analog to the secret–key rate. On the one hand,
secret quantum correlations, i.e. maximally entangled
states of qubits, are distilled from a number of copies of
ρAB. In the classical cryptographic setting, on the other
hand, one aims at distilling secret classical correlations,
i.e. secret classical bits, from a number of realisations of
a triple of random variables X,Y and Z.
We proved in proposition 10 that squashed entangle-
ment is an upper bound for distillable entanglement.
Hence, it provides a bound in entanglement theory which
is analogous to the one in information–theoretic secure
key agreement, where intrinsic information bounds the
secret–key rate from above.
This analogy extends further to the bound on the for-
mation of quantum states (proposition 5 and corollary 6),
where we know of a recently proven classical counterpart:
namely that the intrinsic information is a lower bound on
the formation cost of correlations of a triple of random
variables X,Y and Z from secret correlations [22].
IV. THE QUESTION OF CONTINUITY
Intrinsic information, discussed in the previous section,
and entanglement of formation are continuous functions
6of the probability distribution and state, respectively.
This is so, because in both cases we are able to restrict the
minimisation to a compact domain; in the case of intrin-
sic information to bounded range Z¯ and in entanglment
of formation to bounded size decompositions, noting that
the functions to be minimised are continuous.
Thus, by the same general principle, we could show
continuity if we had a universal bound d on the dimen-
sion of E in definition 1, in the sense that every value
of I(A;B|E) obtainable by general extensions can be re-
produced or beaten by an extension with a d-dimensional
system E. Note that if this were true, then (just as for
intrinsic information and entanglement of formation) the
infimum would actually be a minimum: in remark 7 we
have explained that then Esq(ρ
AB) = 0 would imply, us-
ing the result of [13], that ρAB is separable.
As it is, we cannot yet decide on this question, but
we would like to present a reasonable conjecture, an in-
equality of the Fannes type [9] for the conditional von
Neumann entropy, which we can show to imply continu-
ity of Esq. Let us first revisit Fannes’ inequality in a
slightly nonstandard form:
Lemma 13. For density operators ρ, σ on the same d-
dimensional Hilbert space, with ‖ρ− σ‖1 ≤ ǫ,∣∣S(ρ)− S(σ)∣∣ ≤ η(ǫ) + ǫ log d,
with the universal function
η(ǫ) =
{
−ǫ log ǫ ǫ ≤ 14 ,
1
2 otherwise.
Observe that η is a concave function.
Now we can state the conjecture, recalling that for a
density operator ρAB on a bipartite system HA ⊗ HB,
the conditional von Neumann entropy [3] is defined as
S(A|B) := S(ρAB)− S(ρB).
Conjecture 14. For density operators ρ, σ on the bi-
partite system HA ⊗HB , with ‖ρ− σ‖1 ≤ ǫ,∣∣S(A|B)ρ − S(A|B)σ∣∣ ≤ η(2ǫ) + 3ǫ log dA,
with dA = dimHA, or some other universal function
f(ǫ, dA) vanishing at ǫ = 0 on the right hand side.
Note that the essential feature of the conjectured in-
equality is that it only makes reference to the dimension
of system A. If we were to use Fannes inequality directly
with the definition of the conditional von Neumann en-
tropy, we would pick up additional terms containing the
logarithm of dB = dimHB. In the appendix we show
that this conjecture is true in the classical case, or more
precisely, in the more general case where the states are
classical on system B.
In order to show that the truth of this conjecture im-
plies continuity of Esq, consider two states ρ
AB and σAB
with ‖ρAB − σAB‖1 ≤ ǫ. By well-known relations be-
tween fidelity and trace distance [10] this means that
F
(
ρAB, σAB
) ≥ 1− ǫ, hence [16, 27] we can find purifica-
tions |Ψ〉ABC and |Φ〉ABC of ρAB and σAB , respectively,
such that F
(|Ψ〉ABC , |Φ〉ABC) ≥ 1 − ǫ. Using [10] once
more, we get∥∥|Ψ〉〈Ψ|ABC − |Φ〉〈Φ|ABC∥∥
1
≤ 2√ǫ.
Now, let Λ be any quantum operation as in eq. (3): it
creates extensions of ρAB and σAB,
ρABE = (id⊗ Λ)|Ψ〉〈Ψ|ABC ,
σABE = (id⊗ Λ)|Φ〉〈Φ|ABC ,
with ∥∥ρABE − σABE∥∥
1
≤ 2√ǫ.
Hence, using I(A;B|E) = S(A|E)+S(B|E)−S(AB|E),
we can estimate∣∣I(A;B|E)ρ − I(A;B|E)σ∣∣ ≤ ∣∣S(A|E)ρ − S(A|E)σ∣∣
+
∣∣S(B|E)ρ − S(B|E)σ∣∣
+
∣∣S(AB|E)ρ − S(AB|E)σ∣∣
≤ 3η(2√ǫ)+ 6√ǫ log(dAdB)
=: ǫ′.
Since this applies to any quantum operation Λ and thus
to every state extension of ρAB and σAB , respectively,
we obtain ∣∣Esq(ρAB)− Esq(σAB)∣∣ ≤ ǫ′,
with ǫ′ universally dependent on ǫ and vanishing with
ǫ→ 0.
Remark 15. Since Esq is convex it is trivially upper
semicontinuous. This also follows from the fact that
squashed entanglement is an infimum of continuous func-
tions obtained by bounding the size of the dimension of
system E.
This observation, together with results from the gen-
eral theory of convex functions, implies that squashed
entanglement is continuous “almost everywhere”. Specif-
ically, with theorem 10.1 in [23], we have:
Proposition 16. Esq is continuous on the interior of
the set of states (i.e. on the faithful states), and more
generally, it is continuous when restricted to the relative
interior of all faces of the state set.
Continuity near pure states (see remark 11) thus im-
plies continuity of Esq on the set of all rank–2 density
operators.
7V. CONCLUSION
In this paper we have presented a new measure of
entanglement, which by its very definition allows for
rather simple proofs of monotonicity under LOCC, con-
vexity, additivity for tensor products and superadditiv-
ity in general, all by application of the strong subad-
ditivity property of quantum entropy. We showed the
functional, which we call “squashed entanglement”, to be
lower bounded by the distillable entanglement and upper
bounded by the entanglement cost. Thus, it has most of
the “good” properties demanded by the axiomatic ap-
proaches [14, 20, 29] without suffering from the disad-
vantages of other superadditive entanglement monotones.
The one proposed in [8], for example, diverges on the set
of pure states.
The one desirable property from the wish list of ax-
iomatic entanglement theory that we could not yet prove
is continuity. We have shown, however, that squashed
entanglement is continuous near pure states and in the
relative interior of the faces of state space. Continuity in
general would follow from a conjectured Fannes type in-
equality for the conditional von Neumann entropy. The
proof of this conjecture thus remains the great challenge
of the present work. It might well be of wider applicabil-
ity in quantum information theory and certainly deserves
further study.
Another question to be asked is whether or not there
exist states that are nonseparable but, nonetheless, have
zero squashed entanglement. We expect this not to be
the case: if not by means of proving that the infimum
in squashed entanglement is achieved, then by means of
an approximate version of the result of [13]. The rela-
tion to entanglement measures other than entanglement
of formation, entanglement cost and distillable entangl-
ment remains open in general. If Esq = 0 would imply
separability, however, it would follow that for the class
of PPT states, squashed entanglement is larger than en-
tanglement measures based on the partial transpose op-
eration, like relative entropy of entanglement, the loga-
rithmic negativity and the Rains bound.
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APPENDIX A: THE CLASSICAL CASE OF THE
CONDITIONAL FANNES INEQUALITY
In this appendix we prove the conjecture 14 for states
ρAB =
∑
k
pkρ
A
k ⊗ |k〉〈k|B, (A1)
σAB =
∑
k
qkσ
A
k ⊗ |k〉〈k|B , (A2)
with an orthogonal basis (|k〉)k and of HB, probability
distributions (pk) and (qk), and states ρ
A
k and σ
A
k on
A. Note that this includes the case of a pair of classical
random variables. In this case, the states ρAk and σ
A
k
are all diagonal in the same basis (|j〉)j of HA and thus
ρAB and σAB describe joint probability distributions on
a cartesian product.
The key to the proof is that for states of the form (A1),
S(A|B)ρ =
∑
k
pkS
(
ρAk
)
,
and similarly for the states given in eq. (A2).
First of all, the assumption implies that
ǫ ≥
∥∥ρB − σB∥∥
1
=
∑
k
|pk − qk|.
Hence, we can successively estimate,∣∣S(A|B)ρ − S(A|B)σ∣∣ ≤∑
k
∣∣pkS(ρAk )− qkS(σAk )∣∣
≤
∑
k
pk
∣∣S(ρAk )− S(σAk )∣∣
+
∑
k
|pk − qk|S
(
σAk
)
≤
∑
k
pk
(
η(ǫk) + ǫk log dA
)
+ ǫ log dA
≤ η(2ǫ) + 3ǫ log dA,
using the triangle inequality twice in the first and sec-
ond lines, then using S(σAk ) ≤ log dA, applying the
Fannes inequality, lemma 13, in the third (with ǫk :=∥∥ρAk − σAk ∥∥1), and finally making use of the concavity of
its upper bound. To complete this step, we have to show∑
k pkǫk ≤ 2ǫ, which is done as follows:
ǫ ≥
∥∥ρAB − σAB∥∥
1
=
∑
k
∥∥pkρAk − qkσAk ∥∥1
≥
∑
k
(∥∥pkρAk − pkσAk ∥∥1 − ∥∥pkσAk − qkσAk ∥∥1
)
≥
∑
k
pkǫk − ǫ,
where in the second line we have used the triangle in-
equality.
8Note that in the case of pure states the conjecture is
directly implied by Fannes inequality, lemma 13, since
S(AB) = 0 and S(A) = S(B). Clearly, a proof of the
general case cannot proceed along these lines as do not
have the possibility to present the conditional von Neu-
mann entropy as an average of entropies on A.
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