We study the Dirichlet problem for a p-Laplacian type operator in the setting of the Orlicz-Zygmund space L q log −α L (Ω, R n ), q > 1 and α > 0. More precisely, our aim is to establish which assuptions on the parameter α > 0 lead to existence, uniqueness of the solution and continuity of the associated nonlinear operator.
Introduction
Let Ω be a bounded Lipschitz domain of R N , N 2. We consider the Dirichlet problem Let f = f 1 , f 2 , . . . , f N be a vector field of class L s Ω, R N , 1 s q where q is the conjugate exponent of p, i.e. pq = p + q. By a routine argument, it can be seen that the identity (1.5) still holds for functions ϕ ∈ W 1, r r−p+1 (Ω) with compact support. We shall refer to such a solution as a distributional solution or (as some people say) as a very weak solution [17, 20] .
We point out that, if r < p, such a solution may have infinite energy, i.e. |∇u| ∈ L p (Ω). The existence of a solution u ∈ W 1,p−1 0
(Ω) to problem (1.1) is obtained in [5] when div f belongs to L 1 Ω, R N . It is well known that the uniqueness of solutions to (1.1) in the sense of Definition 1.1 generally fails [26, 1] . Then, other possible definitions have been introduced, as the so-called duality solutions [27] , the approximation solutions (SOLA) [5] , the entropy solutions [25, 19, 6] . Recent results for the regularity of such solutions are given in [21, 22] . However, these ideas do not apply if one wants to investigate the uniqueness of a distributional solution. At the present time the problem remains unclear, unless for p = 2 [4, 10] and p = N [7] . In the case p = 2 the range of exponents r allowing for a comprehensive theory is known, see [2, 18] . In the general case, uniqueness is proved in the setting of the grand Sobolev space (see [12] ).
Our goal in the present paper is to study problem (1.1) assuming that the datum f lies in the Orlicz-Zygmund space L q log −α L (Ω, R n ), α > 0. More precisely, our aim is to establish under which assuptions on the parameter α > 0 we can define a continuous operator
which carries a given vector field f into the gradient field ∇u.
In the case α 0, in the literature there are several results on the continuity of the operator defined in (1.6) [23, 8, 14] . Moreover, as a consequence of the results in [10] and [4] and the interpolation theorem of [3] , when p = 2 the operator H is Lipschitz continuous for any −∞ < α < ∞. Actually, for p = 2 and suitable α > 0, the existence for problem (1.1) is also ensured for not uniformly elliptic equations [24] .
Here we consider the case p > 2. Our main results are the following.
There exists a constant C > 0 depending on n, p, α, a and b such that the following estimates holds true
Moreover the operator H is continuous.
There exists a constant C > 0 depending on n, p, α, a and b such that, if f and g belong to
We point out that Theorem 1.1 improves the result of [12] in two different directions. First of all, when 0 < α < p p−2 , it gives higher integrability of the solutions found in [12] . On the other hand, the case α = p p−2 is not covered by [12] .
In the particular case that the vector field A takes the form
where A : Ω → R N ×N is a measurable, symmetric, uniformly elliptic matrix field, we also prove a stability theorem for solutions to problem (1.1) in terms of the characteristic of A (see Section ??). The characteristic of the symmetric matrix field A : Ω → R N ×N (see [13] ) is defined as the quantity
Observe that K A ≥ 1 and K A = 1 if and only if A is the identity matrix. Theorem 1.3. Assume that A : Ω → R N ×N is a measurable symmetric matrix field satisfying the ellipticity bounds
for a.e. x ∈ Ω, for every ξ ∈ R N . There exists a constant C > 0 depending on n, p, α, a and
The main tool to prove our results is the Hodge decomposition and fine properties of the norm in the Zygmund spaces developped in Section 2.
Preliminary results

Basic notation
We indicate that quantities a, b ≥ 0 are equivalent by writing a ∼ b; namely, a ∼ b will mean that there exist constants c 1 , c 2 > 0 such that c 1 a ≤ b ≤ c 2 a. Similarly, a b (a b respectively) will mean that there exists c > 0 such that a ≤ cb (a ≥ cb respectively).
From now on, Ω will denote a bounded Lipschitz domain in R N . For a function v ∈ L p (Ω) with 1 ≤ p < ∞ we set
Marcinkiewicz Spaces
A useful property of the Marcinkiewicz norm is given by the following identities |g|
We shall appeal to the following Hölder type inequality
which holds true for v ∈ L p,∞ (Ω), E ⊂ Ω and q < p.
Grand Lebesgue and grand Sobolev Spaces
(2.5)
Zygmund spaces
We shall need to consider the Zygmund space L q log −α L (Ω), for 1 < q < ∞, α > 0. This is the Orlicz space generated by the function
where a e is a suitably large constant, so that Φ is increasing and convex on [0, ∞[. The choice of a will be immaterial. More explicitly, for a measurable
It is customary to consider the Luxemburg norm
and
is a Banach space. However, we shall introduce an equivalent norm, which involves the norms in L q−ε (Ω), for 0 < ε q − 1, and is more suitable for our purposes. For f measurable on Ω, we set
The following is a refinement of a result of [11] .
Moreover,
Proof. It is easy to check that
) is a norm. Let f be a measurable function defined in Ω. We clearly have
for a.e. in Ω, hence integrating
This in turn implies
Therefore from (2.8) we get
for some positive contants. Assume now that f satisfies (2.7). As
we see that the first term of (2.9) is finite, so
for a constant independet of f . By homogeneity,
, since the Zygmund space is continuously embedded in the gran Lebesgue space L α,q) (see [15] ), there exists a constant
and by (2.9) we get (2.
and by homogeneity we conclude with the reverse inequality to (2.10).
Remark 2.2. We examine the dependence of
We remark that the norm (2.6) compares in a very simple way with f L α,q) . Indeed, as ε → f q−ε is decreasing, for all σ ∈ ]0, q − 1] we have 12) hence by (2.11)
Moreover, using (2.6), the inclusion L α,q) (Ω) ⊂ L q log −β (Ω) for β > α (see [11] ) is trivial:
and then
We point out that a simple application of the Lebesgue dominated convergence theorem proves that
for all f ∈ L q log −α L (Ω), see [11] . Actually, (2.14) follows directly from (2.7), since it implies that the left hand side of (2.12) tends to 0 as σ ↓ 0.
We stress that (2.14) does not hold uniformly, as f varies in a bounded set of L q log −α L (Ω). Indeed, for each ε > 0 sufficiently small so that Φ(e 1/ε ) > 1, we choose a measurable subset E ⊂ Ω verifying (Ω has no atoms) |E| = |Ω| e −q/ε log α (a + e 1/ε ) = |Ω|/Φ(e 1/ε ) and set f = f ε = e 1/ε χ E .
and lim
Proof. For simplicity, we assume ε 0 = q − 1. As M is totally bounded, fixed arbitrarily σ > 0 we find a finite number of elements f 1 , . . . , f k ∈ M with the property that, ∀f ∈ M, ∃j ∈ {1 , . . . , k}:
Therefore, we conclude easily for any f ∈ M and ε ∈ ]0, ε σ [
3 Proof of Theorem 1.1 and Theorem 1.2
Our goal in this section is to prove Theorem 1.1.
A fundamental lemma
with f, g ∈ L q−εq (Ω, R n ), 0 < ε < 1. Let u, v ∈ W 1,p−εp (Ω) be solutions to (3.1) and (3.2) respectively such that
(Ω) Then Lemma 3.1. There exists 0 < ε p (n) < 1/p and a constant C > 0 depending on n, p, α, a and b such that the following uniform estimate holds ∇u − ∇v
for every 0 < ε < ε p (n).
Proof of Lemma 3.1. The proof is achieved with a similar argument as in [12] . We sketch it for the sake of completeness.
Since Ω is Lipschitz, we may use the Hodge decomposition of the vector field |∇u − ∇v| −εp (∇u − ∇v) ∈ L p−εp 1−εp (Ω) (see [15, 16] ), namely
(Ω) and some divergence free vector field h ∈ L p−εp 1−εp (Ω). Moreover, fixed 0 < ε p (n) < 1/p, for every 0 < ε < ε p (n) the following estimates hold (see [16] ) 
By Definition 1.1, we are legitimate to use ϕ as a test function for equations in both (3.1) and (3.2) respectively. Then which corresponds to the estimate we wanted to prove. Corollary 3.2. Under the assuptions of Lemma 3.1, if u = v on ∂Ω, there exists 0 < ε 0 < 1/p and a constant C > 0 depending on n, p, α, a and b such that, for any 0 < ε < ε 0 the following uniform estimate holds
13)
Proof. For g = 0 and v = 0, estimate (3.3) reduces to
which gives, for Cε
Similarly, one has
Inserting (3.15) and (3.16) into (3.12), we finally get (3.13).
Uniqueness
Under the assumptions of Theorem 1.1, if f = g, estimate (3.13) reduces to ∇u − ∇v
, uniqueness follows from (2.14) letting ε → 0 + in (3.17). Actually, we can prove a stronger uniqueness result. 3.20) for 0 < ε < ε p (n) and C = C(n, p, a, b). Now, if 0 < ε < min ε p (n), 1/C p−2 p , the first term in the right hand side can be absorbed by the left hand side of (3.20) and so
The conclusion of Theorem 3.3 follows by (2.14), as ε → 0 + in (3.21).
The previous theorem improves the uniqueness result of [12] , which does not cover the case α = p/(p − 2). We point ou that our result also improves the result in [7] , since the Marcinkiewicz space weak − L p is contained in (3.22) and letting ε → 0 + we have u = v in Ω.
Existence
Let f ∈ L q log −α L (Ω, R N ), 1 < q < 2 and 0 < α p/(p − 2). The aim of this subsection is to prove the existence in Theorem 1.1. As a preliminary step, we show that, if (f n ) n is a converging sequence in
To prove this, we first note that, by Lemma 2.4, -wredfixed σ > 0, we find ϑ ∈ ]0, 1] such that, if 0 < ε < ϑε p (n), then
for all m, n ∈ N. Hence (3.13) with f m , f n in place of f , g, and u m , u n in place of u, v, respectively, yields
We multiply both sides by ε α−1 and integrate with respect to ε on (0, ϑε p (n)). For δ = εp/ϑ εp, we have
25) where ε 0 = pε p (n). On the other hand,
and (setting here δ = εq)
Therefore, recalling definition (2.6), from (3.24) we get 3.27) with no restrictions on m, n ∈ N. Now, as the sequence (f n ) n conveges in
provided m and n are sufficiently large, hence
proving that (∇u n ) n is a Cauchy sequence as desired.
Now we are in a position to prove existence of solution for problem (1.1). Indeed, we approximate the vector field f in the right hand side of the equation by
, and for each n we consider the (unique) solution u n to the problem div
Using what we have seen above, (u n ) n converges in
To conclude that u solves (1.1), we only need to note, that by (1.3) we can pass to the limit as n → ∞ into the equation of (3.28), getting div A(x, ∇u) = div f ,
The estimate (1.7) follows from (3.15) , by the same argument used above, by integrating with respect to ε. Also continuity of the operator H follows. Indeed, clearly
Denote by u and v the solutions of (3.1) and (3.2), of class
, respectively. To prove (1.8), we multiply both sides of (3.13) by ε α−1 and integrate with respect to ε on (0, ϑε p (n)), for fixed ϑ ∈ ]0, 1]. Similarly as for 
we obtain estimate (1.8). In particular, for g = 0 and v = 0, .2) respectively. For 0 α < p/(p − 2), we can prove that
Indeed, in the case α = 0, passing to the limit as ε ↓ 0 in (3.3), we find that ∇u − ∇v ∈ L p (Ω, R N ) and ∇u − ∇v 
so that estimate (3.37) infers
Finally, (1.13) is proved.
