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Abstract
Recently, domain adaptation has become a hot research
area with lots of applications. The goal is to adapt a model
trained in one domain to another domain with scarce an-
notated data. We propose a simple yet effective method
based on self-supervised learning that outperforms or is on
par with most state-of-the-art algorithms, e.g. adversar-
ial domain adaptation. Our method involves two phases:
predicting random rotations (self-supervised) on the target
domain along with correct labels for the source domain
(supervised), and then using self-distillation on the target
domain. Our simple method achieves state-of-the-art re-
sults on semi-supervised domain adaptation on DomainNet
dataset.
Further, we observe that the unlabeled target datasets of
popular domain adaptation benchmarks do not contain any
categories apart from testing categories. We believe this
introduces a bias that does not exist in many real applica-
tions. We show that removing this bias from the unlabeled
data results in a large drop in performance of state-of-the-
art methods, while our simple method is relatively robust.
1. Introduction
Consider the following problem: we have an image clas-
sification model trained on synthetic images (we call source
domain) and we want to use this model to classify real im-
ages (we call target domain) to the same categories. The
model has never seen the real images, so naturally, it does
not perform well on real images as the model is highly tuned
to synthetic images. This difference in performance be-
tween source and target domain is called domain gap and
the technique of adapting the classifier to overcome this do-
main gap is called domain adaptation (DA).
In domain adaptation, we assume the training has access
to a large scale unlabeled dataset from the target domain
and just a small or even no annotated dataset from the
target domain. The goal is to adapt the model to close the
domain gap by performing well on the target domain. In
general, it is assumed that the set of categories in the target
Figure 1. Illustration of our proposed method for semi-supervised
domain adaptation setting. We do supervised learning and rotation
prediction in the first stage and then do knowledge distillation in
the second stage.
domain are the same as those in the source domain. In this
work, we mainly focus on the task of domain adaptation
for image classification.
1
ar
X
iv
:1
91
2.
11
90
3v
1 
 [c
s.C
V]
  2
6 D
ec
 20
19
Figure 2. Curated and un-curated unlabeled data for VisDa-17 dataset. left: Random samples from the unlabeled target domain dataset used
in VisDa-17 benchmark. They are originally sampled from MS-COCO dataset and then the objects of interest are cropped and centered.
right: Random samples for the same categories from MS-COCO dataset without cropping. We believe this cropping process injects bias
into the unlabeled dataset that does not exist in practical applications. Such a bias in the benchmark can produce misleading conclusions
as some methods mat exploit this bias. In our un-curated experiments, we not only use un-cropped images but also use images from other
unknown categories.
Motivation:
Recently, unsupervised domain adaptation (UDA) has be-
come a hot research topic due to its various applications in
real world where it is difficult and costly to annotate im-
ages in specific application domains. For instance, assume
a customer buys a household robot for which the visual per-
ception system is trained at the factory. However, the ap-
pearance of objects in the customer’s house may be differ-
ent from the training data due to lighting and other instance
specific variations. This will result in degraded robot vi-
sion. Hence, one can improve the robot’s visual percep-
tion by collecting some unlabeled data from the customer’s
house and then adapting the model to this new domain using
domain adaptation algorithms.
As another example, reinforcement learning (RL) has
recently shown a lot of promise in various applications.
However, most RL methods require lots of trials which are
not possible in the real world due to physical limitations.
Hence, most RL methods are being trained on graphics sim-
ulators and then tested in the real world. Clearly, the differ-
ence between synthetic and real data will lead to a domain
gap in this setting. Consequently, domain adaptation can be
used to reduce the domain gap.
Self-supervised learning:
There is a general class of methods called self-supervised
learning that focuses on learning rich representation exclu-
sively from unlabeled data. The idea is to use inherent bi-
ases in natural images to design a pseudo task for which
the annotation is automatic. Then, by forcing the model to
solve the pseudo task, the model will learn rich features that
capture the manifold of natural images. For instance, since
most natural images are upright, we, humans, can detect if
an image is rotated, so in RotNet [14], we can randomly
rotate the images and train a model to predict the applied
rotation angle. This pseudo-task does not need any annota-
tions and learns rich visual features.
Most works in self-supervised learning evaluate the rep-
resentations learned at each layer of the network by training
a linear classifier, e.g., ImageNet classification. Usually,
the fully supervised model performs better than the self-
supervised model, but the gap shrinks as we go to the earlier
layers. This is expected as the late layers are specifically
tuned for the pseudo-task rather than general visual recog-
nition. For instance in Table 3 of [26], the first layer of the
self-supervised model performs even slightly better than the
fully supervised model on the linear classification task.
Our intuition:
Our intuition is that in adapting a model trained on the
source domain to solve the same task in the target domain,
tuning early layers is more important as the final layers are
connected to the semantics and do not need to modify much.
For instance, in “car” detection, the early layers detect inter-
mediate concepts like “wheels”, “head-lights”, and “wind-
shield” and the late layers compose those concepts together
to come up with “car” detection. Hence, in domain adapta-
tion, detectors of those intermediate concepts (early layers)
need to be modified while the composition (late layers) may
still be valid. This is more obvious to think about when we
use real images for the source domain and clipart images
for the target domain.
Therefore, we propose a simple baseline for domain
adaptation where we train a model on the source domain
and then adapt it to the target domain by solving a self-
supervised learning method, namely rotation prediction, on
the target domain. Since we do not want to forget high-level
knowledge learned in the source domain, we keep learn-
ing the supervised task in the source domain in a multi-task
learning setting.
In this work, we show that this simple method can be
a very competitive baseline that either outperforms or is
on par with most state-of-the-art methods on two popular
benchmarks, (DomainNet [29] and VisDa-17 [30]). Note
that most state-of-the-art method on DA employ compli-
cated algorithms, adversarial learning, that are not straight
forward for optimization and reproducibility. Therefore, we
believe our simple baseline can have a positive impact on
the design of future DA methods.
Moreover, we observe that, interestingly, most DA
benchmarks have a selection bias in their unlabeled target
domain that may not be present in real world applications.
This bias can be exploited by DA methods resulting in mis-
leading benchmarking. Our empirical study shows that re-
moving this bias, which is easily possible, leads to degraded
performance for most methods while our simple baseline is
relatively more robust. We will discuss this bias more in the
following section.
2. Un-curated unlabeled data
We believe using unlabeled data for domain adaptation
is a practical setting that can be used in many applications
where collection of unlabeled data in the target domain is
easy and almost for free. In such settings, there is no ef-
fort required for data annotation, so the data can be from
any category. For instance, we train a classifier on the syn-
thetic data for n categories and want to adapt it to the real
data to perform classification for those n categories. How-
ever, in practice the unlabeled real data may come from any
category. Even outside the n categories of interest.
Interestingly, popular DA benchmarks in the computer
vision community create their unlabeled data by choosing
images of the n categories and then removing the labels.
This strategy is used in DomainNet [29] which is one of
the most recent benchmarks and also in VisDa-17 [30] that
is also a well-known benchmark. Even more interestingly,
in VisDa-17 dataset, not only the unlabeled data (adopted
from MS-COCO dataset) is from the same n categories of
interest, but also the images are cropped to contain only
the bounding box of those objects of interest. Note that
the same strategy is used in most self-supervised learning
literature when using ImageNet dataset with no labels as
the source of unlabeled data. We call this a curated (stan-
dard) unlabeled data and we call an unlabeled dataset that
may contain any object category as an un-curated data. Fig.
2 shows some samples from standard and our un-curated
VisDa-17 dataset for comparison.
We believe, using curated unlabeled data is not a good
idea and is not aligned with the final practical applications.
Hence, it can be misleading as a benchmark. The problem
is that the process of curation can be seen as a form of weak
supervision leaked into the unlabeled training data that may
not exist in the real application. Since all algorithms will
not exploit this weak supervision, the resulting benchmark
can be misleading.
For instance, the entropy minimization method [15]
chooses the entropy of the output as the loss to encour-
age the model to produce a prediction with low uncertainty.
This is great in the case of curated data as we know that
each unlabeled image corresponds to one of the known cat-
egories. However, in the case of un-curated data, the model
may be uncertain for data from other unknown categories.
Thus, minimizing the entropy loss may not be a good idea.
We support this hypothesis in our experiments by adding
unknown categories from the target domain to the standard
unlabeled data.
3. Related Work
Domain adaptation:
A popular strategy for dealing with the domain gap is to
learn features that are consistent across domains. One of
the most popular methods of aligning features for both
domains is adversarial training of a discriminator and a
feature extractor such that the discriminator cannot distin-
guish between the features of source and target domains
[8, 28, 36, 20, 23, 33, 31, 21]. Our method is largely or-
thogonal to the above domain adaptation methods.
Since most of the domain adaptation work focuses on
the unsupervised setting, semi-supervised domain adapta-
tion (SSDA) is not well studied. In [32], the standard unsu-
pervised domain adaption (UDA) methods were shown to
be less effective in the SSDA setting. [32] introduced an
iterative algorithm that alternates between minimizing and
maximizing the entropy of the output. Our method is differ-
ent and simpler compared to [32]. We show that our method
does not degrade in performance when going from unsuper-
vised to semi-supervised setting, achieving state-of-the-art
results for SSDA on DomainNet, introduced in [32].
Some other works have employed semi-supervised
learning. In [10], a network is trained to match the en-
sembled predictions of its own output obtained at different
time intervals during training. Further, combination of ad-
versarial training with semi-supervised techniques like en-
tropy minimization [15] and VAT [24] have been explored
in [35, 21].
Self-supervised learning:
Numerous pretext tasks, also called pseudo tasks, have been
developed for unsupervised representation learning. [6, 14]
predict image transformations. In [9, 25], spatial structure
of the image is exploited to create pretext tasks. In [26], a
model is trained by enforcing count consistency in image
and its tiles. In [5], a model is iteratively trained to classify
images based on the labels obtained using k-means cluster-
ing. In [27], a teacher network is trained on a hard pretext
task and its knowledge is transferred to a student network
via k-means clustering. For simplicity, we briefly evaluate
the Jigsaw [25] pretext task, but focus on the simpler, more
effective pretext task of predicting rotations [14].
Aside from representation learning, auxiliary pretext-
tasks can also help the model generalize better. In [17],
it is shown that incorporating self-supervised losses during
pre-training can improve model robustness. In [7], rotation
prediction is shown to effectively replace labeled data in
conditional GANs to make them completely unsupervised.
In [13], self-supervision is combined with existing few-shot
learning methods to leverage the unlabeled data and boost
the model performance. In [37], self-supervision is applied
to semi-supervised learning by incorporating a supervised
loss on a small amount of labeled data while solving the
pretext task on the entire dataset. Our simple method is
similar to [37] except that we are applying it to the task of
domain adaptation and improve it with self-distillation.
In [4], a modified implementation of the Jigsaw pretext
task is used as an auxiliary task for domain generalization
from multiple source domains to any target domain. We
are interested in domain adaptation from a single source to
a single target domain. In the experiments, we show that
replacing our RotNet pseudo-task with Jigsaw does not per-
form well in our setting.
Knowledge distillation:
Knowledge distillation was originally proposed by [3], and
used in [18] to transfer the knowledge from one or more
teacher networks to a single student network. [2, 11, 1]
show that self-distillation, where the teacher and student
share the same architecture, improves supervised learning
by reducing the generalization gap. We use this method to
improve our simple baseline method for SSDA and UDA.
4. Method
We are interested in domain adaptation where we have
lots of annotated data in the source domain, either small
or no annotated data in the target domain, and large scale
unlabeled data in the target domain. This is a practical as-
sumption in many applications as unlabeled data is usually
available abundantly. The goal is to train a model on the
source domain and then adapt it to the target domain using
both labeled and unlabeled data. Recently, this problem has
become popular due to its various practical applications e.g.
in learning from synthetic data.
We are proposing a simple baseline for this task using
standard self-supervised learning algorithms. We train a
network with two heads (one for image classification and
one for rotation prediction) in a multi-task setting with the
following three tasks: (1) supervised learning on the source
domain, (2) supervised learning on the target domain using
a small annotated dataset, and (3) self-supervised learning
on the target domain by predicting rotation applied to an
unlabeled image. Fig. 1 shows our method for SSDA.
For the third task above, following RotNet method [14],
given an unlabeled image, we rotate it using a rotation angle
randomly chosen from the list {0◦, 90◦, 180◦, 270◦}, and
then define its corresponding label to be the rotated angle (1
out of 4 possibilities). Then, we input rotated images to the
network and optimize it to detect the rotation angle using
the cross entropy loss function.
Finally, we perform standard knowledge distillation on
the finetuned model using the unlabeled target data to im-
prove the model by taking advantage of the soft pseudo-
labels. We use the same architecture for both student and
teacher networks. This is similar to [2, 11] except that we
do distillation on unlabeled target data rather than labeled
data. Similar to [2, 11], our intuition is that this method
will reduce the generalization gap caused by using one-hot
encoding of the ground truth in the first stage.
More formally, given an image xs and its label ys in the
source domain, an image xt and its label yt in the target do-
main, and also an unlabeled image xu in the target domain,
we define the following loss terms:
Lssup(f) =
∑
i
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s
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s
i )
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where Lssup is the supervised loss on the source domain,
Ltsup is the supervised loss on the target domain,, Ltssl is
the self-supervised loss on the target domain, `ce(.) is the
cross entropy loss, f(.) is the classifier, r(.) is the rotation
prediction classifier, and Ta(.) is an operator that rotates the
input image by an angle a ∈ {0◦, 90◦, 180◦, 270◦} which
is chosen randomly for each data point and iteration. Note
that f(.) and r(.) share all layers except the last one.
In the case of SSDA, we optimize the following loss
function:
argmin
f,r
(
λsLssup(f) + λtLtsup(f) + λsslLtssl(r)
)
(1)
Finally, we perform standard knowledge distillation by
optimizing the following loss function:
argmin
g
∑
i
Lce
(
KL(f(xui )||g(xui )
)
where g(.) is the student network and f(.) is the teacher net-
work that is learned in the first stage and frozen at knowl-
edge distillation. Note that f(.) and g(.) share the same
network architecture, but the weights in g(.) are randomly
initialized. Also, note that we can choose to distill from
multiple teacher networks in an ensemble setting. We show
some of such results in the appendix material.
In the case of unsupervised domain adaptation, we re-
move Ltsup term from Eq. 1.
Entropy minimization (ENT) is proposed initially in
[15] as a form of semi-supervised learning. Assuming that
the model should be confident about its prediction for the
unlabeled data, we can minimize the entropy of the pre-
dicted probability on the unlabeled data. We add this loss
term to our method and show that it helps the learning
with a good margin on standard domain adaptation datasets.
Hence, we add the following loss term to the optimization
in Eq. 1:
Ltent(f) =
∑
i
ent(f(xui ))
where ent(p) calculates the entropy of distribution p.
5. Experiments
In this section, we evaluate our method on two different
domain adaptation settings using two large-scale and chal-
lenging datasets. We also conduct experiments on two dif-
ferent models, AlexNet and ResNet, to show the general ap-
plicability of our method. Our main focus is on the SSDA as
we believe it to be a less explored area which has numerous
applications.
Method names: S+T is a simple baseline that does only
supervised training on both, source and target, domains
without using any unlabeled data, ROT is our method pro-
posed in Eq. 1, KD(ROT) is our main method that per-
forms knowledge distillation on ROT. In KD(ROT+ENT),
we add entropy minimization loss to improve our method
on the standard dataset setting.
5.1. Datasets
We conduct experiments on DomainNet [29] and
VisDa-17 [30]. DomainNet is a new large-scale domain
adaptation dataset introduced recently. It has been used
in multi-source and semi-supervised domain adaptation
settings. VisDa-17 is a widely used dataset in UDA works.
We primarily focus on DomainNet in this work.
DomainNet:
DomainNet [29] is a large scale domain adaptation
dataset with 6 domains (Real, Clipart, Sketch, Painting,
Quickdraw, and Infograph) and 345 categories. It contains
about 0.6 million images. It surpasses all other previous
domain adaptation datasets in terms of size and diversity.
Standard DomainNet: We refer the subset of Domain-
Net used in [32] as standard DomainNet. This subset con-
sists of 4 domains (Real, Clipart, Sketch, and Painting) and
126 categories. Of all possible domain pairs (source-target),
7 are chosen for evaluation. Further, two different semi-
supervised settings, 1-shot and 3-shot, are created by keep-
ing the labels for 1 and 3 samples per class while discarding
the labels for the rest. We use the same dataset splits as [32].
Un-curated DomainNet: One of the reasons to choose
DomainNet and particularly its subset used in semi-
supervised setting is the ability to simulate true unlabeled
data. We create a dataset by taking images from all 345
available categories for 4 domains in the standard Domain-
Net. We discard all labels and only use it as unlabeled
images for target domain. We refer to this dataset as un-
curated DomainNet.
For the sake of comparison, we list sizes of unlabeled
images in the Table 5.
VisDa-17:
VisDa-17 [30] is a dataset for UDA. The source dataset
consists of synthetic images obtained by rendering 3D mod-
els at different angles and lighting conditions. The target
domain consists of images cropped from MS-COCO dataset
[22] using ground truth bounding boxes to only contain ob-
jects of interest. Both, source and target, domains contain
12 categories. The target dataset has 55k images, while the
source dataset has 152k images.
Standard VisDa-17: We refer to the above described
dataset as standard VisDa-17 dataset.
Un-curated VisDa-17: Similar to un-curated Domain-
Net, we construct un-curated VisDa-17 by adding all non-
cropped training images of MS-COCO to the unlabeled tar-
get dataset. This ensures that the target domain (real im-
ages) remains intact but the unlabeled target domain con-
tains more than just training categories. We discard labels
from this dataset and only use it in an unlabeled setting.
Method
R to C R to P P to C C to S S to P R to S P to R Mean
1-shot 3-shot 1-shot 3-shot 1-shot 3-shot 1-shot 3-shot 1-shot 3-shot 1-shot 3-shot 1-shot 3-shot 1-shot 3-shot
S+T 43.3 47.1 42.4 45.0 40.1 44.9 33.6 36.4 35.7 38.4 29.1 33.3 55.8 58.7 40.0 43.4
DANN [12] 43.3 46.1 41.6 43.8 39.1 41.0 35.9 36.5 36.9 38.9 32.5 33.4 53.6 57.3 40.4 42.4
ADR [33] 43.1 46.2 41.4 44.4 39.3 43.6 32.8 36.4 33.1 38.9 29.1 32.4 55.9 57.3 39.2 42.7
CDAN [23] 46.3 46.8 45.7 45.0 38.3 42.3 27.5 29.5 30.2 33.7 28.8 31.3 56.7 58.7 39.1 41.0
ENT [15] 37.0 45.5 35.6 42.6 26.8 40.4 18.9 31.1 15.1 29.6 18.0 29.6 52.2 60.0 29.1 39.8
MME [32] 48.9 55.6 48.0 49.0 46.7 51.7 36.3 39.4 39.4 43.0 33.3 37.9 56.8 60.7 44.2 48.2
KD(ROT) 49.3 54.5 49.9 51.3 48.3 52.9 39.7 43.2 44.3 46.3 40.0 43.2 58.7 61.5 47.2 50.4
KD(ROT+ENT) 51.0 54.7 50.5 50.9 47.8 53.0 37.7 42.3 38.1 46.3 38.0 41.8 60.4 62.1 46.2 50.2
Table 1. SSDA on standard DomainNet for AlexNet: S+T is the baseline that uses only supervised learning on both domains. The domain
names: R: Real, C: Clipart, P: Painting, S: Sketch. We study 1-shot and 3-shot settings and compare our method to various baselines. Our
method, even though simple, outperforms the state-of-the-art baselines.
Method
R to C R to P P to C C to S S to P R to S P to R Mean
1-shot 3-shot 1-shot 3-shot 1-shot 3-shot 1-shot 3-shot 1-shot 3-shot 1-shot 3-shot 1-shot 3-shot 1-shot 3-shot
S+T 55.6 60.0 60.6 62.2 56.8 59.4 50.8 55.0 56.0 59.5 46.3 50.1 71.8 73.9 56.9 60.0
DANN [12] 58.2 59.8 61.4 62.8 56.3 59.6 52.8 55.4 57.4 59.9 52.2 54.9 70.3 72.2 58.4 60.7
ADR [33] 57.1 60.7 61.3 61.9 57.0 60.7 51.0 54.4 56.0 59.9 49.0 51.1 72.0 74.2 57.6 60.4
CDAN [23] 65.0 69.0 64.9 67.3 63.7 68.4 53.1 57.8 63.4 65.3 54.5 59.0 73.2 78.5 62.5 66.5
ENT [15] 65.2 71.0 65.9 69.2 65.4 71.1 54.6 60.0 59.7 62.1 52.1 61.1 75.0 78.6 62.6 67.6
MME [32] 70.0 72.2 67.7 69.7 69.0 71.7 56.3 61.8 64.8 66.8 61.0 61.9 76.1 78.5 66.4 68.9
KD(ROT) 63.6 64.0 66.5 67.0 60.8 65.0 57.5 60.9 63.4 62.6 58.3 60.3 74.6 75.6 63.5 65.1
KD(ROT+ENT) 65.6 71.6 70.4 70.8 64.8 71.2 58.1 64.1 62.6 67.4 60.0 63.6 75.8 80.7 65.3 69.9
Table 2. SSDA on standard DomainNet for ResNet34. The description is similar to Table 1. Our method (last row) outperforms all the
baselines in average for 3-shot setting.
5.2. Semi-supervised domain adaptation
Standard DomainNet: Tables 1 and 2 compare the
results of our method with state-of-the-art baselines on
the standard dataset. On Alexnet architecture, our sim-
ple method of KD(ROT) outperforms the baselines. On
ResNet with 3-shot, our method combined with ENT loss
(KD(ROT+ENT)) outperforms the baselines.
Un-curated DomainNet: We compare our method with
MME and ENT baselines for investigating the effect of ex-
tra categories in the unlabeled target set. For fair compar-
ison, we rerun the official implementation of MME and
ENT. Next, we run their methods on the un-curated Do-
mainNet and report the results in Tables 3 and 4. In average,
our method, KD(ROT), outperforms all the baselines on the
un-curated dataset using both AlexNet and ResNet architec-
ture. In Table 6, we summarize the results of Tables 3 and
4 for understanding degradation. Note that KD(ROT) de-
grades the least in all cases which confirms the robustness
of our method in removing the curation bias. Moreover,
note that adding ENT to our method in this case degrades
the result which is expected.
5.3. Unsupervised domain adaptation:
Standard VisDa-17: We also perform experiments for
UDA where there is no labeled data in the target domain. In
Table 7, we compare the results of our method with state-of-
the-art unsupervised domain adaptation methods. We find
that our method is very competitive with other methods de-
spite being conceptually simpler. Moreover, most of the
methods we compare against involve adversarial training
which can be difficult to train. Apart from difficulty in train-
ing, some of the methods e.g., DTA [21], can involve up to 5
different loss components which means additional 5 hyper-
parameters to tune. Even our most basic method, KD(ROT),
is comparable to more involved methods like MCD [34] and
CDAN [23]. We also observe significant boost in perfor-
mance when our method is combined with entropy mini-
mization (ENT) [15] and virtual adversarial training (VAT)
[24]. We show that it is possible to achieve second best per-
formance on standard VisDa-17 benchmark with VAT and
entropy minimization added to our method. VAT is a reg-
ularization method introduced in [24] that encourages the
model to be smooth around each unlabeled data-point.
Un-curated VisDa-17: We use two recent state-of-the-
art methods (BSP [8] and DTA [21]) in UDA to understand
Method Data
R to C R to P P to C C to S S to P R to S P to R Mean
1-shot 3-shot 1-shot 3-shot 1-shot 3-shot 1-shot 3-shot 1-shot 3-shot 1-shot 3-shot 1-shot 3-shot 1-shot 3-shot
ENT (rerun) S 41.5 42.9 36.3 42.8 24.8 39.0 21.6 33.3 18.8 35.2 17.7 30.8 53.6 60.3 30.6 40.6
MME (rerun) S 43.7 45.2 45.4 47.2 43.8 47.9 36.8 40.9 40.6 45.2 33.8 36.9 56.9 60.4 43.0 46.2
KD(ROT+ENT) S 51.0 54.7 50.5 50.9 47.8 53.0 37.7 42.3 38.1 46.3 38.0 41.8 60.4 62.1 46.2 50.2
KD(ROT) S 49.3 54.5 49.9 51.3 48.3 52.9 39.7 43.2 44.3 46.3 40.0 43.2 58.7 61.5 47.2 50.4
ENT U 30.6 40.5 33.8 40.9 25.2 33.3 22.2 30.7 16.7 31.6 17.4 26.9 50.8 57.5 28.1 37.3
MME U 41.2 45.8 43.0 44.3 39.4 43.5 34.1 37.1 39.7 42.0 30.9 34.7 53.4 57.8 40.3 43.6
KD(ROT+ENT) U 46.4 48.9 47.2 50.0 43.7 49.0 34.3 39.2 35.8 41.8 33.3 38.1 57.9 60.5 42.7 46.8
KD(ROT) U 47.7 51.3 48.9 48.3 46.5 50.2 37.4 41.7 42.7 43.8 38.1 40.5 58.5 60.3 45.7 48.0
Table 3. SSDA on un-curated DomainNet for AlexNet. Please see Table 1 for the description of names. For better comparison, we rerun the
baselines using their publicly released code. The top section uses the standard data denoted by ”S”, and the second section uses un-curated
data denoted by ”U”. In average, our method (KD(ROT)) outperforms the baselines on the un-curated data. As expected adding ENT
degrades the performance on the un-curated data.
Method Data
R to C R to P P to C C to S S to P R to S P to R Mean
1-shot 3-shot 1-shot 3-shot 1-shot 3-shot 1-shot 3-shot 1-shot 3-shot 1-shot 3-shot 1-shot 3-shot 1-shot 3-shot
ENT S 62.9 68.6 65.3 68.6 61.6 64.9 54.5 62.1 60.6 65.2 55.3 58.1 73.7 78.8 62.0 66.6
MME S 68.5 70.4 64.2 66.7 67.3 70.7 59.8 61.5 65.3 67.8 58.2 62.8 75.3 77.6 65.5 68.2
KD(ROT+ENT) S 65.6 71.6 70.4 70.8 64.8 71.2 58.1 64.1 62.6 67.4 60.0 63.6 75.8 80.7 65.3 69.9
KD(ROT) S 63.6 64.0 66.5 67.0 60.8 65.0 57.5 60.9 63.4 62.6 58.3 60.3 74.6 75.6 63.5 65.1
ENT U 52.4 58.2 59.8 63.2 53.2 59.8 49.4 52.7 54.8 61.5 45.3 52.3 70.1 75.2 55.0 60.4
MME U 59.9 63.1 64.2 66.6 60.4 64.5 56.0 57.1 63.2 65.5 54.5 54.5 72.6 75.0 61.5 63.8
KD(ROT+ENT) U 56.1 64.0 61.9 66.7 49.8 58.9 50.8 57.2 57.4 61.6 49.0 55.4 69.2 76.1 56.3 62.8
KD(ROT) U 60.7 64.8 65.9 67.5 61.9 63.9 57.6 60.0 61.7 64.7 56.1 57.5 73.6 76.1 62.5 64.9
Table 4. SSDA on un-curated DomainNet for ResNet. Please refer to to table 3 for description. Again in average, our method (KD(ROT))
outperforms the baselines on this architecture.
Domain Standard Un-curated
Real 70k 175k
Clipart 18k 48k
Sketch 24k 70k
Painting 31k 75k
Table 5. Size of unlabeled target images in Standard vs. Un-
curated DomainNet
Method AlexNet ResNet1-shot 3-shot 1-shot 3-shot
ENT -8.2% -8.1% -11.3% -9.3%
MME -6.3% -5.6% -6.0% -6.5%
KD(ROT+ENT) -7.6% -6.8% -13.8% -10.2%
KD(ROT) -3.2% -4.8% -1.6% -0.3%
Table 6. Degradation of the accuracy when changing the unlabeled
data from standard dataset to the un-curated one for VisDa-17.
Degradation percentage is relative to the standard dataset.
the effect of extra categories in the unlabeled target domain.
For a fair comparison, we first ran the official implementa-
tions of BSP and DTA on the standard VisDa-17 dataset to
Method Mean
ResNet 52.4
DANN [12] 57.4
MCD [34] 71.9
CDAN [23] 73.7
ADR [33] 74.8
BSP+CDAN [8] 75.9
DTA [21] 81.5
KD(ROT) 71.9
KD(ROT+ENT) 74.8
KD(ROT+ENT+VAT) 76.7
Table 7. ResNet101 mean accuracy for various methods on VisDa-
17. Our method combined with ENT and VAT is the second best.
confirm the numbers. Table 8 shows the results for these
re-runs and the actual experiments on un-curated VisDa-17.
We observe that although our method, KD(ROT), is not
the best on the un-curated dataset, it degrades less compared
to the other methods. The degradation in performance for
our case is only 3.3% compared to other methods where
degradation ranges from 9%-12%. Thus, it is reasonable
Method Standard Un-curated Degradation
BSP+CDAN 75.9 68.6 -9.6%
cDTA+fDTA 77.4 68.5 -11.5%
DTA 81.1 71.8 -11.5%
KD(ROT) 71.9 69.5 -3.3%
Table 8. ResNet101 mean accuracy for various methods on un-
curated VisDa-17. For standard dataset, we report the results of
rerunning the baselines for fair comparison. cDTA+fDTA refers
to DTA[21] without VAT introduced in [21]. The degradation per-
centage is relative to the standard dataset. Our method leads to
least degradation when we go from standard dataset to the un-
curated one.
Method AlexNet ResNet
S+T 43.4 60.0
ROT+ENT 48.6 68.5
JIG+ENT 44.1 59.5
Table 9. Mean accuracies for 3-shot SSDA. We don’t do knowl-
edge distillation for these experiments.
to conclude that the huge boost is performance by recent
UDA methods is tied to the assumption of curated unlabeled
target samples. This makes our method a very simple and
effective baseline for future comparison.
5.4. Jigsaw vs. Rotation:
Since [4] uses Jigsaw solver in domain generalization
setting. Here, we study using Jigsaw instead of RotNet
in our SSDA setting. We tried λssl ∈ {0.7, 1.0} and
λent ∈ {0.01, 0.1} for real to sketch pair and picked the
best combination. These are the parameters used in [4]. We
do not do knowledge distillation for these experiments. We
list our results in Table 9. We found that Jigsaw results are
close to the S+T baseline. Note that Jigsaw is shown to
be more effective than RotNet in [4], but it is significantly
worse than RotNet in our SSDA setting. We empirically
conclude that Jigsaw does not generalize well in the case of
single source domain.
5.5. Implementation details
Our code is implemented in PyTorch and closely fol-
lows the implementation of [32]. Because the focus of this
work is on obtaining baselines using methods that are easy
to train, we refrain from extensive hyper-parameter tuning.
In all experiments, we use the
Semi-supervised domain adaptation: We use
AlexNet[19] and ResNet34 [16] pre-trained on ImageNet
in all of our experiments. The architectures of feature
extractor and supervised classification head are kept the
same as in [32] for fair comparison. For self-supervised
classification head, we use a single fully-connected layer
for AlexNet, while two fully-connected layers with a ReLU
activation between them is used for ResNet34. We use
the same learning rate annealing schedule as in [12]. The
model is optimized using SGD with a momentum of 0.9
and weight decay of 0.0005. The initial learning rate for
feature extractor is 0.001 while for both classification heads
it is 0.01.
We use λent = 0.01 for AlexNet and λent = 0.1 for
ResNet34. We tried λent ∈ {0.1, 0.01, 0.05} values on Real
to Sketch pair for 3-shot setting. We use λssl = 1, λs =
λt = 1 for all experiments. We selected these parameters
without any tuning. The training is run for 30k iterations
and the checkpoint with best validation accuracy is used for
testing.
Unsupervised Domain Adaptation: For a fair com-
parison with other works, we only use ResNet101 [16].
Apart from weights for losses, all other hyper-parameters
are the same as above. We search for λs ∈ {0.5, 1.0}
and λent ∈ {0.05, 0.01, 0.1}. We use λs = 0.5, λent =
0.01, λvat = 0.01 for all our experiments when the corre-
sponding losses are used. We use λvat = 0.01, without any
tuning. Also, the parameters for the VAT [24] loss are the
same as those in the original work.
Knowledge distillation: We start with an ImageNet pre-
trained student and run the training for 10 epochs while
dropping learning rate by a factor of 0.1 every 3 epochs.
We intentionally keep the number of epochs for distillation
small to reduce computational time and keep the experi-
ments simple.
6. Conclusion
We introduced a simple method for domain adaptation
that utilizes a self-supervised learning task (RotNet) on the
unlabeled target data along with supervised learning on the
source domain. Even though simple, either our method out-
performs or is on par with state-of-the-art methods on two
challenging benchmarks. Moreover, we point out that un-
labeled target data in those two popular benchmarks has a
selection bias that may not exist in a real application. We
show that by removing this bias, most methods degrade in
performance while ours is relatively robust. We believe our
simple method and also un-curated setting can have a good
impact on evaluating the future domain adaptation research.
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7. Appendix
We perform more experiments to study the effect of dif-
ferent parts of our method. We study Ablation on VisDa-17
on Table 10, the effect of the choice of dataset for distil-
lation on VisDa-17 on Table 11, the effect of the choice
of dataset for distillation on VisDa-17 on Table 12, train-
ing RotNet on both domains for DomainNet on Table 13,
ensembling for DomainNet on table 14, the effect of pre-
training for DomainNet on table 15, the effect of distillation
for AlexNet on DomainNet on Table 16, and the effect of
distillation for ResNet on DomainNet on Table 17. Please
read the captions of the tables for the description.
Method Standard Un-curated Degrad.
Source only 57.6 57.6 0.0%
KD(Source only) 60.9 59.8 -1.8%
ENT 69.4 65.1 -6.2%
VAT 65.7 64.1 -2.4%
ENT+VAT 69.8 66.9 -4.2%
ROT 69.2 67.9 -1.9%
ROT+ENT 73.1 67.1 -8.2%
ROT+VAT 71.5 69.2 -3.2%
ROT+ENT+VAT 74.9 67.1 -10.4%
KD(ROT+VAT) 73.7 70.8 -3.9%
KD(ROT+ENT+VAT) 76.7 68.7 -10.4%
Table 10. Ablation study on VisDa-17 (ResNet101): We evalu-
ate different combinations of methods. “Source only” is the base-
line model that is supervised on the source domain only which is
equivalent to the first row of Table 7 in the main paper. Note that
the accuracy is slightly higher since we run this baseline ourselves
rather than copying it from [8]. The second row shows that knowl-
edge distillation alone improves this baseline with a margin that is
smaller than our main method. Also, in the last column, we also
show the degradation of the accuracy when we change the unla-
beled dataset from standard to un-curated. As expected, adding
ENT hurts in the case of un-curated data. ROT and KD(Source
only) have the least amount of degradation. KD(ROT+VAT)
achieves the best accuracy for un-curated data.
Method no KD. KD Std. KD UnC.
ROT 69.2 71.9 70.7
ROT+ENT 73.1 74.8 74.1
ROT+VAT 71.5 73.7 73.4
ROT+ENT+VAT 74.9 76.7 75.9
Table 11. Effect of the choice of dataset for distillation on
VisDa-17 (ResNet101): We train a model with no distillation
for different combinations of methods on standard unlabeled data
(column “no KD”). Then, we show the results of distillation using
standard and un-curated data separately. We do not observe a large
degradation in accuracy when we change the dataset of distillation
from standard to un-curated. This shows that distillation is robust
to curation bias.
Method no KD. KD Std. KD UnC.
ROT 67.9 70.7 69.5
ROT+ENT 67.1 69.1 69.9
ROT+VAT 69.2 72.1 70.8
ROT+ENT+VAT 67.1 68.7 68.7
Table 12. Effect of the choice of dataset for distillation on
VisDa-17 (ResNet101): This tabel is similar to Table 11 except
that we use un-curated data for the methods before distillation.
Again, we observe that knowledge distillation is robust to the
dataset curation bias.
Model Method R to C R to P P to C C to S S to P R to S P to R Mean
AlexNet
ROT(t)+ENT 52.9 49.6 51.1 41.2 44.3 40.7 60.1 48.6
ROT(s+t) + ENT 53.1 48.0 50.9 41.7 43.0 41.6 60.6 48.4
ResNet
ROT(t)+ENT 70.4 69.4 69.9 62.8 65.8 62.3 79.1 68.5
ROT(s+t) + ENT 70.9 70.0 70.4 61.2 65.0 64.0 77.7 68.5
Table 13. Training RotNet on both domains for DomainNet: We use 3-shot standard DomainNet for these experiments. ROT(t) is our
main method that only uses the target dataset for the RotNet loss. We show that ROT(s+t), uses the source dataset as well for the RotNet
loss, does not improve the final model.
type P to R S to P C to S P to C R to P R to C R to S Mean
1. ROT1 60.4 44.3 41.5 49.7 49.9 51.6 40.1 48.2 1
2. ROT2 60.3 44.6 41.6 49.8 49.9 51.8 39.9 48.3 2
3. MME1 61.1 44.4 40.5 50.7 50.1 54.7 38.7 48.6 3
4. MME2 61.5 44.8 41.2 50.6 50.2 55.2 38.6 48.9 4
5. ens(ROT1,ROT2) 61.2 45.5 42.6 50.9 50.7 52.7 41.1 49.2 5
6. ens(MME1,MME2) 62.4 45.7 42.3 51.8 51.2 56.0 39.7 49.9 6
7. ens(MME1,ROT1) 62.6 47.3 43.0 52.5 51.8 56.0 41.0 50.6 7
8. KD(ens(ROT1,ROT2)) 62.8 46.9 43.8 52.3 51.9 54.1 42.4 50.6 8
9. KD(ens(MME1,MME2)) 63.6 46.5 43.3 52.4 52.4 56.9 40.5 50.8 9
10. KD(ens(MME1,ROT1)) 64.0 48.6 44.2 53.7 53.1 57.0 42.0 51.8 10
Table 14. Ensembling results for DomainNet: We use 3-shot standard DomainNet and AlexNet for these experiments. “ens” means
ensembling two different models. We are interested in studying the effect of using multiple methods. Using a fixed initialization, we run
our method twice to get (ROT1 and ROT2) and MME method twice to get (MME1 and MME2). We show that we get the best accuracy by
combining one of ROT and one of MME models. This accuracy is better than combining two models of the same kind. This is a simple
way of combining ROT and MME compared to training them jointly.
Method P to R S to P C to S P to C R to P R to C R to S Mean
1. ROTsup1 60.4 44.3 41.5 49.7 49.9 51.6 40.1 48.2 1
2. ROTsup2 60.3 45.2 41.9 49.6 49.8 51.4 40.5 48.3 2
3. ROTsup+rot 59.2 44.0 42.6 49.9 49.7 52.4 41.3 48.4 3
4. ens(ROTsup1,ROTsup2) 62.3 47.0 43.7 52.1 51.9 53.5 42.3 50.4 4
5. ens(ROTsup1,ROTsup+rot) 61.9 46.8 44.4 52.8 52.0 54.3 43.2 50.8 5
6. KD(ens(ROTsup1,ROTsup+rot)) 63.4 48.3 45.5 54.1 53.1 55.6 44.2 52.0 6
Table 15. The effect of pretraining for DomainNet: We use 3-shot standard DomainNet and AlexNet for these experiments. We initialize
our method with three different pretrained models (ROTsup1, ROTsup2, and ROTsup+rot). The first two are regular supervised pretrainings
on ImageNet and the last one uses both, supervised loss and RotNet self-supervised loss, on ImageNet. We show that adding RotNet to
the pretraining helps slightly to generalize better. We also show that using this model as one of the teachers in ensembling and distillation
helps by almost 4 points.
Method Data
R to C R to P P to C C to S S to P R to S P to R Mean
1-shot 3-shot 1-shot 3-shot 1-shot 3-shot 1-shot 3-shot 1-shot 3-shot 1-shot 3-shot 1-shot 3-shot 1-shot 3-shot
ROT S 47.7 51.9 48.3 49.5 45.4 50.3 38.6 41.3 42.0 44.2 38.5 41.5 56.7 59.5 45.3 48.3
KD(ROT) S 49.3 54.5 49.9 51.3 48.3 52.9 39.7 43.2 44.3 46.3 40.0 43.2 58.7 61.5 47.2 50.4
ROT+ENT S 49.3 52.9 48.9 49.6 45.6 51.1 36.8 41.2 36.7 44.3 37.5 40.7 58.1 60.1 44.7 48.6
KD(ROT+ENT) S 51.0 54.7 50.5 50.9 47.8 53.0 37.7 42.3 38.1 46.3 38.0 41.8 60.4 62.1 46.2 50.2
ROT U 45.8 49.8 47.4 48.2 44.3 47.8 36.7 40.8 40.8 42.3 37.1 39.3 56.6 59.3 44.1 46.8
KD(ROT) U 47.7 51.3 48.9 48.3 46.5 50.2 37.4 41.7 42.7 43.8 38.1 40.5 58.5 60.3 45.7 48.0
ROT+ENT U 45.2 50.0 46.3 48.7 42.1 46.8 34.3 38.5 34.1 40.2 33.3 38.9 56.4 59.2 41.7 46.0
KD(ROT+ENT) U 46.4 48.9 47.2 50.0 43.7 49.0 34.3 39.2 35.8 41.8 33.3 38.1 57.9 60.5 42.7 46.8
Table 16. Effect of distillation for AlexNet on DomainNet: We study the effect of distillation on different variations of the method. The
conclusion is that distillation helps the model in all experiments. The first section uses standard data while the second one uses un-curated
data.
Method Data
R to C R to P P to C C to S S to P R to S P to R Mean
1-shot 3-shot 1-shot 3-shot 1-shot 3-shot 1-shot 3-shot 1-shot 3-shot 1-shot 3-shot 1-shot 3-shot 1-shot 3-shot
ROT S 60.7 62.2 64.0 64.8 58.2 62.2 55.3 57.9 60.0 60.8 55.5 56.7 72.3 73.2 60.9 62.6
KD(ROT) S 63.6 64.0 66.5 67.0 60.8 65.0 57.5 60.9 63.4 62.6 58.3 60.3 74.6 75.6 63.5 65.1
ROT+ENT S 64.3 70.3 68.9 69.4 64.6 69.9 56.6 62.8 61.2 65.8 58.2 62.3 74.5 79.1 64.1 68.5
KD(ROT+ENT) S 65.6 71.6 70.4 70.8 64.8 71.2 58.1 64.1 62.6 67.4 60.0 63.6 75.8 80.7 65.3 69.9
ROT U 58.7 62.4 63.9 64.9 59.0 61.2 55.0 58.1 59.1 61.7 54.9 56.9 71.8 74.4 60.4 62.8
KD(ROT) U 60.7 64.8 65.9 67.5 61.9 63.9 57.6 60.0 61.7 64.7 56.1 57.5 73.6 76.1 62.5 64.9
ROT+ENT U 54.4 61.7 58.9 64.9 48.0 57.1 48.9 55.5 55.1 60.9 46.7 53.3 68.1 74.6 54.3 61.1
KD(ROT+ENT) U 56.1 64.0 61.9 66.7 49.8 58.9 50.8 57.2 57.4 61.6 49.0 55.4 69.2 76.1 56.3 62.8
Table 17. Effect of distillation for ResNet on DomainNet: Please refer to the caption of Table 16 for the description. Again, we see that
distillation always improves the model performance.
