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Abstract
We establish the limit system for the Gross–Pitaevskii equations when the segregation phenomenon ap-
pears, and shows this limit is the one arising from the competing systems in population dynamics. This
covers and verifies a conjecture of S. Terracini et al., both in the parabolic case and the elliptic case.
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1. Introduction
In recent years, the following systems with κ → +∞:
−diui = fi(ui)− κui
∑
j =i
bij u
2
j in B1(0), (1.1)
and the parabolic analogue of (1.1):
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∂t
− diui = fi(ui)− κui
∑
j =i
bij u
2
j in B1(0)× (−1,0), (1.2)
has received a lot of attention. Here bij > 0 and di > 0 are constants, satisfying bij = bji , 1 
i, j M . B1(0) is the unit ball in Rn (n 1). Typical model for fi(ui) is fi(u) = aiu− up with
constants ai > 0, p > 1. We only consider positive solutions, that is, those ui  0 in its domain
for all i. We will denote the solution corresponding to κ as uκ = (u1,κ , u2,κ , . . . , uM,κ).
This system arises from Bose–Einstein condensates, known in the literature as Gross–
Pitaevskii equation. For more background we refer to [2,16,17] and references therein.
Solutions (we assume uniformly bounded in our theorem) of the above system (1.1) are critical
points of the following functional (under suitable boundary conditions: e.g. ∀u ∈ H 10 (B1(0)) ×
H 10 (B1(0))× · · · ×H 10 (B1(0))),
Jκ(u) =
∫
B1(0)
1
2
∑
i
di |∇ui |2 + κ4
∑
i =j
bij u
2
i u
2
j −
∑
i
Fi(ui), (1.3)
where Fi(u) =
∫ u
0 fi(t) dt .
There is another system, which has similar form:
∂ui
∂t
− diui = fi(ui)− κui
∑
j =i
bij uj in B1(0)× (−1,0). (1.4)
This is the Volterra–Lotka competing model from population dynamics. We can prove (for ex-
ample, see [6]), as κ → +∞, uniformly bounded solutions of (1.1), (1.2) or (1.4) converge to
a limiting configurations in some weak sense, (u1, u2, . . . , uM). The limit satisfies a separation
condition, that is, different components have separated supports:
uiuj ≡ 0, for i = j.
For (1.4), we can get more [6]: the limit (u1, u2, . . . , uM) satisfies a remarkable system of differ-
ential inequalities⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂ui
∂t
− diui  fi(ui) in B1(0)× (−1,0),(
∂
∂t
− di
)
ui −
∑
j =i
(
∂
∂t
− dj
)
uj  fi(ui)−
∑
j =i
fj (uj ) in B1(0)× (−1,0),
ui  0 in B1(0)× (−1,0),
uiuj = 0, for i = j in B1(0)× (−1,0).
(1.5)
Similar results also hold for the elliptic case. That is, the singular limit as κ → +∞ is⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
−diui  fi(ui) in B1(0),
−diui +
∑
j =i
djuj  fi(ui)−
∑
j =i
fj (uj ) in B1(0),
ui  0 in B1(0),
(1.6)uiuj = 0, for i = j in B1(0).
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dynamics of (1.4), especially in the case of large κ (for example, see our recent paper [9]). The
general principle in [10] is, if we can prove that the singular limit of (1.4) has simple dynamics,
then we can prove the dynamics of (1.4) with κ large is simple too.
It is natural to try to use similar ideas for (1.2). In order to achieve this, we will prove that the
singular limit of (1.2) is (1.5) too. This covers and proves a conjecture of Susanna Terracini. The
conjecture (in the elliptic case for the system of two equations) was first proposed in [16], where
they made a construction and gave a partial result in this direction and was studied in [18] too.
The main purpose of this paper is to prove this conjecture for the system of multiple equations.
This result is much harder to prove than the result for (1.4).
In [2], Caffarelli and Lin have proved corresponding results for the minimizers of the func-
tional (1.3). However, the above conjecture (in the elliptic case) is concerned with general critical
points of (1.3) and there are many difficulties compared with the minimizing case. For example,
in the minimizing case to prove the gap phenomena of the density function is fairly direct, while
in the case of general critical points, we need an induction procedure of Tavares and Terracini,
see Section 9 and [18]. We also need to exclude the possibility of the existence of multiplicity
1 points on the free boundaries, which can’t appear in the minimizing case by simple reasons,
see Section 10. In [18], Hugo Tavares and Susanna Terracini have developed remarkable meth-
ods to attack this problem in the elliptic case, and they have proved a good deal of this result.
We complete the proof of the conjecture in both the elliptic and parabolic case. We mainly
consider the parabolic case. Some but not all of the arguments here are parabolic analogues
of their ideas in the elliptic case. In particular, much of our ideas are new even in the elliptic
case.
Note that our results can also be used to solve the main open problem in a paper of S. Terracini
et al. [16].
We also solve the important case left open in their work on the elliptic case, that is, to exclude
the possibility of the existence of multiplicity one points, see Section 10. Simply stated, this
result says that it is impossible to have one component of u, say u1, vanishing on a locally smooth
hypersurface, where u1 is strictly positive in a deleted neighborhood of this hypersurface. This
was left open in [18]. This seems a fundamental result and is essential to prove that (1.6) is the
limit of (1.1). Related useful references for our results please see [4,7,12,15,19].
Before stating the main result, we need an assumption.
Assumption. ∫
B 1
2
(0)
∣∣u(x,0)∣∣2 > 0. (1.7)
This assumption can be guaranteed, for example, if the solution u is in a fixed bounded smooth
domain with zero Dirichlet boundary condition. (This can be proved by the backward uniqueness,
using the classical method, the log-convexity of
∫ |u|2.)
The main result of this paper is
Theorem 1.1. As κ → +∞, if a sequence of bounded solutions uκ = (u1,κ , u2,κ , . . . , uM,κ)
of (1.2) converges to u = (u1, u2, . . . , uM), then u satisfies the system (1.5).
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for the general case, see the last section in [8].
Since we assume a uniform bound on uκ , similar to the method of [17], we can prove the
uniform Hölder continuity of uκ with respect to the parabolic distance [8]. Thus, without loss of
generality, we can assume uκ converges to u, uniformly on Q1(0).
In this paper, we denote X = (x, t), parabolic ball Qr(X) = Br(x) × (t − r2, t), parabolic
cylinder Pr(X) = Br(x)×(t−r2, t+r2) and Qr = Qr(0), Br = Br(0). We use u, v denoting the
vector-valued function, (u1, u2, . . .), (v1, v2, . . .) and so on. By saying a sequence of κ → +∞,
we always means a sequence of κi → +∞.
Notations.
• For v = (v1, v2, . . .), F(v) :=⋃i ∂{vi > 0} and {v > 0} :=⋃i{vi > 0}. We will also take
the notation {v = 0}, which just means F(v).
• |v|2 =∑i v2i and |u− v| =∑i |ui − vi |.
• Parabolic scaling: for λ > 0 and (x, t) ∈Rn ×R, λ(x, t) := (λx,λ2t).
• Gaussian measure on Rn: dρ = e− |x|
2
4 dx.
2. The elliptic case
This section is intended as a remark on the paper [18]. In that paper, they propose a condi-
tion (see Definition 1.2, especially the condition (G3)) to study the partial regularity of the free
boundary in the limit problem. This condition is crucial for their main result. Here we propose
another condition, which is a little stronger than the condition (G3) of [18]. This condition is
related to the “stationary” property of the solution to the limit system of (1.1).
For fixed κ < +∞, because the solution uκ is bounded in B1(0), standard elliptic estimates
show that it is smooth. Since it is the critical point of the functional (1.3), we can consider the
following domain variation of uκ : Take a compactly supported vector field Y ∈ C∞0 (B1(0));
define
usκ(x) = uκ
(
x + sY (x)).
It is well defined for |s| small and smooth in B1(0).
Now by the definition of critical point we have
d
ds
Jκ
(
usκ
)∣∣∣∣
s=0
= 0.
From this condition, by a well-known computation (analogous to the derivation of the mono-
tonicity formula in harmonic maps or the Yang–Mills field), we get∫
Ω
(
1
2
∑
i
|∇ui,κ |2 + κ4
∑
i =j
u2i,κu
2
j,κ −
∑
i
Fi(ui,κ )
)
divY −
∑
i
∇Y(∇ui,κ ,∇ui,κ ) = 0. (2.1)
In the above equation, if written in coordinates, the divergence of a vector field is
E.N. Dancer et al. / Journal of Functional Analysis 262 (2012) 1087–1131 1091divY =
∑
i=1,...,n
∂Yi
∂xi
,
and for a function v
∇Y(∇v,∇v) =
∑
i,j=1,...,n
∂Yi
∂xj
∂v
∂xi
∂v
∂xj
.
With our assumption on fi , from the above identity we can derive the following famous mono-
tonicity formula (for another approach, see [2]): ∃ a constant C > 0 independent of κ , such that
eCrr2−n
∫
Br
1
2
∑
i
|∇ui,κ |2 + κ4
∑
i =j
u2i,κu
2
j,κ (2.2)
is nondecreasing in r .
Note that with the choice Y(x) = x − x0 and ω = Br(x0) implies the validity of (G3) of [18].
For fixed vector field Y , let’s see what we can expect by taking the limit κ → +∞ in (2.1).
We know, as κ → +∞, uκ → u strongly in H 1(B 1
2
(0)) (see [2]), and uniformly in C(B 1
2
(0))
(see [17]). We also have (cf. Corollary 2.4 in [2])
lim
κ→+∞
∫
B 1
2
κ
∑
i =j
u2i,κu
2
j,κ = 0. (2.3)
Noting the fact that both divY and ∇Y are smooth with compact supports, we can take the
limit in (2.1) to get that the limit u satisfies∫
Ω
(
1
2
∑
i
|∇ui |2 −
∑
i
Fi(ui)
)
divY −
∑
i
∇Y(∇ui,∇ui) = 0. (2.4)
Thus the monotonicity formula still holds:
eCrr2−n
∫
Br
1
2
∑
i
|∇ui |2 (2.5)
is nondecreasing in r .
If we replace the condition (G3) of [18] by (2.4), the proof in [18] can still go through. Here
we only reprove their “Reflection Principle” (Lemma 5.6) using (2.4). Recall that we have the
equation for ui :
−ui = fi(ui)− |∇ui |Hn−1∂{ui>0}. (2.6)
Here Hn−1∂{ui>0} is the (n − 1)-dimensional Hausdorff measure supported on the regular part
of ∂{ui > 0}.
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Proposition 2.1. On the regular part of ∂{ui > 0} ∩ ∂{uj > 0}
|∇ui | = |∇uj |.
Remark 2.2. Here we assume the regular part of the free boundary is C1,β . Then ui are C1,β
continuous up to the regular part of the free boundaries, thus it make sense to say ∇ui on the
regular part of ∂{ui > 0}.
Proof of Proposition 2.1. Suppose in B1(0), there are only two components u1 and u2 non-
vanishing, and the free boundary ∂{ui > 0} ∩ ∂{uj > 0} is a C1,β hypersurface.
For ∀Y ∈ C∞0 (B1(0),Rn), by substituting it into (2.4), we get∫
B1(0)
(
1
2
∑
i=1,2
|∇ui |2 −
∑
i
Fi(ui)
)
divY −
∑
i=1,2
∇Y(∇ui,∇ui) = 0. (2.7)
We compute the integrand involving u1 and u2 respectively. Note the following formulas:
∇Y(∇u1,∇u1) =
∑
i,j=1,...,n
[
∂
∂xj
(
Yi
∂u1
∂xi
∂u1
∂xj
)
− Yi ∂
2u1
∂xi∂xj
∂u1
∂xj
− Yi ∂
2u1
∂xj ∂xj
∂u1
∂xi
]
.
After an integration by parts, the first term in the right-hand side can be transformed into an
integration on the boundary.
We also have
∇
(
1
2
|∇u1|2 − F1(u1)
)
· Y =
∑
i,j=1,...,n
Yi
∂2u1
∂xi∂xj
∂u1
∂xj
−
∑
i=1,...,n
f 1(u1)Yi
∂u1
∂xi
.
Now, by integration by parts we get∫
B1(0)∩{u1>0}
(
1
2
|∇u1|2 − F1(u1)
)
divY − ∇Y(∇u1,∇u1)
=
∫
B1(0)∩∂{u1>0}
(
1
2
|∇u1|2 − F1(u1)
)
Y · ν −
∫
B1(0)∩{u1>0}
∇
(
1
2
|∇u1|2 − F1(u1)
)
Y
−
∫
B1(0)∩∂{u1>0}
∑
i,j=1,...,n
Yi
∂u1
∂xi
∂u1
∂xj
νj
+
∫
B1(0)∩{u1>0}
∑
i,j=1,...,n
Yi
∂2u1
∂xi∂xj
∂u1
∂xj
+
∑
i=1,...,n
Yi
∂u1
∂xi
u1
= −1
2
∫
|∇u1|2Y · ν.B1(0)∩∂{u1>0}
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in {u1 > 0}, −u1 = f1(u1), and in the integration on the free boundary, we have
∇u1 = −|∇u1|ν, on ∂{u1 > 0},
and
F1(u1) = F1(0) = 0, on ∂{u1 > 0}.
The calculation of u2 is similar, and the result only differs by a sign, because of our choice of ν:∫
B1(0)∩{u2>0}
(
1
2
|∇u2|2 − F2(u2)
)
divY − ∇Y(∇u2,∇u2) = 12
∫
B1(0)∩∂{u2>0}
|∇u2|2Y · ν. (2.8)
By adding these two, we get ∫
B1(0)∩∂{u1>0}∩∂{u2>0}
(|∇u1|2 − |∇u2|2)Y · ν = 0. (2.9)
In view of the arbitrary choice of Y , we then get
|∇u1| = |∇u2|, on B1(0)∩ ∂{u1 > 0} ∩ ∂{u2 > 0}. 
Remark 2.3. In this proposition, the stronger regularity assumption is unnecessary. In fact, we
only need the Lipschitz regularity of the regular part of the free boundary. Because even only with
this lower regularity, we can still integrate by parts on the domain. Here the normal derivative ∂ui
∂ν
on the free boundary must be taken in the almost everywhere sense (with respect to the (n− 1)-
dimensional Hausdorff measure on the free boundary), and the claim in the proposition should
read
|∇ui | = |∇uj | a.e.
This still ensures that the Radon measure parts of u1 and u2 coincide.
Finally, we also need to exclude the following possibility: ∃u = (u1,0, . . . ,0), which is a limit
of a sequence of solutions to (1.1). Note that, the stationary condition (2.4) or the condition (G3)
in [18] is not sufficient to exclude this case, for example, u = (|x1|,0, . . . ,0). In Section 10, we
give a method to exclude this possibility, for the parabolic case. The elliptic case is almost the
same (in fact, a little easier than the parabolic case in some places).
3. A local energy inequality
Lemma 3.1. Assume u is a smooth (vector-valued) solution to the following parabolic system
∂u −u = −∂F in Q1.
∂t ∂u
1094 E.N. Dancer et al. / Journal of Functional Analysis 262 (2012) 1087–1131Take a ϕ ∈ C∞0 (B1), then we have
d
dt
∫
Rn
1
2
|∇u|2ϕ2 + F(u)ϕ2 = −
∫
Rn
∣∣∣∣∂u∂t
∣∣∣∣2ϕ2 − ∫
Rn
∇u∇(ϕ2)∂u
∂t
. (3.1)
Proof. By taking derivative, integrating by parts, and then substituting the equation of u, we get
d
dt
∫
Rn
1
2
|∇u|2ϕ2 + F(u)ϕ2 =
∫
Rn
∇u∇ ∂u
∂t
ϕ2 + ∂F
∂u
∂u
∂t
ϕ2
= −
∫
Rn
u
∂u
∂t
ϕ2 −
∫
Rn
∇u∇(ϕ2)∂u
∂t
+
∫
Rn
∂F
∂u
∂u
∂t
ϕ2
= −
∫
Rn
∣∣∣∣∂u∂t
∣∣∣∣2ϕ2 − ∫
Rn
∇u∇(ϕ2)∂u
∂t
. 
As a direct application, we have the local energy identity for uκ .
d
dt
∫
Rn
1
2
|∇uκ |2ϕ2 +Hκ(uκ)ϕ2 + F(uκ)ϕ2 = −
∫
Rn
∣∣∣∣∂uκ∂t
∣∣∣∣2ϕ2 − ∫
Rn
∇uκ∇
(
ϕ2
)∂uκ
∂t
. (3.2)
By the Cauchy–Schwarz inequality and the Lipschitz bound of fi(u), we get
d
dt
∫
Rn
1
2
|∇uκ |2ϕ2 +Hκ(uκ)ϕ2 −12
∫
Rn
∣∣∣∣∂uκ∂t
∣∣∣∣2ϕ2 +C ∫
Rn
u2κϕ
2 +C
∫
Rn
|∇uκ |2|∇ϕ|2. (3.3)
This inequality implies some a priori bounds.
Firstly, multiply Eq. (1.2) by ui,κϕ2 and integrate by parts on Rn × (T1, T2), then we get
∫
Rn
1
2
u2i,κϕ
2
∣∣∣∣T2
T1
+
T2∫
T1
∫
Rn
[
|∇ui,κ |2 + κu2i,κ
∑
j =i
u2j,κ
]
ϕ2
=
T2∫
T1
∫
Rn
fi(ui,κ )ui,κ − 2ui,κϕ∇ui,κ∇ϕ. (3.4)
By our boundedness assumption on ui,κ , for any fixed ϕ, there exists a constant C independent
of κ , such that
0∫ ∫
n
[∑
i
|∇ui,κ |2 + κ
∑
j =i
u2i,κu
2
j,κ
]
ϕ2  C. (3.5)−1 R
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Rn×{t}
[∑
i
|∇ui,κ |2 + κ
∑
j =i
u2i,κu
2
j,κ
]
ϕ2

∫
Rn×{s}
[∑
i
|∇ui,κ |2 + κ
∑
j =i
u2i,κu
2
j,κ
]
ϕ2 +C
t∫
s
∫
Rn
(
u2κϕ
2 + |∇uκ |2|∇ϕ|2
)
− 1
2
t∫
s
∫
Rn
∣∣∣∣∂uκ∂t
∣∣∣∣2ϕ2

∫
Rn×{s}
[∑
i
|∇ui,κ |2 + κ
∑
j =i
u2i,κu
2
j,κ
]
ϕ2 +C. (3.6)
Integrating s over (−1,− 12 ) and choosing ϕ suitably, we get a constant C, which is independent
of κ , such that ∀t ∈ (− 12 ,0) ∫
B 2
3
(0)×{t}
∑
i
|∇ui,κ |2 + κ
∑
j =i
u2i,κu
2
j,κ  C. (3.7)
By taking s = − 12 and t = 0 in the first inequality of (3.6), we get
0∫
− 12
∫
B 2
3
(0)
∣∣∣∣∂uκ∂t
∣∣∣∣2  C. (3.8)
So we can assume, up to a subsequence of κ ,
∇uκ ⇀ ∇u, in L2
(
Q1(0)
)
,
∂uκ
∂t
⇀
∂u
∂t
, in L2
(
Q1(0)
)
.
In fact the first one can be improved to be the strong convergence (Lemma 3.5 in [3]; this can
also be guaranteed by the uniform Hölder continuity of uκ , as pointed out in [3]). Based on this
strong convergence, we can derive that, up to a subsequence of κ again, for almost everywhere
t ∈ (−1,1),
uκ(x, t) → u(x, t), in H 1
(
B1(0)
)
. (3.9)
Moreover, we have (Corollary 3.4 in [3])
lim
κ→+∞
∫ ∫
κ
∑
i =j
u2i,κu
2
j,κ = 0.Q1
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everywhere t ∈ (−1,1)
lim
κ→+∞
∫
B1×{t}
κ
∑
i =j
u2i,κu
2
j,κ = 0. (3.10)
Now we can take κ → +∞ in (3.2) to get a local energy inequality for the limit function u.
Lemma 3.2. Definition as in Lemma 3.1, we have
d
dt
∫
Rn
1
2
|∇u|2ϕ2 + F(u)ϕ2 −
∫
Rn
∣∣∣∣∂u∂t
∣∣∣∣2ϕ2 − ∫
Rn
∇u∇(ϕ2)∂u
∂t
, (3.11)
in the integral sense.
Proof. By the strong convergence of ∇uκ in L2(Q1(0)) and (3.10), after passing to a subse-
quence of κ , we get for a.e. t ∈ (−1,0)
lim
κ→+∞
∫
Rn×{t}
[
1
2
|∇uκ |2 +Hκ(uκ)+ F(uκ)
]
ϕ2 =
∫
Rn×{t}
[
1
2
|∇u|2 + F(u)
]
ϕ2. (3.12)
Thus for a.e. T1, T2 ∈ (−1,0) with T1 < T2, we have
∫
Rn
1
2
|∇u|2ϕ2 + F(u)ϕ2
∣∣∣∣T2
T1
= lim inf
κ→+∞
(
−
T2∫
T1
∫
Rn
∣∣∣∣∂uκ∂t
∣∣∣∣2ϕ2 − ∇uκ∇(ϕ2)∂uκ∂t
)
−
T2∫
T1
∫
Rn
∣∣∣∣∂u∂t
∣∣∣∣2ϕ2 − ∇u∇(ϕ2)∂u∂t .
The above inequality comes from the weak convergence of ∂uκ
∂t
. 
Corollary 3.3. ∃C > 0, ∀t ∈ (− 12 ,0) ∫
B 2
3
(0)×{t}
∑
i
|∇ui |2  C. (3.13)
The proof is similar to the case of uκ , (3.7).
4. The monotonicity formula
In order to prove the main result, similar to the elliptic case, we try to derive the limit equation
from a local monotonicity formula (in parabolic case, we do not know whether there is any
E.N. Dancer et al. / Journal of Functional Analysis 262 (2012) 1087–1131 1097analogue of (2.1)). The monotonicity formula is standard and it has been indicated in [3]. For the
calculation, see Section 4 in [8].
For any fixed κ < +∞, consider a bounded solution uκ of (1.2). It is smooth. The limit
function u satisfies (Theorem 3.8 in [3])⎧⎪⎪⎨⎪⎪⎩
∂ui
∂t
−ui = fi(ui)−μi in Q1(0),
ui  0 in Q1(0),
uiuj = 0 in Q1(0).
(4.1)
Here μi is a Radon measure supported on ∂{ui > 0}. This implies(
∂ui
∂t
−ui
)
ui = fi(ui)ui . (4.2)
Define the backward heat kernel for t < 0:
G(x, t) = (4π |t |)− n2 e− |x|24|t | . (4.3)
Take a ϕ ∈ C∞0 (B 12 (0)). For any fixed (x0, t0) ∈ Q 12 (0) and t ∈ (0,
1
2 ), define
Dκ(t) =
∫
Rn
[
1
2
∑
i
∣∣∇ui,κ (x0 − x, t0 − t)∣∣2 +∑
i
Fi
(
ui,κ (x0 − x, t0 − t)
)
+ κ
4
∑
i =j
ui,κ (x0 − x, t0 − t)2uj,κ (x0 − x, t0 − t)2
]
ϕ(x0 − x)2G(x, t) dx, (4.4)
Hκ(t) :=
∫
Rn
1
2
∑
i
uκ,i(x0 − x, t0 − t)2ϕ(x0 − x)2G(x, t) dx. (4.5)
Concerning the limit function u, we have a similar definition.
D(t) =
∫
Rn
[
1
2
∑
i
∣∣∇ui(x0 − x, t0 − t)∣∣2 +∑
i
Fi
(
ui,κ (x0 − x, t0 − t)
)]
× ϕ(x0 − x)2G(x, t) dx, (4.6)
H(t) :=
∫
Rn
1
2
∑
i
ui(x0 − x, t0 − t)2ϕ(x0 − x)2G(x, t) dx. (4.7)
Then we have the following monotonicity formula.
Theorem 4.1. For t ∈ (0, 12 ), ∃C > 0 independent of (x0, t0) ∈ Q 12 , such that
eCt
tD(t)
H(t)
+Ct
is nondecreasing in t .
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Definition 4.2. Given D(t) and H(t) as above, denote
N(t;X,u,ϕ) := tD(t)
H(t)
,
and define Θ(X,u,ϕ) = limt→0 N(t;X,u,ϕ).
For future use, we recall the following formula from [8] (see (4.17) therein):
H ′(t) =
∫
Rn
∣∣∇u(x,−t)∣∣2ϕ(x)2G(x, t)+ ∫
Rn
∣∣u(x,−t)∣∣2ϕ(x)x · ∇ϕ(x)
2t
G(x, t)
−
∫
Rn
f
(
u(x,−t))u(x,−t)ϕ(x)2G(x, t). (4.8)
Finally, we give another monotonicity formula. As before, we still take (x0, t0) as the origin
(0,0). Take a ϕ ∈ C∞0 (B1(0)). Define
Dˆκ(r) =
−r∫
−4r
∫
Rn
[
1
2
∑
i
|∇ui,κ |2 + κ4
∑
i =j
u2i,κu
2
j,κ
]
ϕ2G(x, t) dx dt. (4.9)
Concerning u, we have a similar definition:
Dˆ(r) =
−r∫
−4r
∫
Rn
1
2
∑
i
|∇ui |2ϕ2G(x, t) dx dt. (4.10)
The calculation of the derivative of Dˆκ(r) is standard. We only list the results.
Dˆ′κ(r) = −
−r∫
−4r
∫
Rn
1
2t
∑
i
∣∣∣∣∇ui,κ · x + 2t ∂ui,κ∂t
∣∣∣∣2ϕ2G
+
−r∫
−4r
∫
Rn
∑
i
fi(ui,κ )
(
∇ui,κ · x + 2t ∂ui,κ
∂t
)
ϕ2G+
−r∫
−4r
∫
Rn
κ
2
∑
i =j
u2i,κu
2
j,κϕ
2G
− 2
−r∫
−4r
∫
Rn
∑
i
(
∇ui,κ · x + 2t ∂ui,κ
∂t
)
∇ui,κ · ∇ϕϕG
+
−r∫ ∫
n
[∑
i
|∇ui,κ |2 + κ2
∑
i =j
u2i,κu
2
j,κ
]
∇ϕ · xϕG.−4r R
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Dˆ′(r)−
−r∫
−4r
∫
Rn
1
2t
∑
i
∣∣∣∣∇ui · x + 2t ∂ui∂t
∣∣∣∣2ϕ2G
+
−r∫
−4r
∫
Rn
∑
i
fi(ui)
(
∇ui · x + 2t ∂ui
∂t
)
ϕ2G
− 2
−r∫
−4r
∫
Rn
∑
i
(
∇ui · x + 2t ∂ui
∂t
)
∇ui · ∇ϕϕG
+
−r∫
−4r
∫
Rn
[∑
i
|∇ui |2
]
∇ϕ · xϕG. (4.11)
Note that, the inequality only arises from the first term of the right-hand side.
5. The Lipschitz regularity
Theorem 5.1. In Q 1
2
, u is Lipschitz continuous with respect to the parabolic distance.
Firstly, we prove a lower bound for Θ(X;u).
Lemma 5.2. ∀X ∈ Q 1
2
∩F (u), Θ(X;u) 12 .
Proof. Assume there is X ∈ Q 1
2
∩F (u) such that Θ(X;u) = 12 − 2δ for some δ > 0. By the
definition of Θ(X;u), then there is a t0 > 0 such that, ∀t ∈ (0, t0), N(t;X,u) 12 − δ. Without
loss of generality, we can assume X = (0,0).
By (4.8), and similar to the calculation of N ′(t) (cf. Section 4 in [8]), there exists a constant
C > 0 such that
t
d
dt
logH(t) = 2N(t)+ t
∫
Rn
ϕ(x)u(x,−t)∇u(x,−t)∇ϕ(x)G(x, t)
H(t)
+ t
∫
Rn
|u(x,−t)|2(ϕ(x)ϕ(x)+ |∇ϕ(x)|2)G(x, t)
H(t)
− t
∫
Rn
[f (u(x,−t))u(x,−t)− F(u(x,−t))]ϕ(x)2G(x, t)
H(t)
= 2N(t)+O(t)
 1 − δ, (5.1)
if t is small enough.
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t1−δ is a nonincreasing function of t for t small. So for t small enough, there
exists a constant C such that
H(t) Ct1−δ. (5.2)
But we know, ∀α ∈ (0,1), u is Cα continuous with respect to the parabolic distance. In particular,
for t > 0, |u(x,−t)| C(|x|2 + t) α2 . This means
H(t) C
∫
Rn
(|x|2 + t)αt− n2 e− |x|24t dx
 Ctα
∫
Rn
(|y|2 + 1)αe− |y|24 dy
 Ctα.
We can choose α > 1 − δ2 , then this contradicts (5.2) for t small. 
By (5.1) and Theorem 4.1, we have a constant C > 0 such that
t
d
dt
logH(t) 1 −Ct. (5.3)
This implies log H(t)
t
+ Ct , or eCt H(t)
t
is a nondecreasing function of t > 0. That is, for t < τ ,
we have
eCt
H(t)
t
 eCτ H(τ)
τ
.
For t ∈ (0, 12 ), integrating τ over ( 12 ,1), we get a constant C which depends on supQ1 |u| only,
such that for any (x0, t0) ∈ Q 1
2
,
H(t;x0, t0) Ct.
By the method of [1] (see p. 340 therein), this bound implies the Lipschitz regularity of u.
6. Compactness of the blow-up sequences
6.1. First, a modification of the main result in [11] implies a doubling property for u.
Theorem 6.1. Let u = (u1, u2, . . . , uM) be a solution to the singular limit in Q1(0). Then there
exists a constant C such that for ∀(x, t) ∈ Q 1
2
(0)∩F(u), if r ∈ (0, 14 ), then∫
Q2r (x,t)
|u|2  C
∫
Qr(x,t)
|u|2. (6.1)
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ur(x, t) = 1
Lr
u
(
x0 + rx, t0 + r2t
)
,
where L2r =
∫
Qr(x0,t0)
|u|2. With this choice, we have∫
Q1
∣∣ur ∣∣2 = 1. (6.2)
From (4.1), we get ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂uri
∂t
−uri =
r2
Lr
fi
(
Lru
r
i
)−μri in Qr−1(0),
uri  0 in Qr−1(0),
uri u
r
j = 0 for i = j in Qr−1(0),(
∂uri
∂t
−uri
)
uri = f ri
(
uri
)
uri in Qr−1(0).
(6.3)
Here f ri (s) := r
2
Lr
fi(Lrs), and μri (A) = 1Lr μi(rA) for every Borel set A. Because there exists a
constant C > 0 such that |fi(ui)| C|ui |, we have∣∣f ri (uri )∣∣ Cr2∣∣uri ∣∣.
By an iteration using (6.1), we get two constants C1,C2 > 0 (independent of (x, t) ∈ Q 1
2
(0) ∩
F(u)) such that, for ∀R > 0 ∫
Q2R
∣∣ur ∣∣2  C1RC2 . (6.4)
Standard parabolic estimates imply
sup
Q2R
∣∣ur ∣∣2  C1RC2 . (6.5)
The last equation in (6.3) is understood in the integral sense, which implies, ∀T1 < T2 and φ ∈
C∞0 (B r−1
2
(0)),
0 =
T2∫
T1
∫
Rn
∂
∂t
|uri |2
2
φ2 + ∣∣∇uri ∣∣2φ2 + 2φuri∇φ∇uri − f ri (uri )uri φ2
=
∫
n
|uri |2
2
φ2
∣∣∣∣T2
T1
+
T2∫ ∫
n
∣∣∇uri ∣∣2φ2 + 2φuri∇φ∇uri − f ri (uri )uri φ2. (6.6)
R T1 R
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constants C1 and C2, such that ∫
Q2R
∣∣∇ur ∣∣2  C1RC2 . (6.7)
Next, by rescaling the local energy inequality of u, we get the local energy inequality of ur ,
which reads, ∀ϕ ∈ C∞0 (B r−1
2
(0)),
d
dt
∫
Rn
1
2
∣∣∇ur ∣∣2ϕ2 + F r(ur)ϕ2 −∫
Rn
∣∣∣∣∂ur∂t
∣∣∣∣2ϕ2 − ∫
Rn
∇ur∇(ϕ2)∂ur
∂t
. (6.8)
We can use the Cauchy–Schwarz inequality to control the last term. So
d
dt
∫
Rn
1
2
∣∣∇ur ∣∣2ϕ2 + F r(ur)ϕ2 −1
2
∫
Rn
∣∣∣∣∂ur∂t
∣∣∣∣2ϕ2 + ∫
Rn
∣∣∇ur ∣∣2|∇ϕ|2. (6.9)
Integrating this in time over [T1, T2] (T1 < T2), we get
∫
Rn
[
1
2
∣∣∇ur ∣∣2ϕ2 + F r(ur)]ϕ2∣∣∣∣T2
T1
−1
2
T2∫
T1
∫
Rn
∣∣∣∣∂ur∂t
∣∣∣∣2ϕ2 +
T2∫
T1
∫
Rn
∣∣∇ur ∣∣2|∇ϕ|2. (6.10)
If we choose ϕ suitably, then the last term can be bounded using (6.7). So∫
BR×{T2}
[
1
2
∣∣∇ur ∣∣2 + F r(ur)]ϕ2  ∫
BR×{T1}
[
1
2
∣∣∇ur ∣∣2 + F r(ur)]ϕ2 +C1RC2 . (6.11)
Integrating T1 over (−R2,−2R2), we get
sup
−R2<t<0
∫
BR×{t}
1
2
∣∣∇ur ∣∣2ϕ2 + F r(ur)ϕ2  C1RC2 . (6.12)
Substituting this into (6.10), we get ∫
Q2R
∣∣∣∣∂ur∂t
∣∣∣∣2  C1RC2 . (6.13)
Combining (6.7) and (6.13), as r → 0, we can get a limit function v, which is defined over
R
n × (−∞,0) such that
∇ur ⇀ ∇v, weakly in L2loc,
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∂t
⇀
∂v
∂t
, weakly in L2loc,
ur → v, strongly in L2loc.
∀φ ∈ C∞0 (Rn), the standard trace theorem for Sobolev space (the compact embedding) also im-
plies that, ∀t  0, ∫
Rn×{t}
∣∣ur ∣∣2φ2 → ∫
Rn×{t}
|v|2φ2.
Then by (6.6), we get ∀T1 < T2
lim
r→0
T2∫
T1
∫
Rn
∣∣∇ur ∣∣2φ2 = T2∫
T1
∫
Rn
|∇v|2φ2. (6.14)
So in fact we have
∇ur → ∇v, strongly in L2loc.
The above strong convergence can also be proved using the following lemma, as in [17].
Lemma 6.2. ∀R > 0, ur are uniformly Lipschitz continuous in QR .
Proof. By the proof in Section 5, the Lipschitz constant of u in Q 1
2
(x, t) depends on
supQ1(x,t) |u| only. Then we can use (6.5) to get the result. 
(6.3) can be passed to the limit, so v = (vi) satisfies⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
∂vi
∂t
−vi = −νi in Rn × (−∞,0],
vi  0 in Rn × (−∞,0],
vivj = 0 if i = j in Rn × (−∞,0],(
∂vi
∂t
−vi
)
vi = 0 in Rn × (−∞,0].
(6.15)
Here νi is a nonnegative Radon measure.
6.2. ∀ϕ ∈ C∞0 (B r−1
2
(0)) and (x0, t0) ∈ Qr−1
2
(0), define
D
(
t;x0, t0, ur , ϕ
) := ∫
Rn
[
1
2
∣∣∇ur(x0 − x, t0 − t)∣∣2 + F r(ur(x0 − x, t0 − t))]ϕ(x)2G(x, t) dx,
H
(
t;x0, t0, ur , ϕ
) := ∫
n
1
2
∣∣ur(x0 − x, t0 − t)∣∣2ϕ(x)2G(x, t) dx.R
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tonicity formula for ur is (for simplicity, here we take (x0, t0) = (0,0))
D′
(
t;ur,ϕ) ∫
Rn
[
1
2
t−1x · ∇ur(x,−t)− ∂u
r
∂t
(x,−t)
]2
ϕ(x)2G(x, t)
−
∫
Rn
2
[
1
2
t−1x · ∇ur(x,−t)− ∂u
r
∂t
(x,−t)
]
∇ur(x,−t) · ∇ϕ(x)ϕ(x)G(x, t)
+
∫
Rn
[
1
2
∣∣∇ur(x,−t)∣∣2 + F r(ur(x,−t))]t−1ϕ(x)x · ∇ϕ(x)G(x, t)
−
∫
Rn
1
2
t−1
∣∣∇ur(x, t)∣∣2ϕ(x)2G(x, t), (6.16)
H ′
(
t;ur,ϕ)= ∫
Rn
∣∣∇ur(x,−t)∣∣2ϕ(x)2G(x, t)+ ∫
Rn
ϕ(x)ur(x,−t)∇ur(x,−t)∇ϕ(x)G(x, t)
+
∫
Rn
∣∣ur(x,−t)∣∣2(ϕ(x)ϕ(x)+ ∣∣∇ϕ(x)∣∣2)G(x, t)
−
∫
Rn
f r
(
ur(x,−t))ur(x,−t)ϕ(x)2G(x, t). (6.17)
Passing to the limit, similar to the treatment of the local energy inequality in Section 3, we have
D′(t;v,ϕ)
∫
Rn
[
1
2
t−1x · ∇v(x,−t)− ∂v
∂t
(x,−t)
]2
ϕ(x)2G(x, t)
−
∫
Rn
2
[
1
2
t−1x · ∇v(x,−t)− ∂v
∂t
(x,−t)
]
∇v(x,−t) · ∇ϕ(x)ϕ(x)G(x, t)
+
∫
Rn
1
2
∣∣∇v(x,−t)∣∣2t−1ϕ(x)x · ∇ϕ(x)G(x, t)
−
∫
Rn
1
2
t−1
∣∣∇v(x, t)∣∣2ϕ(x)2G(x, t), (6.18)
H ′(t;v,ϕ) =
∫
Rn
∣∣∇v(x,−t)∣∣2ϕ(x)2G(x, t)+ ∫
Rn
ϕ(x)v(x,−t)∇v(x,−t)∇ϕ(x)G(x, t)
+
∫
Rn
∣∣v(x,−t)∣∣2(ϕ(x)ϕ(x)+ ∣∣∇ϕ(x)∣∣2)G(x, t). (6.19)
Since
∫
n(|∇v(x,−t)|2 + |v(x,−t)|2)G(x, t) < +∞, we can defineR
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∫
Rn
1
2
∣∣∇v(x,−t)∣∣2G(x, t) dx,
H(t;v) :=
∫
Rn
1
2
∣∣v(x,−t)∣∣2G(x, t) dx.
If we take ϕ ∈ C∞0 (Rn), ϕ ≡ 1 on BR , ϕ ≡ 0 outside BR+1, and |∇ϕ|+|ϕ| C, after passing R
to +∞ in (6.18) and (6.19) (using the Hölder inequality if necessary), we get
D′(t;v)
∫
Rn
[
1
2
t−1x · ∇v(x,−t)− ∂v
∂t
(x,−t)
]2
G(x, t)
−
∫
Rn
1
2
t−1
∣∣∇v(x, t)∣∣2ϕ(x)2G(x, t), (6.20)
H ′(t;v) =
∫
Rn
∣∣∇v(x,−t)∣∣2G(x, t). (6.21)
For t  0, define
N(t;v) := tD(t;v)
H(t;v) .
Similar to the computation in Section 4.4, we have
N ′(t)
t (
∫
Rn
[ x·∇v2t + vt ]2G)(
∫
Rn
|v|2ϕ2G)− t (∫
Rn
[ x·∇v2t + vt ]vG)2
H(t)2
 0. (6.22)
Thus N(t) is nondecreasing in t .
Here we add a remark. In the above formulations, we simply take (x0, t0) as (0,0). But the
general case can be easily seen by inserting the dependence on (x0, t0).
In the following, we consider the above monotonicity formula centered at (0,0). If we fix a
ϕ ∈ C∞0 (B1(0)) and ϕ ≡ 1 in B 12 (0), for a.e. t  0, up to a subsequence of r ,
N(t;v) = lim
r→0N
(
t;ur,ϕr)= lim
r→0N
(
r2t;u,ϕ)= Θ(0;u). (6.23)
Here ϕr(x) := ϕ(rx). The first equality is from the convergence of ur to v and the polyno-
mial growth of v at infinity. The second and the last equality are by the definition of N(t;u,ϕ)
and Θ(0;u).
This means for a.e. t  0, N ′(t) = 0. By (6.22) and the equality condition in the Cauchy–
Schwarz inequality, we get a function d(t), such that for a.e. t  0
x · ∇v + vt = d(t)v.2t
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d(t) ≡ d2t , where d > 0 is a constant (in fact, it equals 2Θ(0;v)), and ∀λ > 0
v
(
λx,λ2t
)= λdv(x, t). (6.24)
6.3. The dimension reduction
In this subsection, v is the blow-up limit constructed in the previous subsection. First we
present an interesting consequence of the homogeneous property of v.
Proposition 6.3. ∀X ∈F (v), X = 0, we have
Θ(X;v)Θ(0;v).
Moreover, if Θ(X;v) = Θ(0;v), then ∀Y and t ∈R, v(Y + tX) = v(Y ).
Proof. Denote Θ(0;v) = d and X = (x0, t0). If ∃t0 > 0 and δ > 0 such that N(t0;X,v) d + δ,
by the monotonicity of N(t;X,v), ∀t  t0, N(t;X,v) d + δ. Now since (similar to (5.1))
d
dt
logH(t) = 2N(t)
t
. (6.25)
On the one hand, for t  t0
d
dt
logH(t;X,v) 2(d + δ)
t
,
so
H(t;X,v) t2(d+δ) H(t0;X,v)
t
2(d+δ)
0
. (6.26)
On the other hand, since v(λx,−λ2t) = λ2dv(x,−t), by taking w(x) = v(x,−1), then
v(x,−t) = tdw
(
x√
t
)
.
Substituting this into the definition of H(t;X,v), and taking x := √ty, we get
H(t;X,v) =
∫
Rn
∣∣v(x + x0, t0 − t)∣∣2t− n2 e− |x|24t dx
=
∫
Rn
(t − t0)2d
∣∣∣∣w( x + x0√t − t0
)∣∣∣∣2t− n2 e− |x|24t dx
= (t − t0)2d
∫
n
∣∣∣∣w(√ty + x0√t − t0
)∣∣∣∣2e− |y|24 dy.R
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to ∫
Rn
∣∣w(y)∣∣2e− |y|24 dy,
which is a positive constant. So ∃C > 0, such that for t > 0 large,
H(t;X,v) Ct2d .
This contradicts (6.26). So our assumption is wrong. In other words, ∀t > 0, N(t;X,v) 
Θ(X;v). By taking t → 0, we get the first result.
Assume Θ(X;v) = Θ(0;v) = d , then the discussion above in fact shows, ∀t > 0,
N(t;X,v) ≡ d . As in the previous subsection, we know
v(λY +X) = λ2dv(Y +X), ∀Y. (6.27)
Recalling that v is also homogeneous with respect to 0, we get, ∀t > 0,
v(Y + tX) = λ−2dv(λY + tX) = v(Y + λ−1tX), ∀Y.
Here λ > 0 can be chosen arbitrarily, too. By taking λ → +∞, and noticing the continuity of v,
we get
v(Y + tX) = v(Y ), ∀Y.
By replacing Y with Y − tX, we know this identity is also true for t < 0. In conclusion, v is
constant along the direction of X. This is the second result. 
Now we can apply the parabolic dimension reduction principle in [5] to deduce that
dimP F (u) n+ 1,
dimH F (u)∩
(
R
n × {t}) n− 1, ∀t < 0.
Here P -dim is the parabolic Hausdorff dimension (see Section 8 in [5]) and H -dim is the usual
Hausdorff dimension.
In particular, this dimension estimate implies Pn+2(F (u)) = 0, and ∀t ,
Hn
(
F (u)∩ (Rn × {t}))= 0. (6.28)
The following result shows that the free boundary is also small in another sense. However, we
will not use this result in this paper.
Proposition 6.4. If a set A ⊂Rn ×R satisfies Pn+2(F (u)) = 0, then Hn+1(A) = 0.
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⋃
i Pri (Xi)
and
∑
i r
n+2
i  .
By the Vitali covering theorem, there exists a disjoint subcollection of these parabolic balls,⋃
j Prij
(Xij ), such that A ⊂
⋃
j P5rij (Xij ).
Firstly, ∑
j
rn+2ij 
∑
i
rn+2i  .
Noting that Hn+1(P5rij (Xij )) = c(n)rn+2ij , thus
Hn+1(A)
∑
j
Hn+1
(
P5rij (Xij )
)
 c(n). (6.29)
In view of the arbitrariness of , Hn+1(A) = 0. 
6.4. If we denote w(x) := v(x,−1), by (6.3) and (6.24), w satisfies (d as in (6.24))⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
wi − x2 · ∇wi +
d
2
wi = νi in Rn,
wi  0 in Rn,
wiwj = 0 in Rn,
wi
(
wi − x2 · ∇wi +
d
2
wi
)
= 0 in Rn.
(6.30)
Proposition 6.5. F(w) is nonempty.
Proof. Otherwise, there is only one nontrivial component of w, say w1. So there is only one
nontrivial component of v, i.e. v1. Moreover, v1 > 0 if t < 0. Then v1(0,0) = 0 contradicts the
strong maximum principle (note that v1 has polynomial growth at infinity). 
Because v(x,−t) = t d2 w( x√
t
), after simple calculation the last equation in (6.30) implies that
Θ(0;u) equals
∑
i
∫
Rn
|∇vi(x,−t)|2G(x, t) dx∑
i
∫
Rn
vi(x,−t)2G(x, t) dx =
∑
i
∫
Rn
|∇wi(x)|2e− |x|
2
4 dx∑
i
∫
Rn
wi(x)2e
− |x|24 dx
= d
2
. (6.31)
Here we need to note that by (6.2),∫
B1
∣∣w(x)∣∣2 dx = c(n, d) > 0.
So w is nonzero. On the other hand, since F(w) is nonempty, w is not a constant function.
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Now we present an application of the Lipschitz regularity of u and the dimension estimate of
the free boundaries. Firstly, ∀t > 0 fixed,
H(t;x0, t0) =
∫
Rn
∣∣u(x, t0 − t)∣∣2φ(x − x0)2G(x − x0, t) dx
is a continuous function of (x0, t0). Noting that this integration is a convolution of u with a C∞0
function in the space variables, we only need to prove the continuity in t0. This can be seen by
combining the identity (4.8) and the Lipschitz regularity of u.
Concerning the continuity of
D(t;x0, t0) =
∫
Rn
∣∣∇u(x, t0 − t)∣∣2φ(x − x0)2G(x − x0, t)
for t > 0 fixed, as above, we still only need to prove the continuous dependence on t0. Since D′(t)
(cf. Section 4 in [8]) is only an inequality, we can’t proceed as in the case of H(t). But we already
know |∇u| is locally bounded, and ∀t , Hn(F (u)∩ (Rn × {t})) = 0, if tk → t , then we get
∇u(x, tk) → ∇u(x, t), a.e. x ∈ B1.
In fact, this convergence is valid outside
⋃
k(F(u)∩ {tk})∪ (F(u)∩ {t}) (if we take these sets as
in the same Rn). Then by the Lebesgue dominated convergence theorem, we get∫
B1
∣∣∇u(x, tk)∣∣2 → ∫
B1
∣∣∇u(x, t)∣∣2.
This implies the continuity of D(t;x0, t0) in t0.
Proposition 7.1. Θ(x0, t0;u) is a upper-semicontinuous function. That is, ∀(xl, tl) → (x0, t0)
and ul → u locally uniformly, we have
lim sup
l→+∞
Θ(xl, tl;ul)Θ(x0, t0;u).
Proof. ∀t > 0, N(t;x0, t0, u) is a continuous function of (x0, t0) and u. t → 0, N(t;x0, t0, u)
decreases to Θ(x0, t0;u). 
8. Regularity results under a flatness-type assumption
Definition 8.1. u = (u1, u2, . . . , uM), a vector-valued continuous function defined in an open set
U ⊂Rn × (−∞,+∞), belongs to Gloc(U), if it satisfies (4.1) and (4.11) in U .
For simplicity, we assume there is no those zeroth order terms fi(ui) in (1.2), and hence
in (4.1).
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Θ(X;u) = 1
2
,
then F(u) is a smooth embedded hypersurface.
The hypersurface may contain many connected components, but different components do not
intersect. This section is devoted to the proof of this theorem.
Lemma 8.3. For v ∈ Gloc(Rn × (−∞,0)), which is homogeneous in the sense of (6.24), if there
are at least 3 connected components of {v > 0}, then there is a universal constant δ(n) > 0, such
that
Θ(0;v) 1
2
+ δ(n).
Proof. Recalling the definition of w in Section 6.3. There are at least three connected com-
ponents of
⋃
i{wi > 0}. Assume they are Ui (i = 1,2,3, . . .). Thus we get functions fi ,
i = 1,2,3, . . . , which are defined on Ui respectively, satisfying⎧⎪⎪⎨⎪⎪⎩
fi − x2 · ∇fi +
d
2
fi = 0 in Ui,
fi > 0 in Ui,
fi = 0 on ∂Ui.
(8.1)
So
d
2
= inf
f∈C∞0 (Ui)
∫
Ui
|∇fi(x)|2e− |x|
2
4 dx∫
U−i fi(x)2e
− |x|24 dx
.
There must be one open set, say U1, such that ρ(Ui) 13 (here ρ is the Gaussian measure). By
the isoperimetric inequality in Gaussian measure space, if we choose a half-space Ha = {x1 > a}
for some a ∈R such that ρ(U1) = ρ(Ha), then
d
2
 λ1(Ha).
Because the first eigenvalue of the half-space {x1 > 0} is 12 , there exists a universal constant
δ(n) > 0 such that
d
2
 1
2
+ δ(n).
By noting (6.31), we can finish the proof. 
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then after normalization, v either has the form(
αx+1 , βx
−
1 ,0, . . . ,0
)
,
or has the form (
αx+1 + βx−1 ,0, . . . ,0
)
.
Here α,β > 0 are constants.
Proof. By Lemma 5.2 and Proposition 6.3, ∀X ∈ F(v), Θ(X;v) = 12 . Moreover, F(v) forms
a self-similar linear subspace of Rn × (−∞,0] (for the notation, cf. Definition 8.4 in [5]). By
Proposition 6.5, F(v) must has the form Rk × (−∞,0] for some k ∈ {0,1, . . . , n− 1}.
Firstly assume {v > 0} has exactly 2 components. After reduction to w(x) := v(x,−1) (see
Section 6.3), and because v is homogeneous, {w > 0} has exactly 2 connected components,
assume they are U1 and U2. F(w) is a linear subspace of Rn, so under suitable coordinates,
it has the form {x1 = 0} and U1 = {x1 > 0}, U2 = {x1 < 0}. w satisfies (6.30) with d = 1 in
each open set. Finally, by the uniqueness of the first eigenfunction (up to a multiplication by
a constant), in U1, w = (αx+1 ,0, . . . ,0), and in U2, w = (0, βx−1 ,0, . . . ,0), for two positive
constants α and β .
Next, assume that {v > 0} has exactly 1 components, that is, it is connected. In particular,
{w > 0} is connected, too. So, without loss of generality, we can assume w = (w1,0, . . . ,0). We
will derive a contradiction. If n = 1, {w1 > 0} must be the whole R1. This contradicts Propo-
sition 6.5. If n  2, because {w1 = 0} = Rk for some k  n − 2. Then in (6.30) for w1, the
Radon measure term vanishes due to the dimension restriction of its support. Because {w1 = 0}
is nonempty and w1  0, by the strong maximum principle for the heat equation, w1 ≡ 0. This
contradicts our assumption. 
Lemma 8.5. Given u ∈ Gloc(Rn × (−∞,0)), such that u = (u1, u2,0, . . . ,0), and
u1 = αx+1 , u2 = βx−1 .
Here α,β > 0 are constants. Then α = β .
Remark 8.6. If u = (αx+1 + βx−1 ,0, . . . ,0), we can redefine u to be(
αx+1 , βx
−
1 ,0, . . . ,0
)
.
It still satisfies the conditions in this lemma. Thus we also have α = β .
Proof of Lemma 8.5. Take an arbitrary point (x0, t0) ∈ {u1 > 0} as the new origin. The free
boundary is still a hyperplane, but not the form {x1 = 0}. Let’s repeat the calculation of Dˆ′(r)
after the calculation of Dˆ′κ(r) in Section 4. The first difficulty appears in differentiating
Dˆ(r) =
−1∫ ∫
n
1
2
(∣∣∇ur1(y, s)∣∣2 + ∣∣∇ur2(y, s)∣∣2)ϕ(r 12 y)2G(y, s) dy ds, (8.2)−4 R
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crossing the free boundary). So we need to take another view, that is, to write the above formula
as
Dˆ(r) =
−1∫
−4
∫
Rn∩{ur1>0}
1
2
∣∣∇ur1(y, s)∣∣ϕ(r 12 y)2G(y, s) dy ds
+
−1∫
−4
∫
Rn∩{ur2>0}
1
2
∣∣∇ur2(y, s)∣∣2ϕ(r 12 y)2G(y, s) dy ds.
However, here the domain of integration also varies as r changes. When differentiating in r , the
variation of the domain will introduce a term with the form:
−r∫
−4r
∫
Rn∩∂{u1>0}∩∂{u2>0}
(|∇u1|2 − |∇u2|2)ϕ2GΞ dσ. (8.3)
Here dσ is the area measure on ∂{u1 > 0} ∩ ∂{u2 > 0} (note this is a regular hypersurface),
and Ξ is a negative function on ∂{u1 > 0} ∩ ∂{u2 > 0} which only depends the geometry of the
free boundary. The sign before |∇u1|2 and |∇u2|2 are related to the fact that the origin lies in
{u1 > 0}, otherwise the sign should be reversed.
The differentiation of the integrand can be proceeded as in the smooth case. There is only
a new term appearing when we integrate the following by parts:∫ ∫
∇ur∇ ∂u
r
∂r
ϕ2G.
A boundary term will appear after integration by parts (other terms are integrations in the domain
{u1 > 0} and {u2 > 0}, which are exactly same to those in the calculation of D′κ(r)):∫ ∫
Σ
[
∂u1
∂ν
(
∇u1 · x|x| + 2t
∂u1
∂t
)
− ∂u2
∂ν
(
∇u2 · x|x| + 2t
∂u2
∂t
)]
ϕ2G. (8.4)
Here ν is the inward unit normal vector to {u1 > 0} in the space direction, and the integral
domain Σ is the hypersurface {−4r < t < −r} ∩ ∂{u1 > 0} ∩ ∂{u2 > 0}.
Note that on ∂{u1 > 0} ∩ ∂{u2 > 0}
∇u1 = |∇u1|ν,
∇u2 = −|∇u2|ν.
So (8.4) is ∫ ∫ [(|∇u1|2 − |∇u2|2)ν · x|x| + 2t
(
|∇u1|∂u1
∂t
− |∇u2|∂u2
∂t
)]
ϕ2G. (8.5)Σ
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0
−r∫
−4r
∫
Rn∩∂{u1>0}∩∂{u2>0}
(|∇u1|2 − |∇u2|2)Ξϕ2G
+
−r∫
−4r
∫
Rn∩∂{u1>0}∩∂{u2>0}
(|∇u1|2 − |∇u2|2)ν · x − x0|x − x0|ϕ2G
+
−r∫
−4r
∫
Rn∩∂{u1>0}∩∂{u2>0}
2(t − t0)
(
|∇u1|∂u1
∂t
− |∇u2|∂u2
∂t
)
ϕ2G.
Here we have inserted the dependence on (x0, t0), which was omitted before, so the functions in
this equation have (x − x0, t − t0) as their variables.
We are free to choose ϕ and (x0, t0). r can also be arbitrary small. From this, arguing by
contradiction (note that the integrand are all continuous functions on the free boundary), we
see
0
(|∇u1|2 − |∇u2|2)Ξ(x − x0, t − t0)+ (|∇u1|2 − |∇u2|2)ν · x − x0|x − x0|
+ 2(t − t0)
(
|∇u1|∂u1
∂t
− |∇u2|∂u2
∂t
)
.
Now it is easy to derive our conclusion. First, we can choose t = t0, while (x0, t0) is not on
the free boundary, so the last term vanishes. Then noticing the fact that (x0, t0) ∈ {u1 > 0},
so
ν · x − x0|x − x0| < 0.
This choice also ensures Ξ < 0. Then the above inequality implies, on the free bound-
ary
|∇u1| |∇u2|.
Since it should be symmetric with respect to u1 and u2, the above inequality must be an equal-
ity. 
With the help of this lemma, we can prove Theorem 8.2.
Proof of Theorem 8.2. Define
Γ1 =
{
X0 ∈ {u = 0} ∩Ω, there exists one blow-up limit having the form
(|x1|,0, . . .)},
and
Γ2 =
{
X0 ∈ {u = 0} ∩Ω, there exists one blow-up limit having the form
(
x+1 , x
−
1 ,0, . . .
)}
.
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r(x, t) =
1
Lr
u(x0 + rx, t0 + r2t) such that ∫
Q2(0)
∣∣ur ∣∣2 = 1.
Then ∃α > 0, and (after normalization) v = (αx+1 , αx−1 ,0, . . . ,0) or v = (α|x1|,0, . . . ,0),
sup
Q1(0)
∣∣ur − v∣∣ .
Proof. Assume by the contrary, ∃ > 0, and a sequence of (xl, tl) ∈ Q 1
2
(0) and rl → 0, with
url (x, t) defined as above, but ∀α, if v = (αx+1 , αx−1 ,0, . . . ,0) or v = (αx+1 , αx−1 ,0, . . . ,0),
sup
Q1(0)
∣∣url − v∣∣ . (8.6)
After passing to a subsequence of l, we can assume url converges to u locally uniformly in
R
n × (−∞,0). u ∈ Gloc(Rn × (−∞,0)), and by Lemma 8.4, ∃α > 0, such that u = (αx+1 , αx−1 ,
0, . . . ,0) or u = (αx+1 , αx−1 ,0, . . . ,0). This is a contradiction. 
Lemma 8.8 (Clean Up Lemma). Γ1 and Γ2 are relative open in F(u) ∩Ω and do not intersect.
Moreover, if X ∈ Γ1, there is a neighborhood of X, such that only one component of u does not
vanish there.
This is an analogue to the elliptic case. For a proof, see the Clean Up Lemma in [2].
Lemma 8.7 gives one side condition in the Reifenberg condition. In fact, it implies the
free boundary F(u) lies in the -neighborhood of the hyperplane {x1 = 0}. In that lemma,
if v = (αx+1 , αx−1 ,0, . . . ,0), it can be easily seen that the hyperplane {x1 = 0} lies in the
-neighborhood of the free boundary F(u), too. Next lemma shows that similar result also holds
if v = (α|x1|,0, . . . ,0).
Lemma 8.9. If u = (u1,0, . . .) ∈ G(Q1(0)) and
sup
Q1(0)
∣∣u− (|x1|,0, . . .)∣∣ .
Then ∃C(n), if  is small enough, ∀X0 ∈ {x1 = 0} ∩ Q 1
2
(0), ∃Y0 ∈ QC(n)(X0) such that
Y0 ∈F(u).
Proof. Assume by the contrary, in QC(n)(X0), u1 > 0. Thus u1 is caloric in this parabolic ball.
By the Harnack inequality, ∃C1(n),
u1(X0)
1
C1(n)
sup
Q 1 C(n)
u12
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C1(n)
(
1
2
C(n) − 
)
 2,
if we choose C(n) = 4C1(n)+ 2. This contradicts u1(X0) . 
Now we can apply the parabolic analogue of the Reifenberg topological disk theorem [13] to
conclude that the free boundariesF (u) are locally Hölder continuous hypersurface.
Assume in a small parabolic ball QR(0), the free boundary divide QR(0) into exactly two
connected components. If there is only one component of u non-vanishing here, by redefining,
we can treat the same component in different open sets as different components. Thus we have
two nonnegative Radon measure μ and ν supported on the free boundaryF (u), such that⎧⎪⎨⎪⎩
∂u1
∂t
−u1 = −μ, in QR(0),
∂u2
∂t
−u2 = −ν, in QR(0).
(8.7)
We need to prove μ = ν. We know the parabolic balls have the Besicovitch property [14], so we
just need to prove, ∀X ∈F (u),
lim
r→0
μ(Qr(X))
ν(Qr(X))
= 1. (8.8)
By the blow-up procedure in Section 6 (notation as in Section 6.1), ∃ur1, ur2 such that⎧⎪⎪⎨⎪⎪⎩
∂ur1
∂t
−ur1 = −μr, in QRr−1(0),
∂ur2
∂t
−ur2 = −νr , in QRr−1(0).
(8.9)
Moreover,
μ(Qr(X))
ν(Qr(X))
= μ
r(Q1(X))
νr(Q1(X))
. (8.10)
As r → 0, ur converges to v = (v1, v2) locally uniformly in Rn × (−∞,0). μr → μ˜ and νr → ν˜
weakly as a measure. By Lemma 8.5, we get
μ˜
(
Q1(0)
)= ν˜(Q1(0)).
This proves (8.8).
What we have proved says that in a neighborhood QR(0) of the regular point 0 on the free
boundary, the difference u1 −u2 satisfies the heat equation. Now u1 −u2 is smooth in QR(0) and
the free boundary is exactly the zero set of u1 −u2. By the condition about the density, the space
gradient of u1 −u2 at this regular point is nonzero (otherwise the blow-up limit of the free bound-
ary would not be flat and we get a contradiction). Then we can use the implicit function theorem
to deduce the smoothness of the free boundary. This finishes the proof of Theorem 8.2. 
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This section is devoted to the proof of the following theorem.
Theorem 9.1. There exists a universal constant δ(n) > 0, such that ∀X ∈ F (u), either
Θ(X;u) = 12 or Θ(X;u)  12 + δ(n). Moreover, if Θ(X;u) = 12 , then the blow-up limit of u
at X has the form (
αx+1 , αx
−
1 ,0, . . .
)
,
or (
αx+1 + αx−1 ,0, . . .
)
,
after suitable change of the coordinates and relabeling the index i. Here α > 0.
Definition 9.2. The singular set of the free boundary F (u) consists of those points X such that
Θ(X;u) > 12 , and the regular set consists of those points X such that Θ(X;u) = 12 .
The upper-continuity of Θ(X;u) implies the regular set is relatively open inF (u). The main
result of the previous section also implies that the regular set is indeed “regular”, that is, locally
it is a smooth hypersurface. After establishing this theorem (and Proposition 9.6), we can use the
dimension reduction principle to conclude that the singular set ofF (u) has parabolic Hausdorff
dimension at most n, cf. Section 10 in [1].
Lemma 9.3. For v ∈ Gloc(R1 ×(−∞,0]), which is homogeneous, if there are at most 2 connected
components of {v > 0}, then ∃δ > 0 such that, either Θ(0;v) = 12 or Θ(0;v)min{1, 12 + δ}.
Proof. By Proposition 6.5, there are exactly 2 connected components of {v > 0}. If we blow up v
at (x0, t0) ∈F(v) (here t0 < 0), we obtain a limit v˜ ∈ Gloc(R1 × (−∞,0]), which is independent
of the time t . Moreover (0,0) ∈F (v˜).
After reduction of v˜, we get w˜, which satisfies (6.30) on R1. If there are at least three con-
nected components of {w˜ > 0}, we can apply Lemma 8.3 to obtain a universal constant δ > 0
such that Θ(0; v˜) 12 + δ. Then by Proposition 6.3,
Θ(0;v)Θ(x0, t0;v) = Θ(0; v˜) 12 + δ.
So in the following we assume ∀(x0, t0) ∈F (u) and t0 < 0, and any blow-up limit v˜ at (x0, t0),
{v˜ > 0} has at most 2 connected components. After reduction of v˜, we get w˜, which satis-
fies (6.30) on R1. Because 0 ∈F (w˜), there are exactly 2 connected components, {x > 0} and
{x < 0}. By (6.30) and the uniqueness of the first eigenfunction,
w˜ = (αx+, αx−,0, . . . ,0),
or
w˜ = (αx+ + αx−,0, . . . ,0).
So Θ(x0, t0;v) = Θ(0, v˜) = 1 and the free boundary of v˜ is a hyperplane (a straight line).2
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component appropriately, we get a globally defined function f(
∂
∂t
−
)
f = 0 in R1 × (−∞,0).
By definition,
Θ(0;v) =
∑
i t
∫
Rn
|∇vi |2G(x, t) dx∑
i
∫
Rn
v2i G(x, t) dx
= t
∫
Rn
|∇f |2G(x, t) dx∫
Rn
f 2G(x, t) dx
= Θ(0;f ).
Because f is homogeneous, it must be a Hermitian polynomial. Then either Θ(0;v) = 12 or
Θ(0;v)  1. (This is because, (6.24) holds for f , and because f is smooth, the constant d
in (6.24) must be an integer.) 
Lemma 9.4. For v ∈ Gloc(Rn × (−∞,0]), which is homogeneous, and there are at most 2 con-
nected components of {v > 0}. If ∀X ∈F (u) and X = 0, Θ(X;v) = 12 then either Θ(0;v) = 12
or Θ(0;v) 1.
Proof. We claim that ∀X ∈F (u) and X = 0, if we blow up v at X to obtain a v˜ ∈ Gloc(Rn ×
(−∞,0]), then after a normalization, either
v˜ = {x+1 , x+2 ,0, . . .},
or
v˜ = {x+1 + x+2 ,0, . . .}.
If this claim is true, then we can apply Theorem 8.2 to get a function f defined in Rn × (−∞,0]
such that (
∂
∂t
−
)
f = 0,
and |f | =∑i vi . Because v is homogeneous and the supports of vi are disjoint, f is homoge-
neous. Because f is smooth in Rn × (−∞,0], it must be homogeneous of degree k, for some
integer k. Then similar to the previous lemma, we get Θ(0;v) = k2 and we can finish the proof.
Now let’s prove the claim. By Proposition 6.3, ∀Y ∈ F (v˜), Θ(Y ; v˜) = 12 . Note that v˜ is
independent of the time t . If we blow up v˜ at Y , the blow-up limit can be reduced to Rn−1 ×
(−∞,0] and it satisfies the conditions in this lemma. So the claim can be proved by an induction
on the dimension n (n = 1 is Lemma 9.3). 
Remark 9.5. We can exclude the possibility of the case of 1 connected component, see Sec-
tion 10.
Finally, we come to the proof of Theorem 9.1. Assume this theorem is valid for dimension
n− 1. (Lemma 9.3 says this theorem holds for dimension 1). We only need to consider the case
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Θ(X;v) > 12 . We can blow up v at X to obtain a v˜ ∈ Gloc(Rn × (−∞,0]). v˜ is independent
of the time t . We claim that ∀Y ∈F (v˜), either Θ(Y ; v˜)  12 + δ(n − 1) or Θ(Y ; v˜) = 12 . This
is because if we blow up v˜ at Y , the blow-up limit can be reduced to Rn−1 × (−∞,0], and
we can apply the induction assumption on n − 1. So we can apply Lemma 9.4 (if there is no
Y ∈F (v˜), Θ(Y ; v˜) > 12 ) or Proposition 6.3 (if ∃Y ∈F (v˜), Θ(Y ; v˜)  12 + δ(n − 1)) to ob-
tain that Θ(0; v˜) min{ 12 + δ(n − 1),2} (note that Θ(0; v˜) = Θ(X;v) > 12 ). Then Θ(X;v)
min{ 12 + δ(n− 1),1}. Now using Proposition 6.3 again, we get Θ(0;v)min{ 12 + δ(n− 1),1}.
Finally, we give a result, which shows the regular set of the free boundary can’t be empty,
unless the free boundary itself is empty.
Proposition 9.6. Θ(X;u) = 12 , μ a.e.
Proof. We prove this by contradiction. Assume there exists a set A ⊂F (u) such that μ(A) > 0
and ∀X = (x0, t0) ∈ A, Θ(X;u) > 12 . Then by Theorem 9.1, we must have
Θ(X;u) 1
2
+ δ(n), ∀X ∈ A. (9.1)
By (5.1), ∃C > 0, ∀X ∈ A and t ∈ (0,1),
H(t;X,u) Ct1+2δ(n). (9.2)
Because each ui is sub-caloric, we can derive a upper bound:
sup
Qr(X)
|u| Cr1+2δ(n). (9.3)
After integration, we have ∫
Qr(X)
|u| Crn+3+2δ(n). (9.4)
Take a standard cut-off function η ∈ C∞0 (Q2r (X)) such that η ≡ 1 on Qr(X), | ∂η∂t | + |η| 4r2 .
Integrating by parts, we have
μ
(
Qr(X)
)

∫ (
− ∂
∂t
)
uη Crn+1+2δ(n).
Thus ∃r0 > 0, ∀X ∈ A, ∀r ∈ (0, r0),
μ
(
Qr(X)
)
 rn+1+δ(n).
Because Pn+1+δ(n)(A) = 0, by the Besicovitch covering lemma [14], we know μ(A) = 0. This
is a contradiction. 
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In this section, we exclude the possibility of points on the free boundary with multiplicity 1,
that is, in a neighborhood of this point, there is only 1 component of u non-vanishing.
We assume that there is no zeroth order term fi(ui) in (1.2), and hence in its limit equa-
tions (1.5). In the last subsection, we will show how to reduce the general case to this case.
Roughly speaking, the proof can be described as follows. We can reduce the general case to
a special case, where the limit having an explicit form (|x1|,0, . . . ,0). Next we establish a “har-
monic approximate” lemma, which gives a second order approximation of a solution to the limit
system in a parabolic ball of fixed radius, provided that this solution is close to (|x1|,0, . . . ,0)
in a very large parabolic ball. Then similar approximation also holds for uκ if κ is large enough.
With this approximation in hand, we can blow up uκ near a local maxima, and after each blow-up,
we can get a more precise estimate of uκ .
10.1. Let U = (u1, u2, . . .) = (|e ·x|,0, . . .) for some unit vector e = (1,0, . . .) ∈Rn. Firstly,
we give a result about the entire solutions which are close to U globally.
Lemma 10.1. If v ∈ Gloc(Rn × (−∞,0)), and
sup
Rn×(−∞,0)
M∑
i=1
|vi − ui | 1.
Then ∃t ∈ [−1,1], such that v = (|e · x − t |,0, . . . ,0).
Proof. Assume e = (1,0, . . . ,0). Recall the equation of v:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(
∂
∂t
−
)
vi  0, in Rn × (−∞,0),(
∂
∂t
−
)
vi = 0, in {vi > 0},
vivj = 0, for i = j.
(10.1)
Because |v1 − |x1||  1, in {|x1| > 1}, v1 > 0, and then vi ≡ 0, ∀i > 1. This means, ∀i > 1,
{vi > 0} is contained in the strip {|x1|  1}. In the following, we take the iteration technique
from the proof of the Clean Up Lemma in [1]. For any R large enough and positive integer j , we
have for some Xj ∈ QjR(0)
sup
QjR(0)
∑
i>1
vi(X) =
∑
i>1
vi(Xj )
 1|QR(Xj )|
∫
QR(Xj )
∑
i>1
vi(Y ) dY
 1
2
sup
Q (0)
∑
vi(X).(j+1)R i>1
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∣∣QR(Xj )∩ {|x1| 1}∣∣ 12 ∣∣QR(Xj )∣∣.
An iteration in j gives that
∑
i>1 vi ≡ 0 in Rn × (−∞,0).
Claim. ∀X ∈ {v1 = 0}, N(t;v,X) ≡ 12 .
In order to prove this claim, firstly we note that, because |v1 − |x1|| 1, for t > 0 large,
H(t;X,v) :=
∫
Rn
∣∣v1(x0 − x, t0 − t)∣∣2G(x, t) dx = c(n)t + o(t). (10.2)
By (5.1), we have
dH(t;X,v)
dt
= 2
t
N(t;X,v).
So if ∃t0 > 0, such that N(t0;v,X) 12 + δ for some δ > 0, which implies ∀t > t0, N(t;v,X)
1
2 + δ (by the monotonicity of N(t;v,X) in t), then H(t;X,v)t1+2δ is nondecreasing in t for t  t0. In
particular, ∃C > 0, ∀t > t0,
H(t;X,v) Ct1+2δ.
This contradicts (10.2), and the claim is proven.
By Proposition 6.3, this claim implies, for ∀X = (x, t) ∈ {v1 = 0}, ∀Y = (y, s) ∈ Rn ×
(−∞,0) and λ > 0, we must have
v1(X + λY) = λv1(X + Y).
By noting that |v1 − |x1|| 1, we get∣∣λv(x + λy, t + λ2s)− |x1 + λy1|∣∣ 1,∣∣∣∣v(x + y)− ∣∣∣∣x1λ + y1
∣∣∣∣∣∣∣∣ 1λ.
We can let λ → +∞, so
v(x + y, t + s) = |y1|.
Define t1 = x1 for some (x, t) ∈ {v1 = 0}. Then ∀X ∈ {x1 = t1}, v1 = 0 and if x1 = t1, v1(x, t) =
|x1 − t1|.
Finally, we remark that {v1 = 0} can’t be empty. Otherwise, v1 will be a positive caloric
function, so by the Liouville theorem, it is a constant function. This contradicts the condition
|v1 − |x1|| 1. 
E.N. Dancer et al. / Journal of Functional Analysis 262 (2012) 1087–1131 1121Lemma 10.2. Let V = (v1, v2, . . .) ∈ G(QR(0)), and it satisfies
sup
QR(0)
∑
i
|vi − ui | 1. (10.3)
Here U = (u1, u2, . . .) = (|e · x|,0, . . .) for some unit vector e = (1,0, . . .) ∈ Rn. ∃C(n) > 0,
for R large enough, ∃˜e ∈Rn and τ ∈ [−1,1], such that
|˜e − e| C(n)
R
, (10.4)
sup
Q4(0)
∑
i
|vi − u˜i | C(n)
R2
. (10.5)
Here u˜ = (|˜e · x + τ |,0, . . .).
Proof. We divide the proof into several steps.
Fixed a ϕR ∈ C∞0 (BR(0)) such that, ϕR ≡ 1 in BR−1(0) and |∇ϕR|  2. For t > 0, define
N(t;x0, t0, v,ϕR) as in Section 4.
Step 1. ∃R0 > 0, if R  R0, ∀X ∈ {V = 0} ∩ QR
2
(0), N(2;X,V,ϕR) 12 + δ(n)2 . Here δ(n)
is as in Theorem 9.1.
Assume by the contrary, there exists a sequence of Rl → +∞ and Vl as in the assumptions of
this lemma, but ∃Xl ∈ {Vl = 0} ∩QR
2
(0),
N(2;Xl,Vl, ϕR) 12 +
δ(n)
2
. (10.6)
After a translation and passing to a subsequence of l, we can assume Xl = 0 and Vl converges
to V locally uniformly in Rn × (−∞,0). V ∈ Gloc(Rn × (−∞,0)), and
sup
Rn×(−∞,0)
|V −U | 1.
By our construction and after passing to the limit, we see (0,0) ∈F(V ). By Lemma 10.1, ∀t > 0,
N(t;0,V ) ≡ 12 . However, by the definition of N(2;0,Vl, ϕR) and the linear growth of Vl near
infinity, we have
N(2;0,V ) = lim
l→+∞N(2;0,Vl, ϕR)
1
2
+ δ(n)
2
.
This is a contradiction, and our claim is proven.
Step 2. In QR
2
(0),
∑
i>1 vi ≡ 0.
By the gap phenomena of Θ(X;V ), ∀X ∈ {V = 0} ∩ QR
2
(0), Θ(X;V ) = 12 . So the blow-up
limit of V at X either has the form (x+1 , x
−
1 ,0, . . .) or (|x1|,0, . . .) (after normalization). This
claim then can be proved by the Clean Up Lemma. In particular, the blow-up limit of V at X
can’t have the form (x+1 , x
−
1 ,0, . . .).
Step 3. In QR
4
(0), {v1 = 0} is a smooth hypersurface without boundary in QR
4
(0). It may
contain several connected components, but different components do not intersect.
This is similar to the regularity results in Section 8.
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4
(0), there exists a caloric function f such that v1 = |f |.
Construct a graph G as follows: each vertex of G represents one connected component of
{v1 > 0} ∩QR
4
(0), and two vertexes are connected by an edge if and only if these two connected
components are adjacent. Because there is no singular point in {v1 = 0}, there is no circuit in G.
So G is a tree. Then we can change the sign of v1 on each connected component of {v1 > 0} ∩
QR
4
(0) appropriately, to get a caloric function f in QR
4
(0).
Without loss of generality, assume in {x1 > 1}, f > 0. Then in {x1 < −1}, f < 0. Otherwise
we will have f  −1 in QR
4
(0), then we can apply the Harnack inequality to f + 1 and get
a contradiction. (Note that |f (0)| 1 and supQR
2
(0) |f | R2 − 1.)
We claim that supQR
4
(0) |f − x1| 3. This is because, by the above discussion, in {|x1| > 1},
|v1 − |x1|| = |f − x1|, while in {|x1| 1}, |f | 2 and |x1| 1.
Step 5. In QR
4
(0), using the interior gradient estimate of caloric functions (applied to f −x1),
we get, for X ∈ Q4(0),
∣∣∇f (X)− e∣∣ C(n)
R
, (10.7)
∣∣∇2f (X)∣∣+ ∣∣∣∣∂f∂t (X)
∣∣∣∣ C(n)R2 . (10.8)
We can take τ = f (0) and e˜ = ∇f (0). By the Taylor expansion of f at 0, for x ∈ Q4(0),
∣∣f (x, t)− e˜ · x − τ ∣∣ C(n)
R2
. (10.9)
Then because |v1(x)− |˜e · x + τ || |f (x)− e˜ · x − τ |, we get (10.5). 
10.2. In this subsection, we always assume uκ = (u1,κ , u2,κ , . . . , uM,κ), defined in Q2(0),
are solutions of the following system(
∂
∂t
−
)
ui,κ = −κui,κ
∑
j =i
u2j,κ . (10.10)
Moreover, as κ → +∞, uκ converges to u = (u1, u2, . . . , uM) = (|x1|,0, . . . ,0) uniformly
in Q2(0). We will prove this is impossible. In fact, we will prove the following estimate
sup
Q1(0)
∑
i>1
ui,κ  Cκ−1. (10.11)
By substituting this estimate into the equation of u1,κ , we get ( ∂∂t − )u1,κ converges to 0 uni-
formly in Q1(0). This contradicts the fact that u1,κ converges to |x1| uniformly in Q1(0).
Let’s briefly explain the idea to prove (10.11). Because u1,κ is close to |x1|, we can prove∑
i>1 ui,κ is very small away from {x1 = 0}. Thus the difficulty lies in the thin strip {|x1| h}
(h > 0 small). The idea is to rescale this strip to width 1 (in fact, we only need to rescale near
a neighborhood of the maximum point of
∑
ui,κ ). It turns out that a corresponding lineari>1
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to get a sequence of uκl with κl decreasing and we can estimate
∑
i>1 ui,κl away from {x1 = 0},
too. By our construction, this gives the full estimate of
∑
i>1 ui,κ , both away from {x1 = 0} and
near {x1 = 0}.
Before proving (10.11), we first give the following lemma, analogous to Lemma 10.2, but now
for solutions to (10.10) with large κ .
Lemma 10.3. For all R large enough, there exists N such that, if κ N , uκ satisfies(
∂
∂t
−
)
ui,κ = −κui,κ
∑
j =i
u2j,κ in QR(0),
and
sup
QR(0)
|uκ − u| 12 ,
then there exists a vector e˜ ∈Rn and τ ∈ [−1,1], such that
|˜e − e| C(n)
R
,
sup
Q4(0)
|uκ − u˜| 14R .
Here u = (|e · x|,0, . . .) with e ∈Rn a unit vector, and u˜ := (|˜e · x + τ |,0, . . .).
Proof. Firstly, take R large enough, such that for the constant C(n) in (10.5), we have
4C(n)
R2
 18R . In the following such R is fixed.
Now if we take N large enough, for uκ satisfy the assumptions of this lemma, there exists a
solution v to the limit system in QR(0), such that
sup
QR
2
(0)
|uκ − v| 18R <
1
2
, (10.12)
and v satisfies the assumptions of Lemma 10.2. Then there exists a vector e˜ ∈Rn and τ ∈ [−1,1],
such that
|˜e − e| C(n)
R
,
and
sup
Q4(0)
|v − u˜| 1
8R
. (10.13)
Here u˜ := (|˜e · x + τ |,0, . . .). Combining (10.12) and (10.13), we can get our result. 
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0 = (R + 1)−1,
1
1 − C(n)
R
1
2R
< 0, (10.14)
√
N0 > 
−1
0 . (10.15)
Here C(n) is the constant in Lemma 10.2. This can be achieved by first choosing R large enough
and then choosing a large N . We choose N such that Lemma 10.3 holds for this choice of R
and N . We also need ε0 small enough, so that (10.40) and (10.43) below can hold. In the follow-
ing, these constants will be fixed, i.e. independent of the parameter κ .
With Lemma 10.3 in hand, we will define a sequence of uκl , l = 1,2, . . . , which are defined
in QR+1(0). We will also give some decay estimates after each iteration. Finally, iterating this
decay estimate gives our claim.
Unless otherwise stated, the constant C is independent of κ and our choice of R and N .
Step 1. Construction of the sequence. Denote e0 := (1,0, . . .) ∈Rn. If κ is large enough (in
particular, κ > N ),
sup
Q2(0)
|uκ − u| 02 . (10.16)
Then in {|x1| > 20}, u1,κ > 0. By Lemma 5.7 of [9], we have
sup
Q 3
2
(0)∩{|x1|>20}
∑
i>1
ui,κ  Ce−
√
κ0
C . (10.17)
Similar to Lemma 5.10 of [9], an iteration from Q 3
2 +2l0 to Q 32 +2(l−1)0 , l = 0,1,2, . . . , [
1
40 ],
gives
sup
Q 3
2
(0)
∑
i>1
ui,κ  C0
(
e−

−1
0
C + e−
√
κ0
C
)
. (10.18)
Here C is a constant depending on the dimension n only.
Assume supQ1(0)
∑
i>1 ui,κ is attained at Y0 = (y0, s0) ∈ Q1(0). For X ∈ QR+1(0), define
(for κ1 := κ40 )
uκ1(X) :=
1
0
uκ(Y0 + 0X).
By rescaling the equation of uκ , we know uκ1 satisfies(
∂
∂t
−
)
ui,κ1 = −κ1ui,κ1
∑
u2j,κ1 , in QR+1(0). (10.19)j =i
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sup
QR+1(0)
∣∣uκ1 − uτ˜1 ∣∣ 12 . (10.20)
By (10.18), we have
sup
QR
2
(0)
∑
i>1
ui,κ1  C
(
e−

−1
0
C + e−
√
κ0
C
)
. (10.21)
Claim. |˜τ1| 1.
If |˜τ1| 1, Y0 ∈ {|e0 · x| 0}. Then instead of (10.18), we can use (10.17) to get
sup
Q1(0)
∑
i>1
ui,κ  C0e−
√
κ0
C  Cκ−1. (10.22)
This proves (10.11) and we get a contradiction. Thus the claim holds.
So we only need to treat the case |˜τ1|  1. After translation of the origin in Rn, we can
reformulate the conditions on uκ1 as follows:(
− ∂
∂t
)
ui,κ1 = κ1ui,κ1
∑
j =i
u2j,κ1 , in QR(0), (10.23)
sup
QR(0)
|uκ1 − u|
1
2
. (10.24)
Here u = (|x1|,0, . . .). If κ1  N , then by Lemma 10.3 there exists e1 ∈ Rn and τ1 ∈ [−1,1],
such that
|e1 − e0| C(n)
R
, (10.25)
and
sup
Q4(0)
∣∣uκ1 − (|e1 · x + τ1|,0, . . .)∣∣ 14R . (10.26)
Denote λ1 := |e1|. Define e1 := e1λ1 so that |e1| = 1, and define uκ1(x) := 1λ1 uκ,1(x − τ1
e1
|e1|2 ),
u(x) := (|e1 · x|,0, . . .), and κ1 := κ1λ21. Now(
− ∂
∂t
)
ui,κ1 = κ1ui,κ1
∑
u2j,κ1, in Q2(0), (10.27)j =i
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sup
Q2(0)
|uκ1 − u|
0
2
. (10.28)
This estimate allows us to repeat the above procedure to define uκ2 and so on.
Step 2. Decay estimate. Now we show that after the iteration given above, there is an im-
provement of the estimate of supQ1(0)
∑
i>1 ui,κ . Note that
κ1 
(
1 + C(n)
R
)2
κ1 = (1 +
C(n)
R
)2
(R + 1)4 κ 
1
2
κ. (10.29)
By (10.21), we have
sup
Q2(0)
∑
i>1
ui,κ1  C
(
e−

−1
0
C + e−
√
κ0
C
)
.
Similar to (10.18), we have
sup
Q 3
2
(0)
∑
i>1
ui,κ1  C
(
e−

−1
0
C + e−
√
κ0
C
)(
e−

−1
0
C + e−
√
κ10
C
)
. (10.30)
Recalling the definition of ui,κ1 , we have
1
2
ui,κ1  ui,κ1  2ui,κ1 .
Thus
sup
Q 3
2
(0)
∑
i>1
ui,κ1  C
(
e−

−1
0
C + e−
√
κ0
C
)(
e−

−1
0
C + e−
√
κ10
C
)
. (10.31)
Recalling the definition of uκ1 and noting that by our choice of Y0, supQ1(0)
∑
i>1 ui,κ is realized
at Y0, we get
sup
Q1(0)
∑
i>1
ui,κ  C0
(
e−

−1
0
C + e−
√
κ0
C
)(
e−

−1
0
C + e−
√
κ10
C
)
. (10.32)
By (10.15) and the assumption that κ1 N , we have
sup
Q (0)
∑
ui,κ  0
[
2Ce−

−1
0
C
]2
. (10.33)1 i>1
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
−1
0
C + e−
√
κ10
C ) in (10.31) (and hence one more term
e−

−1
0
C in (10.33)), which is very small. This compensates the constant C and gives an improve-
ment of the estimate after the iteration.
Step 3. Iterating the decay estimate. As pointed out in Step 1, we can use Lemma 10.3 to
iterate and get a sequence of κl and uκl , l = 1,2, . . . , with
1
2
40κi  κi+1  240κi, (10.34)(
− ∂
∂t
)
ui,κl = κlui,κl
∑
j =i
u2j,κl , in QR(0), (10.35)
sup
QR(0)
|uκl − u|
1
2
. (10.36)
Here u = (|x1|,0, . . .). In at most L = O(logκ) steps, we will get κL+1 N and we can’t apply
Lemma 10.3 anymore. We consider two cases.
Case 1. For each l = 1,2, . . . ,L, we have |˜τl |  1 and the procedure stops at L with κL >
N  κL+1.
By (10.34), κL+1  1240N . So (
1
2
40
)L
κ N.
That is
L logN − logκ
log( 12
4
0)
. (10.37)
On the other hand,
(
240
)L
κ  1
2
40N.
So
L
log( 12
4
0N)− logκ
log(240)
. (10.38)
Similar to (10.32), we have
sup
Q1(0)
∑
i>1
ui,κ  C0
(
e−

−1
0
C + e−
√
κ0
C
) L∏
i=1
(
e−

−1
0
C + e−
√
κi 0
C
)
. (10.39)
As in the proof of (10.33), we can simplify (10.39) to get
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Q1(0)
∑
i>1
ui,κ  0
[
2Ce−

−1
0
C
]L
 0e−
2L−10
C
+L log(2C)
 0e
− 2
−1
0
C
logN−log(κ)
log( 12 
4
0 )
+ log(
1
2 
4
0N)−log(κ)
log(240 )
log(2C)
.
Let’s look at the coefficient of − logκ . If at the first stage we have chosen 0 small enough (that
is, R large enough), this coefficient can be made very large. In particular
sup
Q1(0)
∑
i>1
ui,κ  0e− logκ+C1 . (10.40)
Here C1 depends on our choice of R and N only, and thus is independent of κ . This
proves (10.11) and we get a contradiction.
Case 2. The procedure stops at L with, for each l = 1,2, . . . ,L−1, we have |˜τl | 1, |˜τL| 1
and κL N .
Different from Case 1, in this case we may not have (10.37) (thus L could be very small
comparing to logκ). However, since now at step L, supQ1(0)
∑
i>1 ui,κL is attained in a point
which lies in the “good” part, we can follow the proof of the Claim in Step 1.
Similarly to (10.22), we get
sup
Q1(0)
∑
i>1
ui,κ  C0e−
√
κL0
C
L−1∏
i=1
(
e−

−1
0
C + e−
√
κi 0
C
)
. (10.41)
By (10.33) and (10.41), we have
sup
Q1(0)
∑
i>1
ui,κ  C0e−
√
κL0
C
(
2Ce−

−1
0
C
)L−1
 C0e−
√
κL0
C
−(L−1)( 
−1
0
C
−log(2C))
 C0e−
√
κ0(
1
2 0)
2L
C
−(L−1)( 
−1
0
C
−log(2C)).
Direct calculations show that the minima (in L) of
√
κ0
(
1
2
0
)2L
+ (−10 −C log(2C))L
are attained when
L = logκ +C2,4|log ε0|
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logκ , we see if 0 is small enough (but fixed, that is, independent of κ) and κ is large, for all
L> 0
√
κ0
(
1
2
0
)2L
+ (−10 −C log(2C))L 2C log√κ. (10.42)
Hence by (10.42), there is a constant C3 > 0 (which depends on our choice of R and N only)
independent of κ , such that
sup
Q1(0)
∑
i>1
ui,κ  C30κ−1. (10.43)
This also proves (10.11) and we finish the proof.
10.3. In the previous subsection, we derive a contradiction under a special assumption on the
form of the limit solution. Here we will show that the general cases can be reduced to this special
case.
Assume Uκ = (u1,κ , u2,κ , . . . , uM,κ), defined on Q1(0), are solutions to the following systems(
− ∂
∂t
)
ui,κ = κui,κ
∑
j =i
u2j,κ , in Q1(0). (10.44)
As κ → +∞, Uκ converges to U = (u1, . . . , uM) uniformly in Q1(0). Here only u1 is nonzero
and F(U)∩Q1(0) = ∅.
Without loss of generality, we can assume the Radon measure μ = ( − ∂
∂t
)u1 is nonzero
in Q1(0). Otherwise, by the strong maximum principle for the heat equation, u1 will be ev-
erywhere positive in Q1(0). By Proposition 9.6, for μ a.e. X, Θ(X0;U) = 12 . By the Clean
Up Lemma (Lemma 8.8), such points are relative open in F(U). So by restricting to a small
parabolic cylinder and rescaling, we can assume that, ∀X0 ∈F(U), Θ(X0;U) = 12 .
We prove this is impossible. Assume 0 ∈F(U). By our assumption, Θ(0;U) = 12 . Take a se-
quence r → 0 and define the blow-up sequence
Ur(x) = 1
Lr
U(rx).
Here Lr is chosen so that
∫
Q1(0) |Ur |2 = 1.
As proved in Section 5, Ur converges to V uniformly on any compact set of Rn × (−∞,0].
(We need the uniform L2 bound, sup bound and Lipschitz bound.) On the other hand, if we define
Urκ (x) =
1
Lr
Uκ(rx).
For every fixed r > 0, Urκ converges to Ur uniformly on their definition domain. In particular, if
we fix an R > 0, ∀r < R−1, ∀ > 0, ∃κ(r) large enough, such that
sup
∣∣Urκ(r) −Ur ∣∣ .QR(0)
1130 E.N. Dancer et al. / Journal of Functional Analysis 262 (2012) 1087–1131Taking a suitable sequence (r) → 0 as r → 0, we get a sequence Urκ(r) converging to V uni-
formly on any compact set of Rn × (−∞,0] (here κ(r) → +∞).
Remark 10.4. If in (10.44), there is zeroth order term as in (1.2), in the above blow-up process,
this term will converge to 0 as κ(r) → +∞.
By Lemmas 8.4 and 8.5, after normalization, V = (α|x1|,0, . . . ,0) for a constant α > 0.
Moreover, there exist uri,κ(r), which are solutions to (10.44), converging to vi uniformly
on Q1(0).
In conclusion, we have constructed a sequence of uκ = (u1,κ , u2,κ , . . . , uM,κ), defined
in Q1(0). They are solutions of the following systems(
− ∂
∂t
)
ui,κ = κui,κ
∑
j =i
u2j,κ . (10.45)
Moreover, as κ → +∞, uκ converges to u = (u1, u2, . . . , uM) = (|x1|,0, . . . ,0) uniformly
in Q1(0). This is the case studied in Section 10.2.
Acknowledgments
The authors thank the referees very much for their careful reading and useful suggestions.
References
[1] L.A. Caffarelli, A.L. Karakhanyan, F. Lin, The geometry of solutions to a segregation problem for non-divergence
systems, J. Fixed Point Theory Appl. 5 (2) (2009) 319–351.
[2] L.A. Caffarelli, F. Lin, Singularly perturbed elliptic systems and multi-valued harmonic functions with free bound-
aries, J. Amer. Math. Soc. 21 (2008) 847–862.
[3] L.A. Caffarelli, F. Lin, Nonlocal heat flows preserving the L2 energy, Discrete Contin. Dyn. Syst. 23 (1–2) (2009)
49–64.
[4] L.A. Caffarelli, S. Salsa, A Geometric Approach to Free Boundary Problems, Grad. Stud. Math., vol. 68, American
Mathematical Society, 2005.
[5] Xu-Yan Chen, A strong unique continuation theorem for parabolic equations, Math. Ann. 311 (4) (1998) 603–630.
[6] M. Conti, S. Terracini, G. Verzini, A variational problem for the spatial segregation of reaction diffusion systems,
Indiana Univ. Math. J. 54 (3) (2005) 779–815.
[7] M. Conti, S. Terracini, G. Verzini, Asymptotic estimates for the spatial segregation of competitive systems, Adv.
Math. 195 (2) (2005) 524–560.
[8] E.N. Dancer, Kelei Wang, Zhitao Zhang, Uniform Hölder estimate for singularly perturbed parabolic systems of
Bose–Einstein condensates and competing species, J. Differential Equations 251 (2011) 2737–2769.
[9] E.N. Dancer, Kelei Wang, Zhitao Zhang, Dynamics of strongly competing systems with many species, Trans. Amer.
Math. Soc. 364 (2) (2012) 961–1005.
[10] E.N. Dancer, Zhitao Zhang, Dynamics of Lotka–Volterra competition systems with large interaction, J. Differential
Equations 182 (2) (2002) 470–489.
[11] L. Escauriaza, F.J. Fernndez, S. Vessella, Doubling properties of caloric functions, Appl. Anal. 85 (1–3) (2006)
205–223.
[12] M. Gromov, R. Schoen, Harmonic maps into singular spaces and p-adic superrigidity for lattices in groups of rank
one, Publ. Math. Inst. Hautes Étud. Sci. 76 (1) (1992) 165–246.
[13] Guanghao Hong, Lihe Wang, A geometric approach to the topological disk theorem of Reifenberg, Pacific J.
Math. 233 (2) (2007) 321–339.
[14] Aimar Hugo, Liliana Forzani, On the Besicovitch property for parabolic balls, Real Anal. Exchange 27 (1)
(2001/2002) 261–267.
E.N. Dancer et al. / Journal of Functional Analysis 262 (2012) 1087–1131 1131[15] F. Lin, X. Yang, Geometric Measure Theory: An Introduction, Adv. Math. (Beijing/Boston), vol. 1, Science
Press/International Press, Beijing/Boston, 2002.
[16] B. Noris, H. Tavares, S. Terracini, G. Verzini, Convergence of minimax and continuation of critical points for
singularly perturbed systems, preprint, arXiv:0910.5317, 2009, JEMS, in press.
[17] B. Noris, H. Tavares, S. Terracini, G. Verzini, Uniform Hölder bounds for nonlinear Schrödinger systems with
strong competition, Comm. Pure Appl. Math. 63 (2010) 267–302.
[18] Hugo Tavares, Susanna Terracini, Regularity of the nodal set of the segregated critical configuration under a weak
reflection law, preprint 2010, Calc. Var. Partial Differential Equations, doi:10.1007/s00526-011-0458-z, in press.
[19] Kelei Wang, Zhitao Zhang, Some new results in competing systems with many species, Ann. Inst. H. Poincaré Anal.
Non Linéaire 27 (2) (2010) 739–761.
