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We derive the distribution of the first exit value for a class of symmetric real-valued Markov processes 
with finite Green’s functions using prediction theory for Gaussian processes and Dynkin’s theory which 
relates Markov and Gaussian processes. For LCvy processes with exponential lifetime this method allows 
us to easily rederive Rogozin’s infinitely divisible factorization and to obtain the Fourier transform of 
the distribution of the first exit value. 
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1. Introduction 
In the early 1980’s, Dynkin published a number of papers (see Dynkin, 1980, 1984; 
etc.) in which he related Gaussian random fields to Markov processes. An example 
of one such relationship is the prediction formula of Dynkin (1980), which expresses 
the coefficients of the best least square predictor of a Gaussian field @ in terms of 
the first exit distribution of the Markov processes X associated with @. In the same 
paper Dynkin shows that continuity of X implies Markovieness of @. 
Recently, many other properties of Markov process and Gaussian fields have 
been shown to be related. For example, Adler and Epstein (1987) show that 
renormalizable Gaussian fields arise from self-similar Markov processes. Ylvisaker 
(1987) proposed to use Dynkin’s prediction formula for practical applications 
involving prediction and design of Gaussian random fields through simulation of 
the underlying Markov processes. 
In all these works the authors viewed properties of Markov processes as the ‘easy’ 
ones and those of the Gaussian fields as the ‘difficult’ ones. However, this is not 
always the case. There are a few works which use well-studied properties of Gaussian 
processes and Dynkin’s theory to obtain results for Markov processes. The earliest 
is a paper by Sheppard (1985) where the Isomorphism Theorem of Dynkin (1984) 
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is used to show that the local time of the one-dimensional nonsingular diffusion 
process is Markov. A major paper by Marcus and Rosen (1990), as well as the 
subsequent work by these authors, relates the properties of the local times of 
symmetric Markov processes to those of associated Gaussian processes. Feldman 
(1991) finds the first-hit distributions of symmetric randomized random walks using 
well-known prediction algorithms for Gaussian autoregressive processes. Finally, 
using the Isomorphism Theorem, Eisenbaum and Kaspi (1991) obtain necessary 
and sufficient conditions on the Markov property of the local time of a symmetric 
Markov process. 
Location of the first exit of a process from a region is frequently of interest. Many 
authors (see Gusak and Korolyuk, 1968; Gusak, 1969; a survey article by Bingham 
1975; and others) have studied this problem for Levy Markov processes. They used 
a technique based on the Wiener-Hopf factorization for Levy processes and formu- 
lated results usually in terms of integral equations for the Fourier transform of the 
desired distribution. 
To study the distribution of the first exit value for symmetric Levy processes we 
combine the prediction formula of Dynkin (1980) with Wiener’s prediction theory 
for stationary Gaussian processes. This method allows us to obtain the Fourier 
transform of the distribution of the first exit value (across a constant level) of a 
class of symmetric Levy processes which includes symmetric stable distributions. 
The result in this form does not appear in the afore-mentioned papers. (However, 
note that our method applies only to symmetric processes.) On our way we obtain 
the Wiener-Hopf factorization of Levy processes. This factorization is originally 
due to Rogozin (1966) and was called by him an infinitely divisible factorization. 
Using a relation between Levy processes and stationary Gaussian processes we find 
that Rogozin’s formula corresponds to Wiener’s factorization for stationary pro- 
cesses. Our method also applies to symmetric Markov processes without the assump- 
tion of independent increments. In this case, however, we are forced to make 
prediction of non-stationary Gaussian processes -tools for this are quite limited. 
More can be done for continuous path processes and for first-hits of a finite discrete 
set. 
In Section 2 we review Dynkin’s theory of Gaussian processes associated with 
Markov processes. Section 3 shows what can be done in the general case of symmetric 
Markov processes without assuming independent increments. Section 4 contains a 
few formulas for linear prediction of stationary Gaussian processes which are used 
in Section 5 to derive the Fourier transform of the distribution of the first exit value 
for Levy processes. 
2. Gaussian processes associated with Markov processes 
Let us review the results of Dynkin (1980). Let g,,, u >O, be a symmetric 
homogeneous right Markov process with the state space T c [w and transition density 
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p,,( t, s) = pU(s, t), s, t E T. This means that for all Bore1 B c R, 
P(&BlX,,=t ,,‘.., rZ,,,=t,,o~~,<...<U,<U) 
=P(2,dI2 ,,,, =t,,O~u,,<u)= mu-u,,(tn, t) dt. 
Let 5 be an exponential random variable with mean l/0, f3 > 0, independent of 2, 
which determines the lifetime of 2. Denote by X the ‘killed version’ of X. This 
means that X,, =X,,, u < b and X,, = A (‘the cemetary’), u Z= f: Then X,, u 3 0, is a 
Markov process with transition density e -“‘p,, ( t, s), t, s E T, and the Green’s function 
CC 
s(r, s) = 
I 
e~““p,,(t, s) du = g(s, t). (1) 
0 
(The function g, as well as the process X, depends on the parameter 0, but we omit 
the subscript 19 for notational simplicity.) The function g is the average time spent 
by X at s when started at t; the ‘killing’ of the process keeps this quantity finite 
for almost all s for every t. We shall assume throughout that g is$nite for all s and 
t in T Note that since the only purpose of the ‘killing’ was to make g finite, take 
X = X when the Green’s function of X is finite. (For example, ?? could be Brownian 
motion killed when hitting zero.) 
It is not hard to show (see Dynkin, 1980) that g is a non-negative definite function 
and that therefore there exists a Gaussian process @,, t E T, whose parameter space 
T is the state space of X, with mean zero and covariance function g( t, s). Following 
Dynkin, we will call @ a Gaussian process associated with a Markov process X. For 
these Gaussian processes @, we have a special case of Dynkin’s theorem: 
Theorem A (Dynkin, 1980). Let 7s = inf{u 3 0: X,I E S} be the jirst exit time from 
SC = R\S and l_~;( C) = P(X,, E C 1 X, = t), C c S, be the probability distribution of X 
at thejirst exit time r.s assuming that the initial point is t E SC. Then 
E(cP,(@.JES)= p;(ds)@,. 
I 
In particular, if S = (-CO, a) and t = a + b, b > 0, we get 
(3) 
with py$-a’(ds) = P(X,,, \_ i,j E ds 1 X,, = a + b). 
If S is countable, read (2) as 
E(@,I@,,.=S)= C P:(S)@.,, 
s t s 
(4) 
when p:(s) = P(X_ = s IX, = t). 
Proof. For self-sufficiency of the paper, we rewrite Dynkin’s proof in the special 
(non-generalized) case. 
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The condition g( t, s) < 00 assures the existence of the local time process { L.L, u > 
0,s~R) and 
where, as usual, superscript t on expectation sign means that X0= t. Thus, noting 
that for X0 E SC and s E S, Lb = 0 for u < TV, and using the strong Markov property 
for X, we get 
This proves (2). Cl 
The next section contains some immediate consequences from the theorem. 
3. The general case 
It is well known that for any Gaussian process 0 the conditional expectation 
E(@u+h I @,, s s a) can be written as a linear function of the known values @,, s c a: 
E(Q,+,I@,,s~a)= a 
I 
h(a, b, s)@, ds, 
-CC 
where h(u, b, s) = 0 for s > a. (3) of Theorem A immediately gives pt+h(ds) = 
h(u, b, s) ds for S = (-CO, a). Thus, in order to find the distribution of the value of 
X at the first exit time r, it is enough to find function h, i.e., to solve the prediction 
problem for @. Unfortunately, the solution in the general case is not satisfactory; 
one obtains an integral equation with constraints for which in most cases no solution 
is known. In the stationary case a common method is to use the Wiener technique, 
which is based on the spectral representation of @, as discussed in detail in the next 
section. In the non-stationary case, of existing theories (a full account can be found 
in the book of Priestley, 1988) the most applicable is that of evolutionary spectra, 
which provides a framework, almost parallel to that of Wiener theory, for solving 
prediction problems for non-stationary oscillatory processes. Though it is clear that 
nothing can be said about prediction of non-stationary process without assumptions 
about the nature of the non-statibnarity, the conditions for the process to be 
oscillatory are so difficult to verify that there is no clear way to determine from the 
covariance function whether they are satisfied. Even less can be said then about the 
associated Markov process. 
R.E. Feldman / Exit distributions 37 
Continuous path processes 
For symmetric Markov processes with continuous paths, for example, when X is a 
symmetric non-singular one-dimensional diffusion with finite Green’s function, we 
have the following: 
Proposition 1. Let X be as in Section 2 and assume in addition that it has continuous 
paths. Then for any real a and b > 0, 
P(X,>a,O<u<<1X,=a+b)=l-g(a,a+b)/g(a,a). 
In particular, 
P(X,, > 0,O < u < 5 1 X0 = b) = 1 -g(O, b)/g(O, 0). 
Proof. According to Dynkin (1980, Theorem 1.2.1), the Gaussian process @ associ- 
ated with the Markov process with continuous paths is itself Markov. Then 
where the last equality is checked easily by 
da, a+b) 
g(a, a) 
=g(a+b,a)- 
g(a, a + b) 
g(a, a) 
g(a, a) =O. 
Using (3) we conclude that pri.L’“’ . 1s concentrated in unique point a with mass 
g(a, a + b)/g(a, a). This, of course, means that the process X with continuous paths 
has two options: to enter S = {s: s s a} at point a or never enter S in its lifetime. 
The last event happens with probability I- g(a, a + b)/g(a, a) which gives us the 
statement of the proposition. Note that the last expression is a probability since it 
is exactly one minus pk”!, of (4). 0 
Discrete S 
A series of results arise from (4) when S is a discrete finite set. Let us illustrate the 
method for S = {s, r}, s, t, r distinct. From linearity of Gaussian conditional expecta- 
tions and the projection theorem for least-squares estimates we get 
E(@, I@,, @,I = a@, + b@,, 
when a and b are solutions of 
E((@,-a@.5-b@,)@,)=0, E((@,-a@,-b@,)@,)=O. 
The last can be written as 
ag(s, s)+ bg(r, s) = s(r, s), ag(s, r) + bg(r, r) = g(t, r). 
Then, assuming that the determinant of the last system is non-zero, we have 
a= 
s(t, s)g(r, r) -g(r, s)g(t, r) 
g(s, s)g(r, r)-g2(r, s) ’ 
b = g(s, s)g(t, r)-g(r, s)g(s, r) 
As, s)g(r, r) -g2(r, s) ’ 
(5) 
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Recall that the condition g(s, t) < ~0 for all f and s insures that X hits points on 
the line (cf. Blumenthal and Getoor, 1968). Thus we immediately get: 
Proposition 2. Let X be a symmetric Markov process as in Theorem A. 
(i) For any distinct real s, t, r, 
P(XhitsrbeforesIX,,=t)=b, P(XhitssbeforerlX,,=t)=a, 
P(X does not hit points s, r ) X,, = t) = 1 -(a + b), 
when constants a, b are as given in (5). 
(ii) If X also has continuous paths, then for any s < t < r, 
P(s<X,<rIX,,=t)=l-(a+b). 
(iii) For any distinct s,, . . . , s,, t in R the hitting probabilities 
ai=P(Xhitssjbeforeithitssi, i#jlX,,=t), j=l,...,n, 
are solutions of the following system of linear equations 
a,g(s,, sj) +. . .+a,g(s,, s,)=g(t,s,), j=l,.. ., n. (6) 
Proof. The first assertion is an immediate consequence of (4) for the case S = {s, r} 
and of the discussion before the proposition, provided that the denominator in (5) 
is not zero. But by Blumenthal and Getoor (1968, pp. 217-218), 
g(s,r)=g(s,s)E(eC’~~~lX,=s)=g(r,r)E(e~~~~lX,=r). 
Therefore the condition g2(s, r) < g(s, s)g(r, r) means 
E(e~‘c,ilX,,=s)E(e~‘i,rIX,,=r)< 1. 
The last holds when r # s. 
The second statement follows from the first, since when paths are continuous and 
X does not hit points s and r, it must remain inside the interval {v: s < u < r}. 
The third assertion follows exactly in the same way as the first one. This finishes 
the proof. 17 
Discrete state space 
The natural next step is to consider Markov processes with discrete state space. 
This was done in Feldman (1991), where explicit calculations where made for 
symmetric random walks with continuous time. 
The remainder of this paper is devoted to study of processes X with independent 
increments, when Wiener’s theory applies for prediction of CD. 
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4. Prediction of Gaussian stationary processes 
We will need the following facts from the prediction theory of continuous-parameter 
stationary Gaussian processes. (See Wong and Hajek, 1985, for a full explanation 
of the theory.) 
A zero-mean Gaussian process @ = { D,, t E IR} with finite covariance function g 
is stationary if and only if its covariance function depends only on the difference 
between its arguments: 
g(t,s)=g(l-s)=g(s-f), (7) 
and so we write it as a function on R only. For g E L’ there exists the spectral density 
function f E L’ defined by 
f(h) =& 
I 
: em’^“g(x) dx. 
s 
(8) 
Furthermore, corresponding to f is a random complex-valued mean-zero spectral 
process Y’ with orthogonal increments and EIdW(A)I’=f(A) dh such that for each 
t, Q(t) itself has the following spectral representation as a mean square integral: 
Q(t) = 
I 
X 
e”‘T(dh). (9) 
p.X 
The stationary process @ is called purely non-deterministic if f( A) > 0 for almost all 
A (with respect to the Lebesgue measure) and f satisfies the Paley-Wiener condition 
pdA>-co. 
It may then be shown that f can be factored in the form 
f(A) = (1/2db(A)1*, 
(10) 
(11) 
where 
e”^ti(A) dh =0 for t<O, 
-m 
f$(p+iV)-_(p+iiV)#O as v>O. 
The formula (11) is usually called the spectral factorization off: 
Let &,( t+ T) be the best (in the sense of minimal m.s. error) linear predictor of 
the unknown value @(t+ r) when all the values Q(s), ss t, are known (observed). 
For Gaussian CD, 
~,(t+7)=E(~(t+T)l~(S),S~t). (12) 
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If 0 is a purely non-deterministic process represented by (9) then &,( r + T) admits 
the following representation: 
ZXC 
&t+r)= eirA&(h, r)?P(dh), (13) 
--LE 
where 
(14) 
Technical comments 
Formulas (13)-( 14) give the solution of the prediction problem generally called the 
Wiener filter. The key step in obtaining the solution is carrying out the spectral 
factorization. If the spectral density f is a rational function, the solution is well 
known (see Wong and Hajek, 1985, p. 122). Otherwise, it is more complicated. Wong 
and Hajek (1985, p. 119), give a procedure by which the desired function q5 can be 
found, but it does not lead to a closed-form solution for general J: 
The integral representation of #J is obtained by passing to the complex variable. 
Then 4(A) is the boundary value of the function y(z), z E C:, which is analytic in 
the lower half-plane (Im z < 0) and can be expressed in terms of the function f as 
lnf(A)---- (15) 
5. First exit value distributions for L&y processes 
In this section we combine the results of Sections 2 and 4 to obtain the distribution 
of the first exit value for a class of Levy Markov processes. 
First, we note that the Markov processes under consideration are related to 
stationary Gaussian processes with everywhere finite covariance function. These are 
described in the following proposition: 
Proposition 3. A Gaussian process 0,, t E T c R, associated with a Markov process 
X,,, u > 0, and with everywhere finite covariance function is stationary if and only if 
the Markov process X is a L&y process, i.e. a process with independent homogeneous 
increments. 
In this case @ has a spectral density function f (A ) given by the following expression: 
(16) 
$(A) =;a2A2+ 
I 
(1 -cos Ax)v(dx), 
R 
(17) 
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where v is a symmetric L&y measure on R\(O), JR x’/(l +x’)v(dx) <CO, U*Z 0 and 
Moreover, this Gaussian process is purely non-deterministic. 
The condition (18) assures that the covariance of the Gaussian process @, is 
finite. For the associated Levy process X (18) guarantees that the range of X has 
positive Lebesgue measure and is one of the conditions in the study of local time 
of X (cf. Barlow, 1988). 
Proof. @ is stationary iff its covariance satisfies condition (7). This can happen iff 
the transition density of the Markov process X associated with @ satisfies 
According to Blumenthal and Getoor (1968, p. 17), this condition holds if and only 
if that X is a Levy process, i.e., a Markov process with independent stationary 
increments. Since the Fourier transform of pU is known for such processes we 
immediately have: 
v 
h(A) = e’““p,(x) dx = E ei*(xL+,,-xo) = e-u+(h), u, v > 0, (19) 
-cr 
with 
$(A)=-ihp++a2h2+ (l+ihx/(l+x’)-eiA’)v(dx). 
I R 
(20) 
Now, g E L’(R), 
Thus g has a Fourier transform f which is a continuous function vanishing at 
infinity, i.e., Qi has a spectral density. Using the relationship (8) between the spectral 
density f and the covariance g and formulas (1) and (19) we have (16). Since 
pU ( t) = p,, (- t), the characteristic function p^u is real and even, which implies that r/~ 
is real and even. So, we get (17) as the real part of (20). The condition (18) comes 
from our restriction that the covariance of @ should be finite: 
Finally, it is not difficult to see that the density f satisfies the condition (10) and 
therefore corresponds to purely non-deterministic stationary Gaussian processes. 
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Indeed, the measure (x2/( 1 + x2)) v(dx) is finite, the function (1 - cos hx)( 1 +x2)/x2 
is continuous and bounded by C, + C,h 2, and (,Iln( C, + A ‘)I/( 1 + A ‘) dh < ~0. (C,, i = 
1,2,3 are some positive constants.) The proof is finished. 0 
The class of Markov processes associated with the stationary Gaussian processes 
described in the Proposition 3 includes multiples of Brownian motion which corre- 
spond to v = 0; $(A) = fu2A2 and symmetric stable L&y processes with v(dx) = 
CIXI--(‘+a), x # 0 (C is a positive constant); $(A) = IA la where the index (Y is 1~ cy s 2. 
The associated Gaussian processes have spectral densities 
1 1 
f(A)=g e+lAl” (21) 
(for LY = 2 we have an Omstein-Uhlenbeck process). 
From Proposition 3 and (1 l), it immediately follows that 
1 
~+$(A) 
= l4(A)l’, 
where the function 4(z), z E C, is analytic in the lower half-plane (Im z < 0). This 
is a special case of Wiener-Hopf factorization for symmetric LCvy processes. The 
factors + describe the behaviour of sup X,, and play a major role in the study of 
the exit distributions for X. (See, for example, Gusak and Korolyuk, 1968; Gusak, 
1969; Doney, 1987.) 
Take S = (-00, a), t = a + 6, b>O. Let pf, as defined in Theorem A, be the 
distribution of the value of X at the first exit time 7, when X,,= t. The main result 
of this section is the following theorem: 
Theorem 1. Let X,,, u 2 0 be a symmetric L&y process with characteristic exponent 
(17) satisfying (18) and with exponential lifetime. 
is given by 
s 
;:‘(A) - e’*“pf(ds) = eiha$(A, b), 
-CC 
where $(A, b) is given by 
with 
e”“+(A) dh =0 fort<O, Ikb(A)12= (e++(A))-‘, x(t) =A 1‘ 
-Lx 
~(~+ii)=~(~+ii)#O asv>O. 
Then the Fourier transform of /1: 
(22) 
‘(A) 
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Proof. From Theorem A and the spectral representation (9) of @, 
On the other hand, the best m.s. predictor of the Gaussian process @ is given by 
I 
cc 
$a(a+b)=E(~,+,I~,,s~a)= ?&A, b)W(dh) 
-cc 
(see (12)-( 14)). Comparison of these two formulas completes the proof. 0 
As an easy example, let us consider the case when X is a Brownian motion with 
a* = 2, exponentially killed at rate 8 = 1. Then the spectral density of the related 
Gaussian process @ is given by 
and therefore the spectral factorization is obvious. We have 
so that ~(s)=e-” for s>O (,y(s)=O,s<O) and 
cc 
~$(A,b)=e’“~ 
h 
The distribution of the first exit value then has a Fourier transform Es(A) = eiha eeh 
and is itself equal to ee”&,(t) dt, where 6,(t) is the Dirac delta function. This means 
that there are only two possibilities for the process X: it must either exit (a, ~0) at 
point a with probability emh or go to the ‘cemetary’ point A. 
For a symmetric stable process with index a, 1 < (Y s 2, and exponential lifetime, 
the function 4 is the boundary value of the function 
r (-ln((2n)(~+lhl”)))~ & 
cr 
(23) 
which is analytic in the lower half-plane (Im z < 0) (see the technical comments of 
the previous section). 
Note that sometimes there is a much easier way to obtain an expression for the 
function 4. We saw an example of this for the case of Brownian motion (a = 2). 
Unfortunately, the only known case of easy spectral factorization is for rational 
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spectral density J: If (Y = 21/(2k+ l), where 1 3 1, k > 0 are integers, the expression 
for 4 can be found from Theorem 2 of Doney (1987): 
Proposition 4. Let X be a symmetric stable process with index a, such that 1 < LY G 2 
and cy = 21/(2k+ l), where 1~ 1, k 2 1 are integers. Let X have exponential lifetime 
with mean 1. Then the function 4 in Theorem 1 is given by 
Proof. According to formulas (l.l)-(1.2) of Doney (1987), 
1 
p= $+(ih)ij-(ih), 
l+lAl” 
and, for the symmetric case, $+(iA) = $-(-i/l). Therefore, 4(A) = $+(-ih) and the 
result follows from Theorem 1 of Doney (1987). 0 
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