Abstract-This paper presents a new fast search algorithm for block matching motion estimation called the adaptive search length (ASL) algorithm. The ASL algorithm adaptively varies the number of positions searched for each block while still maintaining control of the average number of searches per block for each frame. Experimental results show that the peak signal-to-noise ratio (PSNR) of decoded sequences which were coded using the ASL algorithm is within 0.25 dB of the PSNR of decoded sequences which were coded using the full search block matching algorithm. It is also shown that the ASL algorithm requires only 10% of the computations required by the full search algorithm to achieve this level of decoded image quality.
The simplified conjugate direction search algorithm, known as the one-at-a-time search (OTS) algorithm, adopts a different approach [15] . In this algorithm, the difference measure is first calculated at the center of the search window and then at positions which follow a path of descending difference measure values until a minimum is found.
All these algorithms rely on the assumption that the difference measure decreases monotonically as the search position moves closer to the optimum position. If this assumption does not hold then these fast algorithms may not find the global minimum. The genetic motion search (GMS) algorithm [16] attempts to overcome this problem by first choosing a random selection of search positions and then using an algorithm similar to the genetic processes of mutation and evolution to find the global minimum of the difference measure. However, for a search window of identical size, the number of computations required by the other fast search algorithms outlined above is approximately 15% of that required by the GMS algorithm.
The fast algorithms proposed in [17] reduce the complexity of the BMA by reducing the number of points from each block which are used to calculate the difference measure and by reducing the number of blocks from each frame for which a motion vector is calculated directly.
For all of these fast search algorithms, the number of times the difference measure is calculated remains approximately constant for each block in the frame. This results in an inefficient use of the total number of computations allowed for each frame. Consider the surfaces shown in Fig. 1 which represent the value of the MAD difference measure for each position in the search window for three different blocks.
The MAD at position (i; j) in the search window is denoted by D(i; j ) and is given by is the pixel value u + i rows down and v + j columns to the right of the center of the search window.
For the surface shown in Fig. 1(a) , a simple fast search algorithm such as the OTS or TSS algorithm would require a small number of searches to determine the global optimum position for this block. For the surface shown in Fig. 1(b) , it is unlikely that the previously described fast search algorithms (with the exception of the GMS algorithm) would converge to the global minimum. For the surface shown in Fig. 1(c) , there is no need to find the global minimum position since any of the local minimum positions will correspond to a satisfactory prediction block as D(i; j ) is uniformly small.
The new algorithm presented in this paper, called the adaptive search length (ASL) algorithm, adaptively varies the number of positions searched (and hence the number of times the difference measure is calculated) for each block, while still maintaining control of the average number of searches per block for each frame. By allowing this variation, a small number of searches are used where it is likely that the first local minimum found corresponds to the global minimum or where the difference measure at a local minimum is 1051-8215/97$10.00 © 1997 IEEE sufficiently small, and hence a large number of searches may be used for difficult cases such as the one shown in Fig. 1(b) . The ASL algorithm is described in Section II of this paper. The results of experiments which compare the ASL algorithm to the full search and other algorithms are presented in Section III and discussed in Section IV.
II. THE ASL ALGORITHM
The adaptive search length algorithm can best be described as an extension of the OTS algorithm. When using the OTS algorithm, the first position searched is at the center of the search window and then the search continues in alternating horizontal and vertical directions until a local minimum of the difference measure is found. For the new ASL algorithm, a similar procedure is conducted for up to 25 different starting positions spread across the search window. These starting positions are distributed evenly over the search window and the order they are used is based on their proximity to the center of the search window. Those close to the center are used before those at the edges of the search window. The order in which these positions are used for the next block in the frame is recalculated after the current block has been searched.
The ASL algorithm is defined by the following steps. 1) For the first starting position, a modified OTS is conducted to find a local minimum value of the MAD difference measure,
2) Calculate the maximum search length, denoted by L m ; allowed for the current search window. 3) If the number of searches used to find the local minimum is greater than the maximum search length, the search is stopped and it is assumed that the local minimum is the global minimum. If the number of searches used is less than the maximum search length, Steps 1)-3) are repeated beginning at the next starting position. 4) After the search has been completed, calculate the order in which the starting positions are to be used for the next block in the frame. Each of these steps will now be explained in detail.
A. The Modified OTS
The modified OTS used in the ASL algorithm is similar to the algorithm defined in [18] . The main difference between this algorithm and the original OTS algorithm is that both horizontal and vertical directions are searched for the starting position and the direction with the smallest value of the MAD is chosen as the first direction to be searched.
B. Calculating the Maximum Search Length
The second step in the ASL algorithm requires a maximum search length for the current search window to be calculated. This step is performed every time the modified OTS finds a local minimum.
The maximum search length is determined according to three different maximum values for the search length denoted by L 1 ; L 2 ; and L 3 : The maximum search length for the current search window is then taken as the minimum of these three values and is given by Lm = min [L1; L2; L3]: (2) In order to calculate the value for L1; it is first necessary to estimate the number of local minima for D(i; j ) which are likely to occur in the search window. That is, to determine whether the surface which represents the value of D(i; j ) difference measure for each position in the search window will look more like Fig. 1(a) or more like Fig. 1(b) or (c). The number of local minima is estimated by measuring the average search path length of the searches already conducted on the search window. If the surface contains a large number of local minima as in Fig. 1(b) then the average search path length will be small because the average distance between each starting position and the closest local minimum will be small. If the surface contains only one minimum as in Fig. 1(a) , then the average distance between each starting position and the global minimum will be large. Hence, after a local minimum is found, the longer the average search path length, the more likely it is that the local minimum is actually the global minimum and no more positions need to be searched. The average search path length for a search window is denoted by 0 and is given by 0 = 3 8
where 3 is the number of positions already searched which lie on a search path and 8 is the number of starting positions already searched. Note that a more accurate estimate of 0 is obtained when only those positions which lie on a search path are used to calculate 3 rather than using the total number of positions searched. (These positions are shown connected by a straight line for the example shown in Fig. 3 ). An experiment was conducted to determine the relationship between the average search path length and the number of searches required to find the global minimum. This experiment was conducted using a software simulation of the MPEG-2 standard video coder to code 23 different five-frame sequences. As the sequences were interlaced sequences, the coder was restricted to coding only field motion vectors in order to eliminate the effect of the interlacing on the search algorithms. The coder operated with five frames per group of pictures (GOP) and the first frame was coded as an I-frame and the remaining four frames were coded as P-frames. No intra coded macroblocks were allowed in the P-frames to eliminate the effect of the intra/inter decision method. With the coder operating in this way, the allowed range for the motion vectors of each macroblock was 67 pixels in the vertical direction and 615 pixels in the horizontal direction. The full search BMA in this case would search 465 positions to find the global minimum value for D(i; j): After the position corresponding to the global minimum is found, the decoded version of the search window is used to find the minimum value of the MAD from the current position and the eight surrounding positions corresponding to a half pixel increase or decrease in each motion vector.
In the first part of the experiment, the full search algorithm was used to determine the position of the global minimum value for D(i; j ): The coder was then run using the modified OTS algorithm to find local minimum values for D(i; j ) in each search window.
The search procedure was halted when the local minimum found coincided with the global minimum previously determined by the full search algorithm. For each macroblock, the value of 0 and the total number of searches required to find the global minimum were recorded. A plot of the average path length versus the number of searches required to find the global minimum for each macroblock in the 23 test sequences is shown in Fig. 2 . It can be seen from Fig. 2 that the maximum number of searches required to find the global minimum is approximately inversely proportional to the average search path length of the modified OTS search. Therefore, when a local minimum is found and a value for 0 is calculated, the value for (4) where N max is the maximum number of searches possible in the search window. The curve for this equation is also shown in Fig. 2 . Now by using this first maximum search length value L1; more search positions are allowed in search windows which contain many local minimum values for D(i; j ) than in search windows which have monotonically decreasing values of D(i; j ): However, there is still some inefficient use of the total number of search positions allowed per frame. Consider the search window with the MAD surface shown in Fig. 1(c) . The modified OTS will find many local minima in this search window, the value calculated for 0 will be small, and consequently, if only the value of L 1 is used, many search positions will be allowed for this search window. It can be seen however that the value for D(i; j ) at all the local minimum positions found will be very small, and hence, any of the these positions will correspond to a good prediction for the current block. Therefore, a second maximum search length value is needed to limit the number of allowed search positions in a search window where D(i; j ) at the local minimum positions has already reached an acceptably small value.
This second maximum search length value is given by more searches would be allowed for a search window where there was a large number of local minima and the minimum MAD value found so far was not acceptably small.
However, if only the minimum of L 1 and L 2 is used, the total number of positions searched for each frame will depend on the characteristics of the individual search windows and could vary markedly for different sequences. Therefore, a third maximum search length value, L3; is used to ensure that a predetermined value of the mean number of searches per block is not exceeded. The value of L3 for the current block to be searched is calculated after the search is completed for the previous block and before the search begins for the current block. The value of L 3 then remains constant until the search is completed for the current block. In order to explain the procedure for calculating L 3 ; it is necessary to define the following parameters. Let the allowed mean number of searches per block be denoted by N , the total number of positions searched for the previous block be denoted by N , and the number of excess search positions available for the next block be denoted by N + : The procedure for calculating L3 is defined as follows.
For the first block in the frame, the value of L 3 is set to N and the value of N + is set to zero. The ASL algorithm with the maximum search length Lm given by (2) is then used to determine a prediction block for the current block and the value for N is set to the number of A prediction block for the next block is then found using the ASL algorithm and the process continues for the remaining blocks in the frame.
By calculating the value of L3 in this way, if the ASL algorithm searches less than N positions to find the global minimum in a block, the searches which are not used can be used for later blocks which may require more than N positions to be searched to find the global minimum. In addition, the average number of searches per block for the frame can never exceed N since no extra searches can be used for a block unless they have not been used in a previous block.
The value of N + may become slightly negative when the number of search positions required to reach a local minima slightly exceeds the value of L 3 (the value of N is only compared with L 3 when a local minima is reached). However, a negative value of N + must make the value of L3 less than N , and for the following macroblocks (N 0N) will almost certainly be positive. Hence, a negative feedback loop is formed which will guarantee that N + becomes positive within a few macroblocks.
As an example of how this part of the ASL algorithm operates, consider the search window with the MAD surface shown in Fig. 1(b) . The search paths taken by the ASL algorithm for this search window are shown in Fig. 3 superimposed over a grey- used to find the global minimum value of the MAD. The order of the starting positions is taken as the original order. The values of the parameters calculated when the local minimum was reached for each starting position is shown in Table I . The value of L3 for this block was 1329, indicating that the average number of search positions used so far in the frame was considerably lower than N : Fig. 4 . The order of the starting positions after the frame containing the search window with the MAD surface shown in Fig. 1(b) has been searched.
C. Calculating the Starting Position Order
It can be seen from Fig. 3 that, because the global minimum position is not close to the center of the search window, a large number of starting positions are used before the global minimum position is found. This search window is taken from a block in the center of a frame in a sequence where the camera is panning across the scene. Consequently, a large number of search windows in this frame will have approximately the same global minimum position. Therefore, so that positions in frames such as these are not searched unnecessarily, the order in which the starting positions are used is recalculated for each block.
The starting position order for each block is calculated using the mean over the sequence of D(i; j) values at the local minimum reached from each starting position. These values are denoted by D (în ;ĵn) for n = 1 1 1 1 25 and are given by 
where B is the number of blocks in the sequence searched so far, n denotes the original order of each starting position, and D k (î n ;ĵ n ) denotes the MAD value for the kth block searched at the local minimum found when starting at position n: These values are recalculated after each block has been searched and reset when a frame of the sequence is coded in intra mode. Then, for each block, the first starting position is taken as the starting position with the minimum value of D(în;ĵn) and the remaining starting positions are used in the order of ascending values for D(î n ;ĵ n ):
For example, Fig. 4 shows the order of the starting positions for the next block after the frame containing the search window in Fig. 1(b) has been searched. The mean number of searches per block for the frame was N = 50:
This method of reordering the starting positions performs well even when there are several different objects moving in different directions in the frame. In this case the starting positions which are closest to the motion vectors of each object will be the first positions used in the search. The order of these first few starting positions used will depend on the average of the MAD values found for each of the starting positions in the previous frames. The position reordering algorithm could be improved by adding some extra priority to the starting positions according to the local motion vector field. This would have the effect of choosing between the first few starting positions according to the motion vectors found in the immediate neighborhood of the current block.
D. Implementation Issues
Motion estimation forms a significant fraction of the total computational effort in conventional motion-compensated DCT video compression standards. Any algorithm that reduces the amount of computation required to achieve satisfactory performance in this area is therefore of value. Currently, most video encoders are implemented in hardware. The algorithm described in this paper probably has limited use in full hardware implementations since it does not have the regularity and modularity in computation which are exhibited by techniques like the full search or three-step search block matching algorithms and which are important for hardware implementation. While it is not expected that the algorithm proposed here would be suitable for direct hardware implementation, the scalability of the computational cost provides significant advantages for software encoder implementations, which are expected to become more important in the future. As an example of this trend, the emphasis in studying implementation complexity in MPEG-2 was on hardware implementations, whereas the emphasis in the current work toward developing the MPEG-4 standard is on software implementations.
The scalability of the computational cost is potentially of particular advantage in real-time operating systems. An important issue in realtime operating systems is providing guarantees of quality of service. In the Nemesis operating system [19] , each task is given a statistical guarantee for its access to various resources, including memory computational power and communications. If the operating system is unable to meet its commitments to a given task, it will inform the task of the level of resources that will be provided. Given this information, the task can then make an optimal internal allocation of resources and thereby achieve a graceful degradation in performance. In the case of a video compression system employing the motion estimation algorithm described here, it would be relatively easy to reduce the level of computational resources made available to the motion estimation algorithm without causing a catastrophic reduction in performance.
This type of algorithm will also be very useful for designing video encoding and decoding software for the new style of programmable DSP chips which have recently been developed for real-time multimedia applications. An example of such a chip is the Texas Instruments TMS320C80 which includes four parallel processors and dedicated on-board memory designed specifically for real-time software encoding and decoding of video data. The algorithm presented in this paper could be easily executed on such a system providing a dramatic reduction in processing time compared with the time required by the full search algorithm.
III. RESULTS
In order to compare the performance of the ASL algorithm to other standard fast search algorithms, a software simulation of the MPEG-2 standard video coder was used to code four different 24-frame sequences. The coder operated with the settings described in Section II-B but with 12 frames per GOP instead of five, the first frame was coded as an I-frame, and the remaining 11 frames in the GOP were coded as P-frames. The four sequences chosen were "Bus," which shows fast camera panning, "BBC Disk," which shows rotational motion, "Football," which shows fast moving objects on a stationary background, and " Table Tennis ," which shows camera zooming. These four sequences contain all of the commonly occurring types of motion found in typical video sequences, and hence it can be assumed that the performance of the ASL algorithm for these sequences can be extended to all typical video sequences.
The four sequences were coded at a bit rate of 4 Mb/s using the ASL algorithm with several values of N : The peak signal-tonoise ratio (PSNR) found for these values is then compared with the PSNR obtained when using the OTS, TSS, and new three-step search algorithms. An extended version of the OTS algorithm (OTS2) was also simulated with the starting position set to the average of the motion vectors found for the blocks immediately surrounding the current block in the previous frame. This simulation was included to demonstrate the superior performance gained from using multiple starting positions in conjunction with starting position reordering. In addition, the PSNR values for the 4 : 1 pixel subsampling (PSS) and the combined 4 : 1 pixel subsampling and 2 : 1 motion vector field subsampling (PMVSS) approaches proposed in [17] were also compared. The two-dimensional logarithmic, modified motion estimation, orthogonal search, and cross search algorithms were not simulated as these approaches were shown in [12] to be similar in performance to the TSS algorithm. The genetic motion search algorithm was not simulated as the approximate number of searches required was much larger than that for the proposed algorithm. The PSNR of the decoded sequences plotted against the mean number of searches per block and the PSNR obtained when using the full search algorithm are shown for the four sequences in Fig. 5 .
Note that because the range of motion vectors is restricted to 67 pixels in the vertical direction, the TSS algorithm requires 19 instead of the 25 search points which would be required if the search window was square. Also note that the PSNR obtained from the full search algorithm is shown as a dotted line to represent the theoretical upper limit of the PSNR, rather than a single point at 465 search points.
The time required to calculate the MAD distortion measure for all search points is the only calculation time which needs to be considered for the ASL algorithm. The additional time required to calculate the maximum search length varies according to the number of local minima in the search window but is typically less than 1% of the total computational time. The time required to calculate the starting position order is also less than 1% of the total time and may be neglected.
It can be seen from Fig. 5 that the ASL algorithm using N = 50 performs significantly better than the OTS, TSS, NTSS, and OTS2 algorithms for the sequences "Bus" and "BBC Disk." This value of N still corresponds to 10% of the calculations required by the full search algorithm. In these sequences, the correct motion vectors for a large proportion of the macroblocks in the frame are found at the edges of the search window. By recalculating the start position order, the ASL algorithm can adapt to the predominant motion in the frame whereas the TSS, OTS, and NTSS algorithms must start searching at the center of the search window for every macroblock. The performance of the OTS2 algorithm was better than the OTS algorithm for these sequences but as only one starting position is used the PSNR for this method was still significantly lower than that for the ASL algorithm. For the sequences such as " Table Tennis" and "Football" which have correct motion vectors which are close to the center of the search window, the performance of the TSS, OTS, NTSS, and OTS2 algorithms is closer to the full search performance but still worse than the performance of the ASL algorithm.
The performance of the PSS and PMVSS algorithms is close to that of the ASL algorithm for the corresponding number of searches. However, an advantage of the ASL algorithm over these two techniques is the ability to vary the calculation time required using N: It is interesting to note that since these algorithms reduce the calculation time required by subsampling the pixels used for the MAD calculation and the motion field, it would be possible to combine these techniques with the ASL algorithm to further reduce the calculation time required. The combination of these two techniques is currently the subject of further research.
For the sequence "BBC Disk," the PSNR plots show that the highest PSNR value for the decoded sequence can be obtained when using the ASL algorithm with a mean search length per block of N = 20: This result occurs because of the suboptimal performance of the MAD as a difference measure. Since the motion vector which produces the best MAD value does not necessarily produce a decoded block with the best PSNR, occasional irregularities can occur. In this case, even though all the motion vectors which produced the best MAD value have not been found, some of the motion vectors which were found produced better PSNR values. This effect can also be seen for the PSS and PMVSS algorithms where subsampling the motion field actually produces slightly better PSNR values than using all the motion vectors found by the PSS method. However, it can be seen from Fig. 5 that, in general, the more search positions which are used in the ASL algorithm the better the PSNR of the resulting decoded sequence.
IV. CONCLUSIONS
In this paper, we have presented a new fast search algorithm, known as the ASL algorithm, for block-matching motion estimation. The primary advantage of this technique over other techniques proposed previously, such as TSS, OTS, NTSS, OTS2, and PMVSS, is that a tradeoff can be made between computational requirements and prediction quality, and that this tradeoff can be adjusted online. This features makes possible the graceful degradation of quality in software coders when reduced computational resources are available. The performance of the new technique either matches or exceeds that of previous techniques for the same usage of computational capacity.
Furthermore, it can be seen from the experimental results that as N approaches 50, the PSNR value for the ASL algorithm approaches the PSNR for the full search algorithm. When N = 50, the ASL algorithm requires 10% of the computations required by the full search algorithm for no significant difference in the PSNR of the decoded image.
