The Spearman-Kärber method can be used to estimate the threshold value or difference limen in two-alternative forced-choice tasks. This method yields a simple estimator for the difference limen and its standard error, so that both can be calculated with a pocket calculator. In contrast to previous estimators, the present approach does not require any assumptions about the shape of the true underlying psychometric function. The performance of this new nonparametric estimator is compared with the standard technique of probit analysis. The Spearman-Kärber method appears to be a valuable addition to the toolbox of psychophysical methods, because it is most accurate for estimating the mean (i.e., absolute and difference thresholds) and dispersion of the psychometric function, although it is not optimal for estimating percentile-based parameters of this function.
The estimation of sensory thresholds is a major issue in psychophysics. Despite the fact that psychophysical methods have been in use for more than 100 years (e.g., Fechner, 1860) , the development of appropriate and efficient statistical methods is still in progress (see Klein & Macmillan, 2001 ). Indeed, a recent special issue of Perception & Psychophysics, edited by Klein and Macmillan, covered new developments in such methods.
A particularly useful method for measuring sensory thresholds is the so-called two-alternative forced-choice (2AFC) procedure, which was suggested by Blackwell (1953) for vision research and by Jones (1956) for research on taste and smell (see Engen, 1971; Gescheider, 1997) . Psychophysicists often prefer this procedure over the classical yes-no task for determining thresholds, because the 2AFC procedure discourages response biases and also produces an especially high level of performance (e.g., Gescheider, 1997; Linschoten, Harvey, Eller, & Jafek, 2001 ; for a detailed review, see Macmillan & Creelman, 1991, chap. 5 ).
The 2AFC procedure can be used to estimate both absolute thresholds in detection tasks and difference thresholds in discrimination tasks. In each trial of a 2AFC detection task, for example, the participant observes two well-defined time intervals. One interval-randomly either the first or the second-contains a signal (e.g., a weak tone), and the participant knows that exactly one signal will be presented during each trial. At the end of the trial, the participant indicates whether the first or the second interval contained the signal, and the experimenter simply notes whether the response is correct. Thus performance is measured as the proportion of correct responses. This proportion varies from the chance level of .5 for very weak signals up to 1.0 for very strong ones. The detection threshold is usually defined as the stimulus intensity at which the proportion of correct responses is .75 (e.g., McKee, Klein, & Teller, 1985) .
In a 2AFC discrimination task, two stimuli-a standard (S) and a comparison (C)-are presented one at a time in the two successive intervals, with the order of presentation varying randomly from trial to trial. The S and the C differ along a certain physical dimension, such as object weight, light intensity, or molar concentration (e.g., Luce, 1993) . The C is always the more extreme stimulus on this dimension (i.e., heavier, higher intensity, etc.), and the value of the C along this dimension varies from trial to trial. The participant is asked to indicate which interval contained the more extreme stimulus, and performance is again summarized in terms of the proportion of correct responses, varying from .5 to 1.0. Note that the 2AFC design should not be confused with the so-called reminder
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design (see Macmillan & Creelman, 1991) , which is a version of the method of constant stimuli in which the S and the C are always presented in the same order. In the reminder design, the C may be more extreme or less extreme than the S. At the end of each trial, the participant judges whether the C was more or less extreme than S. Critically, in this case the psychometric function ranges from 0 to 1.0 rather than from .5 to 1.0, as in a 2AFC task. For example, in a 2AFC discrimination task, S might be a standard weight of 100 g, and C might be a heavier comparison weight selected randomly in each trial from the following set of weights: 100, 102, 104, 106, 108, or 110 g. At the end of the trial, the participant indicates whether the first or the second stimulus was heavier. As in the detection task, the proportion of correct responses will vary from the chance level of .5 (when the two stimuli do not differ) to 1.0 (when the two stimuli are readily distinguishable). Analogous to detection tasks, the discrimination threshold is commonly defined as the stimulus magnitude of the comparison at which the proportion of correct responses is equal to .75.
There are also several variants of the 2AFC tasks (for an overview, see Macmillan & Creelman, 1991, chap. 5) . For example, in a discrimination task, S and C might be presented simultaneously instead of successively. In a visual discrimination task, for example, they might be presented side by side, with the observer being asked to indicate which side contains the more extreme stimulus.
Figure 1 provides a hypothetical outcome for the 2AFC weight discrimination task described above. The abscissa of this figure represents the difference between the C and the S stimuli. For the above example, this difference would range from 0 to 10 g. The ordinate shows the proportion of correct responses, which, as mentioned before, increases from .5 to 1.0 as the weight of the C stimulus increases. The resulting psychometric function might be S-shaped (as is shown in the figure) or might have any other shape. 1 Apart from random fluctuation, however, these psychometric functions increase monotonically with increasing stimulus magnitude. Indeed, the new method proposed in this article for the analysis of 2AFC results requires only that the true underlying 2AFC psychometric function is monotonically increasing.
Several approaches have been suggested to summarize the participant's performance, given 2AFC data like those shown in Figure 1 (e.g., Klein, 2001; Leek, 2001 ). These approaches usually proceed explicitly from the assumption that a true but unobservable psychometric function G(x) underlies performance in the 2AFC task. A general way of writing this true psychometric function is
where F(x) represents a cumulative distribution function (CDF; e.g., Green, Richards, & Forrest, 1989; Harvey, 1986; Klein, 2001; Miller & Ulrich, 2001; Mortensen, 2002) . 2 Usually, the researcher assumes a specific distributional form for F(x). Most commonly, F(x) is assumed to be the CDF of the normal, Weibull, logistic, or hyperbolic tangent distribution (e.g., Strasburger, 2001a) . The function G(x) merely rescales this CDF by introducing a correction for guessing, as is appropriate for the 2AFC task. On the basis of this conceptualization of the 2AFC task, the researcher estimates the parameters of the distribution assumed for F(x) and summarizes performance in terms of the estimated distribution. Traditionally, the threshold has been taken as the median of this distribution [i.e., the value of x for which F(x) ϭ .5; see, e.g., Linschoten et al., 2001; Wichmann & Hill, 2001 ; for a review, see Gescheider, 1997] . As will be discussed further below, however, it is possible that the mean should be used instead of the median. The mean generally has better statistical properties than the median (e.g., Sen, 1985; Stuart & Ord, 1987) , and the mean is known to be a more stable estimator than the median for psychometric functions in yes-no tasks (e.g., Church & Cobb, 1973; Miller & Ulrich, 2001 ). In addition, the mean may be more appropriate than the median for testing theoretical models that make predictions about the moments, rather than the percentiles, of psychometric functions (e.g., Mortensen, 2002; Sternberg & Knoll, 1973; Sternberg, Knoll, & Zukofsky, 1982; Ulrich, 1987) . Of course, it does not matter whether the median or the mean is used if the assumed distribution F(x) is symmetric, because in that case, these two values are identical. A typical psychometric function in a two-alternative forced-choice weight discrimination paradigm. It shows the probability of a correct response as a function of the difference x between the weights of the standard (S) and comparison (C) stimuli-in this case, for a standard stimulus of 100 g. The data were generated by a Monte Carlo simulation with a skewed triangular function having a range from 1 to 11 and a mode at 9 as the true underlying function F(x). The mean and the standard deviation of this function were 7.00 and 2.16, respectively. Each of the six comparison stimuli was presented 200 times. The smooth lines show the best-fitting logistic, normal, and Weibull functions, which were estimated by a maximum-likelihood procedure as described in the text.
For example, if one assumes a symmetric logistic CDF for F(x), Equation 1 can be written as (2) where α is the location parameter and β Ͼ 0 is the scale parameter. Note that the location parameter α is both the mean and the median of the logistic distribution, so this parameter is usually referred to as the threshold in studies assuming the logistic function (see Linschoten et al., 2001) . The parameters α and β in Equation 2 can be estimated by the maximum likelihood method (e.g., Harvey, 1986; Treutwein & Strasburger, 1999) . For the data shown in Figure 1 , for example, the maximum-likelihood estimates areα ϭ 7.17 andβ ϭ 1.09. 3 The dashed line in this figure, then, represents the fitted function.
As a different example, if one assumes the asymmetric Weibull CDF for F(x), Equation 1 can be written as (3) where α Ͼ 0 and β Ͼ 0 are the scale and shape parameters, respectively, and x Ն 0 (e.g., Ross, 2000) . For the data shown in Figure 1 , for example, the maximum-likelihood estimates are α ϭ 7.86 andβ ϭ 4.12. On the basis of these parameter estimates, the median-based estimate of the threshold is 7.19, and the mean-based estimate is 7.13.
The preceding examples illustrate two important limitations of existing methods for analyzing psychometric function data obtained in 2AFC tasks. First, the researcher must specify a particular probability distribution to which the observed response probabilities will be fitted. In practice, it is often unclear which distribution to select, and the choice of distribution can have an important impact on the results. Second, if an asymmetric distribution is selected, the researcher must make an additional choice of whether to estimate the threshold with the median or the mean of that distribution. The median is chosen implicitly by most researchers, who simply adopt the standard definition of the threshold as the stimulus value yielding 75% correct performance in the 2AFC task. Some researchers, however, have questioned whether the standard definition of 75% provides the most reliable measure and, therefore, have suggested that other performance levels be used (e.g., Gescheider, 1997, pp. 164-165) . Specifically, Green (1990) argued that the definition associated with the highest reliability is somewhere in the 84%-94% range. Furthermore, the standard 75% definition cannot easily be used with some adaptive procedures that target other performance levels, such as 70.7% (e.g., Leek, 2001) or 84% (e.g., García-Pérez, 2002 ).
The present article addresses both of these limitations. Our main goal was to show how the nonparametric Spearman-Kärber method (e.g., Epstein & Churchman, 1944; Kärber, 1931; Miller & Ulrich, 2001; Spearman, 1908) can be used for the analysis of 2AFC data, thereby eliminating the need for any assumption about the underlying distribution. The Spearman-Kärber method was developed for the analysis of data from the yes-no task, and Miller and Ulrich (2001) found that this method works quite well for the analysis of yes-no data. They showed that the method could, in principle, also be applied to data from forced-choice tasks, but they did not conduct any simulations to examine the accuracy of the method with forced-choice data. Moreover, Klein (2001 Klein ( , pp. 1439 Klein ( -1442 argued on several grounds that the Spearman-Kärber method was unlikely to perform nearly as well with forced-choice data as it did with yes-no data. For example, he reasoned that the Spearman-Kärber method gives equal weight to the observed probabilities at all stimulus levels, whereas parametric procedures, such as probit analysis, give lower weights to probabilities closer to .5, which have larger binomial variability. Hence, he argued that the Spearman-Kärber method would provide less reliable threshold estimates than would probit analysis. Therefore, one goal of the present article was to provide a more detailed assessment of the Spearman-Kärber method for the analysis of 2AFC data. Specifically, we examined the statistical properties of the Spearman-Kärber method and contrasted these with traditional estimation methods, such as probit analysis. Furthermore, as will be developed below, the Spearman-Kärber method provides different estimates of the median and the mean when the 2AFC data seem to reflect an asymmetric distribution. Thus, as a secondary goal, we sought to determine whether the median or the mean should be used, by comparing the statistical properties of these two estimators.
EXTENDING THE SPEARMAN-KÄRBER METHOD TO 2AFC TASKS
It is helpful to provide a brief review of the SpearmanKärber method for the analysis of yes-no data before generalizing this method to 2AFC tasks. As was mentioned before, the ordinate F(x) of the classical yes-no function ranges from 0 to 1 as stimulus magnitude x increases. This function is commonly assumed to be a nondecreasing function and, thus, can be regarded as a CDF from some probability distribution (Falmagne, 1985; Luce, 1963; Trevan, 1927) . Probit analysis, for example, assumes that this CDF can be approximated by a normal ogive and estimates the mean and the standard deviation of the assumed underlying normal CDF from the observed psychometric function.
Like probit analysis and other estimation procedures, the Spearman-Kärber method treats the psychometric function observed in a yes-no task as a CDF 4 from which any desired percentiles or moments can be estimated. Specifically, suppose a researcher uses k monotonically increasing stimulus values, x 1 Ͻ x 2 . . . Ͻ x k , to determine the observed response probabilities, p i (i ϭ 1, . . . , k), associated with each stimulus value. 5 Then it can be shown (Church & Cobb, 1973; Sternberg et al., 1982 , The values x 0 and x kϩ1 are chosen such that one can assume p 0 ϭ 0 and p kϩ1 ϭ 1.
In order to apply the Spearman-Kärber method to the 2AFC task, the psychometric function G(x) defined by Equation 1 can be rearranged to recover the CDF F(x) (cf. Miller & Ulrich, 2001 )
Thus, the observed set of correct response probabilitieŝ g i , i ϭ 1, . . . , k in a 2AFC task can be transformed to the corresponding probability estimateŝ
and these transformed values are needed for the SpearmanKärber method. Klein (2001) suggested an alternative approach that can be used when observers have a strong response bias in 2AFC tasks, but for simplicity we will consider in this article only situations in which response biases are small. As an illustration, consider once more the above weight discrimination example. The observed response probabilities wereĝ ϭ (.52, .54, .61, .86, .96 ) at the stimulus values x ϭ (2, 4, 6, 8, 10 
Note that x 0 and x kϩ1 are only required for the calculation ofμ 2AFC but are not actually included in the experimental design. It is advisable to let x 0 be equal to the smallest admissible value of x, so that p 0 corresponds to the guessing probability .5. The value x kϩ1 should be large enough that g kϩ1 ϭ 1 can be assumed, and in general, the difference x kϩ1 Ϫ x k need not match the differences between other stimulus levels. If ĝ k ϭ 1, the selection of x kϩ1 does not influence the estimateμ 2AFC . For the above example, reasonable values of x 0 and x kϩ1 would be 0 and 12, respectively.
In addition, it can be shown that the standard error associated with the threshold estimateμ 2AFC is (see Appendix A) (8) where n i is the number of observations at stimulus level n i . Expressions 7 and 8 become especially handy if the spacing between two successive stimulus levels is constantthat is, d ϭ x i Ϫ x iϪ1 for i ϭ 1, . . . , k ϩ 1. In that case, these expressions simplify to (9) and (10) respectively. For the above numerical example with 200 trials per stimulus level, this formula yields a standard error of 0.27.
SIMULATION METHOD
The evaluation of the different approaches for summarizing performance in the 2AFC task was similar to the one used by Miller and Ulrich (2001) . In brief, the nonparametric Spearman-Kärber estimation procedure was compared with traditional parametric estimation procedures-that is, maximum-likelihood probit analysis. To this end, we generated simulated data in experiments in which the method of constant stimuli was used. The different sets of data were factorially varied according to the (1) number of stimulus levels (k ϭ 5, 10, or 15), (2) total number of trials per psychometric function (N ϭ 30, 60, 120, 240, or 480), and (3) true underlying psychometric function F(x) (normal, logistic, Weibull, or hyperbolic tangent). The parameters for each distribution were adjusted with CUPID (Miller, 1998) so that the resulting mean and standard deviation of each distribution were 5 and 2, respectively. The medians of the normal and logistic functions were necessarily identical to the means, because these two functions are symmetric. The medians of the asymmetrical Weibull and hyperbolic tangent functions, however, were 4.908 and 4.509, respectively. The data set for each of the 60 factorial combinations was based on 30,000 simulated experiments. As in our previous simulations (Miller & Ulrich, 2001) , the psychometric functions were monotonized before computing the estimates. 8 It is helpful to consider in more detail the procedure and results for a single simulated experiment before we present the results averaged across experiments. As an example, consider a simulated experiment that used 10 stimulus levels, included 120 trials in total (i.e., 12 trials per stimulus level), and used the true underlying normal distribution F(x) with mean µ ϭ 5 and standard deviation σ ϭ 2. The stimulus levels were equally spaced, and the smallest and the largest stimulus levels x 1 and x 10 were set to the 1st and the 99th percentiles of the true distribution-that is, F(x 1 ) ϭ .01 and F(x 10 ) ϭ .99. The resulting stimulus values, the associated probabilities p i ϭ F(x i ), and the probability of a correct response g i ϭ .5 ϩ .5 и p i are shown in the first, second, and third rows of Table 1 , respectively. 9 The fourth and fifth rows in this An identical analysis was performed on the results of each simulated experiment. The main steps of this analysis will be demonstrated for the simulated data set provided in Table 1 (for further details, see Miller & Ulrich, 2001) . First, the Spearman-Kärber method was used to estimate the mean µ 2AFC and median med 2AFC of F(x). Furthermore, we also estimated the standard deviation σ 2AFC and the difference limen dl 2AFC of F(x), because these parameters are sometimes of interest in psychophysical research (e.g., Lam, Dubno, & Mills, 1999) .
Second, the maximum-likelihood estimators of the mean, median, standard deviation, and difference limen were computed four times via probit analysis, separately under the assumptions that the underlying distribution could be approximated by the normal, the Weibull, the logistic, or the hyperbolic tangent function.
The fit of the simulated data set to each assumed function was evaluated by a χ 2 test (see Wichmann & Hill, 2001) . If the computed χ 2 was significant at p Ͻ .05, the data set was regarded as inappropriate for this assumed function and was excluded from the overall tabulation of results for that assumed distribution. We discarded such data sets to mimic the procedure that would be followed in practice. Because a researcher does not know the true underlying psychometric function, he or she would tend to ignore estimates based on what appeared from the χ 2 test to be an inappropriate underlying function. The complete outcome of this analysis for the simulated data in Table 1 is summarized in Table 2 .
SIMULATION RESULTS
For each of the 60 factorial combinations of simulation parameters and for each method of analysis, we computed the average across simulated experiments of the mean, median, standard deviation, and difference limen estimated from the data of each experiment (i.e.,μ 2AFC , mêd 2AFC ,σ 2AFC , anddl 2AFC ). In addition, we computed the standard deviation of each estimate across experiments to assess its standard error. For the parametric estimation methods assuming an underlying normal, logistic, Weibull, or hyperbolic tangent distribution, we included only simulated data sets that passed the χ 2 goodness-of-fit test in the computations of these averages and standard deviations. For the nonparametric Spearman-Kärber method, we included in these computations all simulated experiments within each factorial combination without regard to any χ 2 test. 10 Table 3 shows the mean percentage of simulated experiments that passed the χ 2 goodness-of-fit test as a func- tion of each simulation factor, and the results indicate that the test has limited usefulness for discriminating between different underlying distributions. 11 Consider first the results as a function of the true distribution. Ideally, 95% of the simulated experiments should pass the test when the method of analysis matches the true distribution (e.g., normal true distribution and normal-based method of analysis). In fact, 98%-99% of the simulated experiments passed the goodness-of-fit test when the analysis was based on the correct true distribution, indicating that the actual Type I error rate of the test in practice is slightly below the theoretically expected 5%, presumably due to the fact that the χ 2 test is only approximate. Also ideally, a much smaller percentage of simulated experiments should pass the goodness-of-fit test when the method of analysis does not match the true distribution (e.g., normal true distribution but logistic-based analysis). In fact, however, simulated experiments are just about as likely to pass the goodness-of-fit test whether the assumed distribution does or does not match the true one, indicating that the test has very little power to discriminate the true distribution from an alternative one under these conditions. The hyperbolic tangent distribution provides a partial exception to this generalization: Data generated from it fairly often failed the goodnessof-fit test associated with the fit of a normal, logistic, or Weibull model, although data from the latter models rarely failed the goodness-of-fit test associated with fitting the hyperbolic tangent model. Consider next the performance of the test when the total number of trials is varied. In general, many more data sets pass the test when the number of trials is smaller, partly because the power of the test increases with the number of trials. Finally, the test tends to accept slightly more data sets when the number of stimulus levels is larger. These results further strengthen the conclusion reached by Wichmann and Hill (2001) that the traditional χ 2 test should be replaced by alternative methods that do not rely on large-sample theory.
Mean and Median
As was mentioned in the Method section, for each simulated condition and method of analysis, we computed the means and standard deviations of the estimates of the mean and median across all simulated experiments. Biases were then measured as the absolute values of the differences between the average estimated values and the true values. Absolute values of the bias were used because signed biases in opposite directions could cancel each other out when averaged. Note that the standard deviation of each estimator computed across simulations provides an estimate of its standard error.
The results for the mean and the median estimators were similar, except that the median estimators tended to be more biased and less reliable than the mean estimators. For example, the average bias of the probit estimators was 0.158 for the median and 0.108 for the mean. Likewise, the average standard error of the probit estimators was 0.803 for the difference limen and 0.755 for the standard deviation. An identical pattern of results was obtained for the Spearman-Kärber method. The simulation results suggest, then, that in practice the mean should always be preferred over the median as an estimate of central tendency. An overall advantage for the mean over the median is not surprising, because the statistical properties of the mean are known to be better than those of the median in most situations (e.g., Sen, 1985; Stuart & Ord, 1987) . Because it was the superior estimator, we report below detailed results only for the mean. These results are consistent with our previous simulation results for the yes-no task (Miller & Ulrich, 2001) , which also showed that the mean was less biased and more reliable than the median.
Bias of mean. Table 4 shows the average absolute bias of each estimation method at each level of each factor varied in the simulations. Several results are striking. First and most important, the average absolute bias of the Spearman-Kärber method is consistently the least of any of these methods of analysis. In fact, biases of the other methods tend to be approximately eight times larger than biases of the Spearman-Kärber method. Even when the assumed distribution underlying a parametric analysis matches the true distribution used to generate the data (e.g., normal data analyzed assuming a normal underlying function), the means estimated with the SpearmanKärber method are much less biased than the means estimated with the parametric method. Clearly, then, a researcher wanting a minimally biased estimate of the location of a psychometric function from a 2AFC task would be strongly advised to use the mean estimated by the Spearman-Kärber method. Second, all methods become less biased as the number of trials increases. As a result, the advantage for the Spearman-Kärber method over the other methods decreases at larger numbers of trials as the overall biases of all methods converge toward zero. Third, the different methods of analysis exhibit differential sensitivity to the number of stimulus levels. At least over the ranges examined here, analyses assuming a normal or a logistic underlying function do not depend systematically on the number of levels. In contrast, bias increases with the number of stimulus levels when the Weibull is assumed, and it decreases with the number of stimulus levels when the hyperbolic tangent is assumed and when the SpearmanKärber method is used. We have no explanation for these effects of the number of stimulus levels on probit analysis when the Weibull or the hyperbolic tangent function is assumed. The decrease in bias with increasing numbers of stimulus levels for the Spearman-Kärber method seems intuitively reasonable, however. This method approximates the underlying function with a polygon, and a greater number of points on the polygon would naturally give a better approximation.
Standard error of mean. Table 5 shows the average standard errors of the mean estimators for the different simulation conditions. The standard error of the SpearmanKärber estimator is, on the average, approximately 6% larger than those of the parametric methods, indicating that it is slightly less reliable than the other estimators. 12 As was expected, the standard errors of all methods decrease as the number of trials increases. In fact, the standard errors decrease with approximately the square root of the number of trials. For the parametric methods, standard errors depend little on the number of stimulus levels. For the Spearman-Kärber method, however, the standard error decreases with a larger number of levels. With 15 levels, in fact, standard errors were smaller on average with the Spearman-Kärber method than with the usual normal-based probit analysis, although the Weibullbased analysis had the smallest standard errors of all.
Standard Deviation and Difference Limen
As was done with the mean and median estimators, for each simulated condition and method of analysis, we computed the means and standard deviations of the estimates of the standard deviation and difference limen across all simulated experiments. These values were used to compute the biases and standard errors of these dispersion estimators just as they were for the central tendency estimators considered in the previous section. In general, the percentile-based estimators (i.e.,dl 2AFC ) had lower biases and standard errors than did the momentbased estimators (i.e.,σ 2AFC ). Specifically, the average bias of the probit estimators was 0.156 fordl 2AFC and 0.199 forσ 2AFC , and the corresponding average standard errors were 0.660 and 1.015, respectively. A smaller bias fordl 2AFC than forσ 2AFC was also obtained for the Spearman-Kärber method (0.175 vs. 0.185). In contrast to the probit estimators, the Spearman-Kärber method's estimate of the difference limen was less reliable than its estimate of the standard deviation; the corresponding average standard errors were 0.661 and 0.559, respectively. These are somewhat inappropriate comparisons between the difference limen and the standard deviation, however, because the standard deviation is larger than the difference limen in the first place (see Miller & Ulrich, 2001) ; in a normal distribution, for example, σ ϭ 1.47 и dl. Taking into account these scale differences between the standard deviation and the difference limen, the moment-based estimators of the Spearman-Kärber method and of the hyperbolic tangent probit analysis yielded clearly superior results. For this reason and in order to save space, we will report only the results of the moment-based estimators.
Bias. Table 6 shows the average biases of the standard deviation estimates as a function of the simulation conditions. Estimates obtained with the parametric methods were, on average, 8% more biased than those obtained with the Spearman-Kärber method, although the estimates obtained with the hyperbolic tangent method were the least biased of all. Surprisingly, the hyperbolic tangent method produced the least bias regardless of the true underlying distribution-for example, it even outperformed the normal-based probit analysis when the true underlying distribution was normal. Thus, the simulation results suggest that researchers needing a minimally biased estimator of the dispersion of a psychometric function should consider using this method to estimate it. Interestingly, bias decreased as the number of trials increased for all methods except the hyperbolic tangent, so this recommendation is especially strong when there are relatively few trials. Bias also tended to decrease as the number of stimulus levels increased, at least for the hyperbolic tangent and the Spearman-Kärber methods, suggesting that a relatively large number of stimulus levels should be preferred when one of these methods is to be used for the estimation of dispersion.
Standard error. Table 7 shows the average standard errors of the standard deviation estimates as a function of the simulation conditions. The Spearman-Kärber method generally produces the smallest standard errors, although the Weibull method outperforms it slightly when the number of trials is large. The performance of the normal and the logistic methods is especially disappointing given that these are fairly standard methods. Their standard errors tend to be approximately double those of the Spearman-Kärber method, even when the true distribution matches the assumed one, until the number of trials gets rather large. As was expected, the standard errors of all of the estimators decrease as the number of trials increases. The number of stimulus levels has little effect on the standard errors.
EFFECTS OF STIMULUS LOCATIONS
In the simulations presented above, we assumed that the stimulus values covered almost the entire range of the 2AFC psychometric function from .5 to 1.0. More specifically, the smallest and largest levels were always set to the 1st and 99th percentiles of the true distribution-that is, F(x 1 ) ϭ .01 and F(x k ) ϭ .99, respectively. It is, however, possible that the Spearman-Kärber method would be much less effective if the stimulus series x ϭ (x 1 , . . . , x k ) was not broad enough to cover the whole transition zone of the true psychometric function (i.e., p 1 ϾϾ 0 or p k ϽϽ 1; see Woodworth & Schlosberg, 1954, p. 209) . Although preliminary pilot testing of the stimuli may reduce the risk of truncation errors, it seems important to assess how such errors would influence threshold estimates.
For this purpose, we conducted further simulations with different combinations of truncation at the lower and upper tails of the true CDF. In particular, the percentiles F(x 1 ) ϭ (.01, .05, .10) at the lower tail were factorially combined with the percentiles F(x k ) ϭ (.99, .95, .90) at the upper tail. The normal distribution from the previous simulations served as the underlying CDF for this additional set of simulations. All the simulations were conducted with k ϭ 5 stimulus levels and with 120 observations divided equally across levels. All the levels were equally spaced in terms of the z values of the underlying normal distribution, and the values of x 0 and x 6 were always placed one equal z-score step below x 1 and above x 5 , respectively. Because the previous simulation results clearly suggest that the Spearman-Kärber estimate of the mean has to be favored over the Spearman-Kärber estimate of the median, we present the results for the Spearman-Kärber estimate of the mean only. In addition, we contrast these results with the results from traditional probit analysis. Figure 2 summarizes the results from these simulations. The upper left panel indicates that, as was expected, the Spearman-Kärber estimator is most biased when the lower and upper stimuli are placed most asymmetrically [e.g., at (.01, .10) or at (.10, .01)]. Even in these worst cases, however, the absolute biases are still smaller than those of the probit estimator, as is shown in the upper right panel. Thus, these results extend the conclusion that the Spearman-Kärber mean is less biased than the probit mean to the case of moderately asymmetric stimulus placement. Interestingly, biases of the probit mean seem little affected by asymmetry of stimulus placement.
The standard errors of the mean estimators, shown in the lower two panels of the figure, reveal a strong tendency for means to be estimated more reliably (i.e., with smaller standard error) for more narrow stimulus placements. For the Spearman-Kärber method, truncation has a substantially larger effect for x 1 than for x 5 , whereas the effects are more equal in magnitude for probit analysis. Perhaps most dramatic is the tendency for the standard error of the Spearman-Kärber method to improve more than that of probit analysis with increasing truncation. As was noted earlier, for example, the standard error is approximately 10% larger for the Spearman-Kärber estimates than for the probit estimates with the extreme placements of (.01, .99). In contrast, the Spearman-Kärber method has slightly smaller standard error than does the probit method with the extreme placements of (.05, .95), and it has much smaller standard error than does the probit method with the extreme placements of (.10, .90). Taking the bias results into consideration too, then, the Spearman-Kärber method is clearly quite a bit superior to the probit method with the stimulus placements examined here.
SUMMARY AND RECOMMENDATIONS
These simulations have examined the problem of estimating the location and dispersion of a psychometric function from 2AFC data, extending the work of Miller and Ulrich (2001) with the yes-no task. We compared five estimation procedures. Four used the probit method with different assumed underlying distributions (normal, logistic, Weibull, and hyperbolic tangent), and the fifth was the nonparametric Spearman-Kärber method. Across simulations, we varied the true underlying distribution from which the data were taken, the number of trials included in the experiment, and the number of stimulus levels at which the psychometric function was tested. Table 8 summarizes the results. For each type of parameter, it shows the estimator that performed the best with respect to the two standard criteria-that is, minimizing bias and standard error. Two main results suggest that researchers should consider the Spearman-Kärber method as an alternative or addition to the estimation techniques that are regarded as standard in the current literature. First, the Spearman-Kärber method appears to be a valuable addition to the toolbox of psychophysical methods for estimating parameters of a 2AFC psychophysical function. Its estimation performance keeps up with traditional methods, such as the probit analysis, although in contrast to classical methods, the Spearman-Kärber method does not require any assumption about the true underlying psychometric function. Second, the moment-based estimators consistently outperform the percentile-based Spearman-Kärber estimators. Although percentile-based estimators have a long tradition in psychophysical research, it appears that they should be largely discarded because they have clearly inferior statistical properties.
The rarely used Spearman-Kärber method clearly merits serious consideration as a new standard generalpurpose estimation procedure. This method yields the least biased estimates of the mean and the lowest variance estimates of the standard deviation. It also yields reasonably unbiased estimates of the standard deviation and would be a good second choice for that purpose, after the hyperbolic tangent method. The most serious problem with the Spearman-Kärber method is that its estimates of the mean have approximately 9% higher standard errors than do those of the other estimators, although its reduced biases largely compensate for this increased variance with respect to the mean square error of estimation. In addition, the standard error can always be reduced to any desired level by increasing the size of the experiment. Finally, the Spearman-Kärber method does not require a χ 2 goodness-of-fit test before it can be applied to a given data set. Given the poor performance of the χ 2 test (Wichmann & Hill, 2001) , this is an important advantage of the nonparametric procedure.
DISCUSSION AND POSSIBLE EXTENSIONS
The 2AFC task considered in this article and suggested by Blackwell (1953) and Jones (1956 ) is an extremely important and popular tool in psychophysical research (see Macmillan & Creelman, 1991) . This is because its measured thresholds are not contaminated by certain response biases-that is, biases toward yes or no responses as in classical yes-no tasks-simply because yes and no are no longer possible response alternatives. 13 Furthermore, the 2AFC task yields relatively high levels of performance and, thus, appears to be an especially sensitive psychophysical tool (Macmillan & Creelman, 1991, p. 134) .
It is therefore important to employ optimal statistical methods in the analysis of 2AFC data. The methods studied here are appropriate when the 2AFC task is used to generate a psychometric function to assess discrimination or detection performance. Although such psychometric functions are usually generated by the method of constant stimuli (e.g., Yeshurun, 1999) , they can also be generated by adaptive procedures (e.g., Rinkenauer, Mattes, & Ulrich, 1999; Sternberg et al., 1982) . It remains to be seen, however, how well the method will do when used with data obtained from adaptive psychophysical procedures (Klein, 2001 ).
The present simulation results suggest that the mean µ 2AFC should be preferred as an estimate of overall discrimination or detection sensitivity. Although the mean of a psychometric function is somewhat difficult to conceptualize, it actually has a fairly simple geometric interpretation in 2AFC tasks. As is shown in Appendix B, the mean equals half of the area bounded below by the psychometric function and above by a line corresponding to perfect performance at every stimulus level. Thus, this area must decrease as discrimination or detection sensitivity increases.
The present results suggest that the Spearman-Kärber method should be strongly considered as an estimator for the mean µ 2AFC . When the experimental requirements emphasize minimal bias, the Spearman-Kärber method is better than any of the probit-based estimators. Moreover, if the experimenter has succeeded in finding extreme stimulus values corresponding to proportions correct of approximately .525 and .975, the Spearman-Kärber method's estimator has the lowest standard error. When even more extreme stimulus values have been used (e.g., corresponding to proportions correct of approximately .505 and .995), however, the Spearman-Kärber method is probably not the best estimator when the experimental requirements emphasize minimal standard error.
The fact that the Spearman-Kärber method is often superior to probit analysis is perhaps somewhat surprising because, as was noted by Klein (2001) , the SpearmanKärber method weights all observed probabilities equally. In contrast, probit analysis gives less weighting to probability estimates with greater inherent binomial variability (Klein, 2001) , as seems intuitively appropriate. Given the present simulation results, however, it appears that the advantages associated with the Spearman-Kärber method make it an effective estimation procedure for the 2AFC task with constant stimuli.
Interestingly, the Spearman-Kärber method also has implications for the design of experiments. Using Equation 8, for example, one could consider the question of how many trials should be tested at each stimulus level. In this article, we proceeded from the common practice that the researcher employs an equal number of trials at each stimulus level (i.e., n 1 ϭ n 2 ϭ . . . ϭ n k ). It is shown in Appendix C, however, that more reliable estimates of µ 2AFC can be obtained by using a somewhat greater number of trials at small than at large stimulus values (i.e., n 1 Ͼ n 2 Ͼ . . . Ͼ n k ). In addition, this appendix provides a formula that could guide a researcher's choice in selecting an optimal adjustment of the number of trials n i for each stimulus level x i (see Bush, 1963) . Interestingly, these recommendations based on a constant stimulus proce-dure analyzed with the Spearman-Kärber method appear to conflict with recommendations based on adaptive procedures (Green, 1990; Klein, 2001) , but as will be discussed in the Appendix, this conflict is actually illusory.
A related and important question concerns the issue of how many stimulus levels should be employed. The simulation results for the Spearman-Kärber method showed that the standard error of the mean decreased as the number of stimulus levels increased, even though the total number of trials remained constant. Therefore, the question arises whether this feature holds in general for the Spearman-Kärber method. The formal analysis provided in Appendix D shows that the estimateμ 2AFC should indeed become more reliable in general as the number of stimulus levels is increased. Thus, when a researcher uses the Spearman-Kärber method, it seems advisable to employ many stimulus levels with a few trials per level, rather than a few stimulus levels with many trials per level. The gain from an increased number of stimulus levels is, however, subject to diminishing returns. For example, the gain in reliability will be greater when the number of levels is doubled from, say, 5 to 10 than from 10 to 20. In addition to the increased reliability ofμ 2AFC , the simulations have clearly shown that bias ofμ 2AFC diminishes when a relatively large number of stimulus levels are employed. Thus, both reliability and bias considerations suggest that it is advisable to use many stimulus levels, if this is technically possible (e.g., 10 or more).
Another common design issue concerns the question of how stimulus levels should be spaced (e.g., Bush, 1963; Klein, 2001; Lam et al., 1999) . Although it is common practice to space the stimulus levels equally, one might wonder whether an unequal spacing might produce more reliable estimates. For example, it might be more effective to lengthen the distance d i ϭ x i Ϫ x iϪ1 between two adjacent stimulus levels in a geometrically increasing fashion (e.g.,
Intuitively, the geometrical spacing seems advantageous when the psychometric function G(x) increases in a negatively accelerated fashion from the chance level to its asymptote. In such a case, the informative parts of the psychometric function would be traced more effectively with a geometrically increasing stimulus spacing than with a linear one. Again, the explicit expressions forμ 2AFC and Var(μ 2AFC ) provided in this article might be helpful in deciding whether a linear or a geometrical spacing is appropriate.
In this article, we investigated the statistical properties of the nonparametric Spearman-Kärber method for the analysis of data from the 2AFC task. A previous study had shown that this method has superior properties for the analysis of data from yes-no tasks (Miller & Ulrich, 2001 ), but it was not clear whether the method would also work well with 2AFC tasks (e.g., Klein, 2001 , pp. 1439-1442). Our results show that the SpearmanKärber method does perform well when used with 2AFC data; that is, it provides estimates with less bias than do parametric estimators and with almost equal reliability. In sum, then, the present analysis shows that the SpearmanKärber method might be preferred to parametric techniques for the analysis of psychometric functions obtained in 2AFC tasks, especially in situations in which an unbiased estimate of the threshold is desirable. mean square errors of the two estimators. The mean square error of the unbiased estimator is simply its variance, whereas the mean square error of the biased estimator is its variance plus the square of its bias (Wonnacott & Wonnacott, 1977) . In terms of statistical efficiency, then, the lower bias of the Spearman-Kärber method (see Table 4 ) compensates to some extent for its larger standard error, so that the efficiencies of the different estimators are approximately equal.
13. Although participants in a 2AFC task tend to exhibit less extreme biases, it should be stressed that this task cannot eliminate all biases. For example, in a temporal 2AFC task, in which the two stimuli are separated by time rather than by space, the classical time order error may still bias the results (temporal bias). Similarly, a participant may be biased toward one side when two stimuli are presented simultaneously side by side (positional bias).
APPENDIX A The Standard Error ofμ 2AFC
In order to derive the standard error ofμ 2AFC , it will be helpful to rewrite the expression as (A1) which is Equation 7 from the main text. If we define a i ϭ x i ϩ x iϪ1 , the preceding expression can be rewritten as
and further rearranged to (A3) Sinceĝ 0 ϭ .5 andĝ kϩ1 ϭ 1 must hold by definition, this expression reduces to
Note that the variance of a linear combination S ϭ c 1 и X 1 ϩ и и и ϩ c n и X n ϩ c nϩ1 of independent random variables X 1 , . . . , X n with constants c 1 , . . . , c nϩ1 is given by (e.g., Mood, Graybill, & Boes, 1974, p. 179 setting these to zero, and solving the resulting system of equations for n 1 , . . . , n k yields the minimum of Equation C1. It can be shown that this minimum is given by (C3)
for i ϭ 1, . . . , k. Therefore, the minimal standard error forμ 2AFC is obtained when n i is proportional to Table C1 shows the results of simulations conducted to check how large an effect on standard error would be produced by optimizing the values of n i . These simulations were conducted using the same procedures and simulation parameters as the simulations reported in the body of the article. We examined only the case in which there were five stimulus levels, a total of 120 trials divided across these five levels, and a true underlying normal distribution. Based on this true underlying distribution, the optimal values of n i were found, using Equation C3, to be n i ϭ (34, 34, 30, 17, 5) . Simulations with these optimal n i s were compared against simulations with equal n i s (i.e., 24 per stimulus) and against simulations with the pattern of n i s reversed relative to the optimal pattern-that is, n i ϭ (5, 17, 30, 34, 34) . For each set of n i s, we generated 30,000 simulated data sets and computedμ 2AFC from each data set, using both the Spearman-Kärber method and a probit analysis assuming an underlying normal distribution. The standard error ofμ 2AFC was estimated by the standard deviation of the obtainedμ 2AFC values across the 30,000 simulated data sets.
The results clearly show that the optimal choice of n i s produces the smallest standard error of estimation and that the effect is not trivially small. Relative to equal n i s, the optimal choice reduces standard error by approximately 10% in this example. In addition, the reversed pattern of n i s yields a standard error that is approximately 53% worse than equal n i s and 69% worse than the optimal choice. It is noteworthy that the choice of n i s that is optimal for the Spearman-Kärber method tends to yield the smallest standard error for the probit estimates, although the effect on probit estimates is much smaller. This is quite interesting given that the optimization method was derived on the basis of the Spearman-Kärber method.
The conclusion that optimal threshold estimation involves relatively more trials at the stimulus levels producing lower accuracies is slightly surprising because it appears in conflict with the idea that one should place trials at high probability correct (cf. Klein, 2001 ). This idea is supported, for example, by the work of Green (1990) , who considered adaptive procedures for estimating threshold values in 2AFC tasks. Green showed that the smallest standard errors of estimate were obtained when the threshold was defined as a stimulus value yielding approximately 84%-94% correct, and on that basis he suggested that adaptive procedures should be designed to test the rather strong stimulus values associated with these high accuracy levels.
The discrepancy between the present conclusions and those of Green (1990) is apparent, not real, and in fact both conclusions stem from the same statistical properties of the estimators. The apparent discrepancy arises because of the differences in what is being estimated. Green considered the case of estimating a single target percentile, arbitrarily defined as the threshold. He showed that higher percentiles can be estimated more easily than lower ones and, on that basis, recommended estimating a rather high threshold. In contrast, we are here considering the problem of estimating the mean of the whole distribution with the Spearman-Kärber method. Estimating the mean of a distribution with the Spearman-Kärber method requires information about all of its percentiles (see Equation 7), not just about one of them. In that case, it is useful in terms of the overall estimate to have the most trials at the percentiles associated with the largest standard errors-that is, the ones close to .5 on the 2AFC psychometric function. 
