This paper proposes three new panel unit root tests based on Zaykin et al. (2002) 's truncated product method. The first one assumes constant correlation between p-values and the latter two use sieve bootstrap that allows for general forms of cross-section dependence in the panel units. Monte Carlo simulation shows that these tests have reasonably good size, are robust to varying degrees of cross-section dependence and are powerful in cases where there are some very large p-values. The proposed tests are applied to a panel of real GDP and inflation density forecasts and provide evidence that professional forecasters may not update their forecast precision in an optimal Bayesian way. * Corresponding authors: Xuguang Sheng (email: sheng@american.edu) and Jingyun Yang (email: jingyuny@gmail.com). 
Introduction
Recently, there has been a growing interest in testing for unit roots in macroeconomic panels.
1 This is largely attributed to the advances in the panel unit root studies that provide reliable inference in the presence of cross-section dependence. O'Connell (1998) considered a GLS-based unit root test for homogeneous panels. Chang (2004) showed O'Connell (1998)'s GLS procedure to depend on nuisance parameters and proposed a bootstrap approach for a correction. Phillips and Sul (2003) , Bai and Ng (2004) , Moon and Perron (2004) and Pesaran (2007) proposed dynamic factor models by allowing the common factors to have different effects on cross-section units. These so-called "second generation" panel unit root tests are reviewed by Breitung and Pesaran (2008) .
In this paper we propose new methods for panel unit root test by combining dependent p-values. Being widely used in meta-analysis, the p-value combination methods were introduced to panel unit root literature independently by Maddala and Wu (1999) and Choi (2001) . The approaches most closely related to the one proposed in this paper are by Demetrescu et al. (2006) and Hanck (2008) . Demetrescu et al. (2006) demonstrated that Hartung's modified inverse normal method was robust to certain deviations from the assumption of constant correlation among p-values. Hanck (2008) found that Simes test had good size and power properties compared to other second-generation panel unit root tests. Combining p-values has several advantages over combination of test statistics in that (i) it allows different specifications, such as different deterministic terms and lag orders, for each panel unit; (ii) it can be carried out for any unit root test derived; and (iii) it can deal with unbalanced panels.
Our proposed tests are based on Zaykin et al.'s (2002) truncated product method (TPM), which has been widely used in biostatistics, cf. Schmidt et al. (2008) , Moskvina et al. (2009) and Seebacher and Glanville (2010) among others. The TPM takes the product of the p-values less than some pre-specified cut-off value, and gains power in cases where there are some very large p-values. We extend the original TPM to allow for cross-section dependence in the panel units and accordingly develop three tests: modi-fied TPM by assuming a constant correlation among p-values, cf. Hartung (1999) , difference-based and residual-based bootstrap TPMs, cf. Maddala and Wu (1999) , Chang and Park (2003) , Chang (2004) and Palm et al. (2008) . The modified TPM has the advantage that it does not require the panel to be balanced but exhibit slight size distortions in most of time. The two bootstrap TPMs are robust to general forms of cross-section dependence and yield good empirical size, close to the 5% nominal level, especially under factor structure with positive serial correlation and under spatial autoregressive specification. All of the proposed tests deliver satisfactory power when T is large. Furthermore, they have an additional advantage that by truncating, an individual rejection is known to have occurred among the small p-values, rather than any of the N p-values.
As an empirical example, we test the null hypothesis that forecast precision, if perceived properly, should contain a unit root, as implied by the Bayesian learning model developed in Lahiri and Sheng (2008) . Based on a panel of density forecasts for real GDP and inflation during 1992-2009, we find the evidence that suggests that some professional forecasters do not update their forecast precision in an optimal Bayesian way.
The plan of the paper is as follows. Section 2 briefly reviews three main methods of combining p-values. In Section 3, the TPM is introduced and then extended to the case of dependent p-values. Small sample performance of the proposed tests is investigated in Section 4 using Monte Carlo simulations. Section 5 provides an empirical application and Section 6 concludes the paper.
Combining P-values: A Brief Review
Consider the model
The specification in equation (1) allows for heterogeneity in both the intercept and the slope, and is commonly used in the literature (Breitung and Pesaran, 2008) . For convenience, it is often rewritten as
where ∆y it = y it − y i,t−1 and φ i = α i − 1.
We are interested in testing the null hypothesis
against the alternative
such that 
We now present three p-value combination methods in the context of panel unit root tests.
2 The first test was proposed by Fisher (1932) as
which has a χ 2 distribution with 2N degrees of freedom. This procedure was introduced to the panel unit root tests by Maddala and Wu (1999) and modified to the case of infinite N by Choi (2001) under cross-section independence.
Another often used procedure, attributed to Stouffer et al. (1949) , is the inverse normal method that transforms the p values via the standard normal distribution. Choi (2001) is the first paper that applied this method to panel unit root tests. His simulation studies showed that the inverse normal method performed best among all combination tests considered in his paper.
To account for cross-section dependence, Hartung (1999) developed a modified inverse normal method by assuming a constant correlation across the probits t i , where t i = Φ −1 (p i ) and Φ(·) is the c.d.f. of the standard normal distribution. In the context of panel unit root tests, Demetrescu et al. (2006) showed that this method was robust to certain deviations from the assumption of constant correlation between probits.
A third method is based on the ordered p-values, proposed by Simes (1986) as an improved Bonferroni procedure. Let
be the ordered p-values for testing the null hypothesis applied to each time series. Then the joint hypothesis H 0 is rejected if
for at least one i = 1, . . . , N .
3 When the test statistics are independent, this procedure has a type I error equal to α. Importantly, Hanck (2008 Hanck ( , 2010 showed that Simes test was robust to general patterns of crosssection dependence and to nonstationarity in the volatility process of the innovations of the time series in the panel if the p-values are computed using the correct distribution function of Dickey-Fuller (DF) statistics.
Truncated Product Method
This section starts with the introduction of the TPM for combining independent p-values. We then extend the method to the case of dependent p-values in the context of panel unit root tests.
In an influential article, Zaykin et al. (2002) suggested the use of the product of all those p-values that do not exceed some pre-specified value τ such that In cases when all p-values are independent, Zaykin et al. (2002) derived the distribution of W under the joint null hypothesis by conditioning on k, the number of the p i 's less than τ :
Note that the above distribution of the TPM is guaranteed only under the assumption of cross-section independence. The distribution of W is no longer valid and unknown when the independency assumption is violated. Next, we modify the TPM to allow for cross-section dependence among the p-values.
The TPM Relying on a Constant Correlation Assumption
In this subsection we extend the TPM to allow for a certain degree of correlation among the p-values. The procedure is as follows:
Step 1 : Estimate the correlation matrix, Σ, for p-values. Following Hartung (1999) and Demetrescu et al. (2006) , we assume a constant correlation between the probits t i and t j ,
. ρ can be estimated in finite samples byρ
Step 2 : Calculate the empirical critical value based on the following Monte Carlo simulations.
a. Draw pseudo-random probits from the normal distribution with mean zero and the estimated correlation matrix,Σ, and transform them back through the standard normal c.
c. Repeat this process B times.
d. Obtain the empirical critical value, w c , from the finite sample distributions generated by B simulations.
Step 3 : If W < w c , then reject the null hypothesis.
Step 4 : Repeat the whole process M times to get size and power of the TPM. Remark 5. Zaykin et al. (2002) require the correlation matrix Σ to be non-degenerate, which is not the case for T < N . We circumvent this problem by resorting to Hartung's (1999) proposal. The proposed method here has the advantage that N can be very large. In that case, the probability in equation (9) should be computed through the Monte Carlo algorithm described above to avoid numerical overflow.
The modified TPM, W m , has the advantage that it does not require the panel to be balanced. Its disadvantage is also obvious, since it relies on a constant correlation assumption, which may not be true in some empirical applications. To allow for general forms of cross-section dependence, we propose bootstrap TPMs in the next subsection.
The TPM by Allowing for General Forms of Crosssection Dependence
We make the following assumptions:
Assumption 2 (Linearity) The error term it in equation (2) is given by a general linear process
where L is the usual lag operator and
Assumption 3 (Dependency; see also Chang (2004) Assumption 1) Define N × 1 vector e t ≡ (e 1t , . . . , e N t ) for t = 1, . . . , T . Let e t be a sequence of i.i.d. random variables such that Ee t = 0, Ee t e t = Σ and E e t 4 < ∞, where · is the Euclidean norm.
We use the sieve bootstrap proposed by Bühlmann (1997) . The sieve bootstrap approximates it with a finite-order autoregressive process, where the order increases with sample size. Our proposed test closely follows from the difference-based sieve bootstrap, advocated by Chang and Park (2003) and Chang (2004) . Throughout the paper, we use the notation * to denote bootstrap samples or statistics. Below we outline the necessary steps for conducting bootstrap TPM. We also discuss various issues arising in practical implementation of the proposed method.
Step 1 : Fit the approximated autoregression toˆ it , whereˆ it = ∆y it in equation (2) under the unit root null hypothesis,
by the usual OLS regression, where the selection of lag order J i is specified in Remark 7. Denote byφ ij the OLS estimates and byê it the residuals in regression (11). Then form the time series residual vectorŝ
Step 2 : Generate the N × 1 vector e * t ≡ (e * 1t , . . . , e * N t ) by resampling from the centered residual vectorsê t . That is, obtain e * t from the empirical distribution of (ê t − T −1 T t=1ê t ), t = 1, . . . , T . The bootstrap samples e * t constructed as such will preserve the cross-section dependence structure of the data.
Step 3 : Generate * it recursively from e * it as
whereφ ij are the estimated coefficients from the fitted regression (11).
Step 4 : Impose the null of unit root to obtain bootstrap samples y * it
Step 5 : Based on the bootstrap sample y * it , calculate the bootstrap TPM, W * a , defined in equation (8).
Step 6 : Repeat steps 2-5 B times, where B denotes the number of bootstrap replications.
Step 7 : Obtain c 
Remark 6. We give no formal proof of the consistency of the bootstrap tests, W * a and W * b , which might be conjectured from Chang (2004) and Palm et al. (2008) . (14) can be based on any of the well-known selection criteria such as AIC and BIC. We use modified AIC procedure by Ng and Perron (2001 
Remark 7. The selection of lag orders of the approximated autoregressions (11) and

Monte Carlo Study
In this section we explore small-sample performance of the proposed TPMs, W m , W * a and W * b . We consider both "strong" and "weak" cross-section dependence, with the former driven by a common factor and the latter due to spatial dependence.
The Design of Monte Carlo
Initially we consider dynamic panels with the cross-section dependence driven by a common factor. The data generating process (DGP) in this case is given by
where
for i = 1, . . . , N , t = −50, −49, . . . , T with the initial value y i,−50 = 0. The factor loading γ i is drawn from uniform distribution as
. The individual fixed effect µ i , the common factor f t and the error term ξ it are independently drawn from normal distribution as
. The factor structure in equation (16) has been widely used in the literature with the dependence being driven by a single factor in the error terms, eg. Moon and Perron (2004) and Pesaran (2007) . We explore the properties of the tests under cross-section independence with σ 2 f = 0 (DGP 1 ) and under "high" cross-section dependence with σ 2 f = 10 (DGP 2 ). Bai and Ng's (2004) framework. To illustrate, consider the following DGP: Banerjee et al. (2004) for the detailed description of this case of cross-unit cointegration.
Remark 10. Note that the DGP in (15) and (16) covers the case of nonstationary common factor and idiosyncratic errors and is nested within
Next we allow for serial correlation in the error terms. We consider a number of experiments where the errors ξ it in (16) are generated either as an AR(1) process (DGP 3 )
or as an MA (1) process (DGP 4 )
. These DGPs are intended to check the behavior of our tests under different types of serial correlation. Finally we consider spatial dependence as an alternative means of capturing cross-section dependence in the panel. Following Baltagi et al. (2007) , we consider two commonly used spatial error processes: the spatial autoregressive (SAR) and the spatial moving average (SMA). The SAR specification (DGP 5 ) for the N × 1 error vector t in (15) can be expressed as
where W N is an N × N known spatial weights matrix, θ 1 is the spatial autoregressive parameter and the error component υ t is assumed to be distributed independently across cross-section dimension with constant variance σ 2 υ . In contrast, the SMA specification (DGP 6 ) for the error vector t can be expressed as
where θ 2 is the spatial moving average parameter. Without loss of generality, we let σ 2 υ = 1. We consider the spatial dependence with θ 1 = 0.8 and θ 2 = 0.8. Following Kelejian and Prucha (1999) , we specify the spatial weight matrix W N as a "1 ahead and 1 behind" matrix with the ith row (1 < i < N ) of this matrix having nonzero elements in positions i + 1 and i − 1. Each row of this matrix is normalized such that all its non-zero elements are equal to 1/2.
For all of DGPs considered here, we choose
The value of δ indicates the fraction of stationary series in the panel, varying in the interval 0-1. When δ = 0, we explore the size of the tests. Choosing δ = 0.1, 0.5 and 0.9, we analyze the impact of the proportion of stationary series on the power of the tests. The tests are one-sided with the nominal size set at 5%, and conducted for all combinations of N ∈ {20, 50} and T ∈ {20, 50, 100}. The results are obtained with MATLAB 7.9 using M = 2000 simulations. Within each simulation, additional B = 1000 bootstrap replications are performed. All of the above parameters, µ i , α i , γ i , λ i , ρ i are generated independently of each other, and of the error ξ it and e it , and also of the factor f t . Moreover, f t is generated independently of ξ it and e it . We calculate the ADF t statistics. The number of lags in the ADF regressions is selected according to the modified AIC procedure suggested by Ng and Perron (2001) . The null distributions of the ADF t-statistics generally converge to functionals of the Brownian motion and thus analytic expressions of the distribution functions are not available. Now it is a fairly standard practice to obtain p-values of unit root tests using response surface regressions. We use p-values of the ADF tests as provided by MacKinnon (1996) .
5
We compute the pairwise cross-section correlation coefficient,ρ ij , of the residuals from the ADF regressions. Following Pesaran (2004), we construct the average of these correlation coefficients aŝ
and the associated cross-section dependence (CD) test statistics as
Under the null of no cross-section dependence, CD ∼ N (0, 1 Table 1 gives the average cross-section correlation coefficientρ and the average CD statistic for N = 20, T = 50 and N = 50, T = 100, using 2000 replications. The average correlation coefficient is 0 under cross-section independence (DGP 1), between 3% to 22% under spatial dependence (DGP 5 and 6) and about 80% with a factor structure (DGP 2-4). Thus our DGPs considered here are rather general, representing a wide range of cross-section dependence in practice. For all of the cases except DGP 1, the CD statistics reject the null of no cross-section dependence, and therefore we use the proposed TPMs under DGPs 2-6.
Monte Carlo Results
[ Table 1 about here.] In the absence of clear guidance regarding the choice of τ , we try 10 different cut-off values, ranging from 0.05, 0.1, 0.2, · · · , up to 0.9. We find that both original and proposed TPMs tend to have relatively small size distortions with a smaller τ , and that their power does not show any clear patterns. In our paper we select τ = 0.1. We also note that our simulation results are similar as τ varies between 0.05 and 0.2. It seems that a small truncation point is preferable in practice.
6
The results in Table 2 are obtained for the case of cross-section independence for a benchmark comparison. Table 3 reports the case of cross-section dependence driven by a single common factor without residual serial correlation. Tables 4 and 5 report the results from positive AR serial correlation and negative MA serial correlation, respectively.
7 Tables  6 and 7 report the results with spatial dependence.
We focus on sizes of the tests first. With no cross-section dependence (Table 2) , P, S, W and CIPS tests yield good empirical size, close to the 5% nominal level. The rest of the tests are slightly undersized.
In the presence of strong cross-section dependence (Tables 3, 4 (Table 7) , while all bootstrap tests suffer from downward size distortions, P, CIPS and W m tests are slightly oversized. The size of other tests are, however, reasonably close to the nominal size in most of the cases.
We turn to finite sample powers of the tests. In general, the sizeunadjusted power increases with T . All the tests become more powerful as N increases if δ is fixed, which justifies the use of panel data in unit root tests. The tests become more powerful when the proportion of stationary series increases in the panel, consistent with the findings in Karlsson and Löthgren (2000) .
Given the substantial size distortions of P test under cross-section dependence, we are only interested in the comparison of other tests in terms of size-unadjusted power. A general finding is that there is no uniformly most powerful test. The powers depend on the sample size, the proportion of stationary series and the DGPs. S test becomes most powerful sometimes when only very few series in the panel are stationary (δ = 0.1), but is outperformed by other tests when the proportion of stationary series increases. While CIPS test tends to have the best power under the factor structure, P 
Empirical Application
In their analysis of the term structure of macroeconomic forecasts, Lahiri and Sheng (2008) proposed a Bayesian learning model. One of their model implications is that forecast precision (i.e. the reciprocal of forecast uncertainty), if perceived properly, should contain a unit root. To the best of our knowledge, this proposition has never been tested, partly due to lack of a direct measure of forecast uncertainty. Using the density forecasts for inflation and real GDP, we test this hypothesis directly.
Following the terminology in Lahiri and Sheng (2008) , the precision of individual i's belief is evolved according to the following equation:
where a ith is the precision of individual i's posterior belief in predicting the variable for the target year t and h quarters ahead to the end of the target year, and a it,h+1 is the precision of his prior belief at h + 1 quarters ahead to the end of the target year t. Here b ith is individual i's perceived quality of public information, which measures the shock to his precision updating process. In Bloom's (2009) terminology, b ith is called "uncertainty shocks". The data in this study are taken from Survey of Professional Forecasters (SPF), provided by the Federal Reserve Bank of Philadelphia. A unique feature of the SPF data is that forecasters are also asked to provide density forecasts for inflation and real GDP. Although the SPF began in 1968, for several reasons as stated in Engelberg et al. (2009) , we restrict attention to data collected from the first quarter of 1992 to the second quarter of 2009. We study the density forecasts for the annual real GDP and inflation rate. Survey respondents make their first forecasts when there are 8 quarters to the end of the target year; that is, they start forecasting at the first quarter of the previous year, and their last forecasts are reported at the fourth quarter of the target year. So the actual horizons for these forecasts are approximately from 8 quarters to 1 quarter. This fixed-target scheme enables us to study the evolution of forecast precision over horizons. For the purpose of estimation, we eliminate observations by infrequent respondents, and focus on the "regular" respondents who participated in at least 50 percent of the time. This leaves us with 24 individuals, whose identification numbers are listed in Table 8 . 8 The precision a ith is calculated as the reciprocal of the variance of the density forecast reported by individual i.
We first estimate individual DF regressions. As is well known, the DF test has low power with a short time span. Reliance on long time series of data in order to increase the power of the single-series unit root tests has also been problematic due to regime changes and structural breaks. An alternative is to explore the cross-section dimension. However, as originally pointed out by O'Connell (1998), panel unit root tests can also lead to spurious results if a positive cross-section dependence exists and is ignored. As a preliminary check, we compute the pairwise crosssection correlation coefficient of the residuals from the above individual DF regressions. In our sample the average of these correlation coefficients, ρ, is estimated to be 0.07 and 0.09 for inflation and real GDP, respectively. The CD statistics, 9.41 for inflation and 11.70 for real GDP, strongly reject the null of no cross-section correlation for both variables.
[ Table 8 about here.] Now turning to panel unit root tests that account for this positive cross-section correlation.
10 The joint null and alternative hypotheses are specified as in (3) and (4). For inflation forecasts, Hanck (2008) 's S test, Maddala and Wu (1999) 's P test and the modified TPM, W m , reject the joint null hypothesis of non-stationarity in forecasters' precision updating process at the 5% significance level, but Demetrescu et al. (2006) 's Z test fails to reject the null. As for real GDP forecasts, S and W m tests show strong evidence of rejection, but P and Z tests do not reject. To understand the mixed evidence against the null, recall that Z test uses all p-values and tends to lose power when there are some very large p-values. In this example, about 40% of the p-values are close to 1 for inflation and 60% for real GDP. In contrast, by truncating, these large p-values are removed, thus providing more power for W m . S test is also powerful in this case, since there are some very small and reinforcing p-values in the panel. Thus, the evidence from panel data analysis seems to show that in predicting real GDP and inflation, some professional forecasters do not than throw them away, because they reflect 100% certainty underlying individuals' forecasts. More importantly, the original order of forecast uncertainty is preserved, since a precision of 120 indicates a high certainty than a precision of 101.
10 Note that Pesaran (2007) 's CIPS test, Bai and Ng (2004) 's P c e test and the bootstrap tests require balanced panels and are not calculated for this empirical example of unbalanced panel.
update their forecast precision in an optimal Bayesian way. One possibility could be that survey measure of uncertainty does not represent the "true" or objective uncertainty correctly. Diebold et al. (1999) concluded that survey uncertainty overestimated the true values. However, Giordani and Söderlind (2003) reached an opposite conclusion. Further studies are warranted to explore the evolution of forecasters' subjective uncertainty as new information arrives.
Conclusion
In this paper we extend Zaykin et al. (2002) We conduct a systematic comparison of the proposed tests with other commonly used panel unit root tests. Monte Carlo evidence shows that W * a and W * b tests yield good empirical size especially under factor structure with positive serial correlation and under spatial autoregressive specification and W m test is slightly oversized. All three tests deliver satisfactory power under factor structure with negative serial correlation and spatial dependence, but W * b test appears to be slightly more powerful than W * a test. Our approach can be extended in a number of directions. One obvious generalization is to incorporate weights, thus allowing tests of more precision to play a larger role. Another worthwhile extension would be to develop an adaptive TPM that optimizes the selection of the truncation point among a set of candidates. This issue is currently under investigation by the authors. Furthermore, the proposed approach can also be applied to panel cointegration test. 
