The paper analyzes the impact of the initial condition on the problem of testing for unit roots. To this end, we derive a family of optimal tests that maximize a weighted average power criterion with respect to the initial condition. We then investigate the relationship of this optimal family to popular tests. We find that many unit root tests are closely related to specific members of the optimal family, but the corresponding members employ very different weightings for the initial condition. The popular Dickey-Fuller tests, for instance, put a large weight on extreme deviations of the initial observation from the deterministic component, whereas other popular tests put more weight on moderate deviations. Since the power of unit root tests varies dramatically with the initial condition, this paper explains the results of comparative power studies of unit root tests. The results allow a much deeper understanding of the merits of particular tests in specific circumstances, and a guide to choosing which statistics to use in practice.
optimal tests. Second, there is little point in deriving yet another unit root test statistic as all of the popular tests are close to optimal for some weighting of (. Even if one comes up with an additional statistic that has a different and potentially attractive power characteristic in the ( dimension, it seems much more compelling to use our general method for computing a test with this property directly. Third, the implicit weightings of ( found for the popular tests explain the results of comparative power studies. Monte Carlo evidence is in general inconclusive. The careful analysis of the role of the initial condition provides a unifying and consistent interpretation for the simulation results. Fourth, we make clear that choices between statistics in practice come down to what types of initial conditions are likely for the application at hand and reveal the merits of particular tests for specific model parameterizations.
In the next section we build the basic model and discuss various methods for dealing with the nuisance parameter (. We then derive the family of optimal tests that maximize weighted average power over different initial conditions in both small and large samples. Section four relates commonly employed unit root tests to members of the optimal family.
HYPOTHESIS TESTING AND THE INITIAL CONDITION
We will consider the following general model in this paper: This model has received a great deal of attention. Test statistics typically do not have approximate normal distributions, and much of the intuition from the stationary world as to which tests are optimal does not hold for this testing situation. Many feasible test statistics have been suggested, the most famous being Dickey and Fuller's (1979) t-test and p-test. Monte Carlo evidence leads Pantula, Gonzalez-Farias, and Fuller (1994) to promote tests based on weighted symmetric regressions. None of these tests have known optimality properties.
Less work is concerned with the derivation of optimal tests. Dufour and King (1991) derive the point optimal test and locally best test for independent Gaussian disturbances vt and an independent zero-mean normal ( for various p. ERS derive the family of asymptotically optimal tests against a fixed alternative when ( is bounded in probability and for (possibly correlated) Gaussian vt. Rothenberg and Stock (1997) extend this to alternate distributions on the error terms. Elliott (1999) derives the family of asymptotically optimal tests for independent vt when ( is drawn from its unconditional distribution under the fixed alternative.
The initial value ( From a statistical perspective, the initial condition ( is an additional nuisance parameter along with 13 and ,u and the covariance matrix of v. We are not primarily interested in its value, but we must be concerned about its impact on the data generating process in order to construct useful tests and evaluate their performance.
Under the null hypothesis (p = 1) different values of ( induce mean shifts in the data, as R(1) = e. So with p = 1, ( and ,u have the exact same impact on the data generating process, and ( and ,u are not individually identified. This means that tests invariant to the mean will be numerically unaffected by the initial condition, so that ( does not affect their size. Under the alternative hypothesis (p < 1) altering ( amounts to adding a geometrically decaying series A(pt to the data. This results in an extra difference between the null and alternative models and will affect power and the form of the optimal test for a unit root.
It is long known that the power of unit root tests depends on the initial condition in small samples; see Evans and Savin (1981, 1984) More adequate asymptotic approximations for small sample inference, when ( is of similar magnitude to variation in the data after deterministic terms are removed, arises when the first term is 0(1). Useful asymptotics for the unit root testing problem require p to become ever closer to unity as the sample size T increases. Following the analysis of Chan and Wei (1987) and Phillips (1987b) , the appropriate rate of convergence of p to one is achieved by setting p = 1-yT-1 for a fixed y. A stationary series in this framework will have an unconditional variance that is proportional to (1 _ p2)-l = T(2y)-1 + o(T). Taking the root of the unconditional variance as the natural scale for the initial condition, that suggests treating ( as an O(T1/2) variable. But with ( -O(T1/2), the first term in (2.2) has the same order of magnitude as the second, so that the initial condition does not vanish asymptotically.
With ( being a relevant nuisance parameter, we require some method to allow for it in the testing procedure. A 'plug-in' approach that substitutes ( with an estimator ( in a procedure that is optimal for a specific ( fails to provide an optimal test because ( cannot be estimated with sufficient precision to leave power unaffected by the substitution. Alternatively one might consider tests that are invariant to ( With the distribution of the stochastic element vt specified to be normal, we would like to apply the Neyman-Pearson Lemma to derive an optimal test statistic. But three problems arise: (i) ,l and ,u are unknown, (ii) the alternative is composite, and (iii) there is an additional nuisance parameter (, that is individually identified only under the alternative.
To deal with the first problem, we will restrict attention to tests that are invariant to the group of transformations (3.1) y -y+Zb Vb, where Z = (e, X), i.e. the requirement that a test statistic S(y) has the property S(y + Zb) = S(y) for all b. This has been the dominant strategy in the unit root literature for the treatment of the unknown ,3 and ,u, and we will follow this approach. As already noted above, invariance to the mean also makes the test statistic automatically independent of ( under the null of p = 1. -The composite nature of the alternative is indeed a problem for unit root testing, as there does not exist a uniformly most powerful test, even asymptotically (cf. ERS). Dufour and King (1991) have derived small sample point optimal tests that maximize power at a specific alternative p = r < 1, and ERS have extended these results in a local-to-unity asymptotic framework. We will follow this approach.
In order to deal with (, we derive tests that maximize a weighted average power criterion. Specifically, let F(() be a probability measure on the real line. We will refer to a (possibly randomized) test 'Po(y; r, F) as an optimal test if for a given significance level ao, po(Y; r, F) maximizes weighted average power at the alternative p = r < 1, over all tests (y) of size ao. F may be seen as representing the importance a researcher attaches to the test being able to distinguish the two hypotheses for various values of (. In this perspective, the weighting F is a device to derive tests with a certain power characteristic as a function of (. This treatment of a nuisance parameter is very similar to the approach of Andrews and Ploberger (1994) for the general testing problem where a nuisance parameter is present only under the alternative. Their analysis would suggest a second averaging over various values of p. In this paper, we simplify the following derivations by sticking to the formulation (3.2) and by considering only the cumulative distribution function of zero mean normals for F (see Muller (2002) for a more general treatment). These simplifications lead to a class of optimal tests that are easier to interpret while being general enough to successfully relate existing unit root tests to specific members of the class.
The following theorem provides an optimal unit root test for general X with our chosen weighting function F for (. We measure the variance of the normal weighting function by multiples (denoted by k) of the unconditional variance of w, when p = r < 1, which is given by vo ( An assumption of known autocovariances of v, is, of course, unlikely to be met in practice. But Q(r, k) will serve as a useful benchmark to evaluate the performance of popular unit root tests, and it will be established below that standard tests are asymptotically optimal (or close to optimal) even without the knowledge of the correlation structure of vt. Note that the family of tests Q(r, k) contains the optimal tests considered in ERS and Elliott (1999) with k = 0 and k = 1, respectively.
As discussed above, the weighting function F may be seen as a simple device to construct a family of optimal tests svo(y; r, F) with a different power characteristic in the ( dimension, where ( Whilst in small samples there is a distinction between Q(r) and Q(r, 1), Theorem 3 below shows that they share the same asymptotic distribution.
Asymptotic Analysis
The following asymptotics are developed in the local-to-unity framework, i.e. we investigate the limiting destribution of the test statistics as the sample size T goes to infinity and y = T(1 -p) > 0 is a fixed constant. The point alternative r against which the family of tests Q(r, k) is optimal is treated accordingly as r = 1 -gT-1 (we use y for the true value and g for a general value). In the asymptotic analysis we measure the magnitude of the initial condition 5 in terms of the square root of the unconditional variance of a stationary process (y > 0) with p = 1 -yT-1, which is vo(l -yT-1)1/2 = WT1/2(2y)-1/2 + o(T1/2), where wt)2 is the 'long-run' variance of Vt, 2 = 2rTf,(0). Define a implicitly as the scaled version of the initial condition, = -awT1/2(2y)-1/2, so that ( = O(T1/2) matters asymptotically. A value of a = 1 then generates relevant asymptotics for a finite sample where the initial condition is equal to one standard deviation of the unconditional distribution of yt when p < 1.
In this framework, it is straightforward to show by means of an adequate FCLT and the Continuous Mapping Theorem (CMT) that 
RELATION OF OPTIMAL TESTS TO SOME POPULAR UNIT ROOT TESTS
In this section we explore the relationship of some popular unit root tests to the family of optimal tests Qi (g, k) . We compare the asymptotic distribution of Q" (g, k) in Theorem 3 on the one hand with the asymptotic distributions of the popular tests on the other. This is an interesting exercise because a close correspondence implies near optimality of the popular test, and the value of k of the corresponding optimal test measures the weighting of the initial condition that is implicitly employed in the popular test.
Following Table I is real.
Noting that for a positive random variable B, P(A/B < cv) = P(A < cv B), it is possible to show that a test based on statistics 1-5 in
The locally best tests that make up the LB class were derived by Dufour and King (1991) and Nabeya and Tanaka (1990) under the assumption that the variance of ( is a fixed number. This corresponds to the case k = 0, and so by construction the LB-class of tests is asymptotically equivalent to a test based on the (appropriately scaled) limit of Qa (g, 0) as g -0. But Theorem 4 additionally implies that this limit is independent of k for k < 2. Additionally, since the asymptotic distribution of Qa(g) is the same as that of Qa(g, 1), the LB-class of tests is also asymptotically locally optimal when the initial observation is drawn from the unconditional distribution under the alternative.
The (uncorrected) R and N statistics were constructed as approximations to the locally best tests of the unit root hypothesis for independent disturbances vt against the stationary model (5 = Y? % ps Vs) and nonstationary model with vo = i in the neighborhood of p= 1, respectively. Their derivation by Sargan and Bhargava (1983) and Bhargava (1986) uses the Anderson approximation to the covariance matrices in the Gaussian densities. Interestingly, the different assumption concerning the initial condition in the derivation of N and R leads to asymptotically different approximate locally best tests, in contrast to the exact locally best tests based on LB. As already pointed out by Nabeya and Tanaka (1990) , the N and R statistics generally do not-even asymptotically-correspond to the locally best test statistics when the exact densities are used. In fact, the RI and Ny statistics are optimal for a p that is just smaller than any alternative considered in the local-tounity framework, and a test based on RT is locally optimal against the alternative that { is Gaussian with a variance that is an order of magnitude larger than the variance of the unconditional distribution.
The pi, DFGLS class of tests are asymptotically equivalent to a test based on Qi(g, 0) where g depends on the level of the test. Fixing e at 13.5 in the trend case (the value suggested by ERS), we find with the 5% critical values of p^"' DFGLS and T,3 DFGLS that these tests correspond to Qa(16.08, 0) and QT(29.20, 0) whereas for 1% critical values the correspondences are to Qa(27.39, 0) and QT(36.14, 0). The reduction of the level therefore yields tests that are optimal for alternatives that are easier to distinguish.
The set of equations (4.2) does not have a solution for pDF, and the statistics 6-8 cannot be written in the form (4.1). Thus these statistics are not in the optimal family. But it is still insightful to identify particular values of g and k such that tests based on a class of statistics 5-8 are roughly equivalent to tests based on Qa(g, k). By (approximately) maximizing the asymptotic probability that either both tests reject or do not reject with respect to g and k under Ho, we obtain the results depicted in Table II . The column cp is the (estimated) conditional asymptotic probability that the 5% level test based on Qa(g, k) rejects given that the 5% level test based on the statistic in the first column rejects. See the Appendix for details on the selection of suitable values of g and k.
The generally large values of cp imply that the behavior of the classes of test statistics 5-8 can be mimicked very closely by specific members of the optimal family Qa(g, k), maybe with the exception of TDF in the mean case. We corroborate these close correspondences by examining power curves for each test and the approximate optimal test-see Figure 2 . For most cases the asymptotic power of the popular tests (solid lines) is hardly distinguishable from the corresponding optimal tests (dashed lines) over a wide range of values of y and a.
The class of tests TWs are very much comparable to tests based on Qa(g, 1) for some g (since k is close to one for these tests). The implicit weighting of different a of these tests almost corresponds to the optimal weighting if the initial value is drawn from the unconditional distribution. This explains why zws does well in such Monte Carlo designs-see Pantula, Gonzalez-Farias, and Fuller (1994) and Elliott (1999) . The class oDFGLS iS, as found in ERS, near optimal when a is near zero since the choice of k here is zero. Thus these results explain the available Monte Carlo evidence for this test as well. Finally, the Dickey-Fuller statistics put an extreme weighting on large lal, which results in asymptotic power that increases with 1a , in stark contrast to all other considered statistics. But this increase in power for large Ia comes at the cost of much reduced power for small I a in the mean case, for instance, the local power for a = 0 and y = 10 is 45.9% for pDF, but 75.6% for Qa(7, 0). Given that Monte Carlo studies typically generate moderate initial conditions, it is hence not surprising that the Dickey-Fuller statistics fail to be very powerful in such set-ups.
CONCLUSION
In choosing a test, the choice comes down to choosing a power function. While the form of this function in terms of trade-offs over different alternatives might be debatable, certainly good tests must not have a power function that can be dominated uniformly over all alternatives. In contrast to most contributions to the unit root literature, this paper has derived a family of tests that by construction possesses this property. We related the family of optimal tests to existing tests and found that all popular unit root tests are either close or close to optimal tests. Their idiosyncratic power characteristics can be explained by different implicit treatments of the initial condition.
The near optimality of existing procedures implies that it is impossible to develop a unit root test that is uniformly better, at least within the standard assumptions on the data generating process. Continuing attempts to do so hence must be futile; there is simply no inefficiency left to exploit. Useful additions to the literature rather arise by considering the implications of a different set of assumptions for optimal procedures-see, for instance, the analysis by Rothenberg and Stock (1997) of how one might exploit nonnormality of the disturbances in the unit root testing context. Interestingly, the near optimality holds even with respect to the Dickey-Fuller statistics. Already the first attempt at deriving a unit root testing procedure hence did not leave any 'free lunch' on the table. This paper makes plain that many ad hoc suggestions for 'better' unit root tests were in effect just trading more power at some initial condition for less power at other ones. Given the number of proposed statistics, it is perhaps not even surprising that tests that 'survived' are close to optimal.
While it is quite clear that inefficient tests should not be used, which efficient test to pick is a much more difficult question. One way to interpret our finding that efficient unit root tests have greatly varying power in the dimension of the initial condition is that knowledge about the initial condition is very informative for the problem. If a researcher is confident that reasonable initial conditions are relatively small, then it is precisely this knowledge that will enable him to generate more discriminatory power for the unit root testing problem. A useful choice then is, for instance, the tests suggested by ERS. In absence of any specific knowledge about the beginning of the series, assuming a weighting under the alternative that corresponds to the unconditional distribution of a stationary process seems like a useful starting point. This would suggest using tests based on the weighted symmetric estimator or the tests suggested by Elliott (1999) . Alternatively, one could rely on the results of this paper to construct an asymptotically optimal statistic for this purpose. Given that the power of tests based on Dickey-Fuller statistics is increasing in the magnitude of the initial condition, these tests seem attractive only when there are compelling reasons why the potentially mean reverting series should start far off its equilibrium value. At any rate researchers should keep the effect of the initial condition in mind while interpreting results, and choose tests that accord to initial conditions they find sensible for their application. Table II were calculated with N = 80,000.
