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1. Introduction
As a part of Hilbert’s 16th problem, many authors consider the number of limit cycles of the sys-
tems having the form of quadratic perturbation from systems with quadratic centers. If the quadratic
centers are Hamiltonian, then the study of the number of limit cycles bifurcating from a period an-
nulus or annuli is almost ﬁnished. See [10,29,6,16,4] and their references.
Naturally, people begin to consider the same problem for quadratic non-Hamiltonian centers, see
for example [26,12,30]. In this paper we consider quadratic perturbation of a class of quadratic centers
which belongs to the reversible centers in the classiﬁcation of [12,30]. We will give the exact upper
bound of the number of limit cycles which emerge from each of two period annuli.
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It is well known that any quadratic reversible system can be written in the following form:
x˙ = −y + ax2 + by2,
y˙ = x(1+ cy),
where a, b, c are real constants. If c = 0 and a = b = −1, then at most 2 limit cycles can bifurcate
from the center by Li [17]. If c = 0, then after a scaling, c can be changed to −2.
For convenience, we use the following coordinates and time scaling
x = 1
2
x¯, y = −1
2
( y¯ − 1), t = 2t¯,
and, then write (x, y, t) instead of (x¯, y¯, t¯), we obtain
x˙ = ax2 + by2 − 2(b − 1)y + (b − 2),
y˙ = −2xy. (1.1)
Until now, known results concerning the quadratic perturbations from the reversible system (1.1)
are: [1] for the isochronous centers; [23] for the bifurcation curve of the unbounded heteroclinic loop;
[5,19,27,13,14] for a = −3 with different b; [2] for a = −4 with b = 2 and for a = 2 with 0 < b < 2;
[3] for a = − 12 with 0 < b < 2; [18,31] for a = − 32 with [2,+∞) and (−∞,0]; [9,20,21] for some
isolated points (a,b). For more results, we recommend the readers the new review paper [15]. In all
above cases except the isochronous centers, the curves deﬁned by the ﬁrst integral of (1.1) are elliptic.
In other words, the genus of the curves is one.
Recently, in [24,25], S. Gautier and others give all the cases that the system (1.1) deﬁnes elliptic
curves, give a conjecture about the number of limit cycles of the system (1.1) with quadratic pertur-
bations, and prove the conjecture when (a,b) = (− 53 ,2), ( 12 ,0). In all the above cases, the number of
the limit cycles is no more than three.
In this paper, we will study the case a = − 32 , 0 < b < 2 with b = 12 , 32 and prove that four limit
cycles will appear. At the same time, this paper can also be seen as a part of proving the conjecture
in [25]. In fact, the system we consider concerns case (r3) in [25]. Together with the results of [18,31],
the study of the case a = − 32 becomes complete except the case b = 12 , 32 , when one needs to consider
the second Melnikov functions.
From now on, we let a = − 32 , 0 < b < 2. Now system (1.1) has two centers at (0,1) and (0,− (2−b)b )
and an invariant line y = 0. The phase portrait of the system is shown in Fig. 1.
The ﬁrst integral of system (1.1) is
H(x, y) = |y|− 32
(
x2 + 2by2 + 4(b − 1)y + 2
3
(2− b)
)
= h, (1.2)
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ity of the period annuli is given by the upper bound of the number of zeros of the Abelian integral
I(h) =
∫
Γh
μ(y)
(
αy + β y−1 + γ )xdy,
where Γh is the level curve {H(x, y) = h} and α, β , γ are real constants. As usual, in this paper, the
orientation of the integral is counterclockwise so that I(h) = ∫∫H(x,y)<h μ(y)(αy + β y−1 + γ )dxdy.
Our main results are:
Theorem 1.1. Under quadratic perturbations, if 12 < b <
3
2 , then the cyclicity of each period annulus is two
and the cyclicity of two period annuli is three.
Theorem 1.2. Under quadratic perturbations, if 0 < b < 12 (resp.
3
2 < b < 2), then
(1) the cyclicity of the period annulus around the center (0,1) is three (resp. one) and the cyclicity of the
period annulus around the center (0,− (2−b)b ) is one (resp. three);
(2) the cyclicity of two period annuli is four, and if four limit cycles exist, the distribution of the limit cycles is
(3,1) (resp. (1,3)), where the number (i, j) indicates that there are i (resp. j) limit cycles perturbed from
the period annulus around the center (0,1) (resp. (0,− (2−b)b )).
2. The Picard–Fuchs equation
For y < 0, we deﬁne that y− 12 = i(−y)− 12 ∈ iR is a pure imaginary number. Thus we rewrite the
ﬁrst integral of system (1.1) as the following form
H(x, y) = y− 32
(
x2 + 2by2 + 4(b − 1)y + 2
3
(2− b)
)
= h. (2.3)
At the same time, in any period annulus,
I(h) =
∫
Γh
y−
5
2
(
αy + β y−1 + γ )dy.
Denote hc = H(0,1) = 8(2b−1)3 , hˆc = H(0,− (2−b)b ) = i
√
64b(2b−3)2
9(2−b) and Ik(h) =
∫
Γh
xk y dy for k ∈ R,
then I(h) = α I− 32 (h) + β I− 72 (h) + γ I− 52 (h) is deﬁned in hc < h < +∞ (−∞ < ih < ihˆc).
Along Γh , we have
∂x
∂h
= 1
2xy− 32
.
Hence for any ξ ∈R,
I ′ξ (h) =
1
2
∫
Γh
yξ+ 32
x
dy.
Iξ (h) =
∫
Γ
yξ x2
x
dy =
∫
Γ
yξ+ 32 [h − y− 32 (2by2 + 4(b − 1)y + 2(2−b)3 )]
x
dy.h h
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Iξ (h) = 2hI ′ξ (h) − 4bI ′ξ+ 12 (h) − 8(b − 1)I
′
ξ− 12
(h) − 4(2− b)
3
I ′
ξ− 32
(h). (2.4)
On the other hand, if ξ + 1 = 0, using the integration by parts, we have
Iξ (h) =
∫
Γh
yξ xdy = − 1
ξ + 1
∫
Γh
yξ+1 dx.
By Eq. (1.1), along Γh , we have
−2xy dx =
(
−3
2
x2 + by2 − 2(b − 1)y + (b − 2)
)
dy. (2.5)
The above integral shows
2(ξ + 1)Iξ (h) = −3
2
Iξ (h) + 2bI ′ξ+ 12 (h) − 4(b − 1)I
′
ξ− 12
(h) + 2(b − 2)I ′
ξ− 32
(h). (2.6)
Removing I ′
ξ− 32
(h) from (2.4) and (2.6), we obtain
2(ξ + 1)Iξ = −3hI ′ξ + 8I ′ξ+ 12 + 8(b − 1)I
′
ξ− 12
. (2.7)
Taking ξ equal to − 32 , − 52 , −3, −2 in (2.7), we have
I− 32 = 3hhI
′
− 32
− 8I ′−1 − 8(b − 1)I ′−2,
3I− 52 = 3hI
′
− 52
− 8I ′−2 − 8(b − 1)I ′−3,
4I−3 = 3hI ′−3 − 8I ′− 72 − 8(b − 1)I
′
− 52
,
2I−2 = −3hI ′−2 − 8I ′− 52 − 8(b − 1)I
′
− 32
. (2.8)
Multiplying (1.2) by xyξ dy, then integrating it along Γh , we have
J (h) + LI
ξ+ 12 + MIξ− 12 + NIξ− 32 − hIξ = 0, (2.9)
where J (h) = ∫
Γh
x3 yξ− 32 dy. If ξ − 12 = 0, then using integration by parts and (2.5) we obtain
J (h) = − 3
ξ − 12
∫
Γh
x2 yξ−
1
2 dx
= 3
2(ξ − 12 )
∫
Γh
yξ−
3
2 x
[
ax2 + by2 − 2(b − 1)y + (b − 2)]dy
= 3
2(ξ − 1 )
(
a J (h) + bI
ξ+ 12 − 2(b − 1)Iξ− 12 + (b − 2)Iξ− 32
)
. (2.10)2
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2b(2ξ + 5)I
ξ+ 12 + 8(b − 1)(ξ + 1)Iξ− 12 +
2(2− b)(2ξ − 1)
3
I
ξ− 32 − h
(
2ξ + 7
2
)
Iξ = 0. (2.11)
Taking ξ equal to −2 in (2.11), we have
2bI− 32 + 8(1− b)I− 52 +
10(b − 2)
3
I− 72 +
1
2
hI−2 = 0. (2.12)
Taking derivative with respect to h in (2.11) and taking ξ equal to −2, − 32 , we obtain
2bI ′− 32
+ 8(1− b)I ′5
2
+ 10(b − 2)
3
I ′− 72
+ 1
2
hI ′−2 +
1
2
I−2 = 0,
4bI ′−1 + 4(1− b)I ′−2 +
8(b − 2)
3
I−3 − 1
2
hI ′− 32
− 1
2
I− 32 = 0. (2.13)
Let I(h) = (I− 52 (h), I− 32 , I−3, I−2)
T , then removing I ′− 72
and I ′−1 from (2.8) and (2.13), we obtain
the following Picard–Fuchs equation:
I(h) = A(h)I′(h), (2.14)
where
A(h) =
⎛
⎜⎜⎜⎜⎝
h 0 − 8(b−1)3 − 8b3
0 h 8(b−2)3 8(1− b)
− 2(2b−1)(2b−3)b−2 0 34h 3(b−1)h4(b−2)
4(1− b) −4b 0 32h
⎞
⎟⎟⎟⎟⎠ . (2.15)
And by (2.12), the integral that we consider is
I(h) = α I− 32 + β I− 72 + γ I− 52 = α˜ I− 32 + β˜hI−2 + γ˜ I− 52 ,
where α˜, β˜ , γ˜ are linear in α, β , γ . For convenience, we replace α˜, β˜ , γ˜ by α, β , γ .
Taking derivative in (2.14) with respect to h, we have
hI ′′− 52
= 8(b − 1)
3
I ′′−3 +
8b
3
I ′′−2,
hI ′′− 32
= 8(2− b)
3
I ′′−3 + 8(b − 1)I ′′−2,
−2(2b − 1)(2b − 3)
b − 2 I
′′
− 52
− 1
4
I ′−3 +
3
4
hI ′′−3 +
3(b − 1)h
4(b − 2) I
′′−2 +
3(b − 1)
4(b − 2) I
′−2 = 0,
4(1− b)I ′′− 52 − 4bI
′′
− 32
+ 1
2
I ′−2 +
3
2
hI ′′−2 = 0. (2.16)
Removing I ′′− 52
and I ′′− 32
from (2.16), we can solve I ′−3 and I ′−2 as a linear combination of I ′′−3 and I ′′−2.
In particular, we have
3(b − 2)hM(h) = B(h)M ′(h), (2.17)
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B(h) =
(−(b − 2)(−9h2 + 256b2 − 256b) 2(256b3 − 512b2 + 288b − 9bh2 + 9h2)
64(b − 2) (b − 2)(−9h2 + 256b2 − 256b)
)
. (2.18)
The determinant of B(h) is
det B(h) = −81(b − 2)2(h2 − h2c )(h2 − hˆ2c ).
3. The properties at two endpoints of the centroid curve
After some direct calculations, we have
Lemma 3.1. Using the scaling,
x =
√
2− b
b
x˜, y = −2− b
b
y˜, dt =
√
b
2− b dτ ,
then (1.1) becomes
dx˜
dτ
= −3
2
x˜2 + b˜ y˜2 − 2(b˜ − 1) y˜ + b˜ − 2, dy˜
dτ
= −2x˜ y˜,
where b˜ = 2−b. This equation has the same form as (1.1), replacing b by b˜, and the two centers exchange their
positions.
So we only need to consider the period annulus around (0,1). The results for the annulus
(0,− 2−bb ) will be obtained by the above scaling.
Deﬁne two functions
P (h) = hI−2
I− 52
, Q (h) =
I− 32
I− 52
,
for h > hc . Then we obtain a curve
Σ = {(P (h), Q (h)) ∣∣ h > hc}.
Note that (P (h), Q (h)) → (hc,1) if h → hc , so Σ is well deﬁned in [hc,+∞). Usually one calls it the
centroid curve. The number of zeros of I(h) is equivalent to the number of the intersections of the
centroid curve and the line l = {(P , Q ) | αQ + β + γ P = 0}. Now we begin to study the properties of
the centroid curve.
First we consider the properties of the centroid curve Σ at its two endpoints. Because the proof
of the following lemmas is similar to the proof of Lemma 2.3 and Lemma 2.4 in [3], we omit it.
Lemma 3.2. When h → hc , we have that P (h) → 8(2b−1)3 , Q (h) → 1, P ′(h) → (b+1)(5−2b)6 , Q ′(h) → 3−2b16 ,
P ′′(h) → −7260b4+31416b3−42075b2+12639b+429057024 and Q ′′(h) → (3−2b)(110b
2−311b+146)
4608 .
Lemma 3.3. When h → +∞, we have that I− 52 ∼ a0h, I− 32 ∼ a1h, I−3 ∼ a2h
4
3 and I−2 ∼ a3h 23 , where a0 ,
a1 , a2 and a3 are all positive real constants.
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2
3 , Q (h) →
√
3(2−b)
b and Q
′(h) ∼ η(b)h−5/3 , where
η(b) < 0 when 32 < b < 2 and η(b) > 0 when 0 < b <
3
2 .
Corollary 3.1. limh→hc
dQ
dP = 6(3−2b)16(b+1)(5−2b) , limh→hc d
2Q
dP2
= 75(2b−1)(2b−3)(b−2)
16(b+1)2(2b−5)3 , limh→+∞
dQ
dP = 0. Besides
when h is suﬃciently big, then dQdP > 0 (resp.
dQ
dP < 0) if 0 < b <
3
2 (resp.
3
2 < b < 2).
4. The numbers of zeros of I(h) − hI ′(h)
By (2.14), we have
I − hI ′ = α
(
hI ′− 52
− 8(b − 1)
3
I ′−3 −
8b
3
I ′−2
)
+ β
(
hI ′− 32
+ 8(b − 2)
3
I ′−3 + 8(1− b)I ′−2
)
+ γ hI−2
− αhI ′− 52 − βhI
′
− 32
− γ h(I−2 + hI ′−2)
= α˜ I ′−3 + β˜ I ′−2 + γ˜ h2 I ′−2,
where α˜, β˜ and γ˜ are all real constants depending on α, β , γ . Now we will give an upper bound of
the number of zeros of α˜ I ′−3 + β˜ I ′−2 + γ˜ h2 I ′−2.
Denote by z = h2 and look I ′−3(h) and I ′−2(h) as functions of z and denote them by J1(z) and
J2(z) respectively, then J1(z) and J2(z) satisfy the equation:
M˜(z) = C(z)M˜ ′(z), (4.19)
where M˜(z) = ( J1(z), J2(z))T and
C(z) =
(− 2(−9z+256b2−256b)3 4(256b3−512b2+288b−9bz+9z)3(b−2)
128
3
2(−9z+256b2−256b)
3
)
. (4.20)
The determinant of C(z) is
detC(z) = −36(z − z1)(z − z2),
where z1 = h2c > 0 and z2 = hˆ2c < 0.
From now on we will discuss the integral associated to two centers at the same time, so we will
use the denotations Ik , I ′k , P , Q and Jk for the center (0,1) and use Iˆk , Iˆ
′
k , Pˆ , Qˆ and Jˆk for the center
(0,− 2−bb ).
It is well known that I ′−3(h) (reps. Iˆ ′−3(h)) and I ′−2(h) (reps. Iˆ ′−2(h)) are analytical at h = hc (resp.
h = hˆc), so J1(z) (resp. Jˆ1) and J2(z) (resp. Jˆ2) are analytical at z = z1 (resp. z = z2), they posses an
analytic continuation in the complex domain C \ (−∞, z2] (resp. C \ [z1,+∞)).
In the following section, we will follow the ideas in [8].
It is easy to check that all the singular points (including ∞) of Eq. (4.19) are regular, i.e. they
are of Fuchs type. By simple direct calculations, if 0 < b < 2 and b = 12 , 32 , then the spectral values
of (2.17) at z = ∞ are − 16 and 16 . With Lemma 3.3, if 0 < b < 2 and b = 12 , 32 , then when h → ∞,
J1(z) ∼ b1z− 16 and J2(z) ∼ b2z 16 , where b1 and b2 are positive numbers. This implies that J1(z) and
J2(z) are not global analytic in C.
On the other hand, if 0 < b < 2 and b = 12 , 32 , then the spectral values of (2.17) at z = z1, z2 are
both 0. By Theorem 9.5.1 in [11], in a neighborhood of z = z2, we have
Jk(z) = ξk(z) + ηk(z) ln(z − z2),
π i
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of (2.17), else η1(z) = η2(z) = 0, J1(z) and J2(z) will be analytic at z = z2, and be analytic extended
in the whole C, this is impossible. Notice that ( Jˆ1(z), Jˆ2(z))T , which is also analytic at z = z2, is
another non-trivial solution of (2.17), thus there exists a nonzero constant c so that η1(z) = c Jˆ1(z),
η2(z) = c Jˆ2(z) (the other solutions have the log singularity at z = z2).
Lemma 4.1. If 0 < b < 2 and b = 12 , 32 , then J1(z) has no zero in C \ (−∞, z2].
Proof. We use the Petrov method in [22] (see also in [7]) to prove this lemma.
Concretely, we will count the number of zeros of I ′−2 in D = C \ (−∞, z2] by using the argument
principle. To realize it, we denote by Dˆ the domain obtained by removing |z − z2| r  1 and |z|
R 	 1 from D , and use the argument principle in Dˆ .
On |z − z2| = r, recall that Jˆ2(z2) = Iˆ ′−2(hˆc) =
∫ 1
2xy
1
2
dy = 0, thus J1(z) ∼ c1 log(z − z2). So when
running the boundary of |z − z2| = r, then the argument of J1(z) increases o(1).
On (−R, z2 − r), the imaginary of J1(z) is η1(z) = c Jˆ1(z), which has no zero in (−∞, z2). Thus the
argument of J1(z) increases no more than π .
On |z| = R , the argument of J1(z) increases −π3 + o(1), when h → ∞, J1(z) ∼ b1z−
1
6 .
Totally, the argument of J1(z) increases no more than 2π − π3 + o(1), thus J1(z) has no zero in
C \ (−∞, z2]. 
Now, let u(z) = J2(z)J1(z) , then we will consider the function L(z) = α˜u + β˜ + γ˜ z.
Lemma 4.2. If 0 < b < 2 and b = 12 , 32 , then L(z) has at most two zeros in C \ (−∞, z2].
Proof. We will also use argument principle in Dˆ .
On |z − z2| = r, the argument of L(z) also increases o(1).
On (−R, z2 − r),
Im L(z) = α˜ Imu = α˜
det
(
J1(z) J1(z)
J2(z) J2(z)
)
2i| J1(z)|2 .
det
(
J1(z) J1(z)
J2(z) J2(z)
)
is a Wronskian determinant, so it will be zero for ever or have no zero. In each case,
the argument of L(z) increases no more than π .
On |z| = R , the argument of L increases 2π3 + o(1).
Totally, the argument of L(z) increases no more than 8π3 + o(1), thus L(z) has at most two zeros
in C \ (−∞, z2]. 
Since z = h2, we have
Corollary 4.1. If 0 < b < 2 and b = 12 , 32 , then α˜ I ′−3(h) + β˜ I ′−2(h) + γ˜ h2 I ′−2(h) has at most two zeros in
(0,+∞) or (−∞,0).
At last, we give a lemma which will be used later. Its proof is similar to the proof of Lemma 4.2,
so we omit it.
Lemma 4.3. If 0 < b < 2 and b = 12 , 32 , then for any constant λ, u(z)+λ has at most one zeros in C\(−∞, z2].
Thus, look u(z) as a function of h, u(h) + λ has at most one zero in (−∞,0) or (0,+∞), thus (u)′(h) < 0
in (−∞,0) and u′(h) > 0 in (0,+∞).
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Denote #{ f ,} the number of zeros of f in , where  is open or closed interval and f is
a function deﬁned in .
If 12 < b < 2 and b = 32 , then hc = 8(2b−1)3 > 0. Since ( I(h)h )′ = hI
′−I
h2
, by Corollary 4.1,
#
{
I(h), [hc,+∞)
}
 1+ #{I − hI ′, [hc,+∞)} 3.
With the formula I(hc) = 0, we have
#
{
I(h), (hc,+∞)
}
 2,
which implies that the centroid curve is strictly convex.
If 12 < b <
3
2 , then by Lemma 3.1, Σˆ(h) is also convex, in other words, the Abelian integral I(h)
and Iˆ(h) has at most two zeros. So together
#
{
I(h), (hc,+∞)
}+ #{ Iˆ(h),−ihˆc < −ih < ∞} 4.
But in [28], Zhang proved that the distribution (2,2) of the limit cycles of quadratic systems does not
exist, so
#
{
I(h), (hc,+∞)
}+ #{ Iˆ(h),−ihˆc < −ih < ∞} 3.
To ﬁnish proving Theorem 1.1, we will show that 3 can be reached.
Lemma 5.1. If a function F = F (h) ∈ C1[h0,+∞) satisﬁes the following four properties: (a) F ′(h0) > 0,
(b) when h is suﬃcient big, F ′(h) > 0, (c) F (∞) > F (h0) and (d) for any constant λ, F = λ has at most two
zeros, then F ′(h) > 0 in (h0,+∞).
The proof is easy, so we omit it.
Lemma 5.2. If 12 < b < 2 and b = 32 , then P ′(h) > 0 for h > hc .
Proof. In (hc,+∞), it is easy to check that P (h) satisﬁes the conditions (a), (b) and (c) in Lemma 5.1.
So we only need to verify the condition (d).
For any constant λ, by Lemma 4.3,
hI−2 − λI− 52 − h(hI−2 − λI− 52 )
′ = I ′−2
(
8(b − 1)λ
3
u(h) + 8bλ
3
− h2
)
has at most two zeros in (0,+∞). So hI−2 − λI− 52 has at most 3 zeros in (0,+∞). With that
hI−2(hc) − λI− 52 (hc) = 0, hI−2 − λI− 52 has at most 2 zeros in (hc,+∞). Of course, P (h) = λ has
at most 2 zeros in (hc,+∞). 
Lemma 5.3. If 12 < b <
3
2 , then Q
′(h) > 0 for h > hc; if 32 < b < 2, then Q
′(h) < 0 for h > hc .
Proof. Since the centroid curve is strictly convex and P ′(h) > 0, Q
′(h)
P ′(h) is strictly monotone. Notice
that the function Q
′(h)
P ′(h) has the same signs at two endpoints, so the sign of Q
′(h) is the same as
Q ′(hc) = 3−2b16 . 
According to Lemma 3.1, the integrals around the center (0,− 2−bb ) satisfy the following proper-
ties:
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Lemma 5.4. If 0 < b < 32 and b = 12 , then Pˆ (hˆc) = 8(2b−3)3 , Qˆ (hˆc) = b−2b . Furthermore, Pˆ (h) and Qˆ (h) are
strictly monotone in ih, Pˆ (h) is unbounded and Qˆ (h) is bounded. Recall that h here is a pure imaginary.
If 12 < b <
3
2 , then as shown in Fig. 2, we put Σ(h) and Σˆ(h) in the same plane. We choice suit-
able straight line l = {αQ + β + γ P = 0} passing (P (hc), Q (hc)) and (P (h0), Q (h0)), where h0 	 hc .
Because when h tend to +∞, P (h) tends to +∞ and Q (h) tends to a constant, if we choice h0 suﬃ-
ciently big, then the slope of l can be smaller than any positive number. On the other hand, when −ih
tend to ∞, Pˆ (h) tends to ∞ and Qˆ (h) tends to a constant. So l will have one intersection point with
the centroid curve Σˆ(h). With the two intersection points with Σ(h), l intersects Σ(h) and Σˆ(h) at
least three times, thus
#
{
I(h), (hc,+∞)
}+ #{ Iˆ(h),−ihˆc < −ih < ∞} 3,
which ﬁnishes the proof of Theorem 1.1. 
6. Proof of Theorem 1.2
Lemma 6.1. If 0 < b < 12 , then P
′(h) > 0 for h > hc .
Proof. Notice that now hc = 2b−18 < 0, so we need to reprove it.
If λ 0, then hI−2 − λI− 52 has no zero. If λ > 0, then consider the function
L˜ = hI−2 − λI− 52 − h(hI−2 − λI− 52 )
′ = I ′−2
(
8(b − 1)λ
3
u(h) + 8bλ
3
− h2
)
.
Since ( 8(b−1)λ3 u(h) + 8bλ3 − h2)′ = 8(b−1)λ3 u′(h) − 2h has the ﬁx sign in (0,+∞) or (−∞,0), L˜ has at
most one zero in (0,+∞) or (−∞,0), hI−2 − λI− 52 has at most two zeros in (0,+∞) or (−∞,0).
(1) Since (hI−2 − λI− 52 )|h=hc = 0, hI−2 − λI− 52 has at most one zero in (hc,0), which implies that
P ′(h) = 0 in (hc,0). On the other hand P ′(hc) > 0, so P ′(h) > 0 in (hc,0).
(2) P ′(h)|h=0 = I−2I− 52
|h=0 > 0.
(3) In (0,+∞), it is easy to check that P (h) satisﬁes the four conditions in Lemma 5.1, thus
P ′(h) > 0 in (0,+∞). 
Lemma 6.2. If 0 < b < 12 , then Q
′(h) > 0 for h > hc .
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I− 32 − λI− 52 − h(I− 32 − λI− 52 )
′ = I ′−2(h)
((
(2− b) + λ(1− b))u + 3(b − 1) − bλ)
has at most two zeros in (−∞,0) or (0,+∞).
(1) Since (I− 32 − λI− 52 )|h=hc = 0, I− 32 − λI− 52 has at most one zero in (hc,0), which implies that
Q ′(h) = 0 in (hc,0). On the other hand, Q ′(hc) > 0, so Q ′(h) > 0 in (hc,0).
(2) Construct a function
R(h) =
I− 32 − λ0 I− 52
h
,
where λ0 = Q (0) > Q (hc) = 1, then R(h) is well deﬁned at h = 0 and
R ′(h) = I
′−2(h)(((2− b) + λ0(1− b))u + 3(b − 1) − bλ0)
h2
.
Obviously, (2 − b) + λ0(1 − b))u(h) + 3(b − 1) − bλ0 must be zero at h = 0, so, ((2 − b) + λ0(1 −
b))u(h) + 3(b − 1) − bλ0 = ((2 − b) + λ0(1 − b))(u − u(0)). Since u(h) − u(0) > 0 for all 0 = h ∈ R,
((2−b)+λ0(1−b))u(h)+3(b−1)−bλ0 has the ﬁxed sign. Specially, we take that h = hc , then u = 1,(
(2− b) + λ0(1− b)
)
u(h) + 3(b − 1) − bλ0 = (2b − 1)(−λ0 + 1) > 0,
which shows that R ′(h) > 0 for 0 = h ∈R. Notice that R(hc) = 0, we have that R(0) > 0, which implies
that Q ′(0) = Q (0)R(0)I− 52 (0)
> 0.
(3) R(h) > 0 in (0,+∞), so Q (h) > Q (0) in (0,+∞). By Lemma 3.4, Q (h) also satisﬁes the four
conditions in Lemma 5.1, thus Q ′(h) > 0 in (0,+∞). 
#
{
αQ (h) + β + γ P (h) = 0, (hc,+∞)
}
 1+ #{αQ ′(h) + γ P ′(h), (hc,∞)}
 2+ #
{
Q ′′(h)P ′(h) − Q ′(h)P ′′(h)
P ′2(h)
, (hc,+∞)
}
.
Notice that the point h = h0 satisfying (Q ′′(h)P ′(h) − Q ′(h)P ′′(h))|h=h0 = 0 is an inﬂexion point of
the centroid curve Σ(h). We need to estimate the number of the inﬂexion points of the centroid
curve Σ(h).
Lemma 6.3. If 0 < b < 12 , then the centroid curve Σ(h) has no inﬂexion point in (hc,0] and has one and only
one inﬂexion point in (0,+∞).
Proof. Since I(h)− hI ′(h) has at most two zeros in (−∞,0) or (0,+∞), I(h) has at most three zeros
(−∞,0) or (0,+∞).
(1) With that I(h)|h=hc = 0, I(h) has at most two zeros (hc,0), thus the centroid curve Σ(h) has
no inﬂexion point in (hc,0). Furthermore, since
d2Q
dP2
|h=hc > 0, so d
2Q
dP2
> 0 in (hc,0).
(2) h = 0 is not an inﬂexion point, else there exist constants α0, β0 and γ0, where α2+β2+γ 2 = 0,
so that
α0 I− 52 (0) + β0 I− 32 (0) = 0,
α0 I
′
− 52
(0) + β0 I ′− 32 (0) + γ0 I−2(0) = 0,
α0 I
′′
− 5 (0) + β0 I ′′− 3 (0) + 2γ0 I ′−2(0) = 0.2 2
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Without loss the generality, suppose that β0 = 1, then
α0 = −
I− 32 (0)
I− 52 (0)
,
and
γ0 I−2(0) = −
(
α0 I
′
− 52
(0) + I ′− 32 (0)
)= −I ′− 52 (0)Q ′(0) < 0.
Denote u0 = I
′−3(0)
I ′−2(0)
, then by the Picard–Fuchs equation,
I− 52 (0) = I
′−2(0)
(
8(1− b)
3
u0 − 8b
3
)
, I− 32 (0) = I
′−2(0)
(
8(b − 2)
3
u0 + 8(1− b)
)
,
I ′′− 52
(0) = I ′−2(0)
u0b − 3b + 3− 2u0
8(2b − 1)(2b − 3) , I
′′
− 32
(0) = I ′−2(0)
(2− b)(u0b + b − u0)
8(2b − 1)(2b − 3)b .
So
0 < −2γ0 I ′−2(0)I− 52 (0) = I
′′
− 32
(0)I− 52 (0) − I
′′
− 52
(0)I− 32 (0)
= (I ′−2(0))2 (b − 2)u20 + 8b(b − 1)(b − 2) − b(8b2 − 16b + 9)3b(2b − 1)(2b − 3) ,
which implies that (b − 2)u20 + 8b(b − 1)(b − 2) − b(8b2 − 16b + 9) > 0, but the quadratic polynomial
(b−2)u2 +8b(b−1)(b−2)u−b(−16b+8b2 +9) has no real root and its leading coeﬃcient b−2 < 0,
this is a contradiction.
(3) Since the convex properties of the centroid curve at h = 0 and h = +∞ are different by Corol-
lary 3.1, there are at least one inﬂexion point. Now we will show that the inﬂexion point is unique.
Otherwise there are at least two inﬂexion points, suppose that the ﬁrst two smallest P coordinates of
the inﬂexion points are P0 and P1, where 0 < P0 < P1 (see Fig. 3).
Since I(h) − hI ′(h) has at most two zeros in (0,+∞), I(h) has at most three zeros (0,+∞), the
intersection multiplicity between the tangent line passing (Pk, Q (Pk)) and the centroid curve Σ(h) is
exact 3, for k = 0,1. Specially, the tangent line l1 of Σ(h) passing (P1, Q (P1)) of the centroid curve
is below the centroid curve when 0 < P − P1  1. Because the slope of l1 is positive and Q (h) is
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bounded, l1 will have another intersection point with the centroid curve. Thus l1 intersects Σ(h) at
least four times in (0,+∞), but any straight line has at most three intersections with the centroid
curve in (0,+∞), this is a contradiction. 
Proof of Theorem 1.2. If 0 < b < 12 , then Σ(h) has only one inﬂexion point, any straight line will
intersect Σ(h) at most three times. On the other hand, if 0 < b < 12 , Σˆ(h) is convex, any straight line
will intersect it at most twice. Together, any straight line will intersect then at most ﬁve times. But
by Zhang’s result in [28], for the quadratic system, the distribution (3.2) or (2,2) of the limit cycles
is impossible, so the number of the limit cycles of system (1.1) is at most 4, and if 4 is reached, the
distribution must be (3,1). To ﬁnish the proof, we need to show that 4 can be indeed reached.
Put the two centroid curves Σ(h) and Σˆ(h) in the same plane and choice the tangent line l2
of Σ(h) passing through (P (hc), Q (hc)) = ( 8(2b−1)3 ,1), then we will prove that show l2 intersects the
centroid curve Σ(h) at least three times and crosses another centroid curve Σˆ(h) at least once.
Firstly, P ′(h)|h=hc > 0, Q ′(h)|h=hc > 0 and d
2Q
dP2
|h=hc > 0, so when 0 < h − hc  1, the tangent
line l2 is below the centroid Σ(h) and its slope is positive. Because Q (h) is bounded, l3 has another
intersection point with the centroid curve Σ . Altogether, l3 intersects the centroid curve Σ at least 3
times.
Secondly, l2 has the form
Q − 1 = 3(3− 2b)
8(b + 1)(5− 2b)
(
P − 8(2b − 1)
3
)
.
When P = 8(2b−3)3 ,
Q − b − 2
b
= 10
b(b + 1)(5− 2b) > 0.
Since the endpoint of Σˆ(h) at h = hˆc is ( 8(2b−3)3 , b−2b ), Σˆ(h) is below l2 at h = hˆc . Notice that Qˆ (h)
is bounded and the slope of l2 is positive, l2 must cross the centroid curve Σˆ(h) (see Fig. 4). 
If 32 < b < 2, then the proof is similar, so we omit it.
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