Hyperspectral instruments acquire electromagnetic energy scattered within their ground instantaneous field view in hundreds of spectral channels with high spectral resolution. Very often, however, owing to low spatial resolution of the scanner or to the presence of intimate mixtures (mixing of the materials at a very small scale) in the scene, the spectral vectors (collection of signals acquired at different spectral bands from a given pixel) acquired by the hyperspectral scanners are actually mixtures of the spectral signatures of the materials present in the scene.
INTRODUCTION
The development of hyperspectral airborne and spaceborne sensors has improved the capability of ground-based data collection in the fields of agriculture, geography, geology, mineral identification, detection, and classification of targets activities.
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Hyperspectral sensors use many contiguous bands of high spectral resolution covering the visible, nearinfrared, and shortwave infrared spectral bands (0.3μm − 2.5μm). 6 Letting alone the effects of the atmosphere, the signal recorded by a hyperspectral sensor at a given band and from a given pixel is often a mixture of the light scattered by the constituent substances located in the respective pixel spatial coverage.
7 Figure 1 schematizes the spectral mixing process: at each band, the sensor reads the light scattered by a scene composed of three materials. The acquired spectral vector y ∈ R B (B stands for the number of bands) is a function (linear in this example) of the material spectral signatures and of the respective fractions they occupy inside the pixel.
Linear and nonlinear mixing models
Hyperspectral unmixing is a technique which decomposes the pixel spectra into a collection of constituent spectra, or spectral signatures, and their corresponding fractional abundances that quantify the proportion of each material, also termed endmember, present in the pixel. Depending on the mixing scales at each pixel and on the geometry of the scene, the observed mixture is either linear or nonlinear. 3, 8 Linear mixing holds when the mixing scale is macroscopic 9 and the incident light interacts with just on material, as it happens in checkerboard type scenes. 10, 11 This scenario is schematized in Figure 1 . Nonlinear mixing holds when the light suffers multiple scattering involving different materials.
12 Figure 2 illustrates two non-linear mixing scenarios: the left hand part represents an intimate mixture, meaning that the materials are in close proximity; the right hand part illustrates a multilayered scene, where there are multiple interactions among the scatterers at the different layers.
• In a linear mixing scenario, the acquired spectral vectors are a linear combination of the endmembers signatures present in the scene weighted by the respective fractional abundances. The exploitation of this model, in spite of its simplicity, has fostered a huge amount of research leading to a plethora of unmixing algorithms developed under the geometrical or the statistical frameworks.
• In a nonlinear mixing scenario, the model for the scattered light is much more complex than its linear counterpart. Radiative transfer theory (RTT) 13 is a well established mathematically model for the transfer of energy as photons interacts with the materials in the scene. The core of the RTT is a differential equation describing radiance read by the sensor. It can be derived via the conservation of energy and the knowledge of the phase function, which represents the probability of light with a given propagation direction be scattered into a specified angle solid around a given scattering direction.
Most of this overview is devoted to the linear mixing model. The reason is that, despite its simplicity, it is an acceptable approximation of the light scattering mechanisms in many real scenarios. Furthermore, the linear mixing model constitutes the basis of many effective unmixing algorithms. This is to be contrasted with the nonlinear mixing model, where the inference of the spectral signatures and of material densities based on the RTT is a complex ill-posed problem, relying on scene parameters often very hard to obtain. A way to sidestep these difficulties is to formulate unmixing as regression problem based, for example, on neural networks or on kernels, in which the model parameter are learnt in a supervised fashion from a collection of examples (see 14 and references therein). Anyway, there are particular situations in which a non-linear model can be converted into a linear one, as it it is the case of the two-stream method. Figure 3 shows the processing steps usually involved in the hyperspectral unmixing chain: atmospheric correction, dimensionality reduction, enmember determination, and inversion. Often, endmember determination and inversion are implemented simultaneously. Below, we provide a brief characterization of each of these steps:
Hyperspectral unmixing processing chain
1. Atmospheric correction. The atmosphere attenuates and scatterers the light. Its presence affects, therefore, the radiance at the sensor. The atmospheric correction compensates for these effects by converting radiance into reflectance, which is an intrinsic property of the materials. We stress, however, that linear unmixing can be carried out directly on radiance data as far as the the atmosphere affects equally all pixels in the scene.
2. Data reduction. Very often the hyperspectral vectors live in a subspace of very low dimension compared with the available number of bands. The identification of this subspace enables a correct dimensionality reduction, yielding gains in algorithm performance and complexity and in data storage. Furthermore, in the linear mixture case, the signal subspace dimension is equal to the number of endmembers, a crucial figure in hyperspectral unmixing.
3. Endmember determination. The endmember determination step consists in identifying the endmembers in the scene. There are basically two frameworks: the geometrical, which exploits the fact that linear mixed vectors are in a simplex set or in a positive cone, and the statistical, which models the abundance fractions as random variables and formulates the endmember determination as a statistical inference problem. Meanwhile, a new framework is emerging: sparse regression. In this framework, the unmixing is formulated as a linear sparse regression problem, in a fashion similar to that of compressive sensing.
4. Inversion. Given the observed spectral vectors and the identified endmembers, the inversion step consists in solving a constrained least squares problem which minimizes the residual between the observed spectral vectors and the linear space spanned by the inferred spectral signatures; the implicit fractional abundances are, very often, constrained to be nonnegative and to sum one (i.e., they belong to the probability simplex).
There are, however, many hyperspectral unmixing approaches in which the endmember determination and inversion steps are implemented simultaneously.
Simplex y = M® Figure 4 . Illustration of the simplex set C for p=3 (C is the convex hull of the columns of M, C = conv{M}). Points in green denote spectral vectors. The vertices of the simplex correspond to the endmembers.
The next sections address linear spectral mixture model (Section 2), subspace identification (Section 3), linear spectral unmixing (Section 4), and experimental results (Section 5). Each section introduces the underlying problem and summarizes state-of-the-art algorithms to address such problem.
LINEAR MIXTURE MODEL
In spectral mixture modeling, the basic assumption is that the surface is made of a few number of endmembers of relatively constant spectral signatures, or, at least, constant spectral shapes. If the multiple scattering among distinct endmembers is negligible and the surface is partitioned according to the fractional abundances, then the spectral reflectance of of each pixel is well approximated by a linear mixture of endmember reflectances weighted by the correspondent fractional abundances. 3, 7, 8, 15 Assuming that the sensor radiation pattern is ideal, i.e., constant in the instantaneous field of view and zero outside, the reflectance at channel i from a given pixel is
where ρ ij denotes the reflectance of endmember j at wavenumber λ i , α j denotes the fractional abundance of endmember j at the considered pixel, and p is the number of endmembers. Fractional abundances are subject to the sum-to-one and positivity constraints:
i.e., the fractional abundance vector α 
where Figure 4 illustrates the simplex set C for an hypothetical mixing matrix M containing three endmembers (C is the convex hull of the columns of M). Points in green denote spectral vectors, whereas the vertices of the simplex correspond to the endmembers. Note that the inference of the mixing matrix M amounts to identify the vertices of the simplex C. This geometrical point of view, exploited by many unmixing algorithms, will be further developed in Sections 4.1 and 4.2.
SIGNAL SUBSPACE IDENTIFICATION
The number of endmembers present in a given scene is, very often, much smaller than the number of bands B. Therefore, spectral vectors lie in a low dimensional linear subspace. The identification of this subspace enables the representation of spectral vectors in a low dimensional subspace, thus yielding gains in computational time and complexity, in data storage, and in signal-to-noise-ratio (SNR). Furthermore, several unmixing algorithms only work on the signal subspace requiring, therefore, a signal subspace identification as a first processing step.
Unsupervised subspace identification has been approached in many ways. Band selection or band extraction, as the name suggests, exploits the high correlation existing between adjacent bands to select a few spectral components among those with higher SNR. 16, 17 Projection techniques seek for the best subspace to project data by minimizing an objective function. For example, principal component analysis (PCA) 18 computes the Karhunen-Loéve transform, which is the best data representation in the least squares sense; singular value decomposition (SVD) 19 provides the projection that best represents data in the maximum power sense; if the noise is additive and white and the subspace dimension is known, say p, then a maximum likelihood (ML) basis for the estimated signal subspace is given by the first p eigenvectors vectors of the empirical correlation matrix;
19 maximum noise fraction (MNF) 20 and noise adjusted principal components (NAPC) 21 seek the projection that optimizes the ratio of noise power to signal power. NAPC is mathematically equivalent to MNF 21 and can be interpreted as a sequence of two principal component transforms: the first applies to the noise and the second applies to the transformed data set.
On the other hand, topological methods are local approaches that infer the manifold, usually of low dimension, where data set live. 22 For example, curvilinear component analysis, 23 curvilinear distance analysis, 24 and manifold learning [25] [26] [27] [28] are non-linear projections based on the preservation of the local topology. Independent component analysis, 29, 30 projection pursuit, 31, 32 and wavelet decomposition 33, 34 have also been considered.
The identification of the signal subspace is a model order inference problem to which information theoretic criteria like the minimum description length (MDL) 37, 38 or the Akaike information criterion (AIC) 41 comes to mind. These criteria have in fact been used in hyperspectral applications 42 adopting the approach introduced by Wax and Kailath in. 39 In turn, Harsanyi, Farrand, and Chang 40 developed a Neyman-Pearson detection theory-based thresholding method (HFC) to determine the number of spectral endmembers in hyperspectral data, referred to in 42 as virtual dimensionality (VD). The HFC method is based on a detector built on the eigenvalues of the sample correlation and covariance matrices. A modified version, termed noise-whitened HFC (NWHFC), includes a noise-whitening step.
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Finally, the HySime (hyperspectral signal identification by minimum error) 43 is a recently introduced minimum mean squared error based approach to infer the signal subspace in hyperspectral imagery. The method is eigendecomposition based, unsupervised, and fully-automatic (i.e., it does not depend on any tuning parameters). It first estimates the signal and noise correlation matrices and then selects the subset of eigenvalues that best represents the signal subspace in the least squared error sense.
Projection on the signal subspace
Assume that the signal subspace S has been identified by using one of the above referred to methods and let {f 1 , . . . , f p } an orthonormal basis for S, where f i ∈ R B , for i = 1, . . . , p. The coordinates of the orthogonal projection of a spectral vector y ∈ R B onto S, with respect to the basis
Replacing y with the observation model (3), we have
As already referred to before, the projection of the observed spectral vectors onto the signal subspace yields very often large computational, storage, and SNR gains. The first two are a direct consequence of p B in most applications; to briefly explain the latter, let us assume that the noise is zero-mean and has covariance σ 2 I (I stands for the identity matrix). The mean power of the projected noise term F T w is then E F T w 2 = σ 2 p (E(·) denotes mean value). The relative attenuation of the noise power implied by the projection is then p/B. 
Affine set projection
From now on, we assume that the observed data set has been projected onto the signal subspace and, for lightness of notation, we still represent the projected vectors as in (3), that is
where y, w ∈ R p and M ∈ R p×p . Since the columns of M belong to the subspace signal, the original mixing matrix is simply given by FM.
Model (4) is an oversimplification of reality, as it does not take into account signature variability (from pixel to pixel) due to changes in the composition of substances, surface contaminants and other variations such as ageinduced color fading due to oxidation or bleaching, uncompensated atmospheric and environmental effects, and uncompensated errors in the sensor. Signature variability has been studied and accounted for in a few unmixing algorithms (see, e.g., [44] [45] [46] ). This phenomenon is primarily characterized by spectral shape invariance; 47 i.e., while the spectral shapes of the endmembers are fairly consistent, their amplitude varies considerably over the scene. This means that the endmember signatures are affected by a positive scale factor that varies from pixel to pixel.
In the aforementioned circumstances and in the absence of noise, the observed spectral vectors are no longer included in a simplex but rather in a cone as illustrated in Fig. 5 . Notice that, if we preserve the observation model y = Mα (noise is neglected), the components of the fractional abundance vector α do not sum-to-one anymore, although they are still positive. In order to ensure that the fractional abundances sum to one, and thus to recover the linear model y = Mα, where α belongs to the probability simplex, one of the following procedures may be applied: a) Perspective projection: This is the so-called dark point fixed transform (DPFT) proposed in. 64 For a given observed vector y, this projection, illustrated in b) Ortogonal projection: Use PCA to identify the affine set that best represent the observed data in the least squares sense and then compute the orthogonal projection of the observed vectors onto this set (see 48 for details). This procedure is also illustrated in Fig. 5 .
Notice that the procedure a) modifies the direction of the spectral vectors whereas b) do not. Perhaps, the best approach is to identify vector u using b) and then apply the perspective projection described in a).
LINEAR SPECTRAL UNMIXING
Linear spectral unmixing has been intensively researched in the recent years. In most cases, the number of substances and their reflectances are not known and, then, hyperspectral unmixing falls into the class of blind source separation problems.
59 Independent Component Analysis (ICA) has recently been proposed as a tool to blindly unmix hyperspectral data. [60] [61] [62] ICA is based on the assumption of mutually independent sources (abundance fractions), which is not the case of hyperspectral data, since the sum of abundance fractions is constant, implying statistical dependence among them. This dependence compromises ICA applicability to hyperspectral data as shown in. 15, 63 In fact, ICA finds the endmember signatures by multiplying the spectral vectors with an unmixing matrix which minimizes the mutual information among channels. If sources are independent, ICA provides the correct unmixing, since the minimum of the mutual information corresponds to and only to independent sources. This is no longer true for dependent fractional abundances. Nevertheless, some endmembers may be approximately unmixed. These aspects are addressed in. Figure 6 . Illustration of the concept of simplex of minimum volume containing the data for three data sets. The endmembers in the left hand side and in the middle are identifiable by fitting a simplex of minimum volume to the data, whereas this is not applicable to the right hand side data set. The former data set correspond to a highly mixed scenario.
To overcome the limitations of the ICA-based approaches to spectral unmixing, large research efforts have been devoted in the last decade to the development of unmixing algorithms targeted at spectral unmixing. Most of these algorithms adopt either a geometrical or a statistical framework. 49 To motivate these two directions, let us consider the three data sets shown in Fig. 6 generated under the linear model y = Mα + w subject to:
where the noise is assumed to be negligible. As shown in Section 2, the spectral vectors generated according to (5) are in a simplex whose vertices correspond to the endmembers. The left hand side data set contains pure pixels, i.e, for any of the p endmembers there is at least one pixel containing only the correspondent material; the data set in the middle does not contain pure pixels but contains at least p − 1 spectral vectors on each facet. In both data sets (left and middle), the endmembers may by inferred by fitting a minimum volume (MV) simplex to the data; this rather simple and yet powerful idea, introduced by Craig in his seminal work, 64 underlies several geometrical based unmixing algorithms.
The MV simplex shown in the right hand side example of Fig. 6 is smaller than the true one. This situation corresponds to a highly data set where there are no spectral vectors near the facets. For these class of problems, we usually resort to the statistical framework in which the estimation of the mixing matrix and of the fractional abundances are formulated as a statistical inference problem by adopting suitable probability models for the parameters involved, namely for the fractional abundances.
In the Subsections 4.1-4.2 and 4.3, we address in more detail, respectively, the geometrical and the statistical unmixing approaches. In the case of the geometrical approach, we consider separately the presence (Subsection 4.1) and the absence (Subsection 4.2) of pure pixels in the data set, as the algorithms for the pure pixel scenario are much simpler than those for non-pure pixel case. In Subsection 4.4, we address sparse regression-based unmixing, a very recent spectral unmixing research front, which avoids, in given circunstances, the direct inference of the mixing matrix.
Geometrical based approaches: pure pixel based algorithms
The pure pixel based algorithms still belong to the MV class but assume the presence in the data of at least one pure pixel per endmember, meaning that there is at least one spectral vector on each vertex of the data simplex. This assumption, though enabling the design of very efficient algorithms from the computational point of view, is a strong requisite that may not hold in many datasets. In any case, these algorithms find the set of most pure pixels in the data. Anyway, perhaps due to its computational lightness and clear conceptual meaning, they are, by far, the class most used in linear hyperspectral unmixing applications.
• The pixel purity index (PPI) algorithm 65, 66 uses MNF as a preprocessing step to reduce dimensionality and to improve the SNR. PPI projects every spectral vector onto skewers (large number of random vectors). The points corresponding to extremes, for each skewer direction, are stored. A cumulative account records the number of times each pixel (i.e., a given spectral vector) is found to be an extreme. The pixels with the highest scores are the purest ones.
• N-FINDR 67 is based on the fact that in spectral dimensions, the volume defined by a simplex formed by the purest pixels is larger than any other volume defined by any other combination of pixels. This algorithm finds the set of pixels defining the largest volume by inflating a simplex inside the data.
• The iterative error analysis (IEA) algorithm 68 implements a series of linear constrained unmixings, each time choosing as endmembers those pixels which minimize the remaining error in the unmixed image.
• The vertex component analysis (VCA) algorithm 69 iteratively projects data onto a direction orthogonal to the subspace spanned by the endmembers already determined. The new endmember signature corresponds to the extreme of the projection. The algorithm iterates until all endmembers are exhausted.
• The simplex growing algorithm (SGA) 70 iteratively grows a simplex by finding the vertices corresponding to the maximum volume.
• The sequential maximum angle convex cone (SMACC) algorithm 71 is based on a convex cone for representing the spectral vectors. The algorithm starts with a single endmember and increases incrementally in dimension. A new endmember is identified based on the angle it makes with the existing cone. The data vector making the maximum angle with the existing cone is chosen as the next endmember to enlarge the endmember set. The algorithm terminates when all of the data vectors are within the convex cone, to some tolerance. The MV approaches aim at finding the mixing matrix M minimizing the volume of the simplex defined by its columns and containing the observed spectral vectors. This is a nonconvex optimization problem much harder than those considered in the previous subsection in which the endmembers belong to the data set. simplex conv(M), i. e., the convex hull of the columns of M ∈ R p×p , lives in an affine set in R p and therefore it has volume zero in R p . To obtain a nondegenerated volume, the extended simplex M 0 ≡ [0, M], containing the origin, is usually considered. We recall that the volume of conv(M 0 ), the convex hull of M 0 , is given by
Geometrical based approaches: Minimum volume based algorithms
Note that minimizing the volume of conv(M) in R p−1 and minimizing V (M 0 ), both subject to the constraint that the data set belongs to conv(M) are equivalent problems.
Assuming that the vectors m i −m 1 ∈ R p for i = 2, . . . , p, are affinely independent, an alternative to computing the volume of the simplex conv(M 0 ) consists in first representing these p − 1 vectors in the (p − 1)-dimensional subspace span{m i − m 1 , i = 2, . . . , p} and then computing
Craig's work, 64 published in 1994, put forward the seminal concepts regarding the algorithms of MV type. After identifying the subspace and applying projective projection (DPFT), the algorithm iterates each facet of the simplex such that the volume
is minimized and all spectral vectors are belongs to this simplex; i.e., M −1 y i 0, for i = 1, . . . , n. In a more formal way: for t = 1, . . . , The minimum volume simplex analysis (MVSA) 72 and the simplex identification via variable splitting and augmented Lagrangian (SISAL) 73 implement a robust version of the MV concept. The robustness is introduced by allowing the positivity constraint to be violated. To grasp the relevance of this modification, we show in Fig.  8 , a set of noisy spectral vectors. Due to the presence of noise, or any other perturbation source, the spectral vectors may lie outside of the true data simplex. The application of the a MV algorithm would lead to the dashed estimate, which is may be far from the original.
In order to get estimated endmembers closer to original ones, MVSA/SISAL allows violations to the positivity constraint by weighting these violations with a soft constraint given by the hinge loss function (hinge(x) = 0 if x ≥ 0 and −x if x < 0). After identifying the signal subspace and applying an affine projection, MVSA/SISAL aims at solving the following optimization problem:
where Q ≡ M −1 , 1 p and 1 n are column vectors of ones of sizes p and n (n stands for the number of spectral vectors), respectively, q m ≡ 1
with Y p being any set of of linearly independents spectral vectors taken from the data set Y ≡ [y 1 , . . . , y n ], and λ is a regularization parameter.
We make the following two remarks: a) maximizing log(|det(Q)|) is equivalent to minimizing V (M 0 ); b) the term −λ1 T p hinge(QY)1 n weights the positivity violations. As λ approaches to infinity, we recover the hard constraint.
The minimum volume enclosing simplex (MVES)
74 aims at solving the optimization problem (6) with λ = ∞, i.e., for hard positivity constraints. MVES implements a cyclic minimization using linear programs (LPs). Although the optimization problem 6) is nonconvex, it is proved in (6) that the existence of pure pixels is a sufficient condition for MVES to perfectly identify the true endmembers.
The minimum volume transform-nonnegative matrix factorization (MVC-NMF) 75 solves the following optimization problem applied to the original data set, i.e., without dimensionality reduction (Y ∈ R B×n and M ∈ R B×p ) M = arg min
s.t.:
is the Frobenius norm of matrix A and λ is a regularization parameter. The optimization (7) minimizes a two term objective function, where the term (1/2) Y − MS 2 F measures the approximation error and the term V 2 (M) measures the square of the volume of the simplex defined by the columns of M. The regularization parameter λ controls the tradeoff between the reconstruction errors and simplex volumes. MVC-NMF implements a sequence of alternate minimizations with respect to S (quadratic programming problem) and with respect to M (nonconvex programming problem). The major difference between MVC-NMF and MVSA/SISAL algorithms is that the latter allows violations of the positivity constraint, whereas the former does not.
The iterative constrained endmembers (ICE) algorithm
76 aims at solving an optimization problem similar to that of MVC-NMF, where the volume of the simplex is replaced by an approximation that is more manageable: the sum of squared distances between all the simplex vertices. The algorithm implements a sequence of alternate minimizations with respect to S and with respect to M. An advantage of ICE over MVC-NMF is that in the former both minimizations are quadratic programming problems, whereas in the MVC-NMF the optimization with respect to M is a nonconvex problem. The sparsity-promoting ICE (SPICE) 77 is an extension of the ICE algorithm that incorporates sparsity-promoting priors aiming at finding the correct number of endmembers.
ORASIS
35 is a hyperspectral framework developed by the Naval Research Laboratory consisting of several algorithms organized in six modules: exemplar selector, adaptive learner, demixer, knowledge base/spectral library, and spatial postprocessor. The first step consists in flat fielding the spectra. Next, the exemplar selection module is used to select spectral vectors that best represent the smaller convex cone containing the data. The other pixels are rejected when the spectral angle distance is less than a given threshold. The procedure finds the basis for a subspace of a lower dimension using a modified Gram-Schmidt orthogonalization. The selected vectors are then projected onto this subspace, and a simplex is found by a MV procedure.
To finish this section, we refer the convex cone analysis (CCA), 78 which finds the boundary points of the data convex cone (it does not apply affine projection), what is very close to MV concept. CCA stars by selecting the eigenvectors corresponding to the largest eigenvalues. These eigenvectors are then used as a basis to form linear combinations that have only nonnegative elements, thus belonging to a convex cone. The vertices of the convex cone correspond to spectral vectors contains as many zero elements as the number of eigenvectors minus one.
Statistical methods
When the spectral mixtures are highly mixed, the geometrical based methods yields poor results because there are not enough spectral vectors in the simplex facets. In these cases, the statistical methods are a powerful alternative, which, usually, comes with price: higher computational complexity, when compared with the geometrical based approaches.
Under the statistical framework, spectral unmixing is formulated as a statistical inference problem. Adopting a Bayesian perspective, the inference engine is the posterior density of the random objects to be estimated. Since our unknowns are the mixing matrix M and the abundance fractions S, we have, by using the Bayes law,
where the notation p A and p A|B stands for the probability density function (pdf) of A and of A given B, respectively, and it was assumed that M and S are statistically independent. Popular estimators are 79 the maximum a posteriori probability (MAP) given by Under the linear observation model (5) and assuming the noise random vector w is Gaussian with covariance matrix σ 2 I, then, we have
It is then clear that ICE/SPICE and MVC-NMF algorithms, which have been classified as geometrical, can also be classified as statistical, yielding MAP estimates. In all these algorithms, the estimates are obatined by minimizing a two-term objective function: one term plays the role − log p Y |M,S (Y|M, S) and the other plays the role of − log p M (M) − log p S (S). The parameter λ, termed the regularization parameter, set the relative weight between the two terms.
The work 80 introduces a Bayesian approach where the linear observation model observation model (5) with zero-mean white Gaussian noise of covariance σ 2 I is assumed, the fractional abundances are uniformly distributed on the simplex, and the prior on M is an autoregressive model.
The Bayesian approaches introduced in [81] [82] [83] have all the same flavor: The posterior density is build under a hierarchical Bayesian model, which assumes conjugate prior distributions for some unknown parameters, accounts for nonnegativity and full additivity constraints. A Gibbs sampler is then used to overcome the complexity of evaluating the resulting posterior distribution and aproximating the MMSE estimate.
In many application, the additive noise term may neglected because the noise power is very small. When that is not the case but the signal subspace has much lower dimension than the number of bands, then, as seen in Section 3.1, the projection onto the signal subspace largely reduces the noise power. Under this circumstances, and assuming that M ∈ R p×p is invertible and the observed spactral vectors are independent, then we can write
where p α is the fractional abundance pdf, and compute the em maximum likelihood (ML) estimate of W ≡ M −1 . This is precisely the ICA line of attack, under the assumption that the fractional abundances are independent, i.e., p α = p k=1 p α k . The fact that this assumption is not valid in hyperspectral applications 63 has promoted research on suitable statistical models for hyperspectral fractional abundances and in effective algorithms to infer the mixing matrices. The is the case with DECA; 84, 85 the abundance fractions are modeled as mixtures of Dirichlet densities, thus, automatically enforcing the constraints on abundance fractions imposed by the acquisition process, namely nonnegativity and constant sum. A cyclic minimization algorithm is developed where: 1) the number of Dirichlet modes is inferred based on the minimum description length (MDL) principle; 2) a generalized expectation maximization (GEM) algorithm is derived to infer the model parameters; 3) a sequence of augmented Lagrangian based optimizations are used to compute the signatures of the endmembers.
Finally, some methods have targeted the integration of spectral and spatial information in statistical fashion. For instance, extended morphological operations have been used as a baseline to develop an automatic morphological endmember extraction (AMEE) algorithm 86 for spatial-spectral endmember extraction. Also, spatial averaging of spectrally similar endmember candidates found via singular value decomposition (SVD) was used in the spatial spectral endmember extraction (SSEE) algorithm. 87 Recently, a spatial preprocessing (SPP) algorithm 88 has been proposed which estimates, for each pixel vector in the scene, a spatially-derived factor that is used to weight the importance of the spectral information associated to each pixel in terms of its spatial context. The SPP is intended as a preprocessing module that can be used in combination with an existing spectral-based endmember extraction algorithm.
Sparse regression based unmixing
The spectral unmixing problem have recently been approached in a semi-supervised fashion, by assuming that the observed image signatures can be expressed in the form of linear combinations of a number of pure spectral signatures known in advance [89] [90] [91] (e.g., spectra collected on the ground by a field spectro-radiometer). Unmixing then amounts to finding the optimal subset of signatures in a (potentially very large) spectral library that can best model each mixed pixel in the scene. In practice, this is a combinatorial problem which calls for efficient linear sparse regression techniques based on sparsity-inducing regularizers, since the number of endmembers participating in a mixed pixel is usually very small compared with the (ever-growing) dimensionality and availability of spectral libraries.
3 Linear sparse regression is an area of very active research with strong links to compressed sensing, basis pursuit, basis pursuit denoising, and matching pursuit.
92
Let us assume then that the spectral endmembers used to solve the mixture problem are no longer extracted nor generated using the original hyperspectral data as input, but instead selected from a library A ∈ R B×m containing a large number of spectral samples, say m, available a priori. In this case, unmixing amounts to finding the optimal subset of samples in the library that can best model each mixed pixel in the scene. Usually, we have m > B and therefore the linear problem at hands is under-determined. With the aforementioned assumptions in mind, let x ∈ R m denote the fractional abundance vector with regards to the library A. With these definitions in place, we can now write our sparse regression problem as min x x 0 subject to y − Ax 2 ≤ δ, x ≥ 0,
where x 0 denotes the number of non-zero components of x and δ ≥ 0 is the error tolerance due to noise and modeling errors.
Problem (11) is NP-hard 93 and therefore there is no hope in solving it in a straightforward way. Greedy algorithms, such as the orthogonal basis pursuit (OMP), 94 basis pursuit (BP), and basis pursuit (BPDN ) 95 are three alternative approaches to compute the sparsest solution. The BP and BPDN replaces the 0 norm with the 1 norm. In the case of BPDN, we have 
Contrarily to problem (11) , problem (12) is convex and can be solved efficiently. 96, 97 What is, perhaps, totally unexpected is that, in given circumstances related with the coherence of among the columns of matrix A, problems (11) and (12) have the same solution. This issues are studied in detail in, 89 where it is concluded that a) the hyperspectral libraries are highly correlated, what is not good for sparse regression, and b) the high level of sparsity of the fractional abundances mitigates the correlation to ensure that (12) yields useful results.
SUMMARY
In this paper, we have presented an overview of the state of the art in hyperspectral unmixing. Specifically, four main aspects have been discussed: i) mixing models, ii)signal subspace identification, iii) geometricalbased spectral unmixing, (iv) statistical-based spectral unmixing, and (v) sparse regression-based unmixing. In each topic, we describe what physical or mathematical problems are involved and summarize state-of-theart algorithms to address these problems. The compendium of techniques presented in this work reflects the increasing sophistication of a field that is rapidly maturing at the intersection of many different disciplines, including signal and image processing, physical modeling, linear algebra and computing developments. In the future we will conduct an exhaustive experimental comparison of the techniques discussed in this work.
