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Summary
In many epidemiology studies, family data with survival endpoints are collected to investigate the 
association between risk factors and disease incidence. Sometimes the risk of the disease may 
change when a certain risk factor exceeds a certain threshold. Finding this threshold value could 
be important for disease risk prediction and diseases prevention. In this work, we propose a 
change-point proportional hazards model for clustered event data. The model incorporates the 
unknown threshold of a continuous variable as a change point in the regression. The marginal 
pseudo-partial likelihood functions are maximized for estimating the regression coefficients and 
the unknown change point. We develop a supremum test based on robust score statistics to test the 
existence of the change point. The inference for the change point is based on the m out of n 
bootstrap. We establish the consistency and asymptotic distributions of the proposed estimators. 
The finite-sample performance of the proposed method is demonstrated via extensive simulation 
studies. Finally, the Strong Heart Family Study dataset is analyzed to illustrate the methods.
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1. Introduction
The change point models have been widely applied in clinical research to decide the 
subgroup of participants who have a much higher risk for specific diseases. Change point 
effects have been observed in many medical studies for different traits, such as fasting 
plasma glucose in the Australian Diabetes Obesity and Lifestyle Study (AusDiab) (Tapp et 
al., 2006), midthigh muscle cross-sectional area in the COPD Study (Marquis et al., 2002), 
and leukocyte telomere length in the Strong Heart Family Study (SHFS) (Zhao et al., 2014). 
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value. For example, Zhao et al. (2014) investigated the association between leukocyte 
telomere length (LTL) and diabetes incidence in the SHFS. SHFS is a longitudinal family-
based cohort study of cardiovascular disease, type 2 diabetes and their risk factors among 
American Indians residing in Oklahoma, Arizona and South/North Dakota. The authors 
found that participants with shorter LTL (lower quartile) have nearly two-fold increased risk 
for developing incident diabetes compared to those with longer LTL. Such a change point 
for LTL and diabetes incidence was also observed by Willeit et al. (2014). It is well-known 
that telomere length shortens progressively with each cell division until it reaches a 
threshold value beyond which cells enter into senescence or die, a phenomenon called 
“Hayick limit”. Even though the change point observed in these studies is consistent with 
the theory of “Hayick limit”, the precise change point location in LTL remains to be 
determined. Finding this threshold value is helpful to identify at-risk individuals and risk 
prediction. Thus, it is of great interest to develop a rigorous and comprehensive framework 
to conduct the change point analysis for survival data subject to censoring.
The change point analysis has been studied in the univariate Cox proportional hazards 
model. The Cox proportional hazards model (Cox, 1972) was widely used to estimate the 
association between disease incidence and potential risk factors. Different change point 
models in the Cox proportional hazards model are proposed for various purposes. Liang et 
al. (1990), Luo (1996), and Pons (2002) discussed the change point at an unknown time for 
the lag effect of the covariates. Gandy et al. (2005), Gandy and Jensen (2005), and Jensen 
and Lütkebohmert (2008) considered the Cox model with a smooth change in the regression 
coefficient. They assumed that the slopes are different for the covariates above and below the 
change points. Another class of models assumes a non-smooth “jump” effect at an unknown 
threshold of a covariate (Luo and Boyett, 1997; Pons, 2003; Kosorok and Song, 2007). Here, 
we focus on the change point analysis based on a non-smooth “jump” effect of a covariate. 
Maximum partial likelihood methods were proposed to estimate the change point and 
regression coefficients in this type of models. Luo and Boyett (1997) applied a two-step 
procedure to estimate the change point and proved the consistency of a resulting estimator. 
Later, Pons (2003) proved that this estimator asymptotically follows a composite Poisson 
process. Kosorok and Song (2007) generalized this estimator to transformation models and 
established the asymptotic properties of this class of models, which includes the Cox model 
as a special case. The change point analysis proposed for the univariate case cannot be 
applied directly to clustered survival data, because the proposed methods did not take into 
account the correlation between subjects within the same cluster.
In this paper, we focus on developing a Cox-type marginal hazards model (Lee et al., 1992) 
with a change point in a covariate for clustered survival data. The Cox marginal hazards 
model uses a pseudo-likelihood approach with a working independence assumption, while 
adjusting for the correlation by a sandwich estimate of the covariance matrix. The marginal 
hazards model is useful when the focus is on making inferences on the population average 
effect of risk factors on failure time. One major difficulty for the change point analysis in the 
Cox marginal hazards model is the complicated asymptotic distribution of the change point 
estimator for clustered data. With univariate survival data, Pons (2003) proved that the 
change point estimator asymptotically follows a composite Poisson process which depends 
on the change point locations across all the subjects. However, the existing theory for the 
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univariate Cox model cannot be applied directly to the change point analysis in the Cox 
marginal hazards model. The asymptotic distribution of the change point estimator for the 
clustered data is a weighted mixture summation of the composite Poisson process based on 
the cluster sizes and the joint distribution of the covariates. Considering the varying cluster 
size and all the possible situations of the covariate passing the true threshold across every 
member within each cluster, we prove that the asymptotic distribution of the proposed 
change point estimator follows a more complicated composite Poisson process.
The structure of this paper is as follows. In Section 2, we describe the estimation method 
based on a two-step procedure. We then provide an inference method based on m out of n 
bootstrap, and a testing procedure for the existence of a change point. In Section 3, we 
establish the consistency, convergence rates and asymptotic distributions of the proposed 
estimators. Simulation studies evaluating the small sample performance of the method are 
presented in Section 4. In Section 5, data from the Strong Heart Family Study are analyzed 
using our approach. The details of the proofs are given in the Supplementary Materials.
2. Methods
2.1 Model and Parameter Estimation
Consider n independent and identically distributed (i.i.d) clusters with the ith cluster 
containing Ki subjects (i = 1, …, n). For the jth subject in the ith cluster, j = 1, …, Ki, let T̃ij 
be the survival time, Xij denote a one-dimensional continuous covariate whose effect on the 
response may have a change point, and Zij(t) denote other potentially time-dependent 
covariates whose effects could be different before or after Xij passes the change point. In 
other words, the proportional hazards model with a change point assumes that the hazard 
rate function for T̃ij given  takes a form
where λ0(t) is an unknown baseline function, ζ is the unknown change point for which the 
covariate Xij has different effects for Xij ≤ ζ and Xij > ζ, and  is a vector 
of 2J + 1 unknown parameters with J = dim (Zij(t)). Therefore, the proposed model implies 
that the effect of Zij is β1 when Xij ≤ ζ, and it becomes (β1 + β3) when Xij > ζ. Furthermore, 
the hazard ratio between Xij > ζ and Xij ≤ ζ is  for given Zij(t).
If we define  and θ ≡ (ζ, βT)T, 
then a marginal pseudo-partial likelihood function for n clusters with right censoring can be 
formulated as
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where Tij = min(T̃ij, Cij) with Cij being the censoring time assumed to be independent of T̃ij 
given the covariates Wij, and Δij = I(T̃ij ≤ Cij) is the failure indicator.
To estimate the model parameters, we propose to maximize the logarithm of the pseudo-
likelihood function, which is defined as ln(ζ, β) ≡ log {L(θ)}. Computationally, we adopt 
the following two-step procedure for maximization. For any fixed value of ζ in a pre-
specified range [ζ1, ζ2], we maximize the logarithm of the pseudo-likelihood function via 
the Newton-Raphson method, which yields the global maximum due to the strict concavity 
of ln(ζ, β) for the given ζ. We thus obtain the profile function for ζ. In the second step, we 
apply a grid-search algorithm to find the optimal estimator for ζ. It is possible to have 
multiple ζ reaching the same maximum value, because the profile function of ζ is a step 
function. To retain the unique value of ζ, we choose the smallest one as our estimate of ζ. 
Thus, (ζ̂, β̂) = arg maxζ∈[ζ1, ζ2],β ln(ζ, β). In addition, the cumulative baseline hazard 
function Λ0(t) is estimated by the Breslow-type estimator, which is given in the following 
form:
2.2 Inference for ζ and β
To make inference for ζ and β, we utilize the asymptotic results which will be given in 
Section 3. In that section, we show that ζ̂ and β̂ are asymptotically independent and the 
asymptotic distribution of β̂ remains the same regardless whether ζ is known or not. Thus, 
the inference for β can be carried out in a similar manner as the marginal proportional 
hazard model for clustered survival data, treating ζ = ζ̂ as fixed (c.f. Lee et al., 1992). 
However, the inference for ζ̂ is challenging due to the intractable asymptotic distribution 
shown in Section 3. The bootstrap approach is commonly applied to generate the empirical 
distributions of the estimators with complicate asymptotic distributions (Efron and 
Tibshirani, 1994). The usual bootstrap approach is to draw a sample of n with replacement 
from the dataset of n samples. Efron and Tibshirani (1986) demonstrated its performance in 
generating standard errors and confidence intervals under regular conditions. However, the 
usual bootstrap approach produces inconsistent estimators in some non-standard problems. 
Dümbgen (1993) and Shao (1994) demonstrated the failure of the usual bootstrap in non-
differentiable objective functions or non-smooth statistics. In addition, Shao (1994) 
proposed a remedy of such situation by sampling a ratio of the size of the original dataset. 
Given the dataset of size n, the m out of n bootstrap approach is defined as sampling with 
replacement of size m, where m → ∞, and m/n → 0. Similar concepts are also proposed by 
Bickel et al. (2012) and Politis and Romano (1999). Such method is widely used in non-
standard problems, such as non-differentiable objective functions (Huang et al., 1996; 
Chakraborty et al., 2013) and non-n−1/2 asymptotics (Abrevaya and Huang, 2005; Sen et al., 
2010). In addition, Xu et al. (2014) proved the consistency of the m out of n bootstrap in the 
case of the Cox proportional hazards model with a change point. Xu et al. (2014) applied m 
out of n bootstrap based on some fixed values of m, which are n4/5, n9/10, and n14/15. Based 
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on this group of pre-specified m, the poor coverage rates have been reported in their 
simulations. Here, we will adopt a data-driven approach to select the optimal m.
For the m out of n bootstrap, several data-driven approaches for choosing m have been 
proposed (Hall et al., 1995; Lee, 1999; Cheung et al., 2005; Bickel and Sakov, 2005; Bickel 
and Sakov, 2008). Among them, Bickel and Sakov (2008) proposed a method to select m for 
extrema functions. Based on their approach, the desired m is selected from a sequence of 
possible re-sampling sample sizes. The rule is to select the maximum sample size that 
achieves the minimum distance defined on supremum norm between two empirical 
distributions, which are based on any two adjacent re-sampling sample sizes. Thus, the 
selected m can achieve the stable empirical distributions of the proposed estimator. Hence, 
we adapt this algorithm to select m in the following way.
1.
Construct a sequence of the re-sampling sample sizes , where j = q, 
q−1, …, 1, n/q is the interval between two adjacent re-sampling sample sizes, 
and [a] is the largest integer no larger than a.
2. For the mj out of n bootstrap, the empirical cumulative distribution function for 
the change point estimator is constructed as follows:
where ζ̂ is the change point estimator based on the full dataset,  is the change 
point estimator based on the dataset with mj samples in the bth replication, b = 1, 
2…, B, and B is the total number of bootstrap replications.
3. The m will be selected as the maximum value which minimizes the supremum 
difference between two adjacent empirical cumulative distributions in the mj 
sequence.
Based on the selected m, the m out of n bootstrap is to draw m samples with replacement out 
of the overall n samples. The standard error of the proposed estimator is estimated by the 
sample standard deviation based on B replicates divided by n/m. In addition, the equal-tailed 
95% confidence intervals are generated as , where Qζ̂,0.95 is the 
95th quantile of the absolute value  for the replicate b = 1, 2…, B. Both the standard 
error estimator and the confidence interval are adjusted by n/m, which corrects the over-
estimated variance and wide confidence intervals based on the m out of n bootstrap.
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2.3 Hypothesis Testing for the Change Point
In practice, one important question is whether the change point exists. The null hypothesis is 
specified as H0 : β2 = 0,  in our proposed model. However, the change point is not 
identifiable given both β2 and β3 are zero, because the estimation of the change point relies 
on either β2 or β3 unequal to zero. To handle it, in general, there are two testing methods in 
the change point method literatures, which are the maximum efficiency robust tests (MERT) 
(Gastwirth, 1966, Gastwirth, 1985) and the supremum (SUP) tests (Davies, 1977, Davies, 
1987, Kosorok and Song, 2007). Zucker et al. (2013) conducted extensive simulations to 
compare these two approaches. Based on their simulation results, the SUP tests are more 
powerful under different scenarios. Here, we adopt the SUP type of test but rely on robust 
score statistics for the clustered survival time. Specifically, our test statistic is
where  and ,
, Yij(t) = I(Tij ≥ t), and 
Z̃ij(t; ζ) = (Zij(t), I(Xij > ζ), Zij(t)I(Xij > ζ)) for r = 0, 1. For a column vector Z, Z⊗0 refers to 
the scalar 1, Z⊗1 refers to the vector Z, and Z⊗2 refers to the matrix ZZT. Davies (1987) 
proved that the asymptotic distribution of such supremum test statistics does not follow a 
standard chi-squared distribution. Hence, we applied permutations under the null hypothesis 
to generate the critical value for the supremum test. Under the null hypothesis, there is no 
change point effect on the response. Thus, we randomly shuffle the covariate Xij for 
sufficient times. Then, we obtain the permutation distribution of the proposed test statistics. 
We reject the null hypothesis at a significance level of α if SUPk is larger than the upper α-
quantile of the permutation distribution.
3. Asymptotic Results
In this section, we establish the consistency and asymptotic distributions of the estimators 
for the change point, the regression parameters and the cumulative baseline hazard function. 
The following conditions are needed to establish the asymptotic properties of the estimators.
(C.1) The density of Xij is assumed to be strictly positive, bounded and continuous in 
a neighborhood of ζ0, denoted by 0.
(C.2) For any ζ in 0, the information matrix  is 
positive definite, where υ(t; ζ, β) = s(2)(t; ζ, β)/s(0)(t; ζ, β) − [s(1)(t; ζ, β)/s(0)(t; 
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ζ, β)]⊗2, , and r = 0, 
1, 2. In addition, , where 
λmin(A) is the smallest eigenvalue of any square matrix A.
(C.3) There exists a convex and bounded neighborhood Θ of θ0 such that for k = 0, 1, 
2, and r = 1, 2, supζ∈[ζ1,ζ2] E {supt∈[0,τ] supθ∈Θ (‖Zij(t)‖
k exp [rθ {Wij(t)}])r|Xij 
= ζ} < ∞.
(C.4)
The random process  converges 
almost surely to zero, where s(r)(t; ζ, β) < ∞, and r = 0, 1, 2. When r = 0, s(0)(t; 
ζ, β) is bounded away from zero.
(C.5) supt∈[0,τ] λ0(t) < ∞, and P(Yij(t) = 1) > 0 for all t ∈ [0, τ].
(C.6) P(Ki ≤ k0) = 1, where 1 ≤ k0 < ∞.
(C.1) and (C.2) are needed for the identifiability of the change point and regression 
coefficients. (C.2) holds if Z = (Z11, Z12, …, ZnKn) has a full rank given X = (X11, X12, …, 
XnKn)
T. (C.3) shows that s(r)(t; ζ, β) is bounded on Θ for t ∈ [0, τ], and it holds if all the 
covariates are bounded. (C.4) guarantees that  converges almost surely to s(r)(t; ζ, 
β). (C.5) shows that λ0(t) is bounded and the at risk probability is non-zero for t ∈ [0, τ]. (C.
6) assumes that all cluster sizes are bounded.
Our first two theorems establish the consistency and convergence rates of the estimators.
Theorem 1
Under conditions (C.1)–(C.6), θ̂ converges in probability to θ0 in the neighborhood Θ as n 
→ ∞.
In the proof of Theorem 1, we first show that Gn(θ) = n−1{ln(θ) − ln(θ0)} converges 
uniformly to G(θ) in probability, where G(θ) is defined in the Supplementary Materials. 
Next, we verify that G(θ) is a strictly concave function in a neighborhood of θ0. From the 
uniform convergence of Gn(θ) to G(θ), it gives lim inf G(θ̂) ≥ G(θ0) with probability one. 
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Theorem 2 implies that the convergence rates for ζ̂ and β̂ are 1/n and , respectively. 
These rates will be used to derive the asymptotic distributions of the estimators in Theorem 
3.
Let , ζn,u = ζ0 + n−1u1, and βn,u = β0 + n−1/2u2, where u1 and u2 satisfy 
that (|u1| + ‖u2‖2)1/2 ≤ n1/2ε. To obtain the asymptotic distributions of the estimators, we first 
need the expansions of {ln(θn,u) − ln(θ0)}. In Theorem 3, we prove that 
, where Qn(u1) and l̃n are defined as
For the cluster with m subjects, we define the set 
, 
where m = 1, …, K, and K = max(Ki) is the maximum cluster size. We further define the 
element of  as , where k = 1, 2, 
…, m. Similarly,  and  are defined for the situations when only one Xij ≤ ζ0. Let 
 and  be independent sequences of identically and independently distributed 
random variables with the characteristic functions
where l ≥ 1, qs is an arbitrary constant, and 
. We further denote  and  to be the real jump processes such that  on R− and 
 on R+. We further denote  to be a Poisson variable with mean rate 
, and  to be a Poisson variable with mean rate 
, where p(m) is probability of the cluster with m 
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subjects,  is the conditional probability of  given , and 
is marginal density function of Xij at . Similarly, we define  and 
 for Xik ≤ ζ0. Let Q(s) ≡ Q+(s) − Q−(s), where
Thus, we further establish the following Theorem 3.
Theorem 3
Under conditions (C.1)–(C.6), n(ζ̂−ζ0) and n1/2(β̂−β0) are asymptotically independent. 
Furthermore, n(ζ̂ − ζ0) converges in distribution to arg max Q(s). n1/2(β̂−β0) converges 
weakly to a Gaussian variable N(0, I(β0)−1Σ(β0)I(β0)−1).
Note that Qn is defined as a random variable on the space of right-continuous functions with 
left-hand limits equipped with the Skorohod topology. The major challenge of Theorem 3 is 
to prove that the process Qn converges weakly to Q on the space D[0, ∞). We show that the 
characteristic function of Qn converges to the characteristic function of Q by considering all 
the possible situations of cluster sizes and the allocation of Xij relative to ζ0 within each 
cluster.
Because we have proved that the change point can be estimated more accurately with a 
faster convergence rate of 1/n, the inference for this estimator remains the same as if the 
change point is known. In other words, the standard asymptotic results as given in 
Spiekerman and Lin (1998) still apply. That is, the Breslow-type estimator for the 
cumulative baseline hazard function Λ̂0(t) is consistent and asymptotically normal.
4. Simulation Studies
We conducted simulation studies to evaluate the performance of our proposed method. Our 
first set of studies was designed to assess the bias of the estimators and the coverage rate of 
the confidence interval. We considered one covariate Z ~ N(1,4) and one change point 
variable X ~ Uniform(0, 2) with the true change point at 0.75 or 1. We generated the 
marginal survival times T̃ij under the proportional hazards model Λ(t|X, Z) = t exp{β1Z + 
β2I(X > ζ)+β3ZI(X > ζ)}, where (β1, β2, β3) = (−1, −1.5, 2). The censoring time follows 
Uniform(0, 80) and the censoring rate is 10%. The correlated failure times were generated in 
the same way as in Cai and Shen (2000), which is a multivariate extension of the Clayton 
and Cuzick (1985) method. The conditional cumulative density function of the survival time 
for the jth subject in the ith cluster is
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where Sij(t) = P(T̃ij > t) is the marginal survival function, γ indicates the degree of 
dependence between T̃ij and T̃ih(h = 1, …, j − 1). The Kendall's tau coefficient can be 
expressed as , where γ = 0.25 or 1.5 indicates strong or moderate positive 
dependence within each cluster. We considered both the small cluster sizes with 2 or 2–5 
subjects and the large cluster size with 20 subjects. The number of clusters is 100 or 200. 
The searching range of the change point is [0.5, 1.5]. To select m for each simulation, we 
considered q to be 5 or 10. The number of grids is 500 for the small cluster size, and 1000 
for the large cluster size. For example, if the number of grids is 500, then we would search 
through all the points  for j = 0, 1, …, 499. All results are based on 500 
replications and each m out of n bootstrap consists of 150 replicates.
In Table 1, the proposed method provides approximately unbiased estimates for the change 
point ζ = 0.75, and the m out of n bootstrap generates proper coverage rates. When the 
cluster size and/or the number of clusters increase, the bias of the change point estimate and 
the variance estimates decrease. For the m out of n bootstrap (results not shown), the choices 
of m are not influenced by the dependence (moderate vs high dependence) within the 
clusters. However, the choice of m increases as the number of clusters increases. The results 
also show that the estimates for the regression coefficients β are approximately unbiased and 
the confidence intervals using normal approximation generate proper coverage rates for both 
highly and moderately correlated clusters. The finite sample performance of the change 
point estimator is not sensitive to the magnitude of the correlation within the clusters. 
However, the cluster sizes have a substantial impact on the performance of the change point 
estimator. In Table 2, the proposed methods draw the same conclusion for the change point ζ 
= 1 as Table 1. Comparing Table 1 and Table 2, the results show that the finite sample 
performance of the change point estimator is not very sensitive to the change point location.
Table 3 shows that the Breslow-type estimator provides approximately unbiased estimates 
for the cumulative baseline hazard function at failure time 1 and 2. The confidence intervals 
using normal approximation generate proper coverage rates when the cluster size and/or the 
number of clusters increase.
Our second set of simulation studies were aimed at comparing type I error and power of the 
SUP1, SUP3, and SUP11 tests under varying scenarios. We examine the performance of these 
tests with the highly/moderately correlated clusters of size 2 or 2 to 5 with 100 clusters, and 
clusters of size 20 with 50 clusters. We set the true change point to be 1 or 0.75, the grid for 
the SUP1 test to be 1, the grids for the SUP3 test to be {0.5, 1, 1.5}, and the grids for the 
SUP11 test to be {0.5, 0.6, 0.7, …, 1.4, 1.5}. Thus, the SUP1 test is the optimal test if the 
true change point is the same as the pre-assumed change point 1. The regression coefficients 
(β20, β30) are set to (0, 0) for type I error, and (0.2, −0.35), (0.2, −0.27), or (0.2, −0.15) for 
power under the cluster size 2, 2 to 5 and 20, respectively. The results for type I error and 
power are based on 10000 and 1000 replicates, respectively. All the other specifications are 
the same as the first set of simulations.
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Table 4 shows that type I errors of all three tests are close to 0.05, regardless of where the 
true change point is. For the power, the performance of the supremum tests is determined by 
the number of grids and the minimum distance between the grids and the true change point. 
The minimum distance is calculated as the smallest absolute difference between the true 
change point and the grids. For example, when the true change point is 1, the minimum 
distances for all three tests are 0. In this case, the SUP1 test is the optimal test with the 
highest power, while the SUP11 test has the lowest power. This finding is expected because 
the SUP1 test is only evaluated once, while the SUP11 test is evaluated on more grids. When 
the true value is 0.75, these tests have different minimum distances. In this case, the SUP11 
test is the most powerful test among the three tests because it has the smallest minimum 
distance. The SUP1 test has a slightly higher power than SUP3, since both tests have the 
same minimum distance and the SUP3 test is evaluated on a larger set. Consequently, the 
power of the supremum test increases if the minimum distance decreases. Given the same 
minimum distance, the tests based on a smaller set of grids have a slightly higher power.
5. Analysis of Strong Heart Study Data
The SHFS recruited 3665 American Indians (aged 15 and older) from 94 extended families 
in three geographic areas: Arizona, Oklahoma, and Dakota. Each participant attended 
clinical and physical examinations at baseline (2001–2003) and 5-year follow-up (2006–
2009). There are 2315 participants free of diabetes at baseline, among whom 292 developed 
incident diabetes by the end of 5-year follow-up (median survival time=5.4 years). Zhao et 
al. (2014) used a trial-and-error approach and observed that those individuals with LTL less 
than the 25th percentile had a significantly higher risk of developing new diabetes than the 
other individuals. Here, we took a more systematic approach to identify the change point in 
LTL for diabetes incidence.
We included LTL with an unknown change point to be estimated, gender, age, body mass 
index (BMI) (<25 kg/m2, 25 −29.9 kg/m2, and ≥ 30 kg/m2), fasting glucose, total 
triglycerides, and their interactions with the dichotomized LTL (long vs. short) as predictors 
in the Cox marginal hazards model. First of all, we applied the proposed supremum test with 
the robust score statistics to verify the existence of the change point. We set the grids for the 
supremum test to be {0.5, 0.9, 1.3}, which correspond to the lower 5% quantile, median, and 
upper 5% quantile of LTL, respectively. The p-value is 0.002, which is highly significant. 
This indicates the existence of a change point in LTL for diabetes incidence. We next applied 
the two-step procedure to estimate the change point and the m out of n bootstrap with 500 
replicates to generate the 95% confidence interval of the change point. The range for the grid 
search is usually specified to be a wide range of X's support to ensure the inclusion of the 
change point. In some situation, they may be specified based on biological background. In 
our analysis, we used the 1th and 99th quantiles as ζ1 and ζ2 to form the range for the grid 
search. The estimated change point is 0.870 and its 95% confidence interval is [0.834, 
0.907]. Only the interaction between the change point of LTL and total triglycerides is 
statistically significant (p-value = 0.036). We removed the non-significant interaction terms 
and presented the final model as Model 1 in Table 5. The marginal test for the effect of total 
triglycerides among the participants with LTL larger than the change point is highly 
significant with p-value < 0.001. For this group of participants, the increase in the level of 
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total triglycerides results in an increase in the risk of developing incident diabetes. In 
contrast, the marginal effect of total triglycerides among the participants with LTL less than 
the change point is not significant (p-value = 0.583). The hazard ratio of diabetes for shorter 
LTL (< ζ) compared to longer LTL given the mean total triglycerides (147 mg/dL) is 2.476 
[1.866, 3.285]. We verified proportional hazard assumptions for all covariates in Figure 1. 
For categorical variables (leukocyte telomere length, gender, and BMI), we generated plots 
of log of negative log of survival functions versus time, which show parallel trends between 
different levels for each covariate. For continuous variables (age, fasting glucose, and total 
triglycerides), the scattered plots show that the Schoenfeld residuals based on Model 1 in 
Table 5 are evenly distributed on both sides of the reference line, suggesting that the 
proportional hazards assumptions are satisfied for all predictors.
As mentioned before, Zhao et al. (2014) used a trial-and-error approach to find the change 
point. After trying different cutpoints, they located the change point somewhere near the first 
quartile (0.872). Their results are presented under Model 2 in Table 5. Although the ad-hoc 
estimate of the change point is very close to our estimate, their approach did not reveal a 
statistically significant interaction between the change point and the total triglycerides. Thus, 
it could not differentiate the effect of total triglycerides on developing incident diabetes 
among the short and long LTL participants. Based on this ad-hoc estimate, total triglycerides 
did not have a significant effect on developing incident diabetes for both short and long LTL 
participants (p-value = 0.136). In addition, the ad-hoc method cannot provide a confidence 
interval for the change point estimate. In contrast, our approach can estimate the change 
point and corresponding 95% CI.
6. Discussion
Change point effects are commonly seen in regression problems. Although a number of 
approaches have been developed to estimate the change point in linear regression and the 
univariate Cox model, no research has been done for clustered survival data. In this paper, 
we developed for the first time a two-step approach to estimate the change point and a 
testing procedure to verify the existence of a change point for clustered survival data. We 
adopted an adaptive m out of n bootstrap to construct the confidence interval and provided 
an easy way to determine the appropriate m. We proved the asymptotic properties of the 
proposed change point estimator. As shown in our simulation studies, the estimator is 
approximately unbiased and its confidence interval has a good coverage rate.
The motivation of this paper is to estimate the change point of the leukocyte telomere length 
for Type II diabetes. As was mentioned in the Introduction, the Hayflick limit phenomenon 
is the reason to assume a “jump” effect in the leukocyte telomere length for Type II diabetes. 
However, in some situations, there may exist a smooth change in regression coefficients. 
Such models for smooth change in regression coefficients were developed by Gandy et al. 
(2005), Gandy and Jensen (2005), and Jensen and Lütkebohmert (2008). In biomedical 
research, either the “jump” model or the “smooth” model could be plausible, depending on 
the underlying biological mechanism. Our estimation approach can be extended to handle 
the smooth model. However, the asymptotic properties of the smooth model will be very 
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different from the “jump” effect model. For example, the convergence rate in the smooth 
model is no longer 1/n.
In this paper, we considered the change point analysis in the Cox-type marginal hazards 
model with a common baseline hazard function for clustered event data. Our method can be 
readily extended to incorporate non-homogeneous baseline hazard functions in studies 
where the baseline hazards are different for different members in a cluster or for different 
disease types. For the inference procedure, we can adopt the modified pseudo-partial 
likelihood function proposed in Wei et al. (1989). The asymptotic properties need to be 
modified to reflect non-homogeneous baseline hazard functions in the model. The limiting 
distribution of the change point estimator will follow a different compound Poisson process.
The tests for the null hypothesis H0 : β2 = 0,  are applied to verify the existence of the 
change point. Once the existence of the change point is established, we can fit the Cox-type 
marginal hazards model and test the significance of the interaction terms. We can apply the 
score test with the robust covariance estimator to test the null hypothesis . This test 
can be used to determine whether the effects of other risk factors are different before and 
after the change point of the exposure variable.
We applied our methods to estimate the change point of LTL for diabetes incidence in the 
SHFS. Because telomere length is genetically determined (Zhu et al., 2013), it is likely that 
the change point is racial or ethnic specific. Thus, it will be of interest to investigate the 
change point of LTL in other ethical groups. In addition, the change point of LTL is disease-
specific. The estimated change point for LTL may be different for diabetes from that for 
other diseases, such as carotid atherosclerosis. We can apply our methods to identify the 
change point of LTL for other diseases in future studies.
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Refer to Web version on PubMed Central for supplementary material.
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Diagnostic Plots. The log of negative log of survival functions versus time are plotted for 
leukocyte telomere length, gender, and BMI. Schoenfeld residuals are plotted for age, fasting 
glucose, and total triglycerides.
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