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Karlsruhe 2016
This document was created on February 2, 2017
To my mother, Berta Thalhammer, who taught me to finish the things that I start.

Abstract
In recent years, the availability of structured data on the Web has grown and the Web has
become more and more entity-focused. An entity can be a person, a book, a city, etc. In
fact, all of these entities are connected in a large knowledge graph. In consequence, a lot
of data is often available for single entities. However, in its complete form, the data is not
always useful for humans unless it is presented in a concise manner.
The task of entity summarization is to identify facts about entities that are particularly
notable and worth to be shown to the user. A common usage scenario of entity summariza-
tion is given by knowledge panels that are presented on search engine result pages. For
producing summaries, search engine providers have a large pool of data readily available
in the form of query logs, click paths, user profiles etc. This data is not openly available
and emerging open approaches for producing summaries of entities can not rely on such
background data. In addition, at the point of presentation, summaries are usually strongly
tied to the user interfaces of the specific summary providers. This makes it difficult to
compare and exchange summaries of entities. On top of that, the majority of current entity
summarization approaches rely only on one knowledge base (that is often proprietary).
When entity summaries are presented to the user, issues and discussions about trust, nota-
bility, data quality, and objectivity have come up in the recent years. To address this issue,
it is necessary to fuse entity data from different (Web) sources.
In this work, we address the above-mentioned challenges with three main contributions:
1. We propose two lightweight entity summarization approaches that require minimal
background knowledge.
2. We introduce a common API for publishing and consuming entity summaries.
3. We propose an entity-centric data fusion approach that enables an alignment of facts
about entities from multiple open Web sources in a schema-agnostic way.
We evaluated the contributions individually in accordance to state-of-the-art evaluation se-
tups, implemented prototypes, and made different research datasets publicly available. The
outcomes of our experiments lead us to conclude that 1) minimal background knowledge
can be leveraged for producing state-of-the-art entity summaries (as exemplified with Web
link structure and usage data); 2) entity summaries share many characteristics that make a
common entity summarization API feasible (demonstrated with the introduction of an API,
a proof-of-concept implementation, and an empirical analysis); 3) for Web-scale entity
data fusion, two factors can enable robustness against the use of different vocabularies and
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1. Introduction
Decades before the invention of the World Wide Web (in short “Web”), Vannevar Bush
expressed his concerns on how relevant information is lost in the noise of all information;
in his words:
“[...] truly significant attainments become lost in the mass of the inconsequen-
tial.” [Bus45]
In order to address this issue, he suggests an appliance called “memex”: its main ideas
were later reflected by the concepts of Web sites and hyperlinks. Later in his work, he
continues by explaining that the access of the “common record” (i.e., the world’s collected
knowledge) would also encompass a new challenge:
“Thus far we seem to be worse off than before—for we can enormously extend
the record; yet even in its present bulk we can hardly consult it. This is a much
larger matter than merely the extraction of data for the purposes of scientific
research; it involves the entire process by which man profits by his inheritance
of acquired knowledge.” [Bus45]
This led Bush to elaborate on “selection devices” (as they were at the time) and how he
envisioned them for the future. It is interesting that, indeed, for retrieving information
from the Web we make use of modern selection devices—search engines.
Soon after the first Web sites went online people started to create indexes and catalogs
of Web sites. The first of these efforts “The WWW Virtual Library”1 is still available
online. However, with rapid growth of the Web also these indexes became hard to maintain
and navigate. In 1994, this led to the practices of Web crawling (in order to maintain the
index) and keyword search (in order to enable the direct retrieval of matching documents)
which—in their core principles—have not changed since then and are still in place in most
modern search engines.
Thus, many of the indexes of current search engines are based on textual representations.
This naturally also accounts for keyword queries. This circumstance was pointed out as a
flaw by Peter Norvig (Google’s current Director of Research)2 in 2006:
“The only other comparable expansion started in 1456, with the introduction
of the printing press. Fifty years and 15 million books later, the theologian
Sebastian Brant wrote ‘There is nothing nowadays that our children... fail to
know.’
1The WWW Virtual Library – http://vlib.org/, retrieved 2016-07-13.
2As of July 13, 2016.
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Today, 12 years into the era of search engines, we still have not made good
on Brant’s boast. Search engines deliver relevance but knowledge requires
human work.” [Nor06]
Examining the type of queries that current search engines receive, it becomes clear what
Norvig meant: More than 40% of queries that Yahoo receives are focused on one particular
entity3 [PMZ10]. The “knowledge” that Bush and Norvig addressed in their works is the
knowledge about entities. It involves all their aspects and relations to other entities and is
naturally organized in a graph—the knowledge graph.4 This structure, as Norvig pointed
out, is not adequately handled by the text indexing and keyword matching paradigms that
try to optimize the relevance of the retrieved Web sites in which users can seek for the
requested knowledge.
Nonetheless, the knowledge graph has been growing in recent years. There are three main
reasons for that development: First, the capabilities of computers to interpret natural lan-
guage text have been strongly extended (e.g., [CBK+10, DGH+14a]). Second, the limiting
boundaries of relational database schemes are breaking up with the introduction of graph
structures (e.g., [ABK+07, BEP+08, SR13]). Third, newly created information is typi-
cally more fine-grained (e.g., context and provenance information are getting increasingly
important).
The information covered by the knowledge graph is extremely versatile. It covers all kinds
of language/cultural aspects, all levels of importance, and even opinions. Thus, zooming
into a single entity node provides a multitude of individual and shared relations. Moreover,
the knowledge does not stand by itself: its final interpretation by humans, that are primed
by their personal experience (which is not covered by the knowledge graph), creates an
even more unique perspective.
Both, the constant growth of the knowledge graph as well as its versatility pose new
challenges to current information retrieval systems.
1.1. Motivation
Nowadays, when a user searches for an entity with a keyword query (which could be
“pulp fiction”), search engines identify the meaning of the words as an entity within the
knowledge graph (the node that represents the movie “Pulp Fiction”) and directly zoom
into the respective node. They present the entity and its properties and relations to the user
in so-called “knowledge panels” that are similar to the infoboxes5 of Wikipedia. However,
facing the large amount of knowledge that is available about single entities, search engines
3We use the term “entity” to address real world objects or abstract concepts, more specifically: anything
that can be identified (see Section 2.1.1).
4Here, we intentionally pitch the universality of the knowledge graph.




need to address the problem of “selecting general knowledge about an entity”. This is a
non-trivial task that leads us to define our initial problem:
“How do we present knowledge graph entities?”
The naı̈ve solution: A straight-forward solution to this problem is to define fixed property-
patterns (or lenses [PBKL06]) for the presentation of entities specific to each entity type.
An example for such a pattern is:
Movie: title, release date, genre, director, actor
With this method, the movie “Pulp Fiction” would be presented as follows:
• Title: Pulp Fiction
• Release date: October 14, 1994
• Genre: Crime
• Director: Quentin Tarantino
• Actor: John Travolta, Samuel L. Jackson, Uma Thurman, Bruce Willis, ...
Unfortunately, this encompasses a variety of problems: First, this solution is very static.
Once it has been decided that the production company should not be presented for movies,
it will not be shown for any movie. This also affects movies where the production company
is an important property, for example many animation movies produced by the Walt Disney
Company. Second, especially in cross-domain scenarios, the challenge to produce patterns
for every type can be challenging. Eventually, we could define a pattern for the type
“chicken recipe” which includes the property “chicken part”. Third, some entities have
multiple types. An example is Arnold Schwarzenegger, who could be classified either as
a bodybuilder, actor, or politician. With defined patterns, it is difficult to present these
entities in a comprehensive way. Forth, some entity properties can have a high number
of values. For example, Pulp Fiction has more than 47 actors in total; the knowledge
panel would be too full if it presented all actors. A ranking of actors with respect to Pulp
Fiction is not defined in the knowledge graph and the plain pattern-based approach can
either present all actors, or a random selection. We summarize the problems of the naı̈ve
approach as follows.
Problems:
1. The patterns are very static and do not reflect the individual particularities of entities.
2. A pattern needs to be created for each type: automatic approaches are not straight
forward and manual methods may not scale well6.
3. Some entities are of multiple (almost) distinct types with unclear main type.


































































































Figure 1.1.: High-level view on entity summarization: The input involves the knowledge graph
containing the target entity and all of its (incoming and outgoing) relations (the
relations are not ranked—the connecting edges have the same length). The output
involves the target entity and a ranked top-k subset of its relations (shorter edges
indicate higher importance of the relation for the target entity).
Entity Summarization: The problems of the “naı̈ve solution” are addressed by a new
subfield of semantic search7, called “entity summarization”. The main idea is to adapt
the presentation of entities towards their individual properties. This approach avoids
type-based patterns and their accompanying deficits and introduces ranking scores for each
fact about an entity with respect to its individual importance for the entity. With this, we
can present entities without considering their type(s), enabling to focus on each entity
individually. The general process of entity summarization is presented in Figure 1.1.
Our main motivation for working in this field is driven by the need for presenting structured
data about entities in a concise manner. Currently, often myriads of facts are presented
in tables or graphs and often multiple navigational steps are needed in order to retrieve
relevant information. The selection and ranking of facts about an entity can depend on a
number of factors such as the context of a user (e.g., time or location), their preferences
(e.g., if a user likes movies, the presented entity information could relate to movies in
some way), or terms of a search query that complement an entity (e.g., “Pulp Fiction
actors”). Summarization systems that consider one or more of these factors rely on
specific background data such as session information, user profiles, and query logs and are
often heavyweight and highly customized. Although this data is available to big search
engine providers, the need for summaries while lacking such specific—and often privacy-
sensitive—information states an important problem for content providers such as news
publishers, online stores, and other portals. With this thesis, we aim to address this gap
and focus on effective entity summarization with lightweight background information.
6Depending on the use case and the data model, the number of entity types can get very high.
7Semantic search itself is a subfield of information retrieval.
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We further specify the task of entity summarization along the following points:
1. Structured data The summaries of entities take the form of structured feature lists
that are covered by their relations in the knowledge graph. In particular, natural
language summaries are not in the scope of this work.
2. Entity focus Each summary should focus on the individual particularities of the
respective entity. This means that patterns that focus on the classes of the entities
are not considered.
3. Informative/General The produced summaries should be of general nature and
should provide information about the entity. Specializations on users, contexts, or
tasks are not considered.
With these assumptions, we are able to border our notion of entity summarization from the
following related fields:8
1. Textual Entity Summarization Next to fact-based summaries, entity descriptions
can also be created in a textual way. This can be done by a variety of methods that
may or may not use structured data as a basis or support.
2. Entity presentation according to type The goal of this task is to create presentation
patterns for individual types (this is what we previously described as the “naı̈ve
solution”). These presentation patterns mostly include the selection and ranking of
properties with respect to a specific type.
3. User/context/task-specific entity summarization The goal of this topic is to select
features that are relevant to the user as an individual, the user’s context, or a specific
task the user has to solve.
Background: Summaries of entities in context to the Semantic Web were first mentioned
in [GMM03]. In that work, the authors emphasize on the importance “[...] to determine
what relevant data to pull from the Semantic Web.” In May 2012, Google announced a new
product they named the “Knowledge Graph” [Sin12]. In that announcement “get the best
summary” is pointed out as one of three main contributions of the new Google product.
Shortly after Google, other search engine providers like Bing and Yahoo also introduced
own knowledge bases. Commonly, all three search engine providers present facts about
entities in a side panel of their search engine result pages (SERPs). Although little is
known about the details how the summaries of Google, Bing, and Yahoo are generated, the
description in [Sin12] indicates that the search queries of their users play a significant role
for Google:
“How do we know which facts are most likely to be needed for each item?
For that, we go back to our users and study in aggregate what they’ve been
asking Google about each item. For example, people are interested in know-
ing what books Charles Dickens wrote, whereas they’re less interested in
what books Frank Lloyd Wright wrote, and more in what buildings he de-
signed.” [Sin12]
8We provide a more complete overview in Section 2.2.
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Figure 1.2.: Screenshot of qSUM, a program that shows entity summaries for semantically anno-
tated texts.
In general, the systems of Google, Bing, and Yahoo appear to be highly customized
towards the search scenario even though, since August 2015, Bing is moving towards
a “knowledge and action graph API” [Pal15]. The search engine providers often use
a variety of data signals in order to provide summaries [Sin12]. On top of that, the
tight coupling between the actual summaries and the user interfaces make it difficult to
distinguish between customized parts from automatic summaries in the panel. Current
research approaches often only consider the structured data itself as the main driver for
producing summaries (e.g., [SPS10, CTQ11]). In addition, the produced summaries of the
research approaches are often not publicly available (see for example [SPS10, CTQ11]).
This prevents comparison between entity summarization approaches. According to Dong
et al., Google’s knowledge vault only makes small use of structured data on the Web
for knowledge integration and discovery: the portion that is used is restricted to 14
schema.org predicates that are manually mapped to the Freebase ontology [DGH+14a].
Thus, the full integration of structured entity data on the Web—towards the knowledge
graph—is an open challenge.
In the following, we describe a use case scenario in order to motivate the need for flexible
and lightweight entity summarization approaches (Section 1.1.1). Based on the scenario
and the presented background, we identify the central set of problems that are targeted by
this work (Section 1.1.2).
1.1.1. Scenario: Annotated Hypertext
In our scenario, we consider hypertexts that are semantically annotated with named entities.
This means that it was manually (or automatically) defined which parts of the text refer
to which entities. As an example, with annotations, we know that the part “chopper” in
Figure 1.2 refers to the entity dbr:Chopper_(motorcycle).
A client-side application programmed in JavaScript (e.g., qSUM9—see Figure 1.2) retrieves
9See Chapter 4 for more information on qSUM.
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all annotations and sends requests for summaries to a summarization server in case the
user hovers the mouse pointer over one of the entities. The server provides the client with
summaries of the respective entity. The server has limited information about the retrieval
context and the user. However, as a central element, it has access to a knowledge base that
covers information about the entity:
• Knowledge bases consist of factual information about real world entities. This
could be encyclopedic data, product information, user profiles, etc. Knowledge
bases can be considered as fractions of the knowledge graph. Entities from within a
knowledge base are the target of the summarization approach (i.e., the input). The
fact
dbr:Pulp_Fiction dbo:editing dbr:Sally_Menke .
is an example for a fact about the target entity dbr:Pulp_Fiction.
Further, more background information around the entities can be accumulated. We infor-
mally define background information as follows:
• Background information is supplementary data about the entities that is com-
monly not directly covered by the knowledge bases, such as Web links, usage data,
and further external data. This information can be mined and utilized in order
to determine the relevance of facts about the targeted entities. An example for
such background data is the link structure of Wikipedia with respect to the article
dbr:Pulp_Fiction.
In our scenario we focus on two types of background information that cover multiple
aspects of Web mining (link structure and usage data analysis).
1. In addition to the available structured data, the entities can be described in Web
documents (like in Wikipedia). The Web documents of the entities can refer to each
other via hyperlinks. These links can serve as indicators for human associations
which are often subtle—and therefore not directly covered by the knowledge bases.
2. Multiple entities can be consumed by the same user. Parameters of the Hypertext
Transfer Protocol (HTTP), Cookies, and IP addresses can help to identify user
sessions with consumed entities. However, as the server does not receive data about
the annotated texts it is only possible to detect co-occurrences on the session level
but not on the document level.
These descriptions are only two examples of background information that can be used to
summarize entities. Some providers of summarization systems may have more (non-public)
data available while others could focus on specific aspects that are more relevant to the
context in which they are being used. The two examples of background information are




This work covers various aspects around the problem of entity summarization. We present
solutions to the following three sets of problems:
1. How can we provide generic summaries of entities with limited background informa-
tion?
Entity summarization systems often lack sufficient information about the users and
their context. Similar to the cold start problem in recommender systems [AT05] there
is a point where user interactions (such as search queries) are missing for producing
more precise summaries. Still, summaries are necessary and good baselines need
to be established, for example via Web mining [Liu11]. It is unclear which easily
accessible data sources can serve as means for producing entity summaries at a high
quality level.
2. How can we interface entity summaries to machines and users?
Similar to automatic summarization of text, that is independent from font size or
style, automatic summaries of entities can be decoupled completely from presen-
tation. As a matter of fact, summaries in their most basic form are composed by
an entity-centric ranking of triples that is independent of all presentation-related
matters, even the language. As such, summaries can be exchanged, remixed, and
tested by machines with common application programming interfaces (APIs). To
develop standard exchange mechanisms, it needs to be defined which parameters
are essential to produce summaries of entities, how entity summarization systems
receive these parameters, and which data model should be used for the answers of
entity summarization systems. In addition, common user interaction mechanisms
need to be supported.
3. How can we integrate data about entities from different Web sources?
Information about many entities is published in accordance to the Linked Data
paradigm. In many cases the same information about the same entity can be found
at different sites. However, the data is often modeled with different vocabularies
which offer different data representation granularities (i.e., whether more context
is available or not). The entity-centric fusion of structured data available on the
Web modeled with different vocabularies at different granularities poses a new and
important challenge.
1.2. Research Questions and Contributions
In the following, we introduce three main research questions that will be addressed in
this work. Each of the research questions focus on one of the problems mentioned in
Section 1.1.2.
Research Question 1. How can we effectively summarize entities with limited background
information?
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This research question divides into two sub-questions:
Research Question 1.1. How can we use link analysis effectively in order to derive
summaries of entities?
Link analysis is used in many areas in order to gain additional insights about the importance
of Web sites [Liu11]. We try to answer the question whether this also applies for entity
summarization. In particular, we aim to analyze the link structure of Wikipedia (which
covers many entities) in order to gain additional insights on entities, their importance, and
their relevance for another.
Research Question 1.2. How can we use usage data analysis effectively in order to derive
summaries of entities?
The analysis of usage data is wide-spread in the field of Web mining [LMN11] with
applications for recommender systems and popularity measures. We investigate whether
techniques from recommender systems (i.e., k-nearest neighbors) can be utilized to identify
important facts about entities. The main idea is that characteristic facts could be shared
between neighboring entities.
The next research question focuses on sharing entity summaries:
Research Question 2. Is there a minimum set of re-occurring/common features of entity
summarization systems that allows us to provide a generic API?
Although a variety of entity summarization systems has been developed, few operate as a
Web service. We identify patterns that are reoccurring in online published summaries and
define an abstract interface that enables efficient sharing and reuse of entity summaries.
The final research question focuses on mining similar facts across RDF knowledge bases:
Research Question 3. How can we align duplicate/similar facts about Linked Data
entities on the Web?
Much of the information about single entities is reoccurring as structured data on the Web.
Thus, an important step for entity summarization is to identify similar or redundant data
about the same entity. We propose an entity-centric processing pipeline that enables to
identify similar facts stated in different sources (even if they are modeled in different
ways).
The contributions of this work are centered around the three research questions. In the
following, we will outline the paths of the proposed solutions for the individual research
questions.
Contribution 1 – Research Question 1.1 : We investigate different link analysis
methods that have proven effective for ranking and exploratory search in the past.
We demonstrate that a combination of these methods outperforms state-of-the-art





















Figure 1.3.: Overview of the contributions of this thesis: link-analysis-based (1 – Research Ques-
tion 1.1) and usage-data-based (2 – Research Question 1.2) entity summarization,
a common application programming interface (API) for entity summarization (3 –
Research Question 2), entity data fusion (4 – Research Question 3). The dashed border
of the box of Contribution 4 indicates that this step is optional.
Contribution 2 – Research Question 1.2 : We demonstrate that data about linked
data usage, such as consumption or rating, can help to establish intrinsic similarities
between entities of the same type (nearest neighbors). This knowledge can be used
to acquire information about the most common predicate-object pairs that are shared
between an entity and its neighbors.
Contribution 3 – Research Question 2 : We provide requirement analysis, a data
model, and an interaction model for the RESTful exchange of Linked Data entity
summaries. We verify the feasibility of the presented data and interaction models in
an empiric study.
Contribution 4 – Research Question 3 : We provide a system that enables the auto-
matic investigation of different sources for Linked Data facts about entities, align
these facts, identify their most common representation, and provide an estimate about
how important these facts are for the target entity with a measure about redundancy
and reliability across sources.
Figure 1.3 visualizes the four contributions and their interplay. The two entity summa-
rization approaches (Contribution 1 and Contribution 2) in the center take input from
knowledge bases and output the summaries through a uniform API (Contribution 3). As
different knowledge bases often contain the same information, a data integration approach
can help to identify redundancies for multi-source entity summarization approaches (Con-
tribution 4). In case the entity summarization approaches rely only on a single source, this
step is not necessary (indicated in the figure with a dashed border).
1.3. Previous Publications
Several parts of this work have been published before.
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additional reading (i.e., they directly relate to the topic of this thesis):10
• John Domingue, Nelia Lasierra, Anna Fensel, Tim Kasteren, Martin Strohbach, and
Andreas Thalhammer. New Horizons for a Data-Driven Economy: A Roadmap for
Usage and Exploitation of Big Data in Europe, chapter Big Data Analysis, pages
63–86. Springer International Publishing, Cham, 2016. [book chapter]
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1.4. Impact
The work presented in this thesis has been used successfully in real-world scenarios.
For example, the xLiMe project11 was using entity summaries in their semantic search
interface.
The author of this thesis was also involved in organizing the successful workshop se-
ries “International Workshop on Summarizing and Presenting Entities and Ontologies
(SumPre)”. This workshop series covers different topics around entity summarization.
The past proceedings of this workshop series are [CGT+16] (SumPre 2015) and [TCG16]
(SumPre 2016).
The work [TS15] was nominated for the Best Paper Award at the International Conference
on Web Engineering 2015 (ICWE 2015).12 The work [TR16a] was awarded the Best Demo
Award at the International Conference on Web Engineering 2016 (ICWE 2016).13
The author’s work on the “DBpedia PageRank”14 dataset (see Section 3.1.6) has received
attention by the research community. This has led to various adoptions of the dataset
(documented in [Kul15, RSP15, DVBV+16, vEMP+16] and others). In addition, since
DBpedia version 2015-04, the DBpedia PageRank scores are included in the official
DBpedia SPARQL endpoint. The dataset was also used for teaching purposes at the
10Note: Both of the referenced works did not undergo a strict peer review process.
11xLiMe project – http://xlime.eu/, retrieved 2016-07-12.
12ICWE 2015, Best Paper Candidates – http://icwe2015.webengineering.org/program/
best-paper-candidates/, retrieved 2016-07-12.
13ICWE 2016, Best Demo Award – http://icwe2016.webengineering.org/program/
posters.html, retrieved 2016-07-12.
14DBpedia PageRank – http://people.aifb.kit.edu/ath/#DBpedia_PageRank, re-
trieved 2016-07-12.
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Massive Open Online Courses “Knowledge Engineering with Semantic Web Technologies
2015”15 and “Linked Data Engineering”16 that were both conducted by Harald Sack.
1.5. Guide to the Reader
This thesis is structured in six chapters that include the introduction, one chapter with
foundations/state of the art, three chapters with the main contributions, and one chapter
that concludes this work.
• Chapter 2 provides foundations for the main concepts that are used in this work.
This chapter is split into two main parts: 1) the foundations; 2) the state of the art.
• Chapter 3 introduces two different entity summarization approaches based on the
respective background information settings.
The chapter is split into two parts: 1) the contribution to link-analysis-based entity
summarization; 2) the contribution to usage-data-based entity summarization.
• Chapter 4 introduces our work on a common API for entity summarization.
The chapter focuses on client-server interaction as well as exemplified user interfaces
and according implementations.
• Chapter 5 presents our work on entity data fusion.
We demonstrate how we derive, analyze, and mine facts from different sources and
create clusters of similar facts (from different sources) about specific entities.
• Chapter 6 concludes this work and provides an overview about the integration of the
individual contributions as well as open topics.
15Knowledge Engineering with Semantic Web Technologies 2015 – https://open.hpi.de/
courses/semanticweb2015/, retrieved 2016-07-12.




2. Foundations and State of the Art
In this chapter, we present the fundamental technologies and the state of the art with respect
to the overall context of this thesis.
We introduce the main idea of the Semantic Web and its implementing recommendations
and best practices in Section 2.1. Section 2.2 covers the definition and the state of the art
of entity summarization, its related fields (and their differences to entity summarization),
and an overview at the end.
2.1. The Semantic Web
The vision of the Semantic Web was born and has been carried on since the mid 1990s [DB95,
LSR96, FDES98, SBF98, Las98, FHLW00, BLHL01]. In 2001, Berners-Lee et al. de-
scribed the vision of the Semantic Web as follows:
“The Semantic Web is not a separate Web but an extension of the current one,
in which information is given well-defined meaning, better enabling computers
and people to work in cooperation.” [BLHL01]
The main idea of the Semantic Web is to annotate existing Web structures (i.e., HTML
pages) with semantic markup in order to enable a better understanding of their content for
machines (such as search engines) that, in turn, would help users with the retrieval and
filtering of information. In its original form, methods and systems for deriving new facts
from already existing knowledge on the Web were given a key role (i.e., ontologies, formal
specifications, and reasoners) [FDES98]. These approaches later moved to the background
in favor of efforts that attempted to “[...] bootstrap the Web of Data by identifying existing
data sets that are available under open licenses, converting these to RDF according to the
Linked Data principles, and publishing them on the Web.” [BHBL09] (i.e., the Linked
Data movement).
2.1.1. The Resource Description Framework
The following description of RDF should be regarded with reference to the World Wide
Web Consortium (W3C) recommendations [CWL14] and [FPSH14].
The Resource Description Framework (RDF) is an abstract data model that is used to
describe knowledge in a graph-based way. The main components of RDF are nodes; in
particular Internationalized Resource Identifiers (IRIs) [DS05], literals, and blank nodes.
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The RDF language—that is defined upon these three types of nodes—resembles a strongly
simplified version of natural language: its structure includes the terms subject, predicate
(also called property), and object. Subjects are IRIs or blank nodes, predicates are IRIs,
and objects are IRIs, blank nodes, or literals. A single connection of subject, predicate,




A set of triples forms an RDF graph where IRIs and blank nodes can be used multiple
times either in the subject or object position. The IRIs of predicates can also occur in
multiple triples (in all positions).
RDF is an abstract data model because it allows for a variety of concrete RDF syntaxes,
for example RDF/XML [GS14] or the Terse RDF Triple Language (Turtle) [PC14]. These
syntaxes are also called serializations. In many serializations, like Turtle and N-Triples,
full IRIs are put into pointed brackets “<” and “>” and literals are surrounded by double
quotes “"”. In these syntaxes, triples are terminated by a full stop.
Like URIs (Uniform Resource Identifiers) [BLFM05], IRIs are used in order to identify
resources but, in contrast to URIs, also allow for direct inclusion of international characters
in the respective identifiers (IRIs are a generalization of URIs: IRIs additionally support
Unicode characters while URIs are restricted to ASCII characters). An example for an IRI
is as follows:
http://dbpedia.org/resource/Pulp_Fiction
We define resources (that are identified by IRIs/URIs) in accordance to Berners-Lee et
al.:
“A resource can be anything that has identity. Familiar examples include an
electronic document, an image, a service (e.g., ‘today’s weather report for Los
Angeles’), and a collection of other resources. Not all resources are network
‘retrievable’; e.g., human beings, corporations, and bound books in a library
can also be considered resources.” [BLFM05]
We will discuss the difference between network-retrievable resources and those which are
not network-retrievable in Section 2.1.4. At the current point, we want to assert that a
resource can be any identifiable thing. Blank nodes are used for producing anonymous
nodes when coining a new IRI is not intended by the creator.
The term “entity”—one of the main themes in this work—is related to resources and triples:
“[...] an entity is synonymous with the Subject of an RDF Triple.”1 When we speak about
entity summarization we mean a summary of an RDF graph that is formed around an
entity. As a matter of fact, in these cases, an entity often occurs in the subject position of
1Definition of “Entity” in the Linked Data Glossary – https://www.w3.org/TR/2013/NOTE-
ld-glossary-20130627/#entity, retrieved 2016-05-27.
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the involved triples. However, as the given directionality of a triple is usually arbitrary,2
we extend the above definition such that the IRI that identifies an entity can also occur
in the object position of a triple. Therefore, we use the term “entity” synonymously with
“resource” (see above for a definition of “resource”).
Literal values are information snippets that have a data type, for example string, date,
integer, etc. (as known from programming languages). An example for a literal is the
date
1994-10-14 (http://www.w3.org/2001/XMLSchema#date).
Literals consist of two parts: their lexical form and their data type IRI. To define the data
type by using IRIs provides the option for defining own data types. However, in active use
are mostly the data types defined by XML Schema [PGM+12]. If the data type is of type
language string (i.e., http://www.w3.org/2001/XMLSchema#langString), a
third component, a language tag in accordance to [PD09] is added to the literal. Language
tags, for example “en”, describe the language in which the human reader should interpret
the lexical form. For example, the word “chef” has different meanings in English and
German. In some syntaxes, neither data type IRI nor language tags are necessary for
correct parsing. In such cases, the data type IRI can then be inferred to be of data type
string.3 In the Turtle and N-Triples serializations, literals can be denoted as follows:
• "John Travolta" (has data type string)
• "John Travolta"@fr (has data type langString, is in French language)
• "1994-10-14"ˆˆ<http://www.w3.org/2001/XMLSchema#date>
Often IRIs that are defined by a single creator (a person or a organization) start with a
common part. When referring to this common part of the IRIs the term “namespace” has
been established.4 In different RDF serializations, the namespaces can be defined to be
reduced to prefixes that can be used together with the rest of the IRI separated by a colon.
For example if the prefix dbr is defined for http://dbpedia.org/resource/ the
above IRI can be denoted as dbr:Pulp_Fiction. The same holds for dbo that stands
for http://dbpedia.org/ontology/. An example for a triple, denoted in Turtle,
making use of the according namespaces is stated as follows:
dbr:Pulp_Fiction dbo:director dbr:Quentin_Tarantino .
Blank nodes are denoted in a similar way, but with an underscore “_” instead of a name-
space; for example _:S.
A set of IRIs with a common namespace is called a vocabulary, particularly in cases
where the nodes defined by the IRIs help to structure the represented knowledge (e.g., by
defining IRIs for predicates). The RDF standard provides a vocabulary to provide the basic
structures of the data model [FPSH14]. Additional vocabularies such as, RDFS [BG14]
2Tim Berners-Lee: “Backward and Forward links in RDF just as important” – http://dig.csail.
mit.edu/breadcrumbs/node/72, retrieved 2016-06-12.
3i.e., http://www.w3.org/2001/XMLSchema#string.
4Namespaces in RDF were adopted from the according XML specifications [BHLT06].
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(see Section 2.1.2), are commonly used for the further organization of knowledge. In more
formal, logic-oriented contexts vocabularies are also called ontologies. In this work we
treat the terms vocabulary and ontology synonymously.
One of the main features of RDF is that the data is self-describing. This means that the
vocabulary elements (e.g., predicates) are themselves described in RDF. As such, the
predicate of the above-given example is used in the subject position in other triples where
more information about its meaning is retrievable (e.g., a human-readable description of
the predicate in one or more natural languages).
2.1.1.1. Complex Relations in RDF
RDF serves the natural intuition of expressing direct relations between any two nodes
(i.e., resources/literals/blank nodes under consideration of the mentioned restrictions, for
example a literal can not be in the subject position of a triple). However—in many real-
world settings—relations can involve more than two nodes, in particular when additional
context is provided. An example for such a context is:
John Travolta played the role Vincent Vega in the movie Pulp Fiction.
There exist multiple ways to model complex relations in RDF. The three most important
ones are the following:
Reification (vocabulary) The definition of RDF includes multiple terms for reifica-
tion [BG14]. These are: rdf:Statement, rdf:subject, rdf:predicate,
and rdf:object. With this vocabulary, it is possible to identify an RDF statement
with an own node (IRI or blank node) and include the resource that identifies the
statement in other statements. In consequence, with the reification vocabulary, the
above example can be modeled with the following four triples:
_:S rdf:subject :Pulp_Fiction .
_:S rdf:predicate :actor .
_:S rdf:object :John_Travolta .
_:S :role :Vincent_Vega .
N-ary relations In a W3C Working Group Note5 it is outlined that relations that involve
more than two nodes could be modeled with an additional node that represents the
relation itself (i.e., the starring relation) that connects all involved binary relations in
an unambiguous way. In consequence, with n-ary relations, the above example can
be modeled with the following three triples:
:Pulp_Fiction :starring _:S .
_:S :actor :John_Travolta .
_:S :role :Vincent_Vega .
5Defining N-ary Relations on the Semantic Web – http://www.w3.org/TR/2006/NOTE-swbp-
n-aryRelations-20060412/, retrieved 2015-10-20.
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By using the blank node _:S, it is made clear that the respective node describes
a relation which connects multiple resources. However, in many implementations
these nodes receive static IRIs and are marked as “relation nodes”. In [EGK+14],
the process of introducing an additional node that identifies the relation/statement is
referred to as “reification”. As such, n-ary relations can be regarded as a reification
option.
Named graphs RDF triples form a graph. If additional context needs to be added, the
graphs in which specified sets of triples occur can be given names. This leads to the
notion of “named graphs”.6 A triple that is contained in a named graph is extended by
a forth component, the graph name. The resulting structures are called “quadruples”
or—in short—“quads”. The name of a graph can be an IRI or a blank node. An
RDF dataset consists of (zero or more) named graphs and one default graph that
does not have a name. In consequence, with named graphs, the above example can
be modeled with the following quad/triple combination:
:Pulp_Fiction :actor :John_Travolta _:S .
_:S :role :Vincent_Vega .
In this case, _:S is the name of the graph in which the triple :Pulp_Fiction
:actor :John_Travolta is located.
Nguyen et al. suggest an additional method for modeling complex relations that is called
“Singleton Properties” in [NBS14]. The main idea is to add the additional context with
the help of a newly defined predicate per n-ary relation. A comprehensive overview about
modeling complex relations is provided in [HHK15].
2.1.2. RDF Schema
RDF Schema (RDFS) [BG14] is a vocabulary that enables to introduce more structure
for knowledge that is represented in RDF. The namespace of RDFS (used with the prefix
rdfs) is:
http://www.w3.org/2000/01/rdf-schema#
The main concept that is introduced by RDFS is rdfs:Class. It enables grouping
of resources that belong to one class. Basic examples for classes are films, actors, and
persons. All things that belong to one class are called its “instances”. In order to describe
that something is an instance of a class we use the rdf:type predicate. An example for
the use of classes is as follows:
:Film rdf:type rdfs:Class .
:Person rdf:type rdfs:Class .
:Actor rdfs:subClassOf :Person .
6RDF 1.1: On Semantics of RDF Datasets – https://www.w3.org/TR/2014/NOTE-rdf11-
datasets-20140225/, retrieved 2016-05-11.
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:Pulp_Fiction rdf:type :Film .
:John_Travolta rdf:type :Actor .
The example shows that the rdfs:subClassOf predicate enables to define hierarchies
of classes: every instance of the subclass is also an instance of the super class. As this
knowledge is not stated explicitly—but can be inferred—there exist different reasoning
systems that derive new knowledge from according RDFS definitions.
More semantics can be defined for predicates, in particular their domains and ranges. For
example the predicate :starring has the following domain and range:
:starring rdfs:domain :Film
:starring rdfs:range :Actor
Another important extension is provided by the predicate rdfs:label. This predicate is
used for providing human-readable representations of IRIs and blank nodes. An example
for the use of rdfs:label is as follows:
:John_Travolta rdfs:label "John Travolta" .
Labels are literals that are usually of data type string or langString. Labels are commonly
used for the human-readable rendering of data modeled in RDF.
2.1.3. SPARQL Query Language
The SPARQL Protocol and RDF Query Language (SPARQL) [W3C13] defines a protocol
and language for querying RDF data. While the protocol covers many additional parts—
such as an interaction protocol, service discovery, and federated queries—we lay our focus
on the main aspects7 of the query language. The SPARQL query language [HS13] enables
to retrieve data from an RDF graph with patterns that are matched against it. It provides
four types of queries:
“SELECT – Returns all, or a subset of, the variables bound in a query pattern match.
CONSTRUCT – Returns an RDF graph constructed by substituting variables in a set of
triple templates.
ASK – Returns a boolean indicating whether a query pattern matches or not.
DESCRIBE – Returns an RDF graph that describes the resources found.” [HS13]
These SPARQL query types are commonly supported by special graph databases that
support RDF storage. These databases are called triplestores. Commonly, triplestores
support the above query types that use RDF concepts such as IRIs, prefixes, literals, literal
data types, and language tags for the specification of query patterns. Variables in patterns
start with a question mark, for example ?s. As an example, the query pattern
:Pulp_Fiction :starring ?o .
7With the introduction of SPARQL 1.1, new features such as aggregation and subqueries were introduced
in the query language. The reader is kindly referred to [HS13].
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SELECT ?l ?d WHERE {
wd:Q104123 wdt:P161 ?o . # starring in Pulp Fiction
?o wdt:P569 ?d . # their dates of birth
?o rdfs:label ?l . # their labels
FILTER (LANG(?l) = "en" ) . # filter labels for English
}








matches every triple that has subject Pulp_Fiction and predicate :starringwhile
?s ?p ?o .
matches all triples. Multiple patterns are separated by dots (“.”) that combine them in an
AND logic (i.e., all defined patterns need to match). Next to pattern restrictions, also filter
conditions that focus on one or more specific variables of the query can be applied. Each
result that matches the set of triple patterns is also validated against the constraints defined
by the filters. Often, filters are applied for matching (parts of) literals, their data types, or
languages. An example for a filter is:
FILTER REGEX(str(?o), "Quentin") .
This filter rule for the (previously assigned) variable ?omatches IRIs or literals that contain
the string “Quentin”. The used regular expression language is based on regular expres-
sions of XML Schema [PGM+12]. A typical SPARQL SELECT query is exemplified in
Listing 2.1 and its result is exemplified in Table 2.1.8
The results of a SELECT query are of tabular format where the selected variables form
the heading. In contrast, CONSTRUCT queries define graph templates with the defined
variables either to extract a subgraph of the current RDF graph or to create a new graph to
specify new connections between the selected nodes. Illegal RDF triples, such as literals
as a subject, can not be constructed (and, as such, are not included in the resulting RDF
graph). An example for a SPARQL CONSTRUCT query is as follows:
8The query can be executed at https://query.wikidata.org, retrieved 2016-04-13.
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PREFIX foaf: <http://xmlns.com/foaf/0.1/>
PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
CONSTRUCT { ?s rdf:type foaf:Agent }
WHERE { ?s rdf:type foaf:Organization }
The query manually performs the inference step that—in an automatic system—would be
triggered by the following triple of the FOAF Vocabulary:9
foaf:Organization rdfs:subClass foaf:Agent .
The ASK query type returns a single boolean value, that is either TRUE or FALSE. For
example, the following query checks whether any triple exists in the triplestore:
ASK {?s ?p ?o}
Similar to CONSTRUCT, the SPARQL DESCRIBE query type retrieves a graph. However,
this query type returns information about specified resources and/or about resources that




WHERE {?s rdfs:label "Quentin Tarantino"@en}
This query describes the resource dbr:Pulp_Fiction as well as every resource ?s
that is matched by the provided pattern. Descriptions can also include triples that do not
involve the specified or matching resource as a subject or object. The decision about which
triples should belong to the graph that describes a resource is not formally specified and
depends on the implementation of the triplestore. Generic implementations do not rely on
any predefined vocabulary or context and commonly use a variant of Concise Bounded
Descriptions10 [HS13].
2.1.4. Linked Data
Linked Data is RDF data that is published in accordance to specified principles. These
principles are described in a design issue note by Tim Berners-Lee that was first published
in 2006. In their latest form, the Linked Data principles are stated as follows:
1. “Use URIs as names for things
2. Use HTTP URIs so that people can look up those names.
3. When someone looks up a URI, provide useful information, using the standards
(RDF*, SPARQL)
9FOAF Vocabulary Specification – http://xmlns.com/foaf/spec/, retrieved 2015-11-17.
10Concise Bounded Description – http://www.w3.org/Submission/CBD, retrieved 2015-11-
17.
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4. Include links to other URIs. so that they can discover more things.” [BL06]
Since RDF 1.1 [CWL14], instead of URIs the more general IRIs are used in the data
model. We adopt this generalization also for Linked Data. The idea of Linked Data is
to identify resources with IRIs and to publish RDF descriptions of the resources at the
locations of these IRIs. The RDF information that is retrieved about the resources usually
involves triples that contain unknown IRI nodes (different from the requested one) that are
themselves retrievable via HTTP. In this context, particular semantics are involved when
the description of one resource asserts that it is the same as another resource. For this, the
following predicate is commonly in use to make such statements:
http://www.w3.org/2002/07/owl#sameAs11
Statements using this predicate indicate that the IRI of the subject can be used interchange-
ably with the IRI of the object and vice versa (the resources are equal).
Linked Data uses the established Web technology HTTP as a vehicle to share RDF-
structured data.12 Two main questions need to be addressed in this context:
1. How does Linked Data comply with the established structures of the World Wide
Web (WWW), where most users expect to retrieve HTML documents or images
rather than RDF by looking up IRIs?
2. How can we distinguish between the IRIs of RDF documents and those of the
real-world entities, that they describe?
There exist multiple solutions for both questions. The first question can be solved by content
negotiation [FR14], more specifically with the HTTP protocol header field “Accept”. With
this field, the requesting client can specify the preferred media type of the server’s answer.
As such, common Web browsers usually request the text/html media type from a
server. An application for which structured RDF data is more useful than HTML can
use the HTTP accept header in oder to ask the server for example for a Turtle [PC14]
representation of the resource by setting
Accept: text/turtle
in the request header. In fact, with this field, a client can give multiple options to the
server (separated by a semicolon), commonly starting with the most preferred one. As an
alternative (or in addition), the server could deliver RDF data inside an HTML presentation,
for example with hidden span or script tags. For that, currently multiple structured
data markup languages such as RDFa13, microdata 14, or JSON-LD [SKL14] are actively
11The predicate stems from the Web Ontology Language (OWL) that is a description-logics-driven
extension of RDF and RDFS.
12We also refer to Linked Data as “structured data on the Web” troughout this thesis.
13RDFa 1.1 Primer - Third Edition – http://www.w3.org/TR/2015/NOTE-rdfa-primer-
20150317/, retrieved 2015-11-24.
14HTML Microdata – http://www.w3.org/TR/2013/NOTE-microdata-20131029/, re-
trieved 2015-11-24.
23




Figure 2.1.: Subset relation between resources and information resources.
used and supported by major search engines.15 The following example is an HTML







The structured data markup languages enable to deliver RDF and HTML data with a single
response in an HTML document while the content negotiation mechanism delivers one of
the two. However, the two methods are orthogonal and can be simultaneously implemented
by a Linked Data server.
The second question aims at the distinction between real-world objects/abstract concepts
and RDF documents that are describing them. In general, as the term “Internationalized
Resource Identifier” suggests, everything can be a resource. This includes things in the
physical world (like the person “Quentin Tarantino”) or abstract concepts (like the concept
of a “movie”). In addition, every RDF document is a resource itself. In this context,
RDF documents are resources of which “[...] all of their essential characteristics can be
conveyed in a message”; in consequence they are called “information resources” [JW04].
Figure 2.1 visualizes the subset relation between resources and information resources.
Resources that are not information resources are called “non-information resources”. The
W3C Interest Group Note “Cool URIs for the Semantic Web”17 emphasizes this difference
and proposes two solutions that enable a clear distinction between information resources
and non-information resources. The first solution includes the introduction of hash IRIs18.
While the information-resource (i.e., the RDF document that describes “Pulp Fiction”),
can be found at
http://example.com/movies/251719
15“Focusing on microdata seemed like a pragmatic decision at the time. For some time now we have been
supporting multiple syntaxes, specifically including RDFa and JSON-LD.” Source: https://schema.
org/docs/faq.html#14 , retrieved 2015-11-24.
16schema.org – http://schema.org, retrieved 2016-07-28.
17Cool URIs for the Semantic Web – http://www.w3.org/TR/2008/NOTE-cooluris-
20081203/, retrieved 2015-11-30.
18In the referenced publication the authors refer to URIs. We generalize to IRIs in order to comply to
RDF 1.1.
19The top-level domain http://example.com is reserved for documentation purposes (see http:
//www.iana.org/domains/reserved, retrieved 2016-07-03). We use it for that in the course of
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the non-information resource (the IRI that means the movie itself) would be
http://example.com/movies/2517#pf.
At the point of retrieval, the two IRIs are the same as the part that starts with the hash
symbol would be truncated by any HTTP client. The retrieved RDF content can include




This means that the information resource licenses all RDF data that it offers as public
domain. Additional RDF triples retrieved from the IRI can include triples about non-




As such, an information resource may include triples about itself but may also provide
triples about non-information resources. In this scenario, the IRIs of the non-information
resources include the #-symbol and are called “hash IRIs”.
The second option for distinguishing between the describing document and the actual thing
is to use HTTP 303, See Other redirects. The idea is to identify, for example, the
non-information resource “Pulp Fiction” with http://example.com/id/2517 that,
if requested by the client in Turtle [PC14] syntax (see above for content negotiation), returns
a 303 redirect to the information resource http://example.com/ttl/2517 where
a description of the movie is available in Turtle format (and potentially also information
about the information resource). In this case, the redirect of the server tells the client that
the requested resource is a non-information resource and that a description of it can be
found at the provided location (i.e., an information resource). If the provided information
resource is requested directly, the response code would be 200, OK and the client can
infer that the retrieved resource (in this case http://example.com/ttl/2517) is
an information resource. The IRIs of the non-information resources do not include the
#-symbol and are called “slash IRIs”.
2.1.4.1. Linked Data Adoption and Conformance
Linked Data has found adoption in different commercial and non-commercial sectors.
As an example, different Linked Data publishers provide IRIs for the entity “Quentin
Tarantino”:
• IMDb20: http://www.imdb.com/name/nm0000233
this work and also introduce the according prefix: PREFIX ex: <http://example.com/>.
20Internet Movie Database (IMDb) – http://www.imdb.com/, retrieved 2016-07-01.
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However, with respect to the adoption of the Linked Data technologies the recommenda-
tions described in the current section are not always implemented. In particular, sites such
as IMDb and schema.org do not distinguish between information and non-information
resources. Similarly, The New York Times implements an individual solution that suggests
that the non-information resource is an information resource. It is noticeable that this
accounts mostly for non-information resources that have slash IRIs. In such cases, a 303-
redirect strategy would be necessary. One reason for not implementing 303-redirects might
be practicability, as—according to the deprecated standard [FGM+99]—a HTTP 303,
See Other “[...] response MUST NOT be cached [...]”. Although this standard, and
likewise the according prohibition, was obsoleted in June 2014 by [FR14], many HTTP
clients and servers still implement this rule. This may become an issue for a server when
many clients are consuming the same type of data (e.g., in the case of a vocabulary like
schema.org) repeatedly within a short time frame. Accordingly, the respective servers
could be overloaded. Another reason for not implementing the 303-redirect strategy might
be the complexity of the workflow, especially if it is combined with content negotiation. In
consequence, Linked Data clients should not rely on clear distinctions between information
resources and non-information resources. However, either with or without redirects, the
finally delivered RDF document should provide triples that include the originally requested
IRI in the subject or object positions.
A complete survey on linked data conformance, focused on the core principles, is provided
by Hogan et al. [HUH+12].
2.1.5. RDF Knowledge Bases
The Oxford dictionary defines the term “knowledge base” with the following two op-
tions:
“1 A store of information or data that is available to draw on.
2 The underlying set of facts, assumptions, and rules which a computer
system has available to solve a problem.”21
Both definitions could fit our case (as they are intersecting in the “making sense of data”
part), but we use the term more in the second sense, as we do not emphasize on the
technical aspects of storing the information (which could be any triplestore) but rather use
facts (or, more correctly factoids)—materialized in an RDF graph—and according rules
to solve a problem. We distinguish (RDF) knowledge bases from the knowledge graph
(motivated in Chapter 1) in the sense that we interpret the knowledge graph as the union of
21Oxford dictionary definition of “knowledge base” – http://www.oxforddictionaries.com/
definition/english/knowledge-base, retrieved 2016-08-01.
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all externalized knowledge, while individual (RDF) knowledge bases only cover parts of
it.
Before and around the time of the inception of the Linked Data movement in 2006, a
number of approaches were started in order to create and maintain cross-domain RDF data.
The approaches could be coarsely separated into extraction-based and user-generated ones
but, in general, such knowledge bases are maintained in a semiautomatic manner. We
will briefly introduce the main aspects and the short histories of DBpedia, Freebase, and
Wikidata. These knowledge bases are used and referenced in the further chapters of this
work. There exist further knowledge bases such as Yet Another Great Ontology (YAGO)
and OpenCyc. For an extensive survey and an in-depth comparison we refer the reader to
Färber et al. [FBMR17].
DBpedia The DBpedia knowledge base [ABK+07] was originally introduced in a joint
research effort by Auer et al. in the beginning of 2007.22 The idea of DBpedia was
to create an RDF knowledge base by using mappings in order to extract structured
knowledge from Wikipedia, in particular from its infoboxes23 [AL07]. The vocabu-
lary (the “DBpedia ontology”) and the according mappings are maintained manually
in a community effort. As the data is mostly created from table-like structures, the
DBpedia ontology does not make use of concepts like reification or n-ary statements.
As of version 2015-10, the DBpedia knowledge base extracted from English Wikipe-
dia includes 1.1 billion RDF triples and the data from all utilized Wikipedia projects
(other language editions and projects such as Wikipedia Commons) together involves
8.8 billion triples.24 DBpedia includes many links to other cross-domain and domain-
specific knowledge bases such as Wikidata and GeoNames25 (among others). The
DBpedia project operates a public endpoint at http://dbpedia.org/sparql
where DBpedia can be queried with SPARQL (see Section 2.1.3). DBpedia publishes
its data in accordance to the Linked Data principles: it offers content negotiation as
well as RDFa inside the HTML; it distinguishes information resources from non-
information resources with a 303-redirect strategy (see Section 2.1.4). Commonly




22First email in the “dbpedia-discussion” mailing list by Sören Auer on March 09, 2007 –
https://sourceforge.net/p/dbpedia/mailman/dbpedia-discussion/thread/
45F0A6D1.20908%40informatik.uni-leipzig.de/#msg1377189, retrieved 2016-04-29.
23“An infobox is a fixed-format table designed to be added to the top right-hand corner of articles to
consistently present a summary of some unifying aspect that the articles share and sometimes to improve




25GeoNames – http://www.geonames.org/, retrieved 2016-05-03.
26DBpedia SPARQL endpoint, predefined namespace prefixes – http://dbpedia.org/sparql?
nsdecl, retrieved 2016-05-02.
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Freebase The development of Freebase [BEP+08] was announced in March 2007 by
the company Metaweb Technologies which was founded by William Daniel Hillis,
Robert Cook, and John Giannandrea in 2005.27 The principle of Freebase was to
maintain an open knowledge base via a combination of active users and bots. Later,
in 2008 during his keynote at the 7th International Semantic Web Conference in
Karlsruhe,28,29 co-founder John Giannandrea announced Freebase’s RDF service as
a new data source published in accordance to the Linked Data principles.30 The used
namespace was:
PREFIX fb: <http://rdf.freebase.com/ns/>
In addition to the direct RDF data export, Freebase offered a query service that
was based on its own Metaweb Query Language.31 The main difference to the
effort of DBpedia was that Freebase was created to be a directly writable knowledge
base for users and included versioning at the entity level. In addition, further facts
such as data from Wikipedia or GeoNames were included and maintained by a bot
infrastructure. Unlike Wikipedia (implicitly DBpedia) and Wikidata, Freebase did
not have a notability policy.32,33,34 The Freebase data model made strong use of
n-ary statements (in Freebase called “Compound Value Type”).35 As of May 2016,
the Freebase data export consists of 1.9 billion triples.36 On December 16, 2014 the
Google Knowledge Graph team announced the discontinuation of Freebase in order
to encourage the use of Wikidata37 and on May 2, 2016 the Freebase site and the
Freebase APIs were shutdown.38
Wikidata Wikidata was started as a new Wikimedia project at the German branch of
the Wikimedia foundation (Wikimedia Deutschland) on October 30, 2012 and was
27The New York Times on March 09, 2007: Start-Up Aims for Database to Automate Web Searching –
http://www.nytimes.com/2007/03/09/technology/09data.html, retrieved 2016-05-03.
287th International Semantic Web Conference, keynote announcement – https://km.aifb.
kit.edu/conferences/iswc2008/program/information-on-keynotes/john-
giannandrea/index.html, retrieved 2016-05-03.
29AV recording of John Giannandrea’s keynote at the 7th International Semantic Web Conference –
http://videolectures.net/iswc08_giannandrea_fowdw/, retrieved 2016-05-03.
30Email by Yves Raimond to the mailing list of the W3C Semantic Web Education and Outreach In-
terest Group Community Project – https://lists.w3.org/Archives/Public/public-lod/
2008Oct/0047.html, retrieved 2016-05-03.
31Metaweb Query Language – http://wiki.freebase.com/wiki/MQL, retrieved 2016-05-03.
32Wikipedia Notability – https://en.wikipedia.org/w/index.php?title=
Wikipedia:Notability&oldid=715150424, retrieved 2016-05-03.
33Wikidata Notability – https://www.wikidata.org/w/index.php?title=Wikidata:
Notability&oldid=313507467, retrieved 2016-05-03.
34“Freebase has no ‘notability’ requirement: topics about any subject are welcome, independent of
how widely known it is.” Source: http://wiki.freebase.com/wiki/Notability, retrieved
2016-05-03.
35Freebase’s Compound Value Types – http://wiki.freebase.com/wiki/Compound_
Value_Type, retrieved 2016-05-03.
36Source: – https://developers.google.com/freebase/, retrieved 2016-05-04.
37Google Knowledge Graph team on Google Plus – https://plus.google.com/
109936836907132434202/posts/bu3z2wVqcQc, retrieved 2016-05-03.
38Email by Jason Douglas to the “Freebase Discuss” mailing list – https://groups.google.com/
d/msg/freebase-discuss/WEnyO8f7xOQ/VucJKFVhBAAJ, retrieved 2016-05-02.
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initially funded by the Allen Institute for Artificial Intelligence, the Gordon and
Betty Moore Foundation, and Google [VK14]. Similar to Freebase, Wikidata targets
users as key contributors for factual knowledge. In addition several bots and tools
are in place that support the creation and curation of facts (e.g., the Primary Sources
Tool described in [PTVS+16]). Wikidata follows a notability policy.29 As of August
2015, the Wikidata knowledge base has 66 million RDF triples [PTVS+16]. The
used data model makes use of n-ary relations (in the referenced work by Erxleben et
al. called “reification”) but also includes simplified, direct relations [EGK+14].
Since September 2015, Wikidata officially maintains a query service that is available







All resources described in Wikidata are published online in accordance to the Linked
Data principles [EGK+14] with content negotiation and 303 redirects (see Sec-
tion 2.1.4).
2.2. State of the Art
In this part, we will first describe entity summarization (Section 2.2.1) before we move to
the commonalities and differences to the related fields (sections 2.2.2 to 2.2.9). In addition,
the chapters 3 to 5 include further related-work subsections that focus on the specific
context of the respective contributions.
2.2.1. Entity Summarization
The idea to provide human users with interfaces for browsing and editing RDF data
exists since RDF and RDFS became W3C standards (e.g., [NFM00]) and also before,
when other knowledge representation languages were in use (an overview about such
efforts is provided by Duineveld et al. [DSW+00]). The field of entity summarization has
emerged from different research efforts and contributions. It mainly has its roots in the
field of semantic search where Guha et al. introduced the concept of “augmenting search
with data” [GMM03] in context to the TAP knowledge base, built by researchers of the
Stanford University, IBM Almaden, and W3C. Back then, in 2003, they provided a system
that augmented Google search results with data from TAP. Interestingly, this interface
had strong resemblance to today’s knowledge panels provided by major search engine
39Email by Dan Garry to the Wikidata mailing list – https://lists.wikimedia.org/
pipermail/wikidata/2015-September/007042.html, retrieved 2016-05-10.
29
2. Foundations and State of the Art
providers (see Figure 2.2). In the related publication, Guha et al. also mentioned the task of
“determining what to show” [GMM03] as one of the key challenges to be solved. However,
since then, the field that we now interpret as “semantic search” has strongly been focused on
enhancing the text-based components of the search process with semantic counterparts (see
Section 2.2.4). This lead further efforts that targeted the challenge of “determining what
to show” to refer to the problem of “entity summarization” [SPS10, CTQ11, TTRVF12].
Yet, we regard entity summarization as a subfield of semantic search.
We define the main characteristics of an entity summarization system as follows:
Input IRI of an entity, k—the maximum number of facts to be shown, the knowledge
base(s) that include(s) a description of the entity.
Output A top-k selection of triples that involve the input entity (in the subject or object
position of the triple).40
Entity focus Summaries of an entity should focus on facts that describe the entity best.
In particular, the facts of the summary should be selected under the consideration
of all related concepts (other resources or literals) and connecting predicates of a
specific entity. That is, we do not consider approaches that treat entity presentation
on the more abstract level of classes (see Section 2.2.2 for more details).
Type Summaries can be of two basic types [Man01]:
1. Extract: The content of this type of summary is contained in the original source.
In the case of entity summarization, this means that all presented triples of the
output are also contained in the input knowledge base. This type of summary
is the most common in entity summarization (and also in text summarization).
2. Abstract: An abstract summary contains material that is not covered by the
source. In the case of entity summarization, this means that new triples are gen-
erated in the course of the entity summarization process. Abstract summaries
can include aggregates such as “number of written and directed movies: 9”.
Purpose Entity summaries can be designed towards specific purposes. At the time of
writing, the following purposes are documented:
1. Informative/General: Summaries should provide information about the input
entity. A typical use case is the “Search Engine Result Page” (SERP) scenario,
where summaries are presented in the form of a knowledge panel next to a
search result (in such cases, the entity is typically identified as the main subject
of the query). This type of entity summary has two subtypes:
a) Relevance-oriented: Summaries are focused on the values (i.e., the con-
nected resources). The importance of the connected resource and the
relevance for the target entity is prioritized. In this setting, a complete
summary could involve only one predicate (in combination with different
40We simplify with the assumption that relevant related resources and literals always have a direct link
to the input entity. Complex relations (see Section 2.1.1.1) can be stated in more basic, directly-connected
forms by dropping the provided context.
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Figure 2.2.: An early draft on keyword search results augmented with semantic data. Screen-
shot of https://web.archive.org/web/20030106032059/http://
www.w3.org/2002/05/tap/semsearch, retrieved 2016-05-20. An annotated
version of this screenshot was presented in [GMM03].
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related resources), if the respective resources are deemed more important
than others with different predicates.
b) Diversity-oriented: Summaries focus more on presenting a diverse selec-
tion of predicates (i.e., the type of relation). Repetitive lists of the same
type of relation (e.g., “starring Uma Thurman; starring John Travolta;
starring...”) are avoided in this setting. Instead, diversification of the
predicates aims at providing a more complete overview of an entity.
2. User/context/task-specific: Summaries can be specific to the user’s preferences
or interests, to specific user contexts such as time or location, or to specific
tasks that the user needs to solve.
In the following we describe entity summarization approaches in accordance to their
purpose. It has to be noted that, to the best of our knowledge, all current approaches
perform extractive entity summarization.
2.2.1.1. Relevance-Oriented Entity Summarization
The PRECIS algorithm (originally by [KSI06] in application to relational databases),
presented by Sydow et al. [SPSS10], uses edge weights in the knowledge base in order
to compute relevance-oriented summaries. The approach is based on Dijkstra’s algo-
rithm [Dij59] in its shortest-path tree variant: the k-sized summary of the result is filled up
by the traversed shortest paths of Dijkstra’s algorithm. A small user study is provided in
this work that is later extended with a comparison to the DIVERSUM method by the same
authors [SPS11, SPS13] (see Section 2.2.1.2).
Cheng et al. introduce RELIN [CTQ11], an entity summarization approach that combines
relatedness and informativeness-based centrality. The approach works with features that
are denoted by predicate-object pairs of entities. Relatedness and informativeness are
both string measures that are applied on features with respect to the combined labels of
the predicate and object. The measures are used to derive probabilities for a “relational
move” (relatedness) or an “informational jump” (informativeness) from one feature to
another. The two probability models are then used in a random surfer model, similar
to the PageRank [BP98] algorithm, for computing the rank values of individual features
incrementally. The goal of RELIN is to provide entity summaries in accordance to a blend
of relatedness and informativeness. The experiments include a quantitative as well as
a qualitative evaluation where RELIN is compared to the baselines OntoSum [ZCQ07]
and Random. The authors demonstrate that the summaries are better than the introduced
baselines and conclude the work by emphasizing that “[...] the results are still far from
perfect” [CTQ11] and by presenting potential directions for improvement.
In different blog posts [Sin12, Pun12, Bro12], Google researches, engineers, and managers
introduce and detail on the features of the Google Knowledge Graph. In [Sin12], Singhal
introduces the Google Knowledge Graph with the slogan “things, not strings”. As one
of the three main features of the Google Knowledge Graph, the author describes entity
summarization in the paragraph titled “get the best summary”. The description of the
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summary method suggests that the system determines relevance from search engine queries
and/or click feedback: “[...] we go back to our users and study in aggregate what they’ve
been asking Google about each item” [Sin12]. The method of query analysis is not
generally applicable for entity summarization, as the amount of user queries and click
feedback available to Google forms a specific scenario. Similar to our work on usage-
based entity summarization [TTRVF12], the Google summaries were enabled to explain
specific relations between the target entity and related entities that are covered by a
recommendation engine [Pun12] (i.e., the “People also search for” suggestion box in entity
search results)41.
2.2.1.2. Diversity-Oriented Entity Summarization
Sydow et al. introduce DIVERSUM, “[...] the problem of k-limited diversified entity
summarisation in knowledge graphs” in [SPS10]. The authors draw a direct relation to the
field of search result diversification (i.e., [AGHI09]) and adopt the concept of maximizing
the probability of providing at least one relevant document within the top-k diverse results
(given an ambiguous query). The approach follows a greedy algorithm that adds triples in
accordance to the following features: “[...] (first) novelty (arc label not present in the result
yet), (second) popularity (arc multiplicity) and (third) importance (arc weight)” [SPS10].
Given the “novelty” feature, the method quickly exhausts the hop-1 candidate space (i.e.,
all triples which involve the target entity) and the method stops before k results are reached.
As a solution, the author extend the candidate set to hop-m (with m ≥ 1) consecutively
until k results are reached [SPS10]. In effect, the result does not contain only triples but
also paths that include multiple triples. In the preliminary experiments, the approach is
exemplified to produce better summaries than a non-diverse baseline with the entity “Tom
Cruise”. This work was later on extended by [SPS11, SPS13] where DIVERSUM was
compared with PRECIS [SPSS10], a diversity-oblivious algorithm (see Section 2.2.1.1).
The evaluation of the algorithms is shaped towards the movie domain and involved expert-
based assessments as well as crowd-sourced experiments. The results suggest that the
DIVERSUM algorithm was favored over the PRECIS approach.
Gunaratna et al. present FACES, another diversity-aware approach to entity summariza-
tion [GTS15]. The system has two stages: 1) partitioning the feature set and 2) ranking the
features within the partitions. The main idea is to partition the predicates of triples of the
target entity into semantically diverse clusters (called “facets”) of predicates by using an
adaptation of the COBWEB algorithm [Fis87]. In order to determine semantic similarity
for strings (i.e., the labels of the predicates), the authors use WordNet [Fel12] hyponyms.
For each cluster, the set of contained triples is afterwards ranked with a tf-idf-related popu-
larity measure on the object. The authors conduct a quantitative and a qualitative evaluation
in which they demonstrate that their system provides better results than RELIN [CTQ11]
and SUMMARUM [TR14]. In a later contribution [GTSC16], the authors extended the
approach of FACES to FACES-E, where two main extensions were introduced: relating
literal values to RDFS classes in order to include literal values in the summaries; an
extended scoring approach that is also used for ranking clusters against each other (by
41As of March, 2016.
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Figure 2.3.: Screenshots of the Google Knowledge Graph summaries of the Japanese (left, https:
//google.jp, retrieved 2016-03-26) and the US (right, https://google.com,
retrieved 2016-03-26) versions of the entity “John Travolta”. The Japanese version
covers different features than the US version (e.g., the body height).
averaging the individual rank scores of the triples within a cluster). In the evaluation the
authors show superiority of the FACES-E approach over RELIN [CTQ11].
2.2.1.3. User/Context/Task-Specific Entity Summarization
The Google Knowledge Graph entity summarization system was introduced in Sec-
tion 2.2.1.1. After the inception of the product [Sin12], Google extended their approach by
contextualizing its Knowledge Graph results with respect to the individual culture of the
country where the search is triggered from [Bro12]. As an example, the body height of
people is a much more sought-after feature in Japan than in the United States.42 As a result,
when showing summaries of people, this feature is more often covered by the Japanese
version of a Google knowledge panel than it is shown in the respective US version (see
Figure 2.3).
Cheng et al. followed up on their initial work on RELIN [CTQ11] (see Section 2.2.1.1)
and re-focused their work towards entity co-reference resolution [XCQ14, CXQ15a]
and human-centered entity linking [CXQ15b]. In [XCQ14], the authors show that their
approach COMPSUMM enables almost 2.7–2.9 times faster manual entity co-reference
resolution in the case of two created disambiguation datasets (DBpedia–LinkedMDB and
DBpedia–GeoNames) than without summaries. The COMPSUMM approach combines
measures on commonalities, differences, informativeness, and diversity with an adapted
heuristic approximation [YWC13] of the binary quadratic knapsack problem [Pis07]. A
special focus of the contribution is laid on the effects of including/excluding the measures
42Casey Newton: “How Google is taking the Knowledge Graph global” – http://www.cnet.com/
news/how-google-is-taking-the-knowledge-graph-global/, retrieved 2016-03-16.
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on commonalities and differences: it is shown that the inclusion of both measures brings
advantages for manual entity co-reference resolution in terms of accuracy and speed. Cheng
et al. later extended this work in [CXQ15a], where they introduce the COMPSUMM
extension C3D and its different presentation variant C3D+P. Similar to COMPSUMM,
C3D focuses on the combination of a set of four features: “[...] common, conflicting,
characteristic, and diverse ones” [CXQ15a]. The authors report about a user study on the
DBpedia–LinkedMDB and DBpedia–GeoNames datasets, where C3D and C3D+P were
shown to bring major improvements over non-summarized entities (alphabetical order),
RELIN [CTQ11], a C3D variant, and COMPSUMM [XCQ14] in terms of the accuracy
and speed in manual entity co-reference resolution.
The task of entity linking is different from entity co-reference resolution: While in entity
co-reference resolution the task is to create “same as”-relations between entities (both
identified by their IRI), entity linking is the task of relating text fragments to entities
(commonly identified by their IRI). Usually, in such settings, the text fragments are
already recognized to represent an entity and a set of candidate entities are proposed. The
selection of the appropriate candidate can be performed manually by human users. As such,
Cheng et al. [CXQ15b] propose entity summarization for the task of human-centered entity
linking. The approach combines characteristic, contextual, and differential summaries. The
harmonic mean of characteristic and contextual summaries is incorporated with differential
summaries in the form of an adapted heuristic approximation [YWC13] to the binary
quadratic knapsack problem [Pis07] (similar to [XCQ14] and [CXQ15a]). The evaluation
was performed in an extrinsic (time and accuracy of subjects given entity linking tasks)
and intrinsic way (direct comparison of summaries of the individual methods given entity
linking tasks). The results of both evaluations suggest that the described combination of
the approaches outperforms individual variants, non-summarized entity descriptions, and
RELIN [CTQ11].
2.2.2. Entity Presentation Based on Class Summaries
Entities can also be presented in accordance to summaries of their classes. While, in
some works this is also called “entity summarization” [BUNN15, NPG+17], the focus on
the individual particularities of an entity is not given. In consequence we consider this
method as a specific type of ontology summarization (see Section 2.2.3) rather than entity
summarization. The task of class-summary-based entity presentation is usually split into
two subtasks:
Subtask 1: Determine the most relevant class that the target entity instantiates, for
example [TSW11, BBH15].
Subtask 2: Use the top-k relations of the identified class to present the target entity, for
example [BUNN15, NPG+17].
Subtask 1 can be regarded as entity summarization in a very specific scenario: restriction
to rdf:type relations in a top-1 setting. Subtask 2 can be considered as a class-centric
ontology summarization problem (see Section 2.2.3) in which an individual RDFS class
is summarized in accordance a fixed number of predicates (to be shown). The authors
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of [BUNN15] suggest the following basic method: select the most specific class of an
entity in the rdfs:subClassOf hierarchy that the entity has as rdf:type; select
top-k predicates according to the number of occurrences in triples with instances of
the selected class. The authors of [NPG+17] implement a similar approach but use the
frequency of “encyclopedic knowledge patterns” (that are derived from Wikipedia) instead
of the frequency of triples. Alahmari and Thom propose a similar approach by suggesting
a type (given an ambiguous entity query), selecting attributes for a type, and ranking
the attributes in accordance to the type [ATM14]. Similarly, Lee et al. mine different
data sources in order to provide “typicality” scores for attributes (i.e., predicates) with
respect to provided concepts (i.e., classes) [LWWwH13]. Homoceanu and Balke [HB15]
define the concept of “typicality” with models from cognitive psychology in the field
of family resemblance. Their ARES system identifies typical attributes that should be
presented for an entity, given a class and an entity as input parameters. Accordingly,
similar to [BUNN15] and [NPG+17], the system is based on a measure that uses the
overlap of occurring predicates of instances of a class as an indicator for typicality. The
reverse approach is taken in [SRP15]: Given an entity and a class, the approach identifies
which features are not shared with other individuals of the same class. Combined with
measures of Subtask 1, this approach would qualify as an entity summarization approach
(see Section 2.2.1) as the selected predicates would be specific for each entity. Assaf et
al. [AATC14] present a reverse engineering approach for the Google knowledge panel and
derive four to six predicates that are shown in 98% of the cases with respect to a specific
class. The Fresnel display vocabulary by Pietriga et al. [PBKL06] enables to specify which
predicates (and the respective objects) should be presented for a class (these views are
called “lenses”). In addition, formats can be defined that relate lenses to Cascading Style
Sheets. An in-depth discussion of Fresnel is provided in Section 4.5.
The presentation of entities with respect to class summaries can be considered as a com-
plementary method to entity summarization. It focuses on aspects such as “typicality” of
predicates for specific classes. On the positive side, this type of system could be perceived
as comforting as it presents expected predicates in relation to a class. However, there
are two drawbacks that are respectively related to each of the two subtasks: For Subtask
1, it is often hard to choose the most relevant class. This is the case, for example, if a
career of a person changed multiple times such as the one of Arnold Schwarzenegger,
for whom the classes :Bodybuilder, :Actor, :Politician could each fit as the
“main class”. Related to this is also the question which attributes should converge to
classes and which ones should not. For example: Should :Politician be an own class
with rdfs:subClassOf :Person or otherwise be modeled as a potential attribute
of a :Person with the predicate-object pair :profession :Politician. This
question is partially answered by Noy and McGuinness with the first rule for ontology
design decisions:
“There is no one correct way to model a domain—there are always viable
alternatives. The best solution almost always depends on the application that
you have in mind and the extensions that you anticipate.”[NM01]
This makes Subtask 1 strongly dependent on the original use case of the vocabulary.
Eventually, by using class summaries, the original use case of the vocabulary then also
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Figure 2.4.: Screenshots of entities in Yahoo’s Knowledge Graph (https://www.yahoo.com,
retrieved 2016-04-07). The presented attributes of the entities are similar to selections
that are produced in accordance to class summaries.
has an effect on the presentation of the instances of its classes. With respect to Subtask 2,
once the main class is determined, the selection of attributes is fixed and no variations are
possible. An example for such a fixed setting is presented in Figure 2.4, where we present
two screenshots of Yahoo’s Knowledge Graph43. The selected attributes for the two (very
different) movies are identical and in the same order. However, it would have made sense
to include the production company for “Snow White” as it was the first feature film of Walt
Disney Animation Studios. In contrast, some of the presented attributes, such as budget,
might not be perceived as very important by many users. Finally, a class-summary-based
entity presentation needs to implement additional ranking measures in the cases where a
predicate occurs with (potentially many) different objects.
2.2.3. Ontology Summarization
The field of ontology44 summarization is mainly motivated by the need for a (fast) decision
making process on the question whether an ontology is suitable for an application or
not [SGPD+04]. The idea is to identify a few key terms (classes and predicates) of an
ontology that are representative with respect to its potential application areas. In order
to summarize ontologies, Zhang et al. define “RDF sentences” in order to account for
43Nicolas Torzec: “Yahoo’s Knowledge Graph” – http://semtechbizsj2014.semanticweb.
com/sessionPop.cfm?confid=82&proposalid=6452, retrieved 2016-04-07
44Please note: we use the terms “ontology” and “vocabulary” synonymously in this work (see Sec-
tion 2.1.1).
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blank-node connectedness and RDF Sentence Graphs [ZCQ07]. The connections between
the RDF Sentence Graphs are then used as an input graph for centrality measures (such
as PageRank [BP98]) each applied respectively with MMR [CG98] re-ranking. The final
ranking enables to provide top-k summaries of ontologies. Penin et al. [PWTY08] adopt the
notion of RDF Sentence Graphs and produce snippets of ontologies with respect to a given
query. The authors introduce a semantic similarity measure for RDF sentences in order
to reduce redundancy. Peroni et al. [PMd08] make use of a variety of different heuristic
measures such as “global popularity” in order to extract key concepts of an ontology.
The different measures are combined to a final score via linear combination. A more
recent, instance-based approach to ontology summarization is presented by Troullinou et
al. [TKDP15]: the authors combine the concepts “relevance” and “coverage” in an new
algorithm that also accounts for the number and distribution of instances with respect to
the vocabulary terms.
The field of ontology summarization is different from entity summarization in two main
points: First, rather than descriptions of real world objects, descriptions of abstract
concepts—formalized as a vocabulary—are summarized. Second, entity summarization
is topic-bound (the topic is the entity) while ontology summarization is document-bound
(the document contains the description of the ontology). Summaries of specific classes
(see Section 2.2.2) can be regarded as a connecting piece between entity summarization
and ontology summarization.
2.2.4. Semantic Search
Semantic search was originally defined to benefit Web search by addressing two main
challenges [GMM03]: 1) augment Web search results with data from the Semantic Web;
2) extension of the textual retrieval components of a search engine by semantic features.
The first of these challenges can be split up into three main tasks:
“Denotation: We need to determine the concept denoted by the search query,
if any.
What to show: We need to determine what relevant data to pull from the
Semantic Web.
Presentation: We need to appropriately format the data/triples for inclusion
in the search results.” [GMM03]
The entity summarization problem addresses the second of the above tasks. However, much
of the related work in the field of semantic search has been focused on the first task (deno-
tation/entity retrieval/entity identification) and, more generally, on the second of the above
challenges (extending the textual retrieval components by semantic features) [THS09].
This becomes more clear with the following statement:
“There exist a wide range of semantic search solutions targeting different tasks
- from using semantics captured in structured data for enhancing document
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representation [...] to processing keyword search queries and natural language
questions directly over structured data [...].” [BHH+13]
Hence, the problem of retrieving entities or sets of entities given a keyword query has been
very prominent in the field and was also the target of the Semantic Search Challenge in
201045 and 201146. A comprehensive overview about both challenges and participating
systems is provided by Blanco et al. [BHH+13]. In general, entity retrieval systems are
split up into two components: 1) internal index of the entities; 2) functions for the matching
of keyword queries and the ranking of results [BHH+13]. For example, in Yahoo’s entity
retrieval system [BMV11], Blanco et al. combine adapted versions of the BM25F [RZ09]
ranking model and the MG4J [BV05] indexing approach and achieve an improvement of
+42% over the best result of the Semantic Search Challenge 2010.
Although entity summarization is a subfield of semantic search [GMM03], a large frac-
tion of semantic search research has been focused on the enhancement of text process-
ing elements with semantic technologies [BGMD08, GMDW09, GMDW10, TMWG11].
However, in keyword search scenarios, the output of the entity retrieval step (i.e., a unique
identifier for the entity: an IRI) can serve as one of the necessary input parameters of entity
summarization systems.
2.2.5. Faceted Search
Faceted search enables flexible user navigation that is independent from the creator’s
intentions (that are reflected by static category trees or site maps) and independent from
the data’s representation in the storage layer [MB03]. The dimensions include categories
that can be orthogonal (e.g., color, style), organized in hierarchies (e.g., brand, series),
and single or multi-valued (e.g., mother, sibling) [EHS+02, YSLH03]. This way of
browsing is often used in combination with traditional keyword search that act as additional
filters [HEE+02].
With respect to the Semantic Web, a variety of faceted search interfaces have been devel-
oped. The graph structure in the storage layer and the direct use of predicate-object pairs
as a notion for categories make it easy to implement according interfaces. For the Muse-
umFinland project, Hyvönen et al. define rules to map predicate-object pairs and according
hierarchies to categories that are used for faceted browsing [HMS+05]. In contrast, Oren
et al. propose an automatic mechanism to construct and rank facets [ODD06]. The authors
use a weighted combination of predicate measures such as balance, object cardinality,
and predicate frequency in order to determine their navigational value. In later research
efforts with respect to facets over RDF data, the creation, selection, and inter as well as
intra-ranking of facets received further attention. For example, Wagner et al. [WLT11]
introduce the notion of a facet tree for RDF data and define metrics for the ranking of
facets. The idea is that browsing should be supported by gradual steps and that related
45Semantic Search Challenge 2010 – http://km.aifb.kit.edu/ws/semsearch10/, retrieved
2016-04-12.
46Semantic Search Challenge 2011 – http://km.aifb.kit.edu/ws/semsearch11/, retrieved
2016-04-12.
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queries should result in similar sizes of the result sets. With VisiNav [Har10], Harth also
defines facets for search over RDF data. An discussion of the approach is provided in
Section 4.5.
Another aspect of faceted search that relates to entity summarization is the presenta-
tion of aggregated previews of facets. Similar to [SRP15] (see Section 2.2.2), Dash et
al. [DRM+08] introduce measures on interestingness and unexpectedness. However, in-
stead of measuring these values for specific entities in relation to their class [SRP15], the
authors of [DRM+08] perform these analyses on aggregated values of facets, in order to
dynamically select, rank, and present the facet in context to keyword queries.
Faceted search can be considered orthogonal to entity summarization: In faceted search,
the facets are the central elements and entities are retrieved and ranked in accordance
to the selected categories. In contrast, entity summarization is centered around specific
entities and their features are ranked with respect to the target entity. For example, in
entity summarization, the ranking of the actor list of “Pulp Fiction” is specific to the entity
and the ranks of the individual actors can change when another movie with the same
actors is browsed. However, the presentation of facts about an entity can trigger further
browsing and answer questions such as “which other movies do have John Travolta as
an actor?”. Such predicate-object pairs are similar to categories in faceted browsing and
can be used for exploration as, for example, done in [KVV+07]. In addition, the dynamic
aggregation approach presented in [DRM+08] could be extended and used as a foundation
of an abstractive entity summarization approach.47
2.2.6. Ranking RDF Data
The general ranking of RDF data is related to entity summarization. In this part, we focus
on approaches that have a direct relation to entity summarization. A broader survey about
ranking in RDF datasets is provided by Roa-Valverde and Sicilia [RVS14].
Query-independent ranking of RDF data can focus on two general dimensions: it can target
triples or quads as a whole or their individual parts, i.e., subject, predicate, object, and
context. In many cases, it is possible to transform from the ranking scores of the parts to
scores for triples or quads as the scores of the parts can be normalized and then added up.
In the reverse direction, ranking scores of triples or quads can be used to provide average
scores for individual IRIs or literals.
One of the earlier approaches for ranking RDF data was provided by Ding et al. in context
to the Swoogle system [DFJ+04, DPF+05]. The underlying ranking algorithm OntoRank
is a variant of the original PageRank algorithm [BP98] where non-uniform probabilities are
used in the random walk model (similar to [BYD04]): the probability of switching from one
resource to another is influenced by a weight that is assigned to the connecting predicate.
In addition, the ranking model of OntoRank assumes that an agent that retrieves one
ontology also browses all referenced ontologies and therefore alters the probability model
for such resources [DPF+05]. Another centrality-based measure was introduced by Hogan
47See Section 2.2.1 for more information about the “extract” and “abstract” entity summary types.
40
2.2. State of the Art
et al. [HHD06]. The approach follows a variant of the PageRank algorithm and extends
the ranking of resources by the ranking of contexts. Similarly, Harth et al. introduce the
concept of “naming authority”, compute PageRank on the level of pay-level domains, and
use the derived scores as a base for assigning scores to all resources [HKD09]. A similar
two-layered, centrality-based approach is followed by Delbru et al. [DTC+10]. Franz
et al. introduce TripleRank, a tensor-based approach for ranking RDF triples [FSSS09].
Similarly, also based on tensor decomposition, TOPDIS is presented by Harth and Kinsella
in [HK09]. Both approaches assign ranks to full triples/quads rather than producing scores
for individual resources. A more detailed overview of TripleRank and TOPDIS is provided
in Section 3.1.5. Dali et al. present a variety of measures that are combined via a learning
to rank approach [DFDM12]. This includes various statistics on RDF data, two centrality-
based measures, and ranking scores from external sources and datasets. The authors train
their model with gold standard rankings and, for the case of DBpedia and YAGO, with
rankings derived from the number of views of the according Wikipedia article.
Rankings over RDF data can serve as a basic entity summarization system: considering
one target entity, according triples (in which the target entity occurs) can ranked with
respect to the scores of the connected resources (as we have shown with our SUMMARUM
system [TR14]). In optimal cases, however, the scores of a triple should depend on the
strength of the connection where the focus should be on relevancy/diversity aspects or
further context for describing the target entity (see Section 2.2.1).
2.2.7. Entity Recommendation
The field of entity recommendation in Linked Data is closely related to exploratory search
systems [MG14]. That is, depending on the concrete task, entity recommendation systems
can be interpreted as exploratory search systems and vice versa.
In [Pas10] Passant introduces dbrec, a linked-data-based entity recommendation system
for the music domain. The main idea is a similarity measure (called “Linked Data Seman-
tic Distance”) that measures the distance between two entities based on statistics about
connecting predicates and nodes. Similarly, Waitelonis and Sack introduce different heuris-
tics for measuring connectedness between resources in order to implement exploratory
search for videos [WS11]. Both systems take one entity as an input and return a list of
recommended entities as output. Two research papers with authors from Yahoo tackle
the problem of entity recommendation in Web search (e.g., “related people”, “related
movies”, etc.) [vZGMS10, BCMT13]. There, the Spark approach [BCMT13] is built on a
learning to rank approach that considers a variety of signals that enables entity recommen-
dation. Other search engines, such as Google, use collaborative filtering approaches for
recommendations, i.e., they provide “People also search for ...” lists along with the entity
summaries [Pun12].
A main difference between entity recommendation and summarization system is that rec-
ommender systems do not require a direct or indirect relation between the items (although
such relations can be used for explaining recommendations [HG12, TM15] or for cross-
domain recommender systems [Hox14]). In addition, the main intent of recommender
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systems is to point users to items that are unknown to them but relevant to browse or
click. Thus, these systems require to keep track of user profiles. In contrast, the purpose
of general entity summarization systems is mainly to inform the user about an entity. We
assume that entity recommendation and entity summarization are partly intersecting when
entity summaries are user-specific and cross-domain entity recommendations are explained,
in particular via direct relations. However, there are still distinguishing points such as the
inclusion of literals (that are not covered by recommender systems).
2.2.8. Ranking and Summarization in Databases
The database research community has also addressed entity search and according sum-
maries. Balmin et al. [BHP04] introduce ObjectRank, a system that assigns authorities to
database entries in accordance to an authority flow that is predefined in a “authority transfer
schema graph”. The system was designed for keyword search and the ranks are computed
iteratively at runtime. PopRank by Nie at al. [NZWM05] and EntityRank by Cheng et
al. [CYC07] integrate entity records from data-rich Web pages, also referred to as “Web
databases”, and introduce according ranking measures. The Précis system by Koutrika
et al. provides a semi-automatic approach to create a natural language descriptions of
database objects by traversing multiple relations [KSI06]. The approach uses manually
assigned weights on the schema for ranking the individual records.
Most similar to entity summarization are the efforts by Fakas et al. [Fak08, FC09, Fak11,
FCM11, FCM14, FCM15] who approach the problem of “size-l object summaries” for
relational databases. Originally introduced in [Fak08], the workflow is described as
follows [Fak11]: 1) textual elements are indexed that enables to identify relevant tuples
in a keyword search; 2) in accordance to the schema, the identified relevant tuples are
extended in a tree structure over multiple relations; 3) affinities between relations and
attributes are computed; 4) the summary is constructed; 5) the elements of the summary
are ranked. In their recent work [FCM14, FCM15], Fakas et al. introduce the aspects of
versatility/diversity and the automatic selection of the size parameter l.
In most cases, the approaches to ranking and summarization from the database community
involve the schema terms and according distances. Therefore, the according rankings
depend on the quality and consistency of the schema and are naturally restricted to specific
domains. However, as relational databases are the prevalent method of storing and retriev-
ing information, the presented efforts are a valuable improvement over manually designed,
static queries. We regard Linked Data entity summarization as an improvement over these
methods, as it enables summaries without limiting domain or proprietary borders.
2.2.9. Automatic Natural Language Text
Summarization/Generation
Automatic text summarization systems use one or more natural language texts as an input
and provide a short textual summary. The main types of systems are extractive or abstractive
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(we adopted this notion for describing entity summarization systems, see Section 2.2.1).
The field has a long tradition (see for example Luhn’s work published in 1958 [Luh58])
and various hundreds of research papers have been published accordingly. An in-depth
textbook describing the field is provided by Mani [Man01] and a more recent survey by
Lloret and Palomar covers the state of the art in text summarization [LP11]. Most related
to entity summarization are the sub-fields of “survey summaries” and “query-focused”
summaries, if the provided texts and queries focus on a single entity. Unfortunately, in
most cases the technologies are very different from the ones used in entity summarization
and a direct relation can not be drawn. However, there are different approaches that make
use of semantic graphs for text summarization.
Leskovec et al. propose to extract a graph structure from textual documents and use
support vector machines to extract sub-graphs that are then used for extractive text sum-
marization [LGMF04, LMFG05]. A similar approach was later adopted by Rusu et
al. [RFGM08]. More recent works by Ell and Harth [EH14] and Gerber and Ngonga
Ngomo [GN14] show patterns that are learned by annotating text documents and combine
the output with existing RDF knowledge bases. An example is the sentence “Tarantino
is known for his masterpiece Pulp Fiction” that, with entity linking, produces the enti-
ties dbr:Quentin_Tarantino and dbr:Pulp_Fiction. The DBpedia relation
between the entities is dbo:director. As such, if patterns of the form “ENTITY is
known for his masterpiece ENTITY” occur not only once but multiple times in a corpus,
it can be learned that this phrase only occurs if there is a dbo:director relationship
between the two mentioned entities. In the reverse direction, this phrase could then be
used to verbalize the triple in natural language. In effect, these approaches could be used
to verbalize the output graph of entity summarization systems.
2.2.10. Question Answering over Linked Data
Closely related to semantic search, question answering is the research field where ques-
tions (formulated in natural language) are answered concisely in natural language. The
idea of ontology-based question answering dates back to 2003, when Vagas-Vera et al.
introduced an initial prototype of AQUA [VVMD03], a system that combines knowledge
representation, reasoning, and natural language processing. Parts of this system were later
used as a basis for AquaLog [LM04, LUMP07] that evolved to PowerAqua [LMU06] in
2006. In contrast to AquaLog, PowerAqua does not rely on a specific vocabulary. Dali et al.
introduce a question answering system that is based on question understanding, semantic
graph construction, and document summarization [DRF+09]. Instead of an answer that is
directly derived from verbalizations of triples, the system presents a textual summary of a
document that contains the answer for the input question. With this technique, additional
context for the answer of the respective question is provided.
Later, in 2011, the first “Question Answering over Linked Data” (QALD)48 evaluation
campaign was held [LUCM13]. Since then, multiple editions of this campaign have been
48QALD – http://www.sc.cit-ec.uni-bielefeld.de/qald, retrieved 2016-04-13.
43
2. Foundations and State of the Art
Listing 2.2: Shortened excerpt of the QALD-6 “Multilingual question answering over RDF data”








"string": "What is the largest city in Australia?",
"keywords": "Australia, largest city" } ],
"query": { "sparql": "SELECT DISTINCT ?uri WHERE { <http://dbpedia.
org/resource/Australia> <http://dbpedia.org/ontology/largestCity> ?
uri . } " },
"answers": [
{ "head": { "vars": [ "uri" ] },
"results": { "bindings": [ {
"uri": { "type": "uri",
"value": "http://dbpedia.org/resource/Sydney"
}}]}}]}
held and it currently49 continues with its 6th edition.50 The campaign releases test and
training datasets for different tasks in question answering over Linked Data which are
considered as the de facto standard in the research field. We provide an excerpt from
the QALD-6 campaign training dataset in Listing 2.2 in order to exemplify the type of
questions/answers that the field tries to address.
Question answering is a research field that is centered around the correct interpretation of
natural language questions and providing according fact-based answers. In many cases,
the questions involve aspects about real-world entities. However, the input of question
answering systems is different from entity summarization systems: in question answering
the users specify a concrete information need (e.g., “What is the largest city in Australia?”)
while in entity summarization a single entity (identified via an IRI) is targeted without any
specific information need (e.g., http://dbpedia.org/resource/Sydney). En-
tity summarization serves the purpose of describing an entity in a structured way. Thus, we
consider question answering over Linked Data and entity summarization complementary,
as the output of the former (the answer of a question is an entity or a list of entities) can in
many cases be used as an input for the latter (entity summarization).
49As of April, 2016.
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2.2.11. Pathfinding in Knowledge Bases
In sociology and likewise in theories about social networks, the notion of “six degrees
of separation”, introduced by Milgram as the “small world problem” [Mil67], is widely
known and accepted. The idea is that every node can be reached from any other node
with at maximum six hops in a social graph. This was adopted in various settings, for
example two measures about scientists and actors were introduced: The Erdős number is a
number that computes the number of co-author hops that are needed in order to reach Paul
Erdős (a famous mathematician). Similarly, for actors, the Bacon number is the number
of co-starring hops that are needed in order to reach Kevin Bacon (a famous actor). For
knowledge bases, this shortest distance aspect was adopted by the “Wiki Game” in 2004.
The game measures the time and the number of clicks that a player needs in order to find a
click path from one fixed random article to another in the Wikipedia article link graph.52
The human navigation patterns that resulted as datasets from different implementations
of this game are used in research efforts that address hidden relations between things and
according human associations, for example [WL12, SHHS15].
While the Wiki Game defines the discovery of paths as a manual challenge, paths can also
be discovered automatically. The WikiBinge system53 suggests paths that avoid pages
with high PageRank [BP98] scores and provides connections between two Wikipedia
articles via unpopular nodes. The idea is that these paths are likely to be unknown by the
user and thus interesting or surprising. A similar setting has also been applied for RDF
knowledge bases: The RelFinder system by Heim et al. [HLS10] finds relations between
two DBpedia items until up to a predefined number of hops. The system can be configured
to consider incoming and outgoing relations and, in addition, the number of changes in the
directionality within a path can be configured. Also individual predicates can be selected,
see for example Figure 2.5. With “Everything is connected” [VVC+12], Vander Sade et al.
present an approach that retrieves different media data from various sources in order to
feature pathfinding in DBpedia with rich media, such as images and video, accompanied
with speech synthesis for explaining the individual relations.
The task of identifying meaningful paths between any two entities is also related to entity
summarization. In particular, systems that create a set of related entities for a target entity
in a recommender-system-like setup can profit from identifying multi-hop paths between
the involved entities. Often the relation would be a connecting resource, for example “John
Travolta is related to Samuel L. Jackson, because they are both actors of Pulp Fiction
and Basic” (see Figure 2.5). While pathfinding methods can help to identify (multi-hop)
relations between two entities, one of the tasks of entity summarization is the identification
of the most relevant relation.
52The Wiki Game as explained in November 2004 – https://en.wikipedia.org/w/index.
php?title=Wikipedia:Wiki_Game&oldid=7731042, retrieved 2016-04-26.
53WikiBinge – http://www.wikibinge.com/, retrieved 2016-04-26.
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Figure 2.5.: Screenshot of RelFinder [HLS10] for relations between John Travolta and Samuel L.
Jackson on Wikidata. Filters are active for wdt:P161 (i.e., cast member) and for
hop-2 relations (i.e., the distance via one connecting node in between).
2.2.12. Summary
We thoroughly discussed entity summarization, its related fields, and the individual rela-
tions. Table 2.2 provides an overview of the discussed topics. The two entity summarization
approaches, that we introduce in Chapter 3 are classified in the category of relevance-
oriented methods. There are currently two branches of work: approaches that only rely
on the structure of the respective knowledge base [SPSS10, CTQ11] and approaches of
search engines, that rely on heavyweight background information (such as query logs and
user profiles [Sin12]). In the following chapter, we aim to fill the gap between these two
extremes.
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Table 2.2.: Overview of entity summarization approaches and related fields.
Entity Summarization
Relevance-oriented Focus on the individual relevance
of the related entities for the target
entity (e.g., [CTQ11, Sin12]).
Diversity-oriented Provide a diverse selection of pred-




Involve the respective user pref-




Entities are presented in accordance to a class they
belong to (e.g., [PBKL06, AATC14, NPG+17]).
Ontology Summarization A document that contains multiple concepts and their
relations is summarized (e.g., [PMd08, TKDP15]).
Semantic Search Bridging the gap between traditional keyword search
and the actual semantics of search requests and results
(e.g., [GMM03, THS09, BMV11]).
Faceted Search Oriented towards specific predicates, predicate-object
pairs, or other filters (e.g., [HMS+05, Har10]).
Ranking RDF data Ranking of resources, predicates, and triples
(e.g., [DPF+05, HKD09, FSSS09]).
Entity Recommendation Recommendation of entities given a user profile and/or
context (e.g., [Pas10, BCMT13, Hox14]).
Ranking and Summariza-
tion in Databases
Approaches using the structures and relations given by




Methods that leverage knowledge bases for summa-




Answering questions in natural language via knowl-
edge bases (e.g., [VVMD03, LM04, DRF+09]).
Pathfinding in Knowledge
Bases
Identifying (interesting) paths between any two entities
in a knowledge base (e.g., [HLS10, SHHS15]).
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3. Entity Summarization: Analyzing
Explicit and Implicit Relations
Between Entities
We address Research Question 1 in this chapter:
How can we effectively summarize entities with limited background information?
For this, we distinguish between two types of relations between entities, explicit relations,
such as Web links, and implicit relations, such as usage patterns or co-mentions. We use
both types of relations for producing summaries of entities. In particular, we provide two
contributions: In Section 3.1, we introduce LinkSUM, a link-analysis-based approach for
entity summarization: we combine the traditional PageRank measure [BP98] with the Back-
link heuristic [WS11] and demonstrate that the system outperforms the FACES [GTS15]
state-of-the-art system. In Section 3.2, we introduce an approach that leverages entity-
neighborhood established in indirect ways. For this, we present the usage-based entity
summarization (UBES) approach, a game-based method to establish a ground truth, and
experiments in which we compare UBES to the Google Knowledge Graph [Sin12]. The
results indicate that the game-based ground truth could be used for entity summarization
and that further research is needed.
This chapter is based on methods, descriptions, figures, experiments, and according results
that were previously published by the author and his collaborators in [TTRVF12], [TKS12],
[TLR16], and [TR16b].
3.1. LinkSUM: Using Link Analysis for Entity
Summarization
We address Research Question 1.1 in this section:
How can we use link analysis effectively in order to derive summaries of entities?
The contribution—which addresses this question—states one of the two entity summariza-
tion approaches that are introduced in this thesis (see Figure 3.1).
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Figure 3.1.: Overview of the contributions of this thesis. In this part, we focus on LinkSUM, an
entity summarization approach that utilizes links between entities.
3.1.1. Introduction
A significant part of search engine result pages (SERPs) is nowadays dedicated to knowl-
edge panels about entities (e.g., Figure 3.2). In its complete form, data about a single
entity may involve thousands of statements. This is an overloading amount for humans.
For that reason, SERPs show concise summaries of the respective entities. These sum-
maries are often presented without focusing on a specific task, user, or context. In that
regard—for informative/general entity summarization—we distinguish between relevance-
oriented and diversity-oriented summarization systems (see “purpose” in Section 2.2.1).
In this section, we present LinkSUM, an entity summarization system that follows a
relevance-oriented approach to produce general summaries to be displayed in a SERP. We
present the results of a comparison of the LinkSUM system with the diversity-centered
approach of FACES [GTS15]. FACES was compared to two relevance-oriented sys-
tems [CTQ11, TR14] with respect to the “[...] purpose of quick identification of an
entity” [GTS15] and superiority of FACES was demonstrated. The authors concluded that
FACES, and its aspect of diversity, is superior with respect to the mentioned task [GTS15].
With our work on LinkSUM, we intended to verify the findings of [GTS15] with respect to
the scenario of SERPs. Both systems rely on minimal amounts of background information
and therefore suit the scenario described in Section 1.1.1. We compared the two systems
in a quantitative as well as qualitative evaluation setting.
With the work on LinkSUM, we aimed to address the following challenges:
1. In many settings—like in the scenario of Section 1.1.1—the amount of data about
the user is limited and the current context as well as previous keyword search terms
are unknown. How can Web links (i.e., minimal, commonly available background
information) be leveraged to produce competitive summaries of entities?
2. For the SERP scenario, it is unclear whether relevance-oriented or diversity-oriented
summaries (see Section 2.2.1) are better. Are descriptions with maximal diverse
predicates perceived as better (by the users) than purely relevance-oriented sum-
maries?
3. In many SERPs, related resources and predicates occur multiple times (e.g., see
Figure 3.2). To which extent do users want to see multiple predicates/resources in
entity summaries displayed in SERPs?
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Figure 3.2.: Screenshot of a Google Knowledge Graph summary of the entity “Pulp Fiction”
(http://g.co/kg/m/0f4_l, retrieved 2016-07-30).
4. RDF knowledge bases (see Section 2.1.5) are typically unranked; in particular, from
the provided data it is not clear whether one triple or a specific entity is more worth to
be presented to a user rather than another. How can we introduce a relevance-oriented
setting for informative/general entity summarization in unranked RDF knowledge
bases?
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Along that line, the overall contributions of the approach are as follows:
1. We introduce LinkSUM, a lightweight link-based approach for the relevance-oriented
summarization of entities in RDF knowledge bases. LinkSUM optimizes the combi-
nation of the PageRank algorithm with an adaptation of the Backlink method [WS11]
together with new approaches for predicate selection. The approach is exemplified
with DBpedia as a knowledge base and uses links of Wikipedia as a source for
background knowledge. It can be easily applied for further data sources and suits
the scenario of Section 1.1.1.
2. In our experiments we compare the LinkSUM approach to FACES [GTS15]. We
show that the LinkSUM system performs significantly better than FACES in a quan-
titative and a qualitative evaluation setting. Moreover, in the qualitative evaluation
setting, the comments of the users suggest that relevance-oriented systems should be
preferred in SERP scenarios.
3. In our qualitative evaluation, we also presented summaries to the users that contain
related resources and/or predicates that occur in multiple triples. We analyze the
comments of the users with respect to the topic of redundancy and verify that
relevance is more important than diverse selections of predicates. In addition we find
that related resources should be presented only with one predicate (that has been
identified as the strongest connection).
4. We present PageRank-based rankings of entities computed on the Wikipedia link
graph. We change the probabilistic impact of links in accordance to their position on
the page and measure the effects on the output of the PageRank algorithm [BP98].
We compare the resulting rankings and those of existing systems with pageview-
based rankings and provide statistics on the pairwise computed Spearman and
Kendall [Ken38] rank correlations. The individual ranks of the entities can be directly
transferred to the according IRI of the entity in the respective RDF knowledge base.
The following subsections are structured as follows: We will first introduce the approach
of LinkSUM in Section 3.1.2. The approach is then extensively tested with according
experiments that are presented in Section 3.1.3. A discussion of the results is provided in
Section 3.1.4. Related work is presented in Section 3.1.5. In Section 3.1.6 we compare
different variants for computing PageRank on Wikipedia. We draw our conclusions in
Section 3.1.7.
3.1.2. Approach: LinkSUM
The proposed entity summarization method includes two main stages:
Resource Selection The goal of this stage is to create a ranked list of resources that
are semantically connected to the target entity. The output of this step is a set of
triples, where the semantic relation is not fixed, for example
Pulp Fiction – ?relation→ Quentin Tarantino. One requirement for a resource to be
included in the list of relevant entities is at least one existing semantic relation to the
target entity.
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(b) Example: Multiple semantic relations
can exist between two entities.
Figure 3.3.: Web links (black, solid) and semantic relations (blue, dashed) between “Quentin
Tarantino” and “Pulp Fiction”.
Relation Selection This stage deals with the selection of a semantic relation that con-
nects the resource with the target entity. This step is necessary if more than one
relation exists, for example
Pulp Fiction – starring→ Quentin Tarantino, and
Pulp Fiction – director→ Quentin Tarantino.
In the following subsections we will explain each of the two parts. We will refer to the
target entity as e (i.e., the entity that needs to be summarized).
3.1.2.1. Resource Selection
For the resource selection, we combine two link-measures: one that accounts for the
importance of the connected resource (PageRank [BP98]) and one that accounts for the
strength of the connection (Backlink [WS11]). We consider links between entities as
a means for identifying and ranking relevant resources. The presented method covers
scenarios, in which semantic relations are present in addition to textual descriptions that
contain Web links to other resources.
3.1.2.1.1. Important Related Resources As a first step, we run the PageRank algo-
rithm [BP98] on the set of all resources R with their individual directed links link(r1, r2)
with r1, r2 ∈ R, in particular the set of pages that link to a page l(r) = {r1|link(r1, r)}
and the count of out-going links c(r) = |{r1|link(r, r1)}|:






The variable d marks the damping factor: in the random surfer model, it accounts for the
possibility of accessing a page via the browser’s address bar instead of accessing it via
a link from another page. Like in [BP98], we set the damping factor to 0.85 in all our
experiments. The PageRank algorithm applies the above-given formula incrementally. The
number of iterations depends on the general size of the dataset as well as on the density of
links. After executing the algorithm, each resource r has its own PageRank score pr(r).
The set of resources that have a semantic connection to e is defined as res(e) ⊆ R. As
a matter of fact, every resource r ∈ res(e) can be ranked in accordance to its individual
PageRank. A basic popularity-based top-k summary of e can be produced with that
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Listing 3.1: Example: SPARQL query for retrieving the top-10 semantically related resources of
“Pulp Fiction” in the order of their PageRank scores.
PREFIX dbr: <http://dbpedia.org/resource/>
PREFIX vrank:<http://purl.org/voc/vrank#>




{ dbr:Pulp_Fiction ?p ?o } UNION { ?o ?q dbr:Pulp_Fiction }
?o vrank:hasRank/vrank:rankValue ?v.
}
ORDER BY DESC(?v) LIMIT 20
Table 3.1.: Example: Top-20 resources that have a semantic relation to “Pulp Fiction” ranked by






















information. For that, Listing 3.1 shows an example query and Table 3.1 presents the
according results (for DBpedia 3.9).
3.1.2.1.2. Strongly Connected Resources PageRank focuses on the general im-
portance of related resources. It does not provide an indication whether the two resources
are important for each other. This part is addressed by the Backlink method that was first
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Listing 3.2: Example: SPARQL query for retrieving resources with a Backlink to “Pulp Fiction”.
PREFIX dbr: <http://dbpedia.org/resource/>
PREFIX dbo: <http://dbpedia.org/ontology/>
SELECT DISTINCT ?r WHERE {
{ dbr:Pulp_Fiction ?p ?r } UNION { ?r ?p dbr:Pulp_Fiction }
dbr:Pulp_Fiction dbo:wikiPageWikiLink ?r .
?r dbo:wikiPageWikiLink dbr:Pulp_Fiction .
FILTER (?p != dbo:wikiPageWikiLink ) .
}
Table 3.2.: Resources (in no particular order) that have a semantic relation to “Pulp Fiction” and










described in [WS11]. In this work, the authors analyze a variety of set-based heuristics
for identifying related resources in order to feature exploratory search with Linked Data.
The analyzed Backlink method performs best in terms of F-measure when the results are
compared to their reference dataset. In [WS11] the method is introduced as follows:
bl(e) = {r|link(r, e) ∧ link(e, r), r ∈ R} (3.2)
For entity summarization, we adapt the Backlink method in order to ensure that a semantic
relation exists between e and every r. The adapted formula is as follows:
bl(e) = {r|link(r, e) ∧ link(e, r) ∧ r ∈ res(e), r ∈ R} (3.3)
Figure 3.3a shows the Backlink method and the additional requirement for a semantic
relation between two resources. Backlink can not be used directly for entity summarization
as it returns an unranked set of related entities and the size of this set depends on the target
entity. An example for a set of resources retrieved with Backlink for the entity “Pulp
Fiction” is provided in Table 3.2. Listing 3.2 provides the according query. The filter rule
of the query asserts that ?p only matches typed links and, therefore, only resources with
an actual semantic relation are contained in the result set. Note that the Wikipedia page
links are not stored in the public endpoint of DBpedia but can be easily added to a local
deployment.
55
3. Entity Summarization: Analyzing Explicit and Implicit Relations Between Entities
Table 3.3.: Example: Top-10 resources that have a semantic relation to “Pulp Fiction” ranked in
accordance to the combined score (with α = 0.9).












3.1.2.1.3. Combined Scores for Resource Selection We propose a combination
of PageRank with Backlink. This enables us to select relevant resources with a tight
connection to e. For this, we normalize the PageRank score of each entity in relation to the
maximum and linearly combine the score with the indicator function applied on the set
bl(e). With r ∈ res(e):
score(e, r) = α · pr(r)
max{pr(a) : a ∈ res(e)}
+ (1− α) · 1bl(e)(r) (3.4)
For a top-k summary we rank the resources r ∈ res(e) in accordance to the defined
score and cut off at k. We define a top-k list of connected resources with the function
topk(res(e)). An example for the top-10 related resources of Pulp Fiction is provided
in Table 3.3. The α parameter is flexible and lies in the interval 0.5 ≤ α ≤ 1. With
α = 0.5, the top positions of a summary of e first involve all resources contained in the
Backlink set r ∈ bl(e) in the order of their PageRank scores. This listing is followed by
the resources that are not in the Backlink set r /∈ bl(e) yet still semantically connected
in the order of their PageRank scores. This is also the case if α is chosen in the interval
0 < α < 0.5. With α = 1.0, all connected resources r ∈ res(e) are ordered in accordance
to their PageRank scores. In this case, the Backlink set does not influence the results. In
Section 3.1.3.1 we present different configurations of LinkSUM with respect to α.
3.1.2.2. Relation Selection
In an RDF knowledge base, two resources can be linked through multiple semantic
connections. We provide an example in Figure 3.3b which demonstrates that the entities
“Pulp Fiction” and “Quentin Tarantino” are connected in multiple ways. As a matter of
fact, it is very common that multiple relations between entities exist. However, in many
cases, one relation is more relevant than others. In our approach, the relation selection task
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identifies the most prominent connection for presentation in order to avoid redundancies
among the connected resources in the top-k set.
In order to choose an optimal relation selection method for LinkSUM, the following factors
were defined:
Frequency (FRQ) Ranks the candidate relations in accordance to how often a specific
relation is used overall in the complete dataset. The relation that is used the most is
selected as the most promising candidate.
Exclusivity (EXC) For both entities of a relation, the relation might not be exclusive.
For example a movie has commonly more than one starring actor while also an
actor is usually starring in more than one movie (N:M). This measure considers
the exclusivity of a relation in context to e and r ∈ res(e) respectively. For both
resources, e and r, we add up the number of times the relation is used with each
(N+M). We use the inverse of this number 1/(N +M), in order to get the exclusivity
score (the more exclusive, the better). The upper bound of EXC is 0.5 (for a 1:1
relation).
Description (DSC) Relations are represented by RDF predicates. Those predicates are
commonly described with domains, ranges, and labels in different languages. The
sum |labels|+|ranges|+|domains| forms a basic method for estimating the quality
of the description of the predicate. The relation with the highest quality is chosen.
For each related resource in r ∈ topk(res(e)), combinations of the above-presented
relation selection mechanisms identify the most relevant connection to e.
3.1.3. Experiments
In the following, we present a set of experiments that were conducted in order to configure
and evaluate LinkSUM effectively.
3.1.3.1. Configuration
As reported in [GTS15], the FACES system (to which we compare) was tuned to its best
performance by setting the cut-off level of the cluster hierarchies to 3. Also LinkSUM
can be configured with respect to various parameters. First, the α-value for resource
selection is flexible in the range of 0.5 to 1 (see Section 3.1.2.1.3). Second, the relation
selection method can be adjusted or replaced in order to fit one or another scenario (see
Section 3.1.2.2). For finding the best configuration, we considered variants of the following
parameters:
α-value We tested different settings for α in the range of 0.5 to 1 with 0.1 steps.
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Relation Selection We tested different relation selection mechanisms. We considered
only combinations via product1 based on frequency as it has been shown to be
a robust popularity measure [SPS13]. The following setups were considered as
promising candidates:
• FRQ – relations are selected by their frequency in the dataset.
• FRQ*EXC – relations are chosen by the product of frequency and exclusivity.
• FRQ*DSC – relations are selected by the product of frequency and description.
• FRQ*EXC*DSC – relations are chosen by the product of frequency, exclusivity,
and description.
3.1.3.1.1. DBpedia PageRank We computed the PageRank [BP98] scores for each
DBpedia entity for multiple versions of DBpedia (versions 3.8, 3.9, 2014, 2015-04, and
2015-10) in English and—depending on the version—also in other languages (French,
German, Italian, Spanish, Russian, and Chinese). As a basis for this, we used DBpedia’s
page links dataset.2 This dataset contains triples of the form “Wikipedia page A links to
Wikipedia page B”. We only use these extracted Web links, in particular we do not make
use of semantic links (e.g., dbo:birthPlace) for the computation of PageRank. For
our computations we used the following parameters: 40 iterations, damping factor 0.85,
start value 0.1, non-normalized. The PageRank scores were made available online in Turtle
(using the vRank vocabulary [RVTTS12]) and in tab-separated values (TSV) format.3 The
dataset is licensed under the Creative Commons Attribution-ShareAlike4 license. Since
DBpedia version 2015-04, the DBpedia PageRank scores are regularly included in the
official DBpedia SPARQL endpoint.
3.1.3.1.2. Configuration Setup We configured LinkSUM to use the DBpedia 3.9
dataset in English language. As additional input for our system we used the DBpedia
PageRank scores and, for the Backlink method, we used DBpedia’s Wikipedia page links
dataset (both also in English language DBpedia version 3.9; see also Section 3.1.3.1.1).
We configured the system to feature outgoing connections only in order to fit the scenario
of the used reference dataset (see below).
Our experimental setup further involves a reference dataset as well as measures for com-
puting the agreement and similarity. We use a similar evaluation setup as the FACES
approach [GTS15] as we directly compare LinkSUM with the FACES system (see Sec-
tion 3.1.3.2).
1We chose to combine the scores via product with the same intuition as it is done in tf-idf (e.g., predicate
frequency multiplied with their exclusivity in the specific context of use).
2DBpedia page links datasets – http://wiki.dbpedia.org/services-resources/
documentation/datasets#pagelinks, retrieved 2016-06-15.
3DBpedia PageRank dataset – http://people.aifb.kit.edu/ath/#DBpedia_PageRank,
retrieved 2016-06-14.
4Creative Commons Attribution-ShareAlike 3.0 Unported – https://creativecommons.org/
licenses/by-sa/3.0/, retrieved 2016-06-15.
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Reference Dataset We use the same reference dataset as [GTS15].5 The dataset pro-
vided by FACES involves DBpedia version 3.9 in English language and features outgoing
connections only [GTS15]. From this dataset, the authors randomly selected 50 entities.
The reference data contains at least seven top-5 and seven top-10 reference summaries
per entity that were created by 15 experts of the Semantic Web field [GTS15]. For each
entity, these references describe outgoing connections to other resources. The average num-
ber of these relations is 44. In addition, several relations, such as dcterms:subject
and Wikipedia related links, were removed as they do not contain sufficient semantic
information [GTS15].
The dataset provided in [BWS16] would also have served as reference for evaluation.
Unfortunately, we could not obtain summaries of the FACES system for the entities
covered by [BWS16].
Measures For computing the agreement and for comparing the produced summaries














|Sum(e) ∩ SumEi (e)| (3.6)
The variable n denotes the number of experts. The expert summaries are denoted as
SumEi (e). The agreement measure estimates the agreement of the experts about a top-
k summary of the entity e (i.e., the average overlap between the expert summaries).
The Quality measure estimates the average overlap of the produced summary Sum(e)
with all expert summaries. Both values are computed for all entities in the reference
dataset and afterwards averaged.6 The upper and lower bounds for both measures are
0 ≤ Agreement(e) ≤ k and 0 ≤ Quality(Sum(e)) ≤ k in the top-k setting. When
we reproduced the setting of FACES, we found that our results did not match the values
provided in [GTS15]: our Quality values for FACES were lower than the provided ones.
In order to reproduce the reported values for the FACES system in [GTS15], we found out
that only the last part of the IRI was used for matching automatically generated summaries
with expert summaries for all tested systems. Unfortunately, this setting matches DBpedia
predicates with different namespaces (i.e., dbp and dbo, see Section 2.1.5) in an arbitrary
way. As an example, on the one hand, dbp:party and dbo:party are matched while,
on the other hand, dbp:placeOfBirth and dbo:birthPlace remain unmatched
because the last parts of the IRI are syntactically not the same. As a consequence, we
decided not to adopt this basic ontology alignment approach and to apply the two following
measures instead:
5FACES reference dataset – http://knoesis.wright.edu/researchers/kalpa/faces_
evaluation.zip, retrieved 2016-06-10.
6k is fixed to the same value for all summaries, expert and automatically generated ones, before applying
the measures.
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Figure 3.4.: LinkSUM (SPO) average Quality scores with different settings for α and different

























Figure 3.5.: LinkSUM (SPO) average Quality scores with different settings for α and different
relation selection approaches for top-10 summaries.
• Subject–Object (SO): This measure treats a summary as a set of tuples containing
only subjects and objects while ignoring the predicate. The full IRI of the subject and
the object are used respectively. As a matter of fact, the relation selection method
has no impact on this measure.
• Subject–Predicate–Object (SPO): This measure treats summaries as sets of triples.
For representing a triple we use the full IRI of each, the subject, the predicate, and
the object. This measure also estimates the performance of the relation selection
approach.
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3.1.3.1.3. Configuration Results In the following, we report about the results of
the LinkSUM configuration: In [GTS15], the reported agreement among the experts is
1.92 for top-5 and 4.64 for top-10 respectively. Those values were computed with the
aforementioned basic ontology alignment approach. We recomputed the values for SO
and SPO respectively. The results are displayed in Table 3.4. The agreement among the
experts is not particularly high. According to [GTS15], this can be explained by the high
number of facts that were presented to the experts for each entity (in average 44 facts
per entity). Although—technically—the average agreement is not an upper bound for the
performances of the tested systems, the values can serve as reference points.
In the SO setting, the best achieved scores of LinkSUM are 1.89 (top-5, α = 0.8) and 4.82
(top-10, α = 0.9) respectively. The results of the SPO settings are shown in Figure 3.4 and
Figure 3.5. The FRQ measure provides a good baseline for both, top-5 and top-10. While
the combination of FRQ with DSC improves the Quality in both settings, the combination
with EXC damps the impact of FRQ. In the top-10 setting, the combination of the three
measures (FRQ*EXC*DSC) provides best values. In the top-5 settings, FRQ*DSC and
FRQ*EXC*DSC provide equally good results. The values for α are best at 0.8 for top-5
and 0.9 for top-10. The impact of the Backlink method on the rankings (α < 1.0) in
comparison to PageRank-only (α = 1.0) is evident. In addition, it is noticeable that strictly
prioritizing all results of the Backlink method (ranked in accordance to their respective
PageRank scores) does also not yield best results (α = 0.5). The full blend between
importance and strong connectivity produces the best outcomes.
Summarizing, the following configurations performed best for top-5 and top-10 summaries
respectively:
config-1 (top-5): α = 0.8, FRQ*EXC*DSC
config-2 (top-10): α = 0.9, FRQ*EXC*DSC
3.1.3.2. Evaluation
In our evaluation setting, we compare LinkSUM with the FACES entity summarization
system [GTS15]. FACES focuses on the diversification of the relation types (i.e., no
semantically similar predicates should be occur in the result summary). The system has
two stages: partitioning the feature set and ranking the features. The main idea is to
partition the semantic links of an entity into semantically diverse clusters of predicates.
For resource selection, the approach uses a tf-idf-related popularity measure for the object.
In contrast, in our approach we follow the objective to identify the most relevant object
first and then select the predicate. In their evaluation, the authors demonstrate that their
system provides better results than [CTQ11] and [TR14]. For 50 DBpedia entities, the
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authors published the results of FACES for top-5 and top-10 summaries (along with the
reference dataset described in Section 3.1.3.1.2).7 The used DBpedia version is 3.9.
We compare LinkSUM and FACES in two evaluation settings, a quantitative and a qualita-
tive one. In the following, we will first describe the experimental setup and afterwards the
obtained results.
3.1.3.2.1. Evaluation Setup
Quantitative Analysis For evaluating the two methods quantitatively, we chose the
same setup as described in Section 3.1.3.1.2 which means the same reference dataset and the
same evaluation measures that were used for the evaluation of the FACES system [GTS15].
For comparison, we use the average Quality value of each method. In addition, in order
to prevent influence of strong outliers, we also use the Quality value of each of the 50
entities per system for computing significance. As a significance test, we use the Wilcoxon
Signed-Rank Test with two tails as recommended in [Dem06]. We compare the best
configurations of LinkSUM for top-5 and top-10 respectively (see Section 3.1.3.1.3) with
the published results of FACES.
Qualitative Analysis For the qualitative evaluation we sent a call for participation
to more than 60 people and asked them to compare summaries of different entities. In
this setup, we evaluated the top-10 setting with LinkSUM@config-2 (which turned out to
perform best for the top-10 setting in the configuration, see Section 3.1.3.1.3). We chose a
set of ten entities out of the 50 provided summaries of FACES with respect to their types.
The types of the selected entities involve the following classes: person, country, football
club, TV series, movie, and company. The selection between the entities of a specific type
was random.
For each entity, we displayed the summaries of the two systems next to each other (see
Figure 3.6) without giving indications about which system produced the summaries. The
summaries produced by LinkSUM were displayed on the left side in 50% of the cases with
random choice. Below each summary, we provided a radio button for the users to choose
their preferred summary. Every user had one vote either for LinkSUM or FACES. We used
two 5-point Likert scale questions in order to enable participants to provide information
about their previous knowledge about the entity and the confidence with their choice:
• “I know a lot about this entity” – [Strongly agree; Agree; Neither agree, nor disagree;
Disagree; Strongly disagree]
• “I am sure that I prefer the chosen summary over the other” – [Very confident;
Confident; Neutral; Not very confident; Not at all confident]
7FACES summaries – http://knoesis.wright.edu/researchers/kalpa/faces_
evaluation.zip, retrieved 2016-06-10.
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Figure 3.6.: Excerpt of the interface for qualitative evaluation for the entity “The Cosby Show”.
The users could choose whether they prefer the summary of LinkSUM (left) or FACES
(right) in a SERP setting.
Besides we provided an optional field where comments about their choice could be given.
We included the following introductory text in order to instruct the users on how to proceed
with the evaluation:
“You have been searching on a Web search engine for an entity. The search engine result
page (SERP) is displayed with a picture of the entity, a short textual description, and a box
with facts about the entity. For the following ten entities, it is your task to decide which
fact box you would like to see in a SERP.”
In addition, we asked the participants to assume that all displayed data is correct. This was
to avoid influence of data quality on the results. Finally, for statistical classification, we
requested the participants to provide the following information: gender, age, whether or not
the participants had a background in computer science, and the time taken for evaluation.
3.1.3.2.2. Evaluation Results
Quantitative Analysis In Table 3.5, we present the overall Quality results of the quan-
titative evaluation. In average, both configurations of LinkSUM achieve better results than
FACES in the described settings (top-5/top-10, SO/SPO). LinkSUM@config-2 performs
significantly better than FACES in all settings (p < 0.05). LinkSUM@config-1 is signifi-
cantly (p < 0.05) better than FACES in three of four settings while the level of significance
is not fully reached at SPO, top-10.
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Table 3.5.: Overall Quality results of the quantitative evaluation and their respective standard
deviation (SD). Best results are bold.† compared to the best, difference is significant
(p < 0.05) ; ‡ compared with each of the other two settings, difference is significant
(p < 0.05).
SO (top-5) SPO (top-5) SO (top-10) SPO (top-10)
LinkSUM@config-1 1.89 (SD 0.55) 1.20 (SD 0.57) 4.78 (SD 1.05) 3.15 (SD 0.89)
LinkSUM@config-2 1.84 (SD 0.60) 1.20 (SD 0.60) 4.82 (SD 1.06) 3.20 (SD 0.87)
FACES 1.66‡ (SD 0.57) 0.93‡ (SD 0.54) 4.33‡ (SD 1.01) 2.92† (SD 0.94)
Qualitative Analysis From the invited people, a total of 20 participated in the qualita-
tive analysis. 75% of the participants were between 25 and 35, and 25% were between 35
and 45 years old. 75% were male and 25% were female. 95% of the participants had a
computer science background. The average time taken for the evaluation was 11 minutes
and 27 seconds. In total, 13 participants used the option to comment about their choice.
With respect to these characteristics, we did not find any significant difference within the
distribution of the votes. The distribution of the votes is visualized in Figure 3.7. 73% of
all votes were given to LinkSUM, 27% of the votes were received by FACES. Out of ten
entities, LinkSUM system was clearly chosen with more than 15 votes in the case of five
entities. For another 2 entities, the LinkSUM system was chosen with votes in the interval
13 to 14. The votes for the remaining three entities were distributed in the interval of 9 to
11 for both systems. Both systems each received in total ten low-confidence votes (“Not
very confident” or “Not at all confident”). This means that 10 out of 146 votes in the case
of LinkSUM, and 10 out of 54 votes in the case of FACES were low-confidence votes.
With respect to the total number of votes for each system, this means a disproportionate
low number of low-confidence votes for LinkSUM. The amount of knowledge of the
participants did not influence the preference for either system: the values for high or low
knowledge were both in line with the total distribution of the votes.
Another interesting part of the results of the evaluation are the comments of the participants.
We group the comments into two categories depending on hints about the decision-making
process of the participants. In many cases, the participants gave reason why they se-
lected a summary and/or why they rejected the other. The most-provided reasons for
selection/rejection were as follows:
Selection the presented resources are relevant for the entity (e.g., “I like to see Turing
machine mentioned for Alan Turing”).
Rejection redundancy (e.g., “The same thing twice once with prize and once with
award”), the presented resources do not characterize the entity (e.g., “I do not care
about technical aspects such as format”).
3.1.4. Discussion
To select the most relevant facts that characterize an entity is, in many cases, a subjective
task. Thus, to produce a generic summary not tailored to any specific background or
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Figure 3.7.: Results of the qualitative evaluation. The x-axis denotes the respective entities and the
y-axis accounts for the number of user votes per system.
context the user might have is a challenging task that involves the identification of facts
that are deemed important by the majority of the users. In order to address this challenge,
the LinkSUM method combines and optimizes methods that enable to select relevant facts
about entities and at the same time reduce the amount of redundant information. In our
experiments and evaluation we assessed and analyzed the efficiency of the mentioned
aspects of the LinkSUM method. In a quantitative as well as qualitative setting we
compared LinkSUM to the FACES system. In both setups, we demonstrated that LinkSUM
exhibits significantly better results than FACES. The comments of the participants of our
qualitative experiment suggest that the relevance of the related resources should be of
importance and at the same time characterize an entity. We cover this by the combination
of PageRank with Backlink. Our experiments with the SO-measure demonstrate that
the produced Quality values are close to the agreement of the expert summaries (see
Table 3.4).
We have tested four different methods for relation selection. The combination of the
frequency of the relation, its exclusivity, and its description has been shown to perform best
in the top-10 setting, while in the top-5 setting the exclusivity score did neither contribute
positively, nor negatively in that setup. The introduced measures should be considered as
baselines for future evaluation settings in context to the relation selection step.
With regard to the qualitative evaluation, in the cases of the entities “Manchester City
F.C.”, “Albert Einstein”, and “Lexus” we could not find any clear majority for either
of the two systems. In the case of “Lexus” the set of presented facts has a very high
65
3. Entity Summarization: Analyzing Explicit and Implicit Relations Between Entities
overlap between the systems (with different ordering). In the case of “Manchester City
F.C.” and “Albert Einstein” the choices are subjective as the provided comments suggest:
some users liked the listing of players (“Manchester City F.C.”) or children (“Albert
Einstein”) while others stated they did not. Contrary to the claims in [GTS15], we could
not find evidence that repetitive relations have a negative impact on the quality of the
summaries. For example, the entity “The Cosby Show” contains a listing of various actors
with the “starring”-relation in the LinkSUM summary while in the output of FACES this
information is missing (see Figure 3.6). This led to 17 (LinkSUM) vs. three (FACES)
votes. In this case many of the participants provided the “inclusion of the actors” in the
LinkSUM method as the main reason for their choice. The FACES system does not filter
redundancies on the object level: it happened that the set of relations was diverse while
on the object side, a connected resource was re-occurring multiple times (linked through
different relations). An example is the entity “Total Recall (1990 film)” where FACES
included the following information: director Jerry Goldsmith; Artist Jerry Goldsmith;
music Jerry Goldsmith; music composer Jerry Goldsmith; screenplay David Cronenberg;
writer David Cronenberg. Those and similar repetitions in the summaries of other entities
were commented as “redundant” by a high number of participants (in total ten out of 13
participants with comments mentioned redundancy as a problem). In the context with
places, also LinkSUM produces redundancies. For example in many cases, the “birthplace”
of a person is provided twice, once with a link to the country and once with a link to the
city. This issue can be addressed by increasing the quality of RDF knowledge bases and
the introduction of logic RDF compression techniques (e.g., [JHD13]) that remove the
facts that can be inferred (in this case the relation to the country can be inferred).
We did not compare the runtime of the system (according numbers are reported in [GTS15])
as some of the computations that are needed for producing a summary with LinkSUM
are performed offline (i.e., PageRank). The runtime of LinkSUM depends mostly on the
performance of the underlying triplestore. In our tests, we used DBpedia 3.9 and Virtuoso
7.1.0 on a Virtual Machine with 8 cores and 80 GB of RAM. With this setting, the system
commonly produced summaries in less than 0.5 seconds.
We demonstrated applicability of the LinkSUM method for the DBpedia and Wikipedia
datasets and provide results that significantly improve the state of the art. The LinkSUM
system is relevant to many other tasks, like for example
Semantic MediaWiki Semantic MediaWiki (SMW) [KVV+07] is a popular extension
of the MediaWiki software (used by Wikipedia). In SMW, (hyper-) textual informa-
tion about entities is combined with structured information about them. Using the
hyperlinks of the MediaWiki articles in combination with the semantic links of the
SMW, LinkSUM can be used to provide structured summaries of entities in SMW.
Microdata/RDFa The number of Web pages that include semantic information about
entities is on the rise [MPB14]. In many sites that focus on specific entities, hy-
perlinks and semantic links are occurring side by side. A prominent example for
such co-occurrence is IMDb. Applied in a Web data setting, LinkSUM can use
plain hyperlinks in combination with the hidden semantic information for providing
structured summaries of entities that occur on the Web.
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LinkSUM is applicable to both of the above-mentioned scenarios and it remains a technical
task to implement prototypes. With respect to research, the DBpedia/Wikipedia setting is
the most suitable scenario for evaluation as other researchers can also use the same datasets
for providing their own summaries and compare them to LinkSUM.
The experiments demonstrated that the use of LinkSUM is particularly beneficial when
the relevance of the presented facts about the entity are of high importance. By default,
LinkSUM has no mechanisms included that consider predicate diversity or user profiles,
contexts, or tasks. However, LinkSUM can serve as a foundation for such approaches.
LinkSUM only addresses facts that involve related entities and does not consider facts with
literals. The task to include literals is part of the future work.
3.1.5. Related Work
Various previous approaches for entity summarization and ranking in the Semantic Web
are related to LinkSUM.
The authors of [CTQ11] introduce RELIN, a summarization system that supports quick
identification of entities. The approach applies a “goal directed surfer” which is an adapted
version of the random surfer model that is also used in the PageRank algorithm. The main
idea of the contribution is to combine textual notions of informativeness and relatedness
for the ranking of features. As a major effect, the concise presentation of retrieved entities
for quick identification by users after search is one of the scenarios that RELIN supports.
In [GTS15], the system is shown to perform significantly worse than FACES.
Google “Knowledge Graph” [Sin12] is an example for an entity search system. The main
idea is to enrich search results with summarized information about named entities. While
the details of the approach are not public, Amit Singhal, the author of [Sin12] outlines that,
for summarization, the system goes back to user data in order to “... study in aggregate
what they’ve been asking Google about each item”. This indicates, that Google uses
additional data sources for the summaries (i.e., the queries of the users). In addition, this
also provides reason to assume that the analysis focuses on informal and partial statements
of the subject+predicate or subject+object kind. Examples for such queries could be “Pulp
Fiction starring”, for getting more information on the missing objects, or “Pulp Fiction
John Travolta” in order to find more information about the relationship between entities.
Making assumptions about such decoupled statements involves disambiguation of the
missing part. Our approach is similar to this methodology and follows the pattern of
identifying important objects first and then select a predicate.
The approach presented by Harth and Kinsella in [HK09] introduces TOPDIS, a tensor-
based ranking approach for searching and navigating graph-structured data. Their method
called “TOP” treats quadruples as a whole but, being based on a fixpoint iteration, each
component of the quadruple is regarded in the context to combination of the three other
components. In another step, the “DIS” method, the authors present different methods
to combine the ranks, acquired for each component of the quadruple, to a final score.
Similar to [HK09], Franz et al. introduce another tensor-based method. The approach
uses the PARAFAC tensor decomposition method for deriving authority and hub scores as
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well as information about the importance of the link type [FSSS09]. In contrast to these
ranking mechanisms, in our contribution, we separate the steps of deriving importance of
the resource and the importance of the link as we put additional focus on the context that
the target entity brings (while TOPDIS and TripleRank address a more general ranking of
triples). However, our general PageRank importance scores can be easily augmented or
replaced by the scores produced by the TOPDIS or TripleRank methods.
The authors of [SPS13] discuss the notion of diversity for graphical entity summarization.
Two algorithms are introduced, of which one is diversity-oblivious (called “PRECIS”)
and the other is diversity-aware (called “DIVERSUM”). The evaluation of the algorithms
was shaped towards the movie domain and involved expert-based assessments as well
as crowd-sourced experiments. The results suggest that the DIVERSUM algorithm was
favored over the PRECIS algorithm. A drawback of the method, compared to LinkSUM,
is that both algorithms treat the predicate-object pairs in accordance to the predicates
only—without any measures on the object.
Also with respect to diversity, Schäfer et al. detect anomalies about entities in accordance
to their different types [SRP15]. At the current state, the system needs also the specific
type as an input. However, if the main type of an entity is detected reliably, the method
can be regarded as an entity summarization system that points out hidden or interesting
facts.
Blanco et al. introduce Yahoo’s Spark system [BCMT13], an entity recommendation
system that suggests related entities based on a learning approach that employs gradient
boosted decision trees. The utilized features range from co-occurrence information over
popularity features (such as the click frequency) to graph-theoretic features (such as
PageRank). The system focuses on related entity recommendation in the domains of
locations, movies, people, sports, and TV shows. The types of entities as well as the
type of their relation play an important role in the recommendation process. Connecting
predicates are not considered by Spark. The system is currently applied in the Yahoo
search system.
Nuzzolese et al. describe the analysis of the DBpedia page links dataset in order to derive
Encyclopedic Knowledge Patterns (EKPs) [NPG+17]. While this work is mainly based
on schema-level information, our method focuses on the actual entities. Similar to our
approach, the notion of importance of one class to another is derived by measures that
utilize Wikipedia page links. While parts of this work could be reused for producing
summaries of entities it focuses on solving the problem at the schema level. This is
different from the entity-centric perception of summarization we apply.
Waitelonis and Sack explain in their paper [WS11] how different heuristics can be used
for discovering related entities in order to support exploratory search. The tested Backlink
heuristic achieves the best results in terms of F-measure. In our contribution, we adopted
this method and adapted it in order to fit the scenario of entity summarization. Like all
tested heuristics of [WS11], Backlink provides an unranked set of related entities that is
not directly usable in top-k settings. As a consequence, for the resource selection approach
of LinkSUM, we combine Backlink with PageRank [BP98].
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Figure 3.8.: Activity diagram for computing PageRank scores. A set of Web pages (with links)
serves as an initial input.
With the work on LinkSUM, we extended on the state of the art in the field of lightweight
relevance-oriented entity summarization systems and fact ranking in general.
3.1.6. PageRank Variants
The computed PageRank scores (see Section 3.1.3.1.1) for the different Wikipedia language
editions can be used in many different ways. For example, in combination with DBpedia, it
is possible to derive rankings such as “the top 100 universities in accordance to their Wiki-
pedia PageRank scores” with a single query (see Listing 3.3).8 Similar ranking scenarios
are also possible for organizations or persons. These queries typically provide reasonable
output rankings although, in some cases, they seem to be obscure. For example, when
ranking scientists (Listing 3.3 with dbo:Scientist instead of dbo:University),
the entity “Carl Linnaeus” (512) has a much higher PageRank score than “Charles Darwin”
(206) and “Albert Einstein” (184) together.9 The reason is easily identified by examining
the Wikipedia articles that link to the article of “Carl Linnaeus”:10 Most articles use the
template Taxobox11 that defines the field binomial authority. It becomes evident
that the page of “Carl Linnaeus” is very often linked because Linnaeus classified species
and gave them binomial names in his work “Systema naturae per regna tria naturae
:secundum classes, ordines, genera, species, cum characteribus, differentiis, synonymis,
locis” [LS58]. In general, we found that entities that give structure to the geographic and
biological domains have distinctively higher PageRank scores than most entities from other
domains. While, given the high inter-linkage of these domains, this is expected to some
degree, according to our computations articles such as “Bakhsh” (1914), “Powiat” (1408),
“Chordate” (1527), and “Lepidoptera” (1778) are occurring in the top-50 list of all things
in Wikipedia (see Table 3.10, column “DBP 2015-04”). These observations led us to the
question whether modifications on the input graph can improve these rankings.
In this section, we present the results of our experiments in which we investigated different
8An in-depth work on deriving university rankings with the Wikipedia link graph analysis was done by
Lages et al. [LPS16].
9DBpedia PageRank version 2015-04, see Section 3.1.3.1.1.
10Articles that link to “Carl Linnaeus” – https://en.wikipedia.org/wiki/Special:
WhatLinksHere/Carl_Linnaeus, retrieved 2016-06-15.
11Template:Taxobox – https://en.wikipedia.org/wiki/Template:Taxobox, re-
trieved 2016-06-15.
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link extraction12 methods and alternative PageRank variants with the aim to address the
root causes of the observed effects. With reference to Figure 3.8, we tested multiple
methods for link extraction and we experimented with alternative PageRank variants. Both
parameters change the final ranking produced by PageRank. In a more general context,
we focus on the question whether some links—based on their context/position in the
wikitext—can be deemed more important than others. In our variants, we change the
probabilistic impact of links in accordance to their context/position and measure the effects
on the output of the PageRank algorithm. We compare the output of these variants with
previously computed rankings and with page-view-based rankings and provide statistics
on the pairwise computed Spearman and Kendall rank correlations.
The following subsections are structured as follows: We first introduce further back-
ground on PageRank, the Wikipedia link graph, and related work in Section 3.1.6.1.
Then we present the datasets, the measures, the experimental setup, and the results in
Section 3.1.6.2.
3.1.6.1. Background
In the following we provide additional background on PageRank variants, Wikipedia links,
and related approaches.
3.1.6.1.1. PageRank Variants For our computations, we use two variants of the
PageRank algorithm: The traditional original PageRank Formula [BP98] (see Formula 3.1)
and a modified version called “Weighted Links Rank” (WLRank) introduced by Baeza-
Yates and Davis in [BYD04]. The latter enables us to account for the relative position of a
link within a Wikipedia article. For this, we adapt Formula 3.1 and introduce link weights
for PageRank. The idea is that the random surfer is likely not to follow every link on the
page with the same probability but may prefer those that are at the top of a page. The
WLRank of a resource r0 ∈ R (represented by its Wikipedia page) is computed as follows
12With “link extraction” we refer to the process of parsing the wikitext of a Wikipedia article and to
correctly identify and filter hyperlinks to other Wikipedia articles.
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(with all resources R, their individual directed links link(r1, r2); r1, r2 ∈ R, and the set of
pages that link to a page l(r) = {r1|link(r1, r)}—see Formula 3.1):








In [BYD04], a function for the “relative position of a link” is indicated but a clear definition
of the measure is missing. We assume that it was defined in a similar way as the following
link weight function:
lw(link(r1, r2)) = 1−
first occurrence(link(r1, r2), r1)
|tokens(r1)|
(3.8)
In order to form a correct probability model, the individual link weight is normalized in
accordance to the link weights of all outgoing links of a page in Formula 3.7. If we set
the link weight of every incoming link to the same value (e.g., 1) we obtain the original
PageRank formula (see Formula 3.1). The used helper functions of Formula 3.8 can be
described as follows:
• first occurrence(link(r1, r2), r1) – the token number of the first occurrence of a
link(r1, r2) at the respective Wikipedia page of r1. The token numbering starts at 1
(i.e., the first word/link in the wikitext).
• tokens(r1) – the total number of tokens of the Wikipedia page of r1.
Tokenization is performed as follows: we split the article text in accordance to white
spaces but do not split up links (e.g., [[brown bear|bears]] is treated as one token).
PageRank and WLRank are iteratively applied until the scores converge. In both formulas,
the variable d marks the damping factor (see Section 3.1.2.1.1).
As in all of our computations, we use the non-normalized version of PageRank (and also
WLRank). In contrast to the normalized version, the sum of all computed PageRank scores
is the number of articles (instead of 1) and, as such, does not reflect a statistical probability
distribution. However, normalization has no impact on the final ranking and the resulting
relations between the scores.
3.1.6.1.2. The Wikipedia Link Graph In order to extract the link graph from Wiki-
pedia, we need to clarify which types of links are considered. Up to this point, we
have made use of the DBpedia page links dataset, a link graph that is constructed by
the DBpedia Extraction Framework13 (DEF). The DEF bases its extraction on Wikipedia
database backup dumps14 that contain the non-rendered wikitexts of Wikipedia articles
and templates. From these sources, DEF builds a link graph by extracting links of the
form [[article|anchor text]]. We distinguish two types of links with respect to
templates:15
13DBpedia Extraction Framework – https://github.com/dbpedia/extraction-
framework, retrieved 2016-06-15.
14Wikipedia dumps – http://dumps.wikimedia.org/, retrieved 2016-06-15.
15Template inclusions are marked by double curly brackets: {{ and }}.
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A B C A C
PL PLR PL
Figure 3.9.: Transitive resolution of a redirect in Wikipedia. A and C are full articles and B is
called a “redirect page”, PL are page links, and PLR are page links marked as a
redirect (e.g., #REDIRECT [[United Kingdom]]). The two page links from A
to B and from B to C are replaced by a direct link from A to C.
1. Links that are defined in the Wikipedia text but do not occur within a template, for
example [[brown bear|bears]] outside {{ and }}.
2. Links that are provided as (a part of) a parameter to a template, for example
[[brown bear|bears]] inside {{ and }}.
DEF considers only these two types of links and not any additional ones that result from
the rendering of an article. It also has to be mentioned that DEF does not consider links
from category pages. This mostly affects links to parent categories as the other links
that are presented on a rendered category page (i.e., all articles of that category) do not
occur in the wikitext. As an effect, the accumulated PageRank of a category page would
be transferred almost 1:1 to its parent category. This would lead to a top-100 ranking
of things with mostly category pages only. In addition, DEF does not consider links in
references (denoted via <ref> tags). With respect to redirects, DBpedia offers two types
of page link datasets:16 one in which the redirects are resolved and one in which they are
contained. In principle, also redirect chains of more than one hop are possible but, in
Wikipedia, the MediaWiki software is configured not to follow such redirect chains (that
are called “double redirect” in Wikipedia)17 and various bots are in place to remove them.
Thus, we assume that only single-hop redirects are in place. However, as performed by
DBpedia, also single-hop redirects can be resolved (see Figure 3.9). Alternatively, for
various applications—in particular those addressing natural language processing (NLP)—it
can make sense to keep redirect pages as they can also have a high number of inlinks in
various cases (e.g., “Countries of the world”)18. However, with reference to Figure 3.9
and assuming that redirect pages only link to the redirect target, B passes most of its own
accumulated PageRank score directly to C (note that the damping factor is in place).
In order to create new Wikipedia link datasets, we originally aimed to extend the DEF
with more general Wikipedia link extraction methods. Unfortunately, in this respect, DEF
exhibited certain inflexibilities as it processes Wikipedia articles line by line. This made it
difficult to regard links in the context of an article as a whole (e.g., in order to determine
the relative position of a link). In consequence, we reverse-engineered the link extraction
parts of DEF and created the SiteLinkExtractor19 tool. The tool enables to execute multiple
16DBpedia page links – http://wiki.dbpedia.org/Downloads2015-04, retrieved 2016-06-
15
17Wikipedia: Double redirects – https://en.wikipedia.org/wiki/Wikipedia:Double_
redirects, retrieved 2016-06-15.
18Inlinks of “Countries of the world” – https://en.wikipedia.org/wiki/Special:
WhatLinksHere/Countries_of_the_world, retrieved 2016-06-15.
19SiteLinkExtractor – https://github.com/TBritsch/SiteLinkExtractor, retrieved
2016-06-15.
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extraction methods in a single pass over all articles and can also be extended by additional
extraction approaches. In its current implementation it does not resolve redirects.
3.1.6.1.3. Related Work There are two common types of Wikipedia rankings: one is
based on measures on the link graph and the other is based on consumption (e.g., page
views). In the following, we briefly introduce the state of the art in both Wikipedia ranking
methods.
Measures on the Wikipedia link graph: The work of Eom et al. [EAL+15] investigates
the difference between 24 language editions of Wikipedia with PageRank, 2DRank, and
CheiRank rankings. The analysis focuses on the rankings of the top-100 persons in each
language edition. We consider this analysis as seminal work for investigation on mining
cultural differences with Wikipedia rankings. This is an interesting topic as different
cultures often use the same language edition of Wikipedia (e.g., United Kingdom and
the United States use English). Similarly, the work of Lages et al. provide rankings of
universities of the world in [LPS16]. Again, 24 language editions were analyzed with
PageRank, 2DRank, and CheiRank. PageRank is shown to be efficient in producing similar
rankings like the “Academic Ranking of World Universities (ARWU)” (that is provided
yearly by the Shanghai Jiao Tong University). The Open Wikipedia Ranking project by
the Laboratory for Web Algorithmics of the Università degli Studi di Milano provide
Wikipedia rankings in accordance to PageRank, indegree, page views, and harmonic
centrality [BV14] in a Web interface20 for direct comparison.
The above approaches vary the graph measures (PageRank, 2DRank, CheiRank, indegree,
harmonic centrality) but do not vary the link extraction methods. In this section, we
experiment with both, different input graphs and a combination of a new weighted input
graph and WLRank.
Wikipedia consumption patterns: The official page view statistics of various Wikipedia
projects are publicly available as dumps21 or as a Web API22. Paul Houle aggregated
the Wikipedia page views of the years from 2008 to 2013 with different normalization
factors (particularly considering the dimensions articles, language, and time). The resulting
dataset, called “SubjectiveEye3D”,23 reflects the aggregated chance for a page view of a
specific article in the interval years (2008 to 2013). Similar to non-normalized PageRank,
the scores need to be interpreted in relation to each other (i.e., the scores do not reflect
a proper probability distribution as they do not add up to one). In the Github project
documentation of SubjectiveEye3D Paul Houle reports about Spearman and Kendall rank
correlations between SubjectiveEye3D and our published PageRank computations (see
Section 3.1.3.1.1).
20The Open Wikipedia Ranking – http://wikirank.di.unimi.it/, retrieved 2016-06-16.
21Page view statistics for Wikimedia projects – https://dumps.wikimedia.org/other/
pagecounts-raw/, retrieved 2016-06-16.
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3.1.6.2. Experiments
In our experiments, we first computed PageRank and WLRank on link graphs that were
produced with different link extraction methods. We then measured the pairwise rank
correlations (Spearman’s ρ and Kendall’s τ )24 between these rankings and the reference
datasets (of which three are also based on PageRank and two are based on page-view data
of Wikipedia). With the resulting correlation scores, we investigated whether the resulting
correlations could be used to support the following statements:
Statement 1: Links in templates are created in a “please fill out” manner and rather
negatively influence on the general salience that PageRank scores should represent.
Statement 2: Links that are mentioned at the beginning of articles are more often clicked
and correlate with the number of page views that the target page receives.
Statement 3: The practice of resolving redirects does not strongly impact on the final
ranking in accordance to PageRank scores.
3.1.6.2.1. Link Graphs We implemented five Wikipedia link extraction methods that
enable to create different input graphs for the PageRank/WLRank algorithm. In general we
follow the example of DEF and consider type 1 and 2 links for extraction. The following
extraction methods were implemented:
All Links (ALL) This extractor produces all type 1 and 2 links. This is the reverse-
engineered DEF method. It serves as a reference.
Article Text Links (ATL) This measure omits links that occur in Wikipedia templates
(i.e., includes type 1 links, omits type 2 links). The relation to ALL is as follows:
ATL ⊆ ALL.
Article Text Links with Relative Position (ATL-RP) This measure extracts all links
from the Wikipedia text (type 1 links) and produces a score for the relative position
of each link (see Formula 3.8). In effect, the link graph ATL-RP is the same as ATL
but uses edge weights based on each link’s position.
Abstract Links (ABL) This measure extracts only the links from Wikipedia abstracts.
We chose the definition of DBpedia which defines an abstract as the first complete
sentences that accumulate to less than 500 characters.25 This link set is a subset of
all type 1 links (in particular: ABL ⊆ ATL).
Template Links (TEL) This measure is complementary to ATL and extracts only links
from templates (i.e., omits type 1 links, includes type 2 links). The relation to ALL
is as follows: TEL ⊆ ALL.
24Both measures have a value range from −1 to 1 and are specifically designed for measuring rank
correlation.
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Redirects are not resolved in any of the above methods. We executed the introduced
extraction mechanisms on a dump of the English Wikipedia that was chosen in accordance
to the input of DEF with respect to DBpedia version 2015-04.26 Table 3.6 provides an
overview of the number of links per graph.
The following parameters were used to compute the PageRank/WLRank scores on the in-
troduced link graphs: non-normalized, 40 iterations, damping factor 0.85, start value 0.1.
3.1.6.2.2. Reference Datasets The following datasets are ranked in accordance to
different criteria. We use them as references: We used the following rankings as reference
datasets:
DBpedia PageRank (DBP) The scores of DBpedia PageRank (see Section 3.1.3.1.1)
are based on the DBpedia page links dataset (i.e., Wikipedia page links as extracted
by DEF, redirected). For our comparisons, we used the following versions of DBP
scores based on English Wikipedia: 2014, 2015-04.
DBpedia PageRank unredirected (DBP-U) This dataset is computed in the same
way as DBP but uses the DBpedia page links unredirected dataset.27 As the name
suggests, Wikipedia redirects are not resolved in this dataset (see Section 3.1.6.1.2
for more background on Wikipedia links and redirects). We use the 2015-04 version
of DBP-U.
SubjectiveEye3D (SUB) As described in Section 3.1.6.1.3, Paul Houle aggregated the
Wikipedia page views of the years 2008 to 2013 with different normalization factors
(particularly considering the dimensions articles, language, and time). As such,
SubjectiveEye3D reflects the aggregated chance for a page view of a specific article
in the interval years 2008 to 2013. However, similar to unnormalized PageRank, the
scores need to be interpreted in relation to each other (i.e., the scores do not reflect a
proper probability distribution as they do not add up to one).
The Open Wikipedia Ranking (TOWR) The TOWR project is maintained by the Lab-
oratory for Web Algorithmics of the Università degli Studi di Milano (as described in
Section 3.1.6.1.3). It provides Wikipedia rankings in accordance to different ranking
methods in a Web interface28 for direct comparison. They provide the following
measures:29
TOWR-PR PageRank computed on the Wikipedia link graph with the parallel
Gauß-Seidel method [KCN06] of the LAW30 library.
262015-02-05, Source: DBpedia 2015-04 dump dates – http://wiki.dbpedia.org/services-
resources/datasets/dataset-2015-04/dump-dates-dbpedia-2015-04, retrieved
2016-06-19.
27DBpedia page links unredirected – http://wiki.dbpedia.org/services-resources/
documentation/datasets#pagelinksunredirected, retrieved 2016-06-15.
28The Open Wikipedia Ranking – http://wikirank.di.unimi.it/
29For their 2015 edition (that we analyze), the link-graph-based measures are applied on an English
Wikipedia extract of April 3, 2015. Links in infoboxes were not considered.
30LAW – http://law.di.unimi.it/, retrieved 2016-07-19.
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TOWR-H Harmonic centrality as introduced in [BV14] computed on the Wikipedia
link graph.
TOWR-I Indegree, ranks Wikipedia pages in accordance to their number of incom-
ing links.
TOWR-PV Page views, ranks Wikipedia pages in accordance to “the number of
page views in the last year”31.
The two page-view-based rankings (i.e., SUB and TOWR-PV) serve as a reference in order
to compare the different graph-based rankings. We show the mutual overlap of entities
covered by the individual rankings in Table 3.7.
We used MATLAB for computing the pairwise Spearman’s ρ and Kendall’s τ correlation
scores. The Kendall’s τ rank correlation measure has O(n2) complexity and takes a
significant amount of time for large matrices. In order to speed this up, we sampled
the data matrix by a random selection of 1 million rows for Kendall’s τ . The pairwise
correlation scores of ρ and τ are reported in Table 3.8 and Table 3.9 respectively. The
results are generally as expected: For example, the page-view-based rankings correlate
strongest with each other. Also DBP-U 2015-04 and ALL have a very strong correlation
(these rankings should be equal).
3.1.6.2.3. Results Statement 1 seems to be supported by the data as the TEL PageRank
scores correlate worst with any other ranking. However, ATL does not correlate better
with SUB and TOWR-PV than ALL. This indicates that the reason for the bad correlation
might not be due to the “bad semantics of links in the infobox”. With random samples on
ATL—which produced similar results—we found that the computed PageRank values of
TEL are mostly affected by the low total link count (see Table 3.6). With respect to the
initial example, the PageRank score of “Carl Linnaeus” is reduced from 512 to 217 in ATL.
From a subjective perspective, this suggests a positive influence. However, objectively,
better performance of ATL is not noticeable with respect to the comparison to SUB and
TOWR-PV. We assume that PageRank on DBpedia’s RDF data results in similar scores as
TEL as DBpedia extracts its semantic relations mostly from Wikipedia’s infoboxes.
The scores of ABL and ATL-RP are indicators for the support of Statement 2. However,
similar to TEL, ABL does not produce enough links for a strong ranking. ATL-RP, in
contrast, produces the strongest correlation with SUB. This is an indication that—indeed—
articles that are linked at the beginning of a page are more often clicked. This is supported
by related findings where actual HTTP referrer data was analyzed [DSLS16].
With respect to Statement 3, we expected DBP-U 2015-04 and DBP 2015-04 to correlate
much stronger but DEF does not implement the full workflow of Figure 3.9: although it
introduces a linkA→ C and removes the linkA→ B, it does not remove the linkB → C.
As such, the article B occurs in the final entity set with the lowest PageRank score of 0.15
(as it has no incoming links). In contrast, these pages often accumulate PageRank scores of
1000 and above in the unredirected datasets. If B would not occur in the final ranking of
31Source: http://wikirank-2015.di.unimi.it/more.html, retrieved 2016-07-19.
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DBP 2015-04, it would not be considered by the rank correlation measures. This explains
the comparatively weak correlation between the redirected and unredirected datasets.
Further observations: Another surprising result is the rather weak correlation of TOWR-
PR with all the other PageRank-based rankings. As the Wikipedia dump date of DBpedia
2015-04 (that we also used for our measures, see Section 3.1.6.2) is only two months apart
from the dump date used by TOWR, we expected much stronger correlations here. This is
amplified by the observation that TOWR-PR correlates stronger with older DBP versions.
However, Table 3.7 already suggests a clear difference with respect to the number of
covered entities. Therefore, we assume that the preprocessing of the link graph performed
by TOWR induces this bias. This is also supported by the strong correlations between the
link-graph-based TOWR measures (i.e., TOWR-PR, TOWR-H, and TOWR-I) visible in
Table 3.8 and Table 3.9.
In addition to ATL-RP, also the link-graph-based TOWR measures exhibit a stronger
correlation with SUB than the other PageRank-based measures. However, with respect to
Table 3.7 it becomes clear that their overlap with SUB is 949 603 entities less than the one
of ATL-RP (or −19% relative to the overlap of ATL-RP and SUB). With this difference,
the correlation scores are not directly comparable.
3.1.6.2.4. Summary Whether links from templates are excluded or included in the
input link graph does not impact strongly on the objective quality of rankings produced by
PageRank. WLRank with links weighted by their relative position produced best results
with respect to the correlation to page-view-based rankings. In general, although there is a
correlation, we assume that link and page-view-based rankings are complementary. This
is supported by Table 3.10 which contains the top-50 scores of SUB, DBP 2015-04, and
ATL-RP: The PageRank-based measures are strongly influenced by articles that relate to
locations (e.g., countries, languages, etc.) as they are highly interlinked and referenced
by a very high fraction of Wikipedia articles. In contrast, the page-view-based ranking of
SubjectiveEye3D covers topics that are frequently accessed and mostly relate to pop culture
or important historical figures or events. We assume that a strong and more objective
ranking of entities is probably achieved by combining link-based and consumption-based
rankings on Wikipedia. For applications that deal with NLP, we recommend to use the
unredirected version of DBpedia PageRank.
The main findings of our PageRank-related experiments can be summarized as follows:
1. Removing template links has no general influence on the PageRank scores.
2. The results of WLRank with respect to the relative position of a link indicate a better
correlation to page-view-based rankings than other PageRank methods.
3. If redirects are resolved, it should be done in a complete manner as otherwise entities
get assigned artificially low scores. We recommend using a unredirected dataset for
applications in the NLP context.
4. Link-based and consumption-based rankings have individual biases. The two signals
should be considered in combination for a more neutral ranking of resources.
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3. Entity Summarization: Analyzing Explicit and Implicit Relations Between Entities
Table 3.10.: The top-50 rankings of SubjectiveEye3D (< 0.3, above are: Wiki, HTTP 404, Main
Page, How, SDSS), DBP 2015-04, and ATL-RP.
Rank SUB DBP 2015-04 ATL-RP
1 YouTube Category:Living people United States
2 Searching United States World War II
3 Facebook List of sovereign states France
4 United States Animal United Kingdom
5 Undefined France Race and ethnicity in the United States Census
6 Lists of deaths by year United Kingdom Germany
7 Wikipedia World War II Canada
8 The Beatles Germany Association football
9 Barack Obama Canada Iran
10 Web search engine India India
11 Google Iran England
12 Michael Jackson Association football Latin
13 Sex England Australia
14 Lady Gaga Australia Russia
15 World War II Arthropod China
16 United Kingdom Insect Italy
17 Eminem Russia Japan
18 Lil Wayne Japan Village
19 Adolf Hitler China Moth
20 India Italy World War I
21 Justin Bieber English language Romanize
22 How I Met Your Mother Poland Spain
23 The Big Bang Theory London Romanization
24 World War I Spain Europe
25 Miley Cyrus New York City Romania
26 Glee (TV series) Catholic Church Soviet Union
27 Favicon World War I London
28 Canada Bakhsh English language
29 Sex position Latin Poland
30 Kim Kardashian Village New York City
31 Australia Counties of Iran Catholic Church
32 Rihanna Provinces of Iran Brazil
33 Steve Jobs Lepidoptera Netherlands
34 Selena Gomez California Greek language
35 Internet Movie Database Brazil Category:Unprintworthy redirects
36 Sexual intercourse Romania Scotland
37 Harry Potter Europe Sweden
38 Japan Soviet Union California
39 New York City Chordate Species
40 Human penis size Netherlands French language
41 Germany New York Mexico
42 Masturbation Administrative divisions of Iran Genus
43 September 11 attacks Iran Standard Time United States Census Bureau
44 Game of Thrones Mexico Turkey
45 Tupac Shakur Voivodeship (Poland) New Zealand
46 1 Sweden Census
47 Naruto Powiat Middle Ages
48 Vagina Gmina Paris
49 Pornography Moth Communes of France
50 House (TV series) Departments of France Switzerland
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3.1.7. Conclusions
We presented LinkSUM, a generic relevance-oriented method for entity summarization.
LinkSUM works with a lightweight two-stage approach in order to produce summaries for
entities. In the first step, the method identifies relevant connected resources. In the second
step, the system selects the most promising semantic relation for each of the connected
resources. We also investigated the most effective configuration parameters for LinkSUM
and tested different variants of computing PageRank on Wikipedia.
The results of our quantitative and qualitative evaluation, where we compared LinkSUM to
the state-of-the-art system FACES [GTS15], and the experiments on Wikipedia PageRank
lead us to the following conclusions:
1. The incorporation of background knowledge for entity summarization is common
practice (e.g., [Sin12]). Web links can serve as lightweight background knowledge
for effective entity summarization.
2. For SERP scenarios, summarization systems should primarily focus on the relevance
and the strength of the connection to the related resources. As a second factor, the
selection of an appropriate semantic relation is of importance.
3. Redundancies in the set of related resources should be avoided (e.g., see Figure 3.2).
Commonly, if two entities are related, there is one relation that is more relevant to
be mentioned. Summaries should focus on this relation and then present relations to
other interesting resources.
4. Ranking in RDF knowledge bases is an important problem. Link and consumption-
based measures should be considered in combination for providing maximal neutral
resource rankings.
The application field of LinkSUM is not limited to SERPs. As the availability of structured
data is growing, applications for different domains and purposes emerge. Examples include
business intelligence, e-learning, health information systems, news pages, data sheets,
recipes etc. In fact, this includes all domain-specific cases where it is necessary for users
to efficiently comprehend large information resources. In addition, entity summarization
systems may adapt to user-context factors such as geolocation, cultural background, or time.
As entities are retrieved without a specific information demand (in contrast to question
answering) the full personalization/contextualization of entity summaries remains an open
challenge.
LinkSUM provides high-quality summaries and improves on the performance of existing
solutions in the literature. There are interesting open points that can be addressed by future
systems that are based on LinkSUM :
• The evaluation of LinkSUM was focused on the case of generic search in the Web.
The performance of the LinkSUM method could also be evaluated in specific domain
settings (e.g., health information).
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• LinkSUM can be combined with a learning-to-rank approach (similar to [DFDM12])
with respect to the α-value and different linear combinations of the predicate selec-
tion methods.
• In future versions, LinkSUM could include literal values—such as strings or dates—
as descriptors of the entities. The blending of entity-literal and entity-entity relations
into a single summary is a problem of high interest.
3.2. UBES: Leveraging Usage Data for Entity
Summarization
We address Research Question 1.2 in this section:
How can we use usage data analysis effectively in order to derive summaries of entities?
The contribution—which addresses this question—states one of the two entity summariza-



















Figure 3.10.: Overview of the contributions of this thesis. In this part, we focus on UBES, an entity
summarization approach that leverages usage data.
3.2.1. Introduction
In recent years, a lot of efforts in the Linked Data community have been focused on
interfaces (e.g., Pubby,32, Semantic MediaWiki [KVV+07], Wikibase,33 etc.) or visual-
izations [DR11]. Usage data, such as server logging data, from instances of these and
further interfaces were published in anonymized form (e.g., [LRABH15]). Usage data is
commonly gained from user sessions which, in the case of Semantic Web resources, can
have the following shape [LMN11]:34
32Pubby – http://www4.wiwiss.fu-berlin.de/pubby/, retrieved 2016-06-23.
33Wikibase – http://wikiba.se/, retrieved 2016-06-23.
34Abstracted from typical server logs in which it is typically more difficult to identify a single user and
their click-paths because of the use of proxy servers, client-side caching, etc. (see [LMN11]).
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Table 3.11.: Example: User-item matrix created as an abstraction of usage data of resources.
User1 User2 User3 User4 ...
dbr:Pulp_Fiction 1 0 0 0 ...
dbr:Sin_City_(film) 1 0 0 1 ...
dbr:Quentin_Tarantino 0 1 0 0 ...
... ... ... ... ... ...
User1, dbr:Pulp_Fiction; 2016-05-24 14:34:21 UTC
User1, dbr:Sin_City_(film); 2016-05-24 14:35:43 UTC
User2, dbr:Quentin_Tarantino; 2016-05-25 11:42:41 UTC
User4, dbr:Sin_City_(film); 2016-05-25 22:15:03 UTC
...
This data can be used directly for analyzing click paths [SHHS15] or further processed
and used at different levels of abstraction. We coarsely distinguish between two different
types of abstraction:
Page views The number of times a resource was consumed within a specified time
frame:
dbr:Pulp_Fiction; 34 clicks; 2016-05-24 14:00-15:00 UTC
This enables popularity-based ranking of resources that is comparable (but orthogo-
nal) to PageRank measures (see Section 3.1.6).
User-item matrix A (typically sparse [AT05]) two-dimensional matrix (in [LMN11]
called user-pageview matrix) in which one dimension stands for a user while the other
dimension represents items (in our case entities/resources). In such matrices, the
entries usually indicate the strength of the preference of the user (in a custom format,
for example from 0 to 5) for the respective item but can also be in binary format (1
for consumed, 0 for not consumed). Note that the user-item matrix abstracts from the
temporal dimension and the ordering of the requests (we do not know whether User1
browsed dbr:Pulp_Fiction before or after dbr:Sin_City_(film)). An
example for a binary user-item matrix is provided in Table 3.11.
The use of popularity signals that are similar to page view counts (i.e., PageRank) for
entity summarization was discussed in Section 3.1. In this section we address the task
of informative/general entity summarization with the help of usage data: we investigate
co-consumption patterns of entities with the help of a user-item matrix. We produce
summaries of entities by combining usage patterns with knowledge from RDF knowledge
bases. With the work on UBES, we aimed to address the following challenges:
1. In many settings—like in the scenario of Section 1.1.1—the amount of data about
the user is limited and the actual content of a site as well as previous keyword
search terms are unknown. This leads us to the question: How can we derive entity
summaries from co-consumption patterns?
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2. Entity summarization is a novel field of research and established ground truths are
missing. To motivate users to help for providing data, annotations for data, and
helping to establish a reference is a challenging task [SH08]. How can we efficiently
produce a ground truth for evaluating entity summarization?
3. The new entity summarization approach UBES needs to be evaluated. How can we
evaluate the UBES entity summarization approach with respect to a reference and to
which other systems can we compare?
Accordingly, we provide the following contributions:
1. We introduce UBES, a usage-based approach to summarize entities within RDF
knowledge bases. UBES uses the k-nearest neighbors (kNN) technique for entities of
the same type and an adaptation of the term frequency-inverse document frequency
(tf-idf) method for identifying important predicate-object pairs. We exemplify the
applicability of the approach on instances of type film/movie35 of the Freebase RDF
knowledge base.
2. We provide a scenario for establishing a reference dataset for entity summarization
by creating a game with a purpose (GWAP). For this, we adapt an existing linked
data quiz game (that was originally introduced for linked data quality assessment
and improvement in [WLKS11] and [KHS12]) in order to cover the movie domain
of the Freebase knowledge base. With this approach we follow the idea that ideal
summaries of entities should cover commonly known facts about them.
3. We compare the UBES entity summarization system with the Google Knowledge
Graph [Sin12] by using the established game data. We use standard rank correlation
measures for measuring the similarity to the game data and draw conclusions for the
quality of UBES as well as for the usability of the game data.
In the following subsections we first introduce the UBES approach in Section 3.2.2. After
that, we report on our experiments in Section 3.2.3. The results of these experiments are
discussed in Section 3.2.4. After covering the related work in Section 3.2.5 we conclude
the work with Section 3.2.6.
3.2.2. Approach: UBES
The main idea of the UBES approach can be phrased as follows: predicate-object pairs (in
this work also called “features”) that an entity shares with its k-nearest neighbors are more
relevant than predicate-object pairs that are shared with entities that are not in the k-nearest
neighbors range. Figure 3.11 provides an example for such a situation: the predicate-
object pair :director :Quentin_Tarantino can be considered as important for
the movie “Pulp Fiction” as its direct neighbors also have the same predicate-object pair.
35We use these terms interchangeably in this thesis.
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Figure 3.11.: Example: The feature :director :Quentin_Tarantino that the movie
“Pulp Fiction” shares with its k-nearest neighbors is considered more important
than the feature :genre :Black_Comedy that “Pulp Fiction” shares with a
non-neighboring movie.
An important question that needs to be addressed is “how do we establish the neighbor-
hood of an entity?” For this, we adopt a method from item-based collaborative filter-
ing [SKKR01]: we use the row-vectors of the user-item matrix (exemplified in Table 3.11)
that correspond to a specific rdf:type (e.g., movie) and compare the vector of the focus
entity with the others via standard similarity measures—such as cosine similarity or the
log-likelihood ratio [Dun93]. The top-k neighbors with highest similarity are then chosen
as the entity’s neighborhood. In that respect, our method is also flexible and the entity
neighborhood can be based on different data sources (e.g., co-mentions) and can also be
established with different methods (such as machine learning models).
We provide a summary of a given entity e of type t in the set of all resources R (e, t ∈ R, e
rdf:type t). e has a “feature set” FS(e) that includes all predicate-object pairs of e in
the RDF knowledge base. The approach is based on usage data and includes six steps:
1. Generate the user-item matrix with C = {r|r ∈ R, r rdf:type t, r 6= e} (the
subset of all resources that have the same RDF type as e).
2. Compute the similarity between e and all other resources r ∈ C and identify a set
Nk,e ⊆ C of k-nearest neighbors of e.
3. For each feature f ∈ FS(e) collect the resources Ae,f ⊆ Nk,e in the entity’s
neighborhood that share the same feature.
4. For each feature f ∈ FS(e) collect the resources Be,f ⊆ C in the set of all resources
of the same type that share the same feature.
5. The score of a feature se(f), f ∈ FS(e) is computed in accordance to the following
tf-idf-related ratio: se(f) = |Ae,f |· log |C||Be,f | .
6. The features f ∈ FS(e) are ordered descending according to their given score se(f).
Select the top-n36 most relevant features as a summary of e.
36In this section, k is in use for k-nearest neighbors. Therefore, we refer to the size of the summary as
top-n.
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Table 3.12.: Example: The 20-nearest neighbors of the entity fb:en.pulp_fiction (the
resource fb:source.allocine.ca.film.53879 corresponds to the movie





















The concept of a user-item matrix (Step 1) is a well-known principle in the field of
recommender systems [SKKR01, AT05]. Each column of the matrix represents a single
user and each row represents a single entity. The entries of the matrix are either one, if the
user has consumed the resource, or zero/empty, if the user has not consumed a particular
entity (which is the standard case). The column or row vectors can be used to compare
users or entities with each other respectively.
Several similarity measures have been introduced for comparing column/row vectors
(Step 2). Cosine similarity and Pearson correlation (comparing the vectors with regard to
their angular distance) are the most common techniques [AT05]. In order to be more robust
against sparsity, we apply the log-likelihood ratio score [Dun93] for computing entity
similarities (i.e., the row vectors of the example in Table 3.11). In this context, the ratio
combines four parameters: the number of users who consumed both entities, the number
of users who consumed the first but not the second entity and vice versa, and the number
of users who consumed none of the two entities. The similarity measure works with binary
data, in particular Web usage data (consumed or not consumed). With the similarity scores
it is possible to identify a set of k-nearest neighbors for a given entity. The 20-nearest
neighbors of the entity fb:en.pulp_fiction are provided in Table 3.12.
Listing 3.4 exemplifies a SPARQL query that is used for the retrieval of common outgoing37
features between the entity (fb:en.pulp_fiction) and its 20 nearest neighbors
37We focus on outgoing features for reasons of clarity. Similar queries can be created for incoming
features.
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Listing 3.4: SPARQL query: retrieving outgoing predicate-object pairs shared with at least one of
the 20-nearest neighbors of fb:en.pulp_fiction.
PREFIX fb: <http://rdf.freebase.com/ns/>
PREFIX ex: <http://example.com/>
SELECT (COUNT(?s) as ?c) ?p ?o WHERE {
fb:en.pulp_fiction ?p ?o .
en.pulp_fiction ex:knn20 ?s . # or ?s rdf:type fb:film.film .
?s ?p ?o .
FILTER((?s != en.pulp_fiction) && (?p != ex:knn20)) .
} GROUP BY ?p ?o
(Step 3).38 For identifying feature overlaps between the entity and all resources of the same
type in the dataset (Step 4), the line
en.pulp_fiction ex:knn20 ?s .
needs to be replaced by
?s rdf:type fb:film.film .
For each of the two queries (Step 2 and Step 3), the predicate-object pairs are counted
by occurrence (variable ?c). The filter rule of the query removes predicate-object pairs
that stem from the given entity and also removes relationships that origin from the nearest
neighbors approach.
In the result set of Step 3, many features occur frequently—such as the following predicate-
object pair:
fb:film.film.country fb:en.united_states
If the scoring would involve only counting, features like the above would be considered as
highly relevant for many movies. However, as these features do not only occur frequently
in the k-nearest neighbors set but also with all entities of the same type, they are less
important (or individual). For reducing the importance, we adopt the classic tf-idf method
(Step 5). In our case a “term” is a single feature and the term frequency is the frequency of
the feature in the nearest neighbors set. The inverse document frequency is the logarithm of
the ratio between the size of C (i.e., the number of resources of type t—in our case movies)
and the number of movies within C that share a feature with e (see Step 4). Applying this
measure, a feature that is common not only among the nearest neighbors but also among
all entities of the same type receives a lower score. After this step, every feature that is
shared with at least one of the k-nearest neighbors has an assigned score.
In the last step, we select the n most relevant predicate-object pairs in accordance to their
score.
38The 20-nearest-neighbors relationship is modeled with the predicate ex:knn20.
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Our experiments were separated into different steps: 1) select datasets and a knowledge
base and perform initial experiments; 2) identify a way to produce a ground truth and im-
plement it; 3) select measures, baselines, systems, and their configuration as the evaluation
setup; 4) perform measures and present results.
3.2.3.1. Dataset, Setup, and Initial Experiments
As a dataset, we combined the usage data of the HetRec2011 MovieLens2k dataset [CBK11]
with Freebase [BEP+08]. The HetRec2011 MovieLens2k contains ratings of 2113 users
for 10 197 movies and is an extension to the MovieLens10M dataset [HK15]. In addition,
it provides additional metadata such as directors, actors, countries, and locations. Although
this dataset already contains material with which we could perform tests without making
use of Freebase, the search space for predicates and objects is still restricted. In particular,
26 predicates (such as genre, year, Spanish title, rotten tomatoes39 rating, etc.) are opposed
to more than 240 predicates that Freebase covers for movies. Also, the range in Freebase is
much broader: for example, more than 380 different genres (fb:film.film.genre)
are covered in contrast to 20 fixed genres contained in the HetRec2011 MovieLens2k
dataset. The HetRec2011 MovieLens2k dataset includes IMDb40 identifiers for each movie.
This enabled us a straight forward linking to Freebase by running a query in Metaweb
Query Language (MQL) at the Freebase query service41 (see Listing 3.5). With this query,
we were able to match more than 10 000 of the 10 197 movies.42 For performance reasons,
we retrieved the respective movie descriptions from Freebase and stored them in a local
triplestore.
With the usage data, we computed the 20-nearest neighbors for each movie with Apache
Mahout43 and stored the results with an synthetic knn predicate in the triplestore together
with the movie descriptions. Thus, in addition to the movie descriptions, the triplestore
contained triples of the following form:
fb:en.pulp_fiction ex:knn20 fb:en.sin_city_2005 .
39http://www.rottentomatoes.com/, retrieved 2016-07-01.
40http://www.imdb.com/, retrieved 2016-07-01.
41See Section 2.1.5 for more information on Freebase.
42Unmatched items are mostly TV series that do not match the pattern "type"="film/film/".
43Apache Mahout – http://mahout.apache.org/, retrieved 2016-07-06.
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This triple means that fb:en.sin_city_2005 is one of the 20-nearest neighbors of
fb:en.pulp_fiction. Using SPARQL queries (like in Listing 3.4) we were able
to retrieve common predicates between single movies and neighboring/non-neighboring
movies. In our experiments we tried multiple configurations of k (with respect to the
k-nearest neighbors approach) in which k = 20 proved as the most stable one. An
example neighborhood for the entity fb:en.pulp_fiction is given in Table 3.12. A
particularity about this neighborhood is that the movie
fb:source.allocine.ca.film.53879
(that corresponds to “Kill Bill: Volume 2”) occurs twice in the list. The reason for this
lies in the previous matching steps that were performed for creating the HetRec2011
MovieLens2k dataset—it contains several duplicates with different identifiers.
With the neighborhood and the according measures on the dataset, we were able to extract
the 10 most important features for each entity. Each of the tables 3.13, 3.14, 3.15, 3.16
provide an example for a top-10 movie entity summary produced with UBES. Most
of the presented examples have fb:film.film.genre as one of their best-scoring
predicates. In that regard, the fine granularity of Freebase poses a strong advantage: genres
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such as “costume drama”, “crime fiction” or “parody” are missing in the HetRec2011
MovieLens2k dataset and many other datasets. It is interesting that the predicate
fb:film.film.written_by
has an impact for all of the presented movies. One of the main aspects of entity summa-
rization systems is the coverage of particularities (i.e., what is special about this particular
entity). In that regard, in the results, the movie “Bridget Jones’s Diary” shares with its
neighbors that they were filmed in the United Kingdom while Walt Disney as the produc-
tion company is surely important for the movie “Beauty and the Beast”. It is also worth to
mention that, according to our results, the movie “Pulp Fiction” is strongly influenced by
its director Quentin Tarantino.
To this point, the presented summaries do not cover n-ary relations44 as they occur in
Freebase. In theory, it would be possible to deal with n-ary relations via according queries
but these involve multiple joins and, therefore, were often too hard to process for the
used triplestores. For our evaluation we circumvented this issue by introducing manually-
created reasoning axioms that enabled direct relations for the specific domain of movies
(see Section 3.2.3.2.1). Another issue was the problem of data quality and the constant
44See Section 2.1.1.1 for an introduction to n-ary relations.
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evolution of data in Freebase (that could be edited by everyone). As visible in Table 3.13
and Table 3.16, this introduced some noise and, therefore, our results included predicates
like fb:user.robert.default_domain.rated_film.ew_rating.
Similar to the high requirements with respect to the quality of the knowledge base, also the
availability and correct processing/interpretation of usage data is a central aspect of UBES.
For this matter, we kindly refer the reader to [LMN11].
3.2.3.2. Towards a Ground Truth
A ground truth was necessary to evaluate the UBES approach in a neutral way. In general,
it is difficult to establish such a ground truth—so we introduced a specific setting that
makes the task feasible:
• Focus on the movie domain.
• Use popular movies to facilitate the task for the users.
• Select Freebase as a single data source.
• Resolve n-ary relations.
Even in this setting, it was difficult to generate summaries of a significant amount of
movies under the consideration that many of them are described with multiple hundreds of
features. In order to address this issue, we introduced a game-based approach to generate a
ground truth. The main idea was to use a quiz game in order to determine which facts are
commonly known about entities, which facts are known by some users but not by all, and
which facts are commonly unknown. We assumed that, with this information, it is possible
to establish a ground truth for entity summaries.
3.2.3.2.1. Data sources We focused on movie entities from Freebase in our eval-
uation. Freebase contains a large amount of openly available data and—in contrast to
DBpedia and the Linked Movie Database (LinkedMDB)45—very detailed and well curated
information about movies. Large parts of this dataset were also used by Google for its
summaries [Sin12]. For the evaluation, we randomly selected 60 movies of the IMDb Top
250 movies46 (as of April/May 2012) and derived the Freebase identifiers by querying
Freebase for the predicate imdb_id47 (see Listing 3.5). For reasons of efficiency we
restricted the number of movies to 60, because otherwise it would have been difficult to
achieve the necessary number of game participants for sufficient coverage. We downloaded
RDF descriptions of the movies (that were available via content negotiation) and stored
them in an OWLIM48 triplestore with OWL2 RL [MGH+09] reasoning enabled. This
45LinkedMDB – http://www.linkedmdb.org/, retrieved 2016-07-03.
46IMDB Top 250 – http://www.imdb.com/chart/top, retrieved 2016-07-03.
47List of selected movies – http://yovisto.com/labs/iswc2012/selected_movies_
freebase.txt, retrieved 2016-07-03.
48OWLIM (now Ontotext GraphDBTM) – http://www.ontotext.com/owlim, retrieved 2016-
07-03.
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Listing 3.6: Property chain axiom for creating direct “hasActor” relationships via OWL2 RL






enabled us to resolve the n-ary relations (such as movies/actors/roles) of Freebase. We
were able to transform these to normal triples with property-chain reasoning rules. An
example such an axiom is provided in Listing 3.6.49 We created such direct links for actors,
achieved awards, budgets, and durations.
3.2.3.2.2. WhoKnows?Movies! – Concept and Realization We adopted the
GWAP WhoKnows?, an online quiz game in the style of “Who Wants to Be a Millionaire?”.
It was originally developed for DBpedia data quality checking and curation [WLKS11,
KHS12]. Our version WhoKnows?Movies!50 was rebuilt towards the Freebase movie
scenario and—in contrast to quality and curation—the goal was to obtain a reference
for the relevance of facts. However, the principle of the GWAP was left unchanged: it
presents multiple choice questions to the player that were generated from the respective
facts about a fixed selection of entities. In our case we used the dataset as described in
Section 3.2.3.2.1. The players could score points by answering single questions correctly
within a limited period of time and lose points and lives when providing none (in case of a
time out) or incorrect answers.
As an example, Figure 3.12a shows the question “John Travolta is the actor of ...?” and
Figure 3.12b exemplifies the expected answer “Pulp Fiction”. The question stems from the
triple
fb:en.pulp_fiction ex:hasActor fb:en.john_travolta .
and was composed reversing the triples’ order, for example “object is the predicate of:
subject1, subject2, subject3”. The remaining options were selected from entities that
apply the same predicate at least once but are not linked to the object in question (see
Table 3.17). In this way we assured that only wrong answers were presented as alternative
choices. The questions were constructed in two variants: One-To-One (see Figure 3.12a
and Figure 3.12b) where exactly one answer was correct and One-To-N (see Figure 3.12c
and Figure 3.12d) where one or more answers were correct.
When a player ansered a question correctly they scored points and increased the level. With
an incorrect answer the players were penalized by loosing points and a life. The earned
score depended on the correctness of the answer and the time needed for providing the
answer. With higher levels, the number of options was raised and, thus, correct answers
were becoming increasingly harder to guess. When submitting an answer, the user received
49All used property-chain reasoning rules are provided in Appendix A.1.
50WhoKnows?Movies! – http://141.89.225.43/whoknowsmovies/, retrieved 2016-07-06.
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(a) Example: One-To-One question
generated from :Pulp_Fiction
:hasActor :John_Travolta .
(b) Example: Correct answer for the One-
To-One question on the left side (Fig-
ure 3.12a).
(c) Example: One-To-N question generated
from :Star_Wars_IV :director
:Dianne_Crittenden .
(d) Example: Incorrect answer for the One-
To-N question on the left side (Fig-
ure 3.12c).
Figure 3.12.: Screenshots of WhoKnows?Movies! exemplifying One-To-One and One-To-N ques-
tions and their correct or incorrect answers (for better readability, the IRIs were
changed).
immediate feedback about the correctness of their answer in the result panel where their
choices were shown once again and the correct answer was highlighted (see Figure 3.12b
and Figure 3.12d). The provided answers were logged for later traceability and the triple’s
statistics were updated accordingly. The game finished when the player lost all of their
five lives.
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Table 3.17.: Example: Triples used to create a question and according answer options (for better
presentation, we use the labels of the resources).
Subject Predicate Object
Pulp Fiction actor John Travolta
actor Uma Thurman
actor ...
Braveheart actor Mel Gibson
actor Sophie Marceau
actor ...
The Princess Bride actor Robin Wright
actor Annie Dyson
actor ...
For the game configuration the applied dataset included the 60 described movies from
Freebase. We selected 25 different predicates (see Appendix A.1) that were relevant for
movies, resulting in 2829 distinct triples.51 For each triple a set of false answers was
preprocessed and stored to a database. When generating a question for a specific triple, a
number of false subjects was randomly selected from this set.
3.2.3.2.3. Results: Game Data As of September 2012, in total, the quiz was played
690 times by 217 players. A majority of 135 players played only once. All 2829 triples
were played at least once and 2314 triples were played at least three times. In total 8308
questions were replied of which 4716 were answered correctly. For each of the 60 movies,
this enabled a direct ranking of the facts by the average correctness of provided answers to
quiz questions about them. An example for such a ranking is provided in Table 3.18 for
the movie “Pulp Fiction”. In this case, the set of top-ranked predicate-object pairs overlaps
with summaries of “Pulp Fiction” (as often presented by entity summarization systems).
In Table 3.19 we provide an aggregate with respect to the different predicates of the triples.
With respect to that, it was generally more easy for the players to provide a correct answer
with the predicates “prequel”, “film series”, or “sequel”. This is due to the fact, that these
three predicates often occurred with facts, where the object and the subject are similar
(e.g., “Star Wars V is the sequel of...? – Star Wars IV”).
3.2.3.3. Evaluation Setup
We compared the rankings of UBES with the rankings of the dataset established with
the game WhoKnows?Movies!. We introduced summaries of Google Knowledge Graph
(GKG) and random summaries (RANDOM) as competing baselines and, accordingly, the
setup of UBES, GKG, and RANDOM.
51Initially we also included role names but these were dropped later-on as they added a large amount of
mostly unimportant information for the price of a strongly negative impact on the player’s experience (with
many unknown role names asked in a game session the users stopped playing).
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The configuration and setup of the respective systems/baselines was as follows:
UBES We computed the 20-nearest neighbors for each of the 60 selected movies with the
log-likelihood ratio [Dun93]. After applying the main steps of UBES, we retrieved a
ranked output for each of the 60 movies. The output then was filtered with the white
list52 of 25 predicates in order to fit with the predicates covered by the game.
GKG The 60 movie summaries by Google were processed in a semi-automatic way to fit
with the Freebase IRIs. The first step was to retrieve the summaries of all 60 movies
and storing the according HTML files. While the Freebase IRIs for predicates such
as “director” had to be entered manually, most objects could be linked to Freebase
automatically.53 Google’s ordering of the five main facts was interpreted in a top to
52See Appendix A.1.
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bottom order and the ranking of cast members was interpreted with declining rank
from left to right.
RANDOM The random summaries were generated in accordance to the white list54. In
order to prevent positive/negative outliers from having an impact, we created 100
random rankings and used the average scores of these for our comparison.
For measuring the similarity between the ranked output of the systems/baselines and the
game data, we applied Kendall’s τ rank correlation coefficient [Ken38]. In that regard, we
evaluated the respective systems/baselines with respect to two main aspects:
Predicate Ranking To evaluate the ranking of predicates for a single movie, we deter-
mined the ranking of predicates according to the correct answer ratio. The GKG
movie representation listed general facts in an ordered manner, whereas the cast of
the movie was displayed separately. Accordingly, only the remaining 24 predicates
were used for this evaluation. Predicates that did not occur in the systems’ results
were jointly put to the bottom position.
Actor Ranking The three systems/baselines output rankings of the objects for the mem-
bers of the cast that are connected via the ex:hasActor predicate. We used the
rankings of the actors for each movie in order to determine the performance of the
individual approaches relative to the game data.
54See Appendix A.1.
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Table 3.20.: Performance of the predicate ranking.
Kendall’s τavg Kendall’s τmin Kendall’s τmax
UBES 0.045 -0.505 (The Sixth Sense) 0.477 (Reservoir Dogs)
GKG 0.027 -0.417 (The Big Lebowski) 0.480 (Reservoir Dogs)
RANDOM 0.031 -0.094 (American Beauty) 0.276 (Monsters Inc)
Table 3.21.: Performance of the actor ranking.
Kendall’s τavg Kendall’s τmin Kendall’s τmax
UBES 0.121 -0.405 (The Princess Bride) 0.602 (Indiana Jones – Last Crusade)
GKG 0.124 -0.479 (The Princess Bride) 0.744 (The Matrix)
RANDOM 0.013 -0.069 (Fargo) 0.094 (Good Will Hunting)
3.2.3.4. Evaluation Results
In the following, we present the results of the evaluation.
Predicate Ranking For each movie Kendall’s τ was determined over the set of its
predicates. Table 3.20 shows the average, minimum, and maximum values of
Kendall’s τ . It can be seen, that the three systems/baselines performed equal in
average. For each system/baseline, for about half of the movies the correlation
was negative which means that the orderings were partly reverse compared to the
ordering of the derived dataset. In general, none of the UBES and GKG rankings
differed significantly from a random ranking.
Actor Ranking In Table 3.21, we present the average, minimum, and maximum resulting
Kendall’s τ correlation scores for the ranking of actors. The results for the actor
ranking were fairly equal for both systems (GKG and UBES) in the average case.
The average Kendall τ value respectively differed from random scores. We estimated
that the difference to the random ranking was significant (p < 0.05) for both systems.
It has to be noted that, in some cases, the UBES approach provided none or very few
proposals due to the required actor overlap with the 20-nearest neighbors.
3.2.4. Discussion
In our results we found evidence, that there exists a correlation between quiz-game-based
rankings (i.e., what people generally know about an entity) and facts that are typically
shown in entity summarization (i.e., guessing what people generally would like to know).
With reference to the game data, the UBES ranking performed similarly well as the
GKG ranking (which is based on more background data—the Google query logs, see
Section 2.2.1.1 for more details). However, the weak results of GKG and UBES suggest
further investigation. In particular, the following points are worthy to be tested in future
studies:
• It needs to be investigated whether a negative influence is introduced with the
aggregation on objects (with respect to the ranking of the predicates, see Table 3.20).
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• Although providing indications, the study did not entirely clarify whether and in
which way the established data from the WhoKnows?Movies! game is suitable for
evaluating entity summarization systems.
• It is also possible that the tested entity summarization systems both just did not
perform very well (with respect to the researched context—stated by the movies).
• The influence of the sparsity of the game data needs to be investigated (many of the
facts were played only three times or less).
A likely case could be a mix of some of the above points. However, the exploration of
each of these points forms a new contribution. The results of the actor ranking provide
an indication that the relative importance of predicate-object pairs can be captured by the
statistics established through the WhoKnows?Movies! game. The actor rankings of UBES
and GKG are significantly different from RANDOM and correlate stronger with the game
data. Eventually, given the available data, it was not possible to determine whether UBES
or GKG performed better.
The data established with WhoKnows?Movies!, the Google summaries, the respective
UBES and GKG rankings, and further information are available online.55
3.2.5. Related Work
This section relates to different topics in the fields of Web usage mining in combination
with Linked Data, frequency and co-occurrence analyses over RDF data, and the use of
GWAPs in context of the Semantic Web.
The idea of combining areas of Semantic Web and Web usage mining was initially presented
by the works of Berendt et al. [BHS02] and Oberle et al. [OBHG03]. The authors present
the idea of (not explicitly stated/provided) relations that can be inferred by analyzing
consumption patterns from usage data [BHS02] and personalization in accordance to
previously consumed knowledge [OBHG03]. Later works by Möller et al. [MHC+10] and
Kirchberg et al. [KKL11] elaborate on measures for usage data analysis with respect to
machine-readable data in regard to different portals offering Linked Data. Their analyses
focus on Linked Data resources as well as SPARQL query logs. In [FMG11], Fortuna
et al. combine usage data with semantically enriched content data in an efficient model
that is demonstrated to be suitable for machine learning in order to gain deep insights on
user interest and content. To the best of our knowledge, UBES is the first approach that
utilizes patterns mined from usage data for ranking semantic information, in particular
predicate-object pairs with respect to a selected entity.
Oren et al. introduce “Simple Algorithms for Predicate Suggestions Using Similarity
and Co-occurrence” [OGD07]. The authors present two approaches: 1) predicate sug-
gestions via the similarity of resources that use them; 2) predicate suggestions via their
co-occurrence. The first approach relates strongly to UBES as predicates are ranked indi-
rectly via the previously determined similarity of resources (that divides all resources into
55Data of the experiments – http://yovisto.com/labs/iswc2012/, retrieved 2016-07-12.
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the sets: similar; not similar). The ranking involves a ratio that is similar to tf-idf. The sec-
ond approach follows a co-occurrence analysis based on association rule mining [AIS93].
Our UBES approach relates mostly to the first approach while we do not only consider
predicates, but full features (predicate-object pairs). Furthermore, we compute similarity
with additional background knowledge, while resource similarity is established via the
use of similar predicates in [OGD07]. Similar to [OGD07], Paulheim and Bizer [PB13]
address the topic of type inference via statistical models over RDF data via analyzing the
usage of RDF predicates in combination to existing classes. Di Noia et al. [DNMO+12]
use the tf-idf measure for movie recommendation: the similarities of the movies are es-
timated with a vector space model that includes tf-idf weights for predicate-object pairs.
In their model, the term frequency is binary (either a movie has a feature, or it has not).
In this way, the particularity of a predicate-object pair can be estimated (a very common
predicate-object pair has a low weight in the feature vector). With UBES, we also apply
tf-idf weighting on predicate-object pairs. However, in contrast to [DNMO+12], our aim
is to identify their importance for an entity. In our k-nearest-neighbors model we identified
“the number of nearest neighbors that share a feature” analogously to term frequency.
The idea of using GWAPs in the context of the Semantic Web and according examples
(from their earlier work) were comprehensively presented by Siorpaes and Hepp [SH08].
Most related to our work on WhoKnows?Movies! is the “RISQ!” game [WKOS11] by
Wolf et al.—an early approach that focuses on ranking facts with respect to a specific
entity. A similar approach also was followed by the works of Hees et al. with their games
“BetterRelations” [HRBB+12] and the “Knowledge Test Game” [HKB+13]. We follow
the design of WhoKnows? [WLKS11] [KHS12] and—in contrast to directly asking for
“what is more important” [HRBB+12] or “what do you associate with ...” [HKB+13]—
identify commonly known/unknown facts about entities in a more subtle way. In a
later effort to obtain evaluation data for the task of “entity-centric fact ranking” (i.e.,
entity summarization) Bobić et al. implemented a Web interface for a crowd sourcing
effort [BWS16]. Similar to WhoKnows?Movies!, the obtained reference data was published
online.
3.2.6. Conclusions
We presented UBES, an entity summarization approach based on usage data, and the GWAP
WhoKnows?Movies!, a quiz game designed with the intention to establish a reference
dataset for entity summarization. UBES works with the k-nearest neighbors method on
usage data and utilizes the tf-idf approach for identifying important predicate-object pairs.
WhoKnows?Movies! introduces a quiz game with which we could distinguish commonly
known from commonly unknown facts. We assumed that this information could correlate
with the information requirements in the field of entity summarization. We tried to verify
this by using the game data for comparing UBES to Google’s entity summarization method
and to a random baseline in the film/movie domain.
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Our conclusions are as follows:
1. Consumption patterns derived with Web usage mining techniques [LMN11] can
provide important information about the particularities of entities. We introduced an
efficient and effective approach to leverage these patterns for entity summarization.
2. We introduced a quiz game that enables us to identify the level of knowledge that
users generally have about single facts of entities. The positive correlation to UBES
and GKG on the actor ranking task leads us to conclude that a GWAP is at least
partially suitable for generating a reference dataset for entity summarization. In
order to verify this, further experiments are necessary.
3. With respect to the ranking of actors, our experiments showed that UBES and GKG
produce better rank correlations to the game data than random. The performance
levels of UBES and GKG are very similar in the used test bed. Further experiments
are necessary in order to provide a clear distinction.
Following these contributions there are still open points that need further attention. Thus,
for future work on this topic, we suggest the following problems:
• Item similarities can only be established if items are consumed. This is especially
difficult to achieve for new entities (i.e., the new item problem of collaborative
recommender systems [AT05]). This problem could be addressed by blending our
results with other entity summarization systems.
• For literal values we only consider exact matches. This is difficult to achieve as
literal values often describe individual facts of entities (such as the name, birth date,
price, etc.). In general, it is hard to include very specific predicates (e.g., one-to-one
relations such as spouse). In order to mitigate this effect, we plan to blend the results
of UBES with other approaches such as LinkSUM (see Section 3.1).
• With respect to WhoKnows?Movies!, we plan to extend the game with respect to
images and other media in order to help players to identify persons/music/etc. related
to a movie, or other composed information artifacts. The main idea here is to activate
subconscious knowledge.
• Since the collection of the game data and the execution of the experiments, the
WhoKnows?Movies! game has been online for more than four years. It would be
interesting to repeat the presented experiments with updated game statistics.
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We address Research Question 2 in this chapter:
Is there a minimum set of re-occurring/common features of entity summarization systems
that allows us to provide a generic API?
The contribution—which addresses this question—states an interaction mechanism for
sharing and exchanging entity summaries (see Figure 4.1).
This chapter is based on methods, descriptions, figures, experiments, and according results




















Figure 4.1.: Overview of the contributions of this thesis. In this part, we focus on the SUMMA
API, an interaction mechanism for sharing and exchanging entity summaries.
4.1. Introduction
The amount of commercial systems that offer entity summaries are on the rise (e.g., [Pal15,
Sin12]). Due to their proprietary nature, these systems tightly couple their user interface
and back end in accordance to their specific requirements. Also the data sources, from
which these commercial summaries are derived, are usually not publicly available. As a
consequence, it becomes hard to exchange, evaluate, and compare the output of summariza-
tion systems in an objective manner. In order to facilitate accessibility of entity summaries
it is necessary to identify the principal properties of entity summarization systems, create a
corresponding data model, and to adhere to the best practices of Web APIs.
To enable clients to easily consume the summaries of entities from different summarization
services we propose SUMMA, a uniform lightweight interface design based on a request/re-
sponse vocabulary and the Representational State Transfer (REST) interaction paradigm.
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The approach enables to combine a diverse selection of summarization approaches on a
single Web site and to switch from one service to another even during user navigation.
The proposed API aligns with the Linked Data interaction model. Our approach treats the
summarization approach1 itself as a black box while preserving the possibility to define
the required parameters of an entity summarization system in a uniform manner. Thus
clients can easily substitute or combine the employed entity summarization system in a
plug-and-play fashion.
With the introduction of the SUMMA API, we aim to address the following challenges:
1. The quantitative evaluation of entity summarization is difficult as the existing sys-
tems are typically strongly tied to their user interfaces. How can we model entity
summaries in order to enable direct quantitative comparison without the overhead of
mapping string literals back to the original data source and format (e.g., matching
the string “prize” to dbo:award)?
2. For qualitative entity summarization—in particular for direct comparison—the inter-
faces of entity summarization systems have to be adapted and unified in a way so
that graphical and style elements do not influence the users’ decisions. How can we
present the output of multiple entity summarization systems through a uniform user
interface for qualitative comparison?
3. A/B testing needs a clear separation of the style/presentation and content. What is
the best separation of these concepts and how do we achieve it in the best flexible
way?
Therefore, the contributions of the SUMMA API are as follows:
1. SUMMA enables consumers to retrieve summaries of entities in their most pure
form; that is a ranked list of RDF statements. Thus, for quantitative evaluation,
reverse engineering tasks such as disambiguating strings to IRIs are not needed for
automatic comparison of different approaches.
2. In qualitative evaluation settings for entity summarization, multiple systems are often
placed next to each other and users are asked to choose one (or more). To support
this, a SUMMA client can present summaries of multiple different summarization
systems in a uniform way. In this way it can be ensured that style elements (such as
pictures, borders, colors, etc.) do not play a significant role in the users’ decision
making process.
3. Evaluation with A/B testing is commonly applied in industry settings. SUMMA
enables to change the entity summarization system while the user interface stays the
same (and vice versa). By tracking the interaction with each variant it is possible to
compare the effects of changing/modifying the entity summarization approach.
In an empirical evaluation, we measure the overlap of our established requirements with
the features of real-world systems. This study includes interfaces of well known search
engines like Bing, Google, and Yahoo as well as entity presentations of well-known news
1Note: we present two approaches for entity summarization in Chapter 3.
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portals. For our approach, we also provide an open-source reference implementation
and deployment. The source code of the reference implementation as well as different
deployments are available online.
The remainder of this chapter is organized as follows: In Section 4.2 we present a re-
quirement analysis for a uniform entity summarization API as well as the API itself. In
Section 4.3 we present experiments that consist of an evaluation (Section 4.3.1) and a
reference implementation (Section 4.3.2). We discuss the approach in Section 4.4. In
Section 4.5 we analyze the most related approaches and outline how SUMMA differs from
them. Section 4.6 concludes the chapter and provides an overview of open points.
4.2. Approach: SUMMA API
In its most basic form, a summary of an entity can be produced by two given parameters:
IRI An IRI that identifies the entity.
k A number k that defines an upper limit of how many facts about the entity should be
presented.
While it is obvious that there is a need for an unambiguous reference to the entity, it
could be argued that a summary could also be specified by a given compression level. For
example, we could specify that 30% of all facts about the given entity should be contained
in the summary. In this respect, we would like to point out that concise presentations (for
which we are aiming) are better declared with an upper limit rather than a given percentage.
This is due to the fact that knowledge bases commonly cover well documented entities as
well as a long tail of sparsely documented ones: in this respect, 30% could mean 20 000
facts for some entities and only three for others.
When defining a uniform interface for entity summarization, various specifics that are
inherent to the definition of RDF itself have to be considered as well. This ranges from
the possibility to have multiple labels for vocabulary or data items to the more complex
summaries that consider n-ary relations2 or enable full property chains. Next to these
features, other requirements include the grouping of statements and the restriction to a
predefined set of selected predicates. In the following we present an overview of all further
requirements of the API:
Languages In many knowledge bases, labels in different languages for resources and
predicates are commonly available. In order to avoid multiple requests or queries
to different knowledge sources (e.g., in order to retrieve labels for predicates of the
RDF or RDFS vocabularies) we find it necessary to include labels of one or more
languages in the output of the summary.
2See Section 2.1.1.1 for an introduction to n-ary relations.
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Multi-hop Search Space It might be necessary (e.g., with n-ary relations or reification)
or interesting to include statements in the summary that do not directly involve the
targeted entity but are connected through one or more hops. For example, a “max
hop” parameter of one (default) only considers statements where the entity is either
in the subject or object role, while a “max hop” of two could cover facts that are still
about the entity but are modeled via a n-ary relation. Further hops are possible.
Property Restriction A summary can be targeted to a predefined set of selected predi-
cates. An example would be to restrict the summary of a movie to {dbo:starring}
or {dbo:starring, dbo:director}. This feature is very useful if the inter-
face has reserved space for specific features such as a map presenting geolocations
or pictures. These features can be retrieved in a separate API request.
Statement Groups Rather than ranking statements only individually, the system could
form groups or clusters of statements and, if applicable, provide names for these
groups. An example for such a group could be biographic information about a
person, such as birth place, birth date, alma mater, etc.
These features and their compositions enable very specific views on entities although they
are still abstract enough to be applicable to any knowledge base, be it encyclopedic or
proprietary. In general, also the following considerations have to be taken into account:
Resources/Literals Linking to other resources (i.e., IRI-identified entities) supports
exploration aspects while textual information (represented as literals) satisfies more
the information need about the specific entity. For visualization purposes any
resource IRI included in a summary has to be accompanied by a literal description
which enables a user-friendly rendering of the resource. Clients consuming the
summary can therefore ignore the resource IRIs and only use literals for presentation.
Outgoing/Incoming Links For any unidirectional relation :x :link :y a second
relation can be established in the way :y :link by :x. In many cases displaying
such a relation in a summary of :y makes sense as it covers information about
it. Knowledge bases such as DBpedia, Freebase, and Wikidata enable to retrieve
incoming links from other resources of the respective knowledge base with queries.
For Linked Data in general, many incoming links can be retrieved with crawls as
provided for example by the Billion Triples Challenge (BTC) dataset [KH14].
Our approach consists of two main components with a strong interplay:
• The SUMMA Vocabulary can be used to frame summary requests, which can be
submitted to a summarization engine. Servers can interpret the given parameters in
the request and produce result sets with the vocabulary that are in accordance to the
provided parameters.
• The description of the RESTful Web Service provides a clear guideline for the
interplay between summary consumers and producers.
In the following, we first introduce the SUMMA Vocabulary and thereafter the RESTful
Web Service interaction guideline.
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Figure 4.2.: The SUMMA Vocabulary. Mandatory parameters in grey.
4.2.1. SUMMA Vocabulary
The SUMMA Vocabulary offers various parameters that help to configure and represent
a summary. During the design of the vocabulary we took the above considerations into
account. An overview of the vocabulary is depicted in Figure 4.2. In the following we
introduce all classes and predicates:
Summary This class describes the abstract concept of a summary of an entity. The IRIs
of instances of this class are constructed with all query parameters.
SummaryGroup This class describes a group of statements. The entity summarization
system does not necessarily have to produce groups. If groups are formed, it is
completely up to the summarization system what is meant by them or if they come
with a label in the desired language.
entity This predicate with domain Summary and range rdfs:Resource points to the
entity that is summarized. As an example, the object of this predicate could be a
DBpedia, Wikidata, or Freebase entity. This predicate is mandatory for the API.
topK This predicate defines the maximum number of statements that are being returned.
This predicate is mandatory for the API.
statement This predicate with domain Summary and range rdf:Statement attaches
statements to a summary in the response context.
maxHops This predicate defines the maximum number of hops in the graph the in-
terface is able to represent. The default value is set to one, which means that all
outgoing/incoming predicate-object pairs of the focused entity are being considered.
path This predicate enables to include the full paths in the returned statements of the
summary. For each statement that is included in the summary that does not directly
involve the focused entity, a path that shows how the current statement relates to
the entity needs to be provided. This situation can occur if the maximum of hops
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is greater than one. For more than two hops, this relation is needed multiple times
until the object statement of path includes a triple that contains the focused entity.
language This predicate defines the languages in which the output literals should be
available. We recommend to use a fixed vocabulary like Request for Comments
(RFC) 46463 for this.
group The group predicate enables summaries to form groups of statements. Attaching a
group directly to a statement enables clients to ignore the predicate if present but not
supported.
fixedProperty If there is already some background knowledge on the summarizer’s side
about the underlying data structure it can request predicates that it wants to show
in any case. Multiple different predicates can be defined in this way and thereby
restricting the output to the defined set of predicates.4
Next to this vocabulary, we make use of the vRank vocabulary [RVTTS12], XSD [PGM+12],
and OWL [W3C12]. The vRank vocabulary is necessary to include the computed scores
3RFC 4646 – http://www.ietf.org/rfc/rfc4646.txt, retrieved 2016-07-25.
4For the naming of this attribute we chose “property” rather than “predicate”. This decision was made to
highlight the entity focus (a property of an entity rather than a predicate of a triple).
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of each statement by the summarization service. A summary typically includes more than
one rdf:Statement. Although, in some syntaxes, constructs such as
... [ a rdf:Statement; ...], [ a rdf:Statement; ... ] .
could be mistaken for ordered lists, the group of statements is returned as a set. To
determine an order between the statements additional information is required. In this
respect, we choose to use vRank rather than rdf:List to enable summarization systems
to publish the ranking scores. Listing 4.1 exemplifies the use of the vRank vocabulary in
combination with a reified rdf:Statement.
The SUMMA Vocabulary is published at http://purl.org/voc/summa/. Exem-
plary usages of the vocabulary terms are shown in Listing 4.2 and Listing 4.3: The former
states an input POST request for a summary of size two for the entity “Barack Obama” and
involves further parameters (e.g., language, maxHops, etc.). The latter states an example
output for the summary request of Listing 4.2 and includes two statements with ranking
information, all necessary labels in English, a statement group, and further information
about the summary (in particular all parameters that were sent via the POST request).
4.2.2. RESTful Web Service
Our interaction guideline is based on established combinations of RESTful architectures
and Linked Data, in particular Richardson’s maturity model [RR07]. Stadtmüller et
al. [SSHS13] summarize its main points as follows:
• “The use of URI-identified resources.
• The use of a constrained set of operations, i.e., the HTTP methods, to
access and manipulate resource states.
• The application of hypermedia controls, i.e., the data representing a re-
source contains links to other resources. Links allow a client to navigate
from one resource to another during his interaction.” [SSHS13]
The use of IRI-identified5 entities and their interlinkage are also direct consequences
from the Linked Data design principles (see Section 2.1.4). Therefore, several existing
approaches have already recognized the value of combining RESTful services and Linked
Data (e.g., [BL09, VSD+11, SH11, SSHS13]).
We adopt these notions for our approach in order to enable a uniform interface to summa-
rized entities that aligns with the standard Linked Data interaction model. The interaction
of a client to retrieve the summary of an entity according to our approach is depicted in
Figure 4.3 and works as follows:
1. A client can send a summary request for an entity to a server offering a summarization
service via an HTTP POST request.
5We generalize from URIs to IRIs in order to comply to RDF 1.1.
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vrank:hasRank [ vrank:rankValue "3213.101"ˆˆxsd:float ]
] ,




vrank:hasRank [ vrank:rankValue "2323.433"ˆˆxsd:float ] ;





dbr:Barack_Obama rdfs:label "Barack Obama"@en .
dbo:birthDate rdfs:label "birth date"@en .
dbr:Honolulu rdfs:label "Honolulu"@en .
dbo:areaCode rdfs:label "area code"@en .
dbo:birthPlace rdfs:label "birth place"@en .







POST [ a :Summary; 









@ prefix summa: <http://purl.org/voc/summa/> .
...
Figure 4.3.: RESTful interaction mechanism for entity summaries. Messages for first interaction:
white. Messages for second interaction: grey
2. The response to the request contains the summarized entity in its payload, as well as
a IRI in the location header field that identifies the created summary.
3. The client can use the IRI of the summary for further lookups of the summary via
HTTP GET.
Since summaries can be looked up via HTTP GET, we enable simple caching mechanisms
for the clients. The IRI of the summary also enables to include direct links to the summary
within other Web resources. To construct the IRI that identifies a given summary, we
adopt the approach of [SH11] where the IRI contains key/value pairs that correspond to
the predicates in the original summary request. Note that the server does not have to store
the created summaries for allowing the direct lookup but it can produce the summary
on-the-fly by interpreting the key/value pairs of the IRI (in the case of GET requests).
A client can also skip the first interaction via POST and anticipate how the IRI of a
summary would look like as the lookups are computed in the same way as the original
POST request. However, we keep both interaction schemes in place in order to enable a
clear formulation of a request and a clean cacheable lookup.
4.3. Experiments
Our experiments cover an empirical evaluation of the established requirements of Sec-
tion 4.2 as well as reference implementations of the server and client components. Both, the
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Figure 4.4.: Screenshot of the GKG representation of the “Ramones”: 1) Specific predicates such
as the type and the Wikipedia description are always there (Property Restriction). 2)
Several statements are gathered in a group named “Songs” (Statement Groups). 3)
N-ary relations—in this case title, year, and album—are supported (Multi-hop Search
Space). 4) The summary is offered in multiple languages (Languages)
evaluation and the reference implementations demonstrate the feasibility and effectiveness
of the SUMMA API definition.
4.3.1. Evaluation
In our evaluation we inspected interfaces from well-known providers such as the Google
Knowledge Graph (GKG) [Sin12], Microsoft Bing Satori/Snapshots [Qia13], or Yahoo
Knowledge [Tor14]. We assessed whether the expressibility of these interfaces could
be served via the SUMMA API. Thus, we provide empirical evidence about the general
applicability of the API for different kinds of RDF entity summaries.
For our evaluation, we selected the entity summarization systems of the three major search
engines (mentioned above) as well as systems from the Alexa Top News sites6 that offered
factual knowledge about entities. We selected two of the top 25 news portals offering
infoboxes about entities. These were Forbes7 and BBC news8. Our hypothesis was that the
6Alexa Top News sites – http://www.alexa.com/topsites/category/Top/News, re-
trieved 2016-07-25.
7Forbes, e.g., http://www.forbes.com/profile/dirk-nowitzki/, retrieved 2016-07-25.




defined API could serve all of these interfaces, thus potentially enabling them to switch
between different entity summarization services without changing their layout. For this,
we focused on five entities from diverse domains: Spain, Dirk Nowitzki, Ramones, SAP,
Inglourious Basterds. These entities are representatives for a country, a person (or athlete),
a band, a company (or organization), and a movie. We have to note that, as of March
2015, BBC only supported summaries of countries, Forbes only supported summaries
of persons and organizations, and Yahoo only supported persons and movies. For these
systems our insights were focused on the supported types. Some of the analyzed systems
also used fixed schema patterns or a combination of entity-specific summaries and schema
patterns. We assumed that, even by using only fixed schema patterns, the requirements
for the interface would be the same. This still suited our evaluation scenario as our main
goal was to decouple summary and presentation: the way in which the summaries were
generated is not relevant (black box). We also tried to include research prototypes into
our evaluation: unfortunately, although research in this field has been very active in recent
years (e.g., [GTS15, CXQ15b, CXQ15a, GTSC16]), except LinkSUM (see Section 3.1),
none of these prototypes was made available as an online system.
In the following we will analyze for each of the above-mentioned interfaces on whether
they would be able to consume data from the API without changing their layout. We
assume both, the IRI of the entity and the maximum number of facts (topK) as standard
parameters. Figure 4.4 demonstrates the analysis of the interfaces.
Google Knowledge Graph For some facts, GKG used contexts about the data items
(e.g., Wikipedia abstracts, population numbers, dates of marriage, release year of
album, role names, etc.). In RDF, these contexts are represented as n-ary relations.
Our API supports summaries over such constructs with the multi-hop search space.
Further, certain predicates such as entity names, pictures, or types were always
present in GKG. Not considering the result of the dynamic ranking, these predicates
can be addressed with a separate summary request with fixedProperty. Further,
GKG supported special groups of statements, such as the group of albums of a band.
We support this feature by enabling to add a group to each statement by the entity
summarization system. GKG was able to adapt the interface to different languages.
This is supported by RDF (multilingualism of rdfs:label, that is literals) and by
a parameter for the entity summarization system.
Bing Satori/Snapshots Bing Snapshots also supported features similar to the GKG
(i.e., context, special predicate selection, grouping, multiple languages). Bing
enabled tables like “Career vs. Season” statistics in their summaries. Even these
statistics can be broken down to triples and represented in our output format. How
the triples are arranged in the end, in a table style or just sequential is a matter of
choice on the client side. Certain patterns in the output (e.g., multiple numerical
values with the same predicate but varying context) suggest table-style presentation.
Yahoo Knowledge At the time of writing, Yahoo displayed factual knowledge about
persons and movies. The output for movies was very similar to the aforementioned
summarization systems of Google and Microsoft. Similar to Bing, the output for Dirk
Nowitzki included various sport statistics. Like in Bing, this data can be covered by
our output model. Entities representing other persons are very similar to the standard
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Table 4.1.: Requirements per interface. The checked features are supported by the specific interface,
the crossed ones are not required.
Features (SUMMA) Google Bing Yahoo Forbes BBC
Languages X X 5 5 5
Multi-hop Search Space X X X X X
Property Restriction X X X X X
Statement Groups X X X X 5
output of Google and Bing. Yahoo, as of March 2015, did not offer summaries in
multiple languages.
Forbes The interface showed basic attributes of persons and companies via predicate-
object pairs. Selected predicates—such as a depiction—were present for any entity.
Similar to GKG, for some predicate-object pairs the context was added, e.g., “As of
June 2014”. For companies, Forbes formed two groups: “At a Glace” and “Forbes
Lists”. All these features are supported by our defined data model. Like Yahoo,
Forbes did not offer their summaries in different language versions.
BBC news The BBC news portal included summaries of countries only. Like in Forbes,
this data contained mainly key-value pairs and can be easily represented with our
output format. Also presenting multi-hop information was needed, as the presented
images had a caption that was also shown. BBC did not define groups of facts and
did not offer other languages than English.
The complete results of our analysis are presented in Table 4.1. Overall we found that all
the requirements (that these interfaces needed in order to offer all their functionality) were
fulfilled by the proposed SUMMA API.
4.3.2. Implementation
The SUMMA API definition is based on Web standards such as the HTTP protocol
and RDF. Summary producers as well as consumers can be implemented in a variety of
programming languages. However, in order to demonstrate feasibility and to facilitate
adoption, we provide a reference implementation based on Java Jersey9 (server) and
JavaScript (client).
4.3.2.1. SUMMA Server
The summaServer application is an Apache Tomcat server application that fully implements
the SUMMA API. It provides a basic summarization method for DBpedia entities. It ranks
objects (only outgoing links are considered) based on their DBpedia PageRank scores (see
Section 3.1.3.1.1), similar to [TR14]. All necessary information (including the DBpedia
9Java Jersey – https://jersey.java.net/, retrieved 2016-07-25.
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Figure 4.5.: Basic summaries with Wikidata. This RDF knowledge base offers a high coverage of
labels in different languages (in the presented case: English, Japanese, Spanish, and
Chinese).
PageRank scores) is available via the official DBpedia SPARQL endpoint. The source
code of summaServer application is published at
https://github.com/athalhammer/summaServer
and dual-licensed with the MIT License and GPLv3.10
Deployments of the summaServer application and LinkSUM (see Section 3.1), both
implementing the SUMMA API, can be found at the following addresses:
• http://km.aifb.kit.edu/summaServer
• http://km.aifb.kit.edu/services/link
As of July 2016, first experiments with Wikidata11 as a knowledge base have already been
conducted. A main advantage of Wikidata over DBpedia is the high availability of multi-
lingual labels (see Figure 4.5). For enabling summaries with Wikidata, the implementation
of summaServer only required minor adaptations.
10License of summaServer – https://raw.githubusercontent.com/athalhammer/
summaServer/master/LICENSE, retrieved 2016-07-25.
11See Section 2.1.5 for more information on Wikidata.
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Figure 4.6.: Screenshot: Two example summaries with the same configuration but different systems
(top). Example summary with restriction to two predicates (bottom left) and a different
language and topK = 3 (bottom right).
4.3.2.2. SUMMA Client
The summaClient library is a lightweight JavaScript application that interacts with servers
that implement the SUMMA API. It builds on jQuery12 and jQuery UI13 and enables
visualization and interaction with the results of multiple summarization engines within
a single Web page and can be implemented with different styles (see Figure 4.5 and
Figure 4.6). The source code of the summaClient library is published at
https://github.com/athalhammer/summaClient
and dual-licensed with the MIT License and GPLv3.14 A deployment of the summaClient
library can be found at the following address:
http://athalhammer.github.io/summaClient/
12jQuery – https://jquery.org/, retrieved 2016-07-25.
13jQuery UI – http://jqueryui.com/, retrieved 2016-07-25.




Figure 4.7.: Automatically annotated excerpt of a Wikipedia article and the summa-
Client knowledge panel with a summary by LinkSUM (Source of the
annotated text: https://en.wikipedia.org/w/index.php?title=
Angela_Merkel&oldid=709980123, retrieved 2016-07-25).
The summaClient library supports three main interaction modes that support different
levels of automation:
summa This method enables to place a summary into a specific HTML element (typi-
cally an empty div element) that is identified with an id. The method takes six
parameters:
1. entity: the IRI of the entity.
2. topK: the number k of maximal facts.
3. language: the language in RFC 4646.
4. fixedProperty: a comma separated list of IRIs.
5. element id: the identifier of the HTML element where the summary is
placed.
6. summarization service: the IRI of the SUMMA API server.
The parameters denoted in bold directly implement their SUMMA API counterparts.
The maxHops parameter is not provided as it depends on the client library itself
how many hops it supports. In the case of the summaClient, we use the setting
maxHops = 1.
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qSUM This method detects annotations with its-ta-ident-ref (from the W3C Rec-
ommendation “Internationalization Tag Set (ITS) Version 2.0” [FML+13]) within
any —typically span—HTML elements and registers summa (see above) sum-
maries as mouseover events (see also the scenario of Section 1.1.1). As the entities
are directly provided via the annotations and the summaries are not permanently
shown, the entity and the element id parameters are not needed. The remain-
ing four parameters are used as in summa (see above). The provided summaries
can be also be used for browsing. For this, the user can fix the respective knowledge
panel with a single mouse click on the annotated text.
ELES This way of operation combines the qSUM method (see above) directly with an
the DBpedia Spotlight [DJHM13] entity linking approach. For this, we extended
the DBpedia Spotlight jQuery plugin in order to enable ITS 2.0 output.15 The
system uses a DBpedia Spotlight deployment in order to annotate one or more text
paragraphs with entities from the DBpedia knowledge base. The qSUM method is
then used within a hook that automatically recognizes when the DBpedia Spotlight
annotation service has finished and the annotations are ready (via the modification
of the document object model subtree).
The three interaction modes are exemplified in Listing 4.4. A screenshot of the qSUM/
ELES interface in combination with LinkSUM (see Section 3.1) is provided in Figure 4.7.
It has to be noted that, in Section 1.1.1, the qSUM/ELES interaction modes are presented
as the main introductory scenario of this work.
4.4. Discussion
There are different points about the SUMMA API that deserve further discussion.
A modeling decision, that we took, was to provide the possibility to restrict the summary
in accordance to selected predicates. However, in some settings it may also be useful
to specify, on the client side, that certain predicates should be omitted. This can be
useful in cases where many high-ranked relations via one predicate exist (such as incoming
dbo:birthPlace relations for countries). Thus, we consider the possibility for omitting
relations as a promising option for extending SUMMA API for future releases.
Another point that deserves rethinking is the provision of context that comes with n-ary
relations. As we outlined in our descriptions, the summa:path predicate enables this
feature. However, to this point, it is unclear whether the “principal” triples and triple chains
from the top-k list should be distinguished from triples that add additional context to one
of these. To make this more clear, we revisit the example of Section 2.1.1.1:
John Travolta played the role Vincent Vega in the movie Pulp Fiction.




Listing 4.4: Full HTML example of the three interaction modes with the jQuery (UI), DBpedia


















qSUM(5, "en", null, "http://km.aifb.kit.edu/services/link/sum");
/*** ELES ***/
var select = ".annotate";
$(select).bind("DOMSubtreeModified", function() {




var settings = { "endpoint" : "http://spotlight.sztaki.hu:2222/rest
", "its" : "yes",







The narrative sequence called "The Gold Watch" of <span its-ta-ident-
ref="http://dbpedia.org/resource/Pulp_Fiction"> Pulp Fiction</span>




<div class="annotate">Uma Thurman was nominated for the Best Actress in
a Supporting Role at the Academy Awards 1995.</div>
</body></html>
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When modeled with n-ary relations
:Pulp_Fiction :starring _:S .
_:S :actor :John_Travolta .
_:S :role :Vincent_Vega .
and both facts, the actor and the role, are provided by the SUMMA API for a summary of
Pulp Fiction, it is unclear whether the role only provides additional context for the “main
fact” (that John Travolta acted in Pulp Fiction) or it counts as a own top-k fact. In case
of the former, additional extensions to SUMMA are necessary in order to mark “context
facts” accordingly.
The next aspect that we want to discuss is related to the presentation: On the left hand side
of Figure 4.6 it is recognizable that facts with the same predicate (in this case “known for”)
are ranked at different positions with facts that have a different predicate between them.
This is a particularity of the SUMMA API that was directly transferred to summaClient.
However, in other clients, we group facts together that have the same predicate. This is
done simply by averaging the scores of facts with the same predicate and reordering them
accordingly in the interface (note that the order between the facts with the same predicate
stays the same). This makes the interface more clear and removes the cluttered appearance
that the summaries of figures 4.5 and 4.6 transmit. However, what follows directly from
this step is the question about the completeness of the provided facts.16 While—as per
definition—we present only a selection of facts, the visual grouping of facts with the same
predicate makes the user to raise questions like “are these the only actors in this movie?”.
Unfortunately, from what has been defined in the SUMMA API, the SUMMA client can
not directly provide an answer to this question. One option to mitigate this is to provide a
“see all” button for each predicate of the summary, with which further subject-predicate
combinations can be browsed. Another option could be to extend SUMMA with predicate
annotations that can be either “complete” (all known facts with this predicate are contained
in this summary) or “incomplete” (further facts with this predicate exist). We implemented
the complementary approach to a “see all” button with our SUMMARUM system [TR14]
(an initial prototype of LinkSUM, see Section 3.1) in which we adopted the interaction
mechanism of Semantic MediaWiki [KVV+07], where predicate-object combinations can
be browsed with a “plus lens” sign (see Figure 4.8).
4.5. Related Work
For the related work we distinguish between two kinds of approaches: systems that add
an additional layer between a SPARQL endpoint and data consumers (as such serving as
direct data providers) and approaches that introduce formalisms that enable ranked views
on Linked Data.
16See [DRPN16] for a related discussion on completeness in RDF knowledge bases.
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Figure 4.8.: Summary of dbr:Barack Obama (left) and the ranked list of statements with
dbo:birthPlace and dbr:Hawaii (right).
Pubby17 is used to add an intuitive interface to SPARQL endpoints. It enables to consume
entities and ontologies on a per-concept basis directly in various formats. For entities,
it considers attached literal values in all available languages as well as all incoming and
outgoing relations. In general, Pubby implements the following pattern for resources
described by their IRI:
SELECT * WHERE {{<IRI> ?p ?v . } UNION { ?v ?p <IRI> . }}
This may result in a large set of facts that are directly related to the currently browsed
entity. For machines as well as for human consumers all information about an entity is
provided. In our approach we extend this mechanism by various configurable properties
(e.g., maximum number of statements) that enable client interfaces to retrieve distilled
versions of entities in a uniform way.
The Linked Data API18 adds a RESTful layer on SPARQL endpoints. It enables developers
who are not familiar with SPARQL or RDF in general to access SPARQL endpoints in
a RESTful manner. As an example, it enables to represent selectors and filter options as
request parameters in the following form:
http://example.com/university?country=UK&min-noStudents=10
Potential response formats include JSON, XML, RDF/XML, and Turtle. The Elda19 system
provides a reference implementation for the Linked Data API definition. The Linked Data
API and SUMMA both add an additional RESTful layer on top of SPARQL endpoints.
However, the rationales of both approaches are complementary: while the Linked Data
API tries to make part of the SPARQL feature set more intuitively accessible using REST,
we are focusing on defining a uniform RESTful interface that enables multiple services to
provide concise views on the same entity in a uniform way.
Pietriga et al. define Fresnel [PBKL06],20 a vocabulary for selecting and formatting RDF
17Pubby – http://wifo5-03.informatik.uni-mannheim.de/pubby/, retrieved 2016-07-
25.
18Linked Data API – https://github.com/UKGovLD/linked-data-api/blob/wiki/
Specification.md, retrieved 2016-07-20.
19Elda – https://github.com/epimorphics/elda, retrieved 2016-07-25.
20Fresnel – http://www.w3.org/2005/04/fresnel-info/manual/, retrieved 2016-07-25.
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data. The vocabulary is supported by RDF browsers such as Longwell21, Piggy Bank22,
or IsaViz23. It is divided into two main components, lenses and formats. While the
lenses help on selecting which content should be presented the formats define the style
in which the selected content should be presented. Our work is mostly related to Fresnel
Lenses: The predicates fresnel:instanceLensDomain and fresnel:class-
LensDomain define the levels on which the lenses can be applied. The predicates
fresnel:showProperties and fresnel:hideProperties define which prop-
erties of the instance or class are commonly shown and in which order. The order is defined
with rdf:List. Moreover, the Fresnel Selector Language (FSL)24 enables to define
further restrictions, for example which properties of connected entities should be shown
(e.g., foaf:name). The predicate fresnel:instanceLensDomain in combina-
tion with the predicate fresnel:showroperties predicate and FSL enable quite
particular decisions on which triples are included in the output and which are not. Even-
tually, however, covering specific triples for the output with Fresnel involves complex
FSL patterns and, more importantly, still only provides a description of which information
should be presented but not the information itself. Summarizing entities with respect to
their individual particularities is possible but the lens descriptions would already cover
much of the actual data. The remaining information such as the objects and all labels
would have to be gathered at a different place. In other words, SUMMA provides access
to entity-specific data while Fresnel, more abstractly, was designed to operate on the
class level and to provide views. In fact, there are efforts to identify the most common
predicates per DBpedia class with surveys and crowd sourcing and to publish them as Fres-
nel lenses [AATC14]. The SUMMA API could be used for interpreting such class-level
lenses and for delivering the respective content accordingly. In addition, the SUMMA API
explicitly enables entity-specific summaries that are beyond the scope of Fresnel.
Federated SPARQL queries [PBA13] offer the possibility to query knowledge bases
distributed over multiple endpoints with a single query. Summaries that are computed
offline could be stored at one endpoint while the actual summarized knowledge base that
contains further information (such as labels) is available at a different endpoint. A single
federated query would retrieve triples specific to an entity while the SPARQL LIMIT
clause would enable different summary sizes. As in our approach, the endpoint for the
summary can be easily exchanged. Summaries that are computed online (e.g., depending
on the user’s geolocation, language, the time of the day, etc.) can get too complex in order
to be retrieved with SPARQL queries of any kind. Intermediately storing the result in
an endpoint in order to make it retrievable with SPARQL adds significant overhead to a
process that needs to be performed in a range of few 100 milliseconds.
Roa-Valverde et al. introduce a vocabulary for sharing ranking computations over RDF
data [RVTTS12]. This enables to provide detailed information about ranking computations
21Longwell – http://web.archive.org/web/20140829055659/http://simile.mit.
edu/wiki/Longwell, retrieved 2016-07-25.
22Piggy Bank – http://web.archive.org/web/20140930172921/http://simile.
mit.edu/wiki/Piggy_Bank, retrieved 2016-07-25.
23IsaViz – https://www.w3.org/2001/11/IsaViz/, retrieved 2016-07-25.




in RDF. Properties include ranking values and time stamps as well as algorithm descriptions
and configurations. We use the vRank vocabulary in order to provide ranking values to the
client interface.
Harth introduces VisiNav [Har10], a system that allows for new interaction principles
within the Web of Data. The system is based on four key concepts that support search
and navigation: Keyword Search, Object Focus, Path Traversal, and Facet Selection. Our
API clearly supports Object Focus as it is specifically designed to deliver entity-specific
summaries. We also support Path Traversal and Facet Selection. However, the two
concepts become quite similar if one does not distinguish between incoming and outgoing
connections. More specifically, we slightly reinterpret the Facet Selection concept as we
form the union rather than the intersection (“... the user can reformulate the query and
obtain increasingly specific result sets” [Har10]). Like our approach VisiNav also provides
ranked views on data. VisiNav strongly couples the user interface and the back end. As
such, the rankings and views on the data can only be displayed with the VisiNav system. In
this chapter, we provided a way to enable decoupling of the interfaces and their respective
ranking back end.
In conclusion, we can state that the idea of browsing Linked Data with concise presentations
is well established and real-world applications are taking up this idea [Sin12, Qia13, Tor14].
To the best of our knowledge, all previous research approaches for presenting RDF data
in a concise way are based on schema patterns and do not provide the data itself. In this
chapter, we introduced a novel approach that supports the evaluation and exchange of
entity summaries in a lightweight way.
4.6. Conclusions
We introduced an API that enables entity summarization systems to publish summaries in
a uniform way. Further, it enables consumers to access summaries of Linked Data entities
from a multitude of summarization services through a single lookup mechanism. Our
empirical evaluation shows that the SUMMA API could be applied to existing commercial
systems while the reference implementations provide evidence for feasibility and facilitate
adoption. Existing approaches can easily adopt the SUMMA API as their current user
interfaces can be augmented with the RESTful access mechanism.
Our main conclusions are as follows:
1. The SUMMA API provides a mechanism for the uniform exchange of entity sum-
maries between systems. We have demonstrated that our design decisions, in
particular the inclusion of the ranking scores, enable direct comparison between sum-
maries. This also includes reference datasets and thus, enables to fully automatize
quantitative evaluation processes.
2. With the implementation of multiple SUMMA servers that are accessed via a sin-
gle interface, we have demonstrated that summaries of different systems can be
seamlessly arranged in a single interface for direct qualitative comparison. This will
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enable future comparative qualitative evaluation efforts to focus on the evaluation
aspect itself rather than accompanying technicalities of providing unified interfaces.
3. The lightweight JavaScript approach of our summaClient reference implementation
enables to change summarization approaches (and only the according ranking) during
live interaction. This can support companies and researchers to gain deep insights
about the used summarization approaches and their effects on user interaction.
Following these contributions, the SUMMA API was designed in a flexible way for future
extension (and to enable backwards compatibility). Therefore, the following problems can
be addressed in and along future versions of SUMMA:
• Next to restraining a summary towards a set of predicates, the SUMMA API could
be extended by a mechanism for specifying (on the client side) omission of a set of
predicates.
• The top-k summaries currently also include facts that provide additional context for
others. It is unclear whether these should be counted as one of k or if they should be
in a separate category. In the latter case, additional predicates for marking such facts
are necessary.
• For the predicates of an entity summary, it is unclear whether there exist further
objects in the knowledge base that are not shown. This information could be
transmitted with an additional flag on the provided predicates.
• For every existing summarization system, wrappers to SUMMA can be implemented.
The implementation of such adapters remains an open (technical) task.
• We envision a portal where different entity summarization services are gathered and
described also in accordance to their non-functional properties, for example response
time and availability.
• The SUMMA API does not address any context and or personalization factors.
Implementing such measures may lead to significant extensions of the SUMMA
API.
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We address Research Question 3 in this chapter:
How can we align duplicate/similar facts about Linked Data entities on the Web?
The contribution, in which we addresses this question, states an entity data fusion approach
that enables multi-source summaries of Linked Data entities. This is an optional step
(indicated by the dashed border of the box in Figure 5.1): as demonstrated in Chapter 3,




















Figure 5.1.: Overview of the contributions of this thesis. In this part, we focus the fusion of
duplicate/similar facts that are provided as Linked Data.
5.1. Introduction
Between December 2014 and December 2015 the percentage of Web sites that include
semantic markup (i.e., schema.org) has risen from 22% to 31.3% [GBM15]. Thus, current
content management systems, electronic shops, transparent government initiatives, non-
profit organizations, and commercial sources publish information in accordance to the
Linked Data principles (see Section 2.1.4). Large-scale retrieval systems and Web mashups
(e.g., search engines, social networks) utilize the provided information and often present all
or part of the data to their users, for example in knowledge panels. However, as of July 2016,
many of the facts in knowledge panels do not provide a sufficient amount of (authoritative)
sources that support the stated facts and doubts about correctness or notability were claimed
(e.g., [FG16, Cav16]). In this chapter, we tackle the problem of fact alignment in order to
enable the scenario of a trustable knowledge panel (see Figure 5.2). The idea of the panel
serves two main purposes: 1) it enables users to verify the source(s) of a provided fact; 2)
the provided number of different sources for a fact can serve as a support or justification
123
5. Towards Entity Data Fusion
for notability (an important aspect of entity summarization). In addition, the alignment
of facts enable consolidation of sources and facts, that are commonly acknowledged but
not covered by one (or more) of the sources, can be identified. In essence, we tackle the
problem of identifying when multiple sources make the same claim about a specific entity
in different structured ways (i.e., by using different vocabularies/granularities). We define
“entity data fusion” as a method that addresses this problem.
Linked Data deals with a collection of individual triples that constitute very concise infor-
mation units. As of 2013, more than 17 billion of such triples exist on the Web [MPB14].
This leads us to the following challenge: The sheer amount of data makes it difficult to iden-
tify statements that make the same or a similar claim. Different vocabulary terms are used
to describe the same resources and relations. In particular, the aforementioned 17 billion
triples use more than 15 thousand classes and more than 170 thousand relations [MPB14].
In our contribution, we address this challenge by introducing an entity-centric view on the
data. We use agreement among different sources as a key concept and enable to address a
range of problems that are associated with knowledge panels that rely on single sources:
Trust Data sources are not referenced by knowledge panels. The sources should be
referenced (providing provenance) in order to enable users a clear decision on
whether they want to trust a stated fact or not.
Notability On the Web, facts about an entity are not ranked and are either present or
not. The notability in accordance to each entity is not known in such binary settings.
We assume that some data sources cover fewer details than others what can help to
estimate the notability of each fact.
Reliability Single data sources may contain false, dirty, or outdated information. Fusing
data from a variety of sources can help to identify common information as well as
its most common representation.
Objectivity Certain aspects of an entity might be covered by one data source but not by
another. Multiple sources of data can help to identify commonly known facts about
an entity and mitigate each data source’s individual bias.
Availability A knowledge panel that relies on a single data source will depend on it. It
depends not only on quality aspects (see Reliability) but also on the availability of
the data source itself.
These issues do not stand by themselves but are intersecting in the question “which sources
cover similar facts?”.
While structured data on the Web is commonly published in RDF format [GBM15], there
exist a number of different identifiers and vocabularies. For example, as of July 2016, it is
not made explicit in either of the two resources
http://www.imdb.com/name/nm3805083 and
http://dbpedia.org/resource/Tim Berners-Lee
that they describe the same entity. This problem is commonly solved by generic or






















Figure 5.2.: Mock-up of a trustable knowledge panel (based on a Google screenshot). The colors
of the buttons implement a traffic light scheme for the trustability of the presented
fact. By clicking on such a button, a pop up would open that provides direct reference
to documents which cover the presented fact as well as each document’s individual
presentation.
focus of this work is to get from mapped identifiers (of a single entity) to completely
mapped RDF triples (and chains of triples). For this, it is necessary to map the respective
vocabulary terms and involved entities while accounting for different (non-trivial) modeling
decisions. In the following, we present an example for modeling a single fact in RDF
in multiple different ways: we want to state (in English language) that the entity “Tim
Berners-Lee” (TimBL) has “Web developer” as an occupation. The following three sets of
triples transmit this fact at different levels of granularity:
1. ex1:TimBL ex1:occ "Web developer"@en .
2. ex2:TimBL ex2:job ex2:WebDev .
ex2:WebDev rdfs:label "Web developer"@en .
3. ex3:TimBL ex3:occ ex3:Work4 .
ex3:Work4 ex3:work ex3:WebDev .
ex3:Work4 ex3:since "1989-03" .
ex3:WebDev rdfs:label "Web developer"@en .
In (1.), only a non-clickable string would be displayed for “Web developer”. With (2.)
and (3.), a link to ex2:WebDev/ex3:WebDev can be provided where potentially more
information about the profession can be retrieved. However, if we also want to model
“since when Tim Berners-Lee has been a Web developer”, we need to make use of n-ary
relations1 as shown in (3.). We create an individual connecting node (ex3:Work4) in
order to combine the information that “Tim Berners-Lee has been a Web developer since
1See Section 2.1.1.1 for an introduction to n-ary relations.
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March 1989”. While some vocabularies (such as schema.org or the Open Graph Protocol2)
commonly use the more coarse-grained variants of (1.) and (2.) in their modeling, Web
knowledge bases such as Freebase [BEP+08] and Wikidata [VK14] enable fine-grained
modeling with n-ary relations (context/qualifiers) as exemplified in (3.). In general it is the
authors’ decision which level of detail they want to address with the data they publish on
the Web.
We summarize the above-mentioned points in three main challenges:
1. There are billions facts directly retrievable from the Web as structured data [MPB14].
Many of these facts occur multiple times with different vocabularies. How do we
align duplicate/similar facts at high precision?
2. Depending on the source, a single fact can be modeled at different granularity
levels. This poses a difficult problem that—to the best of our knowledge—has
not been directly targeted by fact/ontology alignment approaches [Ehr06, TCC+10,
SAS11]. This leads to the question: how can we align facts across different modeling
granularity levels?
3. Fact alignment is a novel and complex task. How do we create a reproducible
evaluation scenario that covers the different aspects and how do we compare our
approach to existing baselines?
In our approach, we tackle these problems by introducing a pipelined, entity-centric
approach that retrieves facts from different Web sources; extracts path features; performs
hierarchical clustering; refines clusters; and selects representatives. The approach builds
on retrieving data from different sources that provide information about a specific entity.
The fusion method performs the complex alignment of different model granularities and
automatically moves similar facts (and chains of facts) to the same clusters. We compare
our approach to a baseline established by Tummarello et al. in [TCC+10].
The contributions of this work are as follows:
1. We introduce an entity-centric approach that enables the fact alignment without prior
knowledge about the used vocabularies.
2. As, to the best of our knowledge, the first existing fusion approach, we enable the
alignment of facts from multiple sources while also taking into account different
modeling granularities.
3. In our experiments we apply different measures on entity-centric, multi-sourced facts
and demonstrate superiority over the Sig.ma baseline [TCC+10] along the scenario
of a trustable knowledge panel.
The rest of this chapter is organized as follows: In Section 5.2, we introduce our fact fusion
approach with a walk-through example. In Section 5.3, we provide an in-depth evaluation
along the scenario of a trust-able knowledge panel. We then discuss the results of the
evaluation in Section 5.4. In Section 5.5 we introduce related approaches and discuss, how
our method is different. Finally, we conclude this chapter with Section 5.6.
2Open Graph Protocol – http://ogp.me/, retrieved 2016-07-28.
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Figure 5.3.: Data fusion processing pipeline.
5.2. Approach: Entity Data Fusion
The data fusion method consists of a processing pipeline that is outlined in Figure 5.3. It
includes seven steps:
1. Discover a set of IRIs that represent a specific entity (i.e., record linkage).
2. Retrieve RDF data for each identifier and their connected resources (concentrically
up to a certain depth).
3. Extract a set of path features from the RDF data.
4. Run agglomerative hierarchical clustering on the set of path features.
5. Refine clusters by merging.
6. Identify facts as cluster representatives.
7. Use different cluster features for ranking or filtering.
The main focus of this work is on steps 2 to 6 but we also provide general information on 1
(e.g., what kind of input do we expect from the record linkage step) and 7 (e.g., what kind
of output does the system produce and how it can be used).
The key principle of the approach is the combination of multiple aspects: 1) the entity-
centricity strongly reduces ambiguity when applying string similarity measures for the
clustering approach; 2) the use of path features (and their individual string representations)
enables the alignment across different modeling granularities; 3) the clustering and the
cluster merging steps enable the natural grouping of similar facts across sources.
In the following we explain each of the involved steps in more detail.
5.2.1. Record Linkage
The topic of record linkage has had a long tradition in statistics and different subfields of
computer science, including databases and information retrieval [KSS06]. While it had a
variety of different names,3 the main idea is to retrieve different files, entries, or identifiers
that refer to the same entity (e.g., a specific person). This problem has also been explored
in the (Semantic) Web context [HMBT13, HHD07]. With the use of explicit equivalence
(e.g., by using http://schema.org/sameAs or owl:sameAs), the availability of a
variety of algorithms (e.g., [GDS14] for a recent work), and the availability of systems that
3This concept has many other names in computer science research (e.g., entity linking/matching/consoli-
dation or entity/record resolution).
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offer record linkage as a service (e.g., http://sameas.org), we regard this problem
as sufficiently addressed. The record linkage approach is expected to take one IRI for an
entity as an input (e.g., http://dbpedia.org/resource/Tim_Berners-Lee)
and then produce an extended set R of reference IRIs that all describe the same entity, for
example:
R = { http://dbpedia.org/resource/Tim Berners-Lee,
http://www.imdb.com/name/nm3805083,
http://www.wikidata.org/entity/Q80 }
These reference IRIs can be used to retrieve different descriptions of the same entity. HTTP
GET requests on the mentioned reference IRIs provide both, human-readable and machine-
processable data. While, for human readers the layout looks different (although the
resources provide HTML), for machines the vocabularies and the modeling of the provided
data is different (although the resources provide RDF). For brevity, in the following
examples we use the following set of reference IRIs:
R = { ex1:TimBL, ex2:TimBL }
5.2.2. Data Retrieval
For each IRI that was retrieved by the record linkage approach, we aim to retrieve RDF
data. If one of the IRIs offers structured data, the crawler performs a breadth-first search
around the IRI (up to a certain depth). For example, if the triple [ex2:TimBL ex2:job
ex2:WebDev] is contained in the retrieved dataset, it also tries to retrieve RDF data
from ex2:WebDev. In addition, the crawler also retrieves information about the used
predicates; in this case it also retrieves data from ex2:job. We retrieve this information
up to a certain depth around the entity. During this process, the crawler stores the complete
path to the finally delivering IRI for each IRI call. If RDF data is returned, this IRI is
used as a context for all retrieved triples. As cross-references are common in Linked
Data, the crawler does not follow links that point to a known reference IRI, for example
if ex2:TimBL is known to represent the same entity, we do not follow the link in
[ex1:TimBL ex1:seeAlso ex2:TimBL] even if the second resource has not yet
been targeted at that point. The result of this step is RDF data that contains a forest of
trees that each have one reference IRI for the entity (from the record linkage) as a root.
Figure 5.4 shows an example for such a forest.
5.2.3. Feature Extraction
We produce path features from each tree in the forest that was created by the data retrieval
step. In the following we consider paths in the tree from the root to a leaf. In accordance
to the definition of RDF, each tree can have two types of leaves: resource nodes or literal
nodes. However, leaves that are resource nodes do not provide sufficient information as
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Figure 5.4.: Output of the data retrieval step: an RDF graph that contains a forest of trees, each
with a reference IRI as a root.
the node itself is a IRI that was not retrieved. The system only knows that it exists. For
example, if we crawl ex2:TimBL only with depth 0 (i.e., ex2:TimBL and according
predicates are retrieved) the system knows that the node ex2:WebDev exists but we do
not get the label “Web Developer” if the IRI is not retrieved. Therefore, we only consider
paths that end with a literal node. We refer to path features that involve multiple triples as
“multi-hop” and path features, that are constituted by only one triple, as “single-hop” path
features. In the case of Figure 5.4, if we only consider the depicted facts, the following
path features are created:
1. [ex1:TimBL ex1:bd "1955-06-08"]
2. [ex1:TimBL ex1:occ "Web developer"]
3. [ex2:TimBL ex2:dob "1955-06-08"]
4. [ex2:TimBL ex2:job ex2:WebDev]4
[ex2:WebDev rdfs:label "Web developer"]
We can present path features as linked lists of strings by removing all resource nodes
and by using the rdfs:label for the predicates. Note that different vocabularies often
provide different labels. For example ex1:bd may provide “birth date” while ex2:dob
may have “date of birth” as a label. If a predicate has more than one label in a language
we create an additional representation for the path feature, for example ex2:job may
have two labels, “occupation” and “profession”. To account for that we add another string
representation for the path feature. We collect all string representations in a (multi-valued)
map L:
L = [ ("birth date"→"1955-06-08", [1]) ;
("occupation"→"Web developer", [2]) ;
("date of birth"→"1955-06-08", [3]) ;
("occupation"→"label"→"Web developer", [4]) ;
("profession"→"label"→"Web developer", [4]) ]
4The symbol is used to denote the connection of multiple triples that form a path feature.
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For all text-based literals and labels we fix the language. In practice best results can be
achieved with English as vocabularies often provide labels only in that language.
5.2.4. Clustering
We cluster path features in accordance to their string representations. At this point, the key
feature of the approach—the entity centricity—mitigates the occurrence of ambiguities
and unwanted fusions. For example, the string “Apple” has only one reasonable meaning
in the vicinity of the entity ex:iPhone5 while in the whole Web graph there are many
different meanings for this term.
Similarity. In order to compare the string representations with each other, we use string
similarity functions as they are proposed for ontology alignment [CH13]. For two given
string representations we compare the head h (i.e., the label of the first predicate) and the
tail t (i.e., the leaf nodes) of each list li ∈ L respectively. As such, our similarity is defined
as follows:
sim(l1, l2) =
strSim(h(l1), h(l2)) + strSim(t(l1), t(l2))
2
(5.1)
The string similarity function incorporates basic tokenization (to) and normalization steps.
We distinguish between single-token and multi-token strings:
strSim(s1, s2) =





Single-token strings use the Jaro-Winkler similarity metric (jw) and multi-token strings
use Jaccard similarity (ja). These measures are recommended in [CH13] for achieving
high precision. For both string similarity measures, a value of 0 means no similarity and 1
is an exact match.
Clustering. We compute a similarity matrix for all string representations as an input
for agglomerative hierarchical clustering5. The clustering is based on two steps: in the
beginning, the linkage of all elements is computed and afterwards the clusters are formed
by a cut-off.6 The linkage starts with clusters of size 1 and uses the similarity matrix in
order to link two clusters. This is done in accordance to the smallest Euclidean distance
of any two elements in the respective clusters. The elements are represented as column
vectors. We repeat this step until all clusters are linked. The linkage is then used to
determine a cut-off level that produces n or fewer clusters. Under the assumption that all
5MATLAB hierarchical clustering – http://mathworks.com/help/stats/hierarchical-
clustering.html, retrieved 2016-10-09.
6Detailed information on the number of comparisons and a discussion on the scalability are provided in
Section 5.3 and Section 5.4 respectively.
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resources in R provide RDF data and that each covers the same amount of information,











After the clustering, we use the map L to move back from the string representation level to
the path feature level. The clusters are then represented as follows:
• Cluster 1: { [ex1:TimBL ex1:bd "1955-06-08"],
[ex2:TimBL ex2:dob "1955-06-08"] }
• Cluster 2: { [ex1:TimBL ex1:occ "Web developer"],
[ex2:TimBL ex2:job ex2:WebDev]
[ex2:WebDev rdfs:label "Web developer"] }
• Cluster 3: { [ex2:TimBL ex2:job ex2:WebDev]
[ex2:WebDev rdfs:label "Web developer"] }
In accordance to the defined similarity measure, the items of Cluster 2 have a perfect match
(similarity between the strings "occupation"→"label"→"Web developer" and
"occupation"→"Web developer" is 1). The items of Cluster 1 have a high sim-
ilarity as the literal values match perfectly and the predicates have a partial match. The
most dissimilar item is Path Feature 4 with its alternative label “profession” for ex2:job.
This item ends up in its own cluster (as the number of total clusters is predefined with 3,
see above).
5.2.5. Cluster Merging
After the clustering, similar string representations of path features are in the same cluster
but some information is also dispersed. For example, Cluster 2 and Cluster 3 represent
similar information. The data retrieval step (see Section 5.2.2) also retrieves path features
that include information about related entities. For example, if we also cover the birth
place of the entity “Tim Berners-Lee”, via [ex1:TimBL ex1:bp ex1:London] we
produce a lot of path features that differ only in factual information about London. ex2
might cover similar facts and its information might be gathered in the same clusters as the
facts from ex1. This could lead to clusters like the following:
{ [ex1:TimBL ex1:bp ex1:London]
[ex1:London ex1:long "-0.127"],
[ex2:TimBL ex2:pob ex2:London]
[ex2:London ex2:longitude "-0.1275"] }
We perform a merging step of this cluster with all other clusters that contain information
about London, for example its label, the longitude, foundation year, etc. Relevant for the
merging step is the first triple of the path features. The first triples of the path features of
Cluster 2 and Cluster 3 are as follows:
7R is defined as the set of all reference URIs in Section 5.2.1, L is defined as the multi-valued map
between string representation and the respective path features in Section 5.2.3.
131
5. Towards Entity Data Fusion
• fist triples(Cluster 2) = { [ex1:TimBL ex1:occ "Web developer"],
[ex2:TimBL ex2:job ex2:WebDev] }
• fist triples(Cluster 3) = { [ex2:TimBL ex2:job ex2:WebDev] }
For the merging we apply the following method: if, in terms of first triples, two clusters
have a higher degree of overlap (estimated via Jaccard index, that has a range between 0
and 1) than a threshold ε,8 the clusters are merged. In this case, with ε = 0.5, Cluster 2
and Cluster 3 are merged:
Cluster 2: { [ex1:TimBL ex1:occ "Web developer"],
[ex2:TimBL ex2:job ex2:WebDev]
[ex2:WebDev rdfs:label "Web developer"],
[ex2:TimBL ex2:job ex2:WebDev]
[ex2:WebDev rdfs:label "Web developer"] }
As another example, clusters that contain path features with [ex1:TimBL ex1:bp
ex1:London] as a first triple would also get merged. While first triples of single-hop
path features such as [ex1:TimBL ex1:occ "Web developer"] can occur only
in multiple clusters if there are more labels for the predicate, multi-hop path features can
generate a variety of different label-leaf combinations for their string representations and
the first triple or—like in the example—the complete path feature can occur in multiple
different clusters before the merging step.
5.2.6. Representative Selection
For each cluster, we can select two types of representatives: one general representative
and one representative for each source. Both types of representatives are needed for the
scenario of Figure 5.2: the general representative to represent the fact in the panel and
one representative for each source that support the presented fact. Before we present the
details of the representative selection approach, we need to cover how we define the term
“source”. For this we tracked the provenance of each triple in the data retrieval step (see
Section 5.2.2). For a specific path feature, we take the first triple: the hostname of the
delivering IRI (i.e., the IRI that returns data with status 200 in case of redirects) of this
triple is considered as the source of the path feature. The complete delivering IRI of a
source representative may be used for a more detailed output (like in Figure 5.2).
Cluster representative. The cluster representative is selected in accordance to three
cases:
1. If the cluster contains only one element, return the first triple of the path feature.
8The value of ε is flexible and can be adjusted within the range of 0 and 1.
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2. If the cluster contains only multi-hop path features or single-hop and multi-hop path
features use the first triple of each multi-hop path feature and count its occurrence
in the cluster. The first triple that occurs most often in the cluster is returned as the
representative.
3. If the cluster contains only single-hop path features, return the triple that has the
highest similarity (see Formula 5.1) to all other triples.
In our example, the third case returns any of the two birth-date triples (as they have
equal similarity to each other) for Cluster 1 and the second case returns [ex2:TimBL
ex2:job ex2:WebDev] as a representative for Cluster 2 (the triple occurs twice). The
idea of the second case is that links to other resources (multi-hop) are always better than
returning a plain string (single-hop) because multi-hop path features can offer further navi-
gation possibilities to the user. However, the single-hop path features in multi-hop clusters
support the respective claim as a source. In addition, the second case returns a triple that
occurs in most path features and, as such, the linked resource (i.e., ex2:WebDev in the
example) can provide most information on the fact that is described by the cluster. The third
case enables to select the most common representation among multiple candidates. For ex-
ample, Wikidata provides also "label"→"Sir Tim Berners-Lee" for the entity
and the according path feature gets clustered together with the path feature represented
by "label"→"Tim Berners-Lee" from Wikidata9, IMDb, Freebase etc. The third
case selects the representative that is most similar to all others and chooses the version




For both facts, the two sources ex1 and ex2 can be provided as references.
Source representative. Source representatives are selected in the same way as the cluster
representative with the following restriction: it is chosen as the most often occurring (2.)
or similar (3.) representative from a single source (e.g., dbpedia.org) compared to all
entries across sources.
5.2.7. Filtering / Ranking
An important aspect that we have not yet addressed is the handling of contradicting
information. In general, following the open-world assumption, we consider all made
claims of all sources as true. If a fact is missing in one source but occurs in another, it can
be true. If, in the case of persons, different sources provide different facts about spouses,
employers, and even the birth dates, we consider all of them as true. However, as a general
idea, we assume that claims are more likely to be true if they are made by multiple different
sources.10 In fact, the more sources support a claim, the more likely it is to be valid or
9Wikidata provides multiple English labels for this entity.
10Note: In a Web setting, this assumption is not necessarily correct as the sources are often not independent
from each other. We discuss this matter in Section 5.4.
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important. In contrast, if a fact is stated only by a single source, it is considered less likely
or unimportant. In the following, we will exemplify along the use case of a knowledge
panel why we consider this probabilistic estimate of “truth” as sufficient.
One of the main scenarios of this work is the scenario of a trustable knowledge panel.
In recent times, the lack of (a sufficient amount of) sources and the explanations why
certain facts are stated in knowledge panels has led to criticism [Cav16, FG16]. With
the presented entity data fusion approach, we can support the identification of additional
sources for provided facts. This enables users to verify the individual sources and decide
themselves whether they want to trust the claim or not. In addition, in order to enable an
automatically produced trustability score, additional measures—such as PageRank [BP98]
or knowledge-based trust [DGM+15]—can be applied on the sources for each fact.
In a similar way, additional support for the notability of facts can be estimated: the more
sources support a fact about an entity, the more it is considered as important. As an
example, in different Web shops, the respective data sheets of the same product may cover
different aspects. Almost all shops would provide a label for the entity but only few shops
may cover its number of USB ports. As such, we can consider the label as more important
than the number of USB ports. This is in line with the ideas of [TCC+10] that present
entities in this manner (ranking facts by the number of sources that support them).
Another important aspect for knowledge panels is objectivity. A single data source is
highly vulnerable to cover wrong or outdated information or to miss important aspects
about an entity. This can happen without any bad intentions from the operator side. The
presented entity data fusion method can enable operators to identify errors or missing
information. Even in case source acknowledgements or justifications for notability are
undesired by a knowledge panel operator, the presented method can still be implemented
as a recommender system for data curators: it would suggest facts from other sources that
are not covered by the data source of the knowledge panel provider.
5.3. Experiments
In our experiments we evaluated our fusion method relative to the Sig.ma baseline estab-
lished in [TCC+10]. We compare the coverage and the number of sources with respect to
the scenario of a trustable knowledge panel (see Section 5.1). The idea is that we do not
want to compare agreement on randomly selected facts but to make sure that the evaluated
facts would actually be presented to the user. For this, we use the facts presented in the
Google Knowledge Graph (GKG) panels. We match the facts presented by the GKG
panels to output clusters of our system and Sig.ma for 80 entities. In this way, we can
determine the number of Google facts for which our system or Sig.ma can provide one
or more additional references, basically implementing the scenario of Figure 5.2. In the





























Entities (sorted by # sources) 
# of sources 
Figure 5.5.: Number of different sources for each entity (the ticks on the x-axes each represent one














Entities (sorted by # of path features) 
# of path features 
# of clusters before merge 
# of clusters after merge 
Figure 5.6.: Number of path features and clusters before/after the merging step (the ticks on the
x-axes each represent one entity of the TREC dataset).
5.3.1. Dataset
The Text REtrieval Conference (TREC) entity track was last run in 2011.11 We used the
provided evaluation data from that year12 and selected the entity names of both given tasks,
the “related entity finding” (REF) task and the “entity list completion” (ELC) task. This
11TREC tracks – http://trec.nist.gov/tracks.html, retrieved 2016-07-28.
12TREC entity track 2011 – http://trec.nist.gov/data/entity2011.html, retrieved
2016-07-28.
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Entities (sorted by # of clusters with >1 source) 
# of clusters 
with > 1 source 
Figure 5.7.: Number of clusters with more than one source (the ticks on the x-axes each represent
one entity of the TREC dataset).
produced 100 entities with two duplicates. Afterwards, we tried to identify the DBpedia
IRIs for the remaining set of 98 entities. For 18 entities—such as “Landfall Foundation”
or “Foundation Morgan horses”—we could not find an according DBpedia identifier (and
also Google does not provide a graph panel for these entities). For 80 entities, we retrieved
the DBpedia IRI. The service http://sameAs.org then enabled the retrieval of the
according Freebase identifiers (e.g., m/027bp7c) and we could then retrieve Google
summaries by adding the GKG API namespace http://g.co/kg/ to these IDs, for
example http://g.co/kg/m/027bp7c. We manually retrieved GKG panels by
storing the respective HTML to files. In this context, we used http://google.com
in English language with a clean browser history for each entity. However, we could not
fully exclude that the GKG panels were produced with regard to a geo-specific context (in
relation to the used IP address).
5.3.2. Baseline: Sig.ma
The Sig.ma system described in [TCC+10] provides basic functionality on fact alignment
for entities. The approach is mostly based on string modification in order to derive a
uniform representation. In particular, the provided IRIs for predicates and the IRIs/literals
for objects are analyzed heuristically. The approach can not deal with n-ary statements and
can only rudimentary reconcile between 0-hop and 1-hop granularity levels. However, in
these cases it can serve as a baseline so we re-implemented the main ideas of Sig.ma by
performing the following steps:





2. For IRIs (in the predicate or object position) we use the last segment of the IRI (e.g.,
occupation). Typical patterns such as camelCase and dashes/underscores are
split up. Literal values are used without further modification. Ultimately, all strings
are transformed to lower case. For the alignment, the Sig.ma approach does not
make use of rdfs:label triples [TCC+10].
3. These basic string representations are then aggregated with an exact match and by
attributing their sources: "occupation web developer"
(http://example4.com, http://example5.com)
We omitted several highly customized rules of Sig.ma such as the “[...] manually-compiled
list of approximately 50 preferred terms” [TCC+10].
5.3.3. System Configuration
We applied the presented fusion method on 80 entities of the TREC entity dataset. We
used the http://sameas.org service as a record linkage approach with the DB-
pedia identifiers as an input. Multiple crawls were performed in order to account for
temporal unavailabilities of resources. The crawls happened in June 2015. The crawler
operated with depth 1 and retrieved RDF data via content negotiation (an RDFa or JSON-
LD functionality was not implemented). After the individual crawls were completed
the retrieved data was merged. The sources included—in arbitrary order—Freebase
(www.googleapis.com), YAGO (yago-knowledge.org), data from the German
National Library (d-nb.info), DBpedia (dbpedia.org), the British Broadcasting
Corporation (www.bbc.co.uk), The New York Times (data.nytimes.com), Geon-
ames (sws.geonames.org), etc. In order to cover Freebase, the crawler used a Google
API key and also included a heuristic that partly fixed the incorrect Turtle RDF syntax13
provided by the Freebase API. Per entity, there were 2 to 24 different sources while 60
entities included RDF information from least 5 sources. Figure 5.5 provides an overview
of the number of sources per entity.
From the crawl, we extracted the path features for each entity. Big entities like “Bozeman,
Montana” or “Baltimore” include more than 50.000 path features while only 12 path
features could be produced for “National Summer Learning Association”. For 69 entities,
the system produced more than 500 path features and the majority of 46 had between
1.000 and 10.000 path features. We then clustered the English string representations of the
path features. For predicate labels, the system first tried to retrieve a label in English but
also used labels with no language tag if an English label was not available. Literal labels
without language tag were also included as candidates. For each entity, we computed the
similarity matrix of the English string representations of all path features. For this matrix
we produced the linkage and retrieved n = |L|/4 clusters for each entity. We merged all
clusters at an overlap threshold of ε = 0.5 (which provided good results in a set of initial
trials). After this step, 55 entities had data grouped in less than 500 clusters, and 70 in less
13Documented at multiple sources, for example https://github.com/RDFLib/rdflib/
issues/415, retrieved 2016-07-28.
137
5. Towards Entity Data Fusion
than 1.000 clusters. Only eight entities had less than 30 clusters after the merging step.
An example for an output cluster for the entity “Montana State University” of the fusion
system is provided in Table 5.1. A general overview of the distribution of the numbers of
path features, clusters, and merged clusters is provided in Figure 5.6. All entities had more
than two clusters with at least two sources and 47 entities had more than 10 such clusters.
An overview of this distribution is provided in Figure 5.7.
5.3.4. Evaluation Setup
The evaluation included two steps, the matching of GKG facts to clusters of the output and
the evaluation of the identified matches.
Step 1: Match GKG facts to clusters. For the evaluation of the quality of the results,
the Google result pages and the produced output of the system needed to be aligned. The
initial idea was to analyze the stored HTML pages, automatically identify Freebase facts
covered by the GKG panel, and provide additional sources for the GKG facts by using the
output of our approach by retrieving the cluster in which the respective Freebase fact was
located. Unfortunately, although the data presented by Google is often found in Freebase,
it was not possible to identify a sufficient amount of direct links. On the one hand, this
was due to the incorrect Turtle RDF output produced by Freebase. On the other hand, a lot
of information covered by Freebase includes n-ary relations that are presented flat in GKG
panels (e.g., facts that involve the fb:people.person.spouse s predicate which
include temporal information, for example “married since”). This makes the automatic
retrieval of Freebase facts from a GKG panel a very difficult task, especially if a variety of
domains are covered (as it is the case for the TREC entities).
As a consequence we nominated two human evaluators—both experts on RDF and related
technologies—and asked them to provide a manual matching. For all entities, the following
was performed: For each fact that was presented in the GKG panel, use the fusion
system’s output to identify clusters in which at least one source representative matched the
information content of the GKG fact.
The instructions for identifying correct matches were as follows: labels are considered
with the predicate rdfs:label; types are considered with the predicate rdf:type;
synopses are considered with the predicate rdfs:comment; compound presentations
such as “Born: 1955, Addis Ababa, Ethiopia” are split into two facts (in this case “birth
date” and “birth place”; if the GKG panel showed a map for a location, longitude and
latitude facts in the output are considered as a match; for presented stock values, output
that covers the stock symbol are considered as a match; images are not considered; time-
dependent data such as events, weather information, or local time is not considered;
recommendations of the type “People also search for...” are not considered.
Step 2: Evaluation of matches. For all clusters in the output that matched a specific GKG
fact, the evaluators were instructed to choose the cluster that had most correct sources (i.e.,
clusters where most source representatives match the information content of the GKG fact).









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































5. Towards Entity Data Fusion
Table 5.2.: Results for our approach and Sig.ma: the number of produced GKG facts, GKG
coverage, number of type 1 errors, number of type 2 errors, precision, recall, and
f-measure at different thresholds for the number of sources. The # symbol should be
read as “number of”.
# sources in output: ≥ 1 ≥ 2 ≥ 3 ≥ 4 ≥ 5
Our approach:
# GKG facts: 414 235 135 76 39
GKG coverage: 55% 31% 18% 10% 5%
# type 1 errors: 81 46 26 17 12
# type 2 errors: 146 81 43 26 16
Precision: 0.84 0.84 0.84 0.82 0.76
Recall: 0.74 0.74 0.76 0.75 0.71
F-measure: 0.78 0.79 0.80 0.78 0.74
Sig.ma:
# GKG facts: 299 112 70 44 9
GKG coverage: 40% 15% 9% 6% 1%
# type 1 errors: 0 0 0 0 0
# type 2 errors: 304 151 92 57 34
Precision: 1.00 1.00 1.00 1.00 1.00
Recall: 0.50 0.43 0.43 0.44 0.21
F-measure: 0.66 0.60 0.60 0.61 0.35
In the same step the evaluators kept track of the following two types of error:
Type 1 error: Number of source representatives in the best-fit cluster that do not match
the GKG fact (false positives).
Type 2 error: Number of source representatives in other clusters, that also match the
information content of the GKG fact (false negatives).
Afterwards, together with the authors of this work as mediators, the evaluators consolidated
annotation differences that were larger than two. If the differences were smaller than two,
in case of true positives, the lower value was automatically selected by default; in case of a
type 1 or type 2 error, the higher value was selected by default. As Sig.ma only considers
exact matches, type 1 errors do not occur in that system (precision which leads to precision
values of 1.0).
5.3.5. Evaluation Results
The evaluators identified 755 facts in the GKG panels of the 80 TREC entities. In average,
each GKG panel covered 9.4 facts. Table 5.2 respectively present the main results of our
approach and Sig.ma. Our data fusion method produced 414 GKG facts (with a respective
coverage of 55%) and, in total, 923 source representatives. The baseline Sig.ma produced
299 GKG facts (with a respective coverage of 40%). In almost all cases our approach
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outperforms Sig.ma by ×2 or higher with respect to retrieving multiple sources per GKG
fact (GKG coverage at ≥ 2, ≥ 3, etc.).
As mentioned earlier, Sig.ma only considers direct 1:1 matches which means that it
produces a precision of 1.0 (there are no type 1 errors). As a side effect, this also implies a
strongly reduced recall (which stems from the high number of type 2 errors). The recall
levels of Sig.ma drop strongly when more than five sources are required. In contrast, our
approach produces high precision and recall levels and remains fairly stable when more
sources are required (the small increases/decreases are due to the varying proportion of
type 1/2 errors with respect to the respective coverage). These scores are also reflected in
the respective f-measure scores where our approach outperforms Sig.ma by differences
from 0.12 (≥ 1 source) up to 0.39 (≥ 5 sources).
In only 22 cases out of 755, Sig.ma produced more sources than our approach. In these
cases, relevant facts ended up in larger clusters that had different representatives chosen.
5.4. Discussion
The results of the experiments demonstrate the effectiveness of the entity data fusion
approach. They show, that the recall is significantly improved by considering multiple
granularity levels and by the approximate matching via string similarity. As a matter of
fact, these factors affect the precision in a negative way, however—as the f-measure scores
demonstrate—only to a point where the advantages of the improved recall have a significant
overweight. In applications where precision is of ultimate importance, we would suggest
an approach that utilizes direct or manually defined mappings. In the presented scenario of
a trustable knowledge panel, with the factors trust, notability, and objectivity, we suggest to
use the presented entity data fusion approach (which provides a highly improved recall).
Throughout our experiments, we identified a number of findings that deserve further
discussion. A number of issues that we encountered deal with structured data on the Web
in general: not every IRI is dereferenceable, not every IRI provides RDF data, not all
returned RDF data is in (any) correct format, not all RDF data contains information about
the retrieved IRI, not all RDF data contains labels, and not all RDF data contains language
tags. We still made use of all these features and were able to retrieve RDF data from a
number of reference IRIs (up to 24) via content-negotiation and could make sufficient use
of the provided data. However, for production environments we would recommend the
implementation of a data curation infrastructure that deals with some of the mentioned
challenges (e.g., we assume that languages with an own alphabet—such as Korean—can
be easily detected).
Another interesting aspect is the directionality of predicates. RDF triples are often used
in the subject-predicate-object style but although, technically, the predicate provides a
direction every such triple also provides information about the object. Unfortunately, the
entity centricity of our approach seems to become a bottleneck at this point, as only few
sources (DBpedia is one of them) provide information about an entity when it is in the
object position of a triple. One way to circumvent this problem could be to do a full Web
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crawl and perform path feature extraction also for triples that use the entity IRI in the
object position.
For a variety of parameters of the method, potential extension and optimization with a
gold standard is possible. One particular point is literal/object similarity: Many literals
are annotated by their type. For example a birth date like "1955-06-08" often has
xsd:date defined as a data type. For a production environment, for each data type,
individual similarity measures could be defined for the most common data types. Ulti-
mately, this could be extended towards media similarity for IRIs that represent an audio
file, an image, or a video. Further configuration parameters that could be optimized with a
learning-to-rank approach are the following: the depth of the breadth-first search around
the entity (see Section 5.2.2), n – the initial number of clusters (see Section 5.2.4), and
the overlap threshold ε for merging clusters (see Section 5.2.5). According experiments
are envisioned with an appropriate training dataset (the production of a ground truth that
includes mappings between ordinary triples and n-ary statements is a non-trivial task that
can not be easily crowdsourced).
The depth of the data retrieval step deserves particular attention. On the one hand, the
number of path features is growing exponentially with each covered layer. On the other
hand, the crawling depth = 1 (as we used it) does not retrieve all information covered by n-




[ex3:WebDev rdfs:label "Web developer"@en]
With depth = 1, we would crawl the nodes ex3:TimBL and ex3:Work4. Thus, the
node ex3:WebDev would be left untouched and the label “Web Developer” would not
occur in a path feature. This also explains the gap between the number of GKG facts (755)
and the number of facts for which we could identify at least one source (414). In many
cases the information was present in Freebase, but covered with n-ary relations. We assume
that at retrieval depths > 3 the advantage of entity centricity would get weaker as string
ambiguities would be more likely to occur: “Apple” at a distance of 4 from ex:iPhone5
could already mean the fruit (or New York City).
With increased crawling depth, the number of path features grows exponentially. As
we compare path features via their string representation, and we have |L|·(|L|−1)/2
comparisons, this leads to a significant demand for computation time. One solution that
we consider in order to mitigate this effect is locality-sensitive hashing [IM98]. This
hashing method moves similar strings to similar buckets and strongly reduces the number
of candidates for traditional string comparison.
One aspect that is not addressed in this work is the question “how can we verify that the
sources gathered their information independently from each other?”. Unfortunately, for
small information units, such as facts, it is often impossible to gain a deep understanding
of provenance if respective information is not explicitly given; especially if the facts
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are commonly known and true. However, we assume that, if data was manually or
automatically imported from other sources, the data was checked for validity. A related
task was addressed in [DBES09] where the authors tackle the problem of copy detection
by tracking different datasets and their change over time.
The fusion approach introduced in this chapter is complementary to the entity summa-
rization approaches introduced in Chapter 3. While LinkSUM and UBES rely on single
sources for Linked Data, the data fusion approach can mitigate several aspects that are
implied by this strategy (mentioned in Section 5.1, that is trust, notability, reliability,
objectivity, availability).
5.5. Related Work
Our approach relates most to the alignment and presentation method of Sig.ma by Tum-
marello et al. [TCC+10]. Sig.ma presents a rule-based, entity-centric fact alignment
method that is embedded in the greater context of semantic search. As such, further
components of Sig.ma include object retrieval via keyword queries, parallel data gathering,
live consolidation, and presentation. The presented fact alignment approach is strongly
focused on efficiency and relies on meaningful IRIs, a frequently used feature of many
vocabularies and datasets. In contrast, in our approach we fully rely on rdfs:label
and can also deal with multiple languages and opaque identifiers like they are used in
Wikidata or schema.org (that makes strong use of blank nodes). Further, although n-ary
statements are mentioned in [TCC+10], they are not addressed by Sig.ma. In contrast,
our approach is designed to deal with fact-based information distributed over multiple
hops and enables to align sources with different modeling granularities. In a more recent
work, Pellissier Tanon et al. provide manually established mappings between Freebase and
Wikidata [PTVS+16].
In the greater context, our work is related to a number of different fields. In the following
we focus on the most important literature in the respective fields.
NLP knowledge base construction: The field of mining facts from natural language
has recently attracted much research interest. The most prominent approaches are the
Never-Ending Language Learning system [CBK+10] and Google’s Knowledge Vault
system [DGH+14a]. The ambitious goal of such approaches is to learn a view of the world
from Web sites such as news articles and blogs. The main difference of our approach
to these approaches is that we deal with RDF data—that is already structured to some
extent. We regard these approaches as complementary to our method and we could use
the extracted facts of such systems as an input for our system. In addition, we do not try
to identify or learn one truth but rather present sources that support one claim and other
sources for a different or contradicting claim.
Data/Knowledge fusion: In [DGH+14b], Dong et al. define knowledge fusion as the
problem of constructing a large knowledge base from unstructured data (like Web tables or
natural language text) with different extractors from different sources. In contrast, data
fusion is defined as the processing of a source-feature matrix for each entity where the
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entries mark the actual values. Our work lies between these two extremes as we deal
with data for which we do not need extractors but the complexity of the data goes beyond
database-like tables as we need to deal with a different identifiers and different modeling
approaches. As reported in [DGH+14a] only a subset of entity types of human-annotated
data is used for Google’s Knowledge Vault via manual mappings from schema.org to
Freebase. The focus of our work is exactly on this type of human-annotated data—not
only from schema.org—and its particularities (different identifiers, different schema).
In [DGH+14b], annotated data is used but it remains unclear how the data was processed.
The work on knowledge-based trust by Dong et al. [DGM+15] is also very relevant for our
work. The authors estimate the trust-worthiness of Web sources by extracting information
and verifying its correctness. With this method, a trust value is computed for each Web
source. In contrast, we try to identify multiple occurrences of the same or similar fact.
However, the methods complement each other and we could use the approach of Dong
et al. [DGM+15] to compute the trustworthiness of the sources that we provide in our
output.
Record linkage: The field of record linkage is of high importance as our entity data
fusion approach relies on input from record linkage systems. Herzig et al. [HMBT13]
make use of language models in combination with more descriptive features such as
rdfs:label and rdfs:comment in order to integrate Web data on-the-fly from un-
cooperative environments. An earlier work by Hogan et al. [HHD07] uses features that
are unique to a specific entity in order to identify equivalent IRIs. In general, most record
linkage approaches focus on identifying features of entities and leverage these features in
order to link the records [KSS06].
Schema/Ontology alignment: The field of schema and ontology alignment has been
very active in the past decade. Most relevant to our work is the approach by Suchanek
et al. [SAS11], that integrates relations, instances, and schemas. The authors use a
probabilistic model to integrate each of the mentioned aspects. The approach is tested
with the YAGO, DBpedia, and IMDb knowledge bases. In contrast, in our work, we
account for different granularities at the modeling level and also match complete facts.
Further, we test our approach in a real-world scenario with real data from the Web. The
authors explicitly mention n-ary relations as an open topic that they could not address. The
authors of [HCZQ11] investigate the problem of the large amount of different vocabularies.
They state the question: “How Matchable Are Four Thousand Ontologies on the Semantic
Web?” Although we do not explicitly deal with the merging of different vocabularies,
our clustering approach could be used to mine complex mapping rules for vocabulary
terms: Aligning many different entities with our entity data fusion approach, patterns about
the predicates and chains of predicates that occur frequently in the same cluster can be
established. These patterns can then be transformed to mapping rules.
5.6. Conclusions
We have introduced a novel entity-centric approach for fusing facts from multiple Web
sources. Our approach works without any prior knowledge about the used vocabularies
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and just uses core features of the RDF data model. We demonstrated two key features
of the approach: the entity-centricity (which enables the application of string similarity
measures for clustering) and the robustness of the approach against fine or coarse-grained
RDF data modeling. In our experiments, we compared our system to the Sig.ma baseline
and demonstrated that our system produces higher coverage, recall, and f-measure scores
(with respect to the scenario of a trustable knowledge panel). For 31% of the facts that
Google presents in its knowledge panel we can provide at least 2 sources.
Our conclusions can be summarized as follows:
1. Entity centricity is an important aspect for efficient and effective fusion of structured
entity data on the Web. It resolves aspects of (string) ambiguity and significantly
reduces the search space. The provided fusion approach is agnostic with respect to
all involved vocabularies.
2. We presented the first fact alignment approach that is designed to merge Linked Data
facts across different modeling granularities. To the best of our knowledge, it is also
the first instance-based approach that serves complex alignments of vocabularies.
3. With the results of our experiments, we demonstrated that the fact alignment ap-
proach outperforms the Sig.ma [TCC+10] baseline in the scenario of a trustable
knowledge panel. As such, we consider the approach as a next major step towards
fully automatic merging of entities and facts across the Web.
Yet, there are open points that can be addressed in extensions of this work:
• For effective alignment of facts across the Web, an appropriate data pre-processing
pipeline is required. This includes detection of missing language tags, literal data
types, and (semi-) automatic ways to provide missing labels.
• With increased crawling depths, the number of path feature comparisons needs to be
reduced. For this, locality-sensitive hashing [IM98] can be used for initial groupings
of similar strings.
• The similarity measures can be fine tuned towards languages and data types. In
principle, they can also address further media types such as images or videos.
• Similar to [SAS11], the clustering approach can be augmented by a rule learning
system that detects frequent vocabulary alignment patterns and feeds this information
back to the similarity measure. Thus, the system could be extended to learn complex




With the rising amount of structured data on the Web and its strong versatility, it becomes
more and more important to present summaries of entities in a way that adapts to the
entities’ individual particularities. With this work, we aimed to address this aspect, known
as entity summarization. In particular, the main goals of this thesis were to provide the
following contributions:
1. Lightweight entity summarization techniques based on limited background knowl-
edge.
2. Human and machine-readable interfaces for entity summaries.
3. Entity-centric Linked Data integration across knowledge bases.
We answered three research questions with four individual contributions (that we summa-
rized in Figure 1.3).
In the following sections, we first discuss the contributions of this thesis in Section 6.1 and
in Section 6.2 we present the overall conclusions. Finally, we provide an overview about
open topics in Section 6.3.
6.1. Discussion of Contributions
Research Question 1. How can we effectively summarize entities with limited background
information?
This research question was motivated by the gap between relevance-oriented summariza-
tion approaches that only use a (single) knowledge base (i.e., [CTQ11, SPSS10]) and ap-
proaches, that use a unique wealth of background information, in particular Google [Sin12].
Background information that lies in between these extremes—none and an (almost) un-
reachable wealth—can be of many different shapes. We focused on two particular exam-
ples: link structure that is publicly available, and usage data, that is available to any entity
summarization service (with users). This led us to two subquestions:
Research Question 1.1. How can we use link analysis effectively in order to derive
summaries of entities?
Contribution 1. We developed the LinkSUM system which includes different features for
link-based entity summarization: PageRank [BP98] and Backlink [WS11] for resource
selection and a combination of frequency, exclusivity, and description for relation selec-
tion. The approach is based on hyperlinks as background information. We evaluated
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the approach in comparison to another state-of-the-art entity summarization approach
FACES [GTS15]—that has been shown to outperform [CTQ11]—with respect to the
SERP scenario and demonstrated significant improvement. In our evaluation, we found
that entity summarization systems should primarily focus on the relevance and the strength
of the connection of the related resources (as LinkSUM does). The selection of the “best”
relation states a second challenge. It is important to mention that redundancies on the re-
source level should be avoided (this also means relations that can be inferred via reasoning,
such as cities that are located in countries). Another important aspect that we addressed
with the work on this research question is the general ranking of entities in RDF knowledge
bases. We found that the link structure provided by Wikipedia can help to rank entities in
common RDF knowledge bases, such as DBpedia, Freebase, and Wikidata.
Answer to Research Question 1.1. Link structure can effectively be used via a combination
of the PageRank [BP98] algorithm and the Backlink [WS11] method. Adding link structure
as background information produced better results than other state-of-the-art research
approaches [CTQ11, GTS15].
Research Question 1.2. How can we use usage data analysis effectively in order to derive
summaries of entities?
Contribution 2. With our contribution UBES, we introduced a lightweight but effective
entity summarization system that builds on the techniques of item-based collaborative
filtering [SKKR01] and tf-idf. In the line of Web usage mining [LMN11], we used
co-consumption patterns in combination with semantic links in knowledge bases for
producing summaries of entities. In addition, we introduced a game-based approach that
enables to produce a ground truth for the evaluation of entity summarization. We used the
derived game statistics for comparing UBES to summaries of Google Knowledge Graph
(GKG) [Sin12] and—with UBES and GKG performing better than the random baseline in
the task of fact ranking—provided indications for the assumption, that the scenario of a
game-based ground truth could suit the task of entity summarization. However, further
experiments are needed to support this indication.
Answer to Research Question 1.2. Usage data can be used for entity summarization
by applying the traditional techniques of item-based collaborative filtering [SKKR01]
in combination with data from the knowledge base and a tf-idf-based ranking scheme.
With the performed experiments we could not directly show efficiency but we provided a
promising methodology that can help future systems with the difficult task of evaluation.
Research Question 2. Is there a minimum set of re-occurring/common features of entity
summarization systems that allows us to provide a generic API?
This research question was motivated by the need of a uniform API for entity summariza-
tion. Earlier approaches—in particular Fresnel [PBKL06]—define presentation patterns
for knowledge bases. Unfortunately, such patterns are only suitable when they are de-
fined for specific classes. A common API for entity summarization can enable sharing,
system-independent presentation, evaluation, and reuse of entity summaries.
Contribution 3. We identified and verified a set of re-occurring/common features of entity
summarization systems. From these features, we derived requirements on which basis
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we developed an according API definition. Further, we evaluated the API in accordance
to the visible output of existing real world systems. In particular, the API is suitable to
solve different interoperability issues for the task of evaluation. We demonstrated that
quantitative evaluation can benefit from shared scores, qualitative evaluation can benefit
form uniform interfaces (that can be combined in a flexible manner), and also A/B testing
can be implemented with the developed API. A reference implementation serves as a proof
of concept.
Answer to Research Question 2. With the SUMMA API, its empirical evaluation, and
its implementation we provided sufficient evidence about the feasibility of a generic
API for entity summarization. As such, we provided an entity-centric counterpart to the
class-centric Fresnel approach [PBKL06].
Research Question 3. How can we align duplicate/similar facts about Linked Data
entities on the Web?
This research question was motivated by the need of holistic fact integration with respect
to data about entities. This enables entity summarization across knowledge bases. State-of-
the-art approaches that focus on parts of this problem are typically ontology-alignment
approaches, that only align vocabulary terms (typically in a one-to-one way) [CH13,
SAS11], or record linkage approaches [HHD07, HMBT13], that match identifiers (i.e.,
IRIs). Only Tummarello et al. [TCC+10] provided a basic heuristic for fact alignment.
Contribution 4. We developed an approach that enables the efficient and effective fusion
of structured entity data on the Web. The entity-centric strategy solves problems of (string)
ambiguity and strongly reduces the search space. The approach was designed in a robust
manner such that issues of different modeling granularities can be addressed along with the
alignment of different vocabularies. We compared the approach to a baseline established
by Tummarello et al. [TCC+10]. Although the authors envisioned a similar interface, the
fusion approach that we developed can be considered as seminal work for large-scale
fact alignment for structured entity data on the Web—across modeling granularities. The
fact alignment approach can provide solutions that address trust, notability, reliability,
objectivity, and availability in the context of entity summarization.
Answer to Research Question 3. With our contribution on entity data fusion, we provided
further steps towards answering the research question. In particular, we could identify
two main enablers that can make the task feasible and successful: 1) entity-centricity
for reducing string ambiguities; 2) the use path features for enabling robustness against
modeling granularities.
In summary, we provided answers to all three research questions. In the following sub-
section, we give an overview on how the individual contributions were integrated with
internal and external applications.
6.1.1. Integration of Contributions
This thesis includes four main contributions (see Figure 1.3). Although they were developed



















Figure 6.1.: Overview of the internally integrated contributions of this thesis.
we integrated part of the contributions with internal and external applications:
• LinkSUM [TLR16] and the SUMMA API [TS15] are fully integrated: The output
of LinkSUM is available to be consumed by any SUMMA client. The reference
implementation summaClient can make full use of the structured output of LinkSUM
(see Figure 6.1).
• The DBpedia PageRank scores [TR16b] are integrated in DBpedia. The scores are
available in a separate graph at the official DBpedia SPARQL endpoint.
• The summaClient application is integrated with DBpedia Spotlight [DJHM13] via
the ELES method [TR16a].
• We implemented a specific version of summaClient that includes Wikipedia abstracts
and figures via the API of the DuckDuckGo1 search engine.
A combination of all of the above integration efforts is presented with the ELES demonstra-
tor depicted by Figure 6.2. This constitutes an implementation of the “Annotated Hypertext”
scenario of Section 1.1.1.
The UBES approach is not integrated (as of July 2016): In the above setting, the usage data
collected by LinkSUM could be directly analyzed with the UBES approach; and the UBES
summaries could be fed back to the system via the SUMMA API: an aggregation service
(that also implements the SUMMA API as a client as well as a server) would combine the
results of LinkSUM and UBES. Ultimately, LinkSUM and UBES would work in symbiosis
where LinkSUM, on the one hand, would mitigate UBES’ new item problem [AT05] and
UBES, on the other hand, would feed more dynamic data to the system. Unfortunately, as
of July 2016, the uptake of LinkSUM is still too small and mostly restricted to research
applications that often do not provide meaningful consumption patterns.
As of July 2016, the integration of the entity data fusion approach is still an open task.
At this point, we would like to highlight two main enhancements that entity-centric fact
alignment can bring: 1) enable trust by presenting “source support” directly to the user
(e.g., “this fact is covered by four further sources, please click here to verify”); 2) calibrate
and justify notability of facts via the number of sources that provide them. However, due to
the described complexity of the task, issues with data quality, and the lack of standardized
evaluation techniques, this line of research is still in early stages.
1DuckDuckGo – https://duckduckgo.com/, retrieved 2016-07-31.
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Figure 6.2.: Screenshot of the ELES demonstrator, a combination of internally and exter-
nally integrated components. The service is available online at http://




We motivated this work with Bush’s vision on “memex” [Bus45]. By considering the
context of the Web, its structure, and its content, we developed his ideas further towards
the vision of an universal knowledge graph and emphasized on its constant growth and
its inherent versatility. When an entity is retrieved (via search engines), the growth (and
eventually its size) of the knowledge graph is the motivation for the concise presentation
of individual entities and its versatility clarifies the need for tailoring the presentations
towards each entity by considering its individual particularities. This motivates the need
and the importance of the field of entity summarization.
With this work, we aimed to address three main aspects about entity summarization:
First, there is a large space between the type of information a knowledge base provides
(typically “only” an RDF graph) and the type of background information that search
engines can utilize for entity summarization. With our works on entity summarization,
in particular LinkSUM and UBES, we aimed to address this space by demonstrating that
the systems produce better results if all available background information is used. Our
presented approaches provide a first step towards improving entity summarization with
limited background information.
Second, except LinkSUM, all current2 publicly available entity summarization systems
are available only through their rendered user interfaces. There is currently no way of
retrieving structured data from any online entity summarization system. With SUMMA,
2As of August 2016.
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we broke with this practice and provide a common interface that can be adopted by any
entity summarization system. In this way, we set the foundations for open summarization
servers and clients that can share, present, evaluate, and remix entity summaries in novel
ways.
Third, entities are described in different knowledge bases across the Web. In each of
these sources, their data is modeled with different vocabularies and at different levels of
granularity. While relying on a single source commonly simplifies the (already complex)
task of entity summarization, there are also drawbacks that concur with entity summaries
on single knowledge bases: reduced trust, lack of support for notability, quality issues,
subjectivity, and a single point of failure. With our work on entity data fusion, we drafted
an outline and demonstrated the feasibility of integrating facts about entities from different
Web sources. This was done in a way that does not rely on any specific vocabulary or even
modeling granularity.
In summary, this thesis can be considered as a next cornerstone in the field of entity sum-
marization. We presented systems that utilize different types of background information,
offer their summaries as an open service in order to share, present, evaluate, and remix
summaries of entities, and initiated work on automatic integration of knowledge about
Linked Data entities on the Web.
6.3. Outlook
For our future work, we plan to apply the introduced technologies to further knowledge
bases, in particular Wikidata. In the month of July 2016, the Wikidata knowledge base
had more than 6500 users with at least five edits [Zac16]. As a matter of fact, this number
has been growing in recent years. We outlined earlier that Wikidata provides a rich source
for structured data about entities, covers many languages, and—in case of important
events—is updated in near-real time. Especially the high language coverage as well as
the possibility for direct integration of new knowledge pose important advantages over
DBpedia (with respect to entity summaries). Thus, as an intermediate step, we aim to
migrate our integrated entity summarization methods from the DBpedia knowledge base to
Wikidata before we move to a solution that is completely based on Web data (that includes
data from the Web as well as data from all major RDF knowledge bases). In this setting,
the use of RDF allows us to address multiple natural languages. The final goal is to operate
a cross-lingual entity data integration and summarization engine available to everyone.
This engine can then be used in question answering and Web search settings.
In order to achieve this, we also need to address different limitations of the introduced
contributions.
Further integration In the previous section we reported about the status of integration.
An open challenge is the full integration of entity data fusion and entity summariza-
tion. Entity summarization can highly benefit from integrated knowledge from the
Web. However, there are a number of steps that need to be undertaken in order to
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fully integrate entity data fusion and entity summarization: 1) implement a large-
scale Web crawling infrastructure; 2) implement a rigorous data curation chain; 3)
optimize the presented knowledge integration techniques; 4) extend the presented
entity summarization approaches for a full Web graph setting; 5) combine the no-
tions of entity-centric fact ranking and notability via source; 6) provide means for
presenting facts from multiple sources in an interface for a seamless user experience.
Evaluation The field of entity summarization is currently emerging and, in a world with
a constant growth of knowledge, becoming increasingly important: According to
comScore, in February 2016, search engines received 16,8 billion “explicit core
searches” (searches which were not triggered by previously given context) from
desktop home and work devices in the United States (which means about 579 million
searches per day).3 Knowing that about 40% of these queries focus on one particular
entity [PMZ10] and assuming that a summary can be shown for every entity, roughly
232 million entity summaries are shown on desktop devices every day in the United
States (by search engines). In that respect, it is important that summarization systems
select the most relevant knowledge for presentation to the end users. However, little
is currently known about “what makes good summaries” and which evaluation
techniques or standard evaluation datasets are most effective. This is a non-trivial
task as summaries, like rankings, are often subjective and can depend on the user’s
background knowledge or context.
Literal values Both of the presented entity summarization methods, LinkSUM and
UBES, provide summaries with respect to other related resources. This is due to
each algorithms’ individual selection approach that does not apply to literal values
(in the case of LinkSUM), or only very limited (in the case of UBES). However,
as of July 2016, about 30% of all relations in DBpedia mark specific4 descriptive
literals. Thus, it is important also to include literal values that describe an entity,
such as birth dates (for people), release dates (for books/movies), heights/lengths
(for buildings), etc. As a matter of fact, an easy way to include literal values is to
derive predicate statistics about instances of specific classes (e.g., percentage of
persons that have a birth date in DBpedia), and to use thresholds for including this
knowledge.5 The summaries of LinkSUM and UBES can easily be augmented with
such literal patterns.
Personalized/context/task-specific summaries In this work we focused on infor-
mative/general summaries of entities. A complementary and relatively open field
are personalized/context/task-specific entity summarization systems. In particular,
we could not identify any methods that completely focus on personalized entity
summarization. Also context-specific summaries have—so far—only been addressed
by Google [Bro12]. Task-specific summaries have been addressed by the following
3comScore February 2016 U.S. Desktop Search Engine – https://www.comscore.com/
Insights/Rankings/comScore-Releases-February-2016-US-Desktop-Search-
Engine-Rankings, retrieved 2016-07-13.
4Literal values that are not one of the following: rdfs:label, rdfs:comment, or
dbo:abstract.
5See Section 2.2.2 for more information on this methodology.
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recent works that focus on the tasks of entity co-reference resolution and human-
centered entity linking: [XCQ14, CXQ15a, CXQ15b]. Yet, there are still many open
points to be addressed in this field that can easily lead to further subfields of entity
summarization. The work of this thesis can serve as a foundation for future research
efforts in this domain.
Abstract summaries A completely open—yet interesting—field are abstract sum-
maries [Man01] of entities. In this work we only tackle extract summaries in which
systems select the most important aspects of existing data. In a narrow sense, abstract
entity summarization aggregates over specific predicates, such as “this movie has 35
actors”. However, this view can be extended and aggregations can be combined with
multi-hop aspects, such as “... founded Apple Inc. together with two co-founders,
one of which sold his shares eleven days after Apple’s founding date for 800$”
in a summary for the entity “Steve Jobs”. This way of entity summarization can
involve reasoning and machine learning techniques together with standard numerical
operations (such as addition, subtraction, or averaging) that are defined for different
data types, such as date or integer.
The evolution of Linked Data on the Web has shown an increasing demand for more data
and more structure. At the same time, more than ever, users are confronted with large
amounts of information that they need to understand in short periods of time. Relating to
these two factors, we expect the demand for entity summarization systems to rise strongly
in the upcoming years.
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[AL07] Sören Auer and Jens Lehmann. What Have Innsbruck and Leipzig in
Common? Extracting Semantics from Wiki Content. In The Semantic
Web: Research and Applications: 4th European Semantic Web Conference,
ESWC 2007, Innsbruck, Austria, June 3-7, 2007. Proceedings, pages 503–
517. Springer Berlin Heidelberg, Berlin, Heidelberg, 2007.
[AT05] Gediminas Adomavicius and Alexander Tuzhilin. Toward the next genera-
tion of recommender systems: a survey of the state-of-the-art and possible
extensions. IEEE Transactions on Knowledge and Data Engineering,
17(6):734–749, June 2005.
[ATM14] Fahad Alahmari, James A. Thom, and Liam Magee. A model for ranking
entity attributes using DBpedia. Aslib Journal of Information Management,
66(5):473–493, 2014.
[BBH15] Hannah Bast, Björn Buchhold, and Elmar Haussmann. Relevance Scores for
Triples from Type-Like Relations. In Proceedings of the 38th International
ACM SIGIR Conference on Research and Development in Information
Retrieval, SIGIR ’15, pages 243–252. ACM, New York, NY, USA, 2015.
155
Bibliography
[BCMT13] Roi Blanco, Berkant Barla Cambazoglu, Peter Mika, and Nicolas Torzec.
Entity Recommendations in Web Search. In The Semantic Web – ISWC
2013: 12th International Semantic Web Conference, Sydney, NSW, Australia,
October 21-25, 2013, Proceedings, Part II, pages 33–48. Springer Berlin
Heidelberg, Berlin, Heidelberg, 2013.
[BEP+08] Kurt Bollacker, Colin Evans, Praveen Paritosh, Tim Sturge, and Jamie
Taylor. Freebase: A Collaboratively Created Graph Database for Struc-
turing Human Knowledge. In Proceedings of the 2008 ACM SIGMOD
International Conference on Management of Data, SIGMOD ’08, pages
1247–1250. ACM, New York, NY, USA, 2008.
[BG14] Dan Brickley and Ramanathan V. Guha. RDF Schema 1.1. W3C recom-
mendation – http://www.w3.org/TR/2014/REC-rdf-schema-
20140225/, W3C, February 2014. Accessed October 28, 2015.
[BGMD08] Stephan Bloehdorn, Marko Grobelnik, Peter Mika, and Thanh Tran Douc,
editors. Proceedings of the Workshop on Semantic Search (SemSearch 2008)
at the 5th European Semantic Web Conference (ESWC 2008), volume 334
of CEUR Workshop Proceedings. CEUR-WS.org, May 2008.
[BHBL09] Christian Bizer, Tom Heath, and Tim Berners-Lee. Linked Data - The Story
So Far. International Journal on Semantic Web and Information Systems
(IJSWIS), 5(3):1–22, 2009.
[BHH+13] Roi Blanco, Harry Halpin, Daniel M. Herzig, Peter Mika, Jeffrey Pound,
Henry S. Thompson, and Thanh Tran. Repeatable and reliable semantic
search evaluation. Web Semantics: Science, Services and Agents on the
World Wide Web, 21:14–29, 2013.
[BHLT06] Tim Bray, Dave Hollander, Andrew Layman, and Richard Tobin. Names-
paces in XML 1.1 (Second Edition). W3C recommendation – https://
www.w3.org/TR/2006/REC-xml-names11-20060816/, W3C,
August 2006. Accessed August 1, 2016.
[BHP04] Andrey Balmin, Vagelis Hristidis, and Yannis Papakonstantinou. Object-
Rank: Authority-Based Keyword Search in Databases. In Proceedings of
the Thirtieth International Conference on Very Large Data Bases - Volume
30, VLDB ’04, pages 564–575. VLDB Endowment, 2004.
[BHS02] Bettina Berendt, Andreas Hotho, and Gerd Stumme. Towards Semantic
Web Mining. In The Semantic Web — ISWC 2002: First International
Semantic Web Conference Sardinia, Italy, June 9–12, 2002 Proceedings,
pages 264–278. Springer Berlin Heidelberg, Berlin, Heidelberg, 2002.
[BL06] Tim Berners-Lee. Linked Data. https://www.w3.org/




[BL09] Tim Berners-Lee. Read-Write Linked Data. http://www.w3.org/
DesignIssues/ReadWriteLinkedData.html, August 2009. Ac-
cessed July 24, 2016.
[BLFM05] Tim Berners-Lee, Roy Fielding, and Larry Masinter. Uniform Resource
Identifier (URI): Generic Syntax. Standards track – https://tools.
ietf.org/rfc/rfc2396.txt, IETF, January 2005. Accessed Mai
10, 2016.
[BLHL01] Tim Berners-Lee, James Hendler, and Ora Lassila. The Semantic Web.
Scientific American, 284(5):29–37, May 2001.
[BMV11] Roi Blanco, Peter Mika, and Sebastiano Vigna. Effective and Efficient
Entity Search in RDF Data. In The Semantic Web – ISWC 2011: 10th
International Semantic Web Conference, Bonn, Germany, October 23-27,
2011, Proceedings, Part I, pages 83–97. Springer Berlin Heidelberg, Berlin,
Heidelberg, 2011.
[BP98] Sergey Brin and Lawrence Page. The Anatomy of a Large-scale Hyper-
textual Web Search Engine. In Proceedings of the Seventh International
Conference on World Wide Web 7, WWW7, pages 107–117. Elsevier Sci-
ence Publishers B. V., Amsterdam, The Netherlands, The Netherlands,
1998.
[Bro12] Aaron Brown. Get smarter answers from the Knowledge Graph
from Português to Japanese to Russian. https://search.
googleblog.com/2012/12/get-smarter-answers-from-
knowledge_4.html, December 2012. Accessed March 25, 2016.
[BUNN15] Lorenz Bühmann, Ricardo Usbeck, and Axel-Cyrille Ngonga Ngomo. AS-
SESS — Automatic Self-Assessment Using Linked Data. In The Semantic
Web - ISWC 2015: 14th International Semantic Web Conference, Bethlehem,
PA, USA, October 11-15, 2015, Proceedings, Part II, pages 76–89. Springer
International Publishing, Cham, 2015.
[Bus45] Vannevar Bush. As We May Think. The Atlantic, July
1945. http://www.theatlantic.com/magazine/archive/
1945/07/as-we-may-think/303881/. Accessed July 13, 2016.
[BV05] Paolo Boldi and Sebastiano Vigna. MG4J at TREC 2005. In The Fourteenth
Text REtrieval Conference (TREC 2005) Proceedings, number SP 500-266
in Special Publications. NIST, 2005. http://mg4j.di.unimi.it/.
[BV14] Paolo Boldi and Sebastiano Vigna. Axioms for Centrality. Internet Mathe-
matics, 10(3-4):222–262, 2014.
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Denny Vrandečić. Introducing Wikidata to the Linked Data Web. In The
Semantic Web – ISWC 2014: 13th International Semantic Web Conference,
Riva del Garda, Italy, October 19-23, 2014. Proceedings, Part I, num-
ber 8796 in Lecture Notes in Computer Science, pages 50–65. Springer
International Publishing, 2014.
[EH14] Basil Ell and Andreas Harth. A language-independent method for the
extraction of RDF verbalization templates. In Proceedings of the 8th
International Natural Language Generation Conference (INLG), pages 26–
34. Association for Computational Linguistics, Philadelphia, Pennsylvania,
U.S.A., June 2014.
[Ehr06] Marc Ehrig. Ontology Alignment – Bridging the Semantic Gap. PhD




[EHS+02] Jennifer English, Marti Hearst, Rashmi Sinha, Kirsten Swearingen, and
Ka-Ping Yee. Flexible Search and Navigation using Faceted Metadata.
Technical report, University of Berkeley, 2002.
[Fak08] Georgios John Fakas. Automated generation of object summaries from rela-
tional databases: A novel keyword searching paradigm. In Data Engineer-
ing Workshop, 2008. ICDEW 2008. IEEE 24th International Conference
on, pages 564–567. IEEE, April 2008.
[Fak11] Georgios John Fakas. A novel keyword search paradigm in relational
databases: Object summaries. Data & Knowledge Engineering, 70(2):208–
229, 2011.
[FBMR17] Michael Färber, Frederic Bartscherer, Carsten Menne, and Achim Rettinger.
Linked Data Quality of DBpedia, Freebase, OpenCyc, Wikidata, and YAGO.
Semantic Web, 2017. to appear.
[FC09] Georgios John Fakas and Zhi Cai. Ranking of Object Summaries. In
2009 IEEE 25th International Conference on Data Engineering, pages
1580–1583. IEEE, March 2009.
[FCM11] Georgios John Fakas, Zhi Cai, and Nikos Mamoulis. Size-l Object Sum-
maries for Relational Keyword Search. Proc. VLDB Endow., 5(3):229–240,
November 2011.
[FCM14] Georgios John Fakas, Zhi Cai, and Nikos Mamoulis. Versatile Size-l
Object Summaries for Relational Keyword Search. IEEE Transactions on
Knowledge and Data Engineering, 26(4):1026–1038, April 2014.
[FCM15] Georgios John Fakas, Zhi Cai, and Nikos Mamoulis. Diverse and Propor-
tional Size-l Object Summaries for Keyword Search. In Proceedings of the
2015 ACM SIGMOD International Conference on Management of Data,
SIGMOD ’15, pages 363–375. ACM, New York, NY, USA, 2015.
[FDES98] Dieter Fensel, Stefan Decker, Michael Erdmann, and Rudi Studer. On-
tobroker: The Very High Idea. In Proceedings of the 11th International
Flairs Conference (FLAIRS-98), Sanibal Island, Florida, May 1998., pages
131–135. AAAI, 1998.
[Fel12] Christiane Fellbaum. WordNet. In The Encyclopedia of Applied Linguistics.
John Wiley & Sons, Inc., November 2012.
[FG16] Heather Ford and Mark Graham. Code and the City, chapter Semantic
Cities: Coded Geopolitics and the Rise of the Semantic Web, pages 200–
214. Routledge, 2016.
[FGM+99] Roy Fielding, Jim Gettys, Jeff Mogul, Henrik Frystyk, Larry Masinter, Paul
Leach, and Tim Berners-Lee. Hypertext Transfer Protocol – HTTP/1.1.
Standards track – https://www.ietf.org/rfc/rfc2616.txt,
IETF, June 1999. Accessed February 04, 2016.
162
Bibliography
[FHLW00] Dieter Fensel, Jim Hendler, Henry Lieberman, and Wolfgang
Wahlster. Dagstuhl-seminar: Semantics for the WWW. Sem-
inar report – http://www.dagstuhl.de/fileadmin/files/
Reports/00/00121.pdf, Dagstuhl Seminar Reports, March 2000.
Accessed May 13, 2016.
[Fis87] Douglas H. Fisher. Knowledge Acquisition Via Incremental Conceptual
Clustering. Machine Learning, 2(2):139–172, September 1987.
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[RFGM08] Delia Rusu, Blaž Fortuna, Marko Grobelnik, and Dunja Mladenić. Se-
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Table A.1.: White list of covered Freebase predicates by WhoKnows?Movies!.
fb:base.parody.parodied_subject.parodies
fb:fictional_universe.work_of_fiction.events
fb:film.film.cinematography
fb:film.film.directed_by
fb:film.film.edited_by
fb:film.film.featured_song
fb:film.film.film_casting_director
fb:film.film.film_festivals
fb:film.film.film_series
fb:film.film.genre
fb:film.film.initial_release_date
fb:film.film.music
fb:film.film.prequel
fb:film.film.production_companies
fb:film.film.rating
fb:film.film.sequel
fb:film.film.story_by
fb:film.film.subjects
fb:film.film.written_by
fb:media_common.adaptation.adapted_from
ex:hasActor
ex:hasAward
ex:hasBudget
ex:hasRunningTime
fb:film.film.featured_film_locations
180
