In the theory of anharmonic vibrations of a polyatomic molecule, mixing the zero-order vibrational states due to cubic, quartic and higher-order terms in the potential energy expansion leads to the appearance of more-or-less isolated blocks of states (also called polyads), connected through multiple resonances. Such polyads of states can be characterized by a common secondary integer quantum number. This polyad quantum number is defined as a linear combination of the zero-order vibrational quantum numbers, attributed to normal modes, multiplied by non-negative integer polyad coefficients, which are subject to definition for any particular molecule. According to Kellman's method [J. Chem. Phys. 93, 6630 (1990)], the corresponding formalism can be conveniently described using vector algebra. In the present work, a systematic consideration of polyad quantum numbers is given in the framework of the canonical Van Vleck perturbation theory (CVPT) and its numerical-analytic operator implementation for reducing the Hamiltonian to the quasi-diagonal form, earlier developed by the authors. It is shown that CVPT provides a convenient method for the systematic identification of essential resonances and the definition of a polyad quantum number. The method presented is generally suitable for molecules of significant size and complexity, as illustrated by several examples of molecules up to six atoms. The polyad quantum number technique is very useful for assembling comprehensive basis sets for the matrix representation of the Hamiltonian after removal of all nonresonance terms by CVPT. In addition, the classification of anharmonic energy levels according to their polyad quantum numbers provides an additional means for the interpretation of observed vibrational spectra. © 2013 AIP Publishing LLC. [http://dx
I. INTRODUCTION
The customary model of harmonic vibrations of a polyatomic molecule describes bound energy levels in terms of a vector of non-negative integer quantum numbers ν = (ν 1 , ν 2 , . . . , ν M ), corresponding to normal modes. 1 The general anharmonic picture of a vibrating molecule is much more intricate and generally cannot be described in the framework of a closed-form solution. One of the major approximate methods is based on a representation of an anharmonic oscillator as a perturbed harmonic one. This approach implies using harmonic oscillator quantum numbersν for labeling anharmonic vibrational states. This description is a good approximation for describing low and medium extents of vibrational excitation (up to ∼10 000 cm −1 ) of semi-rigid molecules. For higher-levels of excitation such a model usually breaks down, and different techniques must be employed, for instance, those based on the concept of local modes, 2-7 the diabatic correlation diagram technique, 8, 9 or the semiclassical molecular dynamics model. 10 It should be remembered that even at quite low levels of vibrational excitation, the anharmonic states of polyatomic molecules can be heavily mixed through multiple resonance couplings. Since it can be difficult to attribute a certain state to a dominant normal mode, the so-called "vibrational assignment" may become ambiguous. For the highly excited, strongly coupled, anharmonic vibrational states, their mixing becomes dominant. As stated by Kellman, 11 in such a situation "the traditional spectroscopic picture of states defined in terms of normal mode quantum number assignments is fundamentally inadequate." A new essential concept, introduced for the theoretical description of clusters of anharmonic vibrational states, coupled by multiple resonance interactions, is called the "polyad." [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] Each polyad of states has a unique attribute -the polyad quantum number, which is suitable for labeling both zero-order wave functions and anharmonic states. The usefulness of this concept was first stressed by Dübal and Quack in 1984, 22, 23 but originally it was called the "chromophore quantum number." In this paper, we shall consider the theoretical background and applications of the polyad-based approach. It should be noted from the very beginning that the scope of applicability of the method presented has some natural limitations. First, the molecular systems under consideration should be semi-rigid and non-rotating. Second, for some known cases such as formyl fluoride (HFC=O), the frequency ratios and corresponding constants in the Hamiltonian do not allow finding the "easily identifiable polyad structure." 24 Third, point symmetry properties will be applied.
The polyad approach can be compared to using symmetry considerations in the description of molecular vibrations, which in the harmonic problem allows reducing Wilson's G and F matrices to block diagonal forms. 25 In the anharmonic problem, a general matrix representation of the Hamiltonian also complies with the symmetry-imposed restrictions, but each symmetry block typically has a large size because of a multitude of combination states. In many cases the introduction of the polyad quantum number, especially for smaller molecules, allows reducing each of the symmetry blocks into sub-blocks of smaller size attributed to a unique common value of a polyad quantum number.
The solution of the vibrational Schrödinger equation can be accomplished by either a variational method [26] [27] [28] or by use of the perturbation theory in one of its forms. [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] The direct application of the variational technique is best for smaller molecules (3-4 atoms), providing a nearly exact solution even for non-rigid molecules, such as ammonia. 28 For bigger molecules (5-7 atoms) the size of the required basis set is markedly larger, thereby requiring the introduction of certain approximations.
Vibrational perturbation theory addresses the problem in a way that is more easily applied to larger molecules; namely, it uses canonical transformations to absorb the majority of small off-diagonal terms in the Hamiltonian order by order. [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] The first-order canonical transformation is particularly simple, and it absorbs the majority of cubic terms of the potential energy expansion. The remaining first-order resonance terms can be treated variationally using small-size sub-matrices. 41 The second-order terms either give direct contributions to diagonal matrix elements or can be simply ignored if sufficiently small, as they are only significant at higher orders. A small number of non-negligible off-diagonal second-order terms contribute to the resonance coupling through Darling-Dennison constants. [42] [43] [44] [45] [46] [47] A substantial absorption of the off-diagonal terms in the Hamiltonian within perturbation theory does not reduce the Hamiltonian matrix to an entirely block-diagonal form and thus requires additional theoretical methods for a full solution of the problem.
The polyad technique assists in reducing the overall anharmonic vibrational problem into a more-or-less closed form within a certain approximation. The solution can be considered as "exact" in the framework of the chosen order of perturbation theory, as the higher-order terms will still remain unaccounted for. Fortunately, perturbation theory shows, as a rule, very good convergence even at the second order, while the fourth-order level can be considered as fully converged and comparable in accuracy to the alternative variational solution. [48] [49] [50] An advantage of perturbation theory is its ability to express spectroscopic in closed form formulae if the second-order approximation is used, or to evaluate them as matrix elements of the transformed algebraic operator polynomial in case of the more advanced operator version of the canonical Van Vleck perturbation theory (CVPT). 13, 35, 38, [51] [52] [53] [54] It will be shown below that CVPT can be conveniently combined with the polyad technique, as the latter requires a set of resonance coupling operators, which can be represented in a vector form. 14 The main point of the polyad approach can be conveniently expressed by the following definition of the polyad quantum number P, [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] which is merely a linear combination of all normal mode quantum numbers ν k , multiplied by non-negative integer "weight" factors, called polyad coefficients c k ,
where M is the number of vibrational degrees of freedom. This definition can be applied both to basis functions, which can be assembled by blocks with the same value of P, and to actual anharmonic states, which consequently unite into polyads of states connected through resonance interactions. Such a classification of basis functions is very useful because all off-diagonal matrix elements can only appear within polyad blocks, while all inter-block elements are zero, in the framework of the considered model. The main theoretical challenge therefore focuses on applying such a model to a particular molecule and on finding actual polyad coefficients. A favorable solution of the first problem assumes that polyads of anharmonic states are indeed well isolated by the absence of any significant inter-polyad interactions up to a sufficiently high region of vibrational excitation. If all polyad coefficients are positive, it means that the number of basis functions and anharmonic states in the polyad is finite. However, the appearance of zero polyad coefficients does not destroy the polyad concept but poses certain limitations.
As was shown by Kellman 14 and further illustrated by Polik and van Ommen, 17 the polyad quantum number formalism can be conveniently expressed by using a vector representation of vibrational states and resonances. The set of polyad coefficients C = {c 1 , c 2 , . . . , c M } can be considered as a vector with componentsC = (c 1 , c 2 , . . . , c M ). Accordingly, the resonances can also be represented as vectors composed of powers of creation and annihilation operators attributed to normal modes. The key point of Kellman's study 14 is that the M-dimensional space of normal modes is subdivided into mutually orthogonal subspaces of resonance vectors and polyad vector(s).
Kellman's method can be applied in a straightforward manner to small molecules, such as H 2 O, HCP, HOCl, C 2 H 2 , H 2 CO, CHFCl 2 , SiH 4 and some other molecules of a comparable level of complexity. 15, 17, 18, [55] [56] [57] [58] [59] [60] [61] As long as the molecule remains small, it is easy to identify the set of significant resonances, either theoretically on the basis of a perturbation theory 34, 46, 47, 54, 62 or experimentally, 17, 63 as resonances manifest themselves by the shifts of levels, predicted by a Dunhamtype expansion of vibrational energy in powers of (ν k + 1 / 2), or by redistribution of observed intensities between "bright" and "dark" states.
With rising complexity of a molecule the identification of relevant resonances quickly becomes a significant problem. The current paper is devoted to extending the application of the polyad method to bigger molecules than has been achieved before. We will also provide a theoretical review, classify and establish some relationships and illustrate the methods on molecules, containing up to six atoms.
II. PERTURBATION THEORY AND ANHARMONIC RESONANCES

A. The canonical Van Vleck perturbation theory
The CVPT is one of the most powerful versions of quantum mechanical perturbation theory. Unlike the commonly used Rayleigh-Schrödinger Perturbation Theory (RSPT), which employs multiple summations of matrix elements, 36 CVPT is based on the operator representation of the Hamiltonian throughout the whole process of canonical transformations that reduces the Hamiltonian to the form desired, order by order. [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] [51] [52] [53] [54] CVPT becomes particularly straightforward in formulation and implementation if coordinate and momentum operators (q,p) are replaced by creation (raising) and annihilation (lowering) operators (a † , a), further abbreviated as CAO: 64, 65 
A product of operators a † , a is called the number
Evidently, a Hamiltonian entirely expressed in powers of number operators (actually, sums of products of operators, belonging to different modes) is diagonal in zero-order wave functions.
One of the striking advantages of formulating of CVPT in terms of CAO is that certain kinds of terms in the Hamiltonian can be identified as resonance operators, whereas in a coordinate and momentum representation terms can be responsible for both resonance and non-resonance interactions at the same time.
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B. Canonical transformations of the Hamiltonian
Any solution of the anharmonic vibrational problem begins with choosing suitable coordinates and writing out the explicit form of the Hamiltonian. It is convenient to employ the standard approach with rectilinear dimensionless normal coordinates and Watson's vibrational Hamiltonian for a nonrotating molecule. 54 The numerical values of molecular constants, appearing in the Hamiltonian, B α e , ζ α rs ,ω r , φ rst , and φ rstu (rotational constants, zeta-constants, harmonic frequencies, and anharmonic force constants, respectively) are usually obtained quantum mechanically. 66 The Hamiltonian is further transformed into an equivalent form in the CAO-representation, retaining the term arrangement by orders of CVPT,
The perturbative solution of the anharmonic problem is based on a subsequent canonical transformation of H(a † , a) into an equivalent quasi-diagonal form, order by order.
The general commutator expression below defines the form of the kth part of the Hamiltonian, subjected to the Kth canonical transformation, 38, 67, 68 
where n = (k − m)/K and m = mod(k, K) is the remainder of the division of k by K. Evaluation of commutators [Ŝ, H ] =Ŝ H − HŜ in Eq. (6) is conveniently conducted by reducing the products to the so-called normal form using the following formula, 13, 54 
where k,l,m,n are arbitrary non-negative powers of CAO. Derivation of theŜ-operators, required in Eq. (6), can be performed in a straightforward manner in the framework of the CAO representation. For cancellation of the off-diagonal terms in the operator polynomial, consisting of the operator products multiplied by scalar values χ j ,
the correspondingŜ-operator is trivially obtained in the following form:
(9) The simplicity of Eq. (9) is the key advantage of the CAO representation in comparison with the more involved procedure in the coordinate and momentum representation. 34 Transformations (5)- (7) and (9) comprise the major part of the computational scheme of the numerical-analytic implementation of CVPT. 13, 54 Molecular constants in the original Hamiltonian (5) are being heavily mixed during numerous transformations (6) and (7) . Keeping track of such mixing of scalar values can be easily done in analytic form for diatomic molecules up to high orders of CVPT. In contrast, the multidimensional problem for a polyatomic molecule is solved in a closed form only in the second order. While the closed expressions for anharmonic constants are straightforward, [29] [30] [31] [32] [33] [34] the analytic form for all types of the second order resonance coupling constants remains a subject of recent studies. 46, 47 In our opinion, the alternative numerical-analytic solution of the problem represents a more general and reliable approach (at least for medium-sized molecules up to about 10-12 atoms) as the integrity of the results can be rigorously tested. 54 The focus of the problem lies in the second-order resonances, which can be systematically treated by our preferred method. 13, 54 Not only the diagonal terms in the Hamiltonian (8) but also the resonance operators must be excluded from generating theŜ-operator (9) . The resonance operators can be recognized by abnormally big values of the following dimensionless quantity:
which will be called the resonance index. As it will be demonstrated below with illustrations, the threshold value * of index (10) typically lies in the region 0.01-0.10. Once K canonical transformations (6) are accomplished (where K is an even number) and the updated Hamiltonian terms are put together in the same manner as in Eq. (5):
the Hamiltonian will consist of the dominant diagonal operatorD represented in powers of the number operators plus the additional resonance operatorV :
The diagonal matrix element of the canonically transformed Hamiltonian,
can be evaluated readily, and the desired Dunham-type expansion is obtained in the form,
The remaining resonance coupling terms of the Hamiltonian that do not contribute to diagonal matrix elements must be treated separately by an additional variational procedure. The off-diagonal operatorV is a sum of Hermitian conjugated pairs of operators, responsible for individual resonances:
The families of the off-diagonal matrix elements of the canonically transformed Hamiltonian, arising from the sets of significant resonance operators, can also be universally represented in the form similar to the Dunham expansion at any order of the CVPT. 17, 54 The sum in the Dunham-type expansion plus a sum of individual expansions of similar type 54 for each significant resonance is called the multi-resonance effective Hamiltonian. 17 Individual terms in the resonance operatorV (15) can be classified by the total power of CAO. For example, 1-2 and 1-11 operators (dash sign separates the total power of rising and lowering CAO) are associated with Fermi resonances, 
and the analytic evaluation of its matrix element requires extensive algebra.
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C. Variational accounting of resonance couplings
Reduction of the quasi-diagonal Hamiltonian, obtained after a series of canonical transformations into the fully diagonal form requires a numerical diagonalization of a sub-block of the Hamiltonian matrix. The natural choice of basis functions is the product of harmonic oscillator wave functions,
k , representing the zero-order solution. A key advantage of CVPT in comparison with the variational method is that at this stage a much smaller basis set is usually needed for obtaining a satisfactory result. 13, [48] [49] [50] The question therefore focuses on the choice of the optimum basis functions set.
One possible solution is inclusion of all basis functions, whose total sum of quantum numbers is less or equal to, say, ν max = 2, 3, or 4,
This approach can appear to be insufficiently accurate, as some essential couplings between more excited states will be excluded from consideration. However, inclusion of all basis functions with a higher level of excitation can be unacceptable as the size of the basis set quickly grows, especially for bigger molecules. For example, for a ten atomic molecule the size of the basis set with ν max = 4 already exceeds 20 000 basis functions.
An ideal solution of the problem would be a situation where all possible linked couplings are assembled together in finite-sized blocks of the Hamiltonian. In other words, the desired choice of the set of basis functions and the internal arrangement of the Hamiltonian ensure a block-diagonal structure.
As was stated in the Introduction, the block-diagonal structure of the Hamiltonian can be systematically controlled through accounting with the polyad quantum number. [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] In Sec. III we will show that the proper implementation of the polyad quantum number technique is of key importance for the solution of the anharmonic problem because this technique handles the most challenging part -accounting for strongly coupled, close-lying states. In many cases for medium-sized molecules, the spectral range of interest is covered by a small number of blocks of basis functions of reasonable size.
III. BASIC THEORY OF POLYADS
A. Vector representation of the zero-order states and transformation operators
For the multi-dimensional harmonic model of a vibrating polyatomic molecule, let us denote the ground state vibrational wave function as 0 (0, 0, 0, . . . , 0). The wave function of an arbitrary zero-order excited vibrational state can be obtained by the action of the product of creation operator powers on the ground state wave function,
The product of creation operatorsÂ in Eq. (19) can be conveniently described by a vector of powers of corresponding operators,Ā = (n 1 , n 2 , n 3 , . . . , n M ), which will be further referred to as the vector of the zero-order vibrational state. Its components coincide with non-negative quantum numbers for each normal mode of the excited state so that it can be also called the vector of quantum numbers and designated as
An operatorB, composed of both creation and annihilation operators, transforms the wave function from the state with quantum numbersv(n) to one withv(m), under the condition that all quantum numbers m are non-negative,
This transformation operator can be conveniently represented by a difference of two vectors, corresponding to initial and final states:B
Negative components in the vectorB correspond to annihilation operators. If the transformation operator in Eq. (20) contains both creation and annihilation operators for the same normal mode, the wave function will be multiplied by an integer, arising due to the number operator, (
n k , but this result does not affect the wave function transformation since it is accurate to within a numerical multiplier.
B. Vector of harmonic frequencies and introduction of the resonance vectors
Let us introduce a vector¯ , composed of the wavenumbers of normal modes,
and call it the vector of frequencies. It is evident that the scalar product of vectorĀ, describing a vibrational state with quantum numbers (n 1 , n 2 , . . . , n M ), and vector¯ is equal to the zero-order vibrational energy E of this state with respect to the ground-state energy:
The energy difference between two states is readily expressed through the vector of differences of corresponding vectors,B =Ā 2 −Ā 1 ,
If the energy difference E is relatively small and certain physical conditions are satisfied (e.g., same symmetry type of the involved states and a sufficiently big multiplier of the corresponding term of the Hamiltonian operator), vibrational resonance occurs. In this case the difference vector in Eq. (24) can be called a resonance vectorB, which can be converted into a corresponding resonance operatorB. Each resonance operator represents two resonant zeroorder states; one of them corresponds to the positive components of the resonance vector and the other one to the negative components. If a molecule has a certain symmetry type, then the functions of both states transform according to some representations of the symmetry group, which are direct products of irreducible representations of constituent normal modes. The Hamiltonian transforms according to the totally symmetric representation; the resonating states necessarily belong to the same irreducible representation. Hence, the resonant operator should transform according to the totally symmetric representation or at least include it as a constituent of a whole reducible representation.
C. Polyads of vibrational states and the vector of polyad coefficients
A set of resonance operators, describing the transformations between close-lying connected states, creates a group or cluster of what is called a vibrational polyad of states. [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] All states belonging to a particular polyad (more precisely, to its sub-block belonging to a certain symmetry type) can be obtained by means of action on a "seed" state by the set of resonance operators belonging to the same symmetry type. The resulting network of states interconnected by corresponding resonance operators can be represented in graphical form. 21 The polyad is characterized by its own polyad (secondary) quantum number, which is an attribute for all states belonging to this manifold. The existence of this quantum number indicates that in addition to the energy there is a conserved physical quantity (which can be called a "generalized action") that has the same value within the polyad. If a molecule belongs to a certain symmetry point group, a set of states with the same value of the polyad quantum number generally consists of several uncoupled sub-sets, belonging to different symmetry types. Strictly speaking, each vibrational state has three attributes: the global polyad number of the block, the symmetry type of the sub-block, and the individual state anharmonic quantum number, usually not considered.
The polyad quantum number is defined as a linear combination of individual quantum numbers, attributed to the zeroorder states,
The coefficients of this linear combination are non-negative integers and are called the polyad coefficients, which form the polyad vectorC = (c 1 , c 2 , . . . , c M ).
As shown by Kellman, 14 in a typical situation (such as for a small semi-rigid molecule) the polyad vector is orthogonal to a set of linearly independent resonance vectorsV (j ) , the number of which is equal to M -1 (or less):
The analogous relationship is also approximately true for the frequency vector¯ :
Hence, if the dimension of subspace spanned by resonance vectors is equal to M -1 then the vectorsC and¯ are approximately proportional to each other:
The averaged value of ratios between zero-order harmonic frequencies and corresponding polyad coefficients: (29) can be interpreted as a quantitative measure of proportionality between the polyad coefficient and the corresponding zero-order vibrational frequency. The multiplier λ in Eq. (28) should be chosen to ensure small integer values of coefficients of the polyad vector. It will be shown in Sec. V B that the polyad coefficients are typically equal to or very close to the harmonic frequencies divided by and rounded to the nearest integer.
It is evident that if all polyad coefficients are positive, the number of states comprising a polyad is limited. However, for a particular molecule it is difficult to specify how many polyads exist under the dissociation energy limit as at a certain point the polyad structure of energy levels can break down and the motion of atoms change its character from quasi-periodic to chaotic.
D. Intrapolyad and interpolyad transitions
It can be shown that any transition between the zero-order states of a polyad is specified by a resonance operator or their superposition whereas transitions between the states from different polyads necessarily include non-resonance operators. There are several important consequences from this observation.
(1) The vector (or vectors) of interpolyad transitions that connects different independent polyads may not be linearly dependent on resonance vectors. (2) The existence of different more-or-less isolated polyads implies an existence of a polyad vector or vectors that are orthogonal to the corresponding resonance vectors. (3) The overall vector space of dimension M consists of two subspaces, the one of resonance vectors and the other as its orthogonal complement that includes polyad vectors. This conclusion coincides with one made by Kellman.
14 Knowledge of the polyad structure permits evaluation of the form of the polyad coefficients. Let us consider a particular polyad P A and select a certain zero-order state belonging to it:ν(P A ) = (n 1 , n 2 , . . . , n M ). Then, let us apply the creation operator a † k to it, so that the kth normal mode quantum number inν(P A ) increases by one. In the harmonic approximation, the energy of the state will increase by ω k . In the anharmonic formulation, the energy increase is equal to ω k only approximately, but that difference is not essential for our consideration. As the quantum number of only one mode is increasing, the operator of this transition is guaranteed to be interpolyad. The new state will belong to another (higher) polyad P B , which is not necessarily the next polyad up. It is evident that the difference in polyad numbers is equal to the polyad coefficient, P(B − A) = P B − P A = c k . This means that, for example, the stateν = (0, . . . , n k , . . . , 0) with n k = 1, 2, 3 . . . will be available only in polyads c k , 2 × c k , 3 × c k . . . , etc.
Applying this procedure to all modes and evaluating coefficients c k , we can fully reconstruct the form of the polyad vector. However, it is necessary to stress that in order to have this procedure work, one needs to know the structure of each polyad explicitly. This procedure can be easily applied to small molecules, but it gets rather difficult for bigger molecules, where different polyads blocks of the same symmetry can even intersect in an energy spectrum. Nevertheless, the procedure of constructing a system of polyads can be carried out if the experimental spectrum is properly measured for a sufficiently large number of states and interpreted. Thus, the form of polyad coefficients can be, in principle, obtained from experimental data.
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E. Polyad vector, number operator, and commutability of a resonance Hamiltonian
It is useful to introduce the concept of the polyad operatorP , which can be readily written by replacement of normal mode quantum numbers in Eq. (25) by number operatorŝ N k = a † k a k using the following definition:
(30) Acting on the zero-order wave function of an arbitrary vibrational state, the polyad operatorP multiplies it by the corresponding polyad number,
Actual wave functions can be derived from the linear combinations of the basis functions. The particular coefficients of mixing the basis functions are defined through the eigenfunctions of the canonically transformed Hamiltonian matrix. The mixed states as defined as linear combinations of the zeroorder ones,
If the set of basis functions is now confined to a given polyad block, it can be immediately proven that action by the polyad operatorP on the linear combination (32) produces the same wave function multiplied by the polyad number pertaining to this block. In other words, all mixed wave functions after the solution of the variational problem preserve the polyad number of the basis functions of the block. It is worthwhile noting that these linear combinations of the zero-order basis functions should not be confused with the wave functions of the original Hamiltonian, which can be obtained through a series of inverse canonical transformations of the zero-order ones. 13, 70 The matrix representation of the polyad operator is obviously a block-diagonal matrix, so that its blocks, corresponding to a given polyad number P, are simply scalar matrices with the coefficient P on the diagonal. It is evident that the polyad operatorP commutes with the zero-order HamiltonianĤ 0 whose wave functions are used as the basis functions for matrix representation of the perturbed anharmonic Hamiltonian. It is less evident, but can be easily proven, that the polyad operatorP also commutes with the perturbed anharmonic Hamiltonian, reduced to a quasi-diagonal form by a series of contact transformations:
Indeed, the contact-transformed HamiltonianĤ
=D +V is block-diagonal in the basis of zero-order wave functions, arranged in blocks with the same value of a polyad number. In this case the final orthogonal matrix transformation U, needed for diagonalization ofĤ (K) , is also block-diagonal in polyad numbers and preserves the form of the matrix representation of operatorP as well. Since both operators have the same system of wave functions, they necessarily commute.
IV. EVALUATION OF THE POLYAD COEFFICIENTS
A. Resonance structure as the starting point for the search for the polyads The above consideration is based on the prior knowledge of the structure of a significant part of the polyads. We have seen that the existence of weakly interacting polyads of states introduces the concept of the polyad quantum number, common for all states within a polyad. The polyad quantum number can be defined through the vector of polyad coefficients, which is necessarily orthogonal to all resonance vectors. In practice, however, it can be difficult to classify the observed transitions and find the structure of polyads, especially for molecules of bigger size.
What is left for the practical polyad analysis of bigger molecules is the study of all essential resonances that cause mixing and shifting of levels and construction of an appropriate polyad vector using this information. Some resonances can be, of course, detected emprically, when, for example, the "dark" states gain intensity from "bright" ones and level shifts are observed. Another possibility is fitting parameters of the effective vibrational Hamiltonian to observed transitions and spotting resonances through significant residual discrepancies between predicted and observed band positions. 17 A systematic search of resonances can be accomplished in the framework of the traditional vibrational perturbation theory (VPT2) [29] [30] [31] [32] [33] [34] [35] [36] 44 or via its more advanced version, the operator form of CVPT. [51] [52] [53] [54] The resonances detected can be used for construction of polyads by starting from a "seed" state and then finding all coupled states by recursively applying relevant resonance operators. 17 The obtained set of states constitutes a polyad, if it is isolated from other blocks. Once the structure a sufficient number of polyads is known, it is possible to find polyad vector coefficients using the procedure outlined in the Sec. III D. The set of necessary basis functions for the matrix representation of the Hamiltonian is further developed by putting together all states participating in a certain number of established polyads. This procedure of manual or computer assisted construction of polyads is rather complex, especially for bigger molecules (five and more atoms). Besides, it can be difficult to decide what set of resonances must be taken into account for the optimum form of the polyad vector. We will see below that there is a more universal procedure that solves the problem.
Usually, setting up the Hamiltonian matrix is accomplished in a straightforward manner by merely choosing a set of basis functions satisfying certain general criteria not related to poyads (for instance, using a certain limit for total excitation) and evaluating all non-vanishing matrix elements. The question is whether the matrix can be rearranged in a block-diagonal form through permutations of basis functions and what are the appropriate polyad quantum numbers, assignable to constructed polyad blocks. Besides, the polyad blocks must be complete, i.e., there are no skipped states satisfying a given number. The knowledge of polyad coefficients substantially simplifies the task of arranging the Hamiltonian matrix in block-diagonal form. Indeed, given a certain polyad vector and polyad quantum number, all possible basis functions, comprising the block, can be generated automatically.
If the polyad coefficients are not yet known and the set of resonance operators is not systematically chosen, it is not guaranteed that the existing Hamiltonian matrix can be rearranged in a block-diagonal form. Then, a possible solution can be the revocation of certain less important and weaker resonance operators and a perturbative treatment of corresponding terms. Or, if the number of resonance operators is insufficient for a suitable form of block-diagonal subdivision of the Hamiltonian matrix, some optional resonance operators can be added. CVPT provides this kind of freedom, as will be illustrated below.
Now we come to the necessity of establishing a correspondence between a set of accepted resonance operators, a possibility of reducing a matrix representation of the Hamiltonian to a block-diagonal form and finding the polyad vector coefficients.
12-21 Polik and van Ommen, 17 have proposed a computational method for finding polyad coefficients on the basis of resonance vectors. However, the key problem of the systematic selection of resonances remains unresolved for several reasons. In particular, empirical procedures of handling resonances must be minimized, including the evaluation of their relevance.
The search for relevant resonances can be performed both theoretically and from experimental data. The theoretical grounds for finding the first-order Fermi resonances and evaluation of their strength are well-established. 54, 62, [71] [72] [73] [74] [75] [76] The second-order Darling-Dennison resonances are more complicated, [42] [43] [44] [45] [46] [47] and there are still theoretical shortcomings in evaluation of their strengths. 77 It will be explained below that the numerical analysis of resonance vectors reveals the form of the polyad vector and that a fine tuning of the mechanism of CVPT can extend the applicability of polyad analysis to more complex molecules than has been achieved before. Let us prove from the outset that the requirement of block-diagonal structure of the Hamiltonian matrix in polyad numbers leads to a system of linear equations. This system is solvable for elements of the polyad vector components when such block-diagonal structure exists and leads to the condition of orthogonality of resonance and polyad vectors as well.
B. Finding the polyad coefficients through a system of linear equations
It can be easily shown that if the Hamiltonian matrix, where the off-diagonal elements are produced by a certain set of known resonance operators, possesses a block structure, then the form of polyad coefficients and consequently the form of the block-diagonal Hamiltonian can be found through solving a system of homogeneous linear equations.
Every resonance operatorV j , j = 1, 2, . . . , L, characterized by the scalar coefficient V j and a set of powers (n k , m k ) of CAO corresponds to a family of matrix elements:
(34) Here the individual quantum numbers ν k formally have arbitrary non-negative values. Scanning all available resonance operatorsV , assembling together all different basis functions 0 (ν k + n k ) and 0 (ν k + m k ), and substituting quantum numbers with zerosν = 0 produces a set of 2 × L basis functions that can be presented in a vector form.
Evidently, the main requirement is as follows: each pair of such basis functions, originating from resonance operators, must be attributed to the one and the same polyad number, otherwise the matrix elements (34) will correspond to different blocks and the block-diagonal structure will break down. This requirement can be readily expressed in the form of a system of linear equations:
This system of 2 × L equations can be reduced to one of L equations with simultaneous removal of unknowns p j , which can be found later after we find the values of the c k . The reduction is carried out by subtracting all even equations from the odd ones, which gives the system of L equations:
Each of equations in this system can be immediately recognized as a condition of orthogonality of a resonance vector
This system of homogeneous linear equations has a nontrivial solution only if the rank of the matrix of the system is less than M. If the rank is equal to M -1, then there is only one nontrivial solution with an arbitrary multiplier. The corresponding vector with minimum integer components represents the polyad vector. Finally, if the rank is equal to M -m, then there is an m-dimensional subspace of vectors that can generate one or several polyad vectors depending on some additional constraints such as symmetry ones.
Our experience shows that the existence of a unique polyad number is typical for small molecules. For larger molecules the situation can be more involved. The crucial point is that for the vast majority of molecules the dimensionality of resonance vectors is approximately equal to M -1 in the sense that resonance vectors are exactly or nearly orthogonal to the polyad vector. We have observed this non-evident phenomenon on the vast majority of semi-rigid molecules that we have studied using CVPT.
The flexibility of CVPT allows performing a "fine tuning" of the selection of resonances through the resonance index threshold (Sec. II B) so that some unwanted weaker resonances can be ignored and treated perturbatively, whereas the remaining essential resonances ensure the existence of a suitable unique polyad vector. 
C. The numerical method for evaluation of the polyad vector
Generally speaking, the subspace of resonance vectors and the subspace of polyad vectors are orthogonal to each other, and in total they comprise the space of quantum number vectors.
14 There is no comprehensive theoretical proof of the dimensionality of the resonance vector subspace with respect to total dimensionality, especially in the light of a certain ambiguity in choosing resonances. However, in a typical situation for small molecules the dimensionality of the space, spanned by all significant resonances, is equal to the total dimensionality minus one:
As it was discussed above in Sec. IV B, the picture for bigger molecules becomes more blurred. Namely, a set of resonance vectors, selected by the general criteria discussed above, can span the whole space of degrees of freedom, but numerical vector analysis shows that usually there is a manifestation of one near linear dependency. We will give illustrations of this effect below. In other words, it is possible to choose one vector in such a way, that all resonance vectors will be either exactly or approximately orthogonal to it, in the sense of the values of scalar products between the selected "polyad" vector and all resonance vectors are much smaller than their vector norms:
This relationship makes it possible to choose a set of essential resonance vectors and define the polyad vector in such a way that it becomes exactly orthogonal to selected resonance vectors. The remaining insignificant resonance vectors will be treated perturbatively.
We have developed a procedure, which has some similarity to the method proposed by Polik and van Ommen 17 for constructing the polyad vector given the set of resonance vectors. Our method is more automated than its prototype 17 and permits finding the polyad vector for bigger molecules, when manual intervention is complicated. The method exists in two versions, permitting a smooth identification of polyad vectors in situations where it is necessary to discard insignificant resonances using more advanced criteria.
At the first stage, it is necessary to spot the linear dependencies among the resonance vectors and choose a set of independent ones. This procedure is obviously ambiguous. Polik and van Ommen suggested 17 that the linear dependencies between vectors can be detected through singular value decomposition (SVD). This procedure can be organized as a gradual adding of vectors to the initial "seeded" resonance vector and checking if a near-zero singular value σ k ≈ 0 appears. All subsequent vectors are either declined if they are linearly dependent on previously chosen ones or added to the set until the number of independent vectors is equal to M -1. For successful application of this method it is necessary to know the quantitative measure of significance of individual resonances; the most important ones must be considered first during the process of building the polyad vector. The CVPT approach is especially convenient for this purpose as the resonance strengths can be reliably evaluated. In modified form, we adopted the method of Polik and van Ommen 17 of gradually adding resonance vectors and we will call it the incremental method (Method I).
A more straightforward procedure can be built on the basis of numerical analysis of eigenvectors of the square symmetric matrix A, composed of scalar products of the whole set of vectors. If the dimensionality of the vector's space is denoted by M (which is equal to the number of degrees of freedom) and the number of vectors is denoted by N, then the elements of the A-matrix of dimensions N × N can be trivially evaluated,
The eigenvalues of this matrix are further arranged in descending order. The number of non-zero (to numerical accuracy) eigenvalues N(λ > 0) defines the next step. If the value of N(λ > 0) equals M, the space spanned by resonance vectors coincides with the whole space of quantum numbers and a polyad vector does not exist. Contrary to this situation, if N(λ > 0) is less than M -1, the dimension of polyad space is more than one and the polyad choice is ambiguous. In both situations the criteria for selecting the resonance vectors must be reconsidered and the whole process repeated. If the value of N(λ > 0) is equal to M -1, then the selection of independent resonance vectors can be made in a straightforward manner. We apply the numerical procedure proposed earlier for finding sets of independent internal coordinates among redundant ones using the analysis of eigenvectors of the Wilson G-matrix, corresponding to zero eigenvalues. 78 Once the set of M -1 linearly independent resonance vectors is determined, a non-symmetric square B-matrix is composed by columnwise arrangement of those vectors and adding one zero column. 17 The singular value decomposition of this matrix produces one zero singular value. The corresponding left singular eigenvector reflects the proportionality between polyad coefficients. 17 Repeated division of all components of this eigenvector by the smallest non-zero component eventually reduces all values to integers as a consequence of the integer components of all resonance vectors. This method of finding polyad coefficients can be called the matrix method (Method II). It should be noted that in simple cases (e.g., for H 2 O) the number of independent resonance vectors is already equal to M -1, so that SVD can be applied immediately, omitting the unnecessary stage of finding linear dependences.
This description of the two numerical algorithms concludes the theoretical considerations. The subsequent section will provide some illustrations and necessary enhancements of the approach, which become obvious after consideration of practical situations, as occur with bigger molecules.
V. EVALUATION OF POLYAD COEFFICIENTS: EXAMPLES
In this section we present results for three molecules of increasing size: H 2 O (water), H 2 C=O (formaldehyde), and CH 2 =CH 2 (ethylene). The level of complexity of the problem of evaluation of the coefficients of the polyad vector for these molecules differs. In the simplest cases the correct form of the polyad is obtained when parameters affecting the selection of resonance vectors can be varied over wide ranges.
Three adjustable parameters can be proposed for controlling the set of resonance vectors, affecting the process of the reduction of the original Hamiltonian to a quasidiagonal form by CVPT. The first and most important parameter controls the maximum (tolerance) value * of the scalar coefficient (resonance index) of the S-operator (see also Eq. (10)):
The value of the dimensionless threshold quantity * will be referred to as the "TolSop" parameter. Second, the tolerance value (TolDen) of the frequency denominator itself in (49) and the tolerance value (TolHam) of the coefficient V j in Eq. (41) can also be considered in more complicated situations, when the value of TolSop itself does not solve the problem. Indeed, the value of the denominator in (41) can accidentally become very small, and the resonance can therefore be spotted as significant even though it can actually be ignored due to a small value of the numerator V j . Since the whole CVPT theory is based on a model of a perturbed harmonic oscillator, it can be misleading to consider the harmonic frequencies as critically meaningful parameters.
All calculations reported below were performed by means of the ANCO program (Ref. 54) . At the stage of finding polyad coefficients, the variational problem was solved using basis functions with a maximum level of excitation equal to four. The full quartic force fields were evaluated using the quantum-mechanical (QM) model MP2/cc-pVTZ with some exceptions as indicated below.
Numerous studies proved that insufficiently precise values of harmonic frequencies serve as the main source of discrepancies between observed and predicted anharmonic frequencies. [79] [80] [81] The concept of a "hybid" force field, [79] [80] [81] where anharmonic force constants of a lower level force field expressed in normal coordinates are combined with harmonic force constants imported from higher-level quantummechanical calculations, proves useful. This approach proved very accurate for predicting the frequencies of anharmonic transitions of complex molecules without any empirical adjustments, such as ones employing scale factors of the force field. In our illustrations below we combined the aforementioned common MP2/cc-pVTZ quantum-mechanical model with harmonic calculations at CCSD(T)/cc-pVnZ levels.
A. Water (H 2 O)
The full quartic force field of H 2 O was evaluated using the MP2/aug-cc-pVTZ QM model. It provided good predictions of the observed 82 fundamentals: ν 1 is predicted with a deviation ( ) of −1.3 cm −1 , ν 2 with = −16.7 cm −1 , and ν 3 with = 12.1 cm −1 . There is one Fermi resonance in the first order of CVPT (1 +1 2 −2 ) and one Darling-Dennison resonance (1 +2 3 −2 ), both with substantial strength, as seen in Table I . a Anharmonic frequencies were calculated using a "hybrid" force field; see text.
The Fermi resonance is associated with an unusually big value of the denominator, 565.1 cm −1 . For this molecule, the settings of TolSop in the range from 10 −4 to any value smaller than 0.0979 and increasing the threshold value of resonance denominator (TolDen) up to 1000 cm −1 does not add any other resonances except for the two found. These resonance vectors, (1,-2,0) and (2,0,-2) are obviously independent, and the polyad vector can be trivially found: (2,1,2).
14 The calculation shows that the variational shift (repulsion) of the lowest perturbed levels of ν 1 /2ν 2 is ±11.8 cm −1 . The column "Average Frequency" in Table I shows the values, calculated using the following formula:
which are helpful for locating the frequency range where the particular resonance manifests itself. The symmetry type of each resonance operator can be trivially determined either from the "raising" or "lowering" part of the operator, and the result shows the symmetry block, where the resonance appears. This molecule can be considered to be an almost idealized case with two strong resonances, the number of which is equal to the "desired" value of M -1. Consequently, the block-diagonal structure of the matrix representation of the Hamiltonian is pronounced, and polyad blocks are well isolated from each other.
B. Formaldehyde (H 2 C=O)
The four-atomic molecule of formaldehyde is very well studied both experimentally [83] [84] [85] [86] and theoretically; [87] [88] [89] [90] its resonances and polyad coefficients have also been determined as a classic study. 86 It is nevertheless instructive to look again at the detailed structure of the resonances for a number of reasons. First, the resonance analysis for this molecule helps in finding more precise threshold values for parameters TolSop, TolDen, and TolHam, the meaning of which was described above. Second, we can introduce an advance beyond the straightforward method of selecting resonances, as used for H 2 O. Third, it is useful to see what resonances are revealed beyond the second order.
The full quartic (for CVPT2) and full sextic force fields (for CVPT4) in the normal coordinate representation were calculated using the quantum-mechanical model MP2/augcc-pVTZ. In addition, the values of harmonic frequencies were replaced by ones obtained at the higher level of CCSD(T)/cc-pVQZ. This hybrid combination of harmonic and anharmonic parameters ensures a good prediction of the observed values of fundamentals; the predicted frequencies are systematically shifted up by about ∼6 cm −1 . Table II  presents Table III .
The dual target of accounting for all significant resonance operators and of simultaneously finding a suitable form of a polyad vector can be contradictory. That is why it is important to choose the right strategy for solving the problem. It is logical to take into account the strongest resonances first, where the relevance is measured by the value of the resonance index (parameter k , Eq. (41)), which is called the "S-coeff." in Table III . Adding resonance vectors step by step in descending order of the value of k and verifying each time that current resonance vector is linearly independent from the previous ones, one finally obtains the set of necessary size (M -1), which is suitable for finding the polyad vector, orthogonal to all selected resonance vectors. It can be seen from Table III that the first five vectors are all independent and it can be proven that they are orthogonal to the polyad vector (2,1,1,1,2,1), which coincides with the literature form. 85 If the process of adding subsequent resonance vectors is continued, the next six vectors are also orthogonal to the established polyad vector with their resonance strength lying in the range of 0.1109-0.0215.
These results make it possible to draw the following important conclusions: a Status of the resonance vector: "Added" -accumulate vector if it is linearly independent from those previously found; "Create" -create the polyad vector as the orthogonal one to the previously accumulated M -1 (M is the number of degrees of freedom) linearly independent resonance vectors; "Orthogonal" or "Non-orthog." -status of additional resonance vectors against the established polyad vector.
13.5 cm (Table III) , reveals an interesting feature: there is a sharp change in the values of k near the point where the first non-orthogonal resonance vector is encountered. This analysis makes it possible to draw an important conclusion: the appropriate value of the threshold value of resonance index * lies in the region of 0.05-0.02. This observation of the existence of a "sharp" border of this kind addresses an issue of prime importance for vibrational perturbation theory: how to distinguish "significant" and "insignificant" resonances? A single example is certainly insufficient to reach broad conclusions, but these findings support an expected supposition that a criterion, permitting a justifiable recognition of resonances for explicit consideration, indeed exists. . These parameters must be tested on other molecules.
There are still two additional points to be considered: the behavior of the higher-order resonances and the quantitative proportionality between harmonic frequencies and polyad coefficients. The fourth-order calculation (CVPT4), performed with the established polyad form and parameters TolSop = 0.05, TolDen = 600 cm −1 , reveals four additional higherorder resonances (on the top of ten lower-order ones indicated in Table III ). The summary of these additional resonances is presented in Table IV .
First, all of the resonance vectors are orthogonal to the polyad vector, which corroborates the theoretical grounds for applying the polyad approach in higher orders of CVPT. Second, these resonances manifest themselves in the region of ∼6000 cm −1 . Third, the values of V k are the order of magnitude smaller than for CVPT2, which means that such resonances are less significant generally. Fourth, the values of resonance denominators in two cases are small (<3 cm −1 ), which is an indication of the occasional nature of such resonances and the difficulty in their exact theoretical evaluation, as the "true" values of harmonic frequencies are not known and they have a significant dependence of the model. The last point that we would like to discuss in the context of the polyad analysis of formaldehyde is the relation between harmonic frequencies ω j and polyad coefficients. First, dividing normal mode frequencies ω j by the corresponding polyad coefficients and averaging the ratios, we obtain the value of the frequency per polyad unit, ω P , which is equal to 1458.4 cm −1 . Next, dividing each value of ω j by ω P and rounding the result to the nearest integer, we obtain the values of polyad coefficients on the grounds of proportionality between frequencies. The resulting vector of ratios is as follows: (2.01, 1.22, 1.05, 0.81, 2.05, 0.87), which obviously rounds exactly to the original integer polyad coefficients. Hence, it is possible to obtain a more-or-less correct form of the polyad vector by merely analyzing the ratios of frequencies. Generally, this approach may not be used as a reliable way of finding the form of the polyad vector for an arbitrary molecule, because the frequency separation between resonating states can be significant and therefore the proportionality between polyad coefficients and frequencies is only approximately true.
C. Ethylene (CH 2 =CH 2 )
The molecule of ethylene has 6 atoms and 12 degrees of vibrational freedom. It is very well studied both experimentally and theoretically. 62, [91] [92] [93] [94] [95] [96] The resonance picture becomes more complicated as the number of normal modes doubles in comparison to formaldehyde. For our CVPT calculation, we employed the full MP2/cc-pVTZ quartic force field in combination with harmonic frequencies at the higher level of CCSD(T)/cc-pVQZ. These hybrid parameters ensure a good agreement with the observed values of fundamental with an average error of about 3.8 cm −1 . Table V presents the numbering of the normal modes and a comparison of predicted harmonic, anharmonic, and observed fundamental frequencies.
For this molecule, we demonstrate two different strategies of finding the polyad vector. The choice of parameters TolSop = 0.05 and TolDen = 600 cm −1 yields 36 resonance vectors (Table VI) . Applying the same strategy of adding resonance vectors to the "seeded" one (Method II in our classification) with a maximum value of k and checking new vectors against linear dependency with previously found vectors, we find that 28 vectors must be considered before the necessary number of M -1 = 11 independent vectors are found: 2, 2, 1, 4, 2, 1, 1, 4, 1, 4, 2) .
The point of "saturation" is achieved at k = 0.0834, and the strength of the next resonance is 0.0752. This observation means that this time the choice of TolSop = 0.08 would produce the correct number of resonance vectors, suitable for finding the polyad coefficients. Of the remaining 8 unaccounted resonance vectors, only one is not orthogonal to the polyad vector. Applying the more straightforward strategy to finding the polyad vector (Method I in our classification) reveals a different form of the polyad vector. Putting all resonance vectors together, evaluating the A-matrix (40) and finding its eigenvalues reveals a near-linear dependency. While the (M -1)th eigenvalue (arranged in descending order) is equal to 1.7, the Mth is 0.005, more than two orders of magnitude smaller. Treating the smallest eigenvalue as nil and applying the numerical procedure of excluding redundant resonance vectors mentioned in Sec. IV C, we obtain the set of M -1 resonance vectors and find the following unique orthogonal vector: (8, 4, 4, 3, 8, 4, 3, 3, 8, 2, 8, 4) .
Checking the orthogonality of all resonance vectors against the polyad found, one shows that only one of them is not orthogonal, and it is of course different from the one found through the previous procedure. The denominator, corresponding to this non-orthogonal vector is equal to 438.3 cm −1 , and there is only one other resonance operator with a bigger value of the denominator (531.4 cm −1 ). This circumstance suggests that the value of TolDen must be diminished to 400 cm −1 . The new calculation shows that both methods produce the same result (Eq. (44)) for the polyad coefficients. We can draw the conclusion that for this molecule the choice of parameters TolSop and TolDen becomes narrower than for formaldehyde. With a proper choice of the threshold values (0.05 and 400 cm −1 ) we see that all the space spanned by resonance vectors has again a dimension of M -1. a Status of the resonance vector: "Added" -accumulate vector if it is linearly independent from those previously found; "Linear Dep." -the vector is linearly dependent from already accounted for; "Created" -create the polyad vector as the orthogonal one to the previously accumulated M -1 (M is the number of degrees of freedom) linearly independent resonance vectors; "Orthogonal" or "Non-orthog." -status of additional resonance vectors against the established polyad vector.
The final calculation was performed with restrictions imposed by polyad vectors in two forms (43) and (44) . Besides the usual resonance criterion TolDen, all resonances were tested against orthogonality to polyad vectors. For both forms of the polyad, the fundamentals had the same values. However, the polyad (44) is preferable, as it "accommodates" one essential resonance (in the sense that polyad vector is orthogonal to the resonance one), 6 +1 7 −1 8 −1 10 +1 with a resonance index of 0.0767 and a denominator of 150.9 cm −1 . It is very interesting to examine the form of the polyad vector from the literature 95 by solving the anharmonic problem with the pre-defined polyad vector (3,2,0,0,3,0,0,0,3,1,3,1) and examining all resonance vectors for orthogonality with it. Checking of all resonance operators that are registered by the second-order CVPT solution shows that there are five unaccounted Fermi resonances with resonance index bigger than 0.1 and frequency denominators in the range of ∼100-300 cm −1 . The strongest resonance is given by the operator 2 +1 5 −1 6 +1 ; its resonance index is equal to 0.2. This analysis shows that the form of polyad established on the empirical grounds in Ref. 95 is insufficiently accurate for the anharmonic analysis.
VI. CONCLUSIONS
The polyad analysis has a critical importance for both experimental studies and theoretical modeling of vibrational spectra of semi-rigid molecules, containing several atoms. To date, a substantial number of studies with an application of this technique have been conducted and published, mainly focusing on three-to-five-atom molecules. When the number of vibrational modes is small and the experimental spectra are rich in data, the polyad analysis can be accomplished by an assessment of the vibrational resonances involved on the basis of various criteria of a partly empirical nature.
The resonances can be detected by shifts of observed peaks, fitting sets of levels to Dunham-type effective Hamiltonians, intensity borrowing from 'bright' to 'dark' states and other techniques. Theoretical methods for detecting resonances and calculating the corresponding constants of interaction are well developed for the first-order Fermi resonances. For the second-order Darling-Dennison constants certain theoretical problems hinder evaluation of the correct values of resonance constants. 44, 47, 77 Partly for this reason the polyad technique is applied to molecules of bigger size and lower symmetry much less often.
The usefulness of applying the polyad technique for molecules of average size (5-10 atoms) is underappreciated. Use of polyads ensures that all blocks of the Hamiltonian have a comprehensive number of basis functions. The number of basis functions needed for accounting for all possible offdiagonal interactions below a certain energy limit is drastically decreased in comparison to the straightforward application of the variational method. Detection of blocks of interacting states also has a number of important applications in spectroscopy, and assists in solving some chemical problems. 10 The computer implementation of the CVPT in operator form with representation of the initial and transformed Hamiltonians as polynomials of products of creation and annihilation operators with real number coefficients is ideally suited for the systematic polyad analysis. CVPT yields quantitative hierarchies of resonance operators in the first, second and higher orders of perturbation theory with a very accurate evaluation of resonance coupling coefficients, which is of crucial importance for polyad analysis. The software that was developed in our group for the numerical-analytic implementation of CVPT has proven to be very efficient and in the current form applicable for the molecules containing up to twelve atoms. The CVPT calculations can be conveniently conducted even on desktop computers, but the post-CVPT variational stage can be computationally extensive.
In this work, we have presented a systematic method for finding the forms of polyad coefficients with the scope and convenience of applicability that has most probably not been achieved before. Several illustrations have clearly demonstrated the power of the method and have permitted the observation of a number of fine effects closely related to resonance phenomena. For example, we investigated the critical issue of the values of cutoff parameters needed for discrimination between resonance and non-resonance terms in the Hamiltonian. In particular, it was established for the first time that the value of the so-called dimensionless resonance threshold index lies in the region of 0.05-0.08.
