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By Karamata regular variation theory, a perturbation method and constructing comparison
functions, we show the exact asymptotic behavior of large solutions to the semilinear
elliptic equations with convection terms{
u ± |∇u|q = b(x) f (u), x ∈ Ω,
u(x) = +∞, x ∈ ∂Ω,
where Ω is a smooth bounded domain in RN . The weight function b(x) is a non-negative
continuous function in the domain, which may be vanishing on the boundary or be
singular on the boundary. f (u) ∈ C2[0,+∞) is increasing on (0,∞) satisfying the Keller–
Osserman condition, and regularly varying at inﬁnity with index ρ > 1.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction and main results
The purpose of this paper is to investigate the exact asymptotic behavior of large solutions near the boundary to the
following problems{
u ± |∇u|q = b(x) f (u), x ∈ Ω,
u(x) = ∞, x ∈ ∂Ω, (P±)
where Ω ⊂ RN (N > 1) is a bounded domain with smooth boundary ∂Ω . The nonlinear terms f satisﬁes
( f1) f ∈ C2[0,∞), f (0) = 0, f is increasing on [0,∞),
and b(x) satisﬁes
(b1) b(x) ∈ C(Ω) is a non-negative function.
The last condition u(x) = ∞ means that u(x) → ∞ when d(x) = dist(x, ∂Ω) → 0+. The solutions to problem (P±) are
called large solutions, explosive solutions or boundary blow-up solutions. Recently, the concept of metasolution, which is
the continuous extension by inﬁnity of a large solution, was introduced in order to characterize all the possible limiting
proﬁles of the associated parabolic problem, see [1–4].
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u = b(x) f (u), x ∈ Ω,
u(x) = +∞, x ∈ ∂Ω.
The subject of large solutions has received much attention starting with the pioneering work of Bieberbach [5] for precise
choices of the function f (u) = eu when N = 2 and Rademacher [6] for N = 3. Later, other important questions concerning
boundary behavior of solutions and uniqueness or multiplicity, have been considered in many works. Boundary blow-up
problems have been applied recently, for instance, to Liouville theorems for logistic-like equations in RN in [7], to the
analysis of blow-up for a parabolic equation with a nonlinear boundary condition in [8] or to the characterization of the
long-time behavior of positive solutions to the parabolic equation [9,10].
In a different direction, F. Cîrstea and V. Ra˘dulescu [11,12] opened a uniﬁed new approach, the Karamata regular variation
theory approach, to study the uniqueness and asymptotic behavior of large solutions, which enables us to obtain signiﬁcant
information about the qualitative behavior of the large solution in a general framework. In [13–15], they obtained the
uniqueness and the boundary asymptotic behavior of large solution to the problem{
u + λu = b(x) f (u), x ∈ Ω,
u(x) = +∞, x ∈ ∂Ω,
for a large class of functions f (u) (including up or eu as a special case).
With regard to boundary blow-up problems containing nonlinear gradient terms, Lasry and Lions [16] considered the
following problem{
u − |∇u|q = λu + h(u), x ∈ Ω,
u(x) = +∞, x ∈ ∂Ω, (1.1)
and they obtained the uniqueness of (1.1) when 1< q 2. Some related problems like this have been developed in [17,18].
By the ordinary differential equation theory and the comparison principle, Bandle and Giarrusso [19] studied the exis-
tence and asymptotic boundary behavior of solutions to{
u ± |∇u|q = f (u), x ∈ Ω,
u(x) = ∞, x ∈ ∂Ω, (Q±)
with two classical nonlinearities f (u) = up , p > 1 and f (u) = eu . And they showed the existences and boundary behavior
of large solutions to (Q±) if f (u) = up , p > 1:
(1) If p  1 and q < 2pp+1 (< 2), then problem (Q±) possesses at least one solution. Every solution of (Q±) satisﬁes
lim
d(x)→0
u(x)
(d(x))−2/(p−1)
= [√2(p + 1)/(p − 1)]2/(p−1).
(2) The same statement for (Q+) is true if 2pp+1 < q < p except that in this case
lim
d(x)→0
u(x)
(
p − q
q
d(x)
)q/(p−q)
= 1.
(3) If max{1, 2pp+1 } < q < 2, then (Q−) possesses a solution. Each solution of (Q−) satisﬁes
lim
d(x)→0
u(x)(2− q)[(q − 1)d(x)] 2−qq−1 = 1.
(4) If q = 2, (Q−) has a solution for all p > 0 which satisﬁes
lim
d(x)→0
u(x)/ lnd(x) = 1.
This problem was later analyzed again in [20,21] for more general nonlinear terms. More recently, applying Karamata
regular variation theory, perturbed method and constructing comparison functions, Zhang [22–24] showed the asymptotic
behavior of large solutions near the boundary to problem (P±) for f (u) being regularly varying at inﬁnity with index ρ > 1
(see Deﬁnition 2.1 below), and b(x) being non-negative nontrivial in Ω , which may be vanishing on the boundary [23] or be
singular on the boundary [24]. This problem with more general nonlinear terms f and nonlinear gradient terms has been
discussed by many authors recently, see [25–28] and the references therein.
In this paper, we wish to deal with the boundary blow-up rate of large solutions to problem (P±) for more general
nonlinear term f (u). In particular, we will allow b(x) to be unbounded on ∂Ω or to vanish on ∂Ω .
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the set of all positive, monotonic functions k ∈ L1(0, τ ) ∩ C1(0, τ ), for some τ > 0, which satisfy
lim
t→0+
K (t)
k(t)
= 0, lim
t→0+
d
dt
(
K (t)
k(t)
)
= l, where K (t) =
t∫
0
k(s)ds.
We point out that l ∈ [0,1] if k is non-decreasing and l ∈ [1,∞) if k is non-increasing. For more propositions of Kl , refer
to [11,12]. Some examples of functions k ∈ Kl are:
(1) k(t) = tq for q > −1 with l = 1/(1+ q);
(2) k(t) = (− ln t)q for q < 0 with l = 1;
(3) k(t) = exp(−tq) for q < 0 with l = 0.
Our main results are the following:
Theorem 1.1. Let f ∈ RVρ (ρ > 1) with q < ρ satisfy ( f1), b(x) satisfy (b1).
(1) If b(x) satisﬁes
(b2) limd(x)→0 b(x)k2(d(x)) = c0 > 0, for k(x) ∈ Kl with 0< l < ∞,
and
0< q <
2(1+ l(ρ − 1))
2+ l(ρ − 1) , (1.2)
then every solution u± ∈ C2(Ω) to problem (P±) satisﬁes
lim
d(x)→0+
u±(x)
φ(d(x))
= ξ1, (1.3)
where φ is uniquely determined by
f
(
φ(t)
)
K 2(t) = φ(t), (1.4)
and
ξ1 =
[
2(2+ lρ − l)
c0(ρ − 1)2
] 1
ρ−1
.
(2) If b(x) satisﬁes
(b3) limd(x)→0 b(x)kq(d(x)) = cq > 0, for k(x) ∈ Kl with 0< l < ∞,
and q satisﬁes
q − 2+ q(1− q)
l(q − ρ) > 0 and q < ρ, (1.5)
then every solution u+ ∈ C2(Ω) to problem (P+) satisﬁes
lim
d(x)→0+
u+(x)
ϕ(d(x))
= ξ2, (1.6)
where ϕ is uniquely determined by
f
(
ϕ(t)
)
Kq(t) = ϕq(t), (1.7)
and
ξ2 =
[
1
cq
(
q
ρ − q
)q] 1ρ−q
.
(3) If b(x) satisﬁes (b3) and q satisﬁes
1< q < 2 and ραl + q(1− l) > q(α − 1),
then every solution u− ∈ C2(Ω) to problem (P−) satisﬁes
lim u−(x)d−α(x) = ξ3,
d(x)→0+
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α = q − 2
q − 1 and ξ3 =
(
α − 1
αq−1
) 1
q−1
.
Remark 1.1. For the existence of large solution to problem (P±), see [23,24].
Remark 1.2. We obtain the asymptotic behavior of u+ to problem (P+) for q < ρ (see (1.5)), while the large solutions to
problem (P+) exist for q 0. The boundary behavior of u+ for q ρ remains open.
Remark 1.3. Here we only deal with the asymptotic behavior of u± to problem (P±) when l > 0; the asymptotic behavior
of u± to problem (P±) with l = 0 is a diﬃcult task, which remains open. For some results for boundary blow-up problem
without nonlinear gradient terms for l = 0, see [13,31,32].
The next objective is, combining Theorem 1.1 with the localization method introduced in [33], to deal with the asymptotic
behavior of large solutions to problem (P±) when the weight function b(x) is allowed to be singular at some points of ∂Ω
or to vanish on some others, with a growth rate that may depend on the point.
Theorem 1.2. Let f and b(x) satisfy the assumptions of Theorem 1.1.
(1) If (1.2) holds and there exists a function c0(x) ∈ C(∂Ω; R+) such that
(b4) limx→y b(x)k2(d(x)) = c0(y) > 0 uniformly for y ∈ ∂Ω , k(x) ∈ Kl with 0< l < ∞,
then the blow-up rate of any positive solution u± ∈ C2(Ω) to problem (P±) is given by
lim
x→y
u±(x)
φ(d(x))
=
[
2(2+ lρ − l)
c0(y)(ρ − 1)2
] 1
ρ−1
uniformly for y ∈ ∂Ω, (1.8)
where φ is uniquely determined by (1.4).
(2) If (1.5) holds and there exists a function cq(x) ∈ C(∂Ω; R+) such that
(b5) limx→y b(x)kq(d(x)) = cq(y) > 0 uniformly for y ∈ ∂Ω , k(x) ∈ Kl with 0< l < ∞,
then the blow-up rate of any positive solution u+ ∈ C2(Ω) to problem (P+) satisﬁes
lim
x→y
u+(x)
ϕ(d(x))
=
[
1
cq(y)
(
q
ρ − q
)q] 1ρ−q
uniformly for y ∈ ∂Ω,
where ϕ is uniquely determined by (1.7).
(3) If b(x) satisﬁes (b5) and q satisﬁes 1< q < 2 and ραl + q(1− l) > q(α − 1), then every solution u− ∈ C2(Ω) to problem (P−)
satisﬁes
lim
x→y u−(x)d
−α(x) =
(
α − 1
αq−1
) 1
q−1
for α = q − 2
q − 1 .
The rest of the paper is organized as follows: in Section 2, we give some auxiliary results such as some basic properties
of regularly varying functions, some qualities about the functions φ, ϕ and comparison principle; Section 3 consists of the
proof of Theorem 1.1; ﬁnally, the proof of Theorem 1.2 is carried out in Section 4.
2. Preliminaries
For the reader’s convenience, we include here some basic properties of regularly varying functions introduced by Kara-
mata [34], which later developed by many others, plays an important role in certain areas of probability theory such as in
the theory of domains of attraction and max-stable distributions. For detailed accounts of the theory of regular variation, its
extensions and many of its applications, we refer the interested reader to [34–37].
Deﬁnition 2.1. A positive measurable function f deﬁned on [A,∞) for some A > 0 is called regularly varying (at inﬁnity)
with index ρ ∈ R (written f ∈ RVρ ) if for all ξ > 0,
lim
u→∞
f (ξu)
f (u)
= ξρ.
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easily deduce that if L varies slowly, then uρ L(u) ∈ RVρ .
Some typical examples of slowly varying functions are given by:
(1) Every measurable function on [A,∞) which has a positive limit at ∞.
(2) The logarithm logu, its iterates logm u and powers of logm u.
(3) L(u) = exp{(logu)1/3 cos((logu)1/3)}; note that
lim
u→∞ inf L(u) = 0 and limu→∞ sup L(u) = ∞.
This shows that the behavior at inﬁnity for a slowly varying function cannot be predicted.
Proposition 2.1 (Representation theorem). The function L(u) is slowly varying if and only if it can be written in the form
L(u) = M(u)exp
{ u∫
B
ω(t)
t
dt
}
(u  B),
for some B > 0, where ω ∈ C[B,∞) satisﬁes limu→∞ ω(u) = 0 and M(u) is measurable on [B,∞) such that limu→∞ M(u) = Mˆ ∈
(0,∞).
Deﬁnition 2.2. A function f (u) deﬁned for u > A is called a normalized regularly varying function of index ρ (in short
f ∈ NRVρ ) if it is C1 and satisﬁes
lim
u→∞
u f ′(u)
f (u)
= ρ.
The concept of normalized regular variation can be applied at zero as follows:
Deﬁnition 2.3. We say that f is normalized regularly varying at (the right of) zero with index ρ ∈ R (written f ∈ NRVρ(0+))
if u → f (1/u) is normalized regularly varying at ∞ with index −ρ .
Proposition 2.2. (See [15, Corollary 3.1].) k ∈ Kl with l > 0 if and only if limt→0+
∫ t
0 k(s)ds = 0 and k ∈ NRVρ(0+) with ρ = 1−ll .
Proposition 2.3. If L is slowly varying, then:
(1) For any α > 0, uα L(u) → ∞, u−α L(u) → 0 as u → ∞.
(2) (L(u))α varies slowly for every α ∈ R.
(3) If L1 varies slowly, so do L(u)L1(u) and L(u)+ L1(u).
Proposition 2.4 (Comparison principle). Let Ψ (x, s, ξ) satisfy the following two conditions:
(1) Ψ is non-increasing in s for each (x, ξ) ∈ Ω × RN .
(2) Ψ is continuously differentiable with respect to the ξ variable in Ω × (0,∞) × RN .
If u, v ∈ C(Ω)∩ C2(Ω) satisfy u +Ψ (x,u,∇u)v +Ψ (x, v,∇v) in Ω and u  v on ∂Ω , then u  v in Ω .
Lemma 2.1. The function φ given by (1.4) is well deﬁned and
(1) limt→0 tφ
′(t)
φ(t) = 2l(1−ρ) ;
(2) limt→0 (φ
′(t))q
φ′′(t) = 0;
(3) limt→0 φ
′(t)
φ′′(t) = limt→0 φ(t)φ′(t) = limt→0 φ(t)φ′′(t) = 0;
(4) limt→0 φ
′′(t)
k2(t) f (φ(t))
= 2(2+lρ−l)
(ρ−1)2 .
Proof. (1) Thanks to (1.4), we ﬁnd
φ′(t) = f ′(φ(t))φ′(t)K 2(t)+ 2 f (φ(t))K (t)k(t).
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lim
t→0
tφ′(t)
φ(t)
= lim
t→0
φ(t) f ′(φ(t))
f (φ(t))
tφ′(t)
φ(t)
+ 2 lim
t→0
tk(t)
K (t)
.
Using Proposition 2.2, we ﬁnd
lim
t→0
tk(t)
K (t)
= 1
l
.
This fact, combined with f ∈ RVρ , shows that
lim
t→0
tφ′(t)
φ(t)
= 2
l(1− ρ) . (2.1)
(2) By a direct calculation, we see that
φ′′(t) = f ′′(φ(t))(φ′(t))2K 2(t)+ f ′(φ(t))φ′′(t)K 2(t)
+ 4 f ′(φ(t))φ′(t)K (t)k(t) + 2 f (φ(t))k2(t) + 2 f (φ(t))K (t)k′(t),
which implies that
φ′′(t) = 1
1− f ′(φ(t))K 2(t)
[
f ′′
(
φ(t)
)(
φ′(t)
)2
K 2(t)
+ 4 f ′(φ(t))φ′(t)K (t)k(t) + 2 f (φ(t))k2(t) + 2 f (φ(t))K (t)k′(t)].
Taking into account
φ′(t) = 2 f (φ(t))K (t)k(t)
1− f ′(φ(t))K 2(t) ,
we derive that
φ′′(t) = f
′′(φ(t))(φ′(t))3K (t)
2 f (φ(t))k(t)
+ 2 f
′(φ(t))(φ′(t))2
f (φ(t))
+ φ
′(t)k(t)
K (t)
+ φ
′(t)k′(t)
k(t)
. (2.2)
Thus
φ′′(t)
(φ′(t))q
= f
′′(φ(t))(φ′(t))3−qK (t)
2 f (φ(t))k(t)
+ 2 f
′(φ(t))(φ′(t))2−q
f (φ(t))
+ (φ
′(t))1−qk(t)
K (t)
+ (φ
′(t))1−qk′(t)
k(t)
.
By (1.4), we get
lim
t→0
f ′′(φ(t))(φ′(t))3−qK (t)
2 f (φ(t))k(t)
= 1
2
lim
t→0
(φ(t))2 f ′′(φ(t))
f (φ(t))
(
tφ′(t)
φ(t)
)3−q tk(t)
K (t)
(
φ(t)
)1−q
tq−2.
Thanks to Proposition 2.1, f ∈ RVρ , which is equivalent to f (u) being of the form
f (u) = M(u)uρ exp
{ u∫
B
ω(t)
t
dt
}
(u  B),
where ω ∈ C[B,∞) satisﬁes limu→∞ ω(u) = 0 and M(u) is measurable on [B,∞) such that limu→∞ M(u) = Mˆ ∈ (0,∞).
This fact implies that
lim
t→0
(φ(t))2 f ′′(φ(t))
f (φ(t))
= ρ(ρ − 1). (2.3)
On the other hand, (1.2) and Proposition 2.3 show that
lim
t→0
(
φ(t)
)1−q
tq−2 = ∞.
This implies that
lim
f ′′(φ(t))(φ′(t))3−qK (t) = ∞. (2.4)t→0 2 f (φ(t))k(t)
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lim
t→0
2 f ′(φ(t))(φ′(t))2−q
f (φ(t))
= 2 lim
t→0
φ(t) f ′(φ(t))
f (φ(t))
(
tφ′(t)
φ(t)
)2−q(
φ(t)
)1−q
tq−2.
Similarly, we have
lim
t→0
2 f ′(φ(t))(φ′(t))2−q
f (φ(t))
= ∞. (2.5)
Similar arguments show that
lim
t→0
(φ′(t))1−qk(t)
K (t)
= ∞, lim
t→0
(φ′(t))1−qk′(t)
k(t)
= ∞. (2.6)
Thus, taking into account (2.4)–(2.6), we arrive at (2).
(3) (2.1) implies that
lim
t→0
φ(t)
φ′(t)
= 0. (2.7)
By limt→0(φ′(t))q/φ′′(t) = 0 and (1.2), we get
lim
t→0
φ′(t)
φ′′(t)
= 0. (2.8)
Using (2.7) and (2.8), we obtain
lim
t→0
φ(t)
φ′′(t)
= lim
t→0
φ(t)
φ′(t)
φ′(t)
φ′′(t)
= 0.
(4) By (1.4) and (2.2), we get
lim
t→0
φ′′(t)
k2(t) f (φ(t))
= lim
t→0
f ′′(φ(t))(φ′(t))3K (t)
2 f 2(φ(t))k3(t)
+ lim
t→0
2 f ′(φ(t))(φ′(t))2
f 2(φ(t))k2(t)
+ lim
t→0
φ′(t)
k(t)K (t) f (φ(t))
+ lim
t→0
φ′(t)k′(t)
k3(t) f (φ(t))
. (2.9)
It can be easily seen that
lim
t→0
f ′′(φ(t))(φ′(t))3K (t)
2 f 2(φ(t))k3(t)
= lim
t→0
(φ(t))2 f ′′(φ(t))
2 f (φ(t))
(
tφ′(t)
φ(t)
)3( K (t)
tk(t)
)3
;
taking into account (2.3) and Proposition 2.2, we arrive at
lim
t→0
f ′′(φ(t))(φ′(t))3K (t)
2 f 2(φ(t))k3(t)
= −4ρ
(ρ − 1)2 . (2.10)
Similar arguments show that
lim
t→0
2 f ′(φ(t))(φ′(t))2
f 2(φ(t))k2(t)
= 2 lim
t→0
φ(t) f ′(φ(t))
f (φ(t))
(
tφ′(t)
φ(t)
)2( K (t)
tk(t)
)2
= 8ρ
(ρ − 1)2 , (2.11)
lim
t→0
φ′(t)
k(t)K (t) f (φ(t))
= lim
t→0
tφ′(t)
φ(t)
K (t)
tk(t)
= 2
1− ρ , (2.12)
lim
t→0
φ′(t)k′(t)
k3(t) f (φ(t))
= lim
t→0
tφ′(t)
φ(t)
(
K (t)
tk(t)
)2 tk′(t)
k(t)
= 2(1− l)
1− ρ . (2.13)
Using (2.9)–(2.13), we derive that (4) holds. The proof of Lemma 2.1 is now complete. 
In a similar way we can prove that:
Lemma 2.2. The function ϕ given by (1.7) is well deﬁned and
(1) limt→0 tϕ
′(t)
ϕ(t) = ql(q−ρ) ;
(2) limt→0 ϕ
′(t)
ϕ′′(t) = limt→0 ϕ(t)ϕ′(t) = limt→0 ϕ(t)ϕ′′(t) = 0;
(3) limt→0 |ϕ
′(t)|q
kq(t) f (ϕ(t)) = ( qρ−q )q.
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In this section, we are now ready to present the proof of Theorem 1.1.
Proof of Theorem 1.1. Given δ > 0, ∀β ∈ (0, δ), denote
Ωδ =
{
x ∈ Ω, 0< d(x) < δ}, ∂Ωδ = {x ∈ Ω, d(x) = δ}, Ω−β = Ω2δ \Ωβ, Ω+β = Ω2δ−β.
Proof of (1). Case 1: k is non-decreasing. Then l ∈ (0,1].
Diminish δ > 0 such that
(1) d(x) ∈ C2(Ω2δ), and |∇d(x)| ≡ 1 in Ω2δ ;
(2) k(x) is non-decreasing on (0,2δ);
(3) c0k2(d(x) − β) < b(x) < c0k2(d(x) + β) for all x ∈ Ω2δ with β ∈ (0, δ) being arbitrary.
Set u±β (x) = ξ±φ(d(x)± β), x ∈ Ω±β , where
ξ± =
[
2(2+ lρ − l)
(c0 ± ε)(ρ − 1)2
] 1
ρ−1
.
Then
∇u±β (x) = ξ±φ′
(
d(x) ± β)∇d(x),
u±β (x) = ξ±φ′′
(
d(x) ± β)+ ξ±φ′(d(x) ± β)d(x).
This implies that
u+β ±
∣∣∇u+β ∣∣q − b(x) f (u+β )
 k2
(
d(x) + β) f (u+β )[A+1 (d(x) + β)+ A+2 (d(x) + β)d(x) ± A+3 (d(x) + β)− c0],
u−β ±
∣∣∇u−β ∣∣q − b(x) f (u−β )
 k2
(
d(x) − β) f (u−β )[A−1 (d(x) − β)+ A−2 (d(x) − β)d(x) ± A−3 (d(x) − β)− c0],
where we set
A±1 (t) =
ξ±φ′′(t)
k2(t) f (ξ±φ(t))
, A±2 (t) =
ξ±φ′(t)
k2(t) f (ξ±φ(t))
, A±3 (t) =
|ξ±φ′(t)|q
k2(t) f (ξ±φ(t))
.
Using Deﬁnition 2.1 and Lemma 2.1, we obtain
lim
t→0 A
±
1 (t) = limt→0
ξ± f (φ(t))
f (ξ±φ(t))
φ′′(t)
k2(t) f (φ(t))
= 2(2+ lρ − l)
(ξ±)ρ−1(ρ − 1)2 ,
and
lim
t→0 A
±
2 (t) = limt→0 A
±
1 (t)
φ′(t)
φ′′(t)
= 0, lim
t→0 A
±
3 (t) = limt→0
(
ξ±
)q−1A±1 (t) |φ′(t)|qφ′′(t) = 0.
This yields
lim
t→0
[A+1 (t)+ A+2 (t)d(x) ± A+3 (t) − c0]= ε,
lim
t→0
[A−1 (t)+ A−2 (t)d(x) ± A−3 (t) − c0]= −ε.
Thus we can choose δ > 0 small enough so that{
u+β ±
∣∣∇u+β ∣∣q − b(x) f (u+β ) 0, x ∈ Ω+β ,
u−β ±
∣∣∇u−β ∣∣q − b(x) f (u−β ) 0, x ∈ Ω−β .
Set M(δ) = maxd(x)=2δ u±(x), N(δ) = ξ1φ(2δ), where u±(x) is a non-negative solution of problem (P±). It can be easily seen
that
u±(x) M(δ)+ u−, x ∈ ∂Ω−, u+  N(δ) + u±(x), x ∈ ∂Ω+.β β β β
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u±(x) M(δ)+ u−β , x ∈ Ω−β , u+β  N(δ)+ u±(x), x ∈ Ω+β .
This implies that
u+β − N(δ) u±(x) M(δ)+ u−β , x ∈ Ω−β ∩Ω+β .
We conclude that, for all x ∈ Ω−β ∩ Ω+β ,
u+β
φ(d(x) ± β) −
N(δ)
φ(d(x) ± β) 
u±(x)
φ(d(x) ± β) 
M(δ)
φ(d(x) ± β) +
u−β
φ(d(x) ± β) . (3.1)
Recall that,
x ∈ Ω−β ∩ Ω+β = (Ω2δ \Ωβ)∩ Ω2δ−β = Ω2δ−β \Ωβ.
So d(x) → 0 implies β → 0. Letting d(x) → 0 and ε → 0 in (3.1), we have thus proven that (1.3) holds.
Case 2: k is non-increasing. Then l ∈ [1,+∞).
In order to prove Theorem 1.1 in this case, we deﬁne φ1(t) as
f
(
φ1(t)
)
t2 = φ1(t). (3.2)
It can be easily seen that φ1(K (t)) = φ(t).
Diminish δ > 0 such that
(1) d(x) ∈ C2(Ω2δ), and |∇d(x)| ≡ 1 in Ω2δ ;
(2) k(x) is non-increasing on (0,2δ);
(3) (c0 − ε)k2(d(x)) < b(x) < (c0 + ε)k2(d(x)) for all x ∈ Ω2δ .
Deﬁne u±β (x) = ξ±φ1(K (d(x)) ± K (β)), x ∈ Ω±β , here
ξ± =
[
2(2+ lρ − l)
(c0 ± 2ε)(ρ − 1)2
] 1
ρ−1
.
A simple calculation yields
∇u±β (x) = ξ±φ′1
(
K
(
d(x)
)± K (β))k(d(x))∇d(x),
u±β (x) = ξ±φ′′1
(
K
(
d(x)
)± K (β))k2(d(x))+ ξ±φ′1(K (d(x))± K (β))k′(d(x))
+ ξ±φ′1
(
K
(
d(x)
)± K (β))k(d(x))d(x).
This yields
u+β ±
∣∣∇u+β ∣∣q − b(x) f (u+β )
 k2
(
d(x)
)
f
(
u+β
)[B+1 (K (d(x))+ K (β))+ B+2 (K (d(x))+ K (β))
+ B+3
(
K
(
d(x)
)+ K (β))d(x) ± B+4 (K (d(x))+ K (β))− (c0 + ε)],
u−β ±
∣∣∇u−β ∣∣q − b(x) f (u−β )
 k2
(
d(x)
)
f
(
u−β
)[B−1 (K (d(x))− K (β))+ B−2 (K (d(x))− K (β))
+ B−3
(
K
(
d(x)
)− K (β))d(x) ± B−4 (K (d(x))− K (β))− (c0 − ε)],
where we set
B±1 (t) =
ξ±φ′′1 (t)
f (ξ±φ1(t))
, B±2 (t) =
ξ±φ′1(t)k′(d(x))
k2(d(x)) f (ξ±φ1(t))
,
B±3 (t) =
ξ±φ′1(t)
k(d(x)) f (ξ±φ1(t))
, B±4 (t) =
|ξ±φ′1(t)|q
k2−q(t) f (ξ±φ1(t))
.
It is worth pointing out that, here t = K (d(x))± K (β), which could be kept in mind in the sequel, and
lim
(
K
(
d(x)
)± K (β))= 0, x ∈ Ω±β .d(x)→0
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By virtue of (3.2), we have
f ′
(
φ1(t)
)
φ′1(t)t2 + 2 f
(
φ1(t)
)
t = φ′1(t).
Thus, taking into account (3.2) and f ∈ RVρ , we obtain
lim
t→0
tφ′1(t)
φ1(t)
= 2
1− ρ .
Similar arguments of the proof of φ show that limt→0
t2φ′′1 (t)
φ1(t)
= 2(ρ+1)
(ρ−1)2 .
By (3.2), we rewrite B±1 (t) as
B±1 (t) =
ξ± f (φ1(t))
f (ξ±φ1(t))
t2φ′′1 (t)
φ1(t)
,
then
lim
d(x)→0
B±1 (t) = limd(x)→0
ξ± f (φ1(t))
f (ξ±φ1(t))
t2φ′′1 (t)
φ1(t)
= 2(ρ + 1)
(ξ±)ρ−1(ρ − 1)2 .
Similar arguments show that
lim
d(x)→0
B±2 (t) = limd(x)→0
ξ±φ′1(t)k′(d(x))
k2(d(x)) f (ξ±φ1(t))
= lim
d(x)→0
ξ± f (φ1(t))
f (ξ±φ1(t))
tφ′1(t)
φ1(t)
d(x)k′(d(x))
k(d(x))
t
d(x)k(d(x))
= 2(l − 1)
(ξ±)ρ−1(ρ − 1) . (3.3)
In obtaining (3.3) we have used t = K (d(x)) ± K (β) and
lim
d(x)→0
t
d(x)k(d(x))
= lim
d(x)→0
K (d(x)) ± K (β)
d(x)k(d(x))
= l.
A simple calculation yields
lim
d(x)→0
B±3 (t) = limd(x)→0 B
±
4 (t) = 0.
We conclude that
lim
t→0
[B+1 (t)+ B+2 (t)+ B+3 (t)d(x) ± B+4 (t)− (c0 + ε)]= ε,
lim
t→0
[B−1 (t)+ B−2 (t)+ B−3 (t)d(x) ± B−4 (t)− (c0 − ε)]= −ε.
Similarly to the proof of Case 1, we can obtain (1.3) holds.
Proof of (2). Case 1: k is non-decreasing. Then l ∈ (0,1].
Diminish δ > 0 such that
(1) d(x) ∈ C2(Ω2δ), and |∇d(x)| ≡ 1 in Ω2δ ;
(2) k(x) is non-decreasing on (0,2δ);
(3) cqkq(d(x)− β) < b(x) < cqkq(d(x) + β) for all x ∈ Ω2δ with β ∈ (0, δ) being arbitrary.
Set
u±β (x) = ξ±ϕ
(
d(x) ± β), x ∈ Ω±β ,
ξ± =
[
1
cq ± ε
(
q
ρ − q
)q] 1ρ−q
,
where ϕ appears in (1.7). Therefore
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(
d(x) ± β)∇d(x),
u±β (x) = ξ±ϕ′′
(
d(x) ± β)+ ξ±ϕ′(d(x) ± β)d(x),
and
u+β +
∣∣∇u+β ∣∣q − b(x) f (u+β )
 kq
(
d(x) + β) f (u+β )[C+1 (d(x) + β)+ C+2 (d(x) + β)d(x) + C+3 (d(x) + β)− cq],
u−β +
∣∣∇u−β ∣∣q − b(x) f (u−β )
 kq
(
d(x) − β) f (u−β )[C−1 (d(x) − β)+ C−2 (d(x) − β)d(x) + C−3 (d(x) − β)− cq],
where
C±1 (t) =
ξ±ϕ′′(t)
kq(t) f (ξ±ϕ(t))
, C±2 (t) =
ξ±ϕ′(t)
kq(t) f (ξ±ϕ(t))
, C±3 (t) =
|ξ±ϕ′(t)|q
kq(t) f (ξ±ϕ(t))
.
Direct computation shows that
lim
t→0 C
±
1 (t) = 0, limt→0 C
±
2 (t) = 0, limt→0 C
±
3 (t) =
1
(ξ±)ρ−q
(
q
ρ − q
)q
.
It follows that
lim
t→0
[C+1 (t)+ C+2 (t)d(x) + C+3 (t)− cq]= ε,
lim
t→0
[C−1 (t)+ C−2 (t)d(x) + C−3 (t)− cq]= −ε.
Similar arguments of the proof of (1) show that (1.6) holds.
Case 2: k is non-increasing. Then l ∈ [1,+∞). Diminish δ > 0 such that
(1) d(x) ∈ C2(Ω2δ), and |∇d(x)| ≡ 1 in Ω2δ ;
(2) k(x) is non-increasing on (0,2δ);
(3) (cq − ε)kq(d(x)) < b(x) < (cq + ε)kq(d(x)) for all x ∈ Ω2δ .
We will take
u±β (x) = ξ±ϕ1
(
K
(
d(x)
)± K (β)), x ∈ Ω±β ,
ξ± =
[
1
cq ± ε
(
q
ρ − q
)q] 1ρ−q
,
where ϕ1 is given by f (ϕ1(t))tq = ϕ1(t). Since the argument follows the same ideas as for Case 2 of (1), we omit the details.
Proof of (3). The proof of (3) is a slight variation of that of (1), therefore it will not be given. 
4. Proof of Theorem 1.2
This section is dedicated to the proof of Theorem 1.2 by the localization method introduced in [33]. We will only prove
in full detail Theorem 1.2(1); as the proofs of parts (2) and (3) of Theorem 1.2 can be easily accomplished adapting the
proof of part (1), we will not give the full details of them.
Proof of Theorem 1.2(1). Given 0< R1 < R2 and y ∈ ∂Ω , set
BR1(y) =
{
x ∈ RN : |x− y| < R1
}
, AR1,R2(y) =
{
x ∈ RN : R1 < |x− y| < R2
}
.
Let u± be a positive strong solution of (P±). Since Ω is smooth domain, there exist R > 0 and δ0 > 0 such that, for each
y ∈ ∂Ω ,
BR
(
y − (R + δ)ny
)⊂ Ω, ∀δ ∈ [0, δ0],
and BR(y − Rny)∩ Ω = {y}, where ny stands for the outward unit normal at y ∈ ∂Ω . Observe that
d(x, ∂Ω) d
(
x, ∂BR
(
y − (R + δ)ny
))= R − r, x ∈ BR(y − (R + δ)ny),
where r = |x− (y − (R + δ)ny)|.
S. Huang, Q. Tian / J. Math. Anal. Appl. 373 (2011) 30–43 41Fix a suﬃciently small ε > 0. According to (b4), R > 0 can be shortened, if necessary, so that, for ∀δ ∈ [0, δ0],
b(x)
(
c0(y) − ε
)
k2(R − r), x ∈ BR
(
y − (R + δ)ny
)
.
Then, the restriction uδ = u±|BR (y−(R+δ)ny) provides us with a positive smooth subsolution of{
u ± |∇u|q = (c0(y) − ε)k2(R − r) f (u), x ∈ BR(y − (R + δ)ny),
u(x) = ∞, x ∈ ∂BR
(
y − (R + δ)ny
)
.
(4.1)
It follows from the strong maximum principle that
uδ = u±|BR (y−(R+δ)ny)  Uδ, (4.2)
where Uδ is a large positive solution of (4.1). Deﬁne
Uδ(x) = U(x+ δny), x ∈ BR
(
y − (R + δ)ny
)
. (4.3)
Consequently, U is a positive solution of{
u ± |∇u|q = (c0(y) − ε)k2(R − r) f (u), x ∈ BR(y − Rny),
u(x) = ∞, x ∈ ∂BR(y − Rny), (4.4)
where r = |x− (y − Rny)|. Thanks to Theorem 1.1, U satisﬁes
lim
r→R
U
φ(R − r) =
[
2(2+ lρ − l)
(c0(y) − ε)(ρ − 1)2
] 1
ρ−1
, (4.5)
where φ is uniquely determined by (1.4).
Using (4.2) and (4.3), we ﬁnd
u±(x) U(x+ δny), x ∈ BR
(
y − (R1 + δ)ny
)
.
Letting δ → 0, we arrive at
u±(x) U(x), x ∈ BR(y − Rny).
This fact, combined with (4.5), shows that
lim
r→R
u±(x)
φ(R − r) 
[
2(2+ lρ − l)
(c0(y) − ε)(ρ − 1)2
] 1
ρ−1
. (4.6)
It should be noted that
lim
x→y∈∂Ω
d(x, ∂Ω)
R − r = limx→y∈∂Ω
d(x, ∂Ω)
d(x, ∂BR(y − Rny)) = 1. (4.7)
Using (4.6) and (4.7), we have
lim
x→y∈∂Ω
u±(x)
φ(d(x))

[
2(2+ lρ − l)
(c0(y) − ε)(ρ − 1)2
] 1
ρ−1
. (4.8)
On the other hand, there exist 0< R1 < R2 and δ0 > 0 such that
Ω ⊂
⋂
δ∈[0,δ0]
AR1,R2
(
y + (R1 + δ)ny
)
,
and AR1,R2 (y + R1ny)∩ ∂Ω = {y}. Moreover, R1 can be taken arbitrarily small and R2 can be taken arbitrarily large.
Fix a suﬃciently small ε > 0. Thanks to (b4), there exists a radially symmetric function b˜ : AR1,R2(y + R1ny) → [0,+∞)
such that b˜ b in Ω , and
b˜(x) = c(|x− y − R1ny|)k2(d(x, ∂ AR1,R2(y + (R1 + δ)ny))), x ∈ AR1,R2(y + R1ny),
for some continuous function c : [R1, R2] → [0,+∞) satisfying c(R1) = c0(y)+ ε.
For each suﬃciently small δ > 0, δ ∈ (0, δ0], consider the auxiliary problem{
u ± |∇u|q = b˜(· + δny) f (u), x ∈ AR1,R2(y + (R1 + δ)ny),
u(x) = ∞, x ∈ ∂ A (y + (R + δ)n ). (4.9)R1,R2 1 y
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provides us with a large positive solution of{
u ± |∇u|q = b˜ f (u), x ∈ AR1,R2(y + R1ny),
u(x) = ∞, x ∈ ∂ AR1,R2(y + R1ny).
Moreover, Theorem 1.1 implies that
lim
r→R1
V
φ(r − R1) =
[
2(2+ lρ − l)
(c0(y) + ε)(ρ − 1)2
] 1
ρ−1
, (4.10)
where r = |x− y − R1ny |. By construction, the restriction Uδ(x)|Ω provides us with a subsolution of (P±). Thus
V (x− δny) u±(x), x ∈ AR1,R2
(
y + (R1 + δ)ny
)
, δ ∈ (0, δ0].
Passing to the limit as δ → 0 gives
V (x) u±(x), x ∈ AR1,R2(y + R1ny).
This fact, together with (4.10), shows that
lim
x→y
u±(x)
φ(d(x))

[
2(2+ lρ − l)
(c0(y) + ε)(ρ − 1)2
] 1
ρ−1
. (4.11)
In particular, (4.8) and (4.11) are valid for any suﬃciently small ε > 0, thus (1.8) holds for each y ∈ ∂Ω .
For the rest of this proof, we suppose there exists c0(x) ∈ C(∂Ω; R+) satisfying (b4). Fix a suﬃciently small ε > 0, then,
there exists δ ∈ (0,1), such that, for each y ∈ ∂Ω ,
b(x) >
(
c0(y) − ε
)
k2
(
d(x, ∂Ω)
)
, if dist(x, y) < δ. (4.12)
Deﬁne Σ := B δ
2
(y)∩ ∂Ω for ﬁx y ∈ ∂Ω , and choose R > 0 suﬃciently small such that
X =:
⋃
z∈Σ
BR(z − Rnz) ⊂ Bδ(y) ∩Ω.
This fact, combined with (4.12), shows that
b(x) >
(
c0(y) − ε
)
k2
(
d(x, ∂Ω)
)
, ∀x ∈ Bδ(y) ∩Ω.
Consequently, for each x ∈X ∩Ω with d(x, ∂Ω) < δ, we denote by zx the unique point of Bδ(y)∩ ∂Ω for which d(x, ∂Ω) =
|x− zx| = R − |x− (zx − Rnzx )|.
Consider{
u ± |∇u|q = (c0(y) − ε)k2(d(x, ∂Ω)) f (u), x ∈ BR(0),
u(x) = ∞, x ∈ ∂BR(0),
which has a solution U satisfying
lim|x|→R
U (x)
φ(R − |x|) =
[
2(2+ lρ − l)
(c0(y) − ε)(ρ − 1)2
] 1
ρ−1
.
Then, arguing as in the ﬁrst part of the proof, it is apparent that
u±(x)U
(
x− (zx − Rnzx)
)
, ∀x ∈X .
This implies that, for each x ∈X ∩ Ω with d(x, ∂Ω) < δ,
lim
d(x)→0, x∈X
u±(x)
φ(d(x))

[
2(2+ lρ − l)
(c0(y) − ε)(ρ − 1)2
] 1
ρ−1
. (4.13)
Similar arguments show that
lim
d(x)→0, x∈X
u±(x)
φ(d(x))

[
2(2+ lρ − l)
(c0(y) + ε)(ρ − 1)2
] 1
ρ−1
. (4.14)
We must emphasize that X depends on δ and that δ depends on ε, in such a way that limε→0 δ(ε) = 0, limε→0X = {y}.
Moreover, δ and X can be chosen independent of y because (b4) holds uniformly in y. Therefore, using (4.13) and (4.14),
we obtain (1.8) holds uniformly for y ∈ ∂Ω . 
S. Huang, Q. Tian / J. Math. Anal. Appl. 373 (2011) 30–43 43Acknowledgment
We’d like to express our gratitude to the referee for his/her careful reading of the manuscript and for several suggestions on the improvement of the
paper.
References
[1] J.L. Gómez, Large solutions, metasolutions, and asymptotic behaviour of the regular positive solutions of sublinear parabolic problems, Electron. J.
Differential Equations 05 (2000) 135–171.
[2] J.L. Gómez, Dynamics of parabolic equations: from classical solutions to metasolutions, Differential Integral Equations 16 (2003) 813–828.
[3] J.L. Gómez, Metasolutions: Malthus versus Verhulst in population dynamics. A dream of Volterra, in: M. Chipot, P. Quittner (Eds.), Handbook of Differ-
ential Equations: Stationary Partial Differential Equations, vol. 2, Elsevier, Amsterdam, 2005, pp. 211–309.
[4] R.G. Reñasco, J.L. Gómez, On the existence and numerical computation of classical and nonclassical solutions for a family of elliptic boundary value
problems, Nonlinear Anal. 48 (2002) 567–605.
[5] L. Bieberbach, u = eu und die automorphen Funktionen, Math. Ann. 77 (1916) 173–212.
[6] H. Rademacher, Einige besondere Probleme partieller Differentialgleichungen, in: Die Differential und Integralgleichungen der Mechanik und Physik, I,
second ed., Rosenberg, New York, 1943, pp. 838–845.
[7] Y. Du, L. Ma, Logistic type equations on RN by a squeezing method involving boundary blow-up solutions, J. London Math. Soc. 64 (2001) 107–124.
[8] J.M. Arrieta, A.R. Bernal, Localization near the boundary of blow-up for reaction–diffusion equations with nonlinear boundary conditions, Comm. Partial
Differential Equations 29 (2004) 1127–1148.
[9] Y. Du, S. Li, Positive solutions with prescribed patterns in some simple semilinear equations, Differential Integral Equations 15 (2002) 805–822.
[10] Y. Du, Y. Yamada, On the long-time limit of positive solutions to the degenerate logistic equation, Discrete Contin. Dyn. Syst. 25 (2009) 123–132.
[11] F. Cîrstea, V. Ra˘dulescu, Uniqueness of the blow-up boundary solution of logistic equations with absorbtion, C. R. Acad. Sci. Paris, Ser. I 335 (2002)
447–452.
[12] F. Cîrstea, V. Ra˘dulescu, Existence and uniqueness of blow-up solutions for a class of logistic equations, Commun. Contemp. Math. 4 (2002) 559–586.
[13] F. Cîrstea, V. Ra˘dulescu, Nonlinear problems with boundary blow-up: a Karamata regular variation theory approach, Asymptot. Anal. 46 (2006) 275–
298.
[14] F. Cîrstea, V. Ra˘dulescu, Extremal singular solutions for degenerate logistic-type equations in anisotropic media, C. R. Acad. Sci. Paris, Ser. I 339 (2004)
119–124.
[15] F. Cîrstea, V. Ra˘dulescu, Boundary blow-up in nonlinear elliptic equations of Bieberbach–Rademacher type, Trans. Amer. Math. Soc. 359 (2007) 3275–
3286.
[16] J.M. Lasry, P.L. Lions, Nonlinear elliptic equations with singular boundary conditions and stochastic control with state constraints. I. The model problem,
Math. Ann. 283 (1989) 583–630.
[17] T. Leonori, Large solutions for a class of nonlinear elliptic equations with gradient terms, Adv. Nonlinear Stud. 7 (2007) 237–269.
[18] T. Leonori, A. Porretta, The boundary behavior of blow-up solutions related to a stochastic control problem with state constraint, SIAM J. Math. Anal. 39
(2007/2008) 1295–1327.
[19] C. Bandle, E. Giarrusso, Boundary blow-up for semilinear elliptic equations with nonlinear gradient terms, Adv. Differential Equations 1 (1996) 133–150.
[20] E. Giarrusso, Asymptotic behavior of large solutions of an elliptic quasilinear equation in a borderline case, C. R. Acad. Sci. Paris, Ser. I 331 (2000)
777–782.
[21] E. Giarrusso, On blow up solutions of a quasilinear elliptic equation, Math. Nachr. 213 (2000) 89–104.
[22] Z. Zhang, The asymptotic behaviour of solutions with boundary blow-up for semilinear elliptic equations with nonlinear gradient terms, Nonlinear
Anal. 62 (2005) 1137–1148.
[23] Z. Zhang, Boundary blow-up elliptic problems with nonlinear gradient terms, J. Differential Equations 228 (2006) 661–684.
[24] Z. Zhang, Boundary blow-up elliptic problems with nonlinear gradient terms and singular weights, Proc. Roy. Soc. Edinburgh Sect. A 138 (2008) 1403–
1424.
[25] A.V. Lair, A.W. Wood, Large solutions of semilinear elliptic equations with nonlinear gradient terms, Int. J. Math. Math. Sci. 22 (1999) 869–883.
[26] M. Ghergu, V. Ra˘dulescu, Nonradial blow-up solutions of sublinear elliptic equations with gradient term, Commun. Pure Appl. Anal. 3 (2004) 465–474.
[27] S. Huang, Q. Tian, Asymptotic behavior of large solution for boundary blowup problems with non-linear gradient terms, Appl. Math. Comput. 215
(2009) 3091–3097.
[28] S. Huang, Q. Tian, C. Mu, Asymptotic behavior of large solution to elliptic equation of Bieberbach–Rademacher type with convection terms, Appl. Math.
Comput. 210 (2009) 284–293.
[29] J.L. Gómez, Optimal uniqueness theorems and exact blow-up rates of large solutions, J. Differential Equations 224 (2006) 385–439.
[30] A. Mohammed, Boundary asymptotic and uniqueness of solutions to the p-Laplacian with inﬁnite boundary values, J. Math. Anal. Appl. 325 (2007)
480–489.
[31] F. Cîrstea, V. Ra˘dulescu, Asymptotics for the blow-up boundary solution of the logistic equation with absorption, C. R. Acad. Sci. Paris, Ser. I 336 (2003)
231–236.
[32] F. Cîrstea, Elliptic equations with competing rapidly varying nonlinearities and boundary blow-up, Adv. Differential Equations 12 (2007) 995–1030.
[33] J.L. Gómez, The boundary blow-up of large solutions, J. Differential Equations 195 (2003) 25–45.
[34] J. Karamata, Sur un mode de croissance régulière. Théorèmes fondamentaux’, Bull. Soc. Math. France 61 (1933) 55–62.
[35] S.I. Resnick, Extreme Values, Regular Variation, and Point Processes, Springer-Verlag, Berlin, New York, 1987.
[36] E. Seneta, Regularly Varying Functions, Lecture Notes in Math., vol. 508, Springer-Verlag, Berlin, New York, 1976.
[37] N.H. Bingham, C.M. Goldie, J.L. Teugels, Regular Variation, Encyclopedia Math. Appl., vol. 27, Cambridge University Press, Cambridge, 1987.
