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ONE-SIDED FRACTIONAL DERIVATIVES,
FRACTIONAL LAPLACIANS, AND WEIGHTED SOBOLEV SPACES
PABLO RAU´L STINGA AND MARY VAUGHAN
Abstract. We characterize one-sided weighted Sobolev spaces W 1,p(R, ω), where ω is a
one-sided Sawyer weight, in terms of a.e. and weighted Lp limits as α → 1− of Marchaud
fractional derivatives of order α. Similar results for weighted Sobolev spaces W 2,p(Rn, ν),
where ν is an Ap-Muckenhoupt weight, are proved in terms of limits as s → 1− of frac-
tional Laplacians (−∆)s. These are Bourgain–Brezis–Mironescu-type characterizations for
weighted Sobolev spaces. We also complement their work by studying a.e. and weighted Lp
limits as α, s→ 0+.
1. Introduction and main results
G. Leibniz introduced the notation
dn
dtn
u(t)
for derivatives of integer order n ≥ 1 of a function u = u(t) : R→ R. In 1695, G. L’Ho¨pital
posed Leibniz the question:
What if n = 1/2?
Since then, many “derivatives of fractional order” have been defined. Historical names are
Lacroix, Fourier, Liouville, Riemann, Riesz, Weyl and, more recently, Chapman, Marchaud,
Caputo, Jumarie, Gru¨nwald and Letnikov, among others, see for instance [16]. In our opinion,
any reasonable definition of derivative Dα of fractional order 0 < α < 1 should at least satisfy
the relations Dα[Dβu](t) = Dα+βu(t),
lim
α→1−
Dαu(t) = u′(t) and lim
α→0+
Dαu(t) = u(t)
whenever u is a sufficiently smooth function.
By looking at the various definitions of fractional derivatives [16], one notices that most of
them have a one-sided nature. For example, the Marchaud left fractional derivative, given
by
(1.1) (Dleft)
αu(t) =
1
Γ(−α)
∫ t
−∞
u(τ)− u(t)
(t− τ)1+α dτ
where Γ denotes the Gamma function, takes into account the values of u to the left of t (the
past). Similarly, the Marchaud right fractional derivative
(1.2) (Dright)
αu(t) =
1
Γ(−α)
∫ ∞
t
u(τ)− u(t)
(τ − t)1+α dτ
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looks at u only to the right of t (the future). These were first introduced by Andre´ Marchaud
in his 1927 dissertation [11] (see also, for example, [1, 2, 3, 4, 16] for theory and applications).
It is clear that if u is a Schwartz class function, then
lim
α→1−
(Dleft)
αu(t) = u′(t) and lim
α→0+
(Dleft)
αu(t) = u(t).
In this paper, we study characterizations of Sobolev spaces by limits of fractional deriva-
tives in the almost everywhere and Lp senses. Of course, an obvious class of functions u to
work with is the classical Sobolev space W 1,p(R). Instead, given the one-sided structure of
fractional derivatives, we believe that a more natural, general class of functions to consider is
the weighted Sobolev space W 1,p(R, ω), 1 ≤ p <∞, but where ω is now a one-sided Sawyer
weight in A−p (R) (for left-sided fractional derivatives) or in A+p (R) (for right-sided fractional
derivatives). These spaces are defined as
W 1,p(R, ω) =
{
u ∈ Lp(R, ω) : u′ ∈ Lp(R, ω)}
with the norm
‖u‖p
W 1,p(R,ω) = ‖u‖pLp(R,ω) + ‖u′‖pLp(R,ω)
for 1 ≤ p < ∞. The Sawyer weights ω ∈ A−p (R) are the good weights for the original
one-sided Hardy–Littlewood maximal function [9, p. 92]:
M−u(t) = sup
h>0
1
h
∫ t
t−h
|u(τ)| dτ.
Indeed, M− is bounded in Lp(R, ω) if and only if ω ∈ A−p (R), 1 < p <∞, see [17], and M−
is bounded from L1(R, ω) into weak-L1(R, ω) if and only if ω ∈ A−1 (R), see [14]. It is clear
that A−p (R) is a larger family than the classical class of Muckenhoupt weights Ap(R). In
particular, any decreasing function is in A−p (R), but there are decreasing functions that are
not in Ap(R). For instance, ω(t) = e−t belongs to A−p (R) but not to Ap(R) because it is not
a doubling weight. Similar considerations hold for right-sided weights in A+p (R). See Section
2 for more details.
We find appropriate one-sided distributional spaces in which fractional derivatives have
sense. Then we show that in such a setting one can always define (Dleft)
αu as a distribution
for any function u ∈ Lp(R, ω), ω ∈ A−p (R). It turns out then that our weighted Sobolev
spaces can be characterized by limits of one-sided left fractional derivatives.
Theorem 1.1 (W 1,p(R, ω) and limits of left fractional derivatives). Let u ∈ Lp(R, ω), where
ω ∈ A−p (R), for 1 ≤ p <∞.
(a) If u ∈ W 1,p(R, ω), then the distribution (Dleft)αu coincides with a function in Lp(R, ω)
and
(1.3) (Dleft)
αu(t) =
1
Γ(−α)
∫ t
−∞
u(τ)− u(t)
(t− τ)1+α dτ for a.e. t ∈ R
with
(1.4) ‖(Dleft)αu‖Lp(R,ω) ≤ Cp,ω
(‖u‖Lp(R,ω) + ‖u′‖Lp(R,ω))
for some constant Cp,ω > 0. Moreover,
(1.5) lim
α→1−
(Dleft)
αu = u′ in Lp(R, ω) and a.e. in R
and
(1.6) lim
α→0+
(Dleft)
αu = u a.e. in R.
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Furthermore, the limit in (1.6) holds also in Lp(R, ω) when 1 < p <∞, and in L1(R, ω)
when p = 1 and M−u,M−u′ ∈ L1(R, ω).
(b) Conversely, suppose that (Dleft)
αu ∈ Lp(R, ω) and that (Dleft)αu converges in Lp(R, ω)
as α→ 1−. Then u ∈W 1,p(R, ω) and (1.5) holds.
(c) Alternatively, suppose that (Dleft)
αu ∈ Lp(R, ω) and that (Dleft)αu converges in Lp(R, ω)
as α → 0+. Then (1.6) holds and, as a consequence, (Dleft)αu → u in Lp(R, ω) as
α→ 0+.
Though we established Theorem 1.1 for the left fractional derivative, all the arguments
carry on by replacing Dleft by Dright and A
−
p (R) by A+p (R). Hence, for the rest of the paper,
we will only consider the case of Dleft and left-sided Sawyer weights.
The one-sided Lp(R, ω) spaces, with ω ∈ A−p (R), are also natural for the Marchaud left
fractional derivative in the sense of the Fundamental Theorem of Fractional Calculus. Indeed,
let u ∈ Lp(R, ω) and consider the left-sided Weyl fractional integral [16]
(Dleft)
−αu(t) =
1
Γ(α)
∫ t
−∞
u(τ)
(t− τ)1−α dτ.
It was proved in [4] that (Dleft)
α(Dleft)
−αu(t) = u(t) in Lp(R, ω) and for a.e. t ∈ R, for any
0 < α < 1. Our Theorem 1.1 complements this result.
The second question we address in this paper is the almost everywhere and Lp character-
ization of weighted Sobolev spaces by the limits
lim
s→1−
(−∆)su = −∆u and lim
s→0+
(−∆)su = u
where (−∆)s is the fractional Laplacian of order 0 < s < 1 on Rn, n ≥ 1. Both limits hold
whenever u is a Schwartz class function. Up to the best of our knowledge, they have not
been studied for the case of weighted Lp spaces. We will consider the weighted Sobolev space
W 2,p(Rn, ν) defined by
W 2,p(Rn, ν) =
{
u ∈ Lp(Rn, ν) : ∇u,D2u ∈ Lp(Rn, ν)}
with the norm
‖u‖p
W 2,p(Rn,ν) = ‖u‖pLp(Rn,ν) + ‖∇u‖pLp(Rn,ν) + ‖D2u‖pLp(Rn,ν)
where ν is a weight in the Muckenhoupt class Ap(Rn) (see Section 4), for 1 ≤ p < ∞. We
recall that the Ap(Rn) Muckenhoupt weights are the good weights for the classical Hardy–
Littlewood maximal function M on Rn. In the following statement, {et∆}t≥0 denotes the
heat semigroup generated by the Laplacian on Rn.
Theorem 1.2 (W 2,p(Rn, ν) and limits of fractional Laplacians). Let u ∈ Lp(Rn, ν), where
ν ∈ Ap(Rn), for 1 ≤ p <∞.
(a) If u ∈ W 2,p(Rn, ν), then the distribution (−∆)su coincides with a function in Lp(Rn, ν)
and
(1.7) (−∆)su(x) = 1
Γ(−s)
∫ ∞
0
(
et∆u(x)− u(x)) dt
t1+s
for a.e. x ∈ Rn.
In addition,
(1.8) (−∆)su(x) = cn,s lim
ε→0
∫
|x−y|>ε
u(x)− u(y)
|x− y|n+2s dy for a.e. x ∈ R
n and in Lp(Rn, ν)
with
(1.9) ‖(−∆)su‖Lp(Rn,ν) ≤ Cn,p,ν
( ‖u‖Lp(Rn,ν) + ‖∆u‖Lp(Rn,ν) )
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for some constant Cn,p,ν > 0. Moreover,
(1.10) lim
s→1−
(−∆)su = −∆u in Lp(Rn, ν) and a.e. in Rn
and
(1.11) lim
s→0+
(−∆)su = u a.e. in Rn.
Furthermore, the limit in (1.11) holds also in Lp(Rn, ν) when 1 < p < ∞, and in
L1(Rn, ν) when p = 1 and Mu,M(D2u) ∈ L1(Rn, ν).
(b) Conversely, suppose that (−∆)su ∈ Lp(Rn, ν) and that (−∆)su converges in Lp(Rn, ν)
as s → 1−. If 1 < p < ∞ then u ∈ W 2,p(Rn, ν) and (1.10) holds. If p = 1, then D2u ∈
weak-L1(Rn, ν).
(c) Alternatively, suppose that (−∆)su ∈ Lp(Rn, ν) and that (−∆)su converges in Lp(Rn, ν)
as s → 0+. Then (1.11) holds and, as a consequence, (−∆)su → u in Lp(Rn, ν) as
s→ 0+.
Our Theorems 1.1 and 1.2 are rather nontrivial, nonisotropic weighted versions of the
famous results by Bourgain–Brezis–Mironescu [5]. Indeed, [5] gives a characterization of
W 1,p(Ω), Ω ⊆ Rn, in terms of the limit as s → 1− of fractional Gagliardo seminorms,
namely, the seminorms of the fractional Sobolev spaces W s,p(Ω). Other authors have con-
sidered similar questions for abstract versions of such seminorms, see for example [6, 22].
In particular, they apply to Ahlfors-regular metric spaces. On the other hand, a weighted
Gagliardo-type fractional seminorm with power weights was defined in [7]. Nevertheless,
neither are our weighted spaces Ahlfors-regular nor do our seminorms ‖(Dleft)αu‖Lp(R,ω) and
‖(−∆)su‖Lp(Rn,ν) correspond to those in [7], even for power weights. An added difficulty we
need to overcome in our case is the lack of translation invariance of the one-sided weighted
Lp(R, ω) spaces. Moreover, since constants are not in our weighted Sobolev spaces, we are
able to complement [5] by studying limits as α, s→ 0+.
In general, statements involving a.e. convergence are proved by considering the underlying
maximal operators, see, for example, [8, Chapter 2]. One of the novelties of our paper is that
we are able to deduce the pointwise inequalities
(1.12) sup
0<α<1
|(Dleft)αu(t)| ≤ C
(
M−(u′)(t) +M−u(t)
)
for any u ∈W 1,p(R, ω)
and
(1.13) sup
0<s<1
|(−∆)su(x)| ≤ Cn
(
M(D2u)(x) +Mu(x)
)
for any u ∈W 2,p(Rn, ν),
see Theorems 2.10 and 4.6, respectively. The constant C > 0 in (1.12) is universal while Cn >
0 in (1.13) depends only on dimension. Notice that the maximal operators are taken with
respect to the orders of the fractional derivative and the fractional Laplacian, respectively.
We believe these estimates are of independent interest.
The paper is organized as follows. Section 2 contains preliminary results on one-sided
Sawyer weights, the new distributional setting for one-sided fractional derivatives, and the
proof of the maximal estimate (1.12). Theorem 1.1 is proved in Section 3. The fractional
Laplacian in weighted Lebesgue spaces is studied in detail in Section 4, where we also show
the maximal estimate (1.13). Finally, Section 5 contains the proof of Theorem 1.2.
Along the paper, we denote by S(Rn) the class of Schwartz functions on Rn. We always
take 0 < α, s < 1. We will use the following inequality: for any fixed ρ > 0 there exists
Cρ > 0 such that, for every r > 0,
(1.14) e−rrρ ≤ Cρe−r/2.
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For a measure space (X,µ), we define the space weak-L1(X,µ) as the set of measurable
functions u : X → R such that the quasi-norm ‖·‖weak-L1(X,µ), defined by
‖u‖weak-L1(X,µ) = sup
λ>0
λµ({x ∈ X : |u(x)| > λ}),
is finite.
2. Fractional derivatives and one-sided spaces
Let u = u(t) ∈ S(R) and define
Dleftu(t) = lim
τ→0+
u(t)− u(t− τ)
τ
and Drightu(t) = lim
τ→0+
u(t)− u(t+ τ)
τ
.
Observe that Dleftu = −Drightu = u′. From the Fourier transform identities
D̂leftu(ξ) = (iξ)û(ξ) and D̂rightu(ξ) = (−iξ)û(ξ),
one can define
(2.1) ̂(Dleft)αu(ξ) = (iξ)αû(ξ) and ̂(Dright)αu(ξ) = (−iξ)αû(ξ).
Using the semigroup of translations, it is shown in [4], see also [16], that (Dleft)
αu(t) and
(Dright)
αu(t) are given by the pointwise formulas in (1.1) and (1.2), respectively.
2.1. Distributional setting. If u, ϕ ∈ S(R), then∫ ∞
−∞
(Dleft)
αuϕdt =
∫ ∞
−∞
u (Dright)
αϕdt.
We will use this identity to define (Dleft)
αu in the sense of distributions. Notice that if
u ∈ S ′(R), then a natural definition would be
((Dleft)
αu)(ϕ) = u ((Dright)
αϕ) .
Nevertheless, it is straightforward from (2.1) to see that, in general, (Dright)
αϕ /∈ S(R), so
we need to consider a different space of test functions and distributions.
We define the class
S− = {ϕ ∈ S(R) : suppϕ ⊂ (−∞, A], for some A ∈ R} .
We denote by Sα− the set of functions
ϕ ∈ C∞(R) such that suppϕ ⊂ (−∞, A] and
∣∣∣ dk
dtk
ϕ(t)
∣∣∣ ≤ C
1 + |t|1+α
for all k ≥ 0, for some A ∈ R and C > 0.
Lemma 2.1. If ϕ ∈ S− then (Dright)αϕ ∈ Sα−.
Proof. Clearly, if ϕ ∈ S− with suppϕ ∈ (−∞, A], then (Dright)αϕ also has support in
(−∞, A], see (1.2). Since (Dright)α dkdtkϕ = d
k
dtk
(Dright)
αϕ, we know (Dright)
αϕ ∈ C∞(R)
and only need to estimate (Dright)
αϕ. If −1 < t < A, the estimate holds because ϕ is smooth
and bounded. If t > A, then the estimate holds trivially because (Dright)
αϕ(t) = 0. Suppose
−∞ < t < −1 and write∫ ∞
t
|ϕ(τ)− ϕ(t)|
|τ − t|1+α dτ =
∫ t/2
t
|ϕ(τ)− ϕ(t)|
|τ − t|1+α dτ +
∫ ∞
t/2
|ϕ(τ)− ϕ(t)|
|τ − t|1+α dτ = I + II.
For I, note that
|ϕ(τ)− ϕ(t)| ≤ |ϕ′(ξ)| |τ − t|
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= |ϕ′(ξ)|(1 + |ξ|)3 (τ − t)
(1 + |ξ|)3 ≤ Cϕ
(τ − t)
(1 + |ξ|)3
where ξ is some point in between t and τ . Hence,
I ≤ C|t|3
∫ t/2
t
1
(τ − t)α dτ =
C
|t|2+α ≤
C
1 + |t|1+α .
On the other hand, if τ > t/2, then τ − t > −t/2 > 0 and
II ≤
∫ ∞
t/2
|ϕ(τ)|
(τ − t)1+α dτ + |ϕ(t)|
∫ ∞
t/2
1
(τ − t)1+α dτ
≤ C|t|1+α ‖ϕ‖L1(R) +
C
|t|1+α |tϕ(t)| ≤
C
1 + |t|1+α .
Collecting all the terms, we get
|(Dright)αϕ(t)| ≤ C
∫ ∞
t
|ϕ(τ)− ϕ(t)|
|τ − t|1+α dτ ≤
C
1 + |t|1+α
for all t ∈ R. Thus, (Dright)αϕ ∈ Sα−. 
We endow S− and Sα− with the families of seminorms
ρ`,k− (ϕ) = sup
t∈R
|t|`
∣∣∣ dk
dtk
ϕ(t)
∣∣∣ for `, k ≥ 0,
and
ρα,k− (ϕ) = sup
t∈R
(1 + |t|1+α)
∣∣∣ dk
dtk
ϕ(t)
∣∣∣ for k ≥ 0,
respectively. Let us denote by (S−)′ and (Sα−)′ the corresponding dual spaces of S− and Sα−.
Notice that S− ⊂ Sα−, so that (Sα−)′ ⊂ (S−)′. It turns out that (Sα−)′ is the appropriate class
of distributions to extend the definition of the left fractional derivative.
Definition 2.2. For u ∈ (Sα−)′, we define (Dleft)αu as the distribution in (S−)′ given by
((Dleft)
αu)(ϕ) = u((Dright)
αϕ) for any ϕ ∈ S−.
Consider next the class of functions given by
Lα− =
{
u ∈ L1loc(R) :
∫ A
−∞
|u(τ)|
1 + |τ |1+α dτ <∞, for any A ∈ R
}
.
We use the notation
‖u‖A =
∫ A
−∞
|u(τ)|
1 + |τ |1+α dτ for A ∈ R.
Any function u ∈ Lα− defines a distribution in (Sα−)′ in the usual way, so that (Dleft)αu is well
defined as an object in (S−)′. The following result is proved similarly as in the case of the
fractional Laplacian, see Silvestre [18], so the details are omitted.
Proposition 2.3. Let u ∈ Lα−. Assume that u ∈ Cα+ε(I) for some ε > 0 and some open set
I ⊂ R. Then (Dleft)αu ∈ C(I) and
(Dleft)
αu(t) =
1
Γ(−α)
∫ t
−∞
u(τ)− u(t)
(t− τ)1+α dτ for all t ∈ I.
Remark 2.4. We have found that the one-sided class Lα− is the appropriate space of locally
integrable functions to define the left fractional derivative. This is a refinement with respect
to the distributional definition presented in [4, Remark 2.6], which was two-sided in nature.
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2.2. One-sided weighted spaces. A nonnegative, locally integrable function ω = ω(τ)
defined on R is in the left-sided Sawyer class A−p (R), for 1 < p < ∞, if there exists C > 0
such that (
1
h
∫ a+h
a
ω dτ
)1/p(
1
h
∫ a
a−h
ω1−p
′
dτ
)1/p′
≤ C
for all a ∈ R and h > 0, where 1/p + 1/p′ = 1. We then write ω ∈ A−p (R). By re-orienting
the real line, one may similarly define the right-sided A+p (R)-condition: a weight ω˜ belongs
to A+p (R) if there is a constant C > 0 such that(
1
h
∫ a
a−h
ω˜ dτ
)1/p(1
h
∫ a+h
a
ω˜1−p
′
dτ
)1/p′
≤ C
for all a ∈ R and h > 0. In this way, ω ∈ A−p (R) if and only if ω1−p
′ ∈ A+p′(R).
From the definition, one should note that, for ω ∈ A−p (R), there exist −∞ ≤ a < b ≤ ∞
such that ω =∞ in (−∞, a), 0 < ω <∞ in (a, b), ω = 0 in (b,∞), and ω ∈ L1loc((a, b)). For
simplicity and without loss of generality, we will assume (a, b) = R, so that 0 < ω <∞ in R.
The one-sided Hardy–Littlewood maximal functions M− and M+ are defined by
M−u(t) = sup
h>0
1
h
∫ t
t−h
|u(τ)| dτ and M+u(t) = sup
h>0
1
h
∫ t+h
t
|u(τ)| dτ
respectively. If 1 < p < ∞, then M± is bounded on Lp(R, ω) if and only if ω ∈ A±p (R), see
[17]. When p = 1, M± is bounded from L1(R, ω) into weak-L1(R, ω) if and only if ω ∈ A±1 (R),
namely, there exists C > 0 such that
M∓ω(t) ≤ Cω(t) for a.e. t ∈ R
see [14]. We refer to [10, 12, 13, 14, 15, 17] for these and more properties of one-sided weights.
For a measurable set E ⊂ R, we denote
ω(E) =
∫
E
ω dτ.
An important property that we will use is the following.
Lemma 2.5 (See [10, Theorem 3]). Let η = η(t) ≥ 0 be a integrable function with support
in [0,∞) and nonincreasing in [0,∞). Then, for any measurable function u : R→ R and for
almost all t ∈ R, we have
|u ∗ η(t)| ≤M−u(t)
∫ ∞
0
η(τ) dτ.
By changing the orientation of the real line, the analogue conclusion holds for nondecreasing
η supported in (−∞, 0] with M+ in place of M−.
Lemma 2.6 (See [15, Theorem 1]). If ω ∈ A−p (R), 1 ≤ p < ∞, then there exist C, δ > 0
such that
ω(E)
ω((a, c))
≤ C
( |E|
b− a
)δ
for all a < b < c and all measurable subsets E ⊂ (b, c).
Lemma 2.7. If ω ∈ A−1 (R), then there is a constant C > 0 such that, for any 0 < a < b,
ω((−a,−a+ (b− a)))
2(b− a) ≤ C inf−b<t<−aω(t).
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Proof. Let t ∈ (−b,−a). Since (−a,−a + (b − a)) ⊂ (t, t + 2(b − a)), then, by the A−1 (R)-
condition, we get
Cω(t) ≥M+ω(t) ≥ 1
2(b− a)
∫ t+2(b−a)
t
ω(τ) dτ
≥ 1
2(b− a)
∫ −a+(b−a)
−a
ω(τ) dτ =
ω((−a,−a+ (b− a)))
2(b− a)
for almost every t ∈ R. 
The following result says that (Dleft)
αu is well defined as a distribution in (S−)′ whenever
u ∈ Lp(R, ω), for ω ∈ A−p (R), 1 ≤ p <∞.
Proposition 2.8. If ω ∈ A−p (R), 1 ≤ p < ∞, then Lp(R, ω) ⊂ Lα−, α ≥ 0, and, for any
A ∈ R, there is a constant C = CA,ω,p > 0 such that
‖u‖A ≤ C‖u‖Lp(R,ω).
In particular, Lp(R, ω) ⊂ L1loc(R).
Proof. Let u ∈ Lp(R, ω) and fix any A ∈ R.
We first let 1 < p <∞. By Ho¨lder’s inequality,
‖u‖A =
∫ A
−∞
|u(τ)|
1 + |τ |1+α dτ =
∫ A
−∞
|u(τ)|ω(τ)1/p ω(τ)
−1/p
1 + |τ |1+α dτ
≤ ‖u‖Lp(R,ω)
(∫ A
−∞
ω(τ)−p′/p
(1 + |τ |)p′ dτ
)1/p′
= ‖u‖Lp(R,ω) · (IA)1/p
′
.
Observe that ω˜(τ) = ω(τ)−p′/p = ω(τ)1−p′ ∈ A+p′(R). To conclude, it is enough to recall that
I =
∫ 0
−∞
ω˜(τ)
(1 + |τ |)p′ dτ <∞,
see [12, Lemma 4].
Now let p = 1. For convenience with the notation, we let A = 0 (the general case follows
the same lines). First observe that, by the A−1 (R)-condition,∫ 0
−1
|u(τ)|
1 + |τ |1+α dτ ≤
∫ 0
−1
|u(τ)|ω(τ)ω(τ)−1 dτ
≤ ‖u‖L1(R,ω) sup
t∈(−1,0)
ω(t)−1
= ‖u‖L1(ω)
(
inf
t∈(−1,0)
ω(t)
)−1
≤ ‖u‖L1(ω)
C
ω((−1, 0)) <∞.
On the other hand, by Lemma 2.7,∫ −1
−∞
|u(τ)|
1 + |τ |1+α dτ ≤
∞∑
k=0
∫ −2k
−2k+1
|u(τ)|
|τ | dτ
≤
∞∑
k=0
1
2k
∫ −2k
−2k+1
|u(τ)|ω(τ)ω(τ)−1 dτ
≤ ‖u‖L1(R,ω)
∞∑
k=0
1
2k
(
inf
−2k+1<t<−2k
ω(t)
)−1
FRACTIONAL DERIVATIVES, FRACTIONAL LAPLACIANS, AND SOBOLEV SPACES 9
≤ C ‖u‖L1(R,ω)
∞∑
k=0
1
ω((−2k, 0)) .
Lemma 2.6 implies that there exist C, δ > 0 such that
ω((−1, 0))
ω((−2k, 0)) ≤ C
(
1
2k
)δ
.
Whence, ∫ −1
−∞
|u(τ)|
1 + |τ |1+α dτ ≤
C
ω((−1, 0)) ‖u‖L1(R,ω)
∞∑
k=0
(
1
2k
)δ
<∞.
Thus, u ∈ Lα− with the corresponding estimate. 
2.3. Density of smooth functions in W 1,p(R, ω). The proof of the following statement is
similar to that of Lorente [10, Theorem 3]. Indeed, the idea is to bound ψ ∈ C∞c ([0,∞)) by
a measurable function η supported in [0,∞) which is nonincreasing in [0,∞), and follow the
steps of the proof in [10].
Proposition 2.9. Let ω ∈ A−p (R) and u ∈ Lp(R, ω) for 1 ≤ p < ∞. Let ψ ∈ C∞c ([0,∞))
such that
∫ ∞
0
ψ dt = 1. Define ψε(t) =
1
εψ
(
t
ε
)
. Then the following hold.
(1) |u ∗ ψε(t)| ≤ CM−u(t) for almost every t ∈ R.
(2) ‖u ∗ ψε‖Lp(R,ω) ≤ C ‖u‖Lp(R,ω).
(3) limε→0+ u ∗ ψε(t) = u(t) for almost every t ∈ R.
(4) limε→0+ ‖u ∗ ψε − u‖Lp(R,ω) = 0.
It follows that C∞(R) ∩ Lp(R, ω) and C∞c (R) are dense in Lp(R, ω) for ω ∈ A−p (R), 1 ≤
p <∞. Additionally, notice that if ψ is as in Proposition 2.9 and u ∈W 1,p(R, ω), then
(u ∗ ψε)′(t) =
∫ ∞
−∞
u′(τ)ψε(t− τ) dτ = (u′ ∗ ψε)(t).
Hence u ∗ ψε → u as ε → 0+ in W 1,p(R, ω), so that C∞(R) ∩W 1,p(R, ω) and C∞c (R) are
dense in W 1,p(R, ω) for ω ∈ A−p (R), 1 ≤ p <∞.
2.4. The maximal estimate (1.12).
Theorem 2.10. There exists a universal constant C > 0 such that for any u ∈ W 1,p(R, ω),
ω ∈ A−p (R), 1 ≤ p <∞, we have
sup
0<α<1
∣∣∣∣ 1Γ(−α)
∫ ∞
0
(u(t− τ)− u(t)) dτ
τ1+α
∣∣∣∣ ≤ C (M−(u′)(t) +M−u(t))
for a.e. t ∈ R.
Proof. We begin by writing
(2.2) Iα + IIα :=
1
Γ(−α)
∫ 1
0
(u(t− τ)− u(t)) dτ
τ1+α
+
1
Γ(−α)
∫ ∞
1
(u(t− τ)− u(t)) dτ
τ1+α
.
10 P. R. STINGA AND M. VAUGHAN
To study Iα, notice that
(2.3)
∫ 1
0
|u(t− τ)− u(t)| dτ
τ1+α
≤
∫ 1
0
τ
∫ 1
0
∣∣u′(t− rτ)∣∣ dr dτ
τ1+α
=
∫ 1
0
∫ 1
0
∣∣u′(t− rτ)∣∣ dτ
τα
dr
=
∫ 1
0
(∫ r
0
∣∣u′(t− τ)∣∣ dτ
τα
)
rα
dr
r
≤
∫ 1
0
rα−1
∫ 1
0
∣∣u′(t− τ)∣∣ dτ
τα
dr
=
1
α
∫ 1
0
∣∣u′(t− τ)∣∣ dτ
τα
.
Then, if we let η(t) = t−αχ(0,1)(t), by Lemma 2.5,
|Iα| ≤ 1|Γ(1− α)|(|u
′| ∗ η)(t)
≤ 1|Γ(1− α)|M
−u(t)
∫ ∞
0
η(τ) dτ = C1M
−u(t)
where
C1 =
1
Γ(2− α) .
Considering now the second integral in (2.2), we observe that
IIα =
1
Γ(−α)
∫ ∞
1
u(t− τ) dτ
τ1+α
+
1
Γ(1− α) u(t).
For the first term, we estimate using Lemma 2.5 with η(t) = χ(0,1](t) + t
−1−αχ(1,∞)(t),∣∣∣∣ 1Γ(−α)
∫ ∞
1
u(t− τ) dτ
τ1+α
∣∣∣∣ ≤ 1|Γ(−α)|(|u| ∗ η)(t) ≤ C2M−u(t)
where
C2 =
1 + α
Γ(1− α)
which is bounded independently of α. Therefore,
|IIα| ≤ C2M−u(t) + C3 |u(t)| ≤ (C2 + C3)M−u(t)
where
C3 =
1
|Γ(1− α)| .
The result follows. 
3. Proof of Theorem 1.1
3.1. Proof of Theorem 1.1(a). The proof of part (a) is organized as follows. We first show
that the formula in the right hand side of (1.3) is well-defined as a function in Lp(R, ω). It is
then shown that the distribution (Dleft)
αu is indeed given by such pointwise formula using the
fact that C∞c (R) is dense in W 1,p(R, ω). The Lp(R, ω) estimate in (1.4) follows immediately
from these steps of the proof. Next, we show that the limit in (1.5) holds in Lp(R, ω) for
u ∈ C∞c (R) and then use a density argument to show the result for u ∈ W 1,p(R, ω). The
a.e. convergence of (1.5) is proved by showing that the set of functions in W 1,p(R, ω) such
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that (1.5) holds a.e. is closed in W 1,p(R, ω). The a.e. convergence of (1.6) follows similarly.
Finally, the maximal estimate allows us to prove that (1.6) holds in Lp(R, ω), 1 < p <∞.
Step 1. The integral expression in (1.3) defines a function in Lp(R, ω).
First let 1 < p < ∞. By Theorem 2.10 and the boundedness of M− in Lp(R, ω) for
ω ∈ A−p (R), it is immediate that
(3.1)
∥∥∥∥ 1Γ(−α)
∫ ∞
0
(u(t− τ)− u(t)) dτ
τ1+α
∥∥∥∥
Lp(R,ω)
≤ Cω
(
‖u‖Lp(R,ω) +
∥∥u′∥∥
Lp(R,ω)
)
.
For p = 1, we consider the terms Iα and IIα as in (2.2). We use (2.3) to observe that
‖Iα‖L1(R,ω) ≤
1
|Γ(1− α)|
∫ ∞
−∞
∫ 1
0
∣∣u′(t− τ)∣∣ dτ
τα
ω(t) dt
=
1
|Γ(1− α)|
∫ ∞
−∞
∫ t
t−1
|u′(τ)|
(t− τ)α dτ w(t) dt
=
1
|Γ(1− α)|
∫ ∞
−∞
∣∣u′(τ)∣∣ ∫ τ+1
τ
ω(t)
(t− τ)α dt dτ
=
1
|Γ(1− α)|
∫ ∞
−∞
∣∣u′(τ)∣∣ ∫ 1
0
ω(t+ τ)
tα
dt dτ.
Since ω ∈ A−1 (R), for a.e. τ ∈ R we can use Lemma 2.5 with η(τ) = |τ |−α χ(−1,0)(τ) to get∫ 1
0
ω(t+ τ)
tα
dt =
∫ 0
−1
ω(τ − t)
|t|α dt = (ω ∗ η)(τ) ≤
1
(1− α)M
+ω(τ) ≤ C
(1− α)ω(τ).
Therefore,
‖Iα‖L1(R,ω) ≤ CωC1
∥∥u′∥∥
L1(R,ω)
where C1 is as in the proof of Theorem 2.10. Moving to the second term in (2.2), we write
IIα =
1
Γ(−α)
∫ ∞
1
u(t− τ) dτ
τ1+α
+
1
Γ(1− α)u(t)
and estimate ∥∥∥∥∫ ∞
1
u(t− τ) dτ
τ1+α
∥∥∥∥
L1(R,ω)
≤
∫ ∞
−∞
∫ ∞
1
|u(t− τ)|
τ1+α
dτ ω(t) dt
=
∫ ∞
−∞
∫ t−1
−∞
|u(τ)|
(t− τ)1+αdτ ω(t) dt
=
∫ ∞
−∞
|u(τ)|
∫ ∞
τ+1
ω(t)
(t− τ)1+α dt dτ
=
∫ ∞
−∞
|u(τ)|
∫ ∞
1
ω(t+ τ)
t1+α
dt dτ.
By using again theA−1 (R)-condition and Lemma 2.5 with η(τ) = χ[−1,0)(τ)+|τ |−1−α χ(−∞,−1)(τ),
for a.e. τ ∈ R,∫ ∞
1
ω(t+ τ)
t1+α
dt =
∫ −1
−∞
ω(τ − t)
|t|1+α dt ≤ (ω ∗ η)(τ) ≤
1 + α
α
M+ω(τ) ≤ C 1 + α
α
ω(τ).
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Therefore, by collecting terms,
(3.2)
‖IIα‖L1(R,ω) ≤
1
|Γ(−α)|
∥∥∥∥∫ ∞
1
u(t− τ) dτ
τ1+α
∥∥∥∥
L1(R,ω)
+
1
|Γ(1− α)| ‖u‖L1(R,ω)
≤ Cω(C2 + C3) ‖u‖L1(R,ω)
where C2, C3 > 0 are as in the proof of Theorem 2.10. Thus,
(3.3)
∥∥∥∥ 1Γ(−α)
∫ ∞
0
(u(t− τ)− u(t)) dτ
τ1+α
∥∥∥∥
L1(R,ω)
≤ Cω
(
‖u‖L1(R,ω) +
∥∥u′∥∥
L1(R,ω)
)
.
Hence, the integral in (1.3) is in Lp(R, ω) for 1 ≤ p <∞.
Step 2. The distribution (Dleft)
αu coincides with the integral formula in (1.3). Therefore
(Dleft)
αu is in Lp(R, ω) and, by (3.1) and (3.3), (1.4) holds.
To show (1.3), let uk ∈ C∞c (R) such that uk → u in W 1,p(R, ω) as k →∞. We may write
(Dleft)
αuk(t) =
1
Γ(−α)
∫ ∞
0
(uk(t− τ)− uk(t)) dτ
τ1+α
.
Using (3.1) and (3.3), we can show that the formulas converge in norm. Indeed,∥∥∥∥ 1Γ(−α)
∫ ∞
0
(uk(t− τ)− uk(t)) dτ
τ1+α
− 1
Γ(−α)
∫ ∞
0
(u(t− τ)− u(t)) dτ
τ1+α
∥∥∥∥
Lp(R,ω)
≤ C
(
‖uk − u‖Lp(ω) +
∥∥u′k − u′∥∥Lp(R,ω))→ 0 as k →∞.
If ϕ ∈ C∞c (R) and A is such that suppϕ ⊂ (−∞, A], then ϕ ∈ S− and (Dright)αϕ ∈ Sα− with
supp((Dright)
αϕ) ⊂ (−∞, A]. Now, by Definition 2.2,
(3.4)
((Dleft)
αu)(ϕ) =
∫ ∞
−∞
u(t) (Dright)
αϕ(t) dt
= lim
k→∞
∫ ∞
−∞
uk(t) (Dright)
αϕ(t) dt
= lim
k→∞
∫ ∞
−∞
(Dleft)
αuk(t)ϕ(t) dt
= lim
k→∞
∫ ∞
−∞
(
1
Γ(−α)
∫ ∞
0
(uk(t− τ)− uk(t)) dτ
τ1+α
)
ϕ(t) dt
=
∫ ∞
−∞
(
1
Γ(−α)
∫ ∞
0
(u(t− τ)− u(t)) dτ
τ1+α
)
ϕ(t) dt.
In the second identity above we used that, by Proposition 2.8,∣∣∣∣ ∫ ∞−∞ uk(t) (Dright)αϕ(t) dt−
∫ ∞
−∞
u(t) (Dright)
αϕ(t) dt
∣∣∣∣
≤
∫ A
−∞
|uk(t)− u(t)| |(Dright)αϕ(t)| dt
≤ C
∫ A
−∞
|uk(t)− u(t)|
1 + |t|1+α dt ≤ C ‖uk − u‖Lp(R,ω) → 0
as k →∞ and in the last equality we observed that∣∣∣∣∫ ∞−∞(Dleft)αuk(t)ϕ(t) dt −
∫ ∞
−∞
(
1
Γ(−α)
∫ ∞
0
(u(t− τ)− u(t)) dτ
τ1+α
)
ϕ(t) dt
∣∣∣∣
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≤ C
∫ A
−∞
∣∣∣∣∫ ∞
0
(uk(t− τ)− uk(t)) dτ
τ1+α
−
∫ ∞
0
(u(t− τ)− u(t)) dτ
τ1+α
∣∣∣∣ 11 + |t|1+α dt
≤ C
∥∥∥∥∫ ∞
0
(uk(· − τ)− uk(·)) dτ
τ1+α
−
∫ ∞
0
(u(· − τ)− u(·)) dτ
τ1+α
∥∥∥∥
Lp(R,ω)
→ 0
as k →∞. Therefore, since ϕ was arbitrary in (3.4),
(Dleft)
αu(t) =
1
Γ(−α)
∫ ∞
0
(u(t− τ)− u(t)) dτ
τ1+α
a.e. in R.
Step 3. The limit as α→ 1− in (1.5) holds in Lp(R, ω) for u ∈ C∞c (R).
Suppose that u ∈ C∞c (R) and write (Dleft)αu(t) = Iα + IIα as in (2.2). For 1 < p < ∞,
we see from the proof of Theorem 2.10 that
‖IIα‖Lp(R,ω) ≤ (C2 + C3)
∥∥M−u∥∥
Lp(R,ω)
≤
(
1 + α
Γ(1− α) +
1
Γ(1− α)
)
Cω ‖u‖Lp(R,ω) → 0
as α→ 1−. For p = 1, by (3.2) in Step 1, we similarly obtain
‖IIα‖Lp(ω) ≤ Cw(C2 + C3) ‖u‖L1(ω) → 0 as α→ 1−.
Next, observe that
Iα − u′(t) = 1
Γ(−α)
∫ 1
0
(
−
∫ τ
0
u′(t− r) dr
)
dτ
τ1+α
− u′(t)
=
1
Γ(−α)
∫ 1
0
∫ τ
0
(u′(t)− u′(t− r)) dr dτ
τ1+α
+
(
α
Γ(2− α) − 1
)
u′(t)
=
1
Γ(−α)
∫ 1
0
∫ τ
0
∫ r
0
u′′(t− µ) dµ dr dτ
τ1+α
+
(
α
Γ(2− α) − 1
)
u′(t).
Let K be such that suppu′′(· − µ) ⊂ [−K,K] for all µ ∈ [0, 1]. Then, for 1 ≤ p <∞,∥∥u′′(· − µ)∥∥
Lp(R,ω) ≤
∥∥u′′∥∥
L∞(R) ω([−K,K])1/p = c
where c > 0 is independent of α. Therefore,
‖Iα−u′‖Lp(R,ω)
≤ 1|Γ(−α)|
∫ 1
0
∫ τ
0
∫ r
0
∥∥u′′(t− µ)∥∥
Lp(R,ω) dµ dr
dτ
τ1+α
+
∣∣∣∣ αΓ(2− α) − 1
∣∣∣∣ ∥∥u′∥∥Lp(R,ω)
= c
α(1− α)
|Γ(3− α)| +
∣∣∣∣ αΓ(2− α) − 1
∣∣∣∣ ∥∥u′∥∥Lp(R,ω) → 0 as α→ 1−.
Hence, ‖(Dleft)αu− u′‖Lp(R,ω) ≤ ‖IIα‖Lp(R,ω) + ‖Iα − u′‖Lp(R,ω) → 0, as α→ 1−.
Step 4. The limit as α→ 1− in (1.5) holds in Lp(R, ω) for u ∈W 1,p(R, ω).
Let uk ∈ C∞c (R) such that uk → u in W 1,p(R, ω) as k →∞. We just observe that, by the
Lp estimate (1.4) (that was proved in Step 2), for 1 ≤ p <∞,∥∥(Dleft)αu− u′∥∥Lp(R,ω)
≤ ‖(Dleft)α(u− uk)‖Lp(R,ω) +
∥∥(Dleft)αuk − u′k∥∥Lp(R,ω) + ∥∥u′k − u′∥∥Lp(R,ω)
≤ C
(
‖u− uk‖Lp(R,ω) +
∥∥(u− uk)′∥∥Lp(R,ω))+ ∥∥(Dleft)αuk − u′k∥∥Lp(R,ω) .
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Then take k large and choose α close to 1− (see Step 3).
Step 5. The limit as α→ 1− in (1.5) holds almost everywhere for u ∈W 1,p(R, ω).
It follows from Theorem 2.10 and the properties of M− that the operator T ∗ defined by
T ∗u(t) = sup
0<α<1
(Dleft)
αu(t) for u ∈W 1,p(R, ω)
satisfies the estimates
‖T ∗u‖Lp(R,ω) ≤ Cp,ω ‖u‖W 1,p(R,ω) for any u ∈W 1,p(R, ω), 1 < p <∞
and
ω
({t ∈ R : |T ∗u(t)| > λ}) ≤ Cω
λ
‖u‖W 1,1(R,ω) for any u ∈W 1,1(R, ω).
In particular, T ∗ is bounded from W 1,p(R, ω) into weak-Lp(R, ω), for any 1 ≤ p < ∞. This
in turn implies that the set
E = {u ∈W 1,p(R, ω) : lim
α→1−
(Dleft)
αu(t) = u′(t) a.e.}
is closed in W 1,p(R, ω). Since C∞c (R) ⊂ E, by density, we get E = W 1,p(R, ω).
Step 6. The limit as α→ 0+ in (1.6) holds almost everywhere for u ∈W 1,p(R, ω).
As in Step 5, one can check that the set
E′ = {u ∈W 1,p(R, ω) : lim
α→0+
(Dleft)
αu(t) = u(t) a.e.}
is closed in W 1,p(R, ω). Since C∞c (R) ⊂ E′, by density, we get E′ = W 1,p(R, ω).
Step 7. The limit as α→ 0+ in (1.6) holds in Lp(R, ω).
By Theorem 2.10, for any 0 < α < 1,
|(Dleft)αu(t)− u(t)|p ω(t) ≤
(
Cn(M(u
′)(t) +Mu(t)) + |u(t)|)p ω(t)
≤ Cn,p
(
(M(u′)(t))p + (Mu(t))p
)
ω(t).
Therefore, by Step 6 and the Dominated Convergence Theorem, (1.6) holds.
The proof of Theorem 1.1, part (a), is completed. 
3.2. Proof of Theorem 1.1(b). This is proved through a distributional argument.
Suppose that (Dleft)
αu → v in Lp(R, ω) as α → 1−. Let ϕ ∈ C∞c (R). Let A ∈ R be such
that suppϕ ⊂ (−∞, A], so that ϕ ∈ S− and (Dright)αϕ ∈ Sα−. By Proposition 2.8,∣∣∣∣∫ ∞−∞ v(t)ϕ(t) dt−
∫ ∞
−∞
(Dleft)
αu(t)ϕ(t) dt
∣∣∣∣ ≤ ∫ A−∞ |v(t)− (Dleft)αu(t)| C1 + |t| dt
≤ Cϕ,A,ω,p ‖v − (Dleft)αu‖Lp(R,ω) → 0
as α→ 1−. With this and the definition of (Dleft)αu we can write∫ ∞
−∞
v ϕ dt = lim
α→1−
∫ ∞
−∞
(Dleft)
αuϕdt
= lim
α→1−
∫ ∞
−∞
u (Dright)
αϕdt.
Next, notice that, by Proposition 2.8,
|u(t)| |(Dright)αϕ+ ϕ′| ≤ |u(t)| Cϕ
1 + |t|1+αχ(−∞,A](t)
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≤ Cϕ |u(t)|
1 + |t|χ(−∞,A](t) ∈ L
1(R).
Therefore, by the Dominated Convergence Theorem, as (Dright)
αϕ(t)→ −ϕ′(t) as α→ 0+,
lim
α→1−
∣∣∣∣ ∫ ∞−∞ u(t) (Dright)αϕ(t) dt+
∫ ∞
−∞
u(t)ϕ′(t) dt
∣∣∣∣
≤
∫ ∞
−∞
lim
α→1−
|u(t)| ∣∣(Dright)αϕ(t) + ϕ′(t)∣∣ dt = 0
Whence, ∫ ∞
−∞
v ϕ dt = lim
α→1−
∫ ∞
−∞
u (Dright)
αϕdt
= −
∫ ∞
−∞
uϕ′ dt =
∫ ∞
−∞
u′ ϕdt.
Therefore v = u′ a.e. in R. Since u′ = v ∈ Lp(R, ω), we get u ∈W 1,p(R, ω), and by Theorem
1.1(a), the conclusion follows. 
3.3. Proof of Theorem 1.1(c). Using the exact same arguments as in part (b), we find
that ∫ ∞
−∞
v ϕ dt = lim
α→0+
∫ ∞
−∞
(Dleft)
αuϕdt
= lim
α→0+
∫ ∞
−∞
u (Dright)
αϕdt =
∫ ∞
−∞
uϕdt.
Therefore v = u a.e. in R and the conclusion follows. 
4. Fractional Laplacians and Muckenhoupt weights
For u ∈ S(Rn), the Fourier transform identity
(̂−∆)u(ξ) = |ξ|2û(ξ)
is used to define the fractional Laplacian as
̂(−∆)su(ξ) = |ξ|2sû(ξ) for 0 < s < 1.
Using the heat diffusion semigroup {et∆}t≥0 generated by −∆, it is shown in [19, 20] that
the fractional Laplacian can be expressed using the semigroup formula (1.7) and that this is
equivalent to the pointwise formula (1.8). Here, et∆ is the operator
êt∆u(ξ) = e−t|ξ|
2
û(ξ).
It is well known that et∆u(x) = (Wt ∗ u)(x) where Wt(x) is the Gauss–Weierstrass kernel
Wt(x) =
1
(4pit)n/2
e−|x|
2/(4t) for x ∈ Rn, t > 0.
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4.1. Distributional setting. The distributional setting for the fractional Laplacian was
developed by Silvestre in [18]. Consider the function class
Ss =
{
ϕ ∈ C∞(Rn) : |Dγϕ(x)| ≤ C
1 + |x|n+2s , for all γ ∈ N
n
0 , x ∈ Rn, for some C > 0
}
.
We endow Ss with the topology induced by the family of seminorms
ρsγ(ϕ) = sup
x∈Rn
(1 + |x|n+2s) |Dγϕ(x)| , for γ ∈ Nn0 .
Let (Ss)′ be the dual space of Ss. Notice that S ⊂ Ss, so that (Ss)′ ⊂ S ′. For u ∈ (Ss)′,
(−∆)su is defined as a distribution on S ′ by
((−∆)su)(ϕ) = u ((−∆)sϕ) for any ϕ ∈ S.
One can check that Ls ⊂ (Ss)′, where
Ls =
{
u ∈ L1loc(Rn) :
∫
Rn
|u(x)|
1 + |x|n+2s dx <∞
}
.
Proposition 4.1 (Silvestre [18]). Let Ω be an open set in Rn and u ∈ Ls. If u ∈ C2s+ε(Ω)
(or C1,2s+ε−1(Ω) if s ≥ 1/2) for some ε > 0, then (−∆)su ∈ C(Ω) and
(−∆)su(x) = cn,sP.V.
∫
Rn
u(x)− u(y)
|x− y|n+2s dy for every x ∈ Ω.
Here (see [19, 20])
(4.1) cn,s =
4sΓ(n/2 + s)
|Γ(−s)|pin/2 ∼ s(1− s) as s→ 0, 1.
4.2. Muckenhoupt weights. A function ν ∈ L1loc(Rn), ν > 0 a.e., is called an Ap(Rn)
Muckenhoupt weight, 1 < p < ∞, if it satisfies the following condition: there exists C > 0
such that
(4.2)
(
1
|B|
∫
B
ν dx
)1/p( 1
|B|
∫
B
ν1−p
′
dx
)1/p′
≤ C
for any ball B ⊂ Rn. If ν satisfies (4.2), we write ν ∈ Ap(Rn). Observe that ν ∈ Ap(Rn) if
and only if ν1−p′ ∈ Ap′(Rn). The Hardy–Littlewood maximal function is defined by
Mu(x) = sup
B3x
1
|B|
∫
B
|u(y)| dy
where the supremum is taken over all balls B ⊂ Rn containing x. For 1 < p < ∞, the
operator M is bounded on Lp(Rn, ν) if and only if ν ∈ Ap(Rn). When p = 1, M is bounded
from L1(Rn, ν) into weak-L1(Rn, ν) if and only if ν ∈ A1(Rn), namely, there exists C > 0
such that
Mν(x) ≤ Cν(x) for a.e. x ∈ Rn.
For a measurable set E ⊂ Rn and a weight ν, we denote
ν(E) =
∫
E
ν dx.
See [8] for more details about Muckenhoupt weights.
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Lemma 4.2 (See [8, Proposition 2.7]). Let η = η(x) be a function that is positive, radial,
decreasing (as a function on (0,∞)) and integrable. Then for any measurable function u :
Rn → R and for almost every x ∈ Rn, we have
|u ∗ η(x)| ≤ ‖η‖L1(Rn)Mu(x).
Lemma 4.3 (See [8, Corollary 7.6]). If ν ∈ Ap(Rn), 1 ≤ p <∞, then there exists δ > 0 such
that given a ball B and a measurable subset S of B,
ν(S)
ν(B)
≤ C
( |S|
|B|
)δ
.
Our next result shows that for any function u ∈ Lp(Rn, ν), ν ∈ Ap(Rn), 1 ≤ p < ∞, the
object (−∆)su is well defined as a distribution in S ′.
Proposition 4.4. If u ∈ Lp(Rn, ν), ν ∈ Ap(Rn), 1 ≤ p <∞, then u ∈ Ls, s ≥ 0, and there
is a constant C = Cn,p,ν > 0 such that
‖u‖Ls ≤ C ‖u‖Lp(Rn,ν) .
In particular, Lp(Rn, ν) ⊂ L1loc(Rn).
Proof. Suppose first that 1 < p <∞. By Ho¨lder’s inequality,
‖u‖Ls ≤ ‖u‖Lp(Rn,ν)
(
Cn
∫
Rn
ν(x)1−p′
(1 + |x|n)p′ dx
) 1
p′
.
Let ν˜(x) = ν(x)1−p′ ∈ Ap′(Rn). It is enough to show∫
Rn
ν˜(x)
(1 + |x|)np′ dx <∞.
Let f(x) = χB1(x). If |x| ≤ 1, then Mf(x) = 1. If |x| ≥ 1, then B1 ⊂ B(x, 2 |x|) and
Mf(x) ≥ |B(0, 1)||B(x, 2 |x|)| =
1
(2 |x|)n ≥
Cn
(1 + |x|)n .
Since M is bounded on Lp
′
(Rn, ν˜), for ν˜ ∈ Ap′(Rn),∫
Rn
ν˜(x)
(1 + |x|)np′ dx ≤ C
∫
Rn
(Mf(x))p
′
ν˜(x) dx
≤ C
∫
Rn
(f(x))p
′
ν˜(x) dx = C
∫
B1
ν˜(x) dx = Cν1−p
′
(B1).
Therefore, ‖u‖Ls ≤ C ‖u‖Lp(Rn,ν) ν1−p
′
(B1).
Now let p = 1. Observe that∫
|x|<1
|u(x)|
1 + |x|n+2s dx ≤ ‖u‖L1(Rn,ν) supx∈B1
ν(x)−1 ≤ Cn,ν ‖u‖L1(Rn,ν)
where in the last inequality we used that, since ν ∈ A1(Rn),
sup
B1
ν−1 =
(
inf
B1
ν
)−1
≤ C
(
ν(B1)
|B1|
)−1
.
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On the other hand, let Bj = B2j (0), j ≥ 0. By using the A1(Rn)-condition and Lemma 4.3
with S = B1 and B = Bj ,∫
|x|>1
|u(x)|
1 + |x|n+2s dx ≤
∞∑
j=0
∫
Bj+1\Bj
|u(x)|
|x|n dx
≤ cn
∞∑
j=1
1
(2j)n
∫
Bj
|u(x)| dx
≤ cn ‖u‖L1(Rn,ν)
∞∑
j=1
1
(2j)n
sup
x∈Bj
ν−1(x)
≤ C ‖u‖L1(Rn,ν)
∞∑
j=1
1
(2j)n
|Bj |δ
ν(Bj)
|Bj |1−δ
≤ C ‖u‖L1(Rn,ν)
|B1|δ
ν(B1)
∞∑
j=1
(2jn)1−δ
(2j)n
≤ Cn,ν ‖u‖L1(Rn,ν) .
The result for p = 1 follows by combining the previous estimates. 
4.3. The heat semigroup on weighted spaces. Recall the definition of the classical heat
semigroup {et∆}t≥0 on Rn:
(4.3) et∆u(x) =
∫
Rn
Wt(x− y)u(y) dy = 1
(4pit)n/2
∫
Rn
e−|x−y|
2/(4t)u(y) dy
for x ∈ Rn, t > 0. We believe that the following result belongs to the folklore, but we provide
a proof for the sake of completeness.
Theorem 4.5. Let ν ∈ Ap(Rn) and u ∈ Lp(Rn, ν), 1 ≤ p <∞. The following hold.
(1) The integral defining et∆u(x) in (4.3) is absolutely convergent for x ∈ Rn, t > 0, and
sup
t>0
∣∣et∆u(x)∣∣ ≤Mu(x)
for almost every x ∈ Rn.
(2) et∆u(x) ∈ C∞((0,∞)× Rn) and ∂t(et∆u) = ∆(et∆u) in Rn × (0,∞).
(3)
∥∥et∆u∥∥
Lp(Rn,ν) ≤ Cn,p,ν ‖u‖Lp(Rn,ν), where Cn,p,ν > 0.
(4) lim
t→0+
et∆u(x) = u(x) for almost every x ∈ Rn.
(5) lim
t→0+
∥∥et∆u− u∥∥
Lp(Rn,ν) = 0.
(6) If u ∈W 2,p(Rn, ν), then et∆∆u = ∆et∆u.
(7) lim
ε→0
∥∥∥∥∥
∫
|x−y|<ε
Wt(x− y)u(y) dy
∥∥∥∥∥
Lp(Rn,ν)
= 0.
Proof. Let u ∈ Lp(Rn, ν), ν ∈ Ap(Rn), for 1 ≤ p <∞.
For (1), we apply Lemma 4.2 with η(x) = Wt(x) and notice that ‖Wt‖L1(Rn) = 1, for each
fixed t > 0.
To prove (2), we recall that Wt(x) ∈ C∞(Rn × (0,∞)), ∂tWt = ∆Wt in Rn × (0,∞) and
that there exists c > 0 such that |∂tWt(x)| ≤ ctWct(x) for each t > 0 and x ∈ Rn. Thus, we
can differentiate inside of the integral in (4.3) to find that et∆u(x) ∈ C∞(Rn × (0,∞)) and
solves the heat equation.
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If 1 < p < ∞, then part (1) and the boundedness of the maximal function M show that∥∥et∆u∥∥
Lp(Rn,ν) ≤ C ‖u‖Lp(Rn,ν). If p = 1, as in part (1) and by using the A1(Rn)-condition,∥∥et∆u∥∥
L1(Rn,ν) ≤
∫
Rn
|u(y)|
(∫
Rn
Wt(x− y)ν(x) dx
)
dy ≤
∫
Rn
|u(y)|Mν(y) dy
≤ C
∫
Rn
|u(x)| ν(y) dy = C ‖u‖L1(Rn,ν) .
Whence, (3) holds.
To verify the almost everywhere limit in (4), we only need to observe that limt→0+ et∆ϕ(x) =
ϕ(x) for every x ∈ Rn whenever ϕ ∈ C∞c (Rn), that C∞c (Rn) is dense in Lp(Rn, ν) and that,
by part (1), the maximal operator
T ∗u(x) = sup
t>0
∣∣et∆u(x)∣∣
is bounded from Lp(Rn, ν) into weak-Lp(Rn, ν) (see, for instance, [8, Theorem 2.2]).
For (5), notice that if ϕ ∈ C∞c (Rn), then, as in part (1),∣∣et∆ϕ(x)− ϕ(x)∣∣ = ∣∣∣∣∫ t
0
∂se
s∆ϕ(x) ds
∣∣∣∣
≤
∫ t
0
∣∣es∆∆ϕ(x)∣∣ ds ≤ CM(∆ϕ)(x) t.
For 1 < p <∞, ∥∥et∆ϕ− ϕ∥∥
Lp(Rn,ν) ≤ C ‖∆ϕ‖Lp(Rn,ν) t→ 0
as t→ 0+. If p = 1, then by part (3),∥∥et∆ϕ− ϕ∥∥
L1(Rn,ν) =
∫
Rn
∣∣et∆ϕ(x)− ϕ(x)∣∣ ν(x) dx
≤
∫
Rn
∫ t
0
∣∣es∆∆ϕ(x)∣∣ ν(x) ds dx
=
∫ t
0
∥∥es∆∆ϕ∥∥
L1(Rn,ν) ds
≤
∫ t
0
C ‖∆ϕ‖L1(Rn,ν) ds = Ct ‖∆ϕ‖L1(Rn,ν) → 0
as t→ 0+. We then use the density of C∞c (Rn) in Lp(Rn, ν).
For (6), let ϕ ∈ C∞c (Rn) and observe that∫
Rn
∆et∆u(x)ϕ(x) dx =
∫
Rn
et∆u(x)∆ϕ(x) dx
=
∫
Rn
∫
Rn
Wt(x− y)u(y)∆ϕ(x) dy dx
=
∫
Rn
Wt(z)
[ ∫
Rn
u(y)∆yϕ(x+ y) dy
]
dx
=
∫
Rn
Wt(z)
[ ∫
Rn
∆u(y)ϕ(x+ y) dy
]
dx
=
∫
Rn
et∆∆u(x)ϕ(x) dx.
Then ∆et∆u(x) = et∆∆u(x), for almost every x ∈ Rn.
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Let us finally prove (7). Observe that, by part (1),∫
|x−y|<ε
Wt(x− y) |u(y)| dy ≤Mu(x).
For 1 < p <∞, Mu ∈ Lp(Rn, ν) so, by the Dominated Convergence Theorem,
lim
ε→0
∥∥∥∥∫|x−y|<εWt(x− y) |u(y)| dy
∥∥∥∥p
Lp(Rn,ν)
=
∫
Rn
lim
ε→0
(∫
|x−y|<ε
Wt(x− y) |u(y)| dy
)p
ν(x) dx = 0.
For p = 1,∥∥∥∥∫|x−y|<εWt(x− y)u(y) dy
∥∥∥∥
L1(Rn,ν)
≤
∫
Rn
[
|u(y)|
∫
|x−y|<ε
Wt(x− y)ν(x) dx
]
dy
and, by part (1),
|u(y)|
∫
|x−y|<ε
Wt(x− y)ν(x) dx ≤ |u(y)|Mν(y) ≤ C |u(y)| ν(y) ∈ L1(Rn)
for a.e. y ∈ Rn. Therefore, (7) holds for p = 1 by the Dominated Convergence Theorem. 
4.4. The maximal estimate (1.13).
Theorem 4.6. There exists a constant Cn > 0 such that for any u ∈ W 2,p(Rn, ν), ν ∈
Ap(Rn), 1 ≤ p <∞, we have
sup
0<s<1
sup
ε>0
∣∣∣∣∣cn,s
∫
|y|>ε
u(x− y)− u(x)
|y|n+2s dy
∣∣∣∣∣ ≤ Cn (M(D2u)(x) +Mu(x))
for almost every x ∈ Rn.
Proof. Define the operator Ts,ε on W
2,p(Rn, ν) by
Ts,εu(x) = cn,s
∫
|y|>ε
u(x− y)− u(x)
|y|n+2s dy.
We will show that there is a constant C = Cn > 0 such that
|Ts,εu(x)| ≤ C
(
M(D2u)(x) +Mu(x)
)
for a.e. x ∈ Rn
from which the statement follows. We write
Ts,εu(x) = cn,s
∫
ε<|y|<1
u(x− y)− u(x)
|y|n+2s dy + cn,s
∫
|y|>1
u(x− y)− u(x)
|y|n+2s dy = I + II.
Let us first estimate the second term. Take η(x) = χ{|x|≤1}(x) + |x|−n−2s χ{|x|>1}(x) in
Lemma 4.2 and use (4.1) to get
|II| ≤ cn,s
∫
|y|>1
|u(x− y)|
|y|n+2s dy + cn,s |u(x)|
∫
|y|>1
1
|y|n+2s dy
≤ Cns(1− s)
(
(|u| ∗ η)(x) + |u(x)|
s
)
≤ Cns(1− s)
((
1 + 2s
2s
)
Mu(x) +
|u(x)|
s
)
≤ CnMu(x).
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Consider now the first term, that we rewrite as
I = cn,s
∫
ε<|y|<1
u(x− y)− u(x) +∇u(x) · y
|y|n+2s dy.
Since u ∈W 2,p(Rn, ν) and (4.1) holds, for a.e. x ∈ Rn we can estimate
|I| ≤ cn,s
∫
ε<|y|<1
|u(x− y)− u(x) +∇u(x) · y|
|y|n+2s dy
≤ cn,s
∫
ε<|y|<1
|y|2
|y|n+2s
∫ 1
0
(1− t) ∣∣D2u(x− ty)∣∣ dt dy
= cn,s
∫ 1
0
(1− t)
∫
ε<|y|<1
∣∣D2u(x− ty)∣∣
|y|n−2(1−s)
dy dt
≤ cn,s
∫ 1
0
(1− t) t−2(1−s)
∫
|y|<t
∣∣D2u(x− y)∣∣
|y|n−2(1−s)
dy dt
≤ cn,s
∫ 1
0
(1− t) t−2(1−s)
∞∑
k=0
∫
2−(k+1)t<|y|<2−kt
∣∣D2u(x− y)∣∣
|y|n−2(1−s)
dy dt
≤ cn,s
∫ 1
0
(1− t) t−2(1−s)
∞∑
k=0
1
(2−(k+1)t)n−2(1−s)
∫
|y|<2−kt
∣∣D2u(x− y)∣∣ dy dt
≤ Cns(1− s)2n−2(1−s)M(D2u)(x)
∫ 1
0
(1− t)
[ ∞∑
k=0
1(
22(1−s)
)k ] dt
≤ Cn s(1− s)
41−s − 1M(D
2u)(x) ≤ CnM(D2u)(x)
where in the last line we applied the estimate 41−s − 1 ≥ c(1 − s), for any 0 < s < 1.
Therefore, |Ts,εu(x)| ≤ |I|+ |II| ≤ Cn
(
M(D2u)(x) +Mu(x)
)
for a.e x ∈ Rn. 
5. Proof of Theorem 1.2
5.1. Proof of Theorem 1.2 (a). The steps in the proof of part (a) are similar to the steps
in the proof of Theorem 1.1 (a).
Step 1. The semigroup formula in (1.7) defines a function in Lp(Rn, ν).
Let us begin by writing
(5.1)
1
Γ(−s)
∫ ∞
0
|et∆u(x)− u(x)| dt
t1+s
=
1
Γ(−s)
∫ 1
0
|et∆u(x)− u(x)| dt
t1+s
+
1
Γ(−s)
∫ ∞
1
|et∆u(x)− u(x)| dt
t1+s
= I + II.
To study I, recall Theorem 4.5 and observe for t ∈ [0, 1] that∥∥et∆u− u∥∥
Lp(Rn,ν) ≤
∫ t
0
∥∥er∆(∆u)∥∥
Lp(Rn,ν) dr ≤ C ‖∆u‖Lp(Rn,ν) t.
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Therefore
(5.2)
‖I‖Lp(Rn,ν) ≤
1
|Γ(−s)|
∫ 1
0
∥∥et∆u− u∥∥
Lp(Rn,ν)
dt
t1+s
=
C
|Γ(−s)| ‖∆u‖Lp(Rn,ν)
∫ 1
0
t−s dt = C
s
|Γ(2− s)| ‖∆u‖Lp(Rn,ν) .
For II, in view of Theorem 4.5,
(5.3)
‖II‖Lp(Rn,ν) ≤
1
|Γ(−s)|
∫ ∞
1
(∥∥et∆u∥∥
Lp(Rn,ν) + ‖u‖Lp(Rn,ν)
) dt
t1+s
≤ 1|Γ(−s)|
(
C ‖u‖Lp(Rn,ν) + ‖u‖Lp(Rn,ν)
)∫ ∞
1
dt
t1+s
=
C(1− s)
|Γ(2− s)| ‖u‖Lp(Rn,ν) .
Therefore
(5.4)
∥∥∥∥ 1Γ(−s)
∫ ∞
0
(
et∆u(x)− u(x)) dt
t1+s
∥∥∥∥
Lp(Rn,ν)
≤ C
(
‖u‖Lp(Rn,ν) + ‖∆u‖Lp(Rn,ν)
)
<∞.
Step 2. The distribution (−∆)su coincides with the semigroup formula in (1.7) for a.e.
x ∈ Rn. Therefore, (−∆)su is in Lp(R, ν) and, by (5.4), we see that (1.9) holds.
Since C∞c (Rn) is dense in W 2,p(Rn, ν) (see [21]), there exists a sequence uk ∈ C∞c (Rn)
such that uk → u in W 2,p(Rn, ν). We consider the terms I and II as in (5.1) and, similarly,
(−∆)suk(x) = 1
Γ(−s)
∫ 1
0
(
et∆uk(x)− uk(x)
) dt
t1+s
+
1
Γ(−s)
∫ ∞
1
(
et∆uk(x)− uk(x)
) dt
t1+s
= Ik + IIk.
By (5.2),
‖Ik − I‖Lp(Rn,ν) ≤ C
s
|Γ(2− s)| ‖∆(uk − u)‖Lp(Rn,ν) → 0 as k →∞.
Similarly, by (5.3),
‖IIk − II‖Lp(Rn,ν) =
C(1− s)
Γ(2− s) ‖uk − u‖Lp(Rn,ν) → 0 as k →∞.
Therefore,
(5.5) (−∆)suk(x)→ 1
Γ(−s)
∫ ∞
0
(
et∆u(x)− u(x)) dt
t1+s
in Lp(Rn, ν) as k →∞.
Next, let ϕ ∈ C∞c (Rn) and note that (−∆)sϕ ∈ Ss. By Proposition 4.4,∣∣∣∣ ∫
Rn
uk(x)(−∆)sϕ(x) dx−
∫
Rn
u(x)(−∆)sϕ(x) dx
∣∣∣∣
≤ C
∫
Rn
|uk(x)− u(x)|
1 + |x|n+2s dx
≤ C ‖uk − u‖Lp(Rn,ν) → 0 as k →∞.
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In addition, by (5.5),∣∣∣∣ ∫
Rn
(−∆)suk(x)ϕ(x) dx− 1
Γ(−s)
∫
Rn
∫ ∞
0
(
et∆u(x)− u(x)) dt
t1+s
ϕ(x) dx
∣∣∣∣
≤ C
∫
Rn
∣∣∣∣(−∆)suk(x)− 1Γ(−s)
∫ ∞
0
(
et∆u(x)− u(x)) dt
t1+s
∣∣∣∣ 11 + |x|n+2s dx
≤ C
∥∥∥∥(−∆)suk(x)− 1Γ(−s)
∫ ∞
0
(
et∆u(x)− u(x)) dt
t1+s
∥∥∥∥
Lp(Rn,ν)
→ 0
as k →∞. Therefore∫
Rn
(−∆)su(x)ϕ(x) dx =
∫
Rn
u(x)(−∆)sϕ(x) dx
= lim
k→∞
∫
Rn
uk(x)(−∆)sϕ(x) dx
= lim
k→∞
∫
Rn
(−∆)suk(x)ϕ(x) dx
=
∫
Rn
[
1
Γ(−s)
∫ ∞
0
(
et∆u(x)− u(x)) dt
t1+s
]
ϕ(x) dx,
and so we obtain
(−∆)su(x) = 1
Γ(−s)
∫ ∞
0
(
et∆u(x)− u(x)) dt
t1+s
for a.e. x ∈ Rn.
Step 3. The integral expression in (1.8) defines a function in Lp(Rn, ν) for all ε > 0.
For ε > 0, define the operator Tε on L
p(Rn, ν) by
(5.6) Tεu(x) = cn,s
∫
|x−y|>ε
u(x)− u(y)
|x− y|n+2s dy.
We claim that Tεu(x) ∈ Lp(Rn, ν) for all ε > 0. Indeed, for 1 < p <∞ this is immediate by
Theorem 4.6: there exists C > 0 such that
‖Tεu‖Lp(Rn,ν) ≤ C
(∥∥M(D2u)∥∥
Lp(Rn,ν) + ‖Mu‖Lp(Rn,ν)
)
<∞.
For p = 1, we write
Tεu(x) = cn,su(x)
∫
|x−y|>ε
1
|x− y|n+2s dy + cn,s
∫
|x−y|>ε
u(y)
|x− y|n+2s dy
= cn,s
Cnε
−2s
2s
u(x) + cn,s
∫
|x−y|>ε
u(y)
|x− y|n+2s dy.
We only need to study the second term above. By applying Lemma 4.2 with η(y) =
χ{|y|≤ε}(y) + |y|−n−2s χ{|y|>ε}(y) and the A1(Rn)-condition on ν, we find∥∥∥∥∥
∫
|x−y|>ε
u(y)
|x− y|n+2s dy
∥∥∥∥∥
L1(Rn,ν)
≤
∫
Rn
|u(y)|
∫
|x−y|>ε
ν(x)
|x− y|n+2s dx dy
≤
∫
Rn
|u(y)|(ν ∗ η)(y) dy
≤ Cn,s,ε
∫
Rn
|u(y)|Mν(y) dy
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≤ Cn,s,ε,ν ‖u‖L1(Rn,ν) <∞.
Step 4. The principal value in (1.8) converges in Lp(Rn, ν) to the function (−∆)su.
We write the semigroup formula (1.7) as
(−∆)su(x) = 1
Γ(−s)
∫ 1
0
(∫
Rn
Wt(x− y) (u(y)− u(x)) dy
)
dt
t1+s
+
1
Γ(−s)
∫ ∞
1
(∫
Rn
Wt(x− y) (u(y)− u(x)) dy
)
dt
t1+s
= I + II
and, similarly,
cn,s
∫
|x−y|>ε
u(x)− u(y)
|x− y|n+2s dy
=
1
Γ(−s)
∫
|x−y|>ε
(u(y)− u(x))
(∫ ∞
0
Wt(x− y) dt
t1+s
)
dy
=
1
Γ(−s)
∫ 1
0
∫
|x−y|>ε
Wt(x− y) (u(y)− u(x)) dy dt
t1+s
+
1
Γ(−s)
∫ ∞
1
∫
|x−y|>ε
Wt(x− y) (u(y)− u(x)) dy dt
t1+s
= Iε + IIε.
From Theorem 4.5 it follows that
‖II − IIε‖Lp(Rn,ν)
=
∥∥∥∥∥ 1Γ(−s)
∫ ∞
1
[(∫
|x−y|<ε
Wt(x− y)u(y) dy
)
+ u(x)
∫
|z|<ε
Wt(z) dz
]
dt
t1+s
∥∥∥∥∥
Lp(Rn,ν)
≤ C
∫ ∞
1
∥∥∥∥∥
∫
|x−y|<ε
Wt(x− y)u(y) dy
∥∥∥∥∥
Lp(Rn,ν)
+ ‖u‖Lp(Rn,ν)
∫
|z|<ε
Wt(z) dz
 dt
t1+s
→ 0
as ε → 0+. We next show ‖I − Iε‖Lp(Rn,ν) → 0 as ε → 0+ as well to conclude the proof.
Indeed,
‖I − Iε‖Lp(Rn,ν) =
∥∥∥∥∥ 1Γ(−s)
∫ 1
0
(∫
|y|<ε
Wt(y) (u(x− y)− u(x)) dy
)
dt
t1+s
∥∥∥∥∥
Lp(Rn,ν)
By Taylor’s Remainder Theorem and (1.14),∣∣∣∣ ∫|y|<εWt(y) (u(x− y)− u(x)) dy
∣∣∣∣
≤
∫
|y|<ε
Wt(y)|y|2
(∫ 1
0
(1− r) ∣∣D2u(x− ry)∣∣ dr) dy
≤ Ct
∫
|y|<ε
W2t(y)
(∫ 1
0
(1− r) ∣∣D2u(x− ry)∣∣ dr) dy
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= Ct
∫ 1
0
(1− r)
(∫
|y|<ε
W2t(y)
∣∣D2u(x− ry)∣∣ dy) dr
= Ct
∫ 1
0
(1− r)
(∫
|y|<rε
W2tr2(y)
∣∣D2u(x− y)∣∣ dy) dr.
In particular, since D2u ∈ Lp(Rn, ν), by Theorem 4.5,
(5.7)
∣∣∣∣ ∫|y|<εWt(y) (u(x− y)− u(x)) dy
∣∣∣∣→ 0 as ε→ 0+
a.e. in Rn. We continue estimating by∣∣∣∣ ∫|y|<εWt(y) (u(x− y)− u(x)) dy
∣∣∣∣
≤ Ct
∫ 1
0
(1− r)
(∫
Rn
W2tr2(y)
∣∣D2u(x− y)∣∣ dy) dr
≤ CtM(D2u)(x)
∫ 1
0
(1− r) dr = CtM(D2u)(x).
Whence, for 1 < p <∞, we have
|I − Iε| ≤ CM(D2u)(x)
∫ 1
0
t
dt
t1+s
≤ CM(D2u)(x) ∈ Lp(Rn, ν)
where C > 0 is independent of ε. Thus, by the Dominated Convergence Theorem and (5.7),
limε→0+ ‖I − Iε‖Lp(Rn,ν) = 0. When p = 1, by following the computations above and by
Theorem 4.5, we get
‖I−Iε‖L1(Rn,ν)
≤ C
∫
Rn
∫ 1
0
t
∫ 1
0
(1− r)
(∫
|y|<ε
W2tr2(x− y)
∣∣D2u(y)∣∣ dy) dr dt
t1+s
ν(x) dx
= C
∫ 1
0
∫ 1
0
(1− r)
∫
|y|<ε
∣∣D2u(y)∣∣ (∫
Rn
W2tr2(x− y)ν(x) dx
)
dy dr
dt
ts
≤ C
∫ 1
0
∫ 1
0
(1− r)
(∫
|y|<ε
∣∣D2u(y)∣∣Mν(y)dy) dr dt
ts
≤ C
∫ 1
0
∫ 1
0
(1− r)
(∫
|y|<ε
∣∣D2u(y)∣∣ ν(y)dy) dr dt
ts
= C
∫
|y|<ε
∣∣D2u(y)∣∣ ν(y) dy → 0 as ε→ 0+.
Step 5. The principal value in (1.8) converges almost everywhere in Rn to (−∆)su.
It follows from Theorem 4.6 and the properties of M that the operator T ∗ defined by
T ∗u(t) = sup
ε>0
|Tεu(x)| for u ∈W 2,p(Rn, ν),
where Tε is defined as in (5.6), satisfies the estimates
‖T ∗u‖Lp(Rn,ν) ≤ C ‖u‖W 2,p(Rn,ν) for any u ∈W 2,p(Rn, ν), 1 < p <∞
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and
ν
({x ∈ Rn : |T ∗u(x)| > λ}) ≤ C
λ
‖u‖W 2,1(Rn,ν) for any u ∈W 2,1(Rn, ν), λ > 0
where C > 0 is independent of u. In particular, T ∗ is bounded from W 2,p(Rn, ν) into weak-
Lp(Rn, ν), for any 1 ≤ p < ∞. With these estimates, as in Step 5 of the proof of Theorem
1.1(a), we find that the set
E =
{
u ∈W 2,p(Rn, ν) : lim
ε→0+
Tεu(x) = (−∆)su(x) a.e.
}
is closed in W 2,p(Rn, ν). Since C∞c (Rn) ⊂ E, by density, we obtain E = W 2,p(Rn, ν).
Step 6. The limit as s→ 1− in (1.10) holds in Lp(R, ν).
Fix ε > 0. By Theorem 4.5, there exists δ > 0 such that∥∥et∆∆u−∆u∥∥
Lp(Rn,ν) < ε when |t| < δ.
We write
(−∆)su(x) = 1
Γ(−s)
∫ δ
0
(
et∆u(x)− u(x)) dt
t1+s
+
1
Γ(−s)
∫ ∞
δ
(
et∆u(x)− u(x)) dt
t1+s
= Iδ + IIδ.
Looking at the second term, by Theorem 4.5,
‖IIδ‖Lp(Rn,ν) ≤
1
|Γ(−s)|
∫ ∞
δ
(∥∥et∆u∥∥
Lp(Rn,ν) + ‖u‖Lp(Rn,ν)
) dt
t1+s
≤
C ‖u‖Lp(Rn,ν)
|Γ(−s)|
∫ ∞
δ
t−1−s dt = C ‖u‖Lp(Rn,ν) δ−s
(1− s)
|Γ(2− s)| → 0
as s→ 1−. Next,
‖Iδ−(−∆)u‖Lp(Rn,ν)
=
∥∥∥∥ 1Γ(−s)
∫ δ
0
∫ t
0
∂re
r∆u(x)dr
dt
t1+s
+ ∆u(x)
∥∥∥∥
Lp(Rn,ν)
=
∥∥∥∥ 1Γ(−s)
∫ δ
0
∫ t
0
er∆∆u(x)dr
dt
t1+s
+ ∆u(x)
∥∥∥∥
Lp(Rn,ν)
=
∥∥∥∥ 1Γ(−s)
∫ δ
0
∫ t
0
(
er∆∆u(x)−∆u(x)) dr dt
t1+s
+
(
(−s) δ1−s
Γ(2− s) + 1
)
∆u(x)
∥∥∥∥
Lp(Rn,ν)
≤ 1|Γ(−s)|
∫ δ
0
∫ t
0
∥∥er∆∆u−∆u∥∥
Lp(Rn,ν) dr
dt
t1+s
+
∣∣∣∣(−s) δ1−sΓ(2− s) + 1
∣∣∣∣ ‖∆u‖Lp(Rn,ν)
≤ ε δ1−s s|Γ(2− s)| +
∣∣∣∣(−s) δ1−sΓ(2− s) + 1
∣∣∣∣ ‖∆u‖Lp(Rn,ν) → ε as s→ 1−.
Since ε > 0 was arbitrary, (1.10) follows in Lp(Rn, ν).
Step 7. The limits as s→ 1− in (1.10) and as s→ 0+ in (1.11) hold a.e. in Rn.
This is proved as in Step 5, by noticing that sup0<s<1 |(−∆)su(x)| can be bounded by
means of Theorem 4.6 and that lims→1−(−∆)su(x) = −∆u(x) and lims→0+(−∆)su(x) = u(x)
for all x ∈ Rn, for any u ∈ C∞c (Rn).
Step 8. The limit as s→ 0+ in (1.11) holds in Lp(Rn, ν).
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By Theorem 4.6, for any 0 < s < 1,
|(−∆)su(x)− u(x)|p ν(x) ≤ (Cn(M(D2u)(x) +Mu(x)) + |u(x)|)p ν(x)
≤ Cn,p
(
(M(D2u)(x))p + (Mu(x))p
)
ν(x).
Therefore, by Step 7 and the Dominated Convergence Theorem, (1.11) holds in Lp(Rn, ν).
This completes the proof of Theorem 1.2, part (a). 
5.2. Proof of Theorem 1.2(b). Suppose (−∆)su → v in Lp(Rn, ν) as s → 1−. Let ϕ ∈
C∞c (Rn) and observe that∫
Rn
vϕ dx = lim
s→1−
∫
Rn
(−∆)suϕdx
= lim
s→1−
∫
Rn
u(−∆)sϕdx
=
∫
Rn
u(−∆)ϕdx = (−∆u)(ϕ).
In the first line we used that, by Proposition 4.4 and the fact that ϕ ∈ C∞c (Rn),∣∣∣∣ ∫
Rn
v(x)ϕ(x) dx−
∫
Rn
(−∆)su(x)ϕ(x) dx
∣∣∣∣ ≤ ∫
Rn
|v(x)− (−∆)su(x)| Cϕ
1 + |x|n dx
≤ Cϕ,n,p,ν ‖v − (−∆)su‖Lp(Rn,ν) → 0
as s→ 1−, while in the second to last identity we used the Dominated Convergence Theorem,
the fact that (−∆)sϕ ∈ Ss, and Proposition 4.4 in the case of L0.
Therefore, v = −∆u a.e. in Rn. Since v ∈ Lp(Rn, ν), we get that ∆u ∈ Lp(Rn, ν). Now
we apply the weighted Caldero´n–Zygmund estimates (see [8]). Hence, if 1 < p < ∞, then
u ∈W 2,p(Rn, ν) and, as a consequence of part (a), (1.10) holds. On the other hand, if p = 1,
then D2u ∈ weak-L1(Rn, ν). 
5.3. Proof of Theorem 1.2(c). Suppose (−∆)su → v in Lp(Rn, ν) as s → 0+, and let
ϕ ∈ C∞c (Rn). Using the exact same arguments as in part (b), we find that∫
Rn
vϕ dx = lim
s→0+
∫
Rn
(−∆)suϕdx
= lim
s→0+
∫
Rn
u(−∆)sϕdx =
∫
Rn
uϕdx.
Therefore, u = v = lims→0+(−∆)su a.e. in Rn and the result follows. 
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