We incorporate the idea of reduced rank envelope [7] to elliptical multivariate linear regres-4 sion to improve the efficiency of estimation. The reduced rank envelope model takes advantage 5 of both reduced rank regression and envelope model, and is an efficient estimation technique in 6 multivariate linear regression. However, it uses the normal log-likelihood as its objective func-7 tion, and is most effective when the normality assumption holds. The proposed methodology 8 considers elliptically contoured distributions and it incorporates this distribution structure into 9 the modeling. Consequently, it is more flexible and its estimator outperforms the estimator de-10 rived for the normal case. When the specific distribution is unknown, we present an estimator 11 that performs well as long as the elliptically contoured assumption holds. 12 The multivariate linear regression model studies the conditional distribution of a stochastic re-15 sponse vector Y ∈ R r as a linear function of the predictor X ∈ R p . It can be formulated as
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as the basis to consider robustness in multivariate linear regression, as in [14] , [21] , [29] , [36] , 3.1 The data matrix is elliptically contoured distributed 139 A case that is commonly studied in the literature is that the data matrix follows a matrix ellip- operator that stacks the columns of a matrix into a vector. 144 Let X = (X T 1 , . . . , X T n ) T ∈ R n×p and Y = (Y T 1 , . . . , Y T n ) T ∈ R n×r be data matrices such that 145 Y | X follows a matrix elliptically contoured distribution EC n,r (M, η ⊗ Σ, g) with M = 1 n µ T Y + 146 (X − 1 n µ T X )β T , where 1 n denotes an n dimensional vector of 1's. Under this assumption, by using 147 Theorem 2.8 from [24] , we have Y i | X ∼ Y i | X i ∼ EC r (µ Y + β(X i − µ X ), η ii Σ, g). This allows 148 the errors to be modeled with a heteroscedastic structure. More properties of the matrix elliptically 149 contoured distribution are discussed in [24] . Examples of this distribution include matrix variate symmetric Kotz Type distribution, Pearson Type II distribution, Pearson Type VII distribution, 151 symmetric Bessel distribution, symmetric Logistic distribution, symmetric stable law, etc. Among 152 these distributions, the most common one is the normal with non-constant variance [16] . 153 As an example of the matrix elliptically contoured distribution, we consider that Y | X follows 154 a matrix normal distribution N n×r (M, η ⊗ Σ) with M = 1 n µ T Y + (I n − 1 n 1 n 1 T n )Xβ T and η being a 155 diagonal matrix. The diagonal elements of η are denoted by η ii and η ii > 0 for i = 1, . . . , n. Then
where ∼ N (0, η ii Σ). Therefore Y i | X i follows a normal distribution with mean µ Y +β(X i −µ X ) then its density function is
where g(·) ≥ 0 and Φ is a (p + r) × (p + r) positive definite matrix. Following [5] , if we partition
then X and Y are marginally elliptically contoured distributed where X follows EC p (µ X , Σ X , g) 167 and Y follows EC r (µ Y , Σ Y , g) (Theorem 2.8 from [24] ). The conditional distribution of Y | X is 168 also elliptically contoured
where µ Y |X = µ Y + Φ 21 Φ −1 11 (X − µ X ), Φ 22.1 = Φ 22 − Φ 21 Φ −1 11 Φ T 21 and g Y |X (t) = g(t + 170 m(X))/g(m(X)) with m(X) = (X − µ X ) T Φ −1 11 (X − µ X ). Note that µ Y |X is linear in X and 171 Φ 22.1 is a constant.
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Now we use multivariate t-distribution as an example. Suppose that Z ∈ R k follows a multi-173 variate t-distribution t k (µ, Σ, ν), where ν denotes the degrees of freedom. The density function of 174 Z is given by
Suppose that (X T , Y T ) T ∼ t p+r (µ T X , µ T Y ) T , Φ, ν with Φ following the structure in (7) . Then Let vech denote the vector half operator that stacks the lower triangle of a matrix to a vector.
Then under the standard model (2), the parameter vector is h = vec T (β), vech T (Σ) T . We did not consider µ X or µ Y because the estimators are asymptotically independent to the estimators of β and Σ. We use ψ to denote the parameter vector of the reduced rank regression (4), δ for the envelope model (5) and φ for the reduced rank envelope model (6). Then
We use N (v) to denote the number of parameters in a parameter vector v. Then N (h) = pr + Assume that Y | X follows an elliptically contoured distribution EC r (0, Σ, g Y |X ) with density given by (3). Let (X i , Y i ) be n independent samples of (X, Y ), i = 1, . . . , n, and let m i =
The log-likelihood function is given by
where we denote g Y |X as g from now on. Taking the derivative of the log-likelihood function with respect to β and Σ and setting to zero, we have
where W i = −2g (m i )/g(m i ). If Y | X followed a normal distribution, the log-likelihood function 220 would be
Taking the derivative of l 2 with respect to β and Σ and setting to zero, we have
If the weights W i are positive and they were known, we could transform the data to (
and solve for β and Σ as if the data follow the normal distribution. With this idea in mind, we 223 propose the following iterative re-weighted least squares (IRLS) algorithm when W i ≥ 0. The 1. Get the initial values for β and Σ 226 2. Repeat the following until convergence 227 (a) Compute W i = −2g (m i )/g(m i ) with β and Σ being the current estimator 
Notice that the term ∂h/∂φ T is the same for both likelihoods, and h is a function of β and Σ. We 235 can estimate the reduced rank envelope estimator using the preceding algorithm except that 2(b) 236 is changed to "With the data ( We now give the weights for some commonly used elliptically contoured distribution.
. . , m with weights p 1 , . . . , p m . From the discussions in Section 3.3, the weights are given
following the structure in (7). Based on the discussion in Section 3.2, Y | X follows the t-
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Notice that all these weights are positive. For illustration purpose, the constants η ii 's in normal 261 with non-constant variance and k i 's in normal mixture distribution are fixed and known in the 262 calculation of the weights. If they are unknown, or more generally if g is unknown, Section 4.4 263 presents an algorithm to estimate the weights. The IRLS algorithm in Section 4.2 requires the knowledge of g, which may not be available in 266 practice. In this section we propose an algorithm for the case when g is unknown.
267 Suppose that the model has the structure in (2), then we have var(
). Notice that c X can be different across the observations. We use c X i to denote c X for the 270 ith observation. If c X i is known, then we can transform the data to (c −1/2
the parameters as if the data follows the normal distribution. If c X i is unknown, we estimate it by In this section, we present the asymptotic distribution for the MLEs of β: the standard estimator 289 β std , the reduced rank regression estimator β RR , the envelope model estimator β E and reduced rank 290 envelope estimator β RE .
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Without loss of generality, we assume that µ X = 0 and the predictors are centered in the 
fixed when the limits are finite. 298 We further assume that Σ X is positive definite and M > 0. For the rest of the section we ask g such 299 that the above quantities are finites and that the maximum likelihood estimator for model (2) 
Detailed calculations are included in the Online Supplement. When follows a normal distribution, 306 we have N X = M = 1/4 and J h has the same form as in the literature (e.g.
[8]).
307
Proposition 1 gives the asymptotic variance of the MLEs of β under the standard model (2), 308 the reduced rank regression (4), the envelope model (5) and the reduced rank envelope model (6).
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Suppose that θ is an estimator of θ. We write avar(
311
Proposition 1 Suppose that model (2) holds, i.e. the error vector follows the elliptically con-312 toured distribution EC r (0, Σ, g). Suppose that the MLE of β under the standard model (2), 313 β std , exists and vec( β std ) is √ n consistent and asymptotically normally distributed with asymp-314 totic variance equal to the inverse of the Fisher information matrix J β . We further assume that 315 (X i , Y i ), i = 1, . . . , n are independent and identical copies of (X, Y ). Then √ nvec( β std − β) is 316 asymptotically normally distributed with mean zero and variance given by (8). If models (4), (5) or
are asymptotically normally distributed with mean zero and variance given by (9), (10) and (11) respectively. the reduced rank regression estimator is more efficient than or as efficient as the standard estimator 329 when the reduced rank regression model holds.
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Next we prove that the envelope estimator is asymptotically at least as efficient as the standard
To compare the reduced rank envelope estimator and the reduced rank regression estimator, notice
Therefore the reduced rank envelope estimator is more efficient than or as efficient as the reduced 336 rank regression estimator. Finally, comparing the envelope estimator and the reduced rank envelope estimator, we have
where P Ω −1/2 η denotes the projection matrix onto the space spanned by the columns of Ω −1/2 η. We For the reduce rank regression, we choose d using the same sequential test as in [7] . To test the
and Σ Y |X denotes the sample covariance matrix of the residuals from the OLS fit of Y on X. The 347 reference distribution is a chi-squared distribution with degrees of freedom (p − d 0 )(r − d 0 ). We 348 start with d 0 = 0, and increase d 0 if the null hypothesis is rejected. We choose the smallest d 0 that 349 is not rejected. For the envelope model, we can apply information criterion such as AIC or BIC to 350 select the dimension u. The information criterion requires the log likelihood function. We use the 351 actual log likelihood if g is known. If g is unknown, we substitute the normal log likelihood with approximate weights
where β and Σ are the envelope estimators obtained using the algorithm in Section 4.4 with u = u 0 ,
Envelope model
In this simulation, we investigate the estimation performance of our estimators in the context of 372 envelope model. We fixed p = 5, r = 20 and u = 4. The predictors were generated independently 373 from uniform (0, 5) distribution, (Γ, Γ 0 ) was obtained by orthogonalizing an r by r matrix of 374 independent uniform (0, 1) variates, and elements in ξ were independent standard normal variates.
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The errors were generated from the multivariate t-distribution with mean 0, degrees of freedom 5 Figure 1 . Sometimes it can be even a little more efficient than the envelope 394 estimator with exact weights since it is data adaptive, as indicated in the right panel. Figure 1 also 395 confirms the asymptotic distribution derived in Section 5, and the envelope estimator with exact 396 weights is √ n-consistent. We have computed the bootstrap standard deviation for each estimator, 397 and found that it is a good approximation to the actual estimation standard deviation. The results
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are not shown in the figure for better visibility. the dimension selection criteria discussed in Section 6. For the 200 replications, we computed 406 the fraction that a criterion selects the true dimension. The results are summarized in Table 1 .
407
When AIC or BIC are not selecting the true dimension, we find that they always overestimate 408 the dimension. This will cause a loss of some efficiency gains, but it does not introduce bias in used, BIC tends to overestimate the dimension of the envelope subspace, but we can still achieve Line − * − marks the envelope estimator with dimension selected by BIC using exact weights, line -marks the envelope estimator with dimension selected by BIC using approximate weights, line --marks the envelope estimator with known dimension and exact weights, and line · · · marks the OLS estimator.
We also investigate the performance of our estimators under normality. We repeated the sim-416 ulations with the same settings except that the errors were generated from a multivariate normal 417 distribution. The results are summarized in Figure 5 . From the plot, we notice that the estima-418 tion standard deviations and MSEs of the basic envelope estimator and the envelope estimators 419 with "exact" weights (i.e., the weights computed from t distribution) and approximate weights are 420 almost indistinguishable. In this example, using the weights derived from t distribution or approx-421 imate weights does not cause a notable loss of efficiency in the normal case. This may be because 422 that the approximate weights are computed from data, and therefore are data adaptive. For the 423 "exact" weights, although it depends on the error distribution, it also has a data-dependent part 424 (see Section 4.3). Therefore, these estimators do not lose much efficiency when the true distribu-425 tion is normal. The performance of the dimension selection criteria is similar to that in Table 1 , 426 except that the BIC with "exact" weights selects the true dimension less frequently and the BIC 427 with approximate weights selects the true dimension slightly more frequently. Figure 6 : Estimation standard deviation and bootstrap standard deviation for a randomly selected element in β. Left panel: Estimation standard deviation only. Right panel: Estimation standard deviation with bootstrap standard deviation imposed. Line -marks the reduced rank envelope estimator with exact weights, line − · − marks the reduced rank envelope estimator with approximate weights, line --marks the basic reduced rank envelope estimator and line · · · marks the OLS estimator. The lines with circles mark the bootstrap standard deviations for the corresponding estimator.
We investigated the bias and the MSE of the estimators. The results are summarized in Fig-458 ure 7. Comparing the scale of the estimation standard deviation and the bias, we notice that for all 459 estimators, the estimation standard deviation is the major component of MSE. Therefore the MSEs 460 follow a similar trend as the estimation standard deviation. From the absolute bias plot, we notice 461 that the OLS estimator and the basic reduced rank envelope estimator are more biased than the re-462 duced rank envelope estimators with true and approximate weights. Figures 6 and 7 together show 463 that we obtain a less biased and more efficiency estimator by considering the error distribution.
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Now we look into the performance of the sequential test, AIC and BIC discussed in Section 6 in 465 the selection of d and u. We used the same context as that generated Figures 6 and 7 Figure 6 .
the fraction that a criterion selects the true dimension (out of 200 replications). The significance 467 level for the sequential test was set at 0.01. The results are summarized in u in applications. We compared the estimators with known and selected dimension as we did in 474 Figure 4 of Section 7.1. The pattern is the same as in Figure 4 , the reduced rank envelope estimator 475 with dimension selected by BIC using approximate weights loses some efficiency compared to the 476 estimator with known dimension and exact weights, but it is still notably more efficient than the 477 estimator with the basic reduced rank envelope estimator.
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We repeated the simulation with the same setting as in Figure 6 , but the errors were gener- the reduced rank envelope model. 486 We first generated the data from the envelope model (5). We set p = 5, r = 5, u = 3 and 487 n = 25. The predictors were independent uniform (0, 4) random variates. The coefficients had 488 the structure β = Γξ, where elements in ξ were independent standard normal random variates 489 and (Γ, Γ 0 ) were obtained by orthogonalizing an r × r matrix of uniform (0, 1) variates. The 490 errors were generated from the multivariate t-distribution with mean 0, degrees of freedom 5 and 491 Σ = σ 2 ΓΓ T + σ 2 0 Γ 0 Γ T 0 , where σ = 0.9 and σ 0 = 2. We used 5-fold cross validation to evaluate 492 the prediction error, and the experiment was repeated for 50 random splits. The prediction error 493 was computed as (Y −Ŷ ) T (Y −Ŷ ), whereŶ was the predicted value based on the estimators 494 calculated form the training data. The average prediction error for 50 random splits were calculated 495 for the OLS estimator, basic envelope estimator, the envelope estimator with exact weights and the 496 envelope estimator with approximate weights. Results were summarized in Figure 8 . The average 497 prediction error for the OLS estimator is 8.34. We notice that the basic envelope estimator always 498 has a larger prediction error than the OLS estimator for all u and its prediction error at u = 3 499 is 8.46. This indicates that by misspecifying the error distribution, we can also have a worse 500 performance on prediction. The predictor error for the envelope estimator with exact weights 501 achieves its minimum 7.49 at the u = 3. Compared to the OLS estimator, the envelope estimator 502 with exact weights reduces the prediction error by 10.2%. The estimator with approximate weights 503 achieves its minimum prediction error 7.21 at u = 3, which is a 14.8% reduction compare with the 504 OLS estimator. In this example, the estimator with approximate weights gives a better prediction 505 than the estimator with exact weights. This might be explained by the fact that we have a small 506 sample size and the approximate weights are more adaptive to the data. Line -marks the envelope estimator with exact weights, line − · − marks the reduced rank envelope estimator with approximated weights, line --marks the basic reduced rank envelope estimator and line · · · marks the OLS estimator.
In the second numerical study, data were simulated from the reduced rank envelope model 508 (6). We set p = 5, r = 10, d = 2, u = 3 and n = 30. The predictors were independent 509 uniform (0, 1) random variates, and the errors were normal mixture random variates from two 510 normal populations N (0, 2Σ) and N (0, 0.1Σ) with probability 0.5 and 0.5. Here Σ has the structure 511 Σ = σ 2 ΓAA T Γ T + σ 2 0 Γ 0 Γ T 0 , where σ = 0.4, σ 0 = 0.1 and elements in A were standard normal 512 random variates. The regression coefficients β has the structure β = ΓηB, where elements in B 513 and η were independent standard normal random variates, and (Γ, Γ 0 ) was obtained by normalizing 514 an r × r matrix of independent uniform (0, 1) random variates. We computed the prediction errors 515 of the OLS estimator, basic reduced rank envelope estimator, the reduced rank envelope estimators 516 with true and approximate weights for u from d to r − 1. The prediction errors were calculated 517 based on 5-fold cross validation with 50 random splits of the data. The results are included in 518 Figure 9 . The prediction error of the OLS estimator is 1.35. The basic reduced rank envelope 519 estimator achieves its minimum prediction error 1.20 at u = 7, although the prediction errors 520 for u ≥ 3 are all quite close. Compared to the OLS estimator, the basic reduced rank envelope 521 estimator reduced the prediction error by 11.1%. The reduced rank envelope estimator with exact 522 weights achieves it minimum prediction error 1.14 at u = 6, which is a 15.6% reduction compared 523 to the OLS estimator. The reduced rank envelope estimator with approximate weights achieves 524 it minimum prediction error 1.11 at u = 5, which is a 17.8% reduction compared to the OLS 525 estimator. In this numerical study, although the basic envelope estimator shows better prediction 526 performance than the OLS estimator; by taking the error distribution into account, we can further 527 improve the prediction performance.
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From the simulation results, it seems that when the true g Y |X is unknown, it is best to use the Figure 9 : Prediction error versus u. Line -marks the envelope estimator with exact weights, line −·− marks the reduced rank envelope estimator with approximate weights, line --marks the basic reduced rank envelope estimator and line · · · marks the OLS estimator.
8 Examples
