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Abstract
Image style transfer is an underdetermined problem,
where a large number of solutions can explain the same
constraint (i.e., the content and style). Most current meth-
ods always produce visually identical outputs, which lack of
diversity. Recently, some methods have introduced an alter-
native diversity loss to train the feed-forward networks for
diverse outputs, but they still suffer from many issues. In this
paper, we propose a simple yet effective method for diversi-
fied style transfer. Our method can produce diverse outputs
for arbitrary styles by incorporating the whitening and col-
oring transforms (WCT) with a novel deep feature pertur-
bation (DFP) operation, which uses an orthogonal random
noise matrix to perturb the deep image features while keep-
ing the original style information unchanged. In addition,
our method is learning-free and could be easily integrated
into many existing WCT-based methods and empower them
to generate diverse results. Experimental results demon-
strate that our method can greatly increase the diversity
while maintaining the quality of stylization. And several
new user studies show that users could obtain more satis-
factory results through the diversified approaches based on
our method.
1. Introduction
The pioneering works of Gatys et al. have proved the
power of deep convolutional neural networks (DCNNs) in
style transfer [7] and texture synthesis [5], in which the style
of an image is represented by the correlations (i.e., Gram
matrix) between features extracted by a pre-trained DCNN.
Since then, significant efforts have been made to develop
this in many aspects including efficiency [26, 11, 15], qual-
ity [14, 28, 20, 9], generality [2, 4, 10, 18, 24], user con-
trol [1, 8] and photorealism [21, 19], etc. These methods are
mainly based on two generative ways: iterative optimiza-
tion [7] or trained feed-forward networks [26, 11]. How-
ever, for the former, since the optimization process often
converges to similar local optimum, the produced results
are usually identical in visual perception. For the latter,
once trained, the feed-forward networks would only pro-
duce fixed outputs for the fixed inputs. Therefore, for the
vast majority of existing style transfer methods, they are still
hard to produce diverse outcomes.
As a matter of fact, the Gram-based style transfer is an
underdetermined problem, as there could be innumerable
solutions that can explain the same Gram matrix. This re-
veals the ability of the Gram-based approaches to produce
diverse results. However, due to the limitations of the afore-
mentioned generative ways, it has long been a challenging
task and only attracted few effort in recent years. For in-
stance, Li et al. [17] introduced a diversity loss that penal-
ized the feature similarities of different samples in a mini-
batch. Ulyanov et al. [27] minimized the Kullback-Leibler
divergence between the generated distribution and a quasi-
uniform distribution on the Julesz ensemble [12, 31]. Their
methods could generate diverse texture samples or stylized
images to a certain extent, but the feed-forward networks
have to be trained for every style, which is not generalized
for arbitrary styles. Besides, since the quality of styliza-
tion depends heavily on the weight of the diversity loss,
the network is hard to train and the degree of diversity
is limited as well. Moreover, these techniques cannot be
simply integrated into recent arbitrary style transfer meth-
ods [18, 24, 19] as these methods transfer arbitrary styles in
a style-agnostic manner.
To address these limitations, we rethink the problem of
diversity and an important insight we will use is that the
generated images are directly related to their deep features,
and if we can obtain different image features with the same
Gram matrix, then the diverse results would be produced.
Obviously, the problem of diversity has now been trans-
formed into the problem of how to obtain the different im-
age features with the same Gram matrix. Fortunately, we
find that the work of Li et al. [18] can give us some inspi-
ration as it decomposes the Gram matrices and separates
the matching of them by several feature transforms, i.e., the
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whitening and coloring transforms (WCT).
Based on the above analyses, we propose a simple yet
effective method, i.e., deep feature perturbation (DFP), and
incorporate it into WCT [18], to achieve diversified arbi-
trary style transfer. Our diversity is achieved by using an
orthogonal noise matrix to perturb the image features ex-
tracted by a DCNN while keeping the original style infor-
mation unchanged. That is to say, although the perturbed
features may be different from each other, they all have the
same Gram matrix. For ease of understanding, we regard
Gram matrix as the style of an image, and define that dif-
ferent images with the same Gram matrix share the same
style-specific image space.
In this work, since our deep feature perturbation is based
on the framework of WCT [18], it can be easily incorpo-
rated into many WCT-based methods [24, 19] and empower
them to generate diverse results without any extra learning
process. Note that this learning-free process is fundamen-
tally different from the aforementioned diversity techniques
that require learning with pre-defined styles. Therefore, our
method is able to achieve diversified arbitrary style transfer.
The main contributions of this work are threefold:
We propose to use deep feature perturbation, i.e., per-
turbing the deep features by an orthogonal noise matrix
while keeping the original style information unchanged, to
achieve diversified arbitrary style transfer.
Our method can be easily incorporated into existing
WCT-based methods [18, 24, 19] which are used for differ-
ent style transfer tasks, e.g., artistic style transfer, semantic-
level style transfer and photo-realistic style transfer.
We demonstrate the effectiveness of our method from
both qualitative and quantitative aspects, and conduct sev-
eral new user studies to justify our superiority.
2. Related Work
Gram-based Methods. Gatys et al. [6, 5, 7] first pro-
posed an algorithm for arbitrary style transfer and texture
synthesis based on matching the correlations (i.e., Gram
matrix) between deep features extracted by a pre-trained
DCNN within an iterative optimization framework. But one
major drawback is the inefficiency. To address this, John-
son et al. [11] and Ulyanov et al. [26, 27] directly trained
feed-forward generative networks for fast style transfer. But
these methods need to retrain the network every time for
a new style, which is inflexible. For this limitation, some
methods [4, 29, 2, 17, 23] were proposed to incorporate
multiple styles into one single network, but they are still
limited in a fixed number of pre-defined styles. More re-
cently, Huang and Belongie [10] further allowed arbitrary
style transfer in one single feed-forward network.
WCT-based Methods. Recently, Li et al. [18] have pro-
posed to exploit a series of feature transforms to achieve fast
arbitrary style transfer in a style learning-free manner. Their
feed-forward network is only trained on the image recon-
struction task, and the transfer task is formulated as an im-
age reconstruction process, with the features of the content
image being whitened at intermediate layers with regard to
their style statistics (i.e., Gram matrix), and then colored to
exhibit the same statistical characteristics of the style im-
age. This method is essentially a Gram-based method, but
it splits the Gram matrices by matrix decomposition, and
separates the matching of them by whitening and coloring
transforms (WCT), thus providing an opportunity for our
deep feature perturbation. Furthermore, Sheng et al. [24]
combined it with style swap [3] for higher quality semantic-
level style transfer, and Li et al. [19] developed this to fast
photo-realistic style transfer. More recently, Li et al. [16]
derived the form of transformation matrix theoretically and
directly learned it with a feed-forward network. Except for
the last one, since the methods [18, 24, 19] are based on
the learning-free WCT process, our deep feature perturba-
tion can be easily integrated into them and empower them to
generate diverse results, which will be shown in Section 5.
Diversified Methods. Our method is closely related
to [17] and [27]. Li et al. [17] introduced a diversity loss
to allow the network to generate diverse outputs. It explic-
itly measures the variations in visual appearances between
the generated results under the same texture but different
input noise, and penalizes them in a mini-batch. Ulyanov
et al. [27] proposed a new formulation that allowed to
train generative networks which sampled the Julesz ensem-
ble [12, 31]. This could help generate images with high
visual fidelity as well as high diversity. Specifically, the di-
versity term of its learning objective is similar to that of Li
et al. [17], which quantifies the lack of diversity in the batch
by mutually comparing the generated images. Although
their methods could generate diverse outputs to a certain
extent, there are three main shortcomings. (1) Diversity is
not for arbitrary styles. The feed-forward networks have to
be trained for every style, which is inflexible. (2) Network
is hard to train. The weight of diversity term has to be fine-
tuned for different styles, and we cannot know the results
until the network training has completed. Once the value
of weight is too high, it will seriously affect the quality of
stylization. (3) Since the diversity is learned by penalizing
the variations in the batch and the weight of diversity term
could not be too high, the degree of diversity is limited.
Our method is based on WCT, and empowers it to gen-
erate diverse results. Unlike the previous diversified meth-
ods [17, 27], our diversity is suitable for arbitrary styles.
And since the transfer process of ours is learning-free, it is
much easier to find the trade-off between diversity and qual-
ity. Moreover, without any extra constraints, our method
can theoretically produce infinite number of satisfactory so-
lutions.
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Figure 1. Our diversified arbitrary style transfer pipeline. (a) We add an orthogonal noise matrix Z to perturb the whitening and coloring
transform. Like [18], the VGG and DecoderX are first trained for image reconstruction and then fixed for style transfer. C and S denote
the content image and style image, respectively. (b) Our perturbed whitening and coloring transform can be applied in every level of the
multi-level stylization framework of [18].
3. Style-Specific Image Space
Defining the style of an image is a quite tricky prob-
lem, and so far no unified conclusion has been reached.
Informally, a style can be regarded as a family of visual
attributes, such as color, brush strokes and line drawing,
etc. Recently, Gatys et al. [6, 5, 7] have proposed a new
style representation (Gram matrix) for artistic images. In
their works, the style of an image is represented by the cor-
relations between deep features extracted by a pre-trained
DCNN. Given an image ~x as input, the vectorized fea-
ture map extracted from a certain layer (we only take one
layer as an example) of the VGG model [25] is denoted as
F ∈ RC×HW , where H , W are the height and width of the
feature, and C is the number of channels. The style of the
image ~x can be represented as follows:
Gij =
∑
k
FikFjk = FF
T ∈ RC×C , (1)
where Fik and Fjk are the activations of the ith and jth
filter at position k, FT is the transpose matrix of F .
It is obvious that, for a definite Gram matrix G, there
could be a large number of feature maps corresponding to
it. Let Φ(~x) denote the vectorized feature of an image ~x in
layer Φ. The image is perceived as the style G if the Gram
matrix of its deep feature matches G. Formally, given the
loss function:
LG(~x) = ||Φ(~x)Φ(~x)T − G||, (2)
we define the images that satisfy the following constraint
belong to the same style-specific image space of G.
SG = {~x ∈ X : LG(~x) = 0}, (3)
where X is an image set. Images belonging to the same
style-specific image space S are perceptually equivalent.
In particular, sometimes we do not need their Gram ma-
trices to be exactly equal, and then we can get the relaxed
constraint,
SG = {~x ∈ X : LG(~x) ≤ }, (4)
in which the images are approximately equivalent in visual
perception.
In this work, our deep feature perturbation can eas-
ily achieve the first constraint (Eq. 3), while the methods
[17, 27] only satisfy the second constraint (Eq. 4). That is
to say, the Gram matrices of the diverse stylized results ob-
tained by our method can be completely equal.
4. Deep Feature Perturbation
Our deep feature perturbation (DFP) is based on the
work of Li et al. [18] and incorporated into its whiten-
ing and coloring transforms, which could help produce di-
verse stylized results. The pipeline of our method is shown
in Fig. 1, where the diversified style transfer is mainly
achieved by the perturbed whitening and coloring transform
(PWCT), which consists of two steps, i.e., whitening trans-
form and perturbed coloring transform.
Whitening Transform. Given a pair of content image
Ic and style image Is, we first extract their vectorized VGG
feature maps Fc = Φ(Ic) ∈ RC×HcWc and Fs = Φ(Is) ∈
RC×HsWs at a certain layer Φ (e.g., Relu 3 1), where Hc,
Wc (Hs, Ws) are the height and width of the content (style)
feature, and C is the number of channels. We first center
3
Table 1. Quantitative comparisons between single-level perturbation and multi-level perturbation in terms of run-time, tested on images of
size 512× 512 and a 6GB Nvidia 980Ti GPU.
Fig. 2 Li et al. [18] I5 I4 I3 I2 I1 I5+I4 I5+I1 I3+I2+I1 I5+I4+I3+I2+I1
Time/sec 3.01 3.53 3.51 3.04 3.03 3.02 4.14 3.54 3.05 4.15
Fig. 3 Li et al. [19] - I4 I3 I2 I1 I4+I3 I4+I1 I2+I1 I4+I3+I2+I1
Time/sec 0.29 - 0.32 0.31 0.30 0.29 0.33 0.32 0.30 0.34
Figure 2. Single-level perturbation vs. Multi-level perturbation.
Our DFP is integrated into method [18]. The top row shows results
obtained by only perturbing a single-level stylization in Fig. 1(b).
The bottom row shows results obtained by perturbing stylizations
in multiple levels.
Fc by subtracting its mean vector mc. Then the whiten-
ing transform (Eq. 5) is used to transform Fc to Fˆc, in
which the feature maps are uncorrelated from each other
(i.e., FˆcFˆc
T
= I).
Fˆc = EcD
− 12
c E
T
c Fc, (5)
whereDc andEc are obtained by the singular value decom-
position (SVD) of the Gram matrix FcFTc ∈ RC×C (Eq. 1),
i.e., FcFTc = EcDcE
T
c . Dc is the diagonal matrix of the
eigenvalues, and Ec is the corresponding orthogonal matrix
of eigenvectors.
Perturbed Coloring Transform. We first center Fs
by subtracting its mean vector ms. The coloring trans-
form used in [18] is essentially the inverse of the whitening
step, i.e., using Eq. (6) to transform Fˆc so that we can ob-
tain Fˆcs which satisfies the same Gram matrix of Fs (i.e.,
FˆcsFˆcs
T
= FsF
T
s ).
Fˆcs = EsD
1
2
s E
T
s Fˆc, (6)
where Ds and Es are obtained by the SVD of the Gram
matrix FsFTs ∈ RC×C , i.e., FsFTs = EsDsETs . Ds is
the diagonal matrix of the eigenvalues, and Es is the corre-
sponding orthogonal matrix of eigenvectors.
The goal of coloring transform is to make the Gram ma-
trix of Fˆcs the same as that of Fs. According to our analyses
in Section 3, the images reconstructed from them share the
same style-specific image space. In theory, Fˆcs should have
Figure 3. Another comparison of Single-level and Multi-level per-
turbation. Our DFP is integrated into method [19]. This method
only uses four-level stylizations. The top row shows results ob-
tained by only perturbing a single-level stylization. The bottom
row shows results obtained by perturbing stylizations in multiple
levels.
a large number of possibilities, but Eq. (6) only produces
one of them. In order to traverse these solutions as much as
possible, we propose to use deep feature perturbation.
The key idea of our deep feature perturbation is incorpo-
rating an orthogonal noise matrix into Eq. (6) to perturb the
feature Fˆcs while preserving its Gram matrix. Obviously,
there are three places to insert the noise matrix, i.e., between
D
1
2
s and ETs , between E
T
s and Fˆc, and on the right side of
Fˆc (since ETs Es = I and FˆcFˆc
T
= I). We eventually in-
sert the orthogonal noise matrix betweenD
1
2
s andETs as this
may consume the least computation and run-time (we will
discuss this in Section 5.2).
We first obtain a random noise matrix (e.g., Gaussian
noise matrix) according to the shape of D
1
2
s and ETs . As-
sume that the shape of D
1
2
s is (C−k)× (C−k), where k is
the number of small singular values (e.g., less than 10−5,
Li et al. [18] suggest removing these small singular val-
ues to obtain higher quality results), and the shape of ETs
is (C−k)×C, then the shape of random noise matrix N is
(C−k)×(C−k). To obtain orthogonal noise matrix, we ap-
ply the SVD to decompose N , i.e., N = EnDnV Tn , and di-
rectly use the orthogonal matrix Z = En ∈ R(C−k)×(C−k).
Finally, we insert Z between D
1
2
s and ETs of Eq. (6). Our
new perturbed coloring transform is formulated as follows:
ˆFcsn = EsD
1
2
s ZE
T
s Fˆc, (7)
4
Figure 4. Trade-off between diversity and quality by varying diver-
sity hyperparameter λ. These images are obtained by method [18]
(+ our DFP).
since ZZT = I , we can deduce as follows:
ˆFcsn ˆFcsn
T
= (EsD
1
2
s ZE
T
s Fˆc)(Fˆc
T
EsZ
TD
1
2
s E
T
s )
= EsD
1
2
s (ZETs FˆcFˆc
T
EsZ
T)D
1
2
s ETs
= EsDsE
T
s = FsF
T
s
In our later experiments, we find that only using our per-
turbed coloring transform may reduce the quality of styliza-
tion, so we introduce a diversity hyperparameter λ to pro-
vide user controls on the trade-off between diversity and
quality.
ˆFcsn = λ ˆFcsn + (1− λ)Fˆcs. (8)
Then, we re-center the ˆFcsn with the mean vector ms of
the style, i.e., ˆFcsn = ˆFcsn + ms. At last, we blend ˆFcsn
with the content feature Fc before feeding it to the decoder.
ˆFcsn = α ˆFcsn + (1− α)Fc, (9)
where the hyperparameter α serves as the weight for users
to control the stylization strength.
Multi-level Stylization. We follow the multi-level
coarse-to-fine stylization used in [18], but replace their
WCTs with our PWCTs, as shown in Fig. 1 (b). In fact,
we do not need to add noise to every level. We will discuss
this in Section 5.2.
Discussions. As a matter of fact, optimizing the diversity
loss of [17, 27] can be viewed as a sub-optimal approxima-
tion of our method, as analyzed in Section 3. But since
the loss is only optimized on small batches of a limited
dataset, the degree of diversity is restricted. By contrast, the
number of different orthogonal noise matrices can be infi-
nite, so there could be endless possibilities for the results of
our approach. Moreover, our method is learning-free and
can be effective for arbitrary styles, while the diversity loss
of [17, 27] needs to be optimized every time for every style.
5. Experimental Results
5.1. Implementation Details
We incorporate our deep feature perturbation into three
existing WCT-based methods which are used for differ-
ent style transfer tasks, i.e., [18] for artistic style transfer,
Figure 5. Trade-off between diversity and quality by varying diver-
sity hyperparameter λ. These images are obtained by method [24]
(+ our DFP).
Figure 6. Trade-off between diversity and quality by varying diver-
sity hyperparameter λ. These images are obtained by method [19]
(+ our DFP).
[24] for semantic-level style transfer and [19] for photo-
realistic style transfer. Except for replacing the WCTs with
our PWCTs, we do not modify anything else, such as pre-
trained models, pre-processing or post-processing opera-
tions, etc. If not specifically stated, in all experiments, the
stylization weight α of our diversified versions is consistent
with the original versions. We fine-tune the diversity hyper-
parameter λ to make our quality similar to previous works,
i.e., 0.6 for [18], 0.5 for [24] and 1 for [19]. We will discuss
these settings in the following sections.
5.2. Ablation Study
Single-level Perturbation versus Multi-level Pertur-
bation. We study the effects of single-level perturba-
tion and multi-level perturbation on two WCT-based meth-
ods [18, 19], since they both use the multi-level stylization
(while the method [24] only uses a single-level stylization).
To perturb only specific levels, we set the diversity hyperpa-
rameter λ to default values (i.e., 0.6 for [18] and 1 for [19])
for those selected levels, and zero value for others. As
shown in the top row of Fig. 2, when we perturb separately
from the deepest level (I5) to the shallowest level (I1), the
quality decreases accordingly. This phenomenon exists in
the top row of Fig. 3 as well. We analyze the reason may
be that the deeper level stylizes more low-frequency coarse
characteristics while the shallower level stylizes more high-
frequency fine characteristics, so adding noise into the shal-
lower levels will directly affect the pixel performance of the
final images. Perturbing at the deepest level can achieve
comparable stylization quality as the original methods (see
I5 in Fig. 2 and I4 in Fig. 3). On the other hand, multi-
level perturbation introduces noise into multiple levels, as
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Figure 7. Relations between diversity and stylization strength. Each column shows the results obtained by different α values (stylization
strength). The top row shows the results of the original method [18]. The middle row shows the results obtained by setting λ = 0.6 (our
default diversity setting for this method) for our diversified version of [18]. The bottom row shows the results obtained by setting λ = 1
for our diversified version of [18]. α = 0.6 is the default stylization setting of [18].
Figure 8. Orthogonal noise matrix vs. Random noise matrix. The
first column shows the input content (top) and style (bottom) im-
ages. The right three columns show the results obtained by using
the orthogonal noise matrix (top) and random noise matrix (bot-
tom) to perturb the methods [18, 24, 19], respectively.
shown in the bottom rows of Fig. 2 and Fig. 3. We can see
that introducing too much noise will reduce the quality of
stylization. We also compare the run-time in Table 1. Note
that for method [19], we only consider the stylization time.
Compared with the original methods (column 2), the incre-
mental run-time decreases when we perturb the shallower
levels. Nevertheless, the deepest-level perturbation only in-
creases a very small amount of time (in bold).
Trade-off between Diversity and Quality. In Eq. (8),
we introduce a diversity hyperparameter λ to provide user
controls on the trade-off between diversity and quality. Dif-
ferent methods may require different λ values. In this part,
we demonstrate the impact of different λ values on meth-
ods [18, 24, 19] which keep their default stylization settings.
For method [18] and [19], we only perturb the deepest level
as suggested in the former section. For method [24], we
perturb its bottleneck layer as it only uses a single-level
stylization. The results are shown in Fig. 4, 5 and 6. As
we can see, the degree of diversity rises with the increase
of λ values, but for method [18] and [24] (Fig. 4 and 5),
the quality is obviously reduced for large λ values. How-
ever, this problem does not arise in method [19] (Fig. 6), we
analyze the reason may be that the method [19] contains a
smoothing step to remove noticeable artifacts and this sup-
presses the emergence of diversity to some extent, which
will also be verified by the quantitative comparisons in later
Section 5.3. For trade-offs, we finally adopt 0.6, 0.5 and 1
for the default λ values of [18], [24] and [19], respectively.
Relations between Diversity and Stylization Strength.
The diversity is also related to the stylization strength. Take
method [18] as an example, Fig. 7 demonstrates the rela-
tions between these two aspects. Comparing the top two
rows, we can observe that for our default diversity setting
(λ = 0.6), it works well for those situations where the styl-
ization strength α ≤ 0.6, but destroys the content structure
for those with larger α values. We set a larger diversity
strength (λ = 1) in the bottom row, and we can observe
that it still works fine for those with low stylization strength
(e.g., α ≤ 0.4). That is to say, we can set a larger diversity
strength for a smaller stylization strength. In fact, our diver-
sity enhances the stylization effects to some extent, so the
content structure may be overwhelmed by the style patterns
when the value of λ is too high, as validated in the last two
columns. Therefore, we should fine-tune the λ value to be
smaller when these methods apply a larger α value.
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Figure 9. Qualitative comparisons of different methods. The first column (from top to bottom) shows inputs and original outputs of [18,
24, 19]. The other columns (from top to bottom) show diverse outputs of [17, 27] and [18, 24, 19] (+ our DFP).
Locations to Insert the Orthogonal Noise Matrix. In
Section 4, we have mentioned three places to insert the or-
thogonal noise matrix in Eq. (6), i.e., between D
1
2
s and ETs ,
betweenETs and Fˆc, and on the right side of Fˆc. We conduct
the same experiments for each of them and find that there is
no difference in qualitative comparisons. But in quantitative
comparisons, e.g., run-time and computation requirements,
they are obviously different. This is mainly due to the dif-
ferent computation of matrix multiplication caused by the
different size of noise matrix. As we analyzed earlier in
Section 4, when we insert the orthogonal noise matrix Z be-
tween D
1
2
s and ETs , the size of Z is only (C−k)× (C−k),
where C is the number of channels and k is the number of
small singular values in D
1
2
s . For the other two cases, since
the shapes of ETs and Fˆc are (C − k)× C and C ×HcWc,
respectively (where Hc, Wc are the height and width of the
content feature), the size of Z should be C × C if we in-
sert it between ETs and Fˆc, and HcWc ×HcWc if we insert
it on the right side of Fˆc. Generally, for the deepest level,
C − k < C < HcWc. So we eventually insert Z between
D
1
2
s and ETs since this may consume the least computation
and run-time.
Orthogonal Noise Matrix versus Random Noise Ma-
trix. To verify the importance and necessity of the orthog-
onal noise matrix in our deep feature perturbation, we com-
pare it with the original random noise matrix. The results
are shown in Fig. 8, as we can see, using original random
noise matrix produces low quality results (bottom row). The
results obtained by [18] and [24] are just like combinations
of texture and noise, which drown out the content informa-
tion (see column 2 and 3 in bottom row). Compared with
the former two, [19] can maintain the content information
as much as possible even with the original random noise
perturbation (see the last column in bottom row). This is be-
cause it consists of two steps, and the second step removes
noticeable artifacts to maintain the structure of the content
image. But as we can see, the quality is still significantly
reduced.
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Table 2. Quantitative comparisons of different methods. We
measure diversity using average Pixel distance and LPIPS dis-
tance [30].
Method
Pixel
Distance
LPIPS
Distance
Li et al. [17] 0.080 0.175
Ulyanov et al. [27] 0.077 0.163
Li et al. [18] 0.000 0.000
Sheng et al. [24] 0.000 0.000
Li et al. [19] 0.000 0.000
Li et al. [18] + our DFP 0.162 0.431
Sheng et al. [24] + our DFP 0.102 0.264
Li et al. [19] + our DFP 0.091 0.203
5.3. Comparisons
In this section, we incorporate our DFP into meth-
ods [18, 24, 19] and compare them with other diversified
style transfer methods [17, 27] from both qualitative and
quantitative aspects. For methods [17] and [27], we run the
author-released codes or pre-trained models with the default
configurations. For our methods, we use the default settings
as described in Section 5.1.
Qualitative Comparisons. We show qualitative com-
parison results in Fig. 9. We observe that [17] and [27] only
produce subtle diversity (e.g., slight changes in the faces),
which does not contain any meaningful variation. By con-
trast, for the methods with our DFP, the results show a dis-
tinct diversity (e.g., the faces, the hairs, the backgrounds,
and even the eyes). Compared with the original outputs, the
results obtained by incorporating our DFP are almost with-
out quality degradation. More results can be found in our
supplementary material.
Quantitative Comparisons. We compute the average
distance of sample pairs in pixel space and deep feature
space to measure the diversity, respectively. For each
method, we use 6 content images and 6 style images to get
36 different combinations, and for each combination, we
obtain 20 outputs. There are totally 6840 pairs (each pair
has the same content and style) of outputs generated by each
method, we compute the average distance between them.
In pixel space, we directly compute the average pixel dis-
tance in RGB channels, which can be formulated as follows:
Diff =
||P1 − P2||1
W ×H × 255× 3 , (10)
where P1 and P2 denote the image pair to compute the dis-
tance. W and H are their width and height (they should
have the same resolution).
In deep feature space, we use the LPIPS (Learned Per-
ceptual Image Patch Similarity) metric proposed by Zhang
Figure 10. User study results.
et al. [30]. It computes distance in AlexNet [13] feature
space (conv1 5, pre-trained on Imagenet [22]), with linear
weights to better match human perceptual judgments.
As shown in Table 2, [17] and [27] produce low diversity
scores in both Pixel and LPIPS distance. Without our modi-
fication, the original methods [18, 24, 19] could not produce
diverse results. By incorporating our DFP, these methods
can obtain much higher diversity scores. Note that since the
method [24] (+ our DFP) is still subject to certain semantic
constraints when transferring styles, and method [19] (+ our
DFP) contains a smoothing step to remove detailed effects,
their diversity scores are lower than those of method [18] (+
our DFP).
New User Study. Diverse outputs could provide users
with more choices according to their preference. To jus-
tify the superiority of our diversified methods, we conduct
several new user studies for the pairs of original meth-
ods [18, 24, 19] and our corresponding diversified meth-
ods, respectively. For each pair, we show participants 100
groups (each group contains one output of the original
method and one random output of our corresponding di-
versified method, note that these two outputs should have
the same content and style) and ask them to select their pre-
ferred one in each group. We finally collect totally 3000
votes from 30 subjects for each method pair and demon-
strate the preference results in Fig. 10. The studies show
that our diversified methods receive more votes than the
original methods, which means that our diversified methods
can help users obtain more satisfactory results.
6. Conclusion
In this work, we introduce deep feature perturbation into
the whitening and coloring transforms (WCT) to achieve
diversified arbitrary style transfer. By incorporating our
method, many existing WCT-based methods can be em-
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powered to produce diverse results. Experimental results
demonstrate that our approach can greatly increase the di-
versity while maintaining the quality of stylization. And
several new user studies show that users could obtain more
satisfactory results through the diversified methods based
on our approach.
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