The Prandtl model succinctly combines the 1D stationary boundary-layer dynamics and thermodynamics of simple anabatic and katabatic flows over uniformly inclined surfaces. It assumes a balance between the along-the-slope buoyancy component and adiabatic warming/cooling, and the turbulent mixing of momentum and heat. In this study, energetics of the Prandtl model is addressed in terms of the total energy (TE) concept. Furthermore, since the authors recently developed a weakly nonlinear version of the Prandtl model, the TE approach is also exercised on this extended model version, which includes an additional nonlinear term in the thermodynamic equation. Hence, interplay among diffusion, dissipation, and temperature-wind interaction of the mean slope flow is further explored. The TE of the nonlinear Prandtl model is assessed in an ensemble of solutions where the Prandtl number, the slope angle and the nonlinearity parameter are perturbed. It is shown that nonlinear effects have the lowest impact on variability in the ensemble of solutions of the weakly nonlinear Prandtl model when compared to the other two governing parameters. The general behavior of the nonlinear solution is similar to the linear solution, except that the maximum of the along-the-slope wind speed in the nonlinear solution reduces for larger slopes. Also, the dominance of PE near the sloped surface, and the elevated maximum of KE in the linear and nonlinear energetics of the extended Prandtl model are found in the PASTEX-94 measurements. The corresponding level where KE>PE most likely marks the bottom of the sublayer subject to shear-driven instabilities. Finally, possible limitations of the weakly nonlinear solutions of the extended Prandtl model are raised. In linear solutions, the local storage of TE term is zero, reflecting the stationarity of solutions by definition. However, in nonlinear solutions, the diffusion, dissipation and interaction terms (where the height of the maximum interaction is proportional to the height of the low-level jet by the factor ≈4/9) do not balance and the local storage of TE attains nonzero values. In order to examine the issue of non-stationarity, the inclusion of velocity-pressure covariance in the momentum equation is suggested for future development of the extended Prandtl model.
INTRODUCTION
Katabatic and anabatic winds are downslope and upslope flows that form when a density difference between the air near the slope and the nearby atmosphere develops at the same height. This type of flow is often observed in regions of complex orography and substantially affects the weather and climate in these regions (e.g., Poulos and Zhong, 2008) . The topic of katabatic and anabatic wind is being actively explored and the work on its understanding includes the application of numerical models (direct numerical simulations (DNS): (e.g., Shapiro and Fedorovich, 2008) ; large eddy simulations (LES): e.g., Skyllingstad, 2003; Smith and Porté-Agel, 2013 ); mesoscale models: (e.g., Smith and Skyllingstad, 2005; Zammett and Fowler, 2007) ; and analytical models (e.g., Prandtl, 1942; Defant, 1949; Grisogono and Oerlemans, 2001; Zardi and Serafin, 2014) . Continued interest in katabatic and anabatic winds stems from the important effects of this type of orographic flows on visibility and fog formation, air pollutant dispersion, agriculture and energy use, fire-fighting operations, sea-ice formation, etc. (e.g., Shapiro and Fedorovich, 2014 , and references therein). Katabatic winds develop in stably stratified planetary boundary layers (PBLs), adding an additional level of complexity to the problem of understanding and modeling this specific type of PBLs (e.g., Mahrt, 1998; Holtslag et al., 2013; Sandu et al., 2013; Mahrt, 2014; Sun et al., 2015) . In reality, a strong surface heat surplus may contribute to a high Rayleigh number and initiation of free convection over the horizontal plane (e.g., Princevac and Fernando, 2007) . This condition may limit the general applicability of the Prandtl model and its extensions to the case of anabatic flow for a large surface temperature surplus. However, Defant (1949) and Fedorovich and Shapiro (2009a,b) as well as several other authors, show clearly that the Prandtl model is applicable, at least qualitatively, to anabatic flow. Although the latter authors state that turbulent anabatic flows differ more, in a mean qualitative sense, from its Prandtl model version for katabatic flows, they still show and claim the overall applicability of the Prandtl model (at least qualitatively) to both flow types. In parallel to current theoretical and numerical modeling efforts, large observational campaigns and programs over complex orography should be of a high priority in order to better understand the nature of thermally driven slope flows (e.g., Poulos and Zhong, 2008; Fernando et al., 2015; Grachev et al., 2015) .
In the model of Prandtl (1942) , katabatic flow is the result of a balance between the along-slope buoyancy force and adiabatic warming/cooling, and normal-to-slope turbulent fluxes of momentum (i.e., friction) and heat (i.e., diffusion), respectively, in an otherwise motionless and statically stable background atmosphere. This paper starts with the classical theoretical model of slope flows developed by Prandtl (1942) , somewhat modified and verified by Defant (1949) , who deployed it specifically for anabatic flow (see also Zardi and Whiteman, 2013) , and an extended Prandtl model that includes weakly nonlinear effects as done in Grisogono et al. (2015) . It includes the standard concepts of potential, kinetic and total energy, now for katabatic and anabatic flows. In the energetics framework, wind speed and temperature perturbations are linked in one equation (i.e., the total energy equation) and the conservation and conversion properties of energy components are of special concern in various research problems (e.g., the effect of turbulent mixing may be parameterized in terms of kinetic energy). The energy approach applied here is motivated by the total turbulent energy concept developed by e.g., Mauritsen et al. (2007) , where kinetic energy is related to turbulent wind perturbations, while potential energy is related to turbulent potential temperature perturbations. In our case, we focus only on mean katabatic and anabatic flows that are present over sloped surfaces. The difference, when compared to Mauritsen et al. (2007) , is in our focus not being on the turbulent part of the flow but on the wind and temperature finite amplitude deviations from the background state coming from katabatic/anabatic flows. In this sense, our approach is similar to the energy framework of katabatic winds applied by Smith and Skyllingstad (2005) . While, Smith and Skyllingstad (2005) define kinetic energy in the same way as Mauritsen et al. (2007) , their potential energy is defined as a linear function of both temperature perturbations and the height above the slope. Although there are some differences in the literature concerning the definition of potential energy, it is typically a function of potential temperature perturbations. Potential temperature perturbations, under the assumptions of hydrostatic and adiabatic motion, include the effects of absolute temperature perturbations and changes in the distance from the surface (e.g., DeCaria, 2007). The total energy is then the sum of kinetic and potential contributions.
We limit ourselves only to the linear and weakly nonlinear solution of the (extended) Prandtl model. A detailed description of the extended Prandtl model is presented in Grisogono et al. (2015;  their Section 2). The new term that extends the original Prandtl model is presumably weak and regulated by the nonlinearity parameter ε. Our approach is relatively simple and general, and may be applied to solutions of Prandtl-type models that include 3D effects (e.g., Burkholder et al., 2009; Shapiro et al., 2012) , effects of the Coriolis force (e.g., Stiperski et al., 2007) , time-dependent types of solutions (e.g., Zardi and Serafin, 2014) , effects of vertically varying turbulent mixing coefficients (e.g., Grisogono and Oerlemans, 2001; Grisogono et al., 2015) , etc. To sum up, this study combines the work of Mauritsen et al. (2007) and Grisogono et al. (2015) , i.e., the energy concept and weak nonlinearity, respectively, to shed more light on the physics of simple slope flows.
This study is independent but based on the work of Grisogono et al. (2015) . There it was shown that with the weakly nonlinear Prandtl model one obtains solutions with stronger near-surface stratification and weaker katabatic wind speed (with both constant and variable eddy heat conductivity). However, although more realistic, the solutions of the weakly nonlinear model were not superior to the linear solutions when compared to limited observations. The nonlinearity affected low-level jet strength and elevation in katabatic, but also anabatic, flows. In anabatic flow, in contrast to katabatic flow, it enhanced the lowlevel jet. The consequences of the introduced nonlinearity on the model energetics will be explored in this paper.
The goal of this study is to evaluate an ensemble of linear and weakly nonlinear solutions of the (extended) Prandtl model for katabatic and anabatic flows, and to examine the model energetics related to these solutions. In order to explore the sensitivity of our results to several model assumptions, we present a set of solutions where three governing parameters are perturbed: (1) the turbulent Prandtl number Pr, (2) the slope angle α, and (3) the so-called nonlinearity parameter ε as defined in Grisogono et al. (2015) . We will present certain characteristics of the solutions of the Prandtl model, the vertical profiles of kinetic KE, potential PE and total energy TE, and the governing terms in the total energy TE equation.
The structure of the paper is as follows. In Section Methodology, we present the governing equations of our model and define the ensemble of solutions. In Section Results, the solutions of the (extended) Prandtl model are described, with a specific focus on the variability in the ensemble of solutions and impacts on the model energetics. Some specific differences between the nonlinear and linear solutions, as well as the limitations of our extended Prandtl model are discussed in Section Discussion. The paper is finalized in Section Summary and Conclusions, where the summary and outlook are presented.
METHODOLOGY
We first present the governing equations of the Prandtl model and develop a simple, basic energy framework where wind and potential temperature are linked with the concepts of kinetic, potential and total energy. The full description of the system would include the energy components of not only the mean slope flow, but of the background atmosphere and the turbulent part of the slope flow, and their interactions. We limit our analysis only to the part of the slope flow described by the Prandtl model, i.e., the mean slope flow with relatively large eddy diffusivity and conductivity; hence, the model may emulate a simple turbulent slope flow (Defant, 1949; Stiperski et al., 2007; Grisogono et al., 2015) .
Governing Equations
Potential temperature and wind can be decomposed into θ = θ r + θ + θ ′ and u = u r + u + u ′ , where θ r = θ 0 + γ z is the potential temperature of the background atmosphere having the vertical gradient γ (in true vertical coordinate Z), and θ 0 is the surface potential temperature in a statically stable background atmosphere (e.g., Zardi and Serafin, 2014) . The background atmosphere is motionless: u r = 0. Next, u ′ and θ ′ are turbulent perturbations of the wind speed and potential temperature of the slope flow, while u and θ represent the mean finite-amplitude wind speed and potential temperature (here, averaging is defined in the Reynolds sense).
The governing equations of the Prandtl model, including the weak nonlinearity extension (without invoking the steady-state assumption for the moment) are:
where g is acceleration due to gravity, K is the eddy heat conductivity, Pr is the turbulent Prandtl number (all assumed constant in this study), and z is the coordinate perpendicular to the constant slope surface with the slope angle α. Parameter ε controls the feedback of the flow-induced potential temperature gradient on to the corresponding background gradient, γ , because the former, below the low-level jet, can be 20-50 times stronger (in the absolute sense) than the latter (e.g., Grisogono and Oerlemans, 2001; Grisogono et al., 2015) . ε is an external parameter, roughly limited by the model input parameters, not by the model dynamics, and it pertains to the regular perturbation analysis used here [ (Bender and Orszag, 1978; Grisogono et al., 2015) ; see also Supplementary Materials 1 in this study]. After multiplying Equation (1) by u, multiplying Equation (2) by θ g/(θ 0 γ ) or θ a, and adding the resulting two equations, the energy equation of the extended Prandtl model is attained:
where the left side term is the local storage term of TE of the mean slope flow defined as the sum of kinetic KE = u 2 /2 and potential energy PE = aθ 2 /2 per unit mass (cf. Smith and Skyllingstad, 2005; Mauritsen et al., 2007) . The three terms on the right side are described as diffusion (DIF), dissipation (DIS), and interaction (INT) terms: DIF represents the diffusion of TE by the turbulent flow, DIS represents the dissipation of TE, and INT represents the interaction of the slope flow with the background atmosphere in the case of the weakly nonlinear model. Note that INT is equal to ε sin (α) u ∂PE ∂z , which can be interpreted as the slope-normal (i.e., nearly vertical) transport of potential energy. This term does not exist in the linear model.
Four types of steady-state solutions of Equations (1) and (2) are analyzed in Grisogono et al. (2015) . They include linear and weakly nonlinear solutions with turbulent mixing coefficients either constant or vertically varying. In this paper, a subset of these solutions is analyzed (from now on, the overbar is removed from potential temperature θ and wind speed u of katabatic/anabatic flow): (1) the linear solution with the constant turbulent diffusivity profile θ LIN and u LIN , and (2) the nonlinear solution with the constant turbulent diffusivity profile θ NOLIN and u NOLIN . Initial results concerning the vertical variability of K and its impact on energy distribution show sensitivity to the formulation of K(z) and strong non-stationarity even in the linear case; thus, a detailed analysis of this subset of solutions is left for future study. For simplicity, here we show only the classical solutions of the Prandtl model θ LIN and u LIN [for the nonlinear solutions please refer to Grisogono et al. (2015) ]:
Following, e.g., Grisogono et al. (2015) , C is the surface potential temperature deficit θ LIN (z = 0) = C < 0 for the katabatic flow (or the corresponding temperature surplus in anabatic flow
(σ can be interpreted as a characteristic inverse length scale), N 2 = γ g/θ o is background buoyancy frequency squared, and K is the average eddy heat conductivity [in our case K = const in Equations (1) and (2)]. The slope flow is assumed to be no-slip (i.e., u LIN (z = 0) = 0). In the case of linear and stationary flow, Equation (3) simplifies to:
(6) and one can easily check the equality by inserting Equations (4) and (5) into Equation (6). In the rest of the paper, we determine vertical derivatives using finite differences in the case of both linear and weakly nonlinear types of solution.
Ensemble of Solutions
We evaluate the sensitivity of our solutions to the slope angle α, the value of the Prandtl number Pr and the nonlinearity parameter ε. Based on Grisogono et al. (2015) , the basic values of these model parameters are α = −0.1 rad, Pr = 2 and ε = 0.005/0.03 (katabatic/anabatic flow) where the justification of these parameter choices is discussed in more detail by Grisogono et al. (2015) . The starting values of all three parameters are taken from Grisogono et al. (2015) , where linear and nonlinear solutions reproduced well the observations from the PASTEX-94 experiment (van den Broeke, 1997a,b; Oerlemans and Grisogono, 2002 ). An ensemble of solutions is generated by evaluating them for this basic set of parameters and also when they change in amplitude by ±25% (this adds up to 27 solutions in the case of nonlinear katabatic and anabatic flows, and 9 solutions in the case of linear katabatic and anabatic flows). This ensemble will be used to examine the sensitivity of our solutions to moderate variations in the basic model assumptions. Other model parameters follow those from Grisogono et al. (2015) : γ = 3 K/km, θ o = 273.2 K, C = −6 K (+6 K) in katabatic (anabatic) flow, and K = 0.06 m 2 /s (3.0 m 2 /s) in katabatic (anabatic) flow.
RESULTS

Katabatic Flow (a) Linear case
The vertical profiles of θ LIN and u LIN for katabatic flow are shown in Figure 1A . The potential temperature profile reveals a statically stable profile, with θ LIN increasing in the first 30 m above the slope. At the same time, u LIN starts from the no-slip condition at the sloped surface, attains a local maximum (i.e., a low-level jet is formed at the height h j ) and slows progressively upwards. The corresponding vertical profiles of kinetic KE, potential PE and total TE = KE + PE energy for the katabatic flow in the case of the linear solution are shown in Figure 1B . Near the surface, TE is dominated by PE and surface forcing (quantified through the surface temperature deficit C). There is a perfect balance between DIF and DIS in the energy budget, Figure 1C . The wind speed u LIN profile leads to a corresponding kinetic energy profile with its maximum in the first 15 m. We proceed next with the evaluation of the sensitivity of the ensemble of solutions for the katabatic flow described by the linear model.
The following three heights are of interest to us:
(1) The height of the low-level jet h j . This is the maximum of u(z) which occurs at h j = π/4 h P in the linear solutions, i.e., it increases with increasing Pr and decreases with an increasing slope (see also, Figure 1D ). At the same time, the maximum u LIN is insensitive to the slope angle and decreases with increasing Pr (this can be shown by inserting h j in Equation 5) as is confirmed in Figure S3 .1A (please note that lines are shifted by the amount ±0.5 from the reference slope angle for presentation purposes). (2) The depth of the stable (in the anabatic case, unstable) layer. At the top of the stable layer dθ /dz = 0, and this height equals 3 h P . It also increases with increasing Pr and decreases with an increasing slope in the linear solution ( Figure 1E ). (3) The level where KE starts to dominate over PE (TE is primarily governed by PE close to the surface, while KE becomes larger than PE somewhere above h j ). For the linear solutions of katabatic (and anabatic) flow, one can show (by setting the condition KE/PE = 1) that the height where KE starts to dominate equals h P cos −1 ([1/(1 + Pr)] 1/2 ); i.e., it also increases with increasing Pr and decreases with an increasing slope angle ( Figure 1F ). This level is directly linked, though in a nonlinear way, to the gradient Richardson number, which is significantly smaller than 1, and the consequent onset of dynamic flow instabilities (e.g., Grisogono 2003) . At the same time, the amplitude at which KE starts to dominate is insensitive to the choice of slope (Figure S3 .1E; lines are shifted by the amount ±0.5 from the reference slope angle for presentation purposes). This behavior of the KE is by definition directly linked to the behavior of u LIN . More details about this measure are presented in Supplementary Materials 2.
(b) Nonlinear case The deviation of the nonlinear from the linear solution for katabatic flow is presented in Figure 2 . The general characteristics of θ NOLIN and u NOLIN profiles are equivalent to θ LIN and u LIN , and their corresponding KE, PE, and TE profiles are also similar. The nonlinear solution has slightly lower wind speeds and higher potential temperature (i.e., lower potential temperature anomalies; Figure 2A ) and this leads to lower KE, PE, and TE ( Figure 2B) . However, the vertical profiles of DIS and DIF do not overlap as in linear cases and are slightly larger in the nonlinear case ( Figure 2C) . Also, in the nonlinear case, the interaction term INT is present. Its amplitude is much lower than the other two governing terms in the energy equation. More importantly, the TE storage term is nonzero and this will be discussed later, in Section Discussion.
We also examine the sensitivity of the nonlinear solution to the choices of Pr and α. Additionally, we examine the impact of the nonlinearity term ε, starting with ε = 0.005 and modifying this value by ±25%. Nonlinear effects have the lowest impact on variability in the ensemble of 27 solutions of the weakly nonlinear Prandtl model when compared to the other two governing parameters (Figures 2D-F) . The general behavior of the nonlinear solution is similar to that of the linear solution, except that the maximum u NOLIN (and the corresponding maximum KE) is moderately reduced for larger slopes (while the maximum u LIN is constant; cf. Figures S3.1A ,E vs. Figures  S3.1B,F) . This aspect of the low-level jet in the nonlinear solution is shared by LES simulations in e.g., Grisogono and Axelsen (2012) and will be explored in future studies. The increase in ε reduces all three heights (Figures 2D-F) and amplitudes of the maximum wind speed and KE ( Figures S3.1B,F) .
Anabatic Flow
In this subsection we present a general overview of anabatic flow solutions from the linear and weakly nonlinear Prandtl model. The main difference when compared to katabatic flow is the existence of the surface temperature surplus that induces the anabatic flow (now +6 K; cf. Defant, 1949) . This change in the surface boundary condition is related to the corresponding increase in eddy heat conductivity from K = 0.06 m 2 /s to K = 3.0 m 2 /s and the increase of the nonlinearity parameter from ε = 0.005 to ε = 0.03, as explained in Grisogono et al. (2015) : since max(ε)∼γ h P / |C|, then ε Anabatic /ε Katabatic ∼ (K Anabatic /K Katabatic ) 1/2 . With this choice of ε, perturbations to the linear solution are present, but the general structure of the solution does not change. Although anabatic upslope winds are generally deeper than typical katabatic flows, in our comparisons the same amplitude of potential temperature deviations at the surface is set so that the same potential energy of the slope flow PE is found at the surface. This is also reflected in the similar range of amplitudes of the analyzed measures in subsections Katabatic Flow and Anabatic Flow, but for anabatic flow the maximum values of the analyzed heights are typically an order of magnitude larger.
(a) Linear case The vertical profiles of the upslope wind u LIN , potential temperature deviations θ LIN , KE, PE, and TE, and, finally, the terms in the total energy equation related to diffusion DIF, dissipation DIS and local storage ∂TE/∂t of TE are shown in Figures 3A-C. All vertical profiles are equivalent to their katabatic counterpart in terms of the general structure (cf. Figure 1) . The sensitivity of the low-level jet height, the level where the change in the local static stability occurs, and the level where KE starts to dominate over PE are equivalent to those in the linear katabatic case (cf. Figures 1D-F vs. Figures 3D-F) .
(b) Nonlinear case The nonlinear solution of anabatic flow is described in this subsection. When compared to its katabatic counterpart, the vertical profiles of along-the-slope wind speed and potential temperature have the same general structure and this is also the case for kinetic, potential and total energy of the nonlinear vs. linear solution. However, all three energy components (KE, PE, and TE) are increased in the nonlinear anabatic solution, when compared to the linear solution ( Figure 4B ). This is a consequence of the increased wind speeds (in absolute terms) and increased potential temperature of anabatic flow ( Figure 4A) . As for the linear case of anabatic flow, the nonlinear anabatic flow is extended over a deeper layer, so both the low-level jet and inversion height are higher than in the corresponding katabatic flow. As discussed later, the increase in the basic ε up to ε = 0.03 is the reason for the substantial rise in the magnitude of the interaction INT and total energy TE local storage terms ∂TE/∂t ( Figure 4C) . In contrast to katabatic flow, the TE diffusion DIF now departs from the dissipation DIS toward lower values. Also, while in katabatic flow the small amplitude of INT and the imbalance between DIF and DIS makes ∂TE/∂t become nonzero, in anabatic flow it is the sign and amplitude of the interaction term INT that dominates the production of TE.
The sensitivity of the selected height measures to Pr and slope angle is the same as for the linear anabatic case (and also for both katabatic types of solutions; Figures 4D-F) . The main difference is found concerning the selection of ε. In contrast to the katabatic nonlinear case, in the anabatic nonlinear case the increase in ε leads to: (1) a rise in the low-level jet height and speed ( Figure 4D) , (2) a rise in the inversion height (in anabatic flow a transition occurs from statically unstable to stable conditions) that is not substantial for the selected range of control parameters (Figure 4E) , (3) low sensitivity of the height where KE dominates over PE to the nonlinearity parameter ε (which can be neglected for the purposes of this study; Figure 4F ).
Common to all previous solutions, while the maximum in KE is attained at levels of maximum along-the-slope wind speed, KE becomes larger than PE above this level of maximum KE (cf. Figure 4F vs. Figure 5D ). At the same time, the amplitude at which KE starts to dominate increases slightly as the slope increases ( Figure S3.1H) . The increase in ε also increases the amplitude of KE where it becomes larger than PE (in contrast to katabatic nonlinear flow), and this sensitivity to ε is comparable to the sensitivity to the slope angle α (Figure S3.1H) . In summary, KE dominates over PE above h p cos −1 [1/(1+Pr) 1/2 ] and this height is usually between h j and 2 h j . It is related to the corresponding gradient Richardson number, which compares the vertical gradients of PE vs. KE. When the Richardson number falls substantially below 1, dynamic instabilities might occur in the corresponding sublayer (see also Supplementary Materials 2).
Energetics: Katabatic and Anabatic Flows
The potential energy maximum (PEmax) and total energy maximum (TEmax) are found at the lowest level in linear and nonlinear solutions for both anabatic and katabatic flows (insensitive to the choice of α, Pr, and ε). Also, the amplitude of PEmax and TEmax equals 215.4 J/kg in all cases (Figures 1-4,  panel B) . The same amplitude of PEmax and TEmax in both katabatic and anabatic flows is a result of the same temperature anomaly at the surface (but with a different sign, i.e., ± 6 K in this study).
At the same time, the kinetic energy maximum (KEmax) is sensitive to choices in our parameter space and set of solutions ( Figure 5) . The height of KEmax (equivalent to the low-level jet height h j ) increases when Pr varies from Pr = 1.5 to Pr = 2.5, and it decreases when |α| is increased (Figures 5A-D) . In the case of katabatic flow, the height of KEmax is within a similar range for both the linear ( Figure 5A ) and nonlinear case (the solutions are only slightly sensitive to ε; Figure 5B ). In the case of anabatic flows, a similar structure of solutions is found, only over deeper layers than for katabatic flows ( Figure 5C ). While all solutions behave in a consistent way with respect to Pr and α, there is a contrasting response to the increase in ε in nonlinear solutions: as ε is increased, the height and amplitude of KEmax reduce in katabatic flow (Figures 5B,F) , while they rise in anabatic flow (Figures 5D,H) . The latter contrast occurs because the low-level jet height and amplitude, i.e., h j and u max , show a similar sensitivity to ε. Grisogono et al. (2015) showed that an ε increase leads to an h j and u max decrease in the nonlinear katabatic solution, and an h j and u max increase in the nonlinear anabatic solution.
The amplitude of KEmax in linear solutions (both katabatic and anabatic) is the only function of the Pr (it collapses to approximately the same values for different slopes and, more interestingly, the same structure is present for both katabatic and anabatic solutions; Figures 5E,G for presentation purposes the lines are shifted ±0.5 from the reference slope angle). However, in the nonlinear case, sensitivity to all three parameters is present: (1) the reduction of KEmax with increasing Pr, which is classical Prandtl model behavior, (2) the reduction of KEmax when increasing α and ε in katabatic flow (Figure 5F ), as explained just above, but (3) an increase in KEmax when increasing the nonlinearity in anabatic flow ( Figure 5H) . The sensitivity of KEmax to Pr and α is expected from the formulation of KEmax in the linear solution (Equation 5 ) and the similarity of the linear and nonlinear vertical profiles.
The diffusion maximum (DIFmax) and dissipation maximum (DISmax) are found at the surface level in linear and nonlinear solutions for both anabatic and katabatic flows (insensitive to the choice of α, Pr, and ε). This is the simple consequence of the more intense wind and temperature vertical changes near the slope surface. In contrast to PEmax and TEmax, and similar to KEmax, the amplitude of both DIFmax and DISmax is sensitive to the Prandtl number Pr, slope angle α and the nonlinearity parameter ε: DIFmax and DISmax (1) reduce when Pr increases, (2) increase when the slope increases, and (3) are only slightly sensitive to increasing ε. DIFmax and DISmax vary in a common range in the linear and nonlinear solutions for both anabatic and katabatic flows ( Figure S3.2) .
In the case of nonlinear solutions for anabatic and katabatic flow, the additional interaction term is present. Both the amplitude and height of the interaction term maximum INTmax are functions of all three parameters (see Figures 6A,B ∼28 m to ∼43 m. Also, INTmax varies from ∼1·10 −3 J/kg/s to ∼4·10 −3 J/kg/s in katabatic flow, while it is negative and varies from ∼ −0.22 J/kg/s to ∼ -0.04 J/kg/s in anabatic flow. Also, by examining the maximum of the triple product in INT (Equation 3), one can estimate the height where INTmax occurs: this is approximately 4/9 h j (this result can be derived by using the linear solutions to find numerically the local maximum of the triple product; a more precise estimation would include the use of the nonlinear solutions u NOLIN and θ NOLIN ). This means that INTmax, i.e., the maximum of the slope-normal transport of potential energy, occurs at about ½ h j , which is one of the new results of this study.
The last quantity examined in this subsection is the tendency of total energy ∂TE/∂t. In linear solutions for anabatic and katabatic flow, this quantity is zero, reflecting the stationarity of our solutions by definition. However, in nonlinear solutions, the diffusion, dissipation and interaction terms do not balance, so ∂TE/∂t can attain nonzero values. For nonlinear katabatic flow, and based on the specific selection of model parameters, maximum values of ∂TE/ ∂t range from ∼0.01 J/kg/s to ∼0.07 J/kg/s at heights reaching from ∼3 m to ∼5 m (Figures 6C,G) . The amplitude/height of maximum ∂TE/ ∂t in the katabatic solution decreases/increases with increasing Pr, increases/decreases with increasing α (because | INT | ∼|α|), and increases/decreases with increasing ε (Figures 6C,G) . For the nonlinear anabatic flow, maximum values of ∂TE/∂t range from ∼0.03 J/kg/s to ∼0.15 J/kg/s at heights ranging from ∼30 m to ∼45 m (Figures 6D,H) . The amplitude and height of maximum ∂TE/∂t in the anabatic solution behave in a similar manner as in their katabatic counterpart (Figures 6D,H) . The only difference is found for the case of the height of maximum ∂TE/∂t, where now an ε increase is linked with a ∂TE/∂t increase. Again, nonzero profiles of ∂TE/∂t, due to nonlinearity, imply that the stationarity of solutions is not satisfied, and depends on the joint effect of DIF, DIS, and INT terms.
DISCUSSION
In this section, we briefly discuss some of the results where references to LES studies and the issue of the non-stationarity present in our weakly nonlinear solutions are addressed.
The reduction of h j with an increasing slope is a wellknown feature of katabatic flows (in both LES results and the Prandtl model, see e.g., Grisogono and Axelsen, 2012) . Also, with increasing Pr, katabatic flow is characterized by an increase in the momentum mixing when compared to the heat mixing, pushing and spreading the low-level jet upwards. At the same time, the maximum u LIN is insensitive to the choice of slope angle but reduces for increasing Pr (Figure S3 .1A; cf. Grisogono and Axelsen, 2012) . However, in LES simulations (in contrast to the classical Prandtl model) the maximum u reduces with an increasing slope angle. This is also found in the nonlinear solution of our extended Prandtl model. Future studies may explore the behavior of the LES and nonlinear solutions in detail.
Conceptually, there are no crucial differences (besides the vertical extent) in KE, PE, and TE in anabatic and katabatic flows, since all energy measures are quadratic quantities and the same amplitude of the temperature deficit/surplus is set as a lower boundary condition. For both the anabatic and katabatic nonlinear solutions, variability due to perturbations in ε is lower than variability due to the Pr and α. The actual range of ε is discussed in detail in Grisogono et al. (2015; their subsection 2.3) . In short, the value of ε should not introduce first-order corrections that modify the general structure of the zero-order solutions, and this is also confirmed by our study in terms of TE, PE, and TE.
Another important difference between the linear and nonlinear katabatic (and anabatic) solutions is the nonzero ∂TE/∂t in the nonlinear case. In terms of the interaction between wind speed and potential temperature with the background atmosphere, the absolute value of the interaction term, i.e., |INT| decreases with increasing Pr. This indicates a weaker coupling between the turbulent mixing of momentum and heat, i.e., a decrease of the slope-normal transport of potential energy; hence, the covariance between wind speed and temperature in INT weakens (note that the latter term is made of a triplet product). At the same time, as |INT| decreases with increasing Pr, ∂TE/∂t also weakens with increasing Pr. The existence of nonzero ∂TE/∂t in the nonlinear solution indicates deviations from stationarity of the total energy in the system, and reflects a leakage of energy from the background atmosphere to slope flows. It may be expected that in a more realistic flow there would be interplay among the energy terms, yielding a quasiperiodic behavior and generation of waves (most jets are unstable to small perturbations). In a more realistic model, which would allow not only for time dependency but also for vertical velocitypressure covariance, the kind of imbalance that we found in this study would immediately generate wave-like perturbations (e.g., Stiperski et al., 2007; Zhong and Whiteman, 2008; Axelsen, 2010; Largeron et al., 2010; Sun et al., 2015) . Furthermore, this suggests that an extended and more comprehensive model than that presented in Grisogono et al. (2015) should allow for time dependency and/or velocity-pressure covariance. Also, slight to moderate imbalance among the energy terms in this nonlinear model may suggest that there is perhaps no real steady-state nonlinear slope flow; thus, excursions from pure steadiness could occur in nonlinear thermally driven flows. To add a point, Axelsen (2010; his Figures 3.5, 3.6) shows with an LES that pure katabatic flow is unsteady even under idealized conditions (constant slope, etc.). In his idealized simulation, internal and external gravity-wave modes are launched from the low-level katabatic jet. In short, the existence of non-stationarity in the nonlinear solution may reflect real non-stationarity in nonlinear models, LES simulations and observations, and/or limitations in the extended Prandtl model, where for the latter an inclusion of the additional nonlinear term in the momentum equation might close the energy budget. Again, this will require future study.
Lastly, the question is how the results of this study are comparable to the real atmosphere. While high-resolution observations over long gentle slopes and specific background atmospheric conditions are hard to acquire, we estimate KE, PE, and TE from the PASTEX-94 observations of glacier wind (van den Broeke, 1997a,b; Oerlemans and Grisogono, 2002;  Figure  S3. 3). These results should only be considered indicative, but they do show the dominance of PE near the sloped surface, and the elevated maximum of KE, followed by the level where KE starts to dominate over PE ( Figure S3 .3B): all in accordance with our analysis of linear and nonlinear energetics of the (extended) Prandtl model. Interestingly, for this observation case DIF and DIS do not balance either, so nonzero ∂TE/∂t is found ( Figure  S3 .3C). The latter result suggests the existence of either nonlinear effects or other important processes in the real atmosphere, which are not taken into account in our model. However, for stronger claims and conclusions, much larger observational datasets need to be analyzed and a more comprehensive evaluation must be performed.
SUMMARY AND CONCLUSIONS
In this study, we have evaluated the energetics of the linear and weakly nonlinear solutions of the (extended) Prandtl model from Grisogono et al. (2015) . From an ensemble of solutions where three controlling parameters were perturbed (i.e., the Prandtl number Pr, the slope angle α and the nonlinearity parameter ε), KE, PE, and TE profiles were estimated for both katabatic and anabatic flows. Also, the governing terms in the prognostic total energy equation were examined in four groups of solutions (linear/nonlinear, katabatic/anabatic).
The nonlinearity effect induced small to moderate variations in the total energy TE. These variations caused the nonstationarity of TE, which is in conflict with the initially assumed stationarity of along-the-slope wind speed and potential temperature. This suggests the need for joining nonlinear and time-dependent effects in katabatic/anabatic flow as a way of circumventing the limitations of the weakly nonlinear Prandtl model as developed by Grisogono et al. (2015) . At the same time, the maximum of the wind speed (and kinetic energy) in the nonlinear solution is found to be sensitive to the slope angle (this is not present in the linear solution), and is in this way comparable to LES simulations in e.g., Grisogono and Axelsen (2012) . Since the time-dependent solution to the linear Prandtl model is already quite complicated (e.g., Grisogono, 2003; Zardi and Serafin, 2014) , it seems unlikely that a corresponding weakly nonlinear time-dependent analytic solution to the problem could be found in an elegant form. Yet, there are indications that there might be no steady-state nonlinear solution to thermally driven slope flows (Axelsen, 2010) , which agrees with our findings.
We have limited our analysis to the energy terms and prognostic total energy equation of the mean slope flow only. It is shown that the strongest interaction between the θ -and uprofiles occurs at a height of around 4/9 h j , with h j = π/4 h p , i.e., about half the height of the low-level jet. Moreover, kinetic energy dominates over potential energy above h p cos −1 [1/(1 + Pr) 1/2 ], which is typically between h j and 2 h j . Thus, this is the sublayer where dynamic instabilities might occur. It is directly, although nonlinearly, related to the corresponding gradient Richardson number, which compares the differential change of potential energy vs. kinetic energy of the flow. This number falls significantly below 1 in that sublayer. However, the height where KE starts to dominate over PE is not the height of the maximum KE. The latter is trivially the same as the height of the low-level jet, and always below the height where KE>PE.
A more complete energy framework would include an estimation of the potential and kinetic energy contributions from the basic state, turbulence and possibly mesoscale components (e.g., waves) in the system. Since there is still no satisfactory approach that would include the effects of sub-grid slope flows in the form of parameterizations in mesoscale and large-scale weather and climate models, greater effort should be made in order to increase the applicability of these types of models in complex orography regions (e.g., Bornemann et al., 2010) .
Finally, the results of our simple small-ensemble exercise may be compared with observations (where care is needed to ensure high-resolution measurements in order to correctly estimate the first and second vertical derivatives in the total energy equation). A second approach to an independent evaluation of our analytical model includes the construction of the total energy budget from an ensemble of LES simulations (e.g., Grisogono and Axelsen, 2012) , where non-stationarity and energetics of katabatic and anabatic flows can be further explored.
