Abstract. We consider the following question of Kunen: Does Con(ZFC + ∃M a transitive inner model and a non-trivial elementary embedding j : M −→ V ) imply Con(ZFC + ∃ a measurable cardinal)? We use core model theory to investigate consequences of the existence of such a j : M → V . We prove, amongst other things, the existence of such an embedding implies that the core model K is a model of "there exists a proper class of almost Ramsey cardinals". Conversely, if On is Ramsey, then such a j, M are definable.
§1. Introduction. It is quite natural to study the properties of elementary embeddings j : V −→ M for M some inner model, since many such embeddings, if they exist, have first order formulations within ZFC . The question of reversing the arrow and looking at a non-trivial j : M −→ V in general does not readily admit of such formulations. So we study in this paper what might be considered the ZFC consequences of the second order statement that there are proper classes j, M such that . . . (This was the formulation of Kunen's question as it appears in [7] , but of course, if the reader does not like this conceit, then he or she may simply translate everything into properties of elementary submodels of some V |= ZFC , by replacing V by V for some inaccessible . Hence we could equally well be motivated by investigating the possible elementary substructures of some V of size .)
It is not hard to see that some sort of hypothesis beyond ZFC is needed to generate such situations. If there were a non-trivial j : M −→ V , then j ↾ L : L −→ e L is non-trivial and so O # must exist. Indeed, by considering critical points, one can see that such an embedding could not be definable by class terms, even from parameters, or there would be an infinite regress of ordinals! Obviously more can be extracted from this, and it is natural to ask how much. As the hypothesis is similar to a statement about On possessing Jónsson or Ramsey like properties, it is not surprising that it implies some kind of large cardinal property. Whatever the "core" of V is, denoting it by K, then j ↾ K M : K M −→ K V and we may ask what kind of K must there be for this to happen. Kunen's question M i,i+1 = id ↾ M |α i . Direct limits are taken as needed. A truncation occurs when α i < On ∩ M i . We truncate if need be in order to allow a filter to become a full measure over the subsets of its critical point in M |α i , and thus are able to take an ultrapower.
It is a fundamental fact that in any iteration only finitely many truncations can occur. The coiteration of two mice or "weasels" (= proper class mice) is performed by "iterating away points of least difference". This results in a terminating double iteration of length some ≤ On, with either M = N , M ∈ N , or N = M . We shall use the following well-known lemma:
Basic Coiteration Lemma If (M, N ) are premice, and they are coiterated to models (M , N ) with iterations E , E . It is thus a mouse with a final predicate for a measure "of order one", and generates embeddings, or a "sharp", of Jensen's model K.
. . ] be a first order structure. Then I is a good set of indiscernibles for A if for any ∈ I :
(ii) I \ is a set of indiscernibles for A , < . We take the following as our definition of Ramsey. It is well known to be equivalent to the usual one. Definition 1.2. κ is Ramsey if any first order structure with κ ⊆ |A | has a good set of indiscernibles of length κ.
ZFC measurable implies Ramsey, hence as 
On is the final model on the K M -side we should again have for all ≥ K |= "κ is Ramsey". Now let > be such that
(iii) cf( ) is greater than any κ j where κ j is the critical point of any measure used on the
Proof. As ∈ C, = κ and so K |= is inaccessible. Note by (iii) K M 0 ( ) = , and the claim follows. ⊣
e K, we may perform a standard copying of the iteration
Proof. This is immediate from 
Standard arguments using the fact that cf( ) > show that ∈ D is wellfounded, and D is isomorphic to some premouse M ⊇ K| .
(For wellfoundedness, suppose not and let n+1 , f n+1 ∈ D n , f n yield an infinite descending chain in the lift-up. Let A n = { x, y ∈ × | f n+1 (x) ∈ f n (y)} where is sufficiently large below so that dom(f n ) < for all n. Let < < be sufficiently large, so that for all n f n ∈ ran K , . Let (f n ) = f n . Then A n also equals B n = { x, y ∈ × | f n+1 (x) ∈ f n (y)} using the f n 's, all of which are in the model N ∩ K |( + ) K . (So we have pulled down into K witnesses to illfoundedness.) But now applying j to B n we get for all n, (
Then M , F is a premouse. ⊣
We note that F is determined by the iteration points κ i |i ∈ C ∩ , and so F is − complete. Another standard argument (for example, c.f., [5] Claim 10) shows that F is determined by (κ i )|i ∈ C ∩ . Hence Claim 4 F is − complete.
Lastly:
Proof. The usual proof that measurable ⇒ Ramsey, for any f ∈ M | , with M | , F ∩ M | amenable, proceeds by taking the given function f : [ ] < −→ , and building by induction on n a sequence X n ⊃ X n+1 of homogeneous sets so that f" [X n ] n has cardinality 1. One may do this over an amenable M | (which is a model of Σ 0 -comprehension), and get such a sequence 
+ there is a homogeneous set X for j(A ) ↾ of order type . (This is the set X = ∩ n X n constructed as indicated in the proof of (1) above. Each X n ∈ F and so contains a final segment of the (κ i )|i ∈ C ∩ , and thus has order type , guaranteeing the same for X .) But M + ∈ K, and hence ∀ < κ X ∩ ∈ (H ) e K . As (A ) ↾ is an elementary subalgebra of (A ), X ∩ are good indiscernibles for (A ). Hence for any < (2) K |= "(A ) has a good set of indiscernibles of order type ≥ " Hence by elementarity K thinks the same. As A ∈ K was arbitrary, K |= " is almost Ramsey" and again by elementarity of Proof. We use the machinery and notation of the last theorem. Again we assume the theorem false, and hence that there are only boundedly many measurable cardinals in K.
Claim 1 Unboundedly many regular cardinals fixed by j are inaccessible.
Proof. Note first that as, again, N iterates past K , for each regular cardinal > , there is C ⊆ with
and N |= " is measurable". So there is F = F , on the N sequence, with F a normal measure on in N , and with F the final segment filter determined by C . Hence is inaccessible in K. Now assume that only V -successor cardinals are fixed unboundedly in On by j. Then for any V -successor cardinal satisfying j( ) = we see that j( ) = where (n)+ = , the maximal limit cardinal below . By assumption is singular in M (if it were regular in M , it would be so in V , contradicting our assumption that no limit regular cardinals of V are fixed by j). 
K by the fact that N goes past K and by the Covering Lemma applied inside M .)
Hence we may repeat the proof of Theorem 1.4, using F = F as F (and for ) there, but because j ( ) = may argue following (2) of the last theorem above, that K |= "j(A ) = (A ) has a good set of indiscernibles I ⊆ of size ", and ultimately that K |= "∃ unboundedly many Ramsey cardinals". ⊣ Proof. As in the proof of the last theorem, it would suffice for a contradiction to show that K M is universal. But j( ) = so is singular in K by the Covering lemmas of [9] and [4] . So K M |= is singular. The result follows by Lemma 1.
Proof. We first note that the assumption implies that there is a stationary class S of cardinals with cf( ) = which are fixed points of j. Consider the comparison of K with K M with resulting coiteration
|i ≤ for some ≤ On, with indices i |i < . Let the critical points of the ultrapowers used be κ i |i < . Let α = crit(j). Clearly cf(α) > .
(1) On the K side of the coiteration, the very first index used, 0 , is less than α + = df α + K , and hence involves a truncation to a set mouse N 0 = K| 0 .
Proof. Suppose the first index used on the K side were 0 ≥ α
and by our assumption, and the Covering Lemma in M , cf(α
and if U is the derived measure from the embedding j
. K is wellfounded as α + = α + K , and U -complete. As we are below O ¶ , is an iteration map, 0, for an iteration by full measures E | ≤ . The first measure, E 0 , used in this iteration must have critical point α = crit(U ), and so E 0 = E K α + ; and it agrees with U on
We have as usual a cub class C and
However C ∩ S cannot form a stationary class of cardinals singular in K M , as then we should have K M universal -a contradiction as in the last theorem. Again the only other possibility is that it forms a class of measurables of K M . Let 2 < κ ∈ C ∩ S with κ greater than the last truncation point on the iteration on the K side. Let
′ is an initial segment of N κ , and the latter is sound above κ.
Proof. By (1) there is at least one truncation on the K-side, and from this the first clause follows: since from the last truncation point i 0 say, we have n Ni o ≤ κ i 0 for some n. For this n we have n Nκ < κ. As M calculates countable cofinalities correctly, by the Covering Lemma in M , cf(κ 
Proof. This is a somewhat standard argument (c.f., [3] §3.3.2) exploiting the fact that cf(κ ′ ) > to get a wellfounded fine-structural "pseudo-ultrapower". Instead of the coarse pseudo-ultrapower of Claim 3 of Theorem 1.4 we define
We then define D = D, I, e,Ė ,Ḟ and proceed to prove a Łos Theorem for Σ 0 formulae. The fact that cf(κ ′ ) > results in e being wellfounded, and then D is isomorphic to M for some premouse M . The canonical embedding :
That M is iterable, and so a mouse, is an amplification of the argument that it is wellfounded (see [3] §3.3.3). Using that κ
Proof. There is a Σ (n) 1 ( M ) subset of κ that codes M . As K κ is universal (being just a simple iterate of K), in their coiteration the first point of difference between M and K κ is not less than , so we see that this code is in K κ . As κ is obviously a cardinal of K κ we must have e
Proof.
is the standard parameter of M .) But as E e M = Ø, M is an iterate of P above . Let ≥ be least so that e
over both P and N there are Σ * definable subsets of κ coding wellorders of type . As = κ + (or is the height of the ordinals) in both models, neither model contains such a code. So a simple comparison argument shows that P and N coiterate without truncation to the same model. But then by soundness, in fact P = N . ⊣ Remark. With a little more work on parameters, one can show that in fact M is itself sound and an initial segment of K κ .
Let
Proof. κ is a cofinal map into | K κ || |. And
. By the initial (
Instead of arguing in terms of the Jónsson property, one can frame a hypothesis of the form "Suppose On is Ramsey ...." (or again reformulation in terms of some V κ where κ is a Ramsey cardinal etc.). In (ii) we mean that I has non-empty intersection with any closed and unbounded class C ⊂ On, definable (with parameters allowed) over V, ∈, I .
Notice that if κ is a Ramsey cardinal, then we have an I ⊆ κ so that in V κ , ∈ I , On is Ramsey in this sense. Of course, if On is Ramsey we have, definably over V, ∈, I , a satisfaction relation for V, ∈ , since α < ∈ I ⇒ V α ≺ V . Further, using AC , we may define skolem functions, and so skolem hulls for V α , ∈ , so that α < ∈ I ⇒ Hull V ( ) = Hull Vα ( ) for < α. A prototypical situation is again where κ is Ramsey in K and then all the above hold over K κ , ∈ I . Our original Theorem 1.10 had the hypothesis that M ⊆ M . Matt Foreman pointed out that this was impossible. We thank him for letting us include his proof here.
Theorem 2.4 (Foreman). If ∃j
Proof. Suppose for a contradiction that there exists such an M and j satisfying also the conclusion. Let α = crit(j). By the supposed closure on M it is easy to see that there are α < 0 . . . < n < . . . for n < with each n a singular cardinal of cofinality and j( n ) = n . Then n n< ∈ M (again by -closure). We show that there is a regular fixed point. Consider any ultrapower of n n< by a non-principal ultrafilter U ∈ M on . Notice that by -closure of M it makes no difference whether this ultrapower is considered as taken in M or V . Let κ be its cofinality.
(1) κ is a regular fixed point of j.
Proof. Note that κ is a supremum of fixed points of j. Also κ is definable in M from n n< and U . Hence j(κ) = κ. But cf(κ) = κ in M , and hence also in V .
⊣ We now construct in M an -Jónsson algebra on κ. Let S = { < κ | cf( ) = }. Split S into κ many disjoint stationary pieces of size κ: S = ∪ <κ X with = −→ X ∩ X = Ø; and X stationary in κ. For any n n< with n < n+1 for all n, define F ( n ) = df that 0 so that sup n ∈ X 0 . This defines
* is an -club in κ, (i.e. is unbounded and closed under sequences) and so
is an -Jónsson algebra in V . Now look at Y = j"κ. By the above there is n = j( n ) for n < with n ∈ M , andF ( n ) = α. This is absurd as it implies α = j(F ( n )) whereas α = crit(j) / ∈ ran(j). ⊣ §3. Some fine structure. 3.1. The Jensen Indiscernibles Lemma. We outline here a proof of the following lemma, due to Jensen, using the fine-structural hierarchy of [3] . The original lemma was proven using the older-style mice. It will establish (Cor. 3.3) not unsurprisingly, the downwards absoluteness of various Ramsey and Erdős properties between V and any universal weasel. We shall also use it to give variant proofs of Theorems 1.4 and 1.6. We assume throughout § 3.1 that O s does not exist (otherwise every cardinal is measurable in K and our results become trivially true).
Lemma 3.1. Let κ be a cardinal and suppose A ∈ K ∩ P (κ), and that there is I , an infinite good set of indiscernibles for A = L κ [E] , E, A , (where E = E K ) and that cf (otp(I )) > . Then there is I ′ ∈ K, I ′ ⊇ I a set of good indiscernibles for A .
Proof. Standard arguments show that each ∈ I is strongly inaccessible in K, and hence A ↾ = L [E] , E ↾ , A ∩ |= ZFC . Closely following the original proof of [2] , we set A n = Hull A ( + 1 ∪ ) where is any member of
Note n makes sense as A n is transitive, and n is definable in A n+1 , and (A n ≺ A n+1 ≺ A ). Hence:
′ by applying shift maps on indiscernibles, to terms in the language appropriate to A :
and, if we set U = ∪ n U n , then we conclude: (2) A , U is amenable. Set * = sup I , and
where ′ = ∪ n n ′ . As U * is generated by I and cf(otp(I )) ≥ 1 :
, U * is amenable, and, using (3), iterable. Further
Then recall that N is a quasi-premouse if it satisfied all conditions for premousehood except possibly the Initial Segment Condition. A quasimouse is an iterable quasipremouse.
(5) N = N is a quasimouse.
Proof. N |= * is the largest cardinal and iterability of N comes from the -completeness of U * If : N −→ P = df Ult(N, U * ) then by amenability * +P = On ∩ N = . For coherency notice that E P must be empty else
But then N actually is a mouse as its terminating coiteration with K (or more precisely, the -full weasel W built over K|κ = N |κ (c.f., [3] §3.2) shows). By definition of , Proof. The previous construction works perfectly well using the predicate E. Universality of K was used to argue that the N there constructed was in K. As 1 N ≤ * , and N | * = K| * here, we shall have here N ∈ K, and so this suffices. ⊣ Corollary 3.3. The following are downward absolute between V and any universal weasel W : "κ is Ramsey", "κ is almost Ramsey", "κ is -Erdős" where cf V ( ) ≥ 1 .
We now show how Theorem 1.4 can be derived using the indiscernibles lemma: in the notation of the proof of Theorem 1.4 we have a mouse N iterating past the final model K on the K M -side. Let > fulfill conditions (i) -(iv). Let I = {κ | < < } be the cub in set of iteration points used in the iteration of 
Continuing with the notation of Theorem 1.4,
As " ⊆ , by elementarity we have
As A was arbitrary we thus have K |= " is almost Ramsey". There are thus arbitrarily large for which this is true. By elementarity, the same is true in K M and, via j, hence in K.
To see that Theorem 1.6 is true, pick a sufficiently large regular cardinal > , satisfying (i)-(iv), and so that j( ) = . Now in the above analysis ( ) = and so in K we shall have a -sequence of good indiscernibles for K , E, A . Hence K |= " is Ramsey". By elementarity of 
Remark. We use here the notation that h M is the canonical Σ 1 -skolem function for such a J-model M , and we abbreviate by h(X ) the set h"(
Let ϕ i | i ∈ enumerate the Σ 1 -formulae of the language L {∈,=,Ȧ,Ḃ} with two free variables.
By using Gödel pairing and the remark above one can easily see that
We iterate this idea and define simultaneously by recursion on n < :
Definition 3.9. The n-th projectum n = n M , the set ∆ n = ∆ n M of possible parameter sequences, and the n-th reduct M n,p of M for p ∈ ∆ n , and
We then organise the possible parameter sequences as follows:
The sequences p ∈ P n M are those parameter sequences where additional components p(i) are "good" for defining new subsets of i+1 over the ith reduct with respect to the previous components p ↾ i, M i,p↾i . These always exist. Those p ∈ R n M perform a similar function, but in addition, the Σ 1 Skolem function of this i'th reduct, acting on i+1 ∪ {p(i)} recovers all of that reduct. These are clearly "very good" parameters, and will not exist in general. We do have the following facts:
Definition 3.12. If R n = P n then we say M is n-sound. M is sound if it is nsound for all n. It is sound above if (a)
Notions of "fine-structural" preserving maps (and ultimately ultrapowers) can be smoothly presented in terms of Jensen's Σ * hierarchy of formulae. This is a hierarchy of definability over a J -model, with a different order of stratification than the usual Levy hierarchy of formulae. Although the relations Σ * -definable over M are also the usual Σ -definable relations, the intermediate levels of Σ n -definability do not in general correspond to those within Σ * . More complex initially, the Σ * -hierarchy possesses nice properties the Levy hierarchy lacks: for example, over L, Jensen's Σ n -uniformization Theorem states that such relations may be Σ n -uniformized albeit in a parameter. When given the Σ * -analysis, Σ 
We may define Σ (n) k -preserving embeddings in a natural way: 
We give an account of the formation of a fine-structure preserving ultrapower. We shall develop this theory for ultrapowers by extenders that are weakly amenable with respect to the models concerned. This is more than one needs for the models in the previous sections, as these were all dealing with premice with measures of order 0. However, this greater generality now will enable us to quickly dispose of "pseudo-ultrapowers" in the next subsection. In any case it is still basically the account of such ultrapowers from [3] . Suppose that M = J A α , A, B is a J -model and E is an extender with critical point crit(E) = κ over M and E = E a | α ∈ [ ] < . We assume that E is weakly amenable with respect to M . This is defined as for any a ∈ [ ] < , for any X α | α < κ ∈ M , {α | X α ∈ E a } ∈ M . This is equivalent to saying that P (κ) ∩ M = P (κ) ∩ Ult(M , E) (where the latter is the usual "Σ 0 -ultrapower" of M using functions belonging to M ).
As is well known there is a Σ 0 and cofinal embedding :
In general this is as much definable preservation that one could hope for. The notion of Σ * -ultrapower involves using functions that lie outside of M but that are definable classes using formulae of the language L * . Let M and E be as above. In most situations we shall want M to be wellfounded (hence the definition), but sometimes it is convenient to ask only that the wellfounded core of M (which will be assumed transitive) contains . Just by the notation one has straightfrowardly that
We shall see that the existence of such a , and an M with : M −→ * E M satisfying the above, implies that such and M are unique. . Under the definition above, then, this will carry over to M , and define a unique function f ′ over M . We then may set (f) = f ′ . This will then imply that (1) M = { (f)(a) | f ∈ Γ, a ∈ [ ] < }. From this (using a Łos theorem for Σ (m+1) 0 -formulae) one then derives immediately the uniqueness mentioned above.
We define a suitable domain D with relations e, I,Ȧ, whose wellfoundedness of e as usual will give us a transitive ultrapower, and the existence of the map : M −→ * E M . Proof. By the definition of Γ, whenever f ∈ Γ and ran(f) ⊆ v ∈ H , then in fact f ∈ M . ⊣ We now prove The proof of the lemma is in two stages. The main difficulty is in showing that the maps are between the relevant reducts. What this amounts to is showing that the elements in the natural "strata" that one defines from the functions in Γ are actually those obtained by using the iterated definition of projectum over M . The Proof. The equivalences are exactly those of (9) , noting in this case that : P −→ Σ 1 M | , and so : P −→ Σ 0 M . ⊣ ButP is iterable above κ as before, so l embeds a supposedly non-iterable premouse above κ ′ into one that is iterable above l (κ ′ ) = κ! This is a contradiction. ⊣
