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ORTHOGONAL POLYNOMIALS ON CANTOR SETS OF ZERO LEBESGUE
MEASURE
G ¨OKALP ALPAN
ABSTRACT. In this survey article, we review some results and conjectures related to orthog-
onal polynomials on Cantor sets. The main purpose of this paper is to emphasize the role of
equilibrium measures in order to have a general theory of sufficiently good measures (mea-
sures that behave similarly to measures which are in the Szego˝ class and the isospectral torus
in the finite gap case) supported on totally disconnected subsets of R. We present some open
problems a number of which can be studied numerically.
1. INTRODUCTION
Throughout the article, by a measure µ we mean a unit Borel measure with an infinite
compact support on R. For such a measure µ , we can find (see e.g. [52]) a sequence of
polynomials {Pn(·; µ)}∞n=1 such that Pn(x; µ) = γnxn + . . . with γn > 0 and∫
Pn(x; µ)Pm(x; µ)dµ(x) = δmn.
We call Pn(·; µ) the n-th orthonormal polynomial for µ . If we assume that P−1(·; µ) := 0 and
P0(·; µ) := 1 then these polynomials satisfy a three term recurrence relation, that is there are
two bounded sequences (an)∞n=1 and (bn)∞n=1 such that for n ≥ 0 we have
(1.1) xPn(x; µ) = an+1Pn+1(x; µ)+bn+1Pn(x; µ)+anPn−1(x; µ).
Note that, an > 0 and bn ∈ R hold true for n ∈ N because of the imposed initial conditions.
We define the n-th monic orthogonal polynomial by pn(x; µ) := Pn(x; µ)/γn.
Conversely, if we are given two bounded sequences (an)∞n=1 and (bn)∞n=1 with an > 0 and
bn ∈ R for n ∈N then we can define a self-adjoint bounded operator J+ : l2(N)→ l2(N) (we
call these operators (one sided) Jacobi operators or Jacobi matrices) as follows where the
matrix is represented in the standard basis:
(1.2) J+ =


b1 a1 0 0 . . .
a1 b2 a2 0 . . .
0 a2 b3 a3 . . .
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.

 .
By Favard’s theorem, the scalar valued spectral measure of J+ for the vector (1,0,0, . . .)T
is the measure which produces (an)∞n=1 and (bn)∞n=1 in (1.1). Moreover this implies that the
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spectrum σ(J+) and the support of µ coincide. Because of this one-to-one correspondence
between Jacobi matrices and measures we often use J+(µ) and J+
(
(an,bn)∞n=1
)
in the article.
Let δn be the normalized counting measure on the zeros of the n-th monic orthogonal
polynomial for µ . If there is a measure ν such that δn → ν in weak star sense then ν is called
the density of states (DOS) measure for µ or for J+(µ).
Similarly, one can also define two sided Jacobi matrices. For two bounded sequences
(an)
∞
n=−∞ and (bn)∞n=−∞ with an ≥ 0 and bn ∈ R for n ∈ Z, the corresponding Jacobi matrix
is defined as follows:
J =


.
.
.
.
.
.
.
.
.
a−1 b0 a0
a0 b1 a1
a1 b2 a2
.
.
.
.
.
.
.
.
.


.
For the restriction J+ ((ak,bk))∞k=n+1 of J we use J+↾n . In order to denote J
+ ((an−k,bn−k+1))∞k=1
we use J−↾n . If n= 0 we skip the subscript. In order these restrictions to be well defined, ak 6= 0
or an−k 6= 0 should be valid respectively for k ∈ N. By the DOS measure for J we mean the
DOS measure for J+.
Theory of asymptotics of orthogonal polynomials are closely related to potential theory.
For a general treatment of logarithmic potential theory, see e.g. [43], [45]. Let us denote the
logarithmic capacity by Cap(·). A measure µ satisfying
(1.3) lim
n→∞‖pn(·; µ)‖
1/n
L2(µ) = Cap(supp(µ))
is called regular in the sense of Stahl-Totik where ‖ · ‖L2(µ) denotes the Hilbert norm in
L2(µ) and supp(µ) stands for the support of µ . In (1.3), ‖pn(·; µ)‖L2(µ) can be replaced
by a1 · · ·an since these two quantities are equal. Moreover, for a regular measure µ with a
non-polar compact support K, δn converges to the equilibrium measure of K as n → ∞, see
e.g. Theorem 1.7 in [46]. If a measure µ is regular then we use the notation µ ∈Reg. We say
that J+(µ) is regular if µ ∈ Reg. Equivalent characterizations of (1.3) and more on regular
measures can be found in [50] and [46].
There are some classes of measures for which the asymptotics stronger than (1.3) hold.
Let K =∪ni=1[αi,βi] (we call these sets finite gap sets) where each [αi,βi] is a non-degenerate
compact interval on R. The Szego˝ class of measures and the measures associated with the
isospectral torus on K are typical examples of such class of measures, see [7], [21], [22],
[54]. If we replace a finite gap set by a Parreau-Widom set the concepts of Szego˝ class and
isospectral torus on this set still make sense but the theory is more complicated and less
complete in this generality. We refer the reader to [19], [20], [42], [49], [53] for some results
about orthogonal polynomials and Jacobi matrices on Parreau-Widom sets.
If L⊂R is a zero Lebesgue measure Cantor set with positive capacity then we do not have
a general theory of measures which are analogues of Szego˝ class and isospectral torus on
L. There are still interesting results -both analytic and numerical- and conjectures regarding
what these two classes of objects may mean in this case.
Orthogonal polynomials on zero Lebesgue measure sets are our main focus here. We
review related results, conjectures and suggested definitions. We prove a couple of theorems
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on Parreau-Widom sets which also have some implications on zero measure case. We define
Szego˝ class and isospectral torus on more general sets and in our approach the concept of
equilibrium measure is central.
The plan of the paper is as follows. In Section 2 and Section 3 we discuss the results which
are valid on finite gap sets and Parreau-Widom sets concerning Szego˝ class and isospectral
torus. We also prove some new results in these sections, see Theorem 2.3, Theorem 2.5 and
Theorem 3.1. In Section 4, we propose definitions for Szego˝ class and isospectral torus which
are compatible with the definitions in finite gap sets and previously suggested definitions
for zero measure case. In Section 5, we review some conjectures and results concerning
orthogonal polynomials where the support of the prescribed measures are of zero Lebesgue
measure. In Section 6, we state several open problems related to these concepts.
For a non-polar compact subset K of R the Green function with a pole at infinity for C\K
is denoted by gK and the equilibrium measure is denoted by µK . We use the notation | · | for
the Lebesgue measure of a set L on R. In order to denote the essential spectrum we use σess.
Here, the essential spectrum is used for the set of all accumulation points of the spectrum.
2. ISOSPECTRAL TORUS
There are various ways to define the isospectral torus on a finite gap set K, see Section 3
in [23]. In order to discuss what this concept may mean on more general sets, we first give
background information on related concepts.
Let K be a non-polar compact subset of R which is regular with respect to the Dirichlet
problem. Then K is a Parreau-Widom set if ∑n gK(cn)< ∞ where {cn}n is the set of critical
points of gK . If K is a Parreau-Widom set, we call C \K a Parreau-Widom domain. We
remark that on a Parreau-Widom set K, the Lebesgue measure dx↾K restricted to K and
dµK are mutually absolutely continuous, see [49]. In particular this implies that |K| > 0.
Regularity of K with respect to the Dirichlet problem implies by Theorem 4.2.3 in [43] and
Theorem 5.5.13 in [47] that supp(µK) = K. Therefore,
(2.1) |(x−a,x+a)∩K|> 0
holds for all x ∈ K and a > 0.
As it was shown in [42], [49], [53] there are good and bad (these terms were used in [53]
in this fashion) Parreau-Widom sets. In this context, good and bad Parreau-Widom sets are
classified in terms Direct Cauchy theorem (DCT), see [20] and [55] for more on this issue.
We do not discuss what DCT means here since it is long and technical but we discuss recent
results which involve this concept.
For a given Jacobi operator J = J(an,bn)∞n=−∞ let us denote (an,bn)∞n=−∞ by cJ for sim-
plicity. We define the shift operator S by
S(cJ) = S((an,bn)∞n=−∞) = (an+1,bn+1)∞n=−∞
A bounded C-valued sequence (dn)∞n=−∞ is called almost periodic if {(dn+k)∞n=−∞ : k∈Z}
is precompact in l∞(Z). A Jacobi operator J is called almost periodic if
(2.2) {Sk(cJ) : k ∈ Z}
is precompact in l∞(Z)× l∞(Z) which is equipped with the metric
dl((an,bn)∞n=−∞,(a′n,b′n)∞n=−∞) = max
(
sup
n∈Z
|an−a′n|,sup
n∈Z
|bn−b′n|
)
.
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We denote the closure of the set given in (2.2) by ΩcJ and call it the hull of cJ . The
hull can be made into a compact abelian group, with the composition as the group operation.
Moreover, there is a unique invariant measure mΩcJ which is also ergodic on ΩcJ , see Section
5.3 in [51] for more details. This is equivalent to saying that the set of two sided Jacobi
operators corresponding to the elements of the hull is a family of uniquely ergodic elements
and actually from (1) of Theorem 2.1 below this family is strictly ergodic. See e.g. [12] for
more on ergodic Jacobi operators.
A one-sided Jacobi operator J+ is called almost periodic if it is the restriction of a two
sided almost periodic Jacobi operator J to N.
Another equivalent characterization of almost periodicity is the following, see Appendix
to Section 5.13 in [47]: For every ε > 0 there is an L ∈ N such that for every m ∈ Z there is
an r such that |m− r|< L implies that dl (Sm(cJ),Sr(cJ))< ε .
We list some properties of almost periodic sequences and Jacobi operators.
Theorem 2.1. (1) If J is almost periodic and cJ′ ∈ΩcJ then ΩcJ =ΩcJ′ . Hence {Sn(x)}n∈Z
is dense in ΩcJ for all x ∈ ΩcJ .
(2) Let (an)∞n=−∞ be a real-valued almost periodic sequence with liminfn→∞ an = c. Then
for every x = (xn)∞n=−∞ in the closure of {(an+k)∞n=−∞ : k ∈ Z} we have,
(2.3) inf
n∈Z
xn = liminf
n→∞ xn = liminfn→−∞ xn = c
(3) Let J be almost periodic and f : (a′n,b′n)∞n=−∞ → a′0 for (a′n,b′n)∞n=−∞ ∈ ΩcJ . If
(2.4) A(ΩcJ) :=
∫
log f ((a′n,b′n)∞n=−∞)dmΩcJ >−∞
then a′n > 0 for all n ∈ Z for mΩcJ almost every c′.(4) If J is almost periodic then there is a ν˜ such that for all cJ′ ∈ ΩcJ the DOS measure
for J′(a′n,b′n) is ν˜ provided that a′n > 0 for all n ∈ N. Moreover,
(2.5) σ(J′) = σess((J′)+) = supp(ν˜).
Proof. From the above discussion, (1) and (2) easily follow. Proof of (3) can be found in
Section 3 of [18]. In (4), σ(J′) = supp(ν˜) can be found in Section 2 in [28]. By Proposition
1.8 in [46] we have supp(ν˜) ⊂ σess((J′)+) in (4). But since σess((J′)+) ⊂ σ(J′) by Lemma
3.7 in [51] we have (2.5). 
For a given c = (an,bn)∞n=−∞ with an 6= 0 for n ≥ 0, let
(2.6) Mn(z) =
(
(z−bn)/an −an−1/an
1 0
)
,
and
M(n)(z) = Mn(z) · · ·M1(z),
for z ∈C+. If J is almost periodic and A(ΩcJ)>−∞ then there is a function γ˜ (see e.g. (3.6)
in [18]) such that
γ˜(z) = lim
n→∞
1
n
log‖M(n)(z)‖
for mΩcJ almost every cJ′ . In particular, limn→∞ log(a1 · · ·an)1/n = limn→∞(1/n)∑nk=1 logak =
A(ΩcJ) for mΩcJ almost every cJ′ . Moreover, we also have γ˜(z)=
∫
log |z− t|dν˜(t)−A(ΩcJ)>
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0. In addition,
γ(x) := lim
y→0+
γ˜(x+ iy)
exists for all x ∈ R, see Section 2 in [29]. Let γ := γ˜ on C+. Then the function γ which is
defined on C∪R is called the Lyapunov exponent. See e.g. Section 7 of [46] and [32] for
more on these concepts.
The next result concerning regular measures will be used when we discuss Jacobi matrices
on Julia sets. We have Cap(supp(µ)) = Cap(esssupp(µ)), see Section 1 of [47]. Thus, for
an almost periodic J, we have Cap(σ(J)) = Cap(σ(J+)) by part (4) of Theorem 2.1. If η is
regular and Cap(supp(η))> 0, then the DOS measure for η is µ(supp(η)), see [47].
Proposition 2.2. Let J(an,bn)∞n=−∞ be almost periodic and Cap(σ(J))> 0. Moreover, let J+
be regular. Then A(ΩcJ)>−∞ and γ = gσ(J) on C+. As a corollary γ = 0 quasi-everywhere
on σ(J). Besides, for mΩcJ almost every J′, (J′)+ is regular in the sense of Stahl-Totik.
Proof. We have limn→∞(a1 · · ·an)1/n = Cap(σ(J)) by regularity and almost periodicity of
J+. Let Jε = J(an+ε,bn)∞n=−∞ for ε > 0. Then Jε is also almost periodic and liminfn→∞(an+
ε) > 0. This implies that A(ΩcJε ) > −∞. Therefore, limsupε→0+ A(ΩcJε ) ≤ A(ΩcJ) by
Section 5 in [29]. Since liminfn→∞(an + ε) > 0, by Theorem 7.1 (f) in [46], expA(ΩcJε ) =
limn→∞((a1+ ε) · · ·(an + ε))1/n holds. Thus,
(2.7) expA(ΩcJ ) ≥ Cap(σ(J))> 0.
Moreover, by part (4) of Theorem 2.1, we have ν˜ = µσ(J).
Now, consider the constant function
h(z) := γ(z)−gσ(J)(z) =−A(ΩcJ)+ logCap(σ(J))
on C+. Since gσ(J′) can be as close to 0 as we wish and γ > 0, h should be non-negative on
C+. This gives
(2.8) expA(ΩcJ ) ≤ Cap(σ(J)).
By (2.7) and (2.8), h(z) = 0 and γ = gσ(J) on C+. Since limy→0+ gσ(J)(x+ iy) = 0 quasi-
everywhere on σ(J) (see e.g. p. 53-54 in [45]) we have γ = 0 quasi-everywhere on σ(J).
By (2.7) and (2.8), A(ΩcJ) = logCap(σ(J)). Thus limn→∞(a1 · · ·an)1/n = Cap(σ(J)) for
mΩcJ almost every cJ′ . This proves the last statement. 
Due to Kotani’s theory, γ = 0 on the spectrum has some consequences. For this, we need
to discuss another concept. If we are given J, then J is called reflectionless on A ⊂ R if
lim
ε→0+
〈δn,(J− z− iε)−1δn〉= 0
for almost everywhere z ∈ A and for all n ∈ Z.
If J(an,bn)∞n=−∞ is almost periodic, A(ΩcJ) > −∞ and γ = 0 on σ(J) quasi-everywhere
then for µΩcJ almost every cJ′ , J
′ is reflectionless on σ(J), see [33], [6]. Moreover if |σ(J)|>
0 then being reflectionless implies the existence of a non-trivial absolutely continuous part.
In this case, we have in fn∈Zan > 0 by the following argument: Let us assume that in fn∈Zan =
0. Then by part (2) of Theorem 2.1, liminfn→∞ a′n = liminfn→−∞ a′n = 0 for almost every
cJ′(a′n,b′n)∞n=−∞ in ΩcJ . This implies by [24] that, (J′)+ and (J′)− does not have an absolutely
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continuous spectrum for almost every cJ′(a′n,b′n)∞n=−∞ in ΩcJ . Since σac(J
′) = σac((J′)+)∪
σac((J′)−) holds true (see e.g. Lemma 3.11 in [51]) for almost every cJ′(a′n,b′n)∞n=−∞ , J′ has no
absolutely continuous part which contradicts with being reflectionless. Now let us sketch the
proof of a result which is a generalization of Proposition 4.1 (we skip one of the equivalent
statements) in [34]. The proof is almost identical.
Theorem 2.3. Let K be a Parreau-Widom set such that DCT holds on C \K and J be a
Jacobi operator with σ(J) = K. Then the following conditions are equivalent.
(i) J is reflectionless on K.
(ii) J is almost periodic and J+ and J− are regular.
Two sided Jacobi operators satifying these conditions are called the isospectral torus of K
which we denote by IT(K).
Proof. (i) =⇒ (ii) Almost periodicity of reflectionless operators in this case is a result of
Sodin and Yuditskii [49], see also Section 1 in [20]. Regularity of J+ and J− can be found
in Corollary 2.1 in [20].
(ii) =⇒ (i) By Proposition 2.2, we have γ = 0 almost everywhere on K. Then the proof
is the same with the proof of (2) =⇒ (1) in Proposition 4.1 of [34]. We note that Remling’s
Theorem (Theorem 1.1 in [20] and see also Theorem 1.4 in [44]) is applicable on Parreau-
Widom sets since (2.1) holds. 
There are Parreau-Widom sets such that the equivalence in Theorem 2.3 does not hold.
The following remarkable result was proven by Volberg and Yudistkii, see Theorem 1.7 and
Theorem 1.8 in [53].
Theorem 2.4. Let K = [b0,a0] \∪ j≥1(e j, f j) be a Parreau-Widom set such that DCT does
not hold on C\K. Suppose that the following conditions hold:
(i) Every reflectionless operator J on K with σ(J) = K has purely absolutely continuous
spectrum.
(ii) The frequencies {µK([b0,b j])} j≥1 are rationally independent.
Then none of the reflectionless Jacobi operators on K whose spectrum is K are almost peri-
odic.
Examples of Parreau-Widom sets satisfying the hypothesis of Theorem 2.4 can be found
in Section 1.3 of [53]. The following result is an immediate corollary of Theorem 2.4.
Theorem 2.5. Let K be a Parreau-Widom set satisfying all assumptions of Theorem 2.4.
Then there is no J with σ(J) = K such that it is almost periodic and J+ is regular.
Proof. Assume to the contrary that such a J exists. Then γ(z) = 0 almost everywhere (quasi-
everywhere implies almost everywhere) on K by Proposition 2.2. Then by Kotani’s theory,
this implies that for µΩcJ almost every cJ′ , J
′ is reflectionless on σ(J). By part (4) of Theorem
2.1, σ(J) = σ(J′) holds for each J′ associated with an element in ΩcJ . This is impossible
by Theorem 2.4 since all Jacobi operators associated with an element in ΩcJ are almost
periodic. 
Comparing how different Jacobi operators may behave depending on DCT, the sets that
satisfy the assumptions in Theorem 2.4 can be considered as the representative of the bad
sets in terms of spectral theory of orthogonal polynomials.
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3. SZEGO˝ CLASS
A measure µ can be written as
dµ(x) = f (x)dx+dµs(x)
by Lebesgue’s decomposition theorem where f is the absolutely continuous part and dµs
denotes the singular part with respect to the Lebesgue measure. If Cap(supp(µ)) > 0, then
‖pn(·; µ)‖L2(µ)/Cap(supp(µ))n is well defined and we denote this ratio by Wn(µ).
Following [20], let us define the Szego˝ class of measures on a given Parreau-Widom set
K. By esssupp(·) we denote the set of accumulation points of the support. A measure µ is
in the Szego˝ class of K if
(i) esssupp(µ) = K.
(ii) ∫K log f (x)dµK(x)>−∞.
(iii) the isolated points {xn} of supp(µ) satisfy ∑k gK(xn)< ∞.
By Theorem 2 in [19] and its proof, (ii) can be replaced by one of the following conditions
on the recurrence coefficients associated with µ so that the definition includes the same
family of measures:
(ii′) limsupn→∞Wn(µ) > 0.
(ii′′) liminfn→∞Wn(µ) > 0.
We denote the Szego˝ class of K by Sz(K). By the above definition, in particular by (ii′),
µ ∈ Sz(K) implies that µ is regular in the sense of Stahl-Totik.
A Jacobi operator J+(an,bn)∞n=1 is called asymptotically almost periodic if there is an
almost periodic Jacobi operator J(a′n,b′n)∞n=−∞ such that limsupn→∞(|an−a′n|+ |bn−b′n|) =
0. In this case, we call J(a′n,b′n)∞n=−∞ the almost periodic limit.
Let K be a Parreau-Widom set such that DCT holds on C \K. If µ ∈ Sz(K) then by
Theorem 1.2 in [20] J+(µ) is asymptotically almost periodic. By Theorem 2.1 in [20], if
J ∈ IT(K) then the spectral measure of J+ belongs to the Szego˝ class of K.
For the Szego˝ class of Parreau-Widom set, we have a result similar to Theorem 2.5.
Theorem 3.1. Let K be a Parreau-Widom set satisfying all assumptions of Theorem 2.4. If
µ ∈ Sz(K) then J+(µ) cannot be asymptotically almost periodic.
Proof. Assume that there is a measure µ ∈ Sz(K) such that J+(µ) = J+(an,bn)∞n=1 is asymp-
totically almost periodic with the almost periodic limit J′(a′n,b′n)∞n=−∞.
Since µ has a non-trivial absolutely continuous part, by [24] there is a d > 0 such that
infn∈N an = d. This implies that liminfn→∞ a′n ≥ d. By part (2) of Theorem 2.1, we also
have in fn∈Za′n ≥ d > 0. Thus (J′)+ is well defined. Moreover, by Theorem 7.1 (f), there is a
positive number A such that
(3.1) A = lim
n→∞(a
′
1 · · ·a′n)1/n.
By Lemma 3.9 in [51], J+(µ) and (J′)+ have the same essential spectra which implies
that σ(J′) = K by part (4) of Theorem 2.1. Now, let us show that (J′)+ is regular which
contradicts with Theorem 2.5.
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By regularity of µ and (3.1), there is a C > 0 such that
(3.2) C = lim
n→∞
(
a1 · · ·an
a′1 · · ·a′n
)1/n
.
If we let rn := an/a′n for n ∈ N in (3.2) and taking logarithm of both sides then we obtain
logC = lim
k→∞
1
k
k
∑
n=1
logrn.
But since logrn → 0 as n → ∞ and the partial sums 1k ∑kn=1 logrn, for k=1,. . . , are Cesaro
means of (logrn) we have logC = 0 and thus C = 1. Since J+(µ) and (J′)+ have the same
essential spectra, C = 1 implies the regularity of the latter.

We should mention that for all Parreau-Widom sets K, µK ∈ Sz(K). The part (i) of the
definition of the Szego˝ class above holds for µK as mentioned in Section 2. The proof of
part (iii) is straightforward for µK can not contain point mass since this would imply that
Cap(K) = 0. For the proof of (ii) for µK , see e.g. Section 4 in [19]. Therefore, by Theorem
3.1, there are some Parreau-Widom sets K for which J+(µK) is not asymptotically almost
periodic.
4. THE SZEGO˝ CLASS AND THE ISOSPECTRAL TORUS OF A GENERIC SET
Before surveying the known examples for zero measure case, we first give definitions of
Szego˝ class and isospectral torus on generic sets (we discuss below what we mean by a
generic set). For previous suggestions for the definition of isospectral torus, we refer the
reader to [34], [39]. Our approach will be very similar to that of [34].
Our definitions should be compatible with the definitions in Parreau-Widom case. For
this, we impose the conditions of non-polarity and regularity with respect to the Dirichlet
problem to the sets we consider. The sets satisfying these mild assumptions are our generic
sets. For the Szego˝ class we suggest the following definition.
Definition 4.1. Let K be a non-polar compact subset of R which is regular with respect to
the Dirichlet problem. Then µ ∈ Sz(K) if
(i) esssupp(µ) = K.
(ii) infn∈NWn(µ)> 0.
(iii) the isolated points {xn} of supp(µ) satisfy ∑k gK(xn)< ∞.
We remark that, if K is taken to be equal to a Parreau-Widom set then this definition
coincides with the definition given in Section 3. We choose the property infn∈NWn(µ) > 0
instead of supn∈NWn(µ)> 0 in order to have a smaller class of measures.
In [1], the following result was proven:
Theorem 4.2. Let K be a non-polar subset of R. Then infn∈NWn(µK)≥ 1.
As a corollary we have,
Corollary 4.3. Let K be a non-polar subset of R which is regular with respect to the Dirichlet
problem. Then µK ∈ Sz(K).
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Proof. Since K is regular, combining Theorem 4.2.3 in [43] and Theorem 5.5.13 in [47] we
obtain supp(µK) = K. The condition infn∈NWn(µ)> 0 holds by Theorem 4.2. The condition
concerning isolated points automatically holds since µK does not have isolated points. 
This result implies that the Szego˝ class of a generic set is always non-empty.
Next, let us discuss the isospectral torus.
Definition 4.4. Let K be a non-polar compact subset of R which is regular with respect to
the Dirichlet problem. Then a two-sided Jacobi operator J is in IT(K) if
(i) σess(J) = K.
(ii) J is almost periodic.
(iii) There is a cJ′ ∈ ΩcJ such that (J′)+ is regular in the sense of Stahl-Totik.
This definition is almost identical with the definition suggested in p. 83 of [34]. Our
definition allows that an = 0 for some n. Thus, there may be some c ˜J ∈ ΩcJ such that
(
˜J
)+
is not regular. Nevertheless by Proposition 2.2 for mΩcJ almost every cJ′ , we have that J
′ is
two-sided regular with an 6= 0 for all n∈N. Here, the emphasis is on the hull rather than each
element of the hull. This will allow us to cover some interesting examples (see Section 5) of
operators in the definition of the isospectral torus which are not covered by the definition in
[34].
We remark that this definition coincides with the definition discussed in Section 2, as easy
to check, if K is taken to be a finite gap set. Moreover, IT(K) = /0 by Theorem 2.5 if K
satisfies the assumptions of Theorem 2.4.
There are some interesting examples of almost periodic Jacobi operators discussed in the
literature many times, see e.g. [8]. In our discussion of the concepts of Szego˝ class and
isospectral torus, we fix the set first instead of choosing an operator. Hence, we disregard
these kind of examples. We focus on three cases in the next section: Cantor ternary set,
polynomial Julia sets and generalized polynomial Julia sets.
5. THREE EXAMPLES
5.1. Cantor ternary set. For a general treatment of iterated function systems, we refer the
reader to [9], [30].
Let w1(x) = x/3 and w2(x) = (x + 2)/3. Then the Cantor ternary set K0 is the unique
solution of K = ∪ j∈1,2w j(K) among the subsets of [−1,1]. The Cantor-Lebesgue measure
ηK0 is the unique unit Borel measure satisfying∫
K0
f dµ = 1
2
2
∑
j=1
∫
K0
( f ◦w j)dµ
for all f ∈ C(K0). We have supp(ηK0) = K0 and |K0| = 0. It is easy to verify that ηK0 is
purely singular continuous.
In [34] scaled and translated versions of K0 and ηK0 were under investigation. We do not
make any distinctions below for the usual Cantor set and scaled and translated versions since
these results are invariant under such operations.
Some results concerning the moments
∫
tn dηK0(t) can be found in [9]. A numerically
stable algorithm for calculating the recurrence coefficients for ηK0 was given in [37] by
Mantica. In [27] some properties regarding orthogonal polynomials associated with ηK0
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were tested numerically. It was conjectured in [38] that these coefficients are asymptotically
almost periodic. This conjecture was repeated in [34] (Conjecture 3.1) by checking the
behavior of the first 100000 coefficients.
It is due to Białas-Ciez˙ and Volberg that the Cantor ternary set is regular with respect to the
Dirichlet problem, see [15]. Regularity of ηK0 in the sense of Stahl-Totik was proven in [34].
If the conjecture on the recurrence coefficients regarding almost periodicity is correct then
there is an almost periodic Jacobi operator J (which is the almost periodic limit of J+(ηK0))
such that J+ is regular and σess(J) = K0. Thus, we have IT(K0) 6= /0.
In [34], the behavior of (Wn(µ))n was numerically examined. It was conjectured that
(Conjecture 3.2)
(5.1) 0 < inf
n∈N
Wn(ηK0)≤ sup
n∈N
Wn(ηK0)< ∞.
Hence ηK0 ∈ Sz(K0) provided that (5.1) holds.
By [34], for β > 0, the spectral measure for J+(ηK0)+β 〈δ1, ·〉δ1 is purely discrete. This
shows that, unlike the absolutely continuous part (see e.g. Section 7 in [47]), the singular part
of the spectral measure of a Jacobi operator is not preserved under finite rank perturbations.
5.2. Polynomial Julia sets. For some of the results on the orthogonal polynomials associ-
ated with equilibrium measures, see [10], [11], [13]. There are some other results when the
measure is not the equilibrium measure, see e.g. [14], [31].
For a given non-linear complex polynomial f , the Julia set H( f ) can be defined in C as
∂{z ∈C : f (n)(z)→∞ locally uniformly in C} where f (n) is the n-th iteration of f . Note that
H( f ) is a non-polar compact subset of C. Regularity of H( f ) with respect to the Dirichlet
problem was proved in [36].
We want to consider the simplest case that is f (z) = z2−c with c > 2. For such an f , H( f )
is a Cantor set on R and |H( f )|= 0, see e.g. [16]. The recurrence coefficients for µH( f ) can
be calculated recursively by the following formulas, see p. 89 of [13]:
a1 =
√
c,n ≥ 1
a22na
2
2n−1 = a
2
n,
a22n +a
2
2n+1 = c
bn = 0.
Let c ≥ 3. Then J+ (µH( f )) is almost periodic, see p. 92 of [13]. Note that ν˜ = µH( f ) by
regularity of µH( f ), see e.g. Theorem 4.2. Since H( f ) is regular with respect to the Dirichlet
problem, supp
(
µH( f )
)
= H( f ). Let us denote the almost periodic extension of this operator
to l2(Z) by J(µH( f )). In this extension we have a0 = 0. Some properties of J−(µH( f )) were
studied in [48]. We have σ(J(µH( f ))) = H( f ) by part (4) of Theorem 2.1. Since J+
(
µH( f )
)
is regular in the sense of Stahl-Totik we have J(µH( f )) ∈ IT(H( f )). By Corollary 4.3, we
also have µH( f ) ∈ Sz(H( f )).
Another interesting property of this family of Jacobi operators is that the spectral measure
for J+↾1
(
µH( f )
)
is purely discrete, see Section 2 in [11]. Thus, the singular continuous part
of the spectrum is not preserved under such an operation. We remark that if µ is a measure
with a non-trivial absolutely continuous part, then absolutely continuous spectra of J+(µ)
and J+
↾1
(µ) coincide, see Chapter 7 in [47].
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5.3. Generalized polynomial Julia sets. For background information about generalized
Julia sets, we refer the reader to [17] and [25]. In [4], the authors restrict their attention to
Julia sets from Section 4 of [17].
Definition 5.1. Let fn(z) = ∑dnj=0 an, j · z j where dn ≥ 2 and an,dn 6= 0 for all n ∈ N. We say
that ( fn) is a regular polynomial sequence if the following properties are satisfied:
• There exists a real number A1 > 0 such that |an,dn| ≥ A1, for all n ∈ N.
• There exists a real number A2 ≥ 0 such that |an, j| ≤ A2|an,dn| for j = 0,1, . . . ,dn−1
and n ∈ N.
• There exists a real number A3 such that
log |an,dn| ≤ A3 ·dn,
for all n ∈ N.
Let Fl(z) := ( fl ◦ . . . ◦ f1)(z). If ( fn) is a regular polynomial sequence then the Julia set
H( fn) associated with ( fn) is defined as ∂{z ∈ C : Fn(z) goes locally uniformly to ∞}. These
Julia sets are regular with respect to the Dirichlet problem, see [17].
Orthogonal polynomials for a special family of generalized Julia sets were studied in detail
in [2], [3], [4], [5]. The construction is from [26]. Let γ = (γs)∞s=1 be a sequence such that
0 < c < γs < 1/4 for some c. Define ( fn)∞n=1 by f1(z) := 2z(z− 1)/γ1 + 1 and fn(z) :=
z2/(2γn)+1−1/(2γn) for n > 1. Then, K(γ) := H( fn). For each γ we obtain a different set.
We remark that K(γ) is a non-polar Cantor set lying on R.
Depending on numerical evidence, it was conjectured (Conjecture 3.3) in [5] that J+(µK(γ))
is asymptotically almost periodic for all γ . If this conjecture is correct, then IT(K(γ)) 6= /0
by a similar argument used in Section 5.1 in order to show IT(K0) 6= /0.
6. FURTHER DISCUSSION AND SOME OPEN PROBLEMS
• Theorem 2.5 implies the existence of positive measure sets with empty isospectral
torus. In Section 5.2, a zero Lebesgue measure set with non-empty isospectral torus
is included. Is there a zero measure non-polar compact subset K of R which is regular
respect to the Dirichlet problem satisfying IT(K) = /0? If this is the case, is there a
general condition on zero measure sets which is similar to DCT condition?
• What measures other than the equilibrium measure belong to the Szego˝ class of a
generic set? Is there a generic set K with |K|= 0 such that J+(µK) is not asymptoti-
cally almost periodic? If there is, does it imply that IT(K) = /0?
• This problem is also mentioned in [1]. What is the value of liminfan where (an)∞n=1
is the sequence of recurrence coefficients for µK0 . If this value is 0 then by Corollary
1 in [1], (Wn(µK0))∞n=1 is unbounded. It may be also true that liminfn→∞ an 6= 0 but
(Wn(µK0))∞n=1 is unbounded
A couple of algorithms for computing the recurrence coefficients associated with
µK0 were already discussed in [40]. Studying these coefficients, at least numerically,
can give some ideas about general behavior of (Wn(µK))∞n=1 and J+(µK) for generic
zero Lebesgue measure sets. Moreover, a comparison of these results with the results
obtained for the Cantor measure in [27], [34], [37] is of particular interest since µK0
and ηK0 are mutually singular by [35].
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