Abstract: We present a new approach for random sampling of contingency tables of any size and constraints based on a recently introduced probabilistic divide-and-conquer technique. A simple exact sampling algorithm is presented for 2 × n tables, as well as a generalization where each entry of the table has a specified marginal distribution.
1. Introduction
Background
Contingency tables are an important data structure in statistics for representing the joint empirical distribution of multivariate data, and are useful for testing properties such as independence between the rows and columns [36] and similarity between two rows or two columns [38, 32] .
Such statistical tests typically involve defining a test statistic and comparing its observed value to its distribution under the null hypothesis, that all (r, c)-contingency tables are equally likely. The null distribution of such a statistic is often impossible to study analytically, but can be approximated by generating contingency tables uniformly at random. In this paper, we introduce new sampling algorithms for (r, c)-contingency tables.
The most popular approach in the literature for the random generation of contingency tables is Markov Chain Monte Carlo (MCMC) [21, 22, 23, 28, 35] , in which one starts with a contingency table and randomly changes a small number of entries in a way that does not affect the row sums and column sums, thereby obtaining a slightly different contingency table. After sufficiently many moves, the new table will be almost independent of the starting table; repeating this process yields almost uniform samples from the set of (r, c)-contingency tables. The downside to this approach is that the number of steps one needs to wait can be quite large, see for example [14] , and by the nature of MCMC, one must prescribe this number of steps before starting, so the runtime is determined not by the minimum number of steps required but the minimum provable number of steps required.
An alternative approach is Sequential Importance Sampling (SIS) [17, 21, 20, 50] , where one samples from a distribution with computable deviation from uniformity, and weights samples by the inverse of their probability of occurring, to obtain unbiased estimates of any test statistic. Such techniques have proven to be quite fast, but the non-uniformity can present a problem [14] : depending on the parameters (r, c), the sample can be exponentially far from uniform, and thus the simulated distribution of the test statistic can be very different from the actual distribution despite being unbiased.
There are also extensive results pertaining to counting the number of (r, c)-contingency tables, see for example [8, 12, 46, 3, 24, 4, 5, 37, 7, 11, 10, 27] . While our exact sampling algorithms benefit from this analysis, the approximate sampling algorithm in Algorithm 2 does not require these formulas.
The special case of 2 × n contingency tables has received particular attention in the literature, as it is relatively simple while still being interesting-many statistical applications of contingency tables involve an axis with only two categories (male/female, test/control, etc). An asymptotically uniform MCMC algorithm is presented in [32] . In addition, [38] adapted the same chain using coupling from the past to obtain an exactly uniform sampling algorithm. We describe an exactly uniform sampling algorithm in Section 2.3 which has an overall lower runtime cost than both approaches and requires no complicated rejection functions nor lookup tables.
Approach
The main tools we will use in this paper are rejection sampling [49] and probabilistic divide-and-conquer (PDC) [1] .
Rejection sampling is a powerful method by which one obtains random variates of a given distribution by sampling from a related distribution, and rejecting observations with probability in proportion to their likelihood of appearing in the target distribution [49] . For many cases of interest, the probability of rejection is in {0, 1}, in which case we sample repeatedly until we obtain a sample that lies inside the target set; this is the idea behind the exact Boltzmann sampler [30, 29] .
In other applications of rejection sampling, the probability of rejection is in the interval [0, 1], and depends on the outcome observed. Several examples of this type of rejection sampling are presented in [1, Section 3.3] ; see also [25] .
PDC is an exact sampling technique which appropriately pieces together samples from conditional distributions. The setup is as follows. Consider a sample space consisting of a cartesian product A × B of two probability spaces. We assume that the set of objects we wish to sample from can be expressed as the collection of pairs L (A, B) (A, B) ∈ E for some E ⊂ A × B, where A ∈ A, B ∈ B have given distributions,
A, B are independent,
and either
(1) E is a measurable event of positive probability; or, (2) (i) There is some random variable T on A × B which is either discrete or absolutely continuous with bounded density such that E = {T = k} for some k ∈ range(T ), and
(ii) For each a ∈ A, there is some random variable T a on B which is either discrete or absolutely continuous with bounded density such that {b ∈ B : (a, b) ∈ E} = {T a = k a } for some k a ∈ range(T a ).
We then sample from ( (A, B) | (A, B) ∈ E) in two steps.
Generate sample from (
2. Generate sample from (B | (x, B) ∈ E), call it y. (2) , imply that the pair (x, y) is an exact sample from ( (A, B) | (A, B) ∈ E).
In Algorithm 1, we utilize the well-known fact that for a geometric random variable Z with parameter 1 − q, the random variable η(q) := ½(Z is odd) is
Bernoulli with parameter q 1+q , which is independent of (Z − η)/2, which is geometrically distributed with parameter 1 − q 2 . In our first case of interest, nonnegative integer-valued contingency tables, q is of the form q j = c j /(m+ c j ), where c j is the j-th column sum, j = 1, 2, . . . , n; see lemmas 3.1 and 3.6.
The use of rejection sampling is optimized by picking a distribution which is close to the target distribution. The random variable η(q j ) serves as an a priori estimate for the true distribution of the least significant bit of an entry under the conditional distribution. Decomposing a geometric random variable by its bits appears to be a relatively recent technique for random sampling. It was effectively utilized in [1] for the random sampling of integer partitions of a fixed size n, i.e., an exact Boltzmann sampler, with O(1) expected number of rejections.
After the least significant bit of each entry of the table is sampled, we return to the same sampling problem with reduced row sums and column sums. More importantly, after each step, we choose new parameters q j , j = 1, 2, . . . , n, based on these new column sums, which tilts the distribution more in favor of this new table. If we had sampled the geometric random variables directly, it would be equivalent to choosing one value of q for the entire algorithm, and sampling from Bernoulli random variables with parameters q/(1 + q), q 2 /(1 + q 2 ), q 4 /(1 + q 4 ), etc. Using this new approach, we are sampling from Bernoulli random variables with parameters q/(1 + q), q
, where q ′ , q ′′ , etc., are chosen after each iteration, and more effectively target the current set of row sums and column sums. Remark 1.1. One might define a new type of random variable, say, a quasigeometric random variable, denoted by Q, which is defined as
where all of the Bernoulli random variables are mutually independent. In our case, we choose q ′ after an iteration of the algorithm completes with q. Subsequently, we use q ′′ after an iteration of the algorithm completes with q ′ , etc. This quasi-geometric random variable has more degrees of freedom than the usual geometric random variable, although we certainly lose other nice properties which are unique to geometric random variables. Remark 1.2. In [8] , a question is posed to obtain the asymptotic joint distribution of a small subset of entries in a random contingency table, and an example of a specific table is presented which shows that using independent geometric random variables as the marginal distributions of small subsets of this joint density leads to joint distributions which are not indicative of the uniform measure over the set of such contingency tables. We surmise it may be more fruitful to consider the joint distribution of the r least significant bits of the usual geometric distribution; or, alternatively, to consider a quasi-geometric random variable defined in Remark 1.1 with given parameters q, q ′ , q ′′ , etc.
In addition to sampling from nonnegative integer -valued tables, one may also wish to sample from nonnegative real -valued tables with real-valued row sums and column sums. For a real-valued contingency To obtain a good candidate distribution for the fractional part of a given entry, we utilize two well-known facts summarized in the lemma below. For real x, {x} denotes the fractional part of x, and ⌊x⌋ denotes the integer part of x, so that x = ⌊x⌋ + {x}.
Lemma 1.3. Let Y be an exponentially distributed random variable with parameter λ > 0, then:
• the integer part, ⌊Y ⌋, and the fractional part, {Y }, are independent [49, 48] ;
• ⌊Y ⌋ is geometrically distributed with parameter 1 − e −λ , and {Y } has density
In this case, the recommended approach is the following:
1. Sample the fractional part of the entries of the table first, according to the conditional distribution;
2. Sample the remaining integer part of the table.
If an exact sample of each of the items above can be obtained, then an application of PDC implies that the sum of the entries of the two tables has the uniform distribution over nonnegative real-valued tables.
For 2 × n tables, Algorithm 3 is particularly elegant, as it is an exact sampling algorithm which does not require the computation of any rejection functions nor lookup tables, and instead exploits a property of conditional distributions. We also present several alternative exact sampling PDC algorithms for tables with entries with given marginal distributions, subject to relatively minor conditions.
Finally, by dropping the requirement that an algorithm should produce a sample uniformly at random from a given set of contingency tables, we provide an approximate sampling algorithm in Algorithm 2 for which any given bit is in its incorrect proportion by at most m + 2, where m is the number of rows; see Lemma 2.8. An approximate sampling algorithm for the fractional part of the entries of a given table is given in Algorithm 5.
The paper is organized as follows. Section 2 contains the main algorithms for the random sampling of (r, c)-contingency tables, including an approximate sampling algorithm which does not rely on any enumeration formulas. Section 3 contains relevant properties of contingency tables. Section 4 contains the proof that Algorithm 1 is uniform over all tables. Section 5 discusses the PDC algorithm in the special case when there are exactly 2 rows. Section 6 formulates similar PDC algorithms for a joint distribution with given marginal probability distributions under mild restrictions.
Main Algorithms

Integer-valued tables
Our first algorithm is Algorithm 1 below, which uniformly samples from the set of nonnegative integer-valued contingency tables with any given size and row sums and column sums. The algorithm is recursive (though our implementation is iterative). Each step of the algorithm samples the least significant bit of a single entry in the table, in proportion to its prevalence under the conditional distribution, via rejection sampling, and once the least significant bit of all entries in the table have been sampled, all of the row sums and column sums are reduced by at least a factor of two. The algorithm repeats with the next significant bit, etc., until all remaining row sums and column sums are 0.
For a given set of row sums r = (r 1 , . . . , r m ) and column sums c = (c 1 , . . . , c n ), let Σ(r, c) denote the number of (r, c)-contingency tables. Let O denote an m×n matrix with entries in {0, 1}. For any set of row sums and column sums (r, c), let Σ(r, c, O) denote the number of (r, c)-contingency tables with entry (i, j) forced to be even if the (i, j)th entry of O is 1, and no restriction otherwise. Let O i,j denote the matrix which has entries with value 1 in the first j − 1 columns, and entries with value 1 in the first i rows of column j, and entries with value 0 otherwise.
When j = n − 1, we have a slightly different expression. Let q j := cj m+cj , and let y j := q
Finally, when i = m − 1 and
The algorithm itself is then simple and straightforward.
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Algorithm 1 Generation of uniformly random (r, c)-contingency table
Let σ R denote any permutation such that σ R • r is in increasing order.
5:
Let σ C denote any permutation such that σ C • c is in increasing order.
6:
r ← σ R • r.
7:
c ← σ C • c.
8:
for j = 1, . . . , n − 1 do 9:
end for 18:
end for 23:
end for 29:
cn ← cn/2. 30:
33: end for
To summarize Algorithm 1: sample the least significant bit of each entry in the table by its proportion under the conditional distribution, one by one, and combine them with the previously sampled bits using probabilistic divide-andconquer (PDC) [1] , until all entries of the table have had their least significant bit sampled. The next step is the observation that, conditional on having observed the least significant bits of the table, the remaining part of each entry is even, with even row sums and column sums, and so we can divide each of the entries by two, as well as the row sums and column sums, and we have a repeat of the same problem with reduced row sums and column sums. The final step at each iteration is an application of PDC, which implies that the current iteration can be combined with previous iterations as we have done in Line 32.
Remark 2.1. The cost to evaluate f at each iteration, or more precisely, the cost to decide Line 10, is currently the main cost of the algorithm, which requires on average the leading two bits of the evaluation of f , see [40] . Fortunately, we do not need to evaluate the quantities exactly, and in fact typically we just need a few of the most significant bits.
Remark 2.2. Note that the random sampling of the least significant bits of the table at each iteration is not equivalent to the random sampling of binary contingency tables. The task is considerably easier in general, since we do not have to obtain a fixed target at each iteration. Remark 2.4. Theorem 2.3 is a statement about the inherent amount of randomness in the sampling algorithm, and not a complete runtime cost of Algorithm 1, which requires the computation of non-random quantities for which at present no polynomial-time algorithm is known. We note, however, that it is universal with respect to all possible row sums and column sums; in other words, if you could count, Algorithm 1 is an explicit, asymptotically efficient sampling algorithm.
Remark 2.5. Assuming Conjecture 2.6 below, Algorithm 1 is a simple, explicit polynomial-time algorithm for the uniform generation of m×n (r, c)-contingency tables. It samples the least significant bit of each entry of the table one at a time, which is where the factor of O(m n log(M )) is derived. It does not require the exact calculation for the number of tables in advance, but rather requires that the leading r bits of related tables can be computed exactly in time o(2 r ) times a polynomial in m and n and logarithmically in M , where M is the largest row sum or column sum. Remark 2.7. An asymptotic formula for a large class of (r, c)-contingency tables is given in [10] which can be computed in time O(m 2 n 2 ), but it is unclear whether the bounds can be made quantitative, or whether the approach can be extended to provide an asymptotic expansion. An asymptotic expansion is given in [19, Theorem 5] for binary contingency tables with equal row sums and equal column sums which is computable in polynomial time, although because it is based on Edgeworth expansions it is not guaranteed to converge as more and more terms are summed.
An equivalent formulation of the rejection function in Algorithm 1 is given by a joint distribution of random variables, which we now describe; see also [10] .
Geo(q)
Geometric distribution with probability of success 1 − q, for 0 < q < 1,
NB(m, q)
Negative binomial distribution with parameters m and 1−q, given by the sum of m independent Geo(q) random variables, with
We will also use U in the context of a random variable; U should be considered independent of all other random variables, including other instances of U .
Bern(p)
Bernoulli distribution with probability of success p. Similarly to U , we will also use it as a random variable.
Geo(q) random variables which are independent for distinct pairs
Random variables which have distribution
and are independent of all other random variables ξ i,ℓ (q) for ℓ = j.
q The vector (q 1 , . . . , q n ), where 0 < q i < 1 for all i = 1, . . . , n.
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The last expression can be substituted for the rejection function f when i = j = 1, i.e., we have just shown that
, until the entire first column is sampled. Then it starts with the top entry of the second column and samples the least significant bits from top to bottom according to the conditional distribution. Generalizing equation (7), we have
Note that
is the sum of i i.i.d. geometric random variables, and is hence a negative binomial distribution with parameters i and q 2 j . We thus have the sum of two independent negative binomial distributions:
We note that each random variable in the probability above has an explicitly computable and simple probability mass function, which we write below.
Denote by ǫ i,j the observed value of the parity bit of ξ i,j , i = 1, 2, . . . , m, j = 1, 2, . . . , n. Let c
. We have
Let c ′′ j = c j − s ℓ=1 ǫ ℓ,j , j = 1, 2, . . . , n. We have
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Approximate sampling of integer-valued tables
, with q j = cj m+cj , and so one could sample the least significant bits of the table one at a time according to this unconditional distribution, without applying any other rejections other than the parity constraints, and then apply the recursion until all row sums and column sums are 0. The following lemma shows that there is a quantitative limit to the bias introduced by this and related approaches. Proof. We consider the worst case example, which is mild since there are only two possible outcomes for each entry in each iteration of the algorithm.
Since we are normalizing by the max over the two states, at least one of the states is accepted with probability 1, and so the total number of rejections is bounded from above by the wait time until this state is generated. Since the random variable generating the bit is Bernoulli with parameter qj 1+qj , we have
Thus, at worst we accept a bit with proportion m + 2 times more likely than the other state.
We suggest a slightly more involved approach, which is to treat the row sum conditions as essentially independent, and reject each bit generated as if it was independent of all other rows. Algorithm 2 below uses Equation (8) and assumes that the rows are independent, which greatly simplifies the rejection probability formula. A rejection function is then given by
Note that the first term is a probability over a sum of independent random variables, and as such can be computed using convolutions in time O(M 2 ) or fast Fourier transforms in time O(n M log M ). Further speedups are possible since only the first few bits of the function are needed on average. Let σ R denote any permutation such that σ R • r is in increasing order.
5:
6:
7:
8:
for i = 1, . . . , m − 1 do 10:
q j ← c j /(m + c j ).
11:
ǫ i,j ← Bern(q j /(1 + q j )).
12: if U >
F (i,j,m,n,q,r i ,c j ,ǫ i,j ) max ℓ∈{0,1} F (i,j,m,n,q,r i ,c j ,ℓ) then
13:
goto Line 11. 14: end if 15:
rm ← rm − ǫ m,j . 22: end for 23:
for i = 1, . . . , m do 24:
ǫ i,n ← r i mod 2 25:
cn ← cn/2.
30:
ǫ ← σ Proof. By Lemma 2.8, each entry is rejected at most an expected O(m) number of times. The rejection function needs to be computed at worst O(m n log M ) times, with a cost of O(n M log M ) for performing an n-fold convolution via fast Fourier transforms.
2 × n tables
For a more presently practical exact sampling algorithm, we consider the application of PDC to the case of 2 × n tables. Like rejection sampling, PDC is adaptable, with almost limitless possibilities for its application, and in this particular case there is a simple division which yields a simple and practical algorithm.
When there are only two rows, the distribution of ξ 1,j given ξ 1,j + ξ 2,j = c j is uniform on {0, . . . , c j }, so we avoid the geometric distribution altogether. This yields the following simple algorithm, which does not require the computation of any rejection functions nor a lookup table.
Algorithm 3 generating a uniformly random 2 × n (r, c)-contingency table.
1: for j = 1, . . . , n − 1 do 2: choose x 1,j uniformly from {0, . . . , c j } 3: let x 2,j = c j − x 1,j 4: end for 5: let x 1,n = r 1 − n−1 j=1 x 1,j 6: let x 2,n = r 2 − n−1 j=1 x 2,j 7: if x 1,n < 0 or x 2,n < 0 then 8:
restart from Line 1 9: end if 10: return x To summarize Algorithm 3: sample entries in the top row one at a time, except ξ 1,n , uniformly between 0 and the corresponding column sum c j . The rest of the table is then determined by these entries and the prescribed sums; as long as all entries produced in this way are non-negative, we accept the result to produce a uniformly random (r, c)-contingency table.
Theorem 2.10. Let U 1 , U 2 , . . . , U n−1 denote independent uniform random variables, with U j uniform over the set of integers {0, 1, . . . , c j }, j = 1, . . . , n − 1, and define There is a key observation at this point, which is that exponential random variables share the same property that ξ 1,j given ξ 1,j + ξ 2,j = c j is uniform over the interval [0, c j ]. The algorithm for real-valued 2 × n tables is presented below in Algorithm 4, and is essentially the same as Algorithm 3.
Algorithm 3 produces a uniformly random 2 × n (r, c)-contingency
Algorithm 4 generating a uniformly random 2 × n real-valued (r, c)-contingency table.
1:
let x 2,j = c j − x 1,j 4: end for 5: let x 1,n = r 1 − n−1 j=1 x 1,j 6: let x 2,n = r 2 − n−1 j=1 x 2,j 7: if x 1,n < 0 or x 2,n < 0 then 8:
restart from Line 1 9: end if 10: return x
Approximate sampling of real-valued tables
By Lemma 3.5, a uniformly random (r, c)-contingency table with real-valued entries has distribution
ξ | E r,c , where ξ = (ξ ij ), 1 ≤ i ≤ m, 1 ≤ j ≤ n, is an m × n matrix of independent exponential random variables with parameter λ ij = − log(1 − p ij ). An exponential random variable E(λ ij ) can be decomposed into a sum
where A(λ) is a random variable with density
and G(p) is a geometric random variable with probability of success at each trial given by p, independent of A(λ).
One could attempt to adapt the bit-by-bit rejection of Algorithm 1 in the continuous setting to fractional parts, however, instead of counting the number of residual tables, one would have to look at the density of such tables with respect to Lebesgue measure in R m×n . Instead, we champion an approximate sampling algorithm analogous to Algorithm 2 which circumvents such calculations.
For each 1 ≤ i ≤ m, 1 ≤ j ≤ n, let Y i,j (λ i,j ) denote independent exponential random variables with parameter λ i,j , and let Y 
In what follows we will take λ i,j = − log cj m+cj , i.e., λ i,j does not vary with parameter i, and let q i,j = cj m+cj . Let ⌊Y ′′ i,j,s ⌋ denote a random variable with distribution
A suggested rejection function is then G(i, j, x, r, c)
In Algorithm 5 below, we let FractionExp(λ) denote the distribution of the fractional part of an exponential random variable with parameter λ. 
goto Line 8.
11:
end if 12:
c j ← c j − ǫ i,j . 14:
end for 15:
c j ← c j − ǫ m,j .
17:
rm ← rm − ǫ m,j . 18: end for 19: for i = 1, . . . , m do 20: = (c 1 , . . . , c n ) be vectors of nonnegative integers, with r 1 + · · ·+ r m = c 1 + · · ·+ c n . An (r, c)-contingency table is an m × n matrix ξ = (ξ ij ) 1≤i≤m,1≤j≤n with non-negative integer entries, whose row sums r i = j ξ ij and column sums c j = i ξ ij are prescribed by r and c. Let N = i r i = j c j be the sum of all entries. We denote the set of all (r, c)-contingency tables by the set
The set E is also known as the transportation polytope, see for example [6] , and the measure of interest is typically the uniform measure over the set of integral points.
We shall also consider real-valued tables with real-valued row sums and column sums, in which case the set E is described by
Since this set has infinite cardinality, we instead consider the density of the set with respect to Lebesgue measure on R m×n .
Rejection Sampling
A random contingency table can be described as the joint distribution of a collection of independent random variables which satisfy a condition. Many combinatorial structures follow a similar paradigm, see for example [31, 2] and the references therein. Let X = (X i,j ) 1≤i≤m,1≤j≤n denote a collection of independent random variables, forming the entries in the table. Given a collection of row sums r = (r 1 , . . . , r m ) and column sums c = (c 1 , . . . , c n ), the random variable X ′ , with distribution
is then representative of some measure over the set E. A general framework for the random sampling of joint distributions of this form is contained in [25] .
When the set E has positive measure, the simplest approach to random sampling of points from the distribution (13) is to sample from (X) repeatedly until X ∈ E; this is a special case of rejection sampling [49] , see also [26] , which we refer to as hard rejection sampling. The number of times we must repeat the sampling of (X) is geometrically distributed with expected value P(X ∈ E) −1 , which may be prohibitively large.
Beyond hard rejection sampling, one must typically exploit some special structure in (X) or E in order to improve upon the number of repetitions. Indeed, for contingency tables, we can easily improve upon the naïve hard rejection sampling of the entire table by applying hard rejection sampling to each column independently, with total expected number of repetitions j (P(
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Finally, we note that hard rejection sampling fails when P(X ∈ E) = 0; in this case, the target set of interest typically lies on a lower-dimensional subspace of the sample space, and it is not apparent how one could generally adapt hard rejection sampling. In terms of contingency tables, we may wish to sample random real-valued points which satisfy the conditions; if the sums of random variables have densities, the conditioning is well-defined, even though the probability of generating a point inside the table is 0; see [25] .
Uniform Sampling
We now summarize some properties that we utilize to prove our main results.
Lemma 3.1. Suppose X = (X ij ) 1≤i≤m,1≤j≤n are independent geometric random variables with parameters p ij . If p ij has the form p ij = 1 − α i β j , then X is uniform restricted to (r, c)-contingency tables.
Proof. For any (r, c)-contingency table ξ,
Since this probability does not depend on ξ, it follows that the restriction of X to (r, c)-contingency tables is uniform.
For j = 1, . . . , n, let C j = (C 1j , . . . , C mj ) be independent random vectors with distribution given by (X 1j , . . . , X mj ) conditional on i X ij = c j ; that is,
for all non-negative integer vectors ξ j with i ξ ij = c j , and 0 otherwise.
Proof. For any (r, c)-contingency table ξ, P(C = ξ) is a constant multiple of P(x = ξ).
Our next lemma shows how to select the parameters p ij in order to optimize the probability of generating a point inside of E. It also demonstrates a key difficulty in the sampling of points inside E, which is that we can only tune the probabilities p i,j to optimally target rows sums or column sums, but not both simultaneously. Proof. For any j = 1, . . . , n,
Similarly, for any i = 1, . . . , m,
Remark 3.4. Note that entries in different rows (columns, resp.) are conditionally independent. This means that we can separately sample all of the rows (columns, resp.) independently until all of the row (column, resp.) conditions are satisfied. It also means that once all but one column (row, resp.) are sampled according to the appropriate conditional distribution, the remaining column (row, resp.) is uniquely determined by the constraints.
For real-valued tables, the calculations are analogous and straightforward. Proof. For any real-valued (r, c)-contingency table ξ,
Since this probability does not depend on ξ, it follows that the restriction of X to real-valued (r, c)-contingency tables is uniform.
Lemma 3.6. Suppose X is a table of independent exponential random variables, where
Then the expected columns sums of X are c, and the expected row sums of X are N/m.
Remark 3.7. Remark 3.4 applies when the X i,j 's are independent and have any discrete distribution, not just geometric. If the X i,j 's are independent continuous random variables such that each of the sums m i=1 X i,j for j = 1, 2, . . . , n and n j=1 X i,j for i = 1, 2, . . . , m has a density, then the same conditional independence of entries in different rows are conditionally independent, and we can separately sample all of the rows independently until all of the row conditions are satisfied. 
Probabilistic Divide-and-Conquer
The main utility of PDC is that when the conditioning event has positive probability, it can be applied to any collection of random variables. When the conditioning event has probability 0, some care must be taken, although in our current setting we can apply [25, Lemma 2.1, Lemma 2.2] directly.
We now recall the main PDC lemma, which is simplest to state in terms of a target event E of positive probability. Suppose that A and B are sets, and let E be a subset of A × B. Let A and B be probability measures on A and B, respectively. The goal of PDC is to provide a technique to sample from the distribution of the cartesian product of A and B restricted to E. 
A similar theorem holds when P((A, B) ∈ E) = 0, under some simple conditions. Theorem 3.9 (Probabilistic Divide-and-Conquer for certain events of probability 0 [25] ). For each a ∈ A, let B a = {b ∈ B : (a, b) ∈ E}, where P((A, B) ∈ E) = 0. Suppose there is a random variable T with a density, and k ∈ range(T ) such that P((A, B) ∈ E) = P(T = k). Suppose further that for each a ∈ A, there is a random variable T a , either discrete or with a density, and k ∈ range(T a ), such that P(B a = b) = P(T a = k). Let 
That is, to sample from (A ′ ), we first sample from (A), and then reject with probability 1 − B(B a )/C.
In our applications of PDC that follow, we indicate the use of PDC by specifying distributions (A) and (B) and an event E such that the measure of interest is (A, B) (A, B) ∈ E . Proof. We need to show that the function f in Section 2.1 samples ǫ i,j in its right proportion, namely,
i.e., that we are getting the correct distribution by filling in the bits one at a time.
Let us start by considering the random sampling of the least significant bit, say ǫ 1,1 , of the top left entry of the table. Suppose we sample from
and then reject according to the correct proportion in the conditional distribution. We accept this sample in proportion to P(E|ǫ 1,1 ), which is given by
Normalizing by all terms which do not depend on k gives
and since P(ǫ 1,1 = k) ∝ q k 1 , Equation (3) follows for the case i = j = 1. The same reasoning applies for 1 ≤ i ≤ m − 2 and 1 ≤ j ≤ n − 2.
Next, consider the case when we sample from (ǫ m−1,j ) = Bern qj 1+qj
, j = 1, 2, . . . , n − 1. We accept this sample in proportion to P (E|ǫ 1,1 , . . . , ǫ m−1,j ). Note, however, that given the least significant bits of the first m − 1 entires of any given column, the bit ǫ m,j is determined by the column sum. Let k := ǫ m−1,j and k ′ := ǫ m,j be such that c j − k − k ′ is even. Applying PDC deterministic second half, then implies the rejection function is proportional to
Since P(ǫ m−1,j = k) ∝ q k j , Equation (5) follows. The other cases are similar, and simply require keeping track of which other bits are determined under the conditioning. We have thus demonstrated the ability to exactly sample from the least significant bit of each entry of the table.
We now proceed by induction. Let ǫ 0 denote the least significant bits of all entries in the table, with ǫ i , i = 1, 2, . . . denoting the (i + 1)th least significant bits of the table. The first iteration of the algorithm generates an element from the distribution (ǫ 0 | E r,c ), and updates the values of r and c to r ′ and c ′ , respectively, using the values in ǫ 0 . The second iteration of the algorithm generates an element from the distribution (ǫ ′ 0 | E r ′ ,c ′ ), which is distributed as (ǫ 1 | E r,c , ǫ 0 ). By Theorem 3.8, the expression for t in Line 32 is distributed as (ǫ 0 + 2ǫ 1 | E r,c ).
Assume that after the first b−1 iterations of the algorithm, the expression for t in Line 32 is distributed as
, and that r ′ is the vector of remaining row sums, and c ′ is the vector of remaining column sums given the first b−1 bits of the entries of the table. Then, the b-th iteration of the algorithm gen-
. By Theorem 3.8, the expression for t in Line 32 is thus distributed as
After at most ⌊log 2 (M )⌋ + 1 iterations, where M is the largest row sum or column sum, all row sums and column sums will be zero, at which point the algorithm terminates and returns the current table t.
2 by n tables
In this section, N denotes the sum of all entries in the table.
Dyer and Greenhill [32] described a O(n 2 log N ) asymptotically uniform MCMC algorithm based on updating a 2 × 2 submatrix at each step. Kijima and Matsui [38] adapted the same chain using coupling from the past to obtain an exactly uniform sampling algorithm at the cost of an increased run time of O(n 3 log N ). In this section, we will show that Algorithm 3, which is also exactly uniform sampling, runs with an expected O(1/p n ) number of rejections, where p n is a certain probability that a sum of independent uniform random variables lie in a certain region.
Proof of Theorem 2.10. Let ξ be a 2 × n (r, c)-contingency table, and let ξ ′ = (ξ 11 , ξ 12 , . . . , ξ 1,n−1 ); that is, the top row without the last entry. Since r and c are fixed, there is a bijective relationship between ξ and ξ ′ ; each determines the other. Then,
.
This does not depend on ξ, so x is uniform restricted to (r, c)-contingency tabes.
imsart-generic ver. 2014/10/16 file: ctables.tex date: March 1, 2016 The first row of entries x 11 , . . . , x 1,n−1 is accepted if and only if x 1n = r 1 − x 11 − · · · − x 1,n−1 lies between 0 and c n , which occurs with probability p n = P(U 1 + . . .
Theorem 5.1. Let U 1 , U 2 , . . . , U n−1 denote independent uniform random variables, with U j uniform over the continuous interval [0, c j ], j = 1, . . . , n − 1, and define
Algorithm 4 produces a uniformly random 2 × n real-valued (r, c)-contingency We observe that the algorithm runs quickly when
i.e., the two row sums are similar in size, and also when c n is large. Since we can arbitrarily reorder the columns and choose c n to be the largest column sum, it follows that having a skewed distribution of column sums and an even distribution of row sums is advantageous to runtime.
Denote by Φ(·) the cumulative distribution function of the standard normal distribution. 
12
. Then, asymptotically as n → ∞, the expected number of rejections before Algorithm 3 terminates is O(Φ(t + c
Proof. Letting Z denote a standard normal random variable, we have Table 1 Simluated runtime under Algorithm 4 for sampling contingency tables with homogeneous row and column sums, compared to optimised rejection sampling where columns are picked using a discrete uniform random variable. The symbols * , † and ‡ denote averages over a sample of size 10 6 , 1000 and 1 respectively. As predicted analytically, the number of rejections grows as O( √ n) while the runtime grows as O(n 3/2 log N ).
Other Tables
One can more generally sample from a table having independent entries with marginal distributions (X 1,1 ), (X 1,2 ), . . ., (X m,n ), i.e., (X) = ((X i,j ) 1≤i≤m,1≤j≤n |E).
If the rejection probabilities can be computed, then we can apply a variation of Algorithm 1, and possibly also a variation of Algorithm 6.
It is sometimes possible to circumvent the column-rejection probabilities. We now state Algorithm 7, which is a general procedure of independent interest that samples from a conditional distribution of the form
see Lemma 6.1 for the explicit form of the rejection probability t(a). In the case where computing the row rejection probabilities after the generation of each column is not practical, we recommend independent sampling of columns 1, . . . , n−1 all at once, with a single application of PDC deterministic second half for the generation of the final column. This approach is more widely applicable, as it requires very little information about the marginal distribution of each entry.
Let X ′ i,n denote the random variable with distribution (X i,n | m i=1 X i,n ). In the following algorithm, the function used for the rejection probability, when X , is given by
Thus, for Algorithm 8 below, we simply need to be able to compute the distribution (X ′ i,n ) and find its mode, for i = 1, 2, . . . , m.
Algorithm 8 Generating a random variate from (X) specified in Equation (14) .
1: for j = 1, . . . , n − 1 do 2:
let C j denote the return value of Algorithm 7 using input ((X 1,j ), . . . , (X m,j ), c j ). (14) .
The proof follows analogously to Lemma 4.1, and uses the conditional independence of the rows given the column sums are satisfied.
In the most general case when even the columns cannot be simulated using Algorithm 7 or another variant, we apply PDC deterministic second half to both the columns and the rows, which simply demands in the continuous case that there is at least one random variable with a bounded density per column (resp., row). In Algorithm 9 below, each column has a rejection function t j , which is either the normalization of the probability mass function t j = P(X ij ,j = a) max ℓ P(X ij ,j = ℓ) or the normalization of the probability density function
There is also a row rejection function s i . Let X Algorithm 9 Generating ( (X 1,1 , X 1,2 , . . . , X m,n ) | E)
1: let j ′ ∈ {1, . . . , n} denote a column. 2: for j ∈ {1, 2, . . . , n} \ {j ′ } do 3: let i j ∈ {1, . . . , m} denote a row in the j-th column 4:
for i = {1, 2, . . . , m} \ {i j } do 5: generate x ij from (X ij ) 6: end for 7: let x i j j = c j − i =i j x ij 8:
with probability 1 − t j (x i j j ) restart from Line 2 9: end for 10: for i = 1, . . . , m do 11: let x ij ′ = r i − j =j ′ x ij 12: with probability 1 − s i (x ij ′ ) restart from Line 2 13:
if x ij ′ < 0 restart from Line 1 14: end for 15: return x Proposition 6.3. Algorithm 9 samples points according to the distribution in (14) .
