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RÉSUMÉ. La caractérisation de jeu de données reste un obstacle majeur pour l’analyse de 
données intelligente. Nombre d’approches à ce problème agrègent les informations décrivant 
les attributs individuels des jeux de données, ce qui représente une perte d’information. Nous
proposons une approche par dissimilarité permettant d’éviter cette agrégation, et étudions 
son intérêt dans la caractérisation des performances d’algorithmes de classification et dans 
la résolution de problèmes de méta-apprentissage.
ABSTRACT. Characterizing datasets has long been an important issue for algorithm selection and
meta-level learning. Most approaches share a potential weakness in the aggregation of 
informations about individual features of the datasets. We propose a dissimilarity based 
approach avoiding this particular issue, and show the benefits it can yield in characterizing 
the appropriateness of classification algorithms, and in the context of meta-level classification.
MOTS-CLÉS : caractérisation de jeux de données, dissimilarité, méta-attributs, sélection 
d’algorithmes, méta-apprentissage.
KEYWORDS: dataset characterization, dissimilarity, meta-features, meta-learning, algorithm 
selection.
1. Motivation
1.1. Introduction
L’émergence du phénomène de données massives crée un besoin grandissant en
analyse de données, et bien souvent, cette analyse est conduite par des experts de diffé-
rents domaines ayant peu d’expérience en science des données. Afin de leur permettre
de tout de même exploiter efficacement leurs données, divers travaux ont proposé des
méthodes d’assistance intelligente à l’analyse de données (Zakova et al., 2011 ; Ser-
ban, 2013). La caractérisation de jeu de données, problème apparu avec les premières
ébauches de méta-apprentissage (Giraud-Carrier et al., 2004), constitue encore l’un
des verrous majeurs de l’assistance intelligente à l’analyse de données. L’enjeu de la
caractérisation de jeu de données repose sur une des hypothèses fondamentales de la
méta-analyse : Si un algorithme d’analyse Φ a démontré de bonnes performances sur
un jeu de données A et que le jeu de données B est similaire à A, alors l’algorithme
Φ aura probablement de bonnes performances sur B. Être capable de comparer ef-
ficacement la topologie de jeux de données permet alors d’exploiter la connaissance
que l’on peut avoir sur la performance d’algorithmes d’analyse sur différents jeux de
données pour choisir des méthodes adaptées lors de futures analyses.
Dans le cadre particulier du méta-apprentissage, le problème de caractérisation de
jeu de données consiste en la définition d’un ensemble de propriétés de jeu de données
(ou méta-attributs) permettant leur caractérisation précise, qui doit de plus être utili-
sable par des algorithmes de méta-apprentissage. Afin de se conformer aux prérequis
de la plupart des algorithmes de méta-apprentissage, ces propriétés sont généralement
agrégées en vecteurs d’attributs de taille fixe, ce qui peut représenter une importante
perte d’information (Kalousis, Hilario, 2001b). Nous étudions la possibilité que les
limitations des techniques courantes de caractérisation de jeu de données soient l’un
des obstacles majeurs à la bonne performance de la sélection d’algorithmes. Nous nous
concentrons en particulier sur la définition d’une représentation des jeux de données
permettant d’utiliser toute l’information disponible pour leur caractérisation.
1.2. Approches précédentes
On peut distinguer deux catégories d’approches au problème de caractérisation de
jeux de données :
– Le premier consiste en l’emploi de mesures statistiques et information-
théorétiques pour décrire le jeu de données. Cette approche, notamment mise en avant
par le projet STATLOG (Michie et al., 1994), et employée dans une majorité d’études
postérieures (Vilalta, Drissi, 2002 ; Kalousis et al., 2004 ; Leite et al., 2012 ; Sun, Pfah-
ringer, 2013 ; Leyva et al., 2015), présente nombre de mesures très expressives, mais
sa performance repose intégralement sur l’adéquation entre le biais de l’apprentissage
effectué au méta-niveau et l’ensemble de mesures choisies. On note parfois l’emploi
de techniques de sélection d’attributs à ce méta-niveau (Kalousis, Hilario, 2001a),
mais les résultats expérimentaux ne permettent pas de conclure à la supériorité d’une
quelconque mesure indépendamment du méta-apprentissage employé (Todorovski et
al., 2000).
– Le second axe d’approche considère quant à lui non pas des propriétés intrin-
sèques du jeu de données étudié, mais plutôt la performance d’algorithmes d’appren-
tissage simples exécutés dessus. Introduit comme «landmarking» par (Pfahringer et
al., 2000), cette approche emploie initialement le taux d’erreur d’un ensemble d’algo-
rithmes basiques comme métadonnées. Comme précédemment, les résultats suggèrent
une forte dépendance de l’efficacité de cette approche avec le choix des algorithmes
de base et du méta-niveau, ne révélant aucune combinaison uniformément supérieure.
Des développements postérieurs ont introduit des mesures plus complexes, tel (Peng
et al., 2002) proposant comme méta-attributs des propriétés structurelles d’un arbre
de décision construit sur la donnée. Les expériences conduites par (Fürnkranz, Petrak,
2002) sur ces différentes approches tendent à conclure que toutes peuvent réaliser de
bonnes performances dans diverses parties de l’ensemble des jeux de données, sans
qu’aucune ne domine globalement.
Le problème de caractérisation de jeux de données a donc déjà reçu une certaine
attention dans le domaine du méta-apprentissage, mais l’agrégation des méta-attributs
en vecteur de taille fixe y reste une constante. Cette agrégation représente cependant
une importante perte d’information, que certaines approches ont déjà tenté de limi-
ter, notamment par l’utilisation d’histogrammes (Kalousis, 2002). On peut illustrer ce
problème sur l’exemple suivant.
1.3. Exemple
Considérons deux jeux de données, A et B illustrés en figure 1. A décrit 12 attributs
de 100 individus, et B 10 attributs de 200 individus. On souhaite comparer les résultats
de 5 mesures statistiques et informationnelles relevées sur les attributs individuels de
ces jeux de données (comme illustré sur le second attribut de A).
L’information complète que l’on souhaite comparer est donc un vecteur de 60 va-
leurs pour A et de 50 pour B. Une approche classique (Kalousis, 2002 ; Wistuba et al.,
2015) serait de faire une moyenne de chaque méta-attribut selon les différents attri-
buts des jeux de données, perdant ainsi l’information caractérisant individuellement
chaque attribut (figure 2a)).
Notre approche est de comparer les attributs de A et B par paires les plus simi-
laires, identifiant les attributs en surnombre à d’hypothétiques attributs vides. L’hy-
pothèse émise ici est qu’un attribut absent équivaut à un attribut dont aucune valeur
n’est connue. Pour en revenir à l’exemple, la comparaison des 5 mesures s’effectuera
donc entre l’attribut de A et l’attribut de B les plus similaires selon ces mêmes me-
sures, puis sur les seconds plus similaires et ainsi de suite, pour finir par comparer les
mesures relevées sur les deux attributs surnuméraires de A avec leur valeur sur un hy-
pothétique attribut vide de B. Cette comparaison par paires permet de s’affranchir de
Figure 1. Propriétés d’attributs individuels
l’ordre?de?présentation?des?attributs,?qui?ne?recèle?aucune?information,?se?concentrant?
sur?la?topologie?réelle?du?jeu?de?données?(figure?2b).
(a) Moyenne sur les attributs (b) Comparaison directe d’attributs
Figure 2. Comparaison d’attributs évitant la perte d’informations
Cette comparaison peut s’effectuer à l’aide d’une dissimilarité prenant en compte
les propriétés des attributs individuels des jeux de données.
2. Fonction de dissimilarité
2.1. Propriétés désirables
Avant de proposer une fonction candidate, il convient d’étudier les propriétés
qu’elle devrait présenter. Soit Ω l’ensemble des jeux de données, et x, x′ ∈ Ω des
instances de jeu de données. Traditionnellement, les propriétés usuelles des distances
ne sont pas jugées nécessaires (Wang et al., 2009), ne conservant que la positivité
(d(x, x′) ≥ 0). On préfère cependant conserver uniquement des propriétés présentant
une interprétation naturelle dans le contexte de la caractérisation de jeu de données.
√
Positivité (d(x, x′) ≥ 0) : une dissimilarité doit quantifier la différence absolue
entre éléments, donc naturellement positive.√
Indiscernabilité des identiques (x = x′ → d(x, x′) = 0) : des jeux de données
rigoureusement identiques doivent être considérés aussi similaires que possible.
× Identité des indiscernables (d(x, x′) = 0→ x = x′) : des jeux de données phy-
siquement différents doivent pouvoir être considérés parfaitement similaires (considé-
rer par exemple l’ordre de présentation des attributs).√
Symétrie (d(x, x′) = d(x′, x)) : l’ordre de présentation des jeux de données est
indifférent, il parait donc naturel de l’ignorer.
× Inégalité triangulaire (d(x, x′′) ≤ d(x, x′) + d(x′, x′′)) : perd tout sens en
l’absence d’identité des indiscernables. On peut avoir d(x, x′) = d(x′, x′′) = 0 et
néanmoins x 6= x′′ et d(x, x′′) ≥ 0...
DÏ£¡FINITION 1. — Soit A un ensemble et d une fonction de A2 → R. d est une
fonction de dissimilarité sur A si et seulement si, ∀x, x′ ∈ A2 :
– d(x, x′) ≥ 0 (Positivité)
– x = x′ → d(x, x′) = 0 (Indiscernabilité des identiques)
– d(x, x′) = d(x′, x) (Symétrie)
Afin de construire une dissimilarité entre jeux de données, il faudra pouvoir com-
parer les valeurs de différentes propriétés de ces jeux de données. Ces propriétés étant
possiblement très différentes les unes des autres de par leur sémantique et représen-
tation, une normalisation sera nécessaire pour garantir qu’aucune composante ne do-
mine les autres ou ne soit ignorée. Ces propriétés sont formalisées dans la définition
ci-dessous, où un ensemble de valeurs sera dit atomique s’il ne peut être divisé en
sous-ensembles dont l’observation indépendante produirait autant d’information que
l’observation de l’ensemble complet.
DÏ£¡FINITION 2. — Soit A un ensemble fini et d une fonction de dissimilarité sur A.
d est une fonction de dissimilarité normalisée sur A si et seulement si au moins l’une
des propriétés suivantes est vérifiée :
1. A est atomique et d est bornée sur A
2. Il existe une suite d’ensembles E1...En tels que A =
∏n
i=1Ei, et une suite de
fonctions de dissimilarité d1...dn respectivement normalisées surE1...En, telles que :
∀δ ∈ R, ∃∆ ∈ R tel que ∀i ∈ [1..n] et ∀a, b, c ∈ A,
Si di(ai, bi) = di(ai, ci) + δ ∗ max
(x,y)∈A2
(di(xi, yi))
et ∀j ∈ [1..n], j 6= i, dj(aj , bj) = dj(aj , cj)
Alors d(a, b) = d(a, c) + ∆ et∆ = 0↔ δ = 0
En d’autres termes, une variation d’amplitude δ relativement à sa borne supérieure, 
de toute composante di entre deux éléments de A induit une même variation ∆ de d.
2.2. Fonction candidate
Nous proposons ici une fonction de dissimilarité particulière présentant les pro-
priétés énoncées précédemment. Pour construire ces fonctions, nous considérons un 
ensemble fini de jeux de données ω, et deux ensembles de mesures. Le premier, G, 
consiste en des propriétés générales de jeu de données, telles que présentées en sec-
tion 2. Le second, F , consiste en des propriétés capables de caractériser les attributs 
individuels de jeux de données.
DÏ£¡FINITION 3. — Soit E1...En une suite d’ensembles finis et A leur produit carté-
sien
∏n
i=1Ei. Soit d1...dn une suite de fonctions de dissimilarité respectivement sur
E1...En. On définit la dissimilarité normalisée par la borne supérieure (ou upper
bound relative : ubr) sur A selon d1...dn, d
ubr
A : A
2 7→ R+ telle que :
∀a, b ∈ A, dubrA (a, b) =
n∑
i=1
di(ai, bi)
max
(x,y)∈A2
(di(xi, yi))
(1)
PROPOSITION 4. — Soit E1...En une suite d’ensembles finis et A leur produit car-
tésien
∏n
i=1Ei. Soit d1...dn une suite de fonctions de dissimilarité respectivement
normalisées sur E1...En. Alors, la dissimilarité normalisée par la borne supérieure
sur A selon d1...dn est une fonction de dissimilarité normalisée sur A.
1
Supposant que l’on puisse construire des fonctions de dissimilarité normalisées
sur G(ω) et F (ω), on pourrait donc proposer dubrω comme fonction de dissimilarité
normalisée sur ω. Afin d’alléger les notations, dans les paragraphes suivants, pour
toute fonction H définie sur ω, on notera abusivement dH(H(x), H(y)) = dH(x, y).
2.2.1. Méta-attributs des jeux de données
Soit un ensemble G de méta-attributs de jeux de données. Les valeurs g(ω) de
l’un de ces méta-attributs g sur nos jeux de données constitueront le cas typique d’en-
sembles atomiques à partir desquels lesquels calculer la dissimilarité. On doit donc
définir pour chaque méta-attribut g une dissimilarité bornée dg : g(ω)2 7→ R+ (par
exemple la différence absolue), qui selon la définition 2.1 sera donc normalisée. Ceci
permet d’introduire la dissimilarité normalisée par la borne supérieure (voir équa-
tion (1)) sur G(ω) selon {dg|g ∈ G} :
∀x, y ∈ ω, dubrG(ω)(x, y) =
∑
g∈G
dg(x, y)
max
(x′,y′)∈ω2
(dg(x′, y′))
(2)
1. Voir les Ressources en section 5 pour la preuve.
En pratique, cela coïncidera généralement avec une distance de Manhattan norma-
lisée. Cela pose en revanche les fondations nécessaires au prochain type de mesures :
les méta-attributs caractérisant les attributs individuels des jeux de données.
2.2.2. Méta-attributs des attributs
Soit un ensemble F de méta-attributs des attributs permettant de caractériser les
attributs individuels de jeux de données. Certains pourront caractériser tout type d’at-
tribut (le nombre de valeurs manquantes, par exemple), tandis que d’autres seront
restreints à des types particuliers. Dans la définition de ces méta-attributs, nous consi-
dérons les deux types d’attributs les plus représentés : attributs nominaux (prenant un
nombre fini de valeurs discrètes) et numériques (prenant valeur dans un espace non
fini, souvent R). Les vecteurs de méta-attributs caractérisant les attributs individuels
présenteront donc nécessairement des valeurs manquantes (notées ∅) pour les mesures
inadaptées à leur type, ce qui est un obstacle majeur à leur comparaison. En effet, la
signification d’une différence de valeur entre deux jeux de données est intrinsèque-
ment dépendante du méta-attribut considéré, et varie grandement d’un méta-attribut à
l’autre. Afin de pouvoir comparer la valeur f(xi) d’un méta-attribut f ∈ F sur xi le
ith attribut du jeu de données x ∈ ω, et x′j le jth attribut du jeu de données x′ ∈ ω,
on introduit les fonctions δf : f(ω)2 7→ R+ et δ∅f : f(ω) 7→ R+ telles que :
1) δf est une dissimilarité bornée sur l’ensemble atomique f(ω) (donc normalisée)
2) δf (xi, ∅) = δf (∅, xi) = δ∅f (xi)
3) δ∅f est la dissimilarité à l’absence de valeur du méta-attribut f . Elle doit être
définie en considérant le sens d’une valeur manquante de f , et sera détaillée plus
avant par la suite.
On peut alors définir δF : F (ω)2 7→ R+ :
δF (xi, x
′
j) =
∑
f∈F
δf (xi, x
′
j)
max
(y,y′)∈ω2
(p,q)∈N2
δf (yp, y′q)))
(3)
δF permet de comparer des attributs de différents jeux de données selon les Méta-
attributs des attributs de F . Cependant, comme illustré précédemment en figure 2b,
l’objectif est de comparer ces attributs par paires. Ceci requiert un mapping entre les
attributs de deux jeux de données :
DÏ£¡FINITION 5. — On définit une fonction de mapping σ comme une application
associant à une paire de datasets (x, x′) ∈ ω2, possédant respectivement n et n′
attributs, une paire d’applications (σ1, σ2) injectives respectivement de J1, nK dans
J1, n′K ∪ {∅} et de J1, n′K dans J1, nK ∪ {∅}, telles que ∀a ∈ J1, nK, et b ∈ J1, n′K,
(σ1(a) = b)⇔ (σ2(b) = a). (Voir figure 3a)
Étant donné une fonction de mapping σ, on peut définir dσ
F (ω) : F (ω)
2 7→ R+
telle que :
d
σ
F (ω)(x, x
′) =
1
max(n, n′)
(
i,j∑
σ1(i)=j
δF (xi, x
′
j)+
i∑
σ1(i)=∅
δF (xi, ∅)+
j∑
σ2(j)=∅
δF (∅, x
′
j)) (4)
DÏ£¡FINITION 6. — Une fonction de mapping σ est dite optimale si et seulement si
∀x, x′ ∈ ωdσ
F (ω)(x, x
′) = min
σ′∈Mappings(x,x′)
dσ
′
F (ω)(x, x
′)
PROPOSITION 7. — Avec σ une fonction de mapping optimale, dσ
F (ω) est une fonction
de dissimilarité normalisée sur F (ω). 2
2.2.3. Mappings
La fonction de mapping σ détermine donc comment les attributs seront compa-
rés entre eux. On voudra alors apparier les attributs les plus similaires. Pour ce faire
plusieurs options sont possibles.
2.2.3.1. Séparation des attributs par type
Une part non négligeable des méta-attributs des attributs n’est calculable que sur
un type d’attribut particulier, entraînant de nombreuses valeurs manquantes dans la
comparaison d’attributs de types différents. Ceci justifie selon (Smid, 2016) de consi-
dérer séparément les attributs de type différent dans le problème d’appariement. Ne
considérant que les types numérique et nominal, cette séparation donne lieu à des map-
pings du type décrit en figure 3c, qui seront qualifiés de «Split ». Si au contraire on
apparie simultanément les attributs numériques et nominaux, on obtient des mappings
injectifs du plus grand ensemble d’attributs vers le plus petit (voir figure 3b).
2.2.3.2. Méthode de minimisation
Une fonction de mapping optimale apparie les attributs de manière à minimiser la
dissimilarité résultante dσ
F (ω)(x, x
′). On peut donc considérer la méthode de recherche
de ce minimum comme part intégrante de la fonction de mapping. Une méthode de re-
cherche exacte est proposée dans (Smid, 2016), selon l’algorithme de Kuhn-Munkres
(ou algorithme hongrois) (Kuhn, 1955). Ce dernier adresse le problème d’affectation,
usuellement représenté de la façon suivante : Soit x équipes et y tâches, x ≥ y, et une
matrice x × y de réels positifs, contenant le temps nécessaire à chaque équipe pour
réaliser chaque tâche. On souhaite affecter chaque tâche à une équipe afin de mini-
miser le temps total de réalisation, c’est-à-dire la somme des temps pris pour chaque
tâche.
Prenons donc x, x′ ∈ ω possédant respectivement n et n′ attributs, avec n ≥ n′.
On identifie alors aux équipes les attributs de x et aux tâches ceux de x′. On doit ainsi
2. Voir les Ressources en section 5 pour la preuve.
(a) Exemple de fonction de Mapping
(b) Mapping Mix sans séparation des attributs par
types
(c) Mapping Split avec séparation des attributs par type
Figure 3. Fonctions de Mapping
calculer la matrice 1 des dissimilarités entre les attributs de x et x′, ce qui représente
une complexité en O(n2 cF ) avec cF la complexité de δF .
Tableau 1. Matrice des dissimilarités entre les attributs de x et x′
1 ... n’
1 δF (x1, x′1) . δF (x1, x
′
n′)
... . . .
... . . .
... . . .
n δF (xn, x′1) . δF (xn, x
′
n′)
L’algorithme de Kuhn-Munkres plus tard révisé par Edmonds et Karp, et indé-
pendament Tomizawa (Frank, 2005), fournit alors en temps polynomial (O(n3)) une
solution optimale à ce problème d’affectation. Cette solution prend la forme d’une
affectation des n′ attributs de x′ à des attributs distincts de x (voir tableau 2). En as-
sociant alors les potentiels attributs surnuméraires (non affectés) de x à ∅, on obtient
le mapping recherché.
Tableau 2. Forme d’une solution au problème d’affectation
1 ... n’
1 δF (x1, x′1) . δF (x1, x
′
n′)
... . . .
... . . .
... . . .
n δF (xn, x′1) . δF (xn, x
′
n′)
L’application de cette méthode exacte de minimisation pouvant se révéler très cou-
teuse, on considérera à des fins de comparaison l’utilisation d’une méthode de mini-
misation naïve de complexité moindre détaillée en Algorithme 1. Cette méthode en
O(n22 cF ) sera en général non optimale. Or, si l’on construit dσF (ω) sur une fonction
de mapping non optimale, on perd la symétrie et l’indiscernabilité des identiques, et
donc la garantie d’avoir une fonction de dissimilarité normalisée.
Algorithme 1 : Méthode de minimisation naïve : Greedy
Attx {1...n}
pour tous les Attributs j de x′ faire
pour tous les Attributs i de x dans Attx faire
Calculer δF (xi, x′j)
k i tel que δF (xi, x′j) = min
a∈Attx
δF (xa, x
′
j)
Associer xk à x′j
Retirer k de Attx
pour tous les Attributs i de x restant dans Attx faire
Associer xi à ∅
Ces méthodes de minimisation fonctionnent indépendamment de la séparation des
attributs par type. En effet, si l’on sépare les attributs numériques et nominaux, on
résout simplement deux problèmes d’affectation plus simples.
2.2.3.3. Récapitulatif
La complexité des méthodes de minimisation exposées ci-avant dépend de celle
de la fonction δF . Cette fonction comprend un normalisation par la borne supérieure,
donc potentiellement couteuse sur de grands ensembles si cette borne doit être cal-
culée. On s’affranchit de ce problème à l’implémentation, en maintenant un registre
de maxima des ensembles à normaliser. Ceci permet de calculer la dissimilarité entre
deux attributs δF en O(card(F )), complexité de l’ordre du nombre de méta-attributs
des attributs. On récapitule les différentes fonction de mapping dans le tableau 3. On
notera que bien que les ordres de complexité soient équivalents, les méthodes Split
seront en général de complexité inférieure, et dans le pire cas ou tous les attributs sont
de même type, équivalentes aux méthodes Mix.
Tableau 3. Fonctions de mapping considérées
Complexité Description
GreedyMix O( card(F )2 n2) Méthode de minimisation naïve appliquée aux
attributs numériques et nominaux.
GreedySplit O( card(F )2 n2) Méthode de minimisation naïve appliquée sépa-
rément aux attributs numériques et nominaux.
ExactMix O(n3) Algorithme Hongrois appliqué simultanément
aux attributs numériques et nominaux.
ExactSplit O(n3) Algorithme Hongrois appliqué séparément aux
attributs numériques et nominaux.
2.2.4. Composition
Par le biais des équations (2) et (4), on peut donc proposer ∀x, y ∈ ω la dissimila-
rité normalisée par la borne supérieure sur ω selon dubr
G(ω) et d
σ
F (ω) telle que :
dubrω (x, y) =
dubrG(ω)(x,y)
max
(x′,y′)∈ω2
(dubr
G(ω)
(x′,y′))
+
dσF (ω)(x,y)
max
(x′,y′)∈ω2
(dσ
F (ω)
(x′,y′)) (5)
D’après la Proposition 1, dubrω est bien une fonction de dissimilarité normalisée sur ω.
3. Expériences comparatives
Au vu des résultats encourageants obtenus dans (Raynaut et al., 2016) et (Smid,
2016), on peut étudier plus en détail l’impact en termes de performances des différents
composants de la dissimilarité. Nous avons donc implémenté des variantes de ces
différents composants, et développé un cadre expérimental approprié à leur évaluation. 
Cette section présente le méta-problème sur lequel sont évaluées les dissimilarités 
ainsi que les dissimilarités étudiées. Nous détaillons ensuite les expériences effectuées 
et leurs résultats.
3.1. Forme du méta-problème
Les résultats de (Raynaut et al., 2016) suggèrent que les dissimilarités prenant 
en compte les méta-attributs des attributs seraient particulièrement appropriées pour 
caractériser la performance d’algorithmes d’apprentissage sur des jeux de données. 
On s’attache donc ici à construire un méta-problème exploitant cette caractéristique.
Dans (Raynaut et al., 2016), les dissimilarités étaient évaluées sur un problème 
de méta-classification, où la classe d’un jeu de données était l’algorithme qui y obte-
nait les meilleures performances. Il s’agit de l’une des premières approches de méta-
apprentissage, ayant l’avantage d’être très simple, mais de nombreuses méthodes plus 
performantes ont depuis été développées (Giraud-Carrier et al., 2004). Par exemple, 
dans (Brazdil et al., 1994), le méta-problème est divisé en autant de sous-problèmes 
que de classifieurs, et l’on apprend alors pour chacun un modèle d’applicabilité. Dans 
(Kalousis, Hilario, 2001b), on apprend plutôt un modèle pour chaque paire de clas-
sifieurs, prédisant sur quels jeux de données chacun dominera. Cette décomposition 
du méta-problème par paire de classifieurs est reprise dans (Sun, Pfahringer, 2013), 
où des ensembles de règles sont appris pour comparer les performances des classi-
fieurs dans chaque paire. D’autres travaux brisent le cadre traditionnel du problème 
de méta-apprentissage, tel (Leite et al., 2012), qui au lieu d’utiliser des ensembles de 
méta-données décrivant la performance de divers algorithmes sur des jeux de données, 
propose une stratégie de recherche d’algorithmes performants minimisant le nombre 
de tests à réaliser. De même, (Sun et al., 2012) considère l’optimisation des hyperpa-
ramètres en plus de la sélection d’algorithmes, et utilise des techniques d’optimisation 
pour chercher des solutions performantes.
Dans le cas présent, on peut définir un méta-problème s’appuyant sur l’abon-
dante méta-donnée d’OpenML (Vanschoren et al., 2012) (importante base collabo-
rative d’expériences d’apprentissages), qui devrait idéalement refléter les points forts 
supposés de la dissimilarité. Afin de caractériser la performance individuelle des al-
gorithmes, on peut reprendre une division du méta-problème par algorithme (Brazdil 
et al., 1994). En revanche plutôt que de se limiter à prédire si les algorithmes sont 
applicables ou non, la dissimilarité permet de manière très intuitive de modéliser di-
rectement leur performance. En effet, un simple algorithme de type k plus proches 
voisins permet d’agréger la performance d’un algorithme sur les k jeux de données 
les plus proches (selon la dissimilarité). Le pseudocode de l’Algorithme 2 décrit la 
structure du méta-problème retenue.
En plus de la dissimilarité elle-même, certains éléments de ce procédé peuvent 
varier, et impacteront potentiellement les résultats d’expériences. Il conviendra donc 
de considérer différentes valeurs pour ces paramètres, pour autoriser un maximum de
Algorithme 2 : Forme d’une solution au méta-problème
Data : − Un meta-datasetM décrivant la performance de x classifieurs sur y
jeux de données
− Un nouveau jeu de données D
Result : La recommandation d’un ensemble de n algorithmes c1...cn deM
supposés capables de bonnes performances sur D, et leur intérêt relatif
attendu α1...αn
V oisins← k jeux de données du meta-dataset les plus proches de D selon la
dissimilarité considérée
foreach Classifieur c deM do
Estimer la performance inconnue de c sur D selon la performance connue
de c sur les V oisins de D
Ordonner les classifieurs du meta-dataset selon l’estimation de leur
performance sur D
Recommander les n meilleurs pondérés selon leur performance estimée
généralité aux résultats d’expérience. Le nombre k de voisins considérés prendra des
valeurs communes pour des ensembles de l’ordre de la centaine :
k ∈ {3, 5, 10}
L’estimation de la performance d’un classifieur c sur D selon sa performance sur les
voisins deD pourra soit être une simple moyenne des performances de c sur les voisins
de D, soit être pondérée par la dissimilarité :
perfmean(c,D) = 1k
∑
V ∈V oisins
perf(c, V )
perfweighted(c,D) =
∑
V ∈V oisins
dubrω (D,V ) ∗ perf(c, V )
∑
V ∈V oisins
dubrω (D,V )
De plus, si l’on accepte ainsi en sortie un ensemble d’algorithmes recommandés,
on doit définir un critère de performance capable d’évaluer des solutions au méta-
problème produisant de tels ensembles. On généralise ainsi le critère introduit dans
(Raynaut et al., 2016) :
DÏ£¡FINITION 8. — Soit une solution S au méta-problème (M, D) recommandant
les classifieurs c1...cn avec un poids relatif α1...αn. Soient p1...pn les performances
réelles respectives de c1...cn sur D. Soient alors best la meilleure performance ob-
tenue par un classifieur de M sur le jeu de données D, et def la performance du
classifieur par défaut (prédisant la classe majoritaire) sur D. On définit tout d’abord
la performance d’une recommandation ci :
perf(ci) = max(−1, 1− |best− pi||best− def | )
Ce critère, illustré en figure 4, reprend celui de (Raynaut et al., 2016), atteignant
son maximum de 1 quand le classifieur recommandé présente une valeur de précison
maximale, et 0 quand il présente la même précision que le classifieur par défaut. On
limite cependant ce critère en −1 car il fait peu de sens de discriminer entre des
recommandations inutiles. On définit alors la performance de notre solution S au
méta-problème (M, D) :
perf(S) =
∑
i∈{1...n}
αi ∗ perf(ci)
∑
i∈{1...n}
αi
Figure 4. Performance d’une recommandation ci
Ce nouveau critère ne peut prendre de valeurs extrêmes que plus difficilement,
requérant pour ce faire des recommandations unanimement extrêmes. Ceci devrait li-
miter la variance des résultats, mais pour étudier plus précisément l’impact en terme de
performances du nombre de recommandations on fera varier le nombre d’algorithmes
recommandés en sortie :
n ∈ {1, 3, 5}
3.2. Ensembles de méta-attributs
Les méta-attributs retenus dans cette expérience sont en partie repris des travaux de
(Smid, 2016) et reprennent des mesures classiques additionnées de diverses variations
plus particulières. On les divise en différents ensembles selon leur provenance afin
d’évaluer l’impact de l’utilisation de différents méta-attributs sans trop augmenter la
taille de l’expérience. On définit pour chaque méta-attribut une dissimilarité bornée
sur son ensemble de valeurs adjoint de ∅, comme une distance de Manhattan sur son
ensemble de valeurs et une distance à l’absence de valeur particulière sur ∅. Soit donc
pour un méta-attribut a sa dissimilarité associée da : (a(ω) ∪ ∅)2 7→ R+ telle que :
da(x, y) =


|x− y| si (x, y) ∈ a(ω)2
δ∅a(x) si x ∈ a(ω) et y = ∅
δ∅a(y) si y ∈ a(ω) et x = ∅
δ∅a(∅) si x = y = ∅
On pourra se référer aux Ressources en section 5 pour les listes complètes des
méta-attributs retenus et leurs distances à l’absence de valeur δ∅ associées, omises
ici pour des raisons de volume. Cette distance à l’absence de valeur sera en général
une distance de Manhattan à la valeur du méta-attribut considéré sur un attribut hypo-
thétique vide ou uniforme (n’ayant qu’une seule valeur). Un tel attribut n’apporte en
effet aucune information et est en cela identifiable à l’absence d’attribut. Pour certains
méta-attributs, ce raisonnement n’est pas possible ou ne fait aucun sens (par exemple,
comparer la moyenne d’un attribut avec celle d’un attribut vide est absurde), et l’on
y considérera δ∅(x) = 0. On associe une distance à l’absence de valeur à la fois aux
méta-attributs généraux des jeux de données et à ceux des attributs, car elle est néces-
saire à la définition de la dissimilarité sur les attributs, et assure une certaine robustesse
aux valeurs manquantes de méta-attributs généraux.
3.2.1. Méta-attributs généraux des jeux de données
Les méta-attributs généraux des jeux de données consistent en des propriétés
simples des jeux de données, un descriptif global des attributs numériques, un des-
criptif global des attributs nominaux, et en la performance de landmarkers évalués
selon plusieurs critères (voir les Ressources en section 5 pour des listes complètes).
Les landmarkers sont des algorithmes d’apprentissage simples, dont l’usage a été
introduit dans (Pfahringer et al., 2000), que l’on applique au jeu de données consi-
déré, afin d’y évaluer leur performance. Ceux utilisés ici proviennent de l’API Weka
(Hall et al., 2009) et rassemblent différentes techniques classiques d’apprentissage.
Les critères de performance retenus sont l’aire sous la courbe ROC (Receiver Opera-
ting Characteristic), le taux d’erreur et le coefficient Kappa de Cohen (Cohen, 1968),
qui, parmi les critères communément utilisés, capturent des aspects de la performance
conceptuellement assez différents. On forme alors trois ensembles de méta-attributs
généraux comprenant tous nos trois premiers ensembles de base (propriétés simples
des jeux de données, descriptif global des attributs numériques, descriptif global des
attributs nominaux) et différents ensembles de landmarkers :
DMFg_min : Aucun landmarker.
DMFg_red : AUC (aire sous la courbe ROC) des landmarkers.
DMFg_full : Tous les landmarkers.
3.2.2. Méta-attributs des attributs
Les différents méta-attributs retenus pour les attributs individuels de jeux de don-
nées consistent en des propriétés simples communes à tous types d’attributs, des pro-
priétés exclusives aux attributs numériques, des propriétés exclusives aux attributs no-
minaux, et des versions normalisées de certaines des propriétés précédentes (voir les
Ressources en section 5 pour des listes complètes). Cette normalisation est proposée
dans (Smid, 2016), suite au constat que les distributions de certains méta-attributs sur 
un ensemble de jeux de données courants peuvent se révéler peu informatives. En ef-
fet, certains méta-attributs sont fortement corrélés à la taille (nombre d’instances) du 
jeu de données, comme par exemple le nombre de valeurs manquantes. La solution 
proposée et d’ajouter une nouvelle version de ces méta-attributs, normalisée par le 
nombre d’instances. On forme alors deux ensembles de méta-attributs des attributs :
DMFf_base : Pas de méta-attributs normalisés.
DMFf_full : Tous les méta-attributs normalisés.
3.3.? Fonctions?de?dissimilarité
On?défini?? ici? les?différentes?dissimilarités?à?comparer.?Les?éléments?nécessaires?
à? la? définition? d’une? dissimilarité? particulière? sont,? d’une? part? des? ensembles? de?
méta-attributs? généraux? et? méta-attributs? des? attributs,? tels? que? présentés? dans? la?
section? précédente,? et? d’autre? part? des? fonctions? de? dissimilarité? sur? ces? méta-
attributs? géné-raux? et? méta-attributs? des? attributs.? On? présente? donc? les? fonctions?
considérées,?avant?de?lister?les?dissimilarités?ainsi?formées?pour?comparaison.
3.3.1.? Dissimilarités?sur?les?méta-attributs?généraux
Pour fournir une dissimilarité sur les méta-attributs généraux, on compare le can-
didat présenté en définition 3, la dissimilarité normalisée par la borne supérieure dubrG ,
à?des?distances?classiques.?On?considère?un?simple?panel?constitué?des?distances??u-
clidienne?(norme?2),?de?Manhattan?(norme?1),?et?de?Tchebychev?(norme?infinie)?:
dissimG Dissimilarité normalisée par la borne supérieure
distEucl Distance Euclidienne
distMan Distance de Manhattan
distTcheb Distance de Tchebychev
3.3.2. Dissimilarités sur les attributs
Une dissimilarité sur les méta-attributs des attributs a été définie dans l’équation
3, se basant sur les différentes méthodes d’appariement des attributs décrites en sec-
tion 2.2.3. Les dissimilarités construites selon ces différentes méthodes d’appariement
peuvent alors être comparées entre elles.
D’autre part, des techniques existent dans le domaine du test statistique pour com-
parer directement des distributions. En identifiant un attribut de jeu de données à une
distribution, on pourrait utiliser de telles techniques pour construire une dissimilarité
entre attributs. On considère donc le test de Kolmogorov-Smirnov, permettant de tes-
ter la significativité des différences entre deux échantillons de données. Ce dernier
à l’avantage d’être non-paramétrique (aucun pré-requis sur les distributions compa-
rées), ce qui nous permet de l’appliquer directement à tout attribut numérique. Afin
de pouvoir l’appliquer également à des attributs nominaux, on considère une simple
association d’index entiers uniques aux catégories. On peut alors définir une nouvelle
fonction de dissimilarité δKS sur les attributs de jeux de données comme la statistique
résultante d’un test de Kolmogorov-Smirnov pour l’hypothèse nulle selon laquelle
deux attributs proviennent d’une même distribution :
DÏ£¡FINITION 9. — Soient x et y deux jeux de données de ω. On note xi le ith attribut
de x, et ωa l’ensemble des attributs des jeux de données de ω. On note KS(H0) la
statistique résultante d’un test de Kolmogorov-Smirnov pour l’hypothèse nulleH0. On
définit alors δKS : ω
2
a 7→ R+ telle que :
δKS(xi, yj) = KS(xi et yj sont issus de la même distribution)
PROPOSITION 10. — δKS est une fonction de dissimilarité normalisée. 3
Afin de construire une fonction de dissimilarité sur les attributs à partir de δKS , on
reprend l’équation (4). Soient donc x, x′ ∈ ω ayant respectivement n et n′ attributs.
Étant donnée une fonction de mapping σ, on peut définir dσ
KS(ω) : ω
2 7→ R+ telle
que :
d
σ
KS(ω)(x, x
′) =
1
max(n, n′)
(
i,j∑
σ1(i)=j
δKS(xi, x
′
j)+
i∑
σ1(i)=∅
δKS(xi, ∅)+
j∑
σ2(j)=∅
δKS(∅, x
′
j))
(6)
δKS étant bien une fonction de dissimilarité normalisée, la proposition 7 tient toujours
et assure que dσ
KS(ω) est une fonction de dissimilarité normalisée sur les attributs des
jeux de données de ω. δKS ne nécessitant pas à proprement parler de méta-attributs
des attributs, on notera DMFf_dist l’ensemble des distributions des attributs.
On compare donc deux dissimilarités sur les méta-attributs des attributs, dσF et
dσKS , utilisant les différents mappings σ décrits dans le tableau 3 : greedyMix, exact-
Mix, greedySplit et exactSplit. On utilise bien sûr dσKS sur DMFf_dist et d
σ
F sur
DMFf_base et DMFf_full.
3.4. Cadre d’expérimentation
3.4.1. Meta-Dataset
Afin d’instancier le méta-problème décrit en section 3.1, on doit construire un
méta-dataset décrivant la performance d’un ensemble de classifieurs sur un ensemble
de jeux de données. On raffine pour cela la procédure employée dans (Raynaut et al.,
2016), pour construire ce méta-dataset depuis les données d’OpenML.
On se limite tout d’abord à quatre critères de performances bien distincts. En effet,
les résultats de (Raynaut et al., 2016) ont montré que nombre de critères de perfor-
mance menaient à des résultats très corrélés. Réduire le nombre de critères permet
3. Voir les Ressources en section 5 pour la preuve.
donc de limiter la complexité de l’expérience sans trop impacter la généralité des ré-
sultats. Les critères retenus sont présentés dans le tableau 4.
Tableau 4. Critères de performance retenus
Critère Description
area_under_roc_curve The area under the ROC curve (AUROC), calculated
using the Mann-Whitney U-test.
predictive_accuracy The Predictive Accuracy is the percentage of ins-
tances that are classified correctly.
kappa Cohen’s kappa coefficient is a statistical measure of
agreement for qualitative (categorical) items: it mea-
sures the agreement of prediction with the true class.
kb_relative_information_score The Kononenko and Bratko Information score, divi-
ded by the prior entropy of the class distribution, mea-
sures the information produced by the model.
Pour trouver des ensembles de classifieurs et de jeux de données tels que chaque
classifieur ait été évalué sur chaque jeu de données selon nos quatre critères choisis,
on utilise une technique de recherche de bi-clique maximale (Uno et al., 2004) pour
trouver les plus grands ensembles de jeux de données et de classifieurs tels que chaque
élément des deux ensembles a été évalué en conjonction avec tous les éléments de
l’autre ensemble. Dans cette itération, on se limite à des jeux de données d’au plus
cent attributs, afin là-encore de limiter la complexité de l’expérience (dont un facteur
de complexité déterminant est celui des méthodes d’appariement des attributs). Les
ensembles ainsi produits, de respectivement 48 classifieurs et 395 jeux de données,
ainsi que le méta-dataset complet au format ARFF, sont mis à disposition (voir les
Ressources en section 5).
3.4.2. Baseline
Les dissimilarités à comparer au méta-niveau (voir les Ressources en section 5
pour une liste complète) seront évaluées selon le protocole décrit par l’algorithme 2.
Une première partie de notre baseline est constituée des distances classiques qui y sont
présentées, mais une comparaison à des méthodes d’apprentissage traditionnelles reste
désirable. On introduit donc une légère variante du méta-problème permettant d’éva-
luer des algorithmes d’apprentissage traditionnels dans des circonstances semblables,
venant ainsi les ajouter à notre baseline. Ce protocole, présenté dans l’algorithme 3,
permettra de comparer nos approches utilisant des dissimilarités à des algorithmes
d’apprentissage classiques, sélectionnés pour représenter des biais aussi divers que
possible. Voir les Ressources en section 5 pour une liste détaillée.
3.4.3. Exécutions
On évalue donc nos algorithmes d’apprentissage et dissimilarités sur le meta-
dataset, respectivement selon les algorithmes 3 et 2. On explore ainsi l’espace formé
sur les dimensions décrites dans le tableau 5.
Algorithme 3 : Méta-problème résolu par un algorithme d’apprentissage tradi-
tionnel A
Data : − Un meta-datasetM décrivant la performance de x classifieurs sur y
jeux de données
− Un nouveau jeu de données D
Result : La recommandation d’un ensemble de n algorithmes c1...cn deM
supposés capables de bonnes performances sur D, et leur intérêt relatif
attendu α1...αn
foreach Classifieur c deM do
Construire avec A un modèle de la performance de c à partir deM
Prédire la performance de c sur D selon ce modèle.
Ordonner les classifieurs du meta-dataset selon l’estimation de leur
performance sur D
Recommander les n meilleurs pondérés selon leur performance estimée
Les dissimilarités apparaissent plus nombreuses que prévu car leur nombre est
multiplié par les dimensions présentées dans la définition du méta-problème. En ef-
fet, le nombre k de voisins considérés dans l’algorithme 2 et la méthode nnDist
d’estimation de performance d’un classifieur à partir de celle de ses voisins, sont des
dimensions internes des dissimilarités. Les dimensions de l’espace des dissimilarités
sont présentées dans le tableau 6.
L’expérience complète nécessite donc 33 180 exécutions de l’algorithme 3 et
1 279 800 exécutions de l’algorithme 2 pour évaluer la performance au méta-niveau
en chaque point de l’espace. Ceci nécessite un important degré de parallélisme pour
être calculé en un temps raisonnable, ici obtenu en générant dynamiquement les exé-
cutions (toutes indépendantes) et en les déléguant à un répartiteur de tâches SLURM
(Yoo et al., 2003) gérant les 640 nœuds du cluster OSIRIM (voir osirim.irit.fr). De
plus, un pré-calcul des dissimilarités a été effectué afin de minimiser la redondance
entre les exécutions. Ce pré-calcul a de plus permis de mesurer le temps de calcul
exact des différentes dissimilarités, présenté en figure 5.
Tableau 5. Dimensions de l’expérience
Dimension Détails Taille
Algorithme au méta-niveau Traditionnels 7
Dissimilarités 270
Critère de performance de base Tableau 4 4
Jeu de données (instance de base) Voir Ressources 395
Nombre n d’algorithmes de base re-
commandés
{1, 3, 5} 3
Tableau 6. Dimensions de l’espace des dissimilarités
Dimension Détails Taille
Méta-attributs généraux Section 3.2.1 3
Dissimilarité sur les méta-attributs généraux Section 3.3.1 4
Méta-attributs des attributs Section 3.2.2 3
Dissimilarité sur les attributs Tableau Section 3.3.2 4
Nombre k de voisins considérés {3, 5, 10} 3
Méthode nnDist d’estimation de performance
d’un classifieur
{ mean, weighted } 2
Figure 5. Temps de calcul des dissimilarités. L’échelle en heures à gauche présente le
temps total de calcul entre chaque paire de jeux de données, et l’échelle en secondes
à droite présente la durée moyenne d’une évaluation de la dissimilarité
Ces temps d’exécution sont globalement compatibles avec les complexités atten-
dues, montrant une forte dépendance envers la méthode d’appariement des attributs,
et le nombre de méta-attributs des attributs. La dissimilarité sur les attributs basée sur
le test de Kolmogorov présente des temps d’exécution bien moindres (de 97 à 99%)
que celle basée sur les méta-attributs, pour les ensembles étudiés ici (37 à 49 méta-
attributs).
3.5. Analyse dimensionnelle des résultats
Les 1 312 980 exécutions détaillées dans la section précédente résultent en autant
de valeurs de performance au méta-niveau. Ces résultats sont stockés dans une base de
données SQL, dont les mécanismes sont propices à l’analyse dimensionnelle. On étu-
diera ainsi l’influence individuelle des différentes dimensions sur les performances au
méta-niveau pour tenter d’y déceler des tendances, qui devront ensuite être soumises
à des tests d’hypothèse statistique pour validation. On utilisera en particulier le test de
Friedman sous l’hypothèse nulle d’identité des distributions pour valider l’existence
d’une tendance, et le test de Nemenyi pour en établir le sens. Cette procédure est dé-
taillée ici sur l’exemple du nombre k de voisins considérés par l’algorithme 2, tandis
que les résultats obtenus sont présentés et interprétés en section suivante 4.
3.5.1. Processus d’analyse
L’algorithme 2 estime la performance des classifieurs sur un nouveau jeu de don-
néesD selon leur performance sur les k plus proche voisins deD, au sens de la dissi-
milarité évaluée. Ce nombre k prend ici des valeurs communes pour des ensembles de
l’ordre de la centaine (Batista, Silva, 2009) : k ∈ {3, 5, 10}. Pour étudier l’impact de
ce facteur k, on observe le comportement des différentes dissimilarités pour chaque
valeur de k, en moyennant selon les autres dimensions. Cette performance moyenne
au méta-niveau est présentée en figure 6.
On rappelle que ces valeurs de performance moyenne sont un pourcentage du
maximum connu : par exemple, la dissimilarité dissimG - DMFg_full - greedySplit
- DMFf_full affiche une performance moyenne de 0.87 pour k = 10, ce qui signifie
que les exécutions de l’algorithme 2 sur cette dissimilarité avec k = 10 ont permis
de trouver des classifieurs en moyenne 87 % aussi performant que le meilleur. En
observant la figure 6, on peut conjecturer plusieurs tendances :
1) La performance au méta-niveau pour k = 3 semble souvent inférieure à celle
obtenue pour k = 5 et k = 10.
2) Pour les dissimilarités utilisant DMFf_full, les performances au méta-niveau
apparaissent toujours croissantes de k = 3 à k = 5 puis k = 10.
Afin de contrôler le risque que ces tendances ne reflètent pas de réelles différences
entre nos distributions, on fait appel aux tests d’hypothèse statistique de Friedman
et Nemenyi. Le test de Friedman est un test non paramétrique, ne posant aucune
condition sur la forme des distributions sous-jacentes, ce qui est nécessaire dans ce
contexte multidimensionnel où aucune distribution n’est connue. Il permet de com-
parer des échantillons de valeurs dans le but d’assurer l’improbabilité de l’hypothèse
nulle H0 = { Les différents échantillons sont tirés de la même distribution }. La p-
value retournée par le test de Friedman (apparaissant dans les figures type 7a) mesure
ainsi la probabilité de l’observation faîte sous H0. Ici, cela signifie que si H0 est vrai
(↔ si le facteur k n’a pas de réelle influence sur la performance), alors la probabilité
d’observer les distributions en figure 6 était de 9, 2496 ∗ 10−13 (p-value en figure 7a).
Ceci nous assure que H0 est hautement improbable : le facteur k a bien une influence
4. Voir les Ressources en section 5 pour les détails de l’analyse complète de chaque facteur.
Figure 6. Moyenne des performances au méta-niveau selon le nombre k de voisins
considérés
sur la performance, mais cela ne suffit pas à valider l’existence des tendances relevées
plus haut.
Pour ce faire, on fait appel au test post-hoc de Nemenyi. Ce dernier permet de
comparer les échantillons deux à deux, déterminant lesquels sont significativement
différents, tout en controllant le risque global d’erreur type 1. En effet, comparer de
nombreux échantillons rend exponentiel le risque de commettre au moins une erreur
de type 1 (de valider une différence infondée). Le test de Nemenyi permet de maitriser
ce risque quel que soit le nombre d’échantillons. Dans nos expériences, on contrain-
dra ce risque à la valeur courante de 0, 05, ce qui signifie que chaque test de Nemenyi
effectué a un risque d’au plus 5 % de discriminer deux échantillons qui n’étaient pas
réellement discernables. Le test résulte ainsi en une différence critique CD, repré-
sentant la différence nécessaire entre le rang moyen de deux échantillons (statistique
produite par le test de Friedman) pour pouvoir les considérer significativement diffé-
rents. Ceci est représenté en figure 7a, où l’on classe les différents échantillons par
rang moyen. Ceux trop proches pour pouvoir être considérés significativement diffé-
rents sont liés entre eux. Ici, cela signifie que l’échantillon k = 3 est significativement
moins bon que les échantillons k = 10 et k = 5, mais que ces derniers ne sont pas suf-
fisamment éloignés pour être jugés significativement différents (sans courir un risque
d’erreur de plus de 5 %). La valeur indiquée à côté de l’identifiant de l’échantillon est
sa performance moyenne, qui permet de constater les écarts de moyenne parfois très
faibles entre échantillons jugés différents. Les résultats du test de Nemenyi en figure
7a valident donc notre première tendance : choisir k = 3 mène à des performances si-
gnificativement inférieures. Pour valider la seconde, on répète les tests de Friedman et
Nemenyi en se limitant cette fois aux dissimilarités utilisant DMFf_full. Les résultats,
présentés en figure 7b, montrent bien que k = 10 y est significativement meilleur que
k = 5, lui-même significativement meilleur que k = 3.
Ces différents résultats nous permettent d’écarter k = 3, et pointe vers l’utilisa-
tion de k = 10, en particulier en conjonction avec DMFf_full. Ceci pourrait indiquer
(a) Résultats du test de Friedman avec post-hoc de
Nemenyi entre les échantillons représentant les
différentes valeurs de k
(b) Idem mais en se restreignant aux dissimilarités
utilisant DMFf_full
Figure 7. Résultats des tests de Friedman
la nécessité de considérer davantage de voisins si l’on souhaite exploiter de grands
ensembles de méta-attributs des attributs.
Cette méthodologie de test, par étude des distributions puis validation par Fried-
man et Nemenyi, guide ainsi notre étude des résultats, et est reproduite sur nos diffé-
rentes dimensions pour évaluer l’impact de chaque facteur identifié plus tôt.
4. Discussion
4.1. Récapitulatif des résultats
On résume ici les différents résultats significatifs obtenus et leur interprétation.
Afin de présenter les résultats de tests d’hypothèse de manière synthétique, on utilisera
les notations ≺ et  pour est dominé significativement et est dominé sans différence
significative, respectivement.
4.1.1. Facteurs secondaires
On qualifie de secondaires les facteurs pouvant influer sur la performance au méta-
niveau mais ne faisant pas partie intégrante des dissimilarités. On étudie ici leur impact
sur la performance au méta-niveau et leurs relations avec les différentes dissimilarités.
Nombre de voisins considérés par l’algorithme 2 :
3 ≺ 10  5 en général
3 ≺ 5 ≺ 10 sur DMFf_full
Ceci semble indiquer la nécessité de considérer davantage de voisins pour exploiter
de grands ensembles de méta-attributs des attributs.
Méthode d’estimation de performance d’un classifieur selon celle de ses voisins :
Mean ≺ Weighted
Le test valide la supériorité globale de la méthode weighted (utilisant à nouveau la dis-
similarité pour pondérer la performance des plus proches voisins). Ce résultat conforte
l’intérêt perçu des dissimilarités, et leur utilité pour l’estimation de performance au ni-
veau de base.
Critère de performance de base :
Predictive accuracy ≺ Information score ≺ Kappa ≺ AUC
L’ordonnancement des différents critères semble valide dans une portion significa-
tive des cas de test, et aucun contre-exemple significatif n’a pu être trouvé. Tous nos
éléments pointent donc vers l’aire sous la courbe de ROC, dont l’utilisation comme
critère de performance de base semble mener aux meilleures performances au méta-
niveau, et qui est généralement reconnu comme un bon critère de performance en
classification.
Nombre de recommandations :
5 ≺ 3 ≺ 1
Augmenter le nombre de recommandations impacte donc bien négativement les per-
formances au méta-niveau. Ce compromis était attendu, le but étant de contrôler la
variance des résultats. On observe les variances les plus basses sur le critère d’AUC,
sans que le nombre de recommandations ne semble l’impacter. Le seul critère où la
multiplication des recommandations a l’effet escompté et limite la variance, est celui
de précision, mais les valeurs y restent peu intéressantes. Cette étude conforte donc le
choix du critère d’aire sous la courbe de ROC, mais rend apparent le peu d’intérêt de
la multiplication des recommandations, du point de vue des performances.
Ces études préliminaires nous ont permis de gagner une meilleure compréhension
de l’impact des facteurs secondaires, et en particulier de déterminer un espace op-
timal, ensemble de valeurs des facteurs secondaires maximisant la performance au
méta-niveau. Dans certaines des observations suivantes, on se placera dans cet espace
optimal pour analyser le comportement des dissimilarités dans ce qui serait le plus
proche d’un futur cas d’application réel. Comme espace optimal, on retient donc les
valeurs de k = 10, nnDist=weighted, criterion=AUC, et n = 1. De plus, on prendra
toujours la performance au méta-niveau pour n = 1 (sauf mention contraire explicite).
4.1.2. Facteurs primaires
On qualifie de primaires les éléments fonctionnels variables des dissimilarités.
Dissimilarité sur les méta-attributs généraux :
distTcheb ≺ distEucl ≺ distMan ≺ dissimG
La dominance de la distance de Manhattan sur les autres distances en conforte le
choix comme brique de base des dissimilarités. De plus, on valide la supériorité de
la dissimilarité normalisée par la borne supérieure, ce qui confirme l’intéret de cette
normalisation et de la prise en compte des valeurs de méta-attributs manquantes par
dissimilarité à l’absence de valeur.
Méta-attributs généraux :
DMFg_min ≺ DMFg_red  DMFg_full
L’utilisation de méta-attributs de type landmarker améliore significativement la per-
formance, mais la multiplication des évaluations des landmarkers ne présente pas
d’effet significatif. On peut rejoindre ici des travaux de sélection d’attributs insistant
sur l’importance de la diversité au sein des attributs (Brown et al., 2012). Il pour-
rait ainsi être intéressant d’étudier l’impact de la diversité des landmarkers et autres
méta-attributs généraux choisis sur la performance au méta-niveau.
Dissimilarité sur les attributs :
greedyMix ≺ exactSplit
Le coût d’exécution du mapping exactSplit dépassant celui du greedyMix d’un simple
facteur 2, ces résultats pointent vers l’utilisation du mapping exact avec séparation des
attributs par type.
Méta-attributs des attributs :
DMFf_none ≺ DMFf_dist ≺ DMFf_base  DMFf_full en général
DMFf_none ≺ DMFf_base  DMFf_dist ≺ DMFf_full sur l’espace optimal
La dominance de DMFf_full sur l’espace optimal confirme l’intérêt des méta-attributs
normalisés, d’autant plus qu’il émerge lorsqu’on se place dans la situation de perfor-
mance optimale des dissimilarités. DMFf_none est de plus toujours dominé, ce qui
confirme ici l’intérêt d’utiliser les méta-attributs des attributs.
4.1.3. Comparatif global
La comparaison à la baseline forme le dernier spectre d’observations à mener. On
compare ainsi directement les performances des dissimilarités et des algorithmes de
la baseline, confirmant la supériorité des dissimilarités par rapport aux algorithmes
traditionnels étudiés. Le test ne suffit malheureusement pas à établir de différence
significative entre les différentes dissimilarités, mais de telles différences ont déjà pu
être constatées dans les paragraphes précédents.
Ces résultats, dans l’ensemble très positifs, démontrent l’intérêt des approches pro-
posées pour la sélection d’algorithme de classification, problème standard de méta-
analyse. La proximité des biais entre différents problèmes de méta-analyse permet de 
supposer que ces approches par dissimilarité pourront y avoir de bons résultats, et ce 
moyennant très peu de modifications pour de nouveaux problèmes de sélection d’al-
gorithme. Les performances obtenues au méta-niveau, pouvant dépasser les 0.95 sur 
notre ensemble de 395 jeux de données, signifient que certaines approches par dissimi-
larité ont permis d’identifier des algorithmes de classification en moyenne 95 % aussi 
performants que le meilleur sur chaque jeu de données. Le processus est couteux si 
pratiqué offline : calculer la matrice complète des dissimilarités entre jeux de données 
peut prendre des jours pour de grands ensembles. En revanche, dans une perspective 
online, l’ajout d’un nouveau jeu de données ne nécessite que de calculer sa dissimi-
larité à ceux déjà présents, au lieu de reconstruire le modèle complet. Ces approches 
seront donc particulièrement adaptées à des processus de sélection d’algorithmes ac-
tifs maintenant une base de cas sur lesquels construire leurs recommandations.
4.2. Conclusion
Nous avons proposé des fonctions de dissimilarité entre jeux de données présentant 
un ensemble de propriétés désirables, et capables d’employer des méta-attributs carac-
térisant des attributs particuliers de ces jeux de données. Nous avons montré qu’elles 
permettent de caractériser l’adéquation d’algorithmes de classification avec des jeux 
de données plus efficacement que des distances traditionnelles, et qu’elle peuvent être 
employées avec de bonnes performances dans le contexte de sélection d’algorithmes.
De nombreuses pistes d’amélioration restent cependant à explorer. Tout d’abord, 
ces dissimilarités permettent d’utiliser des méta-attributs caractérisant des attributs 
particuliers des jeux de données, mais diverses expériences (Long et al., 2005 ; Brown 
et al., 2012) ont montré que les propriétés d’un attribut dans le contexte des autres 
attributs sont au moins aussi importantes. Il serait alors intéressant de permettre l’uti-
lisation de tels méta-attributs relationnels, comme la covariance ou l’information mu-
tuelle, par la dissimilarité.
De plus, bien que divers et provenant d’approches très différentes, les méta-attributs 
employés dans nos expériences ne couvrent pas complètement l’état de l’art en la ma-
tière. Ces dernières années ont été riches en contributions introduisant de nouveaux 
méta-attributs (Peng et al., 2002 ; Ho, Basu, 2002 ; Ntoutsi et al., 2008 ; Sun, Pfahrin-
ger, 2013), dont l’utilisation pourrait révéler l’intérêt d’une approche par dissimilarité 
dans de nouveaux contextes.
Enfin, comme l’efficacité de l’approche par dissimilarité apparaît très dépendante 
du contexte (comme c’est souvent le cas en apprentissage et méta-apprentissage), 
il pourrait être intéressant de concevoir une méthode d’évaluation de méta-attributs 
considérant leurs diverses natures (globaux, liés à un attribut, relationnels...). Il serait 
alors possible de caractériser l’utilité des divers méta-attributs dans une variété de si-
tuations et donc d’approfondir notre connaissance du problème de méta-apprentissage.
Dans le cadre de l’assistance intelligente à l’analyse de données, un atout particu-
lier de notre approche est qu’elle permet une caractérisation unifiée des expériences
d’analyse de données. En effet, disposant d’une quelconque représentation du proces-
sus d’analyse de données et de ses résultats, il est possible de l’intégrer dans la dissi-
milarité, permettant ainsi la comparaison directe d’expériences complètes. Il s’agit là
d’un premier pas vers de nouvelles approches d’assistance intelligente à l’analyse de
données, permettant notamment l’utilisation directe d’heuristiques pour la découverte
et recommandation de processus d’analyse adaptés.
5. Ressources
Se référer à https://github.com/WilliamRaynaut/Dissimilarites-entre-jeux-de-donnees
pour tous les matériaux complémentaires. On trouvera tout d’abord les listes des méta-
attributs, des algorithmes traditionnels de la baseline, et des classifieurs et jeux de
données du meta-dataset. Le dossier contient également les preuves des différentes
propositions présentées dans l’article, l’analyse complète des différents facteurs ainsi
que l’intégralité des résultats produits.
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