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Abstract
We study the amount of information that is contained in “random
pictures”, by which we mean the sample sets of a Boolean model. To
quantify the notion “amount of information”, two closely connected
questions are investigated: on the one hand, we study the probability
that a large number of balls is needed for a full reconstruction of a
Boolean model sample set. On the other hand, we study the quanti-
zation error of the Boolean model w.r.t. the Hausdorff distance as a
distortion measure.
Keywords: Boolean model; functional quantization; high resolution quan-
tization; information based complexity; metric entropy.
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1 Introduction and results
1.1 Introduction
We are interested in quantifying the amount of information contained in cer-
tain random pictures. Let us first fix some notation. We work in dimension
d ≥ 1. Let (ξi)i≥1 be i.i.d. random variables uniformly distributed in [0, 1]d,
(Ri)i≥1 be i.i.d. positive random varibles, and let N be a Poisson random
variable with parameter λ. Assume that (ξi), (Ri), and N are independent.
Define a “random picture” by
S :=
N⋃
i=1
B(ξi, Ri) ∩ [0, 1]d.
Here, B(x, r) is a ball with centre x and radius r, where for the time being
any norm ||.|| on Rd is fine. The set S is a union of balls in [0, 1]d; imagine the
balls are painted ‘black’, thus we have a black picture over white background.
We are interested in the (lossy) encoding of the picture S by a finite
number of bits. This problem, the well-known quantization problem, will
be described below. It turns out that for the analysis of the quantization
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problem, the following random variable is crucial. Moreover, we believe that
it may be of independent interest. Define the effective number of balls visible
in the picture as
K := min{r ≥ 1|∃i1, . . . , ir ∈ {1, . . . , N} : S =
r⋃
s=1
B(ξis , Ris) ∩ [0, 1]d}.
In other words, with K balls one can reproduce the black picture S exactly
as with the original N balls.
We are interested in the upper tail of K, i.e. P[K ≥ n] when n → ∞.
This means we study the probability that one needs many balls in order to
reconstruct the picture S. In particular, we would like to understand when
one can “save balls” w.r.t. the original Poisson number of balls N . To make
this more precise, note that clearly K ≤ N , and so
P[K ≥ n] ≤ P[N ≥ n] = exp(−n log n · (1 + o(1))), n→∞.
We would like to show that the upper tail of K is thinner, i.e. for some a > 1
P[K ≥ n] = exp (−a · n log n · (1 + o(1))) , n→∞.
It turns out that this question is non-trivial and interesting. The answer de-
pends on the dimension d, on the type of norm used, and on the distribution
of the radii L(R1).
Boolean models are fundamental objects in stochastic geometry and have
a large range of applications, [4, 17]. However, to the knowledge of the
authors, until recently mostly the average of observables of Boolean models
are studied. Often this plays a role when estimating parameters of the model
in applications. On the contrary, the present paper deals with rare events,
i.e. with large deviation probabilities.
As mentioned above, the upper tail of the random variable K is an
essential ingredient for solving the so-called quantization problem, which
we recall now. Let an arbitrary norm ||.|| be fixed on Rd. Let dH denote
the corresponding Hausdorff distance between the closed subsets of Rd. We
define the respective quantization error for pictures by
D(q)(r) := inf
#C≤er
E min
A∈C
dH(S,A), r > 0.
Here, the sets C are called codebooks and the upper index (q) stands for
“quantization”. The idea is that the “analog” signal S should be encoded
by an element A ∈ C. This incurs an error, dH(A,S), measured in Hausdorff
distance. Losely speaking, D(q) is then the minimal average error over all
codebooks C of a size not exceeding er. We are interested in letting r→∞,
that is, the size of the codebooks grows; and we would like to understand
the rate of decay of the corresponding quantization error.
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Basic references for quantization problems are [11, 6, 13]. The analy-
sis of the quantization started in the 40ies of the 20th century, and mainly
finite-dimensional quantization was the subject of interest until about 2000.
Since then, research has shifted to infinite dimensional quantization, e.g. for
Brownian motion, fractional Brownian motion, Le´vy processes, etc. attain-
ing values in some function spaces, therefore called functional quantiation,
see e.g. [10, 7, 8, 9, 14, 15, 5, 12, 1] and references therein for a selection,
and their applications to numerical probability, see e.g. [16]. In the present
paper, the signal attains values in a more abstract space, namely, in the
class of all compact subsets of [0, 1]d.
Results similar to those in this paper are obtained in [2, 18]. In [2],
certain types of jump processes are studied that resemble (and contain a as
special case) compound Poisson processes with values in an abstract space.
In the PhD thesis [18], the question we are interested in in this paper appears
for the first time. We comment on the particular relation to the present
results below.
The rest of this paper is structured as follows. In Section 1.2, we sum-
marize our results for the large deviation probabilities of K. In Section 1.3,
the results for the quantization error are listed. The proofs are given in
Section 2 (lower bounds for the large deviation results), Section 3 (upper
bounds for the large deviation results), Section 4 (dimension d = 1), and
Section 5 (quantization results), respectively.
1.2 Results for the large deviations of K
Dimension d = 1. Let us start with the case d = 1, which is particularly
easy.
In R1 there is essentially one norm, thus we will work with absolute
values. The balls here are just intervals, B(x, r) = [x− r, x+ r]. The proof
of the following result is given in Section 5.
Theorem 1 Let d = 1. Assume that the distribution of R1 has a probability
density p with p(z) ≈ zα−1 for z → 0 and some α > 0. Then
P[K ≥ n] = exp(−(1 + α)n log n · (1 + o(1))), as n→∞. (1)
Here and below, the notion p(z) ≈ q(z) (z → 0) stands for the fact
that p(z)/q(z) is bounded away from zero and infinity for z small enough.
Likewise, we use p(z) ∼ q(z) if lim p(z)/q(z) = 1.
For the case of constant radius, the large deviations turn out to be trivial,
which is quite natural. Namely, if R1 ≡ c < 1 is constant, Remark 23 below
shows that P[K ≥ n] = 0, for n > 2/c.
From now on, we assume d ≥ 2.
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Constant radius. Let us now deal with the seemingly simple case of
constant radii. It turns out that the rates (and the proofs) are non-trivial
and may possibly depend on the geometry of the balls.
Theorem 2 Assume R1 ≡ c < 1 is constant. Then
1. for ℓ1-balls, we have
P[K ≥ n] = exp
(
−(1 + 1
d− 1)n log n · (1 + o(1))
)
,
2. for ℓ2-balls, we have
exp
(
−(1 + 2
d− 1)n log n · (1 + o(1))
)
≤ P[K ≥ n] ≤ exp
(
−(1 + 1
d− 1)n log n · (1 + o(1))
)
,
3. for ℓ∞-balls, we have
exp
(
−(1 + 1
d− 1)n log n · (1 + o(1))
)
≤ P[K ≥ n].
These results are proved in Section 2.1 (lower bounds) and Section 3.2
(upper bounds).
Radius distribution with density. Now we deal with a radius distri-
bution that has a probability density. The result here is a summary of the
results in Sections 2.2, 2.3 (lower bounds) and 3.1 (upper bounds), where
slightly more general results are stated and proved.
Theorem 3 Assume that the radius distribution has a probability density p
with p(z) ≈ zα−1, for z → 0. Set α¯ := α∧ 1. Furthermore, assume that p is
bounded. Then for any norm on Rd
exp
(
−
(
1 +
α
d
)
n log n · (1 + o(1))
)
≤ P[K ≥ n] ≤ exp
(
−
(
1 +
α¯
d
)
n log n · (1 + o(1))
)
.
Additionally, for ℓ1-balls,
exp
(
−(1 + 1
d− 1)n log n · (1 + o(1))
)
≤ P[K ≥ n]
and for ℓ2-balls,
exp
(
−(1 + 2
d− 1)n log n · (1 + o(1))
)
≤ P[K ≥ n].
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1.3 Results for the quantization error
Dimension d = 1. Also here we start with dimension d = 1. First, we
treat the case of constant radius.
Theorem 4 Let d = 1. Assume that the radius is constant R1 ≡ c < 1/2.
Then for constants c1, c2 > 0 and large enough r we have
c1e
−r/2m ≤ D(q)(r) ≤ c2e−r/2m, (2)
where m := max{k ∈ N : 2kc < 1}. For c ≥ 1/2, the statement holds for
m = 1/2.
Now we look at d = 1 and non-constant radius. Note that Lemma 24
below immediately turns an upper bound for the large deviations of K into
an upper bound for the quantization rate. In particular, from Theorem 1
we obtain the following.
Corollary 5 Let d = 1. Assume that the distribution of R1 has a probability
density p with p(z) ≤ czα−1 for z → 0 and some α > 0. Then
D(q)(r) ≤ exp
(
−
√
(1 + α)r log r · (1 + o(1))
)
as r →∞.
Lower bounds could be obtained in a similar matter as for larger dimen-
sions below, we do not pursue this here to keep the exposition comprehensive.
We further mention that Theorem 4.2.1 in [18] treats the case α = 1, which
is extended to general α here.
For the rest of this section, we deal with d ≥ 2.
Constant radius. Let us first consider the case of constant radius.
Theorem 6 For ℓ1-balls and constant radius we have
D(q)(r) = exp
(
−
√
2
d− 1 r log r · (1 + o(1))
)
, as r →∞.
For ℓ2-balls and constant radius we have
exp
(
−
√
4(d+ 1)
d(d− 1) r log r · (1 + o(1))
)
≤ D(q)(r) ≤ exp
(
−
√
2
d− 1 r log r · (1 + o(1))
)
, as r→∞.
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Radius distribution with density. Finally, we deal with a radius dis-
tribution with a density.
Theorem 7 Assume that the distribution of R1 has a probability density p
with p(z) ≈ zα−1 for z → 0 for some α > 0. Set α¯ := α ∧ 1. Then
exp
(
−b
√
r log r · (1 + o(1))
)
≤ D(q)(r) ≤ exp
(
− b
√
r log r · (1 + o(1))
)
,
as r →∞, where b :=
√
2(1+α/d)
d+1 and b :=
√
2(1+α¯/d)
d+1 .
Theorem 4.3.2 and Theorem 4.3.3 in [18] treat the case α = 1 and give
the right lower bound in that case. Here, we show that this lower bound is
sharp and extend both bounds to more general α.
2 Lower bounds for the large deviation results
2.1 Constant radius for ℓ1-, ℓ2-, ℓ∞-norms
2.1.1 ℓ2-norm
Proposition 8 Assume that the radius is a.s. constant R1 ≡ c < 1 and we
work with ℓ2-balls. If d ≥ 2, then
P[K ≥ n] ≥ exp(−(1 + 2
d− 1)n log n(1 + o(1))), as n→∞.
Proof: Consider the following collection of boxes:{
d−1∏
m=1
[
km
(2n)1/(d−1)
+
1/4
(2n)1/(d−1)
,
km
(2n)1/(d−1)
+
3/4
(2n)1/(d−1)
]}
×
[
0,
c1
n2/(d−1)
]
with km ∈ {0, . . . , ⌊(2n)1/(d−1)⌋−1} and c1 := 2−(4+2/(d−1)). The number of
boxes being of order 2n, we may choose among them n distinct boxes, say
V1, . . . , Vn. Define the following event:
E := En := {N = n} ∩
⋃
π permutation of {1, . . . , n}
{ξi ∈ Vπ(i), i = 1, . . . , n}.
We will show that – given E – each ball B(ξi, R1) (i = 1, . . . , n) contains
a point that is not covered by any other ball B(ξj, R1), j = 1, . . . , n, j 6=
i. Therefore, E implies K ≥ n. More precisely, the point xi := ξi +
(0, . . . , 0, R1) is obviously in the ball B(ξi, R1) and it is not covered by any
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other ball: Indeed, for j 6= i:
||xi − ξj||22 = |ξ(d)i +R1 − ξ(d)j |2 +
d−1∑
m=1
|ξ(m)i − ξ(m)j |2
= |ξ(d)i − ξ(d)j |2 +R21 − 2R1|ξ(d)i − ξ(d)j |2 +
d−1∑
m=1
|ξ(m)i − ξ(m)j |2
≥ 0 +R21 − 2R1c1n−2/(d−1) +
(
1/2
(2n)1/(d−1)
)2
> R21,
by the choice of c1. Further, note that for large enough n the point xi is
indeed in [0, 1]d, as R1 ≡ c < 1.
Therefore, the event E implies K ≥ n and so
P[K ≥ n] ≥ P[E] = λ
n
n!
e−λ · n! ·
((
1/2
(2n)1/(d−1)
)d−1
· c1n−2/(d−1)
)n
≥ exp
(
−
(
1 +
2
d− 1
)
n log n(1 + o(1))
)
.

2.1.2 ℓ1-norm
Now we consider the case of constant radius and ℓ1-balls.
Proposition 9 Assume that the radius is a.s. constant R1 = c < 1 and we
work with ℓ1-balls. If d ≥ 2, then
P[K ≥ n] ≥ exp
(
−
(
1 +
1
d− 1
)
n log n(1 + o(1))
)
, as n→∞.
The proof is completely analogous to the ℓ2-norm case, with the only
difference being the possibility to keep the first component in a larger set
due to the geometric structure of ℓ1-balls. This results in the larger bound.
Proof: Consider the following collection of boxes:{
d−1∏
m=1
[
km
(2n)1/(d−1)
+
1/4
(2n)1/(d−1)
,
km
(2n)1/(d−1)
+
3/4
(2n)1/(d−1)
]}
×
[
0,
c2
n1/(d−1)
]
,
with km ∈ {0, . . . , ⌊(2n)1/(d−1)⌋−1}. Here, c2 := 2−(2+1/(d−1)). The number
of boxes being of order 2n, we may choose among them n distinct boxes,
say V1, . . . , Vn. Define the following event:
E := En := {N = n} ∩
⋃
π permutation of {1, . . . , n}
{ξi ∈ Vπ(i), i = 1, . . . , n}.
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We will show that – given E – each ball B(ξi, R1) (i = 1, . . . , n) contains
point that is not covered by any other ball B(ξj, R1), j = 1, . . . , n, j 6=
i. Therefore, E implies K ≥ n. More precisely, the point xi := ξi +
(0, . . . , 0, R1) is obviously in the ball B(ξi, R1) and it is not covered by any
other ball: Indeed, for j 6= i:
||xi − ξj ||1 = |ξ(d)i +R1 − ξ(d)j |+
d−1∑
m=1
|ξ(m)i − ξ(m)j |
≥ R1 − |ξ(d)i − ξ(d)j |+
d−1∑
m=1
|ξ(m)i − ξ(m)j |
≥ R1 − c2n−1/(d−1) + 1/2
(2n)1/(d−1)
> R1,
by the choice of c2. Further, note that for large enough n the point xi is
indeed in [0, 1]d, as R1 = c < 1.
Therefore, the event E implies K ≥ n. Thus,
P[K ≥ n] ≥ P[E] = λ
n
n!
e−λ · n! ·
((
1/2
(2n)1/(d−1)
)d−1
· c2n−1/(d−1)
)n
≥ exp
(
−
(
1 +
1
d− 1
)
n log n(1 + o(1))
)
. (3)

2.1.3 ℓ∞-norm
Now we consider the case of constant radius and ℓ∞-balls. The approach is
very similar to the previous ones but the centers of the balls are placed near
a “diagonal” hyperplane.
Proposition 10 Assume that the radius is a.s. constant R1 = c < 1 and
we work with ℓ∞-balls. If d ≥ 2, then
P[K ≥ n] ≥ exp
(
−
(
1 +
1
d− 1
)
n log n(1 + o(1))
)
, as n→∞.
Proof: Let us fix ρ1, ρ2 such that R1 < ρ1 < ρ2 < 1 and consider the
(d− 1)-dimensional nonempty set
H :=
{
x ∈ [0, 1]d :
d∑
m=1
x(m) = nρ2, min
1≤m≤d
x(m) > ρ1
}
.
For sufficiently small c1 = c1(d, ρ1, ρ2, c) we may choose n points β1, ..., βn
in H such that ||βi − βj ||1 > c1n−1/(d−1) for all i 6= j. (We stress that we
take ℓ1-norm here.)
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Consider the following collection of boxes:
Vi := B(βi, c2n
−1/(d−1)), 1 ≤ i ≤ n,
with c2 < c1/(4d).
Define the following event:
E := En := {N = n} ∩
⋃
π permutation of {1, . . . , n}
{ξi ∈ Vπ(i), i = 1, . . . , n}.
We will show that – given E – each ball B(ξi, R1) (i = 1, . . . , n) contains a
point that is not covered by any other ball B(ξj, R1), j 6= i.
Consider the point xi := ξi − (R1, . . . , R1). For 1 ≤ m ≤ d we have
x
(m)
i = ξ
(m)
i −R1 ≥ β(m)π(i) − ||ξi − βπ(i)||∞ −R1
≥ ρ1 − c2n−1/(d−1) −R1 > 0
for sufficiently large n, which yields xi ∈ [0, 1]d. It is also obvious that
xi ∈ B(ξi, R1).
We show now that xi is not covered by any other ball. Let x
′
i := βπ(i) −
(R1, . . . , R1). Then
||xi − x′i||∞ = ||ξi − βπ(i)||∞ ≤ c2n−1/(d−1).
It follows that for any j 6= i we have
||xi − ξj||∞ ≥ ||x′i − βπ(j)||∞ − ||xi − x′i||∞ − ||ξj − βπ(j)||∞
≥ ||x′i − βπ(j)||∞ − 2c2n−1/(d−1). (4)
It remains to evaluate ||x′i − βπ(j)||∞. Since βπ(i), βπ(j) ∈ H, we have
d∑
m=1
(
β
(m)
π(j) − β
(m)
π(i)
)
=
d∑
m=1
β
(m)
π(j) −
d∑
m=1
β
(m)
π(i) = 0.
In other words,
d∑
m=1
(
β
(m)
π(j) − β
(m)
π(i)
)
+
=
d∑
m=1
(
β
(m)
π(j) − β
(m)
π(i)
)
−
.
On the other hand, by construction,
d∑
m=1
(
β
(m)
π(j) − β
(m)
π(i)
)
+
+
d∑
m=1
(
β
(m)
π(j) − β
(m)
π(i)
)
−
= ||βπ(j)−βπ(i)||1 > c1n−1/(d−1).
It follows that
d∑
m=1
(
β
(m)
π(j) − β
(m)
π(i)
)
+
> c1n
−1/(d−1)/2
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and
||x′i − βπ(j)||∞ ≥ max
1≤m≤d
(
β
(m)
π(j) − x′i
(m)
)
= max
1≤m≤d
(
β
(m)
π(j)
− β(m)
π(i)
)
+R1
≥ 1
d
d∑
m=1
(
β
(m)
π(j) − β
(m)
π(i)
)
+
+R1
> c1n
−1/(d−1)/(2d) +R1. (5)
By using the bounds (4), (5), and the definition of c2, we obtain
||xi − ξj ||∞ ≥ c1n−1/(d−1)/(2d) +R1 − 2c2n−1/(d−1) > R1.
This means xi 6∈ B(ξi, R1), as claimed. Therefore, the event E implies
K ≥ n and so
P[K ≥ n] ≥ P[E] = λ
n
n!
e−λ · n! ·
(
c2n
−1/(d−1)
)dn
≥ exp
(
−
(
1 +
1
d− 1
)
n log n(1 + o(1))
)
.

2.2 Generic radius: Lower bound via small balls
The following result is valid for arbitrary norm in Rd, d ≥ 1.
Proposition 11 Assume that the distribution of R1 has a probability den-
sity p with p(z) ≥ czα−1 for small z and some constants c > 0 and α > 0.
Then
P[K ≥ n] ≥ exp(−(1 + α/d)n log n(1 + o(1))), as n→∞.
Proof: Let n ≥ (21/d − 1)d. A lower bound is obtained from the following
scenario. Consider the following collection of cubic boxes:
d∏
m=1
[
km
(2n)1/d
+
1/4
(2n)1/d
,
km
(2n)1/d
+
3/4
(2n)1/d
]
, km ∈ {0, . . . , ⌊(2n)1/d⌋−1}.
The number of boxes being of order 2n, we may choose among them n
distinct boxes, say V1, . . . , Vn. Define the following event:
E := En := {N = n} ∩
⋃
π permutation of {1, . . . , n}
Eπ,
10
where
Eπ := {ξi ∈ Vπ(i), Ri ∈ [c1n−1/d, c2n−1/d],∀i = 1, . . . , n},
with some constants c2 > c1 > 0. The constant c2 depending on the norm
under consideration can be chosen so small that for distinct i and j the balls
B(ξi, Ri) and B(ξj, Rj) are disjoint. Therefore, the event E implies K ≥ n.
Finally, note that
P[K ≥ n] ≥ P[E]
= n! · λ
n
n!
e−λ ·
((
1/2
(2n)1/d
)d
·
∫ c2n−1/d
c1n−1/d
p(z)dz
)n
≥
(
λ2−(d+1)
)n
e−λ · n−n ·
(∫ c2n−1/d
c1n−1/d
czα−1dz
)n
≥
(
λ2−(d+1)(cα2 − cα1 )/α
)n
e−λ · n−n · n−αn/d
= exp(−(1 + α/d)n log n · (1 + o(1))).

2.3 Generic radius: Lower bound via surfaces
Proposition 12 Assume the radius distribution has a bounded density. Then,
• for ℓ1-norm balls,
P[K ≥ n] ≥ exp
(
−
(
1 +
1
d− 1
)
n log n · (1 + o(1))
)
;
• for ℓ2-norm balls,
P[K ≥ n] ≥ exp
(
−
(
1 +
2
d− 1
)
n log n · (1 + o(1))
)
.
We will prepare the proof with the following lemma. It shows that
any probability distribution with bounded density has many intervals in its
support with the mass proportional to the length of those intervals or larger.
Lemma 13 Let R ∈ [0, 1] be a random variable having a bounded probability
density p, say
esssupx∈[0,1] p(x) ≤ c <∞. (6)
Then for any β ∈ [0, 1] and any δ > 0 we have
vol1{x ∈ [0, 1] : P[R ∈ [x, x+ β]] > δβ} > 1− 2cβ − δ
c
.
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Proof: Set, for ease of notation, P[R ∈ [x, x+β]] =: Qx(β). First note that
we have∫ 1−β
0
Qx(β)dx =
∫ 1−β
0
∫ x+β
x
p(y)dydx =
∫ 1
0
∫ (1−β)∧y
0∨(y−β)
dxp(y)dy
≥
∫ 1−β
β
∫ y
y−β
dxp(y)dy = β
∫ 1−β
β
p(y)dy
≥ β
(∫ 1
0
p(y)dy − 2cβ
)
= β(1− 2cβ).
On the other hand, note that Qx(β) ≤ cβ. Therefore,∫ 1−β
0
Qx(β)dx =
∫ 1−β
0
Qx(β)1lQx(β)≤δβdx+
∫ 1−β
0
Qx(β)1lQx(β)>δβdx
≤ δβ + cβ
∫ 1
0
1lQx(β)>δβdx.
It follows that
1− 2c β ≤ δ + c vol1{x ∈ [0, 1] : P[R ∈ [x, x+ β]] > δβ}.
Rearranging the terms gives the claim. 
Proof of Proposition 12: We shall proceed in a number of steps: after
some preparations, we define a scenario, estimate its probability, and then
show that the scenario implies K ≥ n.
Preparation: (d − 1)-dimensional boxes. Set εn := (2n)−1/(d−1)/2. Let
us consider the following collection of boxes:
d−1∏
m=1
[
2kmεn, (2km + 1)εn
]
, km ∈ {0, . . . , ⌊ε
−1
n − 1
2
⌋}.
The number of such boxes is greater or equal to(
⌊ε
−1
n − 1
2
⌋+ 1
)d−1 ∼ (2εn)−(d−1) = 2n.
Therefore, one can choose n of these boxes, say V1, . . . , Vn. The main feature
of these boxes is that
∀i 6= j ∀y ∈ Vi, y′ ∈ Vj : max
1≤m≤d−1
|y(m) − (y′)(m)| ≥ εn. (7)
Preparation: support of the d-th component. Let c be the bound of the
density (as in (6)). It follows immediately from Lemma 13 (with δ = 1/4)
that for any β ∈ [0, 14c ] we have
vol1
{
x ∈ [0, 1] : P[R ∈ [x, x+ β]] > β
4
}
>
1
4c
.
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This implies that for β < 1/(8c) we have
1
8c
< vol1
{
x ∈ [0, 1 − β] : P[R ∈ [x, x+ β]] > β
4
}
= vol1
{
z ∈ [0, 1 − β] : P[R+ z ∈ [1− β, 1]] > β
4
}
.
Let us denote
Z(β) :=
{
z ∈ [0, 1 − β] : P[R+ z ∈ [1− β, 1]] > β
4
}
.
We shall use this set as the support of the d-th component in the scenario
we will construct. It will be used for β = βn → 0 so that the assumption
β < 1/(8c) is satisfied for n large enough.
Definition of the scenario and evaluation of its probability. Define the
‘tubes’
Wi := Vi × Z(βn), i = 1, . . . , n,
where βn is chosen later according to the involved norm.
Consider the following scenario:
E := En := {N = n} ∩
⋃
π permutation of {1, . . . , n}
Eπ,
where
Eπ := {ξi ∈Wπ(i), ξ(d)i +Ri ∈ [1− βn, 1],∀i = 1, . . . , n}.
By using the projection σ(x(1), . . . , x(d)) := (x(1), . . . , x(d−1)), we can esti-
mate the probability of E as follows:
P[E] ≥ λ
n
n!
e−λ · n! ·
(
P[σ(ξ1) ∈ V1] · P[ξ(d)1 ∈ Z(βn), ξ(d)1 +R1 ∈ [1− βn, 1]]
)n
≥ λne−λ
(
εd−1n · P[ξ(d)1 ∈ Z(βn)] inf
z∈Z(βn)
P[z +R1 ∈ [1− βn, 1]]
)n
≥ λne−λ
(
εd−1n ·
1
8c
βn
4
)n
=
(
λ
2d+5c
)n
e−λn−nβnn , (8)
where we used that the ξi are uniformly distributed in [0, 1]
d in the sec-
ond and third step. Later, we will chose βn (polynomially decaying in n)
according to the involved norm.
Scenario E implies K ≥ n. We now proceed to showing that the scenario
E = En implies K ≥ n.
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For this, it is sufficient to show that under E, for any i the following
auxiliary point xi belongs to the ball B(ξi, Ri) but it is not covered by any
other ball. Thus, none of the balls B(ξi, Ri) can be left out when representing
the picture S.
Define xi := ξi + (0, . . . , 0, Ri). Clearly,
‖ξi − xi‖∞ = ‖ξi − xi‖2 = ‖ξi − xi‖1 = Ri,
thus xi ∈ B(ξi, Ri). It remains to show that xi 6∈ B(ξj, Rj) for any j 6= i,
i.e.
||xi − ξj ||q > Rj ∀j 6= i, (9)
for respective q ∈ {1; 2}. This will be achieved separately for the different
norms and with different choices of the sequence (βn).
Proof of (9) for ℓ1-norm. Here we choose βn := εn/2.
Assume for the sake of contradiction that ||xi−ξj||1 ≤ Rj for some i 6= j.
Since ξ
(d)
j + Rj ∈ [1 − βn, 1] on the event E, for any z ∈ [1 − βn, 1] we
have
βn ≥ |(ξ(d)j +Rj)− z| = |Rj − (z − ξ(d)j )| ≥ Rj − |z − ξ(d)j |
and so |z − ξ(d)j | ≥ Rj − βn. Letting z := x(d)i = ξ(d)i + Ri ∈ [1 − βn, 1], we
have
|x(d)i − ξ(d)j | ≥ Rj − βn. (10)
It follows that
Rj ≥ ||xi − ξj||1 =
d−1∑
m=1
|x(m)i − ξ(m)j |+ |x(d)i − ξ(d)j |
≥
d−1∑
m=1
|ξ(m)i − ξ(m)j |+Rj − βn
≥ max
1≤m≤d−1
|ξ(m)i − ξ(m)j |+Rj − βn.
Hence,
max
1≤m≤d−1
|ξ(m)i − ξ(m)j | ≤ βn = εn/2,
in contradiction to (7). Therefore, we must have ||xi − ξj||1 > Rj .
Proof of (9) for ℓ2-norm. Here we choose βn := ε
2
n/3.
Assume for the sake of contradiction that ||xi−ξj||2 ≤ Rj for some j 6= i.
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Using (10) again, we have
R2j ≥ ||xi − ξj||22 =
d−1∑
m=1
|x(m)i − ξ(m)j |2 + |x(d)i − ξ(d)j |2
≥
d−1∑
m=1
|ξ(m)i − ξ(m)j |2 + (Rj − βn)2
≥ max
1≤m≤d−1
|ξ(m)i − ξ(m)j |2 +R2j − 2Rjβn + β2n.
Hence,
max
1≤m≤d−1
|ξ(m)i − ξ(m)j |2 ≤ 2Rjβn ≤ 2ε2n/3 < ε2n,
in contradiction to (7). Therefore, we must have ||xi − ξj||2 > Rj .
Rate of P[E]. Finally, it is simple to see that the rate in (8) with the
choices βn = εn/2 (ℓ1-norm) and βn = ε
2
n/3 (ℓ2-norm) leads to the asserted
rates in the statement of the proposition. 
3 Upper bounds for the large deviation results
3.1 Generic radius
The following result based on an assumption on the radius concentration
function is valid for arbitrary norm in Rd.
Proposition 14 If R1 is such that supx>0 P
[
R1 ∈ [x, x+r]
] ≤ crα for some
c > 0, α ∈ (0, 1] and all r > 0, then
P[K ≥ n] ≤ exp(−(1 + α/d)n log n(1 + o(1))), as n→∞.
Remark 15 If, for example, R1 has a bounded density, then the assumption
of proposition holds with α = 1.
Note that for α > 1 one cannot expect to have a bound ≤ crα in the
assumption of the proposition.
Proof: Step 1: Initial definitions.
In order to avoid cumbersome notations, in this proof we assume that
n1/d is an integer.
Let us divide the unit cube into n equal boxes of side length n−1/d.
Denote by Ji ∈ {1, . . . , n} the number of the box that contains ξi. Further,
denote by N(k, j) := #{i ≤ k : Ji = j} the number of balls among the first
k that have their centres in the j-th box. If N(k, j) > 0 we define
R∗(k, j) := max{Ri : i ≤ k, Ji = j}
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the maximal radius of the balls having centres in the box j among the first
k balls.
Step 2: Building a collection.
We shall now gather certain balls (identified by their numbers) into a
collection. We proceed by looking in the k-th step at the k-th ball, possi-
bly adding it to the collection and possibly deleting another ball from the
collection. During the whole time, the collection will maintain the following
important properties:
1) In each step k, every ball (among the first k balls) that is not included
in the collection is covered by some other ball (from the first k balls).
2) In each step k, for every box j, if N(k, j) > 0 then a ball corresponding
to the maximal radius with centre in that box, R∗(k, j), is included in
the collection.
Let us now describe the inspection procedure that will lead to a collec-
tion. In this procedure the diameter (with respect to the norm we consider)
of the unit cube will be involved. We denote it D.
At step 0, we start with an empty collection, which certainly satisfies 1)
and 2).
When moving from k to k+1, we first identify the box of the next ball,
Jk+1. If N(k, Jk+1) = 0 (i.e. there was no ball with the centre located in the
box Jk+1 so far), we include the ball k+1 into the collection. Further, note
that this step certainly does preserve properties 1) and 2). Also note that
for each box j the case j = Jk+1 and N(k, Jk+1) = 0 happens at most once.
If N(k, Jk+1) > 0, we compare Rk+1 with R
∗(k, Jk+1), i.e. the radius of
the current ball k + 1 with the maximal radius in box Jk+1:
• If Rk+1 > R∗(k, Jk+1) + Dn−1/d, then ball k + 1 is large enough to
cover the ball that corresponds to the maximal radius R∗(k, Jk+1),
because the distance of their centres is at most Dn−1/d (as the centres
are in the same box). So, we may delete from the collection the balls
that correspond to the current maximal radius R∗(k, Jk+1) (it is in
the collection by property 2)) and add the (k + 1)-th ball. At the
same time, Rk+1 becomes the maximal radius, i.e. R
∗(k + 1, Jk+1) =
Rk+1. Certainly, this preserves 1), as any ball that we deleted from
the collection is covered by the ball that was added to the collection.
It also preserves property 2), since the newly added ball is the one
that corresponds to the maximal radius now.
• If Rk+1 < R∗(k, Jk+1)−Dn−1/d, then the (k+1)-th ball is not added
to the collection. Note that it is covered by the ball that corresponds
to the maximal radius, because the distance between their centres is
at most Dn−1/d (the centres being in the same box). This shows that
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property 1) is preserved, and certainly 2) is preserved, because the
maximal radius is unchanged, R∗(k + 1, Jk+1) = R
∗(k, Jk+1).
• Finally, if Rk+1 ∈ [R∗(k, Jk+1) − Dn−1/d, R∗(k, Jk+1) + Dn−1/d], we
do add the (k + 1)-th ball into the collection. It may have the new
maximal radius or not, in both cases (since we do not exclude any ball
from the collection) properties 1) and 2) are preserved.
We now count how often the last of the three cases above occurs. Let us
define the corresponding event
Ak+1 :=
{
N(k, Jk+1) > 0, Rk+1 ∈
[
R∗(k, Jk+1)− D
n1/d
, R∗(k, Jk+1) +
D
n1/d
]}
and denote by
Sm :=
m∑
k=1
1lAk
the number of occurrences of the last of the three cases up to m steps of the
algorithm. Let us further denote by Kc(m) the size of the collection after
m steps, and set
K ′(m) := m−
m∑
k=1
1l{∃i 6=k:B(ξk ,Rk)⊆B(ξi,Ri)}
for the number of balls (with index ≤ m) that are not covered by some other
ball. The major observation is that, because of property 1) and the fact that
in each step of the algorithm the number of balls increased by at most one
(either because we had N(k, Jk+1) = 0 or because Ak+1 occured), we have,
respectively,
K ′(m) ≤ Kc(m) ≤ n+ Sm. (11)
Another important observation is that for K from the statement of the
proposition and the Poisson random variable N we have
K ≤ K ′(N). (12)
Step 3: Evaluation of the probability of one A-event given the past.
Let the σ-fields Fk be defined by
Fk := σ((ξi)i≤k+1; (Ri)i≤k), k = 0, 1, 2, . . . .
These σ-fields represent the information about the centres and radii up to
step k.
We show that there is a number κ > 0 (only depending on the law of
the radii) such that for each k
pk+1 := P[Ak+1|Fk] ≤ κn−α/d, (13)
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To see (13), note that
pk+1 := P[Ak+1|Fk]
= P[Rk+1 ∈ [R∗(k, Jk+1)−Dn−1/d, R∗(k, Jk+1) +Dn−1/d]
∣∣Fk].
Note that R∗(k, Jk+1) is measurable w.r.t. Fk and Rk+1 is independent of
Fk. Therefore, we can estimate
pk+1 ≤ sup
x>0
P[Rk+1 ∈ [x−Dn−1/d, x+Dn−1/d] ≤ D c n−α/d := κn−α/d,
where we used the bound for the concentration function of Rk+1 from the
proposition’s assumption.
Step 4: Majorization of Sm.
Set ∆ = ∆(n) := κn−α/d.
We shall prove by induction that for any γ > 0 and any m ∈ N we have
E exp(γSm) ≤ (∆(eγ − 1) + 1)m. (14)
Clearly the estimate holds for m = 0. Assume the estimate holds for
m = k. Then
E exp(γSk+1) = E [E [exp(γ(Sk + 1lAk+1))|Fk]]
= E [exp(γSk)E [exp(γ1lAk+1)|Fk]]
= E [exp(γSk)E [e
γ1lAk+1 + 1lAck+1
∣∣Fk]]
= E [exp(γSk)(e
γpk+1 + (1− pk+1))]
= E [exp(γSk)((e
γ − 1)pk+1 + 1)]
≤ E [exp(γSk)((eγ − 1)∆ + 1)]
where we used (13) in the last step. This shows the claim in (14).
Step 5: Final computations.
Fix B ∈ N, B ≥ 2. Then due to (12), (11), and (14) we have for any
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γ > 0
P[K ≥ Bn] ≤ P[K ′(N) ≥ Bn]
=
∞∑
m=0
P[N = m] · P[K ′(m) ≥ Bn]
≤
∞∑
m=0
P[N = m] · P[Sm ≥ (B − 1)n]
≤
∞∑
m=0
P[N = m] · E [exp(γSm)] e−γ(B−1)n
≤
∞∑
m=0
λm
m!
e−λ · (∆(eγ − 1) + 1)m e−γ(B−1)n
= e−λ−γ(B−1)n
∞∑
m=0
λm
m!
· (∆(eγ − 1) + 1)m
= exp (−γ(B − 1)n+ λ∆(eγ − 1)) .
Choosing γ := log((B − 1)n/(λ∆)) (and n large enough to ensure that
γ > 0), we obtain the estimate
log P[K ≥ Bn] ≤ −(B − 1)n log((B − 1)n/(λ∆)) + (B − 1)n− λ∆.
Since (B − 1)n/∆ ∼ (B − 1)n1+α/d/κ, dividing the last estimate by
Bn log(Bn) and letting n→∞ gives
lim sup
n→∞
log P[K ≥ n]
n log n
= lim sup
n→∞
logP[K ≥ Bn]
Bn log(Bn)
≤ −B − 1
B
(1 + α/d).
Letting B →∞ shows the claim. 
Remark 16 We did not use the fact that the (ξi) are uniformly distributed,
i.e. any distribution on [0, 1]d works.
Remark 17 The same argument works if the (ξi) take values in a totally
bounded metric space: Let us denote the covering numbers of that space by
N(ε), ε > 0. Let
QR(r) := sup
x>0
P
[
R1 ∈ [x, x+ r]
]
be the concentration function of R. Then the above proof can be modified to
show that for any ε > 0
K(m) ≤ N(ε) + Sm
where Sm is a random variable satisfying
E eγSm ≤ (QR(ε)(eγ − 1) + 1)m, ∀m ∈ N ∀γ > 0
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and
K(m) := min{r ≥ 1|∃i1, . . . , ir ∈ {1, . . . ,m} :
m⋃
s=1
B(ξis , Ris) =
r⋃
s=1
B(ξis , Ris)},
3.2 Constant radius for ℓ1-, ℓ2-norms
3.2.1 Constant radius: ℓ1-norm
The following result completely matches the lower bound from Proposition
9.
Proposition 18 Assume that the radius is a.s. constant R1 ≡ c < 1 and
we work with ℓ1-balls. If d ≥ 2, then
P[K ≥ n] ≤ exp
(
−
(
1 +
1
d− 1
)
n log n(1 + o(1))
)
, as n→∞. (15)
Proof: The first three steps of the proof are deterministic ones, while prob-
ability estimates appear in the fourth step.
Step 1. Combining the balls in groups. For a while, let the norm be
arbitrary and let
S =
K⋃
i=1
B(θi, ri) ∩ [0, 1]d
be an irreducible representation of the picture S. Then for every i ≤ K
there exists a point νi ∈ B(θi, ri)∩ [0, 1]d such that νi 6∈ B(θj, rj) for j 6= i.
Let ∆i := νi − θi.
Let r := min1≤i≤K ri and denote J0 := {i : ||∆i|| ≤ r/2}. Then for any
distinct i, j ∈ J0 we have
r ≤ ri < ||νj−θi|| ≤ ||νj−νi||+||νi−θi|| = ||νj−νi||+||∆i|| ≤ ||νj−νi||+r/2.
It follows that ||νj − νi|| > r/2 and we conclude that # J0 ≤ c1 r−d with
a constant c1 := 2
d/voldB(0, 1) depending only on the dimension and the
norm.
Let now i 6∈ J0. Then
max
1≤m≤d
|∆(m)i | = ||∆i||∞ ≥ c2||∆i|| > c2 r/2
with c2 depending only on the norm. Therefore, i belongs to one of the 2d
sets
J+m := {i : ∆(m)i > c2 r/2}, J−m := {i : ∆(m)i < −c2 r/2}.
From now on we fix one of these sets, say, J+d . For i ∈ J+d we have
ν
(d)
i − θ(d)i = ∆(d)i ≥ c2 r/2.
Step 2. Evaluation of coordinate differences. We specify to the case of
equal radii r1 = · · · = rK = r and ℓ1-norm; the subsequent constants cj are
allowed to depend on r.
At this step we give a bound for the difference |θ(d)i − θ(d)j | for i, j ∈ J+d
and show that it can be either quite large or small.
Let σ : Rd 7→ Rd be the projection defined by
σx := (x(1), · · · , x(d−1), 0).
Lemma 19 Let i, j ∈ J+d and c3 := c2 r/2. Then
|θ(d)i − θ(d)j | 6∈ [ ||σθi − σθj||1, c3 ]. (16)
Proof of Lemma: Without loss of generality we may and will assume that
i 6= j and θ(d)i > θ(d)j . Introduce an auxiliary point ψ := (θ(1)i , · · · , θ(d−1)i , θ(d)j ).
We have
||νj − ψ||1 ≤ ||νj − θj||1 + ||θj − ψ||1
= ||νj − θj||1 + ||σθj − σθi||1
≤ r + ||σθj − σθi||1. (17)
Assume, for the sake of contradiction, that
θ
(d)
i ∈ [ θ(d)j + ||σθi − σθj||1, θ(d)j + c3 ]. (18)
Since j ∈ J+d , (18) yields
ν
(d)
j ≥ θ(d)j + c2r/2 = θ(d)j + c3 ≥ θ(d)i .
On the other hand,
||νj − ψ||1 = ||σνj − σψ||1 + ν(d)j − ψ(d) = ||σνj − σθi||1 + ν(d)j − θ(d)j . (19)
Therefore, by using (19), (18), (17) we obtain
||νj − θi||1 = ||σνj − σθi||1 + ν(d)j − θ(d)i
= ||νj − ψ||1 − (ν(d)j − θ(d)j ) + ν(d)j − θ(d)i
= ||νj − ψ||1 − (θ(d)i − θ(d)j )
≤ ||νj − ψ||1 − ||σθi − σθj||1
≤ r + ||σθj − σθi||1 − ||σθi − σθj ||1 = r,
which contradicts the assumption νj 6∈ B(θi, r) from the definition of νj. It
follows that (18) does not hold, hence, the assertion of Lemma 19 is true. 
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Step 3. Counting boxes’ hits.
Let us fix a large A > 0 and cover [0, 1]d with the following collection of
cubic boxes:
Vk,kd :=
d∏
m=1
[
Akm
n1/(d−1)
,
A(km + 1)
n1/(d−1)
]
,
with km ∈ {0, . . . , ⌊A−1n1/(d−1)⌋} for 1 ≤ m ≤ d and multi-index k :=
(k1, . . . , kd−1).
Let us fix k, and evaluate the number of the corresponding boxes hit by
the ball centers:
N(k, d,+) := #{k : θi ∈ Vk,kfor some i ∈ J+d }.
Indeed, if θi ∈ Vk,κi and θj ∈ Vk,κj for some i, j ∈ J+d , then
||σθi − σθj ||1 ≤ (d− 1)An−1/(d−1)
and Lemma 19 yields
|θ(d)i − θ(d)j | 6∈ [ (d − 1)An−1/(d−1), c3 ].
By splitting [0, 1] into ⌈c−13 ⌉ pieces of length less or equal to c3 we see that
if θ
(d)
i , θ
(d)
j belong to the same piece, then |θ(d)i − θ(d)j | ≤ (d− 1)An−1/(d−1).
Hence, |κi − κj | ≤ d. It follows immediately that
N(k, d,+) ≤ d⌈c−13 ⌉ =: c4.
By the symmetry of coordinates, the total number of hit boxes admits the
estimate
∑
k
d∑
m=1
(
N(k,m,+) +N(k,m,−)) ≤ (2dc4) · (n/Ad−1) =: c5n
Ad−1
.
Let denote U the ensemble of all possible unions of ⌊ c5n
Ad−1
⌋ boxes.
Notice that #U , the number of choices of ⌊ c5n
Ad−1
⌋ boxes from the total
number of n
d/(d−1)
Ad
boxes, admits the bound
#U ≤ exp
(
c5n
Ad−1
ln
(
nd/(d−1)
Ad
))
= exp
(
c5dn
Ad−1(d− 1) lnn(1 + o(1))
)
. (20)
For every U ∈ U we have the bound
vold(U) ≤ c5n
Ad−1
·
(
A
n1/(d−1)
)d
=
Ac5
n1/(d−1)
. (21)
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Step 4. Probabilistic estimates.
Recall that
K = #J0 +#
(
d⋃
m=1
(J+d ∪ J−d )
)
=: K(0) +K(±).
Notice that K(±) centers simultaneously belong to some random U ∈ U ,
which can be written as
NU := #{i : ξi ∈ U} ≥ K(±).
Recall that K(0) ≤ c1 r−d =: c6. Therefore, we obtain
P[K ≥ n] ≤ P[K(±) ≥ n− c6 ]
≤
∑
U∈U
P[NU ≥ n− c6]
≤ #U ·max
U∈U
P[NU ≥ n− c6].
Since for every deterministic U the random variable NU is a Poissonian one
with expectation λvold(U), by using (20), (21) we have
P[K ≥ n] ≤ exp
(
c5dn
Ad−1(d− 1) lnn(1 + o(1))
)(
λvold(U)e
n− c6
)n−c6
≤ exp
(
c5dn
Ad−1(d− 1) lnn(1 + o(1))
)(
(λAc5 e)n
−1/(d−1)
n− c6
)n−c6
≤ exp
((
c5d
Ad−1(d− 1) −
(
1 +
1
d− 1
))
n lnn(1 + o(1))
)
.
Since A can be chosen arbitrarily large, we get (15). 
3.2.2 Constant radius: ℓ2-norm
The following result corresponds to the lower bound from Proposition 8 but
does not exactly match it.
Proposition 20 Assume that the radius is a.s. constant R1 ≡ r < 1 and
we work with ℓ2-balls. If d ≥ 2, then
P[K ≥ n] ≤ exp
(
−
(
1 +
1
d− 1
)
n log n(1 + o(1))
)
, as n→∞.
Proof: Steps 1 and 4 of the proof are exactly the same as in the proof of
Proposition 18. Step 3 is almost identical, up to an appropriate modification
of the constant c4. We do have to modify Step 2, where the particular form of
the norm is used. The following is an appropriate modification of Lemma 19.
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Lemma 21 Let i, j ∈ J+d , c3 := c2 r/2, c′3 := (2r +
√
d− 1)/c3. Then
|θ(d)i − θ(d)j | 6∈ [ c′3||σθi − σθj||2, c3 ]. (22)
Proof of Lemma: Without loss of generality we may and do assume
that i 6= j and θ(d)i > θ(d)j . Introduce the same auxiliary point ψ :=
(θ
(1)
i , · · · , θ(d−1)i , θ(d)j ) as before. We have
||νj − ψ||2 ≤ ||νj − θj||2 + ||θj − ψ||2
= ||νj − θj||2 + ||σθj − σθi||2
≤ r + ||σθj − σθi||2. (23)
Assume temporarily that
θ
(d)
i ∈ [ θ(d)j + c′3||σθi − σθj||2, θ(d)j + c3 ]. (24)
Since j ∈ J+d , (24) yields
ν
(d)
j ≥ θ(d)j + c2r/2 = θ(d)j + c3 ≥ θ(d)i . (25)
On the other hand,
||νj−ψ||22 = ||σνj−σψ||22+(ν(d)j −ψ(d))2 = ||σνj−σθi||22+(ν(d)j −θ(d)j )2. (26)
Therefore, by using (26), (23), (24), (25) and the definition of c′3, we obtain
||νj − θi||22 = ||σνj − σθi||22 + (ν(d)j − θ(d)i )2
= ||νj − ψ||22 − (ν(d)j − θ(d)j )2 + (ν(d)j − θ(d)i )2
= ||νj − ψ||22 − (θ(d)i − θ(d)j )(2ν(d)j − θ(d)i − θ(d)j )
≤ (r + ||σθj − σθi||2)2 − (θ(d)i − θ(d)j )(ν(d)j − θ(d)j )
≤ r2 + (2r +√d− 1)||σθj − σθi||2 − c′3||σθi − σθj ||2 · c3
= r2,
which contradicts the assumption νj 6∈ B(θi, r) from the definition of νj. It
follows that (24) does not hold, hence, the assertion of Lemma 21 is true. 
The rest of the proof of Proposition 20 goes exactly as in the ℓ1-norm
case. 
4 Dimension d = 1
Proof of Theorem 1: The lower bound follows from Proposition 11
which is valid for any dimension. The upper bound is based on the following
elementary lemma.
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Lemma 22 Let
S =
K⋃
i=1
[xi − ri, xi + ri] ∩ [0, 1] (27)
be an irreducible representation of a one-dimensional picture S. Then
K∑
i=1
min{ri, 1} ≤ 2. (28)
Proof of Lemma 22: We notice first that any point x ∈ [0, 1] is covered
by at most two intervals [xi − ri, xi + ri]. The corresponding indices are
those where mini:x∈[xi−ri,xi+ri](xi − ri) and maxi:x∈[xi−ri,xi+ri](xi + ri) are
attained. Would there be another interval covering x, it would be covered
by those two we have chosen which contradicts to irreducibility of (27).
Using that for any x ∈ [0, 1], r > 0
vol1 ([x− r, x+ r] ∩ [0, 1]) ≥ min{r, 1},
we have by integration
K∑
i=1
min{ri, 1} ≤
K∑
i=1
vol1 ([xi − ri, xi + ri] ∩ [0, 1])
=
K∑
i=1
∫ 1
0
1{x∈[xi−ri,xi+ri]}dx
=
∫ 1
0
(
K∑
i=1
1{x∈[xi−ri,xi+ri]}
)
dx ≤
∫ 1
0
2 dx = 2,
and (28) follows. 
We derive now the upper bound in (1). Fix a large M > 0 and observe
that the identity
K = #{i : ri > 2M/n}+#{i : ri ≤ 2M/n} =: K1 +K2.
The bound (28) ensures that K1 ≤ n/M for n ≥ 2M , while K2 is bounded
by the total number of balls of radius less or equal to 2M/n in the initial
representation of the picture S. The latter is a Poissonian random variable
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with expectation a := λ
∫ 2M/n
0 p(z)dz ≤ c (M/n)α. Therefore,
P[K ≥ n] ≤ P[K2 ≥ (1− 1/M)n]
≤ e−a a
(1−1/M)n
[(1− 1/M)n]! (1 + o(1))
∼ a
(1−1/M)ne(1−1/M)n√
2π(1 − 1/M)n[(1− 1/M)n](1−1/M)n
≤ [c (M/n)
α](1−1/M)ne(1−1/M)n
[(1 − 1/M)n](1−1/M)n
= exp(−(1 + α)(1 − 1/M)n log n (1 + o(1))).
Letting M →∞ proves the required upper bound. 
Remark 23 If P[Ri ≥ r] = 1 for some r > 0, then it follows from (28) that
P[K ≤ 2min{r,1} ] = 1. This means that if the radii are separated from zero,
the large deviations for K are trivial.
5 The coding problem
5.1 Proof of Theorem 4
Notice that m in the theorem is the maximal possible number of disjoint
intervals that compose our random set S.
Proof: Let us start with the case c < 1/2.
Upper bound. Let ε ∈ (0, 1) and let Gε := {ε, 2ε..., ⌊ε−1⌋ε} be the
corresponding grid. We produce a dictionary
C :=

k⋃
j=1
[aj , bj ], 1 ≤ k ≤ m,aj ≤ bj , aj , bj ∈ Gε
 ∪ {∅}.
If our random set S is not empty, it is a union of k intervals with 1 ≤
k ≤ m and we always have a set C ∈ C such that dH(S,C) ≤ ε.
On the other hand, we have
#C ≤
m∑
k=1
⌊ε−1⌋2k ≤ mε−2m.
For given large r, we choose ε from equation mε−2m = exp(r), i.e. ε :=
m1/2me−r/2m. We conclude with the required bound
D(q)(r) ≤ m1/2me−r/2m := c2 e−r/2m.
26
Lower bound. By the definition of m there exists a sufficiently small δ
such that m(2c + 4δ) < 1. Therefore, we may place m disjoint intervals
[zk − (c+2δ), zk + (c+2δ)], 1 ≤ k ≤ m, into [0, 1]. In the following, we will
consider the case when S is a union of pairwise overlapping 2m intervals of
length 2c with centers ξ2k−1 ∈ [zk−δ, zk] and ξ2k ∈ [zk, zk+δ], for 1 ≤ k ≤ m.
We have
S =
m⋃
k=1
[a2k−1, a2k],
where
a2k−1 = ξ2k−1 − c ∈ [zk − c− δ, zk − c],
a2k = ξ2k + c ∈ [zk + c, zk + c+ δ].
Moreover, the random points ak, 1 ≤ k ≤ 2m, are independently and
uniformly distributed on the corresponding intervals. We will denote a :=
(ak)1≤k≤2m the corresponding 2m-dimensional random vector uniformly dis-
tributed on a cube of side length δ.
Let us now fix a non-random closed set C ⊂ [0, 1] and build a 2m-
dimensional deterministic vector b = b(C) := (bk)1≤k≤2m by
b2k−1 = min{x
∣∣x ∈ C ∩ [zk − (c+ 2δ), zk + (c+ 2δ)],
b2k = max{x
∣∣x ∈ C ∩ [zk − (c+ 2δ), zk + (c+ 2δ)].
Assume first that all sets C ∩ [zk − (c + 2δ), zk + (c + 2δ)] are non-empty,
thus B is well defined. The main observation is as follows: we have
dH(S,C) ≥ min{||a− b||∞; δ} ≥ δ · ||a− b||∞,
where the minimum with δ appears because of possible points in C outside
each interval [zk − (c− 2δ), zk + (c+2δ)]. Similarly, if the set C ∩ [zk − (c+
2δ), zk + (c+ 2δ)] is empty for some k ≤ m, we simply have
dH(S,C) ≥ δ ≥ δ · ||a− b||∞.
For any dictionary C we thus have
E min
C∈C
dH(S,C) ≥ δ E min
C∈C
||a− b(C)||∞.
By using the well known bound for the quantization error of finite-dimensional
vectors uniformly distributed on cubes (see e.g. Lemma 22 in [2] or [11]), it
follows immediately that
D(q)(r) ≥ δ D(q)(a, ‖.‖∞; r) ≥ c1 e−r/2m,
where c1 depends on m and on δ.
The case c ≥ 1/2. For this case, the result is the same as in (2) with 2m
replaced by 1. The reason is that in this case S consists of a unique interval
with only one random end. 
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5.2 Proof of the upper bound in Theorem 7
The upper bound follows from the next general lemma, which relates an
upper bound for the asymptotics of P[K ≥ n] for n → ∞ to the upper
bound for the quantization error.
Lemma 24 Assume that for some a > 0
P[K ≥ n] ≤ exp(−a · n log n(1 + o(1))), as n→∞.
Then
D(q)(r) ≤ exp
(
−
√
2a
d+ 1
r log r · (1 + o(1))
)
, as r →∞. (29)
Moreover, if the radius is constant, then
D(q)(r) ≤ exp
(
−
√
2a
d
r log r · (1 + o(1))
)
, as r→∞. (30)
Proof of Lemma 24: The proof relies on the following coding strategy.
Recall that K is the number of balls needed in order to produce the random
picture S without any error. We shall encode the positions and radii of
these K balls approximately and thus retrieve the picture S approximately.
In particular, if K = k, then our random picture admits a representation
S =
k⋃
i=1
B(ξ˜i, R˜i)
and one has to encode a vector in [0, 1]dk × Rk+ (the centres ξ˜i, i = 1, . . . , k
and the radii R˜i, i = 1, . . . , k). It is clear that one does not have to encode
radii that are larger than the diameter D of the unite cube [0, 1]d, as in that
case the picture is trivial, i.e. S = [0, 1]d.
Note that Lemma 22 in [2] (also see [11]) gives an explicit bound on
the quantization error in [0, 1]ℓ with respect to ℓ∞-norm, namely, for any
random element X ∈ [0, 1]ℓ and any ρ > 0 there exists a dictionary C(ℓ, ρ)
such that #C(ℓ, ρ) ≤ eρ and
E min
x∈C(ℓ,ρ)
||X − x||∞ ≤ e−ρ/ℓ. (31)
Fix k with 1 ≤ k ≤ r. Using (31) with ℓ = (d + 1)k, ρ := r − k, we can
choose sets Ck = {(pji , rji )i=1,...,k, j = 1, . . . ,#Ck} with #Ck ≤ er−k such that
E
[
min
j
||(ξ˜i, R˜i/D)ki=1 − (pji , rji /D)ki=1||∞
∣∣∣K = k] ≤ e−(r−k)/(k(d+1)). (32)
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Furthermore, we build a sub-dictionary of pictures,
C◦k =
{
k⋃
i=1
B(pji , r
j
i ), j = 1, . . . ,#Ck
}
.
Set C◦0 := {[0, 1]d} and define the full dictionary by C◦ :=
⋃r
k=0 C◦k . Then
#C◦ ≤ 1 +∑rk=1 er−k ≤ er for large enough r.
On the other hand, we may use the following result.
Lemma 25 For any norm ||.|| on Rd, the respective balls B(·, ·) and the
respective Hausdorff distance, we have for all centers x, x′ ∈ Rd and radii
r, r′ > 0
dH(B(x, r), B(x
′, r′)) = ||x− x′||+ |r − r′|. (33)
Proof of Lemma 25: The upper bound follows from the triangle inequal-
ity in Hausdorff distance,
dH(B(x, r), B(x
′, r′)) ≤ dH(B(x, r), B(x′, r)) + dH(B(x′, r), B(x′, r′))
≤ ||x− x′||+ |r − r′|.
The lower bound follows from the triangle inequality in Rd. Let v ∈ B(x, r)
be an arbitrary point and choose v′ ∈ B(x′, r′) such that x, x′, v′ lay on the
same line, ||x′ − v′|| = r′, and x′ is situated between x and v′. Then
r + ||v − v′|| ≥ ||x− v||+ ||v − v′|| ≥ ||x− v′||
= ||x− x′||+ ||x′ − v′|| = ||x− x′||+ r′,
which implies ||v − v′|| ≥ ||x− x′||+ r′ − r. Therefore,
dH(B(x, r), B(x
′, r′)) ≥ inf
v∈B(x,r)
||v − v′|| ≥ ||x− x′||+ r′ − r.
By the full symmetry, we obtain
dH(B(x, r), B(x
′, r′)) ≥ ||x− x′||+ |r′ − r|,
as required. 
Furthermore, (33) yields an upper estimate of the same type for the
unions of balls, namely,
dH
(
k⋃
i=1
B(xi, ri),
k⋃
i=1
B(x′i, r
′
i)
)
≤ max
1≤i≤k
[ ||xi − x′i||+ |ri − r′i| ].
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Applying this estimate to any element of C◦k and to S, we obtain
dH
(
k⋃
i=1
B(pji , r
j
i ), S
)
= dH
(
k⋃
i=1
B(pji , r
j
i ),
k⋃
i=1
B(ξ˜i, R˜i)
)
≤ max
1≤i≤k
[ ||ξ˜i − pji ||+ |R˜i − rji | ]
≤ max
1≤i≤k
[
dD ||ξ˜i − pji ||∞ +D
∣∣∣∣∣ R˜iD − r
j
i
D
∣∣∣∣∣
]
≤ (d+ 1)D ||(ξ˜i, R˜i/D)ki=1 − (pji , rji /D)ki=1||∞.
By (32) we obtain
E
[
min
C∈Ck
dH(C,S)
∣∣∣K = k]
≤ (d+ 1)DE
[
min
j
||(ξi, Ri/D)ki=1 − (pji , rj/D)ki=1||∞
∣∣∣K = k]
≤ (d+ 1)D · e−(r−k)/(k(d+1)).
Thus, we obtain
D(q)(r) ≤ E min
C∈C
dH(C,S)
=
r∑
k=0
P[K = k] · E [min
C∈C
dH(C,S)|K = k]
+
∞∑
k=r
P[K = k] · E [min
C∈C
dH(C,S)|K = k]
≤
r∑
k=0
P[K = k] · E [min
C∈Ck
dH(C,S)|K = k] +
∞∑
k=r+1
P[K = k] · 1
≤ (d+ 1)D
r∑
k=0
P[K = k]e−(r−k)/(k(d+1))
+e1/(d+1)
∞∑
k=r+1
P[K = k] · e−r/(k(d+1))
≤ ((d + 1)D + e1/(d+1))
∞∑
k=0
P[K = k]e−r/(k(d+1))
≤ ((d + 1)D + e1/(d+1))E e−r/(K(d+1)).
By a standard Tauberian theorem (cf. [3], Theorem 4.12.9), the assump-
tion P[K ≥ k] ≤ exp(−ak log k(1 + o(1))), as k → ∞ of our lemma gives
the conclusion (29). Moreover, if the radius is constant, the same reasoning
applies with ℓ = dk instead of ℓ = (d+ 1)k and we arrive at (30). 
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5.3 Proof of the lower bound in Theorem 7
In the following, c is used for a constant not depending on r, n that may
change at each occurrence.
Consider the following collection of boxes:
d∏
m=1
[
km
(2n)1/d
+
1/4
(2n)1/d
,
km
(2n)1/d
+
3/4
(2n)1/d
]
, km ∈ {0, . . . , ⌊(2n)1/d⌋−1}.
The number of boxes being of order 2n, we may choose among them n
distinct boxes, say V1, . . . , Vn. In the sequel we will also need larger boxes
W1, . . . ,Wn from the collection
d∏
m=1
[
km
(2n)1/d
,
km + 1
(2n)1/d
]
, km ∈ {0, . . . , ⌊(2n)1/d⌋ − 1}.
such that Wi ⊇ Vi for each i.
Define the following event:
E :=
⋃
π permutation of {1,...,n}
Eπ,
where
Eπ :=
{
N = n, ξi ∈ Vπ(i), i = 1, . . . , n,Ri ∈ [c1θn−1/d, c2θn−1/d]
}
,
c2 := 2
−3−1/d, c1 := c2/2 > 0, and θ > 0 is chosen so that ||x|| ≥ θ||x||∞ for
all x ∈ Rd.
In view of the lower bound in the assumption on the density p, the
probability of this event admits the following bound:
P[E] =
λn
n!
e−λ · n! ·
(
1/2
(2n)1/d
)dn
· P[R1 ∈ [c1n−1/d, c2n−1/d]]n
= (λ/2d+1)ne−λn−n ·
(∫ c2n−1/d
c1n−1/d
p(z)dz
)n
≥ (λ/2d+1)ne−λn−n ·
(
c n−α/d
)n
= exp(−(1 + α/d)n log n · (1 + o(1))). (34)
Consider
D(q)(r) = inf
#C≤er
E [min
C∈C
dH(C,S)]
≥ inf
#C≤er
E [min
C∈C
dH(C,S)1lE ]
= inf
#C≤er
E [min
C∈C
dH(C,S)|E] · P[E].
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Further, denoting by K the set of all measurable subsets of [0, 1]d note that
for any dictionary C with #C ≤ er and any δ > 0
E [min
C∈C
dH(C,S)|E] ≥ δ · P[∀C ∈ C : dH(C,S) ≥ δ|E]
= δ · (1− P[∃C ∈ C : dH(C,S) < δ|E])
≥ δ · (1−#C · sup
C∈K
P[dH(C,S) < δ|E]).
≥ δ · (1− er · sup
C∈K
P[dH(C,S) < δ|E])
≥ δ · (1− er · sup
C∈K
sup
π
P[dH(C,S) < δ|Eπ ]).
Combining this bound together with the last estimate yields
D(q)(r) ≥ P[E] · δ · (1− er sup
C∈K
sup
π
P[dH(C,S) < δ|Eπ ]). (35)
Now we estimate P[dH(C,S) < δ|Eπ ] for a fixed set C, fixed permutation
π and
δ <
θ
8(2n)1/d
. (36)
We first show that under Eπ for each i ≤ n one has
B(ξi, Ri + δ) ⊂Wπ(i). (37)
Indeed, if x ∈ B(ξi, Ri + δ), then
||x− ξi||∞ ≤ θ−1||x− ξi|| ≤ θ−1(Ri + δ) ≤ c2n−1/d + δ/θ ≤ 2−2(2n)1/d.
Since ξi ∈ Vπ(i), we obtain x ∈Wπ(i) and (37) follows.
We see from (37) that all balls in the representation
S =
n⋃
i=1
B(ξi, Ri)
are not only disjoint but δ-separated. Therefore, if dH(C,S) < δ, then
C ∩Wπ(i) 6= ∅ for all i and so
dH(C ∩Wπ(i), S ∩Wπ(i)) = dH(C ∩Wπ(i), B(ξi, Ri)) < δ.
Since C is deterministic, when π is fixed there exists a deterministic ball
B(xi, ri) such that dH(C ∩Wπ(i), B(xi, ri)) < δ.
Indeed, let U (here U = C ∩ Wπ(i) for short) be a deterministic set
such that P[dH(U,B(x(ω), r(ω))) < δ] > 0. Take a countable set of balls
(B(xk, rk))k∈N which is dH -dense in the set of all balls. We clearly have∑
k∈N
P[dH(U,B(xk, rk)) < δ] ≥ P(inf
k
dH(U,B(xk, rk)) < δ)
≥ P[dH(U,B(x(ω), r(ω))) < δ] > 0.
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Obviously, there exists some k ∈ N such that P[dH(U,B(xk, rk)) < δ] > 0.
But both sets, U and B(xk, rk), are deterministic. Therefore, we simply
have dH(U,B(xk, rk)) < δ, as required.
Hence, dH(C,S) < δ yields, by the triangle inequality,
dH(B(xi, ri), B(ξi, Ri))
≤ dH(B(xi, ri), C ∩Wπ(i)) + dH(C ∩Wπ(i), B(ξi, Ri)) < 2δ.
The equality (33) yields now ||ξi − xi|| ≤ 2δ and ||Ri − ri|| ≤ 2δ. Recall
that xi, ri are deterministic and depend only on C and π.
Even after conditioning on Eπ, the ensembles of centers (ξi)1≤i≤n and
radii (Ri)1≤i≤n remain independent; while ξi is uniformly distributed on
Vπ(i) and Ri is distributed on [c1θn
−1/d, c2θn
−1/d] with a density propor-
tional to p.
These observations show that
P
(
dH(S,C) < δ
∣∣∣Eπ)
≤ P
(
||ξi − xi|| ≤ 2δ, |Ri − ri| ≤ 2δ, 1 ≤ i ≤ n
∣∣∣Eπ)
=
n∏
i=1
P
(
||ξi − xi|| ≤ 2δ
∣∣∣Eπ) · n∏
i=1
P
(
|Ri − ri| ≤ 2δ
∣∣∣Eπ) .
We clearly have
P
(||ξi − xi|| ≤ 2δ∣∣Eπ) ≤ vold(B(0, 1))(2δ)d
vold(V1)
=: c δdn.
Using the upper bound in the assumption on the density p we obtain
P
[|Ri − ri| < 2δ∣∣Eπ] ≤ c ∫ ri+2δ
ri−2δ
zα−1dz(c n−α/d)−1 ≤ c δn1/d.
Hence,
P
(
dH(S,C) < δ
∣∣Eπ) ≤ (c δdn)n · (c δn1/d)n =: cn δ(d+1)n n(1+1/d)n. (38)
Putting estimates (34),(35), (38) together yields
D(q)(r) ≥ exp(−(1 +α/d)n log n(1+ o(1))) · δ ·
(
1− ercn δ(d+1)n n(1+1/d)n
)
.
Now we choose δ such that
ercnδ(d+1)nn(1+1/d)n = 1/2
and obtain δ = c e−r/((d+1)n)n−1/d, which gives
D(q)(r) ≥ exp (−(1 + α/d)n log n(1 + o(1)) − r/((d+ 1)n))
=: exp (−An log n(1 + o(1)) − r/(Bn)) .
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Now we optimize in n by letting n ∼
√
2r
AB log r and obtain
D(q)(r) ≥ exp
(
−
√
2Ar log r
B
(1 + o(1))
)
= exp
(
−
√
2(1 + α/d)
d+ 1
r log r (1 + o(1))
)
,
as required in the assertion of the theorem. It remains to notice that the
choice of δ agrees with required property (36) for large n and r.
5.4 Proof of Theorem 6, ℓ1-balls part
The upper bound follows from the claim (30) of Lemma 24 where we may
let a := dd−1 by Proposition 18.
For getting the lower bound we use the construction from the proof of
Proposition 9 and the proof scheme of the lower bound in Theorem 7. We
repeat everything for completeness.
Consider the following collection of boxes:{
d−1∏
m=1
[
km
(2n)1/(d−1)
+
1/4
(2n)1/(d−1)
,
km
(2n)1/(d−1)
+
3/4
(2n)1/(d−1)
]}
×
[
0,
c2
n1/(d−1)
]
,
and the larger tubes{
d−1∏
m=1
[
km
(2n)1/(d−1)
,
km + 1
(2n)1/(d−1)
]}
× [0, 1],
with km ∈ {0, . . . , ⌊(2n)1/(d−1)⌋ − 1}. Here, c2 := 2−(4+1/(d−1)).
The number of boxes being of order 2n, we may choose among them n
distinct boxes, say V1, . . . , Vn and use the corresponding tubes U1, . . . , Un
such that Vi ⊂ Ui, i = 1, . . . , n.
As before, we consider the event E,
E :=
⋃
π permutation of {1,...,n}
Eπ,
where
Eπ :=
{
N = n, ξi ∈ Vπ(i), i = 1, . . . , n
}
,
and recall from (3) the bound
P[E] ≥ exp
(
− d
d− 1 n log n(1 + o(1))
)
. (39)
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We will use inequality (35) with this E and these Eπ. Note that its
derivation does not depend on the concrete event E, but it holds for any
event.
As in the previous proof, we have to estimate P[dH(C,S) < δ|Eπ ] for a
fixed set C, fixed permutation π and small δ, however using very different
geometric arguments.
Recall that notation c is used for a constant not depending on r or n
that may change at each occurrence. Instead of (38), we will prove
P
(
dH(S,C) < δ
∣∣Eπ) ≤ (c δdnd/(d−1))n . (40)
Putting estimates (35), (39), (40) together yields
D(q)(r) ≥ exp
(
− d
d− 1 n log n(1 + o(1))
)
· δ ·
(
1− er
(
c δdnd/(d−1)
)n)
.
Now we choose δ such that
er
(
c δdnd/(d−1)
)n
= 1/2
and obtain δ = c 2−1/dn e−r/(dn)n−1/(d−1), which gives
D(q)(r) ≥ exp
(
− d
d− 1 n log n(1 + o(1)) − r/(dn)
)
=: exp (−An log n(1 + o(1)) − r/(Bn))
with A := dd−1 and B = d. We optimize in n as before, by letting n ∼√
2r
AB log r and obtain
D(q)(r) ≥ exp
(
−
√
2Ar log r
B
(1 + o(1))
)
= exp
(
−
√
2
d− 1 r log r (1 + o(1))
)
,
as required in the assertion of the theorem.
It remains to prove (40). To this aim, we fix a deterministic set C and
a permutation π. Assume that
dH(S,C) < δ (41)
with a small δ such that
δ <
θ
26(2n)1/(d−1)
. (42)
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For every i ≤ n we have the following. Let
yi := argmax{y(d)|y ∈ C ∩ Uπ(i)}
be a local top point of C and let xi := ξi + (0, . . . , 0, R) be the top point of
the ball B(ξi, R). We will show that yi and xi are close.
First, we prove that
y
(d)
i ≥ x(d)i − δ. (43)
Indeed, by (41) there exists y ∈ C such that ||y− xi||1 ≤ δ. Using ξi ∈ Vπ(i)
and the inequality δ ≤ 1/4
(2n)1/(d−1)
, we see that y ∈ Uπ(i). Hence,
y
(d)
i ≥ y(d) ≥ x(d)i − ||y − xi||1 ≥ x(d)i − δ.
Second, for any b ∈ B(ξi, R) it is true that
R− ||xi − b||1 ≥ ||b− ξi||1 − ||xi − b||1 = |b(d) − ξ(d)i | − (x(d)i − b(d))
≥ (b(d) − ξ(d)i )− (x(d)i − b(d)) = 2(b(d) − x(d)i ) +R,
hence,
b(d) ≤ x(d)i − ||xi − b||1/2. (44)
Third, by (41) there exists a bi ∈ S such that ||bi−yi||1 ≤ δ. In particular,
y
(d)
i ≤ b(d)i + δ. (45)
Moreover, it is true that bi ∈ B(ξi, R). Indeed, assume that bi ∈ B(ξj, R)
for some j 6= i. Then
b
(d)
i ≤ x(d)j − ||xj − bi||1/2 ≤ x(d)i +
c2
n1/(d−1)
− (||xj − yi||1 − δ)/2
≤ x(d)i +
c2
n1/(d−1)
− 1
8(2n)1/(d−1)
+ δ/2
= x
(d)
i −
1
24((2n)1/(d−1)
+ δ/2 < x
(d)
i − 2δ.
Here we used inequality (44) with b = bi and with j instead of i, the definition
of c2, and the bound (42) for δ. The result contradicts
b
(d)
i ≥ y(d)i − δ ≥ x(d)i − 2δ
and we see that bi ∈ B(ξj, R), for j 6= i, is impossible.
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Fourth, by applying (44) to b = bi and combining with (45), it follows
that
y
(d)
i ≤ x(d)i − ||xi − bi||1/2 + δ.
By comparing this inequality with (43) we obtain ||xi− bi||1 ≤ 4δ, and so by
the definition of bi we get ||xi − yi||1 ≤ 5δ. The latter is equivalent to ||ξi −
zi||1 ≤ 5δ, where a deterministic point zi is defined by zi := yi−(0, . . . , 0, R).
These observations show that
P
(
dH(S,C) < δ
∣∣∣Eπ) ≤ P(||ξi − zi||1 ≤ 5δ, 1 ≤ i ≤ n∣∣∣Eπ)
=
n∏
i=1
P
(
||ξi − zi||1 ≤ 5δ
∣∣∣Eπ) ,
and using that ξi is uniformly distributed in Vπ(i) on Eπ we get
P
(||ξi − zi||1 ≤ 5δ∣∣Eπ) ≤ vold(B(0, 1))(5δ)d
vold(V1)
=: c δdnd/(d−1).
Hence,
P
(
dH(S,C) < δ
∣∣Eπ) ≤ (c δd nd/(d−1))n ,
as required in (40). 
5.5 Proof of Theorem 6, ℓ2-balls part
This proof closely follows the previous one with two minor changes. For
getting the upper bound, we refer to Proposition 20 instead of Proposition
18. For getting the lower bound we use the construction from the proof of
Proposition 8 instead of Proposition 9.
Furthermore, the geometric properties of the ℓ2-norm come into play.
We must use inequality
b(d) ≤ x(d)i − ||xi − b||22/(2R1).
instead of (44). All other arguments go through exactly as before. 
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