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Resumen : El registro de imÆgenes es un problema que no ha sido resuelto en
forma rigurosa, y tiene aplicaciones en diversos campos del procesamiento de imÆ-
genes en donde podr￿amos incluir el registro de imÆgenes MØdicas de Resonancia
MagnØtica. En el presente trabajo se muestran algunas ideas novedosas en la apli-
caci￿n del MØtodo de los Elementos Finitos que permiten mejorar los campos de
deformaciones (ya sean estos pequeæos o grandes), para registrar de forma adecuada
un conjunto de imÆgenes. Para probar el buen comportamiento de nuestro mØtodo de
registro presentamos algunos resultados tanto sobre imÆgenes sintØticas como reales.
Se incluyen algunas aplicaciones de registro de ImÆgenes en 3 Dimensiones, que uti-
lizan una tØcnica de correcci￿n de intensidades, la cual ha demostrado ser e￿ciente
en Resonancias MagnØticas Funcionales, en las que es muy importante localizar con
precisi￿n las zonas del cerebro que se activan bajo un est￿mulo.
1 Introducción
El problema de registro en imÆgenes consiste en encontrar la transformaci￿n geo-
mØtrica que ponga dos imÆgenes dadas en la mejor correspondencia posible. Este
problema dentro del campo de las imÆgenes MØdicas, ha tenido una gran impor-
tancia en los œltimos aæos. Una de sus aplicaciones mÆs inmediatas es realizar el
registro de un cerebro espØcimen con el de un atlas anat￿mico [1] en el que se conoce
perfectamente a quØ corresponde cada uno de los voxeles que forman la imagen. El
aplicar una buena tØcnica de registro de imÆgenes entre el atlas y el espØcimen, nos
permitir￿a segmentar muy fÆcilmente cada una de las partes que integran el cere-
bro del espØcimen. Lamentablemente, hacer esto resulta una tarea muy compleja,
dado que aunque el espØcimen sea el de una persona normal y tenga el mismo tipo
de ￿rganos que el atlas, el volumen y la forma de estos es muy variable. ExistirÆn
zonas dentro de las imÆgenes que requieran deformarse poco y otras que requieran
de grandes campos de deformaciones. AdemÆs dichas zonas pueden estar contiguas
lo que provocar￿a gradientes muy grandes del campo de deformaciones. Si tomamos
en cuenta que el nœmero de voxeles que debemos manejar es muy grande (decenas de
millones), el diseæo de algoritmos ￿ptimos resulta en un sustancial ahorro de tiempo
de c￿mputo. Existen otras muchas aplicaciones, como la inicializacion de algunos
procesos de segmentaci￿n automÆtica [15], en el que las tØcnicas de registro son em-
pleadas para obtener las zonas de la imagen que corresponden al cerebro y ademÆs,
inicializar la segmentaci￿n del mismo.
2 Antecedentes
En general, podr￿amos clasi￿car los mØtodos de registro en dos grandes grupos: MØto-
dos Directos y los de Detecci￿n de Rasgos. De￿n i r e m o sl o sM Ø t o d o sD i r e c t o sc o m o
aquellos que utilizan los datos crudos de las dos imÆgenes para estimar las transfor-
maciones que deberÆn realizarse para obtener el registro de ambas. Por otro lado
los MØtodos basados en la Detecci￿n de Rasgos toman caracter￿sticas globales de la
informaci￿n de las imÆgenes como contornos, super￿cies, etc., que ayudan a realizar
el registro [2]. En el presente trabajo se abordan los MØtodos Directos y de ellos
haremos una revisi￿n.
1Dentro de los MØtodos Directos podemos de￿nir dos formas de realizar el registro,
una denominado Registro ParamØtrico en el cual por medio de unos pocos parÆmetros
se logra hacer una deformaci￿n de toda la imagen. El modelo Af￿n o el modelo
de transformaci￿n R￿gida de una imagen serÆn ejemplos t￿picos de estos modelos.
Por otro lado tenemos un modelo no-ParamØtrico en el cual tenemos un campo de
deformaciones que aplicamos en forma independiente a cada punto de la imagen. En
ambos casos tenemos que resolver problemas no lineales que tienen m￿nimos locales y
obviamente el utilizar el segundo modelo eleva la complejidad numØrica del problema
Un mØtodo e￿ciente para realizar el registro entre imÆgenes es el de maximizar
la Informaci￿n Mutua [3] ya sea utilizando una analog￿a estocÆstica del mØtodo
de descenso de gradiente[3] o bien mØtodos de computaci￿n evolutiva[22]. Se han
presentado aplicaciones de esta tØcnica para el Registro R￿gido y no R￿gido de
ImÆgenes[4, 5]. Si bien estas tØcnicas permiten considerar el efecto del cambio de
intensidades entre las imÆgenes que se estÆn registrando, tienen como inconvenientes
su sensibilidad a la estimaci￿n inicial de la deformaci￿n y el que los tiempos que
requieren para convergencia son muy grandes.
Se han presentado tambiØn algunos modelos basados en el registro no r￿gido de
imÆgenes utilizando teor￿a de la elasticidad en s￿lidos [6]. Christensen[7] present￿
un modelo basado en ￿uidos viscosos. En ambos casos se han resuelto Ecuaciones
Diferenciales Parciales No Lineales para modelar el comportamiento de s￿lidos y
￿uidos deformables. Los modelos de ￿uidos viscosos han tenido un mejor desem-
peæo, apoyÆndose en tØcnicas de multimalla [23], pero los tiempos de computaci￿n
continœan siendo grandes.
Otra forma de abordar el problema es estimar el ￿ujo ￿ptico entre el par de
imÆgenes que se requiere registrar. Para poder estimar el ￿ujo ￿ptico es necesario
introducir restricciones en el campo de deformaciones pues este es un problema de los
denominados mal planteados [8]. Al introducir restricciones de suavidad se regular-
izan los campos de deformaciones, los cuales se obtienen minimizando una funci￿n de
energ￿a que penaliza la diferencia de intensidades al cuadrado entre las dos imÆgenes,
la cual se resuelve utilizando diferentes mØtodos de Newton modi￿cados. Este grupo
de mØtodos en la literatura se los conoce como SSD (Sum of Square Diferences)[9].
La evoluci￿n de Curvas/Super￿c i e ss eh au t i l i z a d op a r ae s t i m a re lc a m p od e￿ujo
￿ptico[10]. Estas ideas se han utilizado para generar un modelo basado en la evoluci￿n
de curvas de nivel en el registro de imÆgenes (level-set)[11]. La idea principal en estos
mØtodos es deformar la Imagen Fuente a lo largo de las normales a sus curvas de nivel
de intensidad, con una velocidad de deformaci￿n que es proporcional a la diferencia
entre la Imagen Destino y la Imagen Fuente Transformada.
En el presente trabajo se abordan los problemas de registro utilizando tØcnicas de
deformaci￿n r￿gidas y no r￿gidas basÆndose en modelos de diferencias cuadrÆticas de
intensidad (SSD) y tambiØn en los evoluci￿n de curvas de nivel para realizar grandes
deformaciones. Cuando la distribuci￿n de las intensidades entre las imÆgenes que se
quieren registrar es diferente, los mØtodos descritos anteriormente fallan, dado que
estÆn basados en igualar las intensidades entre las mismas. En la penœltima secci￿n
del presente trabajo presentamos una propuesta que reduce signi￿cativamente este
problema y se presenta un ejemplo en donde se aplica al registro de ImÆgenes de
R e s o n a n c i aM a g n Ø t i c aF u n c i o n a ls u j e t aam o v i m i e n t o sr ￿ g i d o s ,q u ee se lt i p od e
fen￿meno que se presenta cuando son adquiridas las imÆgenes en la prÆctica [20], y
si se utilizan mØtodos de registro tradicionales[3, 9, 18] se pueden presentar zonas de
activaci￿n espœreas.
23 Registro Paramétrico de Imágenes
Para el Registro ParamØtrico de ImÆgenes de￿nimos una funci￿n de energ￿a [19]de la
forma:
U =
 
r∈Ω
(I1(r) −I2(T(r)))
2 (1)
En donde r =( x,y,z) representa cada punto de la imagen en el dominio Ω (de
NxXNyXNzvoxeles). Notar que cuando la diferencia de intensidades es m￿nima, se
ha realizado el registro de las imÆgenes. I1es la Imagen Destino e I2 es la Imagen
Fuente que se desea transformar mediante la aplicaci￿n de una transformaci￿n af￿n
que tiene la forma:
T(r)=  r =


  x
  y
  z

 =


θ1 θ2 θ3
θ5 θ6 θ7
θ9 θ10 θ11




x
y
z

 +


θ4
θ8
θ12

 (2)
La transformaci￿n en este caso depende de 12 parÆmetros (las θi). Este es un
problema no lineal dado que cada punto de la imagen sufre una transformaci￿n.
Las estrategias de soluci￿n en general son del tipo Newton o Cuasi-Newton[12, 13].
Para poder aplicar estos mØtodos necesitamos encontrar las matrices Hessiana y
Jacobiana de la funci￿n de energ￿a, las cuales se obtienen derivando con respecto a
los parÆmetros de la transformaci￿n af￿n, tendremos por ejemplo para θi:
∇Ui =
∂U
∂θi
=2
 
r∈Ω
(I1(r) − I2(  r))
∂I2(  r)
∂  r
∂  r
∂θi
(3)
Yp o d e m o sd e ￿nir la matriz Jacobiana como:
J=

 

∂I2(T(0,0,0))
∂θ1 •••
∂I2(T(0,0,0))
∂θ12
. . .
...
. . .
∂I2(T(Nx,Ny,Nz))
∂θ1 •••
∂I2(T(Nx,Ny,Nz)))
∂θ12

 
=



J1(0,0,0) ...
. . .
...
J1(Nx,N y,N z) ...


 (4)
J =
 
J1 •••J12
 
(5)
∇Ui =
∂U
∂θi
=2
 
r∈Ω
(I1(r) −I2(  r))Ji (6)
Las segundas derivadas tendrÆn la forma para cada entrada de la matriz Hessiana
(Hij) de una matriz de 12X12:
∂2U
∂θi∂θj
=2
 
r∈Ω
 
(I1(r) −I2(  r))
∂2I2(  r)
∂  r∂  r
∂  r
∂θi
∂  r
∂θj
+
∂I2(  r)
∂  r
∂  r
∂θi
∂I2(  r)
∂  r
∂  r
∂θj
 
(7)
que podemos escribir como:
H =2 ( S + JTJ) (8)
Si se utiliza para el MØtodo de Newton para minimizar (1) un paso iterativo en
la soluci￿n al sistema de ecuaciones serÆ (9) :
θ
t+1
i = θ
t
i −
 
H(θ
t)
 −1
∇Ut
i (9)
3Figure 1: Registro A￿n. a) Imagen Destino, b) Imagen Fuente c) Imagen Fuente
Transformada.
Dentro de los mØtodos Cuasi-Newton se realizan diversas aproximaciones de la
matriz Hessiana. As￿, por ejemplo, si se utilizan el MØtodo de Gauss-Newton [13]se
desprecian los tØrminos de segundo orden de la matriz Hessiana, es decir H ≈ 2(JTJ).
Si se utiliza el MØtodo BFGS[13] se realiza un cÆlculo incial de la matriz Hessiana
(por ejemplo Gauss-Newton) y despuØs se hacen aproximaciones incrementales de la
misma. El mØtodo BFGS ha demostrado ser el mÆs e￿ciente desde el punto de vista
computacional.
Cuando las transformaciones son muy grandes es recomendable utilizar tØcni-
cas de multiescala[16] para hacer el registro, en donde las imÆgenes son suavizadas
y submuestreadas para obtener imÆgenes de menores dimensiones (a escalas mas
"gruesas"), donde las deformaciones tambiØn serÆn mÆs pequeæas, de tal suerte que
el mØtodo numØrico empleado convergerÆ mÆs rÆpido a una soluci￿n, la cual serÆ
colocada como punto de arranque en el siguiente nivel del mapeo (escala mas ￿na).
Si nos encontramos en el espacio de escalas en el nivel mas grueso (K), podemos pasar
al ae s c a l am Æ s￿na (K-1) mediante una interpolaci￿n, la cual puede realizarse, por
ejemplo, usando splines[17]. Debe notarse que al pasar del nivel (K) al nivel (K-1)
deberemos escalar exclusivamente los tØrminos de traslaci￿n (θ4,θ8,θ12) aplicando el
factor de proporci￿n adecuado, lo que permitirÆ pasar de una escala a otra de forma
muy simple.
U ne j e m p l od ee s t at r a n s f o r m a c i ￿ na f ￿ ne se lp r e s e n t a d oe nl aF i g u r a1 ,d o n d e
se muestra el tipo de deformaciones que pueden obtenerse. Como puede verse el
registro entre ese par de imÆgenes no es muy detallado dado que el modelo de registro
trata exclusivamente de encontrar las deformaciones de escalamiento, cizalladura y
traslaci￿n de forma global entre ambas imÆgenes.
En esta tØcnica no se aplica directamente el MØtodo de los Elementos Finitos
para su soluci￿n, pero un nuevo modelo para correcci￿n de intensidades,en el que si
se aplica, se presenta al ￿nal de este trabajo, y estÆ basado en el Registro R￿gido de
ImÆgenes, por lo que se present￿ con todo detalle el mØtodo de soluci￿n af￿n.
4 Registro No-Paramétrico de Imágenes
En este caso deseamos realizar un registro mÆs detallado en todas las imÆgenes por lo
que de￿niremos un campo vectorial que puede variar punto a punto en las imÆgenes.
En este caso la funci￿n de energ￿a tiene la forma:
4Figure 2: De￿nici￿n del sistema coordenado para evaluar las Funciones de Forma
dentro de un elemento ￿nito en 2D.
U =
 
r∈Ω
(I1(r) − I2(  r))2 +
 
λx λy λz
 


 
Ω|∇u(r)|
2 dΩ  
Ω|∇v(r)|
2 dΩ  
Ω|∇w(r)|
2 dΩ

 (10)
donde las coordenadas actualizadas en la Imagen que se esta transformando son:
  r =


  x
  y
  z

 =


x +u(x,y,z)
y +v(x,y,z)
z + w(x,y,z)

 =


x +
 m
i=1Ni(x,y,z)ui
y +
 m
i=1 Ni(x,y,z)vi
z +
 m
i=1 Ni(x,y,z)wi

 (11)
En donde las funciones de Forma o de Interpolaci￿n (Ni(x,y,z)) son las tradi-
cionalmente empleadas por el MØtodo delos Elementos Fintos para elementos rectangulares[14].En
general m es el nœmero de nodos totales que dependerÆ del nœmero de nodos del el-
emento y del nœmero de elementos. Dado que los dominios en las imÆgenes son
generalmente de lados paralelos, hemos utilizado elementos lagrangianos regulares
de 8 nodos para 3 Dimensiones y 4 nodos para 2 Dimensiones. Las funciones de
interpolaci￿n pueden escribirse fÆcilmente en funci￿n de las coordenadas espaciales
de la imagen; por simplicidad vamos a de￿nir el sistema coordenado en 2 Dimen-
siones dentro de un elemento cualquiera como se muestra en la Figura 2. Siguiendo
la misma idea, las funciones de forma para 3 Dimensiones serÆn:
N1 =
 X−X2
Lx
  
Y −Y 4
Ly
  
Z−Z5
LZ
 
;N5 =
 X−X2
Lx
  
Y −Y 4
Ly
  
Z−Z1
LZ
 
N2 =
 
X−X1
Lx
  
Y −Y 3
Ly
  
Z−Z6
LZ
 
;N6 =
 
X−X1
Lx
  
Y −Y 3
Ly
  
Z−Z2
LZ
 
N3 =
 X−X4
Lx
  
Y −Y 2
Ly
  
Z−Z7
LZ
 
;N7 =
 X−X4
Lx
  
Y −Y 2
Ly
  
Z−Z7
LZ
 
N4 =
 X−X3
Lx
  
Y −Y 1
Ly
  
Z−Z8
LZ
 
;N8 =
 X−X3
Lx
  
Y −Y 1
Ly
  
Z−Z1
LZ
 
(12)
Para 2 Dimensiones serÆn exclusivamente 4 funciones de Forma en donde los
tØrminos en z serÆn iguales a 1. De￿niremos una malla de elementos ￿nitos que
cubra todo el dominio de la imagen Ω, en donde para cada nodo tendremos como
5Figure 3: Ejemplo de registro de imÆgenes sintØticas. a) Imagen Destino, b) Im-
agen Fuente, c) diferencias entre Imagen Fuente Transformada e Imagen Destino,
d)componente u del campo de deformaciones, e) Componente v del campo de defor-
maciones, f) Imagen Fuente Transformada.
incognitas tres variables que nos permitirÆn de￿nir el campo de deformaci￿n con una
variaci￿n suave en todo el dominio. Dicha suavidad dependerÆ de los parÆmetros de
control λx, λy y λz.
Si aplicamos la misma estrategia de soluci￿n del apartado anterior tendr￿amos el
gradiente de energ￿a para las variables en el i-Øsimo punto de control (∇Ui) como:


∂U
∂ui
∂U
∂vi
∂U
∂wi

 =



2
 
r∈ΩD(r)
∂I2(  r)
∂  x Ni(r)+2 λx
 
Ω
∂Ni(r)
∂x
 m
J=1
∂Nj(r)
∂x ujdΩ
2
 
r∈ΩD(r)
∂I2(  r)
∂  y Ni(r)+2 λy
 
Ω
∂Ni(r)
∂y
 m
J=1
∂Nj(r)
∂y vjdΩ
2
 
r∈ΩD(r)
∂I2(  r)
∂  z Ni(r)+2 λz
 
Ω
∂Ni(r)
∂z
 m
J=1
∂Nj(r)
∂z wjdΩ


 (13)
Donde D(r)=( I1(r) − I2(  r)), es decir la diferencia entre las ImÆgenes Destino
y la Transformada. Las componentes de la matriz Hessiana (Hij)q u er e l a c i o n al o s
puntos de control ij serÆ:

 

∂
2U
∂ui∂uj
∂
2U
∂ui∂vj
∂
2U
∂ui∂wj
∂
2U
∂vi∂uj
∂
2U
∂vi∂vj
∂
2U
∂vi∂wj
∂2U
∂wi∂uj
∂2U
∂wi∂vj
∂2U
∂wi∂wj

 
 =


Fxx +Lxx Fxy Fxz
Fyx Fyy + Lyy Fyz
Fzx Fzy Fzz + Lzz

 (14)
donde de forma genØrica pueden de￿nirse los tØrminos de la matriz Hessiana como:
Fxy =2
 
r∈Ω
 
(I1(r) −I2(  r))
∂2I2(  r)
∂  x∂  y
+
∂I2(  r)
∂  x
∂I2(  r)
∂  y
 
Ni(r)Nj(r) (15)
Lxx =2 λx
 
Ω
∂Ni
∂x
∂Nj
∂x
dΩ (16)
De esta forma un paso iterativo en la soluci￿n al sistema de ecuaciones serÆ:
6Figure 4: Ejemplo de registro de imÆgenes de Resonancia MagnØtica. a) Imagen Des-
tino, b) Imagen Fuente, c) Imagen Fuente Transformada, d)campo de deformaciones
u, e) campo de deformaciones v, f) diferencias entre Imagen Fuente Transformada e
Imagen Destino.


ut+1
i
v
t+1
i
w
t+1
i

 =


ut
i
vt
i
wt
i

 −
 
H(ut,vt,w t)
 −1 ∇U(ut,v t,wt) (17)
En donde el gradiente que multiplica a la inversa de la matriz Hessiana, es el
correspondiente al punto de control i. Un inconveniente de esta estrategia es que
deberemos invertir matrices muy grandes si la discretizaci￿n del espacio la deseamos
realizar con un gran nœmero de puntos de control. En el caso en que la Matriz
Hessiana sea muy grande, es recomendable usar tØcnicas de Descenso de Gradiente
o Descenso de Gradiente Newtoniano [12, 13].
Con objeto de probar las capacidades de nuestro algoritmo realizamos una prueba
de registro de imÆgenes sintØticas de ￿guras geomØtricas simples. El objetivo de esta
prueba es registrar dos imÆgenes de 256X256 pixeles en donde la Imagen Fuente es
un c￿rculo y la Imagen Destino en un cuadrado(Figura 3), las intensidades de las
ImÆgenes Fuente y Destino son 100 para fondo y 200 para las ￿guras.
Los campos de deformaciones son suaves dado que para la discretizaci￿n del espa-
cio se utilizaron mallas de 16X16 elementos, lo que quiere decir que en cada elemento
se cubre un Ærea de 16X16 pixeles. La constante de regularizaci￿n tiene un valor de
λ =1 .
Las ImÆgenes Fuente Transformada tiene tres valores de intensidades, esto es
debido a que al aplicar la transformaci￿n, hay algunos lugares de la Imagen Fuente
que no existen y se les asigna un color diferente (0 para puntos que no existen, 100
para fondo y 200 para ￿gura). Los campos de deformaciones tienen valores que
7van desde 18.696 a 42.966 pixeles para u y -56.407 a -23.933 para v.E lt i e m p o d e
ejecuci￿n es de 90 seg. en una PC a 1.8 Ghrz.
Un ejemplo de aplicaci￿n con imÆgenes reales es el de registrar dos imÆgenes
que corresponden a Resonancias MagnØticas de diferentes sujetos. Son imÆgenes de
256X256 pixeles. El tiempo de registro es de 2 minutos en una PC a 1.8 Ghrz.. En
la Figura 4 se muestran resultados de la transformaci￿n.
5 Registro Con Grandes Deformaciones
Cuando la deformaci￿n entre imagen fuente y destino es muy grande, el mØtodo
anterior a menudo falla, debido a que el modelo de optimizaci￿n queda atrapado en
m￿nimos locales. En este caso, es mejor utilizar el mØtodo que describimos en esta
secci￿n.
La idea fundamental de esta aproximaci￿n es obtener el campo de deformaciones
de la imagen basado en la evoluci￿n de curvas de nivel en el registro de imÆgenes
(level-set)[11], es decir obtener un campo de deformaciones intermedio que tiene
como direcci￿n el gradiente de la imagen y como magnitud el error en el registro de
la forma:


  u(r)
  v(r)
  w(r)

 =
(I1(r) − I2(  r))
 ∇I2(  r) 



∂I2(  r)
∂  x
∂I2(  r)
∂  y
∂I2(  r)
∂  z


 (18)
Este campo de deformaciones intermedio debe ser regularizado para imponer la
restricci￿n de suavidad, para lo cual ajustamos tres membranas desacopladas, las
cuales minimizan la funci￿n de energ￿a que puede escribirse en forma compacta como:
U =
 
r∈Ω




u(r)
v(r)
w(r)

 −


  u(r)
  v(r)
  w(r)




2
+


λx
λy
λz


T 

 
Ω |∇u(r)|
2 dΩ  
Ω |∇v(r)|
2 dΩ  
Ω |∇w(r)|
2 dΩ

 (19)
Las tres membranas independientes tienen una variaci￿n espacial suave de￿nida
por las funciones de interpolaci￿n estÆndar del MØtodo de los Elementos Finitos [14]
que tienen la forma: 

u(r)
v(r)
w(r)

 =


 m
i=1 Ni(r)ui  m
i=1 Ni(r)vi  m
i=1 Ni(r)wi


Las coordenadas actualizadas en la Imagen (  r) vienen dadas en (11). Al minimizar
la funci￿n de costo, o sea derivar con respecto a cada uno de los parÆmetros de
control e igualar a cero, tenemos que resolver tres sistemas lineales de ecuaciones,
cuyo tamaæo dependerÆ del nœmero de puntos de control que se deseen utilizar para
darle suavidad al campo de deformaciones. AdemÆs tenemos para ajustar la suavidad
de las membranas los parÆmetros λx, λy y λz.
Si este algoritmo lo aplicamos en forma incremental, es decir cada cierto nœmero
de iteraciones cambiamos el sistema coordenado de referencia ( inicializamos el campo
de deformaciones a cero y nuestra Imagen Fuente es la Imagen Transformada hasta
el momento), podemos lograr grandes deformaciones, conservando la objetividad del
movimiento al poderse calcular una composici￿n de transformaciones de forma muy
simple.
Para probar la bondad de este algoritmo, realizamos dos ejemplos sintØticos.
En el primero, mostrado en la Figura 5 puede verse la deformaci￿n que sufre una
Figura Fuente para formar una C, mediante la aplicaci￿n de un campo vectorial que
8Figure 5: Ejemplo de registro de imÆgenes sintØticas. a) Imagen Destino, b) Imagen
Fuente, c) malla deformada, d) Imagen Fuente Transformada, e) diferencias entre
Imagen Fuente Transformada e Imagen Destino, f) campo vectorial.
9Figure 6: Ejemplo de registro de imÆgenes sintØticas. a) Imagen Destino, b) Imagen
Fuente, c) Malla Deformada, d) Imagen Fuente Transformada, e) diferencias entre
Imagen Fuente Transformada e Imagen Destino, f) campo vectorial.
10Figure 7: Ejemplo de registro de imÆgenes de Resonancia MagnØtica para segmentar
el cerebelo. a) Imagen Destino, b) Imagen Fuente, c) Imagen Fuente Transformada,
d) Imagen Destino con mÆscara de cerebro calculada, e) Imagen Fuente con mÆs-
cara de cerebelo de￿nida a mano f) diferencias entre Imagen Fuente Transformada e
Imagen Destino.
s￿lo se presenta en la regi￿n donde existe la deformaci￿n. El segundo ejemplo es
mÆs complicado dado que de un punto se forma una E,e ne s t ec a s oe lc a m p od e
deformaciones afecta toda la imagen (ver Figura 6).
Se presenta a continuaci￿n otro ejemplo con imÆgenes reales de Resonancia Mag-
nØtica. En este caso se tiene segmentado a mano el cerebelo de un volumen de
imÆgenes de 256X256X256 (Figura 7). El objetivo es aplicar el mØtodo de registro
descrito anteriormente para obtener el campo de deformaciones que transforma la
Imagen Fuente en la Imagen Destino. Dado que se tiene una mÆscara que indica
en donde se encuentra el cerebelo en la Imagen Fuente, aplicamos el mismo campo
de deformaciones a dicha imagen y de esta forma obtendremos una imagen de la
mÆscara que aplicaremos a la Imagen Destino para segmentar automÆticamente su
cerebelo.
6 Registro Rígido con Corrección de intensidades
Para el registro r￿gido de imÆgenes con correcci￿n de intensidades, de￿nimos una
funci￿n de energ￿a en donde se incluye un tØrmino de membrana que harÆ que las
intensidades entre el par de imÆgenes se ajusten. El tØrmino de membrana serÆ
penalizado de tal forma que sus gradientes estarÆn controlados por un parÆmetro λ
de la forma:
11U =
 
r∈Ω
(I1(r)ϕ(r) − I2(  r))2 +λ
 
Ω
|∇ϕ|dΩ (20)
En donde r representa cada punto de la imagen (x,y,z) en el dominio Ω .E lr e g i s t r o
buscado se se obtendrÆ al encontrar los valores de los parÆmetros de la transformaci￿n
(de la cual se obtiene   r) que minimiza U, I1es la Imagen Destino e I2 es la Imagen
Fuente Transformada mediante la aplicaci￿n de (2). En este caso, las correcciones en
intensidades se ajustan mediante una membrana que tiene la forma:
ϕ(x,y,z)=
m  
i=1
Ni(x,y,z)ϕi (21)
Para minimizar la ecuaci￿n de energ￿a descrita en (20) necesitamos los gradientes
y segundas derivadas de la funci￿n de costo con respecto a los parÆmetros de control,
tal como se hizo en el apartado correspondiente al Registro R￿gido de ImÆgenes(3)-
(9).
Los gradientes de la funci￿n de costo respecto a los parÆmetros de la membrana
que ajusta las intensidades son:
∂U
∂ϕi
=2
 
r∈Ω
(I1(r)Ni(r) −I2(  r)) + 2λ
 
Ω
∂Ni(r)
∂x
m  
J=1
∂Nj(r)
∂x
ϕjdΩ (22)
Para inicializar el algoritmo tendremos que el campo de ajuste de intensidades de la
membrana vale 1.0 en todos los puntos de control (y por lo tanto en todo el dominio
de la imagen).
Por simplicidad numØrica se decidi￿ hacer un algoritmo de dos pasos. En una
primera fase se realiza el registro de las imÆgenes que corresponde a resolver un
problema no-lineal buscando la mejor transformaci￿n af￿n. En la segunda se realiza el
ajuste de una membrana con el objeto de igualar las intensidades, lo que corresponde
a resolver un problema lineal de ecuaciones descrito en (22) igualando a cero. Se repite
el algoritmo hasta convergencia.
Para probar el algoritmo usaremos imÆgenes sintØticas de Resonancia MagnØtica
Funcional en 3D al cual se le aplica un campo de activaci￿n determinado. En la
Figura 8 se muestra el tipo de imÆgenes que se estÆn utilizando (cortesia de [20]).
El volumen de informaci￿n son imÆgenes de 62X62X28 voxeles. La activaci￿n que se
incluye a las imÆgenes de Resonancia MagnØtica Funcional es del 12.4% de los voxeles
del total de voxeles del cerebro y sus intensidades var￿an con una media del 1.26%
y un valor mÆximo de 2.04%. El objetivo del experimento es encontrar soluciones
para diferentes transformaciones r￿gidas (rotaciones y translaciones), con el objeto
de simular diferentes movimientos que puede tener un paciente en el momento de
la adquisici￿n de este tipo de imÆgenes. A pesar de buscar un movimiento r￿gido,
seguiremos tratando de determinar el movimiento af￿n. Una vez determinado el
movimiento af￿n haremos la descomposici￿n en valores singulares (SVD)[21], que es
la factorizaci￿n de una matriz en el producto de otras tres SVD. Una vez realizada
esta descomposici￿n, si la matriz Diagonal V contiene solamente unos, se trata de
una rotaci￿n y por lo tanto la rotaci￿n correspondiente puede calcularse entonces
multiplicando las matrices SD. Teniendo matrices de rotaci￿n es fÆcil determinar los
Ængulos de rotaci￿n de forma sistemÆtica.
Para obtener la imagen que deseamos registrar, debemos de generar una Imagen
Fuente que serÆ la imagen del cerebro a la que se le aæade la seæal de activaci￿n y
ruido, con una desviaci￿n media del 5%. Para probar el algoritmo, se realizaron una
12Figure 8: ImÆgenes simuladas de Resonancia MagnØtica Funcional. a) Imagen del
cerebro, b) zona de activaci￿n, c) membrana que modela el ajuste de intensidades.
serie de 100 corridas de Monte Carlo en las que se aplic￿ a la imÆgen con activaci￿n
una rotaci￿n aleatoria con Ængulos de rotaci￿n uniformemente distribuidos ente -θ y
θ grados y traslaciones aleatorias uniformemente distribuidas entre -b y b pixeles. Se
reportan dos resultados para diferentes amplitudes de los giros y transformaciones.
En la Tablas I, II y III se muestran los resultados para el caso de giros aleatorios ente
θ =2 0 y b =3pixeles. En la Tablas IV,V y VI se presentan resultados para θ =5 0
y b =5pixeles.
θ1 θ2 θ3 b1 b2 b3
Error M￿nimo 0.000207 0.000210 0.000018 0.000359 0.001094 0.000284
Error MÆximo 0.095992 0.107604 0.076998 0.067421 0.087432 0.128429
Media del Error 0.029331 0.039430 0.018624 0.023870 0.034829 0.028946
Varianza del Error 0.021046 0.026823 0.015981 0.015048 0.020268 0.024225
Tabla I. Comparativo de Errores del Registro R￿gido de ImÆgenes de Resonancia Mag-
nØtica Funcional utilizando el mØtodo descrito en el presente trabajo.
θ1 θ2 θ3 b1 b2 b3
Error M￿nimo 0.010111 0.015902 0.000744 0.083059 0.130805 0.000506
Error MÆximo 0.126585 0.071957 0.045246 0.204078 0.288696 0.053754
Media del Error 0.073443 0.042903 0.014131 0.127606 0.190266 0.021607
Varianza del Error 0.19316 0.012138 0.009566 0.020363 0.027685 0.011971
Tabla II. Comparativo de Errores del Registro R￿gido de ImÆgenes de Resonancia Mag-
nØtica Funcional utilizando el mØtodo SSD.
θ1 θ2 θ3 b1 b2 b3
Error M￿nimo 0.000865 0.000250 0.000467 0.020594 0.002056 0.000154
Error MÆximo 0.178598 0.152672 0.092458 0.270668 0.375634 0.100555
Media del Error 0.062575 0.041287 0.032767 0.131868 0.157249 0.031275
Varianza del Error 0.046037 0.033669 0.025023 0.059187 0.070084 0.024312
Tabla III. Comparativo de Errores del Registro R￿gido de ImÆgenes de Resonancia Mag-
nØtica Funcional utilizando el mØtodo de Informaci￿n Mutua [3] .
13θ1 θ2 θ3 b1 b2 b3
Error M￿nimo 0.000066 0.000005 0.000046 0.001036 0.000648 0.001365
Error MÆximo 0.085997 0.084551 0.039470 0.048614 0.067331 0.094301
Media del Error 0.021800 0.023606 0.010683 0.023683 0.028633 0.025983
Varianza del Error 0.018197 0.018262 0.008211 0.011342 0.015717 0.017433
Tabla IV. Comparativo de Errores del Registro R￿gido de ImÆgenes de Resonancia Mag-
nØtica Funcional utilizando el mØtodo descrito en el presente trabajo.
θ1 θ2 θ3 b1 b2 b3
Error M￿nimo 0.001635 0.002694 0.000216 0.067962 0.104891 0.000126
Error MÆximo 0.314402 0.125424 0.106370 0.191926 0.334931 0.089535
Media del Error 0.069692 0.043385 0.017268 0.127939 0.188066 0.026908
Varianza del Error 0.040305 0.022307 0.015848 0.025450 0.036531 0.019274
Tabla V. Comparativo de Errores del Registro R￿gido de ImÆgenes de Resonancia Mag-
nØtica Funcional utilizando el mØtodo SSD.
θ1 θ2 θ3 b1 b2 b3
Error M￿nimo 0.000437 0.000094 0.000487 0.013899 0.035665 0.000095
Error MÆximo 2.714623 3.324769 2.072383 26.330957 4.417000 27.460077
Media del Error 0.150449 0.152144 0.180835 0.703183 0.276246 1.318212
Varianza del Error 0.382220 0.532258 0.318325 3.388982 0.5999997 5.171373
Tabla VI. Comparativo de Errores del Registro R￿gido de ImÆgenes de Resonancia Mag-
nØtica Funcional utilizando el mØtodo de Informaci￿n Mutua [3] .
En el conjunto de resultados anteriores cabe destacar lo siguiente: a) El mØtodo
de registro mÆs utilizado es el SSD [19] y como pude verse en la comparaci￿n de
resultados es el que mÆs errores presenta, lo cual se traduce en que se tienen zonas
de activacion espœrea inducidas por el registro; b) El mØtodo de Informacion Mutua
[3] si bien mejora los errores m￿nimos, no siempre converge a un buen resultado,
por lo que en algunos casos el error es muy grande y puede probocar tambien la
activacion de zonas espœreas; c) el mØtodo presentado en este trabajo muestra buen
comportamiento ante la magnitud de movimientos que es de esperar en el registro
de ImÆgenes de Resonancia MagnØtica Funcional, en un tiempo de cÆlculo 5 veces
menor que el de informacion mutua.
En la tabla VII se presentan resultados para una transformaci￿n r￿gida con Ængu-
los de 1.0,2.0 y 1.5 grados y traslaciones de 2.0, 1.0 y -1.0 voxeles respectivamente. Se
realizan cuatro tipos de ajustes con tØcnicas ya mencionadas anteriormente, en donde
puede verse que la mejor aproximaci￿n es la que se obtiene con el presente trabajo.
Indudablemente mejora los resultados de SSD pues hace una operaci￿n adicional para
igualar las intensidades. Los resultados de Informaci￿n Mutua en la implementaci￿n
de Viola [3] y la de Maes [18], ofrecen un desempeæo de￿ciente y consumen 5 veces
mÆs tiempo de c￿mputo. En la Figura 8 puede observarse el corrector al campo
de intensidades c), que coincide muy bien con el campo de activaci￿n inicialmente
propuesto b).
14MØtodo θ1 θ2 θ3 b1 b2 b3
Movimiento real 1.0 2.0 1.5 2.0 1.0 -1.0
SSD[19] 1.045 2.032 1.498 2.050 1.094 -1.007
Maes[18] 1.039 2.025 1.375 1.930 1.070 -1.010
Viola[3] 0.950 1.990 1.530 2.130 1.110 -1.005
Presente Trabajo 1.012 2.004 1,501 1.980 0.960 -.995
Tabla VII. Resultados del Registro R￿gido de ImÆgenes de Resonancia MagnØtica Fun-
cional para pequeæas deformaciones.
Otra prueba con deformaciones angulares mÆs grandes (Ængulos de 2, 4 y 3 grados
y traslaciones de 1.2,-0.8 y -1.5 voxeles respectivamente) y el comportamiento del
algoritmo fue muy similar, tal como se muestra en la Tabla VIII.
MØtodo θ1 θ2 θ3 b1 b2 b3
Movimiento real 2.0 4.0 3.0 1.2 -0.8 -1.5
SSD[19] 2.045 4.033 2.990 1.290 -0.695 -1.478
Maes[18] 1.930 4.300 2.722 0.980 -0.69 -1.670
Viola[3] 1.963 4.011 3.123 1.250 -0.753 -1.507
Presente Trabajo 2.005 4.010 3,006 1.210 -0.793 -1.504
Tabla VIII. Resultados del Registro R￿gido de ImÆgenes de Resonancia MagnØtica Fun-
cional para mayores deformaciones.
7C o n c l u s i o n e s
En el presente trabajo se hace una descripci￿n de los principales modelos para
realizar el registro de ImÆgenes MØdicas de Resonancia MagnØtica. Se presentan
resultados para el registro de ImÆgenes MØdicas utilizando Registro ParamØtrico,
no-ParamØtrico, incluyendo grandes deformaciones y ademÆs se incluye una secci￿n
donde se presenta un modelo para la correcci￿n de la variaci￿n espacial del contraste
en el registro r￿gido de imÆgenes de Resonancia MagnØtica Funcional. El MØtodo de
los Elemento Finitos permite modelar campos que pueden tener variaciones contro-
ladas para realizar cÆlculos de deformaciones de las imÆgenes para el registro o bien
modelar membranas para hacer la correcci￿n de intensidades. TambiØn son utiliza-
dos los elementos ￿nitos para regularizar campos de deformaciones que provienen de
otras aproximaciones y lograr resultados de calidad.
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