This project sought to consider two important aspects of the planetary nebula NGC 3242 using new long-slit HST/STIS spectra. First, we investigated whether this object is chemically homogeneous by dividing the slit into different regions spatially and calculating the abundances of each region. The major result is that the elements of He, C, O, and Ne are chemically homogeneous within uncertainties across the regions probed, implying that the stellar outflow was well-mixed.
Introduction
Understanding the chemical distribution within the ejected matter that creates a planetary nebula is important for determining a stellar evolution model that accurately describes the progenitor star. Knowing this evolution allows for the proper calculation of stellar yields of elements ejected into the interstellar medium. The ideal candidate to use in a search for spatial variations in the chemical composition is one that has a high surface brightness and is easily resolvable. NGC 3242 is one such planetary nebula. It is bright and extended on the sky, which allows for a detailed comparison at different locations in the nebula of many observed line strengths with their model-predicted values.
It also exhibits a multi-shell structure. The brightest features include an inner 28 ′′ x20
′′ shell surrounded by a 46 ′′ x40 ′′ halo (Ruiz et al. 2011) . Thus, the possibility exists that the chemical composition varies from the shell to the halo or from one side of the planetary nebula to the other. This can arise if the halo and shell resulted from mass-loss events occurring at significantly different times during the evolution of the progenitor star or the outflows themselves were inhomogeneous. For stars around 1 solar mass, carbon will be enriched in their nebulae and so is a prime element to look at in NGC 3242. The main goal of this paper (third in the series) is to use spatially resolved HST/STIS spectra presented in Dufour et. al. (2015, hereafter Paper I) to search for positional variations in the abundances of carbon, oxygen, neon, and helium relative to hydrogen and one another.
Numerous authors have studied the chemical composition of NGC 3242 over the last two decades. Krabbe & Copetti (2006) made long-slit observations in the optical and calculated the abundances for He, O, N, Ne, S, and Cl. The long-slit spectra of Milingo et al. (2002) and the fiber-fed observations of Monteiro et al. (2013) covered both optical and near infrared wavelengths. Milingo et al. (2002) calculated abundances for the above six elements plus argon while Monteiro et al. (2013) reported all of the elements of Milingo et al. (2002) except neon. Both Henry et al. (2000) and Tsamis et al. (2003) combined archived IUE ultraviolet data with ground based optical to near infrared long-slit data. The ultraviolet data enabled them to add carbon to the list of elemental abundances for NGC 3242.
Out of all of these authors, only Monteiro et al. (2013) addressed the idea of chemical inhomogeneity in NGC 3242. They observed the nebula between 3900-7000Å using 6400 fibers onboard the instrument VIMOS-IFU, covering an area of 54 ′′ x54 ′′ . They measured accurate oxygen and helium abundances from the most abundant ionic species in this range. For other elements in the study, i.e., nitrogen, sulfur and chlorine, only less abundant ionic species were observable, resulting in large (as high as 6x) discrepancies in the total abundances measured at different locations in the nebula. Monteiro et al. (2013) concluded that helium and oxygen were homogeneous throughout NGC 3242. Carbon was not part of that study, unlike in the current paper, since collisionally excited lines of carbon appear only in the ultraviolet.
In addition to the abundance characteristics of NGC 3242, its central star has been studied using many different techniques by numerous authors, e.g. Frew (2008) , Pauldrach et al. (2004) , and Henry et. al (2015, hereafter Paper II) , resulting in a broad range of derived effective temperatures (60-95 kK) and luminosities [log(L/L ⊙ )=2.86-4.01].
Therefore, the second goal of this paper is to better constrain the stellar properties of NGC 3242 through the use of photoionization modeling with the nebular emission lines as constraints.
We discuss the extraction of the spectra and observational results in §2. Section 3
contains the modeling and model results followed by the discussion of these in §4. We finish with a summary and conclusions in §5.
Spectral Extraction and Observational Results
A complete description of the observations pertaining to this project can be found in Paper I. To summarize, the spectra used here are part of the observations from the GO12600 spectra cycle 19 program, which is unique in that it consists of co-spatial HST/STIS spectra covering the entire UV-optical-nearIR range from 1150-10,270Å at 0.05 ′′ resolution.
Extraction of spectra from this data was accomplished by running an in-home Python script which followed the prescriptions in the STIS Data Handbook. The versatility of the script allowed for the division of long-slit observations into smaller regions along the spatial direction. Thus, taking the signal-to-noise into account to maximize the number of emission lines measured, a total of nine regions were chosen, each 2.2 ′′ x0.2 ′′ . Our analysis also included consideration of the full region spanning the nine smaller regions. The full region is shown in Figure 1 as a green rectangle outlining the nine smaller regions that appear as red filled, green rectangles. Almost all the fluxes of the emission lines were measured in each region using the IRAF 1 task splot by fitting Gaussian profiles. Those that were not, specifically the carbon lines λ1909 and λ1907, were measured by summing the observed flux since those lines originate from an M-grating and exhibit flat-topped emission features.
As a check for an over-estimation of any one line strength, the summed fluxes from the nine regions had to agree with that of the full region in order for the measurements to be included for further analysis. The uncertainty estimate for each line was calculated from the measured continuum rms noise nearby and the line's FWHM. Tables 1 & 2 Nebular temperatures, densities, and abundances with errors were calculated from the emission line measurements using the program Emission Line Spectrum Analyzer (ELSA; Johnson et al. 2006) . ELSA corrected for interstellar extinction using the function prescribed by Savage & Mathis (1979) for optical wavelengths and by Seaton (1979) for the ultraviolet wavelengths. Corrections were also made for the contamination caused by He ++ recombination lines to the first four hydrogen Balmer lines. Ionic abundance calculations were carried out using a 5-level atom scheme. The propagated uncertainties took into account the input line strength uncertainties as well as the resulting uncertainties in temperature, density and logarithmic extinction. Finally, ionization correction factors (ICFs) were calculated by ELSA using the prescriptions outlined in Kwitter & Henry (2001) and Paper I. These ICFs were then applied to the sum of the observed ionic abundances of all elements except carbon to produce elemental abundances. For carbon, the total abundance was taken as the direct sum of the ionic abundances since it was shown in Paper I to be more accurate. A comparison by region of each element is shown in Figure 2 . Comparison points from Henry et al. (2000) and Milingo et al. (2002) are also plotted. As can be seen, all of the regional abundances in each panel agree within the errors. Comparing the abundances of our full region to those in Milingo et al. (2002) , all abundances are in agreement, while the helium and oxygen abundances are higher than the values of Henry et al. (2000) .
Similarly, Figure electron temperatures of the regions range from 11,400-12,300 K but are consistent within errors with the 11,700 K value of the full region. Also, the right panel of Figure 3 and the ends of Tables 3 & 4 show that along each respective line of sight, regions 2 and 7 have the largest electron densities at 7000 cm -3 and 9000 cm -3 , respectively, while regions 3-6 and 8 are within the errors of the full region's value of 4500 cm -3 . Regions 1 and 9 show the smallest densities of 1800cm -3 and 1500cm -3 , respectively. The density observed in region 7 appears to be unusually high compared with the much brighter region 2, assuming that the brightness is proportional to the density squared. A plausible explanation is that there is a small knot of enhanced density that is emitting the observed light, though a literature search turns up no corroboration.
Modeling and Model Results
Photoionization models of NGC 3242 were computed in order to constrain the central star temperature and luminosity using CLOUDY version 13.03 (Ferland et al. 2013) . During the computational process, CLOUDY steps outward from the center of the nebula, solving the energy balance and ionization balance equations simultaneously at every point. Three iterations of this process were performed to ensure a steady state solution for the resulting model. Each model employed a Rauch H-Ni stellar atmosphere simulation for the central star spectral energy distribution (Rauch 2003) .
The Rauch models include line blanketing of all elements on the periodic table from hydrogen to nickel. We assumed a static geometry, spherical symmetry, and no shock heating of the gas. Additional assumptions included a distance to NGC 3242 of 1 kpc and an initial central star temperature and luminosity of 89,000 K and 3450 L ⊙ , respectively (Frew 2008 , Frew et. al 2016 . Finally, the inferred nebular density and abundances from §2 were used as initial input into the photoionization models of each region.
Model line-of-sight line strengths for the emission lines in Tables 1 & 2 The agreement between model-generated and observed line strengths and diagnostic values was evaluated by calculating a total rms via the expression
where N is the total number of lines and diagnostics (15 for Region Full). The diagnostics included also act as a weighting system for the more important lines. Similarly, the total rms for observed line strengths and diagnostics was calculated by substituting the uncertainty in place of the model value. This observed rms was used to assess error estimates on input parameters described later. The model with the lowest rms was considered the best model.
To test the validity of the described rms method for assessing the best model, we also used the method of Morisset & Georgiev (2009) . In their method, a quality factor, Q, is calculated by the expression
where RelativeError is uncertainty observed .
Minimizing this Q value instead of the rms resulted in a small difference in the best fit stellar temperature and luminosity of only 200 K and 0.011 dex, respectively.
Three different density profiles were tested during our analysis: a constant profile, a
Gaussian profile, and a Gaussian with a power law profile. The constant density profile has a defined inner and outer radius and a single density throughout the gas. However, it is likely to be the least appropriate profile of the three, given the multi-shell structure of NGC 3242 and the rigid boundary conditions. The Gaussian profile, on the other hand, relaxes the sharp boundary cutoff and constant density condition. Yet, a simple Gaussian profile still doesn't account for the outer shell. Thus, we added a radially decreasing power law profile to the previous Gaussian profile to simulate it. All three profiles were used to test the dependence of the stellar parameters upon the choice of density profile. Figure 4 illustrates the different profiles.
Since each model assumes a specific value for each stellar and nebular parameter, locating the global minimum (in parameter space) or best value for each stellar parameter was helped by computing a suite of constant density models spanning a wide range of stellar and nebular parameters, using resources from the OU Supercomputing Center for Education and Research at the University of Oklahoma. To minimize the number of models required to cover the relevant parameter space, we used the following method of analysis. A primary grid of 81,000 models was produced by varying the stellar temperature and luminosity, the inner and outer radii, and the filling factor of the gas while holding the abundances of He, C, Ne, and O constant. The range of the stellar temperature and luminosity was between 50,000-100,000K (△T = 1000K) and (log[L/L ⊙ ])=3.0-5.0 (△dex = 0.1), respectively. These ranges cover all published values of these stellar parameters. The filling factor was varied between 0.01 and 0.5, a range which encompasses typical values of planetary nebulae, in steps of 0.01. The inner/outer radius were varied from 0.039pc/0.0415pc to 0.041pc/0.0437pc with a step size of 10 -3 pc/10 -4 pc, covering values that are reasonable for the assumed distance.
The nebular composition was chosen to be the full region's values from Table 5 , since all regions had elemental abundances within error of the full region's values. Grains were chosen to be the planetary nebula set internal to CLOUDY with a fixed scaling factor of 1.0. The density was chosen to be the full region's value of 4500 cm -3 except for Regions 1, 2, 7, and 9.
Next, the set of observed emission lines strengths for NGC 3242 were used to reduce the primary grid to a smaller group of models which were the most successful at reproducing the observations, as determined by the previously discussed rms analysis.
Finally, the abundances were varied within the observed errors to produce a secondary grid of over 10 million models to further reduce the model rms. Ultimately, the best values were found by starting with the best model from the grid, and manually adjusting each input parameter and keeping the values that lowered the model rms. An estimation of the error for each parameter was carried out by starting with the best model and varying each parameter one at a time (the stellar temperature and luminosity were varied together) until the model rms was larger than the sum of the best fit model rms and observed rms 3 , e.g. model rms > 0.21 for Region Full. This estimation process was used only for the constant density models, due to constraints imposed by computational time requirements. Tables 6 & 7 show how well the best constant density models for each region were able to match the observed emission line strengths. The first two columns are the wavelength and ion line identification, respectively. The next five columns separate the regions with the ratio of the model emission line strength to the observed emission line strength. Region Full has the most lines that are outside the errors listed in Tables 1 & 2 . This is probably due to the modeling assumptions becoming less valid compared to the smaller regions and the smaller uncertainties in the line strengths. Table 8 has the same format as the previous two tables but shows the Gaussian and Gaussian with the power law density profile models of only Region Full. These models are able to match the observed emission lines about as well as the constant density model.
The parameters for the best fit constant density models for each region, along with their estimated errors, are shown in Tables 9 & 10 . The dust scaling factor was set to 0.077 for these models. The first column lists the stellar and nebular parameters. Only the parameters with associated errors were varied. Near the bottom we provide the electron temperature/density and ionization correction factors for oxygen and neon from the model.
The total rms for both the model and the observation are also given.
As can be seen, the model rms is smaller than the observed rms for all regions. Table 9 & 10 agree within estimated error with the observed abundances in Table 5 , although carbon is systematically higher and neon is systematically lower in all cases. Table 11 shows the central star parameters for the best fit models of the Gaussian and Gaussian with a power law density profiles along with the abundances and filling factor.
The electron temperature and density, oxygen and neon ionization correction factors, and associated model rms are at the bottom. The first column identifies the nebular density profile, while the second column indicates the model parameters. The remaining column shows the value of each parameter for Region Full. The largest change in temperature and luminosity between the constant (Table 9 ) and non-constant (Table 11 ) density models is 1900 K and 0.1 dex, respectively, from the Gaussian density profile. The Gaussian with a power law density profile more closely matches the stellar parameters of the constant density profile and is more representative of the nebular structure. Thus, there appears to be only a minor difference between these models and the constant density models in terms of the luminosity and temperature of the central star when considering the nebula as a whole. Therefore, our adoption above for the central star parameters from the constant density models is reasonable. The filling factor, on the other hand, is much larger in both the Gaussian and Gaussian with a power law density models when compared to the constant density models. Both these profiles reproduce nearly the same electron temperature/density and ionization correction factors as the constant density profile.
Discussion
One of our primary results is that our spatially resolved studies of various regions of NGC 3242 show no evidence of abundance variation for He, C, O, and Ne within our uncertainties (Figure 2 and Table 5 ). This result has been demonstrated here for the first time at sub-arcsecond spatial resolution. Perinotto & Corradi (1998) performed a spatial analysis similar to ours at 1.5" resolution on thirteen bipolar planetary nebulae and saw no inhomogeneities in the observed elements of He, O and N. However, there was an implied systematic increase in some elements (Ne, Ar and S) at larger distances from the central stars. On the other hand, Balick et al. (1994) found abundance variations in nitrogen for a few planetary nebulae when comparing low ionization structures to the rest of the nebula. These results were not subsequently confirmed using more sophisticated analyses (Gonçalves et al. 2006 ).
The apparent lack of abundance variations across NGC 3242 supports the idea that the visible nebula was formed by chemically uniform outflows ejected from the central star.
AGB stellar evolution models computed by Renzini & Voli (1981) indicated that the mixing timescales of convection in the envelope are much shorter than the nuclear timescales. More recent modeling by Buell (1997 and private communication) suggests that the mixing time frame is on the order of 1 yr compared to the nuclear timescale of order 10 5 -10 6 yr. Our results confirm that elements such as 12 C, 13 C and 14 N that are formed during the AGB phase of NGC 3242 are mixed into the envelope at a faster rate than mass ejections occur.
Looking at the central star parameters, Table 12 compares our best fit temperature and luminosity of the constant density models to values found in the literature of the last 25 years. Taking into account the uncertainty for both parameters in Table 9 We also estimated the main sequence lifetime plus ZAMS age, luminosity, radius, temperature, and spectral type of NGC 3242 from the initial mass. Using the massluminosity relation, L ≈ 1.02*M 3.92 in solar units from Demircan & Kahraman (1991) , the main sequence lifespan of the Sun, τ ⊙ ≈ M ⊙ /L ⊙ = 9.5 Gyr, and the age of the Milky Way Galaxy, 13.2 Gyr, the initial luminosity and main sequence lifespan are 0.84
−0.27 L ⊙ and 10.7 +2.5 −6.4 Gyr, respectively. This luminosity suggests a spectral type of G4, with a range of G7-F5 (based on the uncertainties). The radius was calculated with the mass-radius relation, R ≈ 1.06*M 0.945 , also from Demircan & Kahraman (1991) and was found to be 1.01
+0.34
−0.09 R ⊙ . From the Stefan-Boltzmann law, the temperature was determined to be +900 −300 K.
Summary and Conclusions
In this work, we began by looking for variations in the nebular properties of NGC 3242.
This was accomplished by first dividing the co-spatial spectrophotometric measurements obtained during the HST Cycle 19 program GO 12600 into ten spatial regions, one full region and nine subsets of the full region. The spectra were then extracted by an in-home
Python script, and line strengths were measured using the IRAF task splot. Lastly, nebular properties were calculated by the program ELSA and used for comparing the spatial regions.
We then aimed to constrain the stellar temperature and luminosity by modeling NGC 3242 with the program CLOUDY. We did this by using our empirically determined nebular properties along with the observed line strengths as constraints. The modelgenerated volume emissivities for each line were then input into the code PANIC, which converted the emissivities into line-of-sight line strengths. These lines as well as nebular diagnostics were then compared with their observed counterparts and an rms value, quantifying the closeness of the match, was used to choose the best fit model and errors in each parameter. Lastly, we tested the effects of three different density profiles on the stellar parameters by using a constant, Gaussian, and Gaussian with a power law profile for each region.
The following conclusions emerge from our work.
• The inner shell and, with lesser confidence, the outer shell of NGC 3242 are chemically homogeneous, implying that the outflow from the star that produced the shells was well-mixed.
• The constant density models constrain the stellar temperature and, to a lesser degree, the luminosity. Changing the density profile from a constant to the Gaussian or Gaussian with a power law resulted in a large increase in the filling factor but had a negligible effect on the inferred stellar properties. The Gaussian with a power law profile was the most representative of the structure of NGC 3242 out of the three profiles tested here.
• The progenitor mass of the central star of NGC 3242 was 0.95 S. 1993, ApJS, 88, 137 This manuscript was prepared with the AAS L A T E X macros v5.2. smaller regions was extracted.
-38 - Fig. 2. -The abundances for carbon, oxygen, neon, and helium for each region as listed in Table 5 . Comparison points HKB2000 and MHK2002 are from Henry et al. (2000) and Milingo et al. (2002) , respectively. All regions are consistent within errors. 
