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Long time asymptotics of non-symmetric
random walks on crystal lattices
Satoshi Ishiwata ∗†, Hiroshi Kawabi ‡§ and Motoko Kotani ¶‖
Abstract
In the present paper, we study long time asymptotics of non-symmetric random
walks on crystal lattices from a view point of discrete geometric analysis due to
Kotani and Sunada [11, 23]. We observe that the Euclidean metric associated with
the standard realization of the crystal lattice, called the Albanese metric, naturally
appears in the asymptotics. In the former half of the present paper, we establish
two kinds of (functional) central limit theorems for random walks. We first show
that the Brownian motion on the Euclidean space with the Albanese metric appears
as the scaling limit of the usual central limit theorem for the random walk. Next
we introduce a family of random walks which interpolates between the original non-
symmetric random walk and the symmetrized one. We then capture the Brownian
motion with a constant drift of the asymptotic direction on the Euclidean space with
the Albanese metric associated with the symmetrized random walk through another
kind of central limit theorem for the family of random walks. In the latter half of the
present paper, we give a spectral geometric proof of the asymptotic expansion of the
n-step transition probability for the non-symmetric random walk. This asymptotic
expansion is a refinement of the local central limit theorem obtained by Sunada [22]
and is a generalization of the result in [11] for symmetric random walks on crystal
lattices to non-symmetric cases.
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1 Introduction
Let X = (V,E) be an oriented, locally finite connected graph (which may have multiple
edges and loops). For an oriented edge e ∈ E, the origin and the terminus of e are
denoted by o(e) and t(e), respectively. The inverse edge of e ∈ E is denoted by e. Let
Ex = {e ∈ E| o(e) = x} be the set of edges with o(e) = x ∈ V . A path c of X of length n
is a sequence c = (e1, . . . , en) of oriented edges ei with o(ei+1) = t(ei) (i = 1, . . . , n − 1).
We denote by Ωx,n(X) (x ∈ V, n ∈ N ∪ {∞}) the set of all paths of length n for which
origin o(c) = x. For simplicity, we also write Ωx(X) := Ωx,∞(X).
A random walk on X is a stochastic process with values in X characterized effectively
by a transition probability, a non-negative function p : E → R satisfying∑
e∈Ex
p(e) = 1 (x ∈ V ), p(e) + p(e) > 0 (e ∈ E), (1.1)
where p(e) stands for the probability that a particle at o(e) moves to t(e) along the edge
e in one unit time. The transition operator L on X associated with the random walk is
defined by
Lf(x) :=
∑
e∈Ex
p(e)f(t(e)) (x ∈ V ).
The n-step transition probability p(n, x, y) (n ∈ N, x, y ∈ V ) is defined by
p(n, x, y) :=
∑
c=(e1,...,en)
p(e1) · · · p(en), (1.2)
where the sum is taken over all paths c = (e1, . . . , en) of length n with the origin o(c) = x
and the terminus t(c) = y. We mention
Lnf(x) =
∑
y∈V
p(n, x, y)f(y) (x ∈ V ).
In a natural manner, the transition probability p induces the probability measure Px on
the set Ωx(X). The random walk associated with p is the time homogeneous Markov
chain (Ωx(X),Px, {wn}∞n=0) with values in X defined by
wn(c) := o(c(n+ 1)) (n = 0, 1, 2, . . . , c ∈ Ωx(X)),
where c(n) is the nth edge of the infinite path c ∈ Ωx(X). If, in addition, there exists a
positive function m : V → R such that
p(e)m(o(e)) = p(e)m(t(e)) (e ∈ E),
then the random walk is said to be symmetric (or reversible), and the function m is called
a reversible measure for the random walk. Note that m is uniquely determined up to
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a constant multiple. The most canonical symmetric random walk is the simple random
walk with the transition probability given by p(e) = (dego(e))−1 (e ∈ E).
Studying the long time asymptotics for random walks is a central theme in probability
theory. In particular, the central limit theorem (CLT), a generalization of the Laplace–de
Moivre theorem, has been studied by many authors in various settings. For basic results,
see Spitzer [20], Woess [26], Lawler [17] and literatures therein. As mentioned in Spitzer
[20], the periodicity of the graph plays a crucial role to obtain such asymptotics. From this
viewpoint, Kotani, Shirai and Sunada [15] applied discrete geometric analysis to study
the long time asymptotics of symmetric random walks on crystal lattices. We also refer
to Guivar’ch [2] and Kramli–Szasz [16] for related early works. Here X = (V,E) is called
a (Γ-)crystal lattice if there exists an abelian group Γ acting on X freely and its quotient
X0 = (V0, E0) = Γ\X is a finite graph. In other words, X is an abelian covering graph
of a finite graph X0 for which covering transformation group is Γ. Examples we have
in mind are the square lattice Zd, the triangular lattice and the hexagonal lattice (see
Figure 1). For simplicity, we assume Γ is torsion free, therefore isomorphic to Zd. If both
X0 =
Γ = 〈σ1, σ2〉 ∼= Z2
σ1
σ2
Hexagonal lattice
σ2
Square lattice
X0 =
Γ = 〈σ1, σ2〉 ∼= Z2
σ1
Γ = 〈σ1, σ2〉 ∼= Z2
X0 =
Triangular lattice
σ2
σ1
Figure 1: Crystal lattices
p and m are Γ-invariant, then the symmetric random walk {wn}∞n=0 induces a symmetric
random walk on the quotient graph X0 through the covering map π : X → X0, and vice
versa.
Later in [11], Kotani and Sunada studied a numerical estimate of the n-step tran-
sition probability p(n, x, y) for fixed x, y ∈ V as n → ∞, called the local central limit
theorem (LCLT), for the symmetric random walk on the crystal lattice X by placing a
special emphasis on the geometric feature. Moreover, they also established the asymptotic
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expansion
p(n, x, y)m(y)−1 ∼ a0(X)n−d/2 exp
(− dΓ(x, y)2
2n
)
×(1 + a1(x, y)n−1 + a2(x, y)n−2 + · · · ) as n→∞, (1.3)
where dΓ(x, y) := |Φ0(y) − Φ0(x)|Γ⊗R is a Euclidean pseudo-distance appearing through
the standard realization Φ0 : X → Γ⊗R ∼= Rd (cf. [12]). The asymptotic expansion (1.3)
yields the CLT
L[nt]Pn−1/2f(xn) :=
∑
y∈V
p([nt], xn, y)f
(
n−1/2Φ0(y)
)
→ e−t∆/2f(x) (x ∈ Γ⊗ R) as n→∞, (1.4)
where {xn}∞n=1 is a sequence in V such that limn→∞ n−1/2Φ0(xn) = x and f is a continuous
function on Γ ⊗ R vanishing at infinity. Here e−t∆ is the heat semigroup generated by
the (positive) Albanese Laplacian ∆ on Γ ⊗ R. We mention that (1.4) is also obtained
as a special case of [3, 9] by applying Trotter’s approximation theory [24]. In terms of
probability theory, (1.4) means that, as n → ∞, a sequence of Γ ⊗ R-valued random
variables {n−1/2Φ0(w[nt])}∞n=1 (t ≥ 0) converges to Bt as n → ∞ in law, where (Bt)t≥0 is
the standard Brownian motion on Γ⊗ R starting from x. Nevertheless, this kind of long
time asymptotics for random walks on crystal lattices which are not necessarily symmetric
has not been studied satisfactorily although a large deviation principle (LDP) is obtained
in [10, 14].
The main purpose of the present paper is to discuss the long time asymptotics for
non-symmetric random walks on crystal lattices. In particular, we establish two kinds
of (functional) CLTs (Theorems 2.1–2.4) and extend the asymptotic expansion formula
(1.3) to non-symmetric cases (Theorem 2.5). These CLTs are extensions of (1.4) to non-
symmetric cases and Theorem 2.5 is a refinement of the LCLT for non-symmetric random
walks on crystal lattices presented by Sunada [22].
The rest of the present paper is organized as follows: In Section 2, we formulate our
problem briefly and state the main results. In Section 3, we make a preparation from the
discrete geometric analysis, some ergodic theorems and Trotter’s approximation theory.
In Section 4, we prove the CLT of the first kind (Theorems 2.1 and 2.2). In Section 5, we
prove the CLT of the second kind (Theorems 2.3 and 2.4). In Section 6, we concentrate on
giving a spectral geometric proof of Theorem 2.5. In the proof, perturbation arguments on
eigenvalues and eigenfunctions of the twisted transition operators Lχ and its transposed
operator tLχ play crucial roles, and we also make careful use of the classical Laplace
method to get the desired asymptotic expansion formula. Finally, in Section 7, we present
several concrete examples of the modified standard realization of crystal lattices associated
with non-symmetric random walks.
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Throughout the present paper, C denotes a positive constant that may change at every
occurrence, and O(·) stands for the Landau symbol. When the dependence of the O(·)
term is significant, we denote it for example as ON(·).
2 Statement of the main results
In this section, we state the main results. (For more details on the discrete geometric
analysis, see Section 3.) Let p : E → R be a Γ-invariant non-negative function satisfying
(1.1). The random walk on the crystal lattice X associated with the transition probability
p induces a random walk on the quotient graph X0 through the covering map π : X → X0,
and the n-step transition probability p(n, x, y) (n ∈ N, x, y ∈ V0) is also defined by (1.2).
Throughout the present paper, we assume that the random walk on X0 is irreducible, that
is, for every x, y ∈ V0, there exists some n = n(x, y) ∈ N such that p(n, x, y) > 0. Then
by applying Perron–Frobenius theorem (cf. Parry–Pollicott [18, Theorem 2.2]), we find a
unique positive function m : V0 → R, called the invariant probability measure, satisfying
m(x) =
∑
e∈(E0)x
p(e)m(t(e)) (x ∈ V0),
∑
x∈V0
m(x) = 1. (2.1)
We also write m : V → R for the (Γ-invariant) lift of the invariant measure m.
For a topological space T , let C∞(T ) denote the space of continuous functions on T
vanishing at infinity. This space is endowed with usual uniform topology ‖ · ‖∞. We note
that a graph has the discrete topology defined by the graph distance. Let H1(X0,R) and
H1(X0,R) be the first homology group and the first cohomology group on X0, respectively.
Let ρR be the canonical surjective linear map from H1(X0,R) to Γ ⊗ R. We define the
homological direction γp by
γp :=
∑
e∈E0
p(e)m(o(e))e ∈ H1(X0,R),
and call ρR(γp)(∈ Γ⊗ R) the asymptotic direction. It should be noted that γp = 0 if and
only if the random walk on X0 is symmetric, and ρR(γp) = 0 does not always imply the
symmetry of the random walk on X . We also introduce the modified harmonic realization
Φ0 : X → Γ⊗ R by∑
e∈Ex
p(e)
(
Φ0(t(e))− Φ0(o(e))
)
= ρR(γp) (x ∈ V ). (2.2)
Note that Φ0 is uniquely determined up to translation (cf. [14, page 854]).
To present the CLT of the first kind, we need to introduce the transition-shift operator
Lγp acting on C∞(X × H1(X0,R)) by
Lγpf(x, z) :=
∑
e∈Ex
p(e)f(t(e), z+ γp) (x ∈ V, z ∈ H1(X0,R)),
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and the approximation operator Pε : C∞(Γ⊗ R)→ C∞(X × H1(X0,R)) (0 ≤ ε ≤ 1) by
Pεf(x, z) := f(ε(Φ0(x)− ρR(z))).
Then the CLT of the first kind is stated as follows:
Theorem 2.1 For 0 ≤ s < t and f ∈ C∞(Γ⊗ R),
lim
n→∞
∥∥∥L[nt]−[ns]γp Pn−1/2f −Pn−1/2e− t−s2 ∆f∥∥∥∞ = 0, (2.3)
where ∆ is the (positive) Laplacian associated with the Albanese metric g0 on Γ⊗R. (See
Section 3 for the definition of the Albanese metric g0.)
In particular, for any sequence {(xn, zn)}∞n=1 in V × H1(X0,R) with
lim
n→∞
n−1/2
(
Φ0(xn)− ρR(zn)
)
= x ∈ Γ⊗ R,
and for any f ∈ C∞(Γ⊗ R), we have
lim
n→∞
L[nt]γp Pn−1/2f(xn, zn) = e−t∆/2f(x) :=
∫
Γ⊗R
Gt(x− y)f(y)dy (t > 0), (2.4)
where
Gt(x) =
1
(2πt)d/2
exp
(− |x|2g0
2t
)
(x ∈ Γ⊗ R)
is the fundamental solution of the heat equation
∂
∂t
u(t,x) = −1
2
∆u(t,x).
We mention that this theorem still holds for the approximation operator Pε given by a
general periodic realization Φ : X → Γ⊗ R (cf. Ishiwata [3]).
Now we set a reference point x∗ ∈ V such that Φ0(x∗) = 0, and put
ξn(c) := Φ0
(
wn(c)
)
(n = 0, 1, 2, . . . , c ∈ Ωx∗(X)).
We then obtain a Γ⊗R-valued random walk (Ωx∗(X),Px∗, {ξn}∞n=0). Let X (n)t (t ≥ 0, n ∈
N) be a map from Ωx∗(X) to Γ⊗ R given by
X (n)t (c) :=
1√
n
(
ξ[nt](c)− [nt]ρR(γp)
)
(c ∈ Ωx∗(X)).
Then (2.4) can be rewritten as
lim
n→∞
∑
c∈Ωx∗(X)
f(X (n)t (c))Px∗({c}) =
∫
W
f(wt)P
W (dw),
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where PW is the Wiener measure on W := C0([0,∞),Γ ⊗ R). As the piecewise linear
interpolation of (X (n)t )t≥0, we define a map X(n) : Ωx∗(X)→W by
X
(n)
t (c) :=
1√
n
{
ξ[nt](c) + (nt− [nt])
(
ξ[nt]+1(c)− ξ[nt](c)
)− ntρR(γp)} (t ≥ 0).
Let P(n) be the probability measure on (W,B(W)) induced by X(n).
The following theorem is the functional CLT (i.e., Donsker’s invariance principle) for
the random walk {ξn}∞n=0.
Theorem 2.2 The sequence {P(n)}∞n=1 converges weakly to the Wiener measure PW as
n → ∞. Namely, X(n) converges to a Γ ⊗ R-valued standard Brownian motion (Bt)t≥0
with B0 = 0 in law.
We next present another kind of CLT for a family of random walks. (See Durret
[1] and Trotter [24] for related results.) For the transition probability p, we introduce a
family of (Γ-invariant) transition probabilities {pε}0≤ε≤1 on X by
pε(e) := p0(e) + εq(e) (e ∈ E), (2.5)
where
p0(e) :=
1
2
(
p(e) +
m(t(e))
m(o(e))
p(e)
)
, q(e) :=
1
2
(
p(e)− m(t(e))
m(o(e))
p(e)
)
.
We note that {pε}0≤ε≤1 is the interpolation between the original transition probability
p = p1 and the m-symmetric probability p0 such that the homological direction γpε equals
εγp for every 0 ≤ ε ≤ 1 (see Lemma 5.1 below for details).
We denote by L(ε) the transition operator associated with pε. We denote by g
(ε)
0
the corresponding Albanese metric on Γ ⊗ R. If we need to emphasize the flat metric
g
(ε)
0 , we write (Γ ⊗ R)(ε) for (Γ ⊗ R, g(ε)0 ). We define another approximation operator
Pε : C∞((Γ⊗ R)(0))→ C∞(X) by
Pεf(x) := f(εΦ
(ε)
0 (x)) (x ∈ V ),
where Φ
(ε)
0 : X → Γ⊗ R is the modified harmonic realization associated with pε.
Then the CLT of the second kind is stated as follows:
Theorem 2.3 For 0 ≤ s < t and f ∈ C∞((Γ⊗ R)(0)),
lim
n→∞
∥∥∥L[nt]−[ns](n−1/2) Pn−1/2f − Pn−1/2e−(t−s)( 12∆(0)−〈ρR(γp),∇(0)〉g(0)0 )f∥∥∥∞ = 0,
where ∆(0) and ∇(0) stand for the (positive) Laplacian and the gradient on (Γ ⊗ R)(0),
respectively. In particular, for any sequence {xn}∞n=1 in V with
lim
n→∞
n−1/2Φ(n
−1/2)
0 (xn) = x ∈ (Γ⊗ R)(0),
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and for any f ∈ C∞((Γ⊗ R)(0)), we have
lim
n→∞
∑
y∈V
pn−1/2([nt], xn, y)f(n
−1/2Φ(n
−1/2)
0 (y))
= e
−t( 1
2
∆(0)−〈ρR(γp),∇(0)〉
g
(0)
0
)
f(x) =
∫
(Γ⊗R)(0)
Ht(x− y)f(y)dy, (2.6)
where
Ht(x) =
1
(2πt)d/2
exp
(
−
|x− ρR(γp)t|2
g
(0)
0
2t
)
is the fundamental solution of the heat equation
∂
∂t
u(t,x) = −1
2
∆(0)u(t,x) + 〈ρR(γp),∇(0)u(t,x)〉g(0)0 .
Just like Theorems 2.1 and 2.2, this theorem also implies a functional CLT. Set a
reference point x∗ ∈ V such that Φ(ε)0 (x∗) = 0 for all 0 ≤ ε ≤ 1. Putting
ξ(ε)n (c) := Φ
(ε)
0
(
wn(c)
)
(0 ≤ ε ≤ 1, n = 0, 1, 2, . . . , c ∈ Ωx∗(X)),
we also obtain a Γ ⊗ R-valued random walk (Ωx∗(X),P(ε)x∗ , {ξ(ε)n }∞n=0) associated with pε.
Let Y (ε,n)t (t ≥ 0, n ∈ N, 0 ≤ ε ≤ 1) be a map from Ωx∗(X) to Γ⊗ R given by
Y (ε,n)t (c) :=
1√
n
ξ
(ε)
[nt](c) (c ∈ Ωx∗(X)).
Then (2.6) can be rewritten as
lim
n→∞
∑
c∈Ωx∗(X)
f
(Y (n−1/2,n)t (c))Px∗({c}) = ∫
W(0)
f(wt)Q(dw),
where Q is the probability measure on W(0) := C0([0,∞), (Γ⊗ R)(0)) induced by (Bt +
ρR(γp)t)t≥0. Here (Bt)t≥0 is a (Γ⊗ R)(0)-valued standard Brownian motion with B0 = 0.
We define a map Y(ε,n) : Ωx∗(X)→W(0) by
Y
(ε,n)
t (c) :=
1√
n
{
ξ
(ε)
[nt](c) + (nt− [nt])
(
ξ
(ε)
[nt]+1(c)− ξ(ε)[nt](c)
)}
(t ≥ 0, c ∈ Ωx∗(X)),
which is the piecewise linear interpolation of (Y (ε,n))t≥0. Let Q(ε,n) be the probability
measure on (W(0),B(W(0))) induced by Y(ε,n).
The following theorem is a functional CLT for the family of random walks {ξ(ε)n }∞n=0
(0 ≤ ε ≤ 1).
Theorem 2.4 The sequence {Q(n−1/2,n)}∞n=1 converges weakly to Q as n→∞. Namely,(
Y
(n−1/2,n)
t
)
t≥0 converges to a (Γ⊗R)(0)-valued standard Brownian motion with drift ρR(γp)
starting from 0 as n→∞ in law.
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Next, we discuss the precise asymptotic behavior of the n-step transition probability
p(n, x, y) (x, y ∈ V ) of the non-symmetric random walk {wn}∞n=0 on X as n → ∞. Here
we impose the condition that the random walk {wn}∞n=0 on X is irreducible. Note that this
condition implies the irreducibility on X0 imposed above. Conversely, the irreducibility
of the random walk on X0 does not imply the irreducibility of the random walk on X .
We define the period of the random walk {wn}∞n=0 by K := gcd{n ∈ N| p(n, x, x) > 0}. It
should be noted that K is independent of x ∈ V by the irreducibility condition. Sunada
[22, page 121] presented the LCLT
(2πn)d/2p(n, x, y)m(y)−1
∼ Kvol(AlbΓ) exp
(
−|Φ0(y)− Φ0(x)− nρR(γp)|
2
g0
2n
)
(x, y ∈ V ) (2.7)
as n→∞, where vol(AlbΓ) stands for the volume of the Γ-Albanese torus (Γ⊗R/Γ⊗Z, g0).
As a refinement of (2.7), we obtain the following precise asymptotics of p(n, x, y).
Theorem 2.5 Suppose that the random walk {wn}∞n=0 on X is irreducible with period
K. Let V =
∐K−1
k=0 Ak be the corresponding K-partition of V . Then for any x ∈ Ai and
y ∈ Aj (0 ≤ i, j ≤ K − 1), we have
p(n, x, y) = 0 (n 6= Kl + j − i)
and
(2πn)d/2p(n, x, y)m(y)−1 = Kvol(AlbΓ) exp
(
−
∣∣Φ0(y)− Φ0(x)− nρR(γp)∣∣2g0
2n
)
×
(
1 + a1
(
π(x), π(y), γp; Φ0(y)− Φ0(x)− nρR(γp)
)
n−1
)
+O(n−3/2) (2.8)
as n = Kl + j − i→∞ uniformly for x, y with |Φ0(y)− Φ0(x)− nρR(γp)|g0 ≤ Cn1/6.
The coefficient a1 = a1
(
π(x), π(y), γp; Φ0(y)−Φ0(x)−nρR(γp)
)
is nothing but the one
of the term n−1 in the power series expansion of
Un :=
(2πn)d/2p(n, x, y)m(y)−1
Kvol(AlbΓ) exp
(− ∣∣Φ0(y)− Φ0(x)− nρR(γp)∣∣2g0/2n)
in n−1, and its explicit expression will be given in Theorem 6.8 below. Using the same
argument as in Section 6, we can also give the coefficient aj of the term n
−j for any j ≥ 2
in the power series expansion of Un. We do not write the explicit asymptotic expansion
of p(n, x, y) in the present paper, because of its complication.
We should also mention that Uchiyama and his coauthor [7, 25] recently obtained
this kind of asymptotic expansion formula for non-symmetric random walks on periodic
graphs (i.e., crystal lattices) realized in Euclidean space under the zero mean condition.
Their approach is purely probabilistic, and roughly speaking, the zero mean condition
is translated into ρR(γp) = 0 in our geometric framework. Thus Theorem 2.5 can be
regarded as a generalization of their asymptotic expansion including the case ρR(γp) 6= 0.
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3 Preliminaries
3.1 Discrete geometric analysis on graphs
In this subsection, we review some basic facts of discrete geometric analysis on graphs.
We refer to Kotani–Sunada [13], Sunada [21, 23] and references therein for details.
First of all, we consider an irreducible random walk on X0 = (V0, E0) with the transi-
tion probability p : E0 → [0, 1]. By the Perron–Frobenius theorem, there exists a unique
positive function m : V0 → R, called the invariant probability measure, satisfying (2.1).
We put
m˜(e) = m(o(e))p(e) (e ∈ E0).
It is easy to see that m˜ : E0 → R satisfies
∑
e∈E0 m˜(e) = 1 and
m(x) =
∑
e∈(E0)x
m˜(e) =
∑
e∈(E0)x
m˜(e) (x ∈ V0). (3.1)
When m˜(e) = m˜(e), the random walk is said to be (m-)symmetric.
We consider the 0-chain group
C0(X0,R) =
{∑
x∈V0
axx| ax ∈ R
}
and the 1-chain group
C1(X0,R) =
{∑
e∈E0
aee| ae ∈ R
}
,
where the relation e = −e is imposed for e ∈ E0. The boundary operator ∂ : C1(X0,R)→
C0(X0,R) is defined by ∂(e) := t(e) − o(e). The first homology group H1(X0,R) is the
kernel Ker(∂) ⊂ C1(X0,R). H1(X0,Z) is also defined by replacing R by Z.
We define the 0-cochain group
C0(X0,R) := {f : V0 → R}
with the inner product
〈f1, f2〉0 =
∑
x∈V0
f1(x)f2(x) (f1, f2 ∈ C0(X0,R)),
and the 1-cochain group
C1(X0,R) := {ω : E0 → R| ω(e) = −ω(e)}
with the inner product
〈ω1, ω2〉1 = 1
2
∑
e∈E0
ω1(e)ω2(e) (ω1, ω2 ∈ C1(X0,R)).
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A 1-cochain is occasionally called a 1-form on X0.
We define the difference operator d : C0(X0,R)→ C1(X0,R) by
df(e) := f(t(e))− f(o(e)) (e ∈ E0),
and the first cohomology group H1(X0,R) := C
1(X0,R)/Im(d). Note that H
1(X0,R) is
the dual of the first homology group H1(X0,R). We also define the transition operator
L : C0(X0,R)→ C0(X0,R) by
Lf(x) := (I − δpd)f(x) =
∑
e∈(E0)x
p(e)f(t(e)) (x ∈ V0),
where δp : C
1(X0,R)→ C0(X0,R) is given by
(δpω)(x) := −
∑
e∈(E0)x
p(e)ω(e) (x ∈ V0).
We easily see
p(n, x, y) = Lnδy(x) (n ∈ N, x, y ∈ V0),
where δy(·) is the Dirac delta function with pole at y.
Let tL : C0(X0,R)→ C0(X0,R) be the transposed operator of the transition operator
L with respect to the inner product 〈·, ·〉0. The explicit form is given by
tLf(x) :=
∑
e∈(E0)x
p(e)f(t(e)) (x ∈ V0).
We note that (2.1) is written as
tLm(x) = m(x),
∑
x∈V0
m(x) = 1.
It means that the invariant measure m is an eigenfunction of tL for the maximal positive
eigenvalue 1.
Now we provide the notion of modified harmonic 1-forms on X0 associated with the
transition probability p. We introduce the random variables ηi : Ωx(X0)→ C1(X0,R) (i ∈
N, x ∈ V0) defined by ηi(c) := ei for c = (e1, e2, . . .) ∈ Ωx(X0), and set
γp :=
∑
e∈E0
m˜(e)e ∈ C1(X0,R).
A simple application of the ergodic theorem leads to
lim
n→∞
1
n
n∑
i=1
ηi(c) = γp, Px-a.e. c ∈ Ωx(X0).
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By virtue of (3.1), we observe that ∂γp = 0 and hence γp ∈ H1(X0,R). It provides a
quantity to measure a homological drift of the random walk and we call it the homological
direction of the given random walk. Straightforwardly, γp = 0 if and only if p gives a
symmetric random walk, i.e., m˜(e) = m˜(e). A 1-form ω is said to be modified harmonic if
δpω(x) + 〈γp, ω〉 = 0 (x ∈ V0), (3.2)
where it should be noted that 〈γp, ω〉 := C1(X0,R)〈γp, ω〉C1(X0,R) is constant as a function
on V0. We denote by H1(X0) the set of modified harmonic 1-forms, and equip H1(X0)
with the inner product
〈〈ω1, ω2〉〉 :=
∑
e∈E0
ω1(e)ω2(e)m˜(e)− 〈γp, ω1〉〈γp, ω2〉 (ω1, ω2 ∈ H1(X0)). (3.3)
Then the corresponding norm ‖ · ‖ is given by
‖ω‖2 := 〈〈ω, ω〉〉 =
∑
e∈E0
|ω(e)|2m˜(e)− 〈γp, ω〉2 (ω ∈ H1(X0)).
By the discrete Hodge–Kodaira theorem (cf. [14, Lemma 5.2]), we may identify H1(X0,R)
and H1(X0,Z) with H1(X0) and{
ω ∈ H1(X0)
∣∣ ∫
c
ω :=
n∑
i=1
ω(ei) ∈ Z for every closed path c = (e1, . . . , en) in X0
}
,
respectively. Using this identification, we obtain an inner product 〈〈·, ·〉〉 on H1(X0,R).
Remark 3.1 In [11], Kotani and Sunada considered a symmetric random walk (i.e.,
γp = 0) and defined the Albanese metric on Γ⊗ R associated with the inner product
1
2
∑
e∈E0
ω1(e)ω2(e)m˜(e) (ω1, ω2 ∈ H1(X0)).
Due to this difference of the definition of the Albanese metric, the Laplacian ∆ on Γ⊗R
appears in long time asymptotics instead of ∆/2.
Let X = (V,E) be a (Γ-)crystal lattice, that is, X is an abelian covering graph of
a finite graph X0 in which covering transformation group is Γ. Let p : E → R and
m : V → R be the lift of the transition probability p : E0 → R and the invariant measure
m : V0 → R, respectively. Namely,
p(σe) = p(e), m(σx) = m(x) (e ∈ E, x ∈ V, σ ∈ Γ).
We denote by π : X → X0 the covering map, and by ρ : H1(X0,Z)→ Γ the surjective
homomorphism associated with the covering map π. We extend ρ to the surjective linear
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map ρR : H1(X0,R) → Γ ⊗ R. Then we may consider the injective linear map tρR :
Hom(Γ,R)→ H1(X0,R) by
tρR : ω ∈ Hom(Γ,R) 7→ tρR(ω)(·) := ω(ρR(·)) ∈ H1(X0,R),
where Hom(Γ,R) denotes the linear space of homomorphisms of Γ into R. Using the
maps tρR and ρR, we identify Hom(Γ,R) with the subspace Image(
tρR) in H
1(X0,R) and
Γ⊗R with the quotient linear subspace of H1(X0,R). Throughout the present paper, we
shall denote tρR(ω) ∈ H1(X0,R) by the same symbol ω for brevity. We restrict the inner
product 〈〈·, ·〉〉 on H1(X0,R) to the subspace Hom(Γ,R), and then take up the dual inner
product 〈·, ·〉alb on Γ ⊗ R. The flat metric on Γ ⊗ R induced from this inner product is
called the Albanese metric and is denoted by g0. This procedure is summarized in the
following diagram:
(Γ⊗ R, g0) ρR←−←− H1(X0,R)
l dual l dual
Hom(Γ,R)
tρR→֒ H1(X0,R) ∼=
(H1(X0), 〈〈·, ·〉〉)
We write AlbΓ for (Γ ⊗ R/Γ ⊗ Z, g0), and call it the Γ-Albanese torus associated with
(X,Γ).
Now we realize X in Γ⊗ R equipped with the Albanese metric g0 in a standard way.
A (piecewise linear) map Φ : X → Γ ⊗ R is said to be a periodic realization of X if it
satisfies
Φ(σx) = Φ(x) + σ ⊗ 1 (x ∈ X, σ ∈ Γ).
We may define a special periodic realization Φ0 : X → Γ ⊗ R by Φ0(x∗) = 0 for a fixed
base point x∗ ∈ V and
Hom(Γ,R)
〈
ω,Φ0(x)
〉
Γ⊗R =
∫ x
x∗
ω˜ (ω ∈ Hom(Γ,R)), (3.4)
where ω˜ is the lift of ω = tρR(ω) ∈ H1(X0,R) to X . Here∫ x
x∗
ω˜ =
∫
c
ω˜ :=
n∑
i=1
ω˜(ei)
for a path c = (e1, . . . , en) with o(e1) = x∗ and t(en) = x. It should be noted that this
line integral does not depend on the choice of a path c.
One of the special properties of Φ0 is that it is a vector-valued modified-harmonic
function on X in the sense that
LΦ0(x)− Φ0(x) = ρR(γp) (x ∈ V ). (3.5)
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Indeed, for every ω = tρR(ω) ∈ H1(X0,R), the modified harmonicity (3.2), Γ-invariance
of the transition probability p and the identity (3.4) imply
Hom(Γ,R)
〈
ω, LΦ0(x)− Φ0(x)
〉
Γ⊗R =
∑
e∈Ex
p(e)
Hom(Γ,R)
〈
ω,Φ0(t(e))− Φ0(o(e))
〉
Γ⊗R
=
∑
e∈Ex
p(e)ω˜(e)
=
∑
e∈(E0)pi(x)
p(e)ω(e)
= −(δpω)(π(x))
= 〈γp, ω〉 = Hom(Γ,R)
〈
ω, ρR(γp)
〉
Γ⊗R (x ∈ V ).
A periodic realization Φ : X → Γ ⊗ R satisfying (3.5) is said to be modified harmonic.
Note that a modified harmonic realization is uniquely determined up to translation.
If we equip Γ ⊗ R with the Albanese metric g0, then we call the map Φ0 : X →
(Γ ⊗ R, g0) the modified standard realization of X . We readily check that the piecewise
linear interpolation of Φ0 by line segments descends to a piecewise geodesic map Φ0 :
X0 → AlbΓ. We call Φ0 the Albanese map associated with (X,Γ). Namely, standard
realization is a lift of the Albanese map. In the symmetric case, Kotani–Sunada [11, 13]
gave a characterization of the Albanese map (Φ0, g0) through a “minimal principle” for
the energy
E(Φ, g) := 1
2
∑
e∈E0
|Φ(t(e˜))− Φ(o(e˜))|2gm˜(e)
under the fixed volume condition vol(Γ ⊗ R/Γ ⊗ Z, g) = vol(AlbΓ), where g is a flat
metric on Γ ⊗ R/Γ⊗ Z. In the forthcoming paper [4], we will discuss such a variational
characterization of the Albanese map (Φ0, g0) in the non-symmetric case.
3.2 Ergodic theorems
In this subsection, we make a preparation from ergodic theorems which will be used in
the proof of main results. We set ℓ2(X0) := {f : V0 → C}, which is equipped with the
inner product
〈f1, f2〉ℓ2(X0) :=
∑
x∈V0
f1(x)f2(x) (f1, f2 ∈ ℓ2(X0)).
Although the following ergodic theorem is standard, we give a proof for the sake of
completeness.
Theorem 3.2 Let L be the transition operator on X0 associated with the transition prob-
ability p. Then it holds
1
N
N−1∑
j=0
Ljf(x) =
∑
x∈V0
f(x)m(x) +O
( 1
N
)
(x ∈ V0, f ∈ ℓ2(X0)).
14
Proof. We denote by K0 (1 ≤ K0 ≤ |V0|) the period of the random walk on X0, and set
αk := exp
(2πk
K0
√−1) (k = 0, . . . , K0 − 1),
where |V0| stands for the number of elements of V0. By virtue of the Perron–Frobenius
theorem, the transition operator L : ℓ2(X0)→ ℓ2(X0) has the maximal simple eigenvalues
α0, . . . , αK0−1 with the corresponding normalized right eigenfunctions φ0, . . . , φK0−1 and
left eigenfunctions ψ0, . . . , ψK0−1. Namely,
Lφk = αkφk,
tLψk = αkψk, ‖φk‖ℓ2(X0) = 〈φk, ψk〉ℓ2(X0) = 1 (k = 0, . . . , K0 − 1).
In particular, we obtain φ0 ≡ |V0|−1/2 and ψ0(x) = |V0|1/2m(x) for x ∈ V0.
Now we set
ℓ2K0(X0) := {f ∈ ℓ2(X0)| 〈f, ψk〉ℓ2(X0) = 0 (k = 0, . . . , K0 − 1)}.
Note that ℓ2K0(X0) is preserved by L. Thus f ∈ ℓ2(X0) is decomposed as
f =
K0−1∑
k=0
〈f, ψk〉ℓ2(X0)φk + fℓ2K0(X0)
= 〈f,m〉ℓ2(X0) +
K0−1∑
k=1
〈f, ψk〉ℓ2(X0)φk + fℓ2K0 (X0) (fℓ2K0 (X0) ∈ ℓ
2
K0(X0)). (3.6)
Besides, it follows from the Perron–Frobenius theorem that there exists some 0 ≤ λ < 1
such that ‖L|ℓ2K0 (X0)‖ ≤ λ. Furthermore by noting
∑K0−1
j=0 α
j
k = 0 (k = 1, . . . , K0− 1) and
(3.6), we have
∥∥∥ 1
N
N−1∑
j=0
Ljf − 〈f,m〉ℓ2(X0)
∥∥∥
ℓ2(X0)
=
∥∥∥ 1
N
K0−1∑
k=1
〈f, ψk〉ℓ2(X0)
( N−1∑
j=0
αjk
)
φk +
1
N
N−1∑
j=0
Ljfℓ2K0 (X0)
∥∥∥
ℓ2(X0)
≤ 1
N
{K0−1∑
k=1
∣∣〈f, ψk〉ℓ2(X0)∣∣(∣∣ N−1∑
j=0
αjk
∣∣)}+ ( 1
N
N−1∑
j=0
‖L|ℓ2K0(X0)‖
j
)
‖fℓ2K0 (X0)‖ℓ2(X0)
≤ K0 − 1
N
(K0−1∑
k=1
|〈f, ψk〉ℓ2(X0)|
)
+
1
(1− λ)N ‖fℓ2K0 (X0)‖ℓ2(X0) = O(
1
N
).
Thus we complete the proof.
In the proof of the CLT of the second kind (Theorem 2.3), the following ergodic
theorem plays a crucial role.
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Theorem 3.3 Let L(ε) be the transition operator on X0 associated with the transition
probability pε given in (2.5). Then there exists sufficiently small ε0 > 0 such that
1
N
N−1∑
j=0
Lj(ε)f(x) =
∑
x∈V0
f(x)m(x) +Oε0
( 1
N
)
(x ∈ V0, f ∈ ℓ2(X0))
holds for all 0 ≤ ε ≤ ε0.
To prove this theorem, we need a fundamental perturbation theory of linear operators
taken from Parry–Pollicott [18, Proposition 4.6]
Proposition 3.4 Let B(V) denote the set of linear operators on a Banach space V. Asu-
ume L0 ∈ B(V) has a simple isolated eigenvalue α0 with corresponding eigenvector φ0.
Then for any ε > 0, there exists δ > 0 such that the following identities hold for all
L ∈ B(V) with ‖L − L0‖B(V) < δ:
(1) L has a simple isolated eigenvalue α(L) and the corresponding eigenvector φ(L) with
α(L0) = α, φ(L0) = φ0,
(2) L 7→ α(L), L 7→ φ(L) are analytic,
(3) |α(L)− α0| < ε and Spec(L) \ {α(L)} ⊂ {z ∈ C : |z − α0| > ε}.
Proof of Theorem 3.3. Let 0 ≤ ε < 1. It follows from pε(e) > 0 (e ∈ E0) that
K0 =
{
1 if X0 is non-bipartite,
2 if X0 is bipartite.
We only consider the bipartite case because the argument for the non-bipartite case is
same. Let V0 = A0
∐
A1 be the bipartition. By the Perron–Frobenius theorem, the the
transition operator L(ε) : ℓ
2(X0)→ ℓ2(X0) (0 ≤ ε < 1) has the maximal simple eigenvalues
α0(ε) = 1, α1(ε) = −1 with the corresponding normalized right eigenfunctions
φ0(ε) ≡ |V0|−1/2, φ1(ε)(x) =
{
|V0|−1/2 (x ∈ A0) ,
−|V0|−1/2 (x ∈ A1) ,
and left eigenfunctions
ψ0(ε)(x) = |V0|1/2m(x) (x ∈ V0), ψ1(ε)(x) =
{
|V0|1/2m(x) (x ∈ A0) ,
−|V0|1/2m(x) (x ∈ A1) .
Then we see that the subspace U := {f ∈ ℓ2(X0)|〈f, ψ0〉ℓ2(X0) = 〈f, ψ1〉ℓ2(X0) = 0} is
independent of ε and it is preserved by L(ε). By virtue of Proposition 3.4, there exist
sufficiently small ε0 > 0 and 0 ≤ λ < 1 such that ‖L(ε)|U‖ ≤ λ holds for all 0 ≤ ε ≤ ε0.
Hence we obtain the desired conclusion by following the proof of Theorem 3.2.
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3.3 Trotter’s approximation theorem
In this subsection, we quickly review an approximation theorem due to Trotter [24]. Let
V and VN (N ∈ N) be Banach spaces and B(V,VN) stands for the set of bounded linear
operators from V to VN . Suppose that there exist a constant C > 0 and two families of
operators {PN ∈ B(V,VN)}∞N=1 and {UN ∈ B(VN)}∞N=1 satisfying
sup
N∈N
‖PN‖B(V ,VN ) + sup
N,n∈N
‖UnN‖B(VN ) ≤ C, lim
N→∞
‖PNu‖VN = ‖u‖V (u ∈ V).
Trotter’s approximation theorem is then presented as follows:
Theorem 3.5 (cf. [24, 9, 13]) Let {e−tT }t≥0 be a continuous semigroup on V with the
infinitesimal generator T and {τN}∞N=1 be a decreasing sequence satisfying limN→∞ τN = 0.
Assume that there exists a core D of T such that
lim
N→∞
‖TNPNu− PNTu‖VN = 0 (u ∈ D),
where TN := (1/τN)(I − UN ). Then for any sequence {kN}∞N=1 of non-negative integers
satisfying kNτN → t, we have
lim
N→∞
‖UkNN PNu− PNe−tTu‖VN = 0 (u ∈ D).
4 Proof of the CLT of the first kind
In the following, we write ω[x]Γ⊗R := Hom(Γ,R)〈ω,x〉Γ⊗R (ω ∈ Hom(Γ,R),x ∈ Γ⊗ R) and
set
dΦ0(e) := Φ0(t(e))− Φ0(o(e)) (e ∈ E), ‖dΦ0‖∞ := max
e∈E0
|dΦ0(e˜)|g0.
We take an orthonormal basis {ω1, . . . , ωd} of Hom(Γ,R)(⊂ H1(X0,R) ∼= H1(X0)), and
let {v1, . . . ,vd} denote its dual basis in Γ ⊗ R. Namely, ωi[vj]Γ⊗R = δij (i, j = 1, . . . , d).
Note that {v1, . . . ,vd} is an orthonomal basis of Γ⊗R with respect to the Albanese metric
g0. Then we have
x =
d∑
i=1
ωi[x]Γ⊗Rvi, |x|2g0 =
d∑
i=1
ωi[x]
2
Γ⊗R (x ∈ Γ⊗ R).
For simplicity, we also write xi := ωi[x]Γ⊗R, Φ0(x)i := ωi[Φ0(x)]Γ⊗R (i = 1, . . . , d, x ∈ V )
and identify x ∈ Γ⊗ R with (x1, . . . , xd) ∈ Rd.
4.1 Proof of Theorem 2.1
To prove Theorem 2.1, we need the following lemma:
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Lemma 4.1 For any f ∈ C∞0 (Γ⊗ R), as N ր∞, εց 0 and N2εց 0, we have∥∥∥∥ 1Nε2 (I − LNγp)Pεf − Pε(∆2 f)
∥∥∥∥
∞
→ 0,
where ∆ is the (positive) Laplacian −∑di=1 ( ∂∂xi )2 on Γ⊗ R with the Albanese metric g0.
Proof. First, we define AN(Φ0)ij : V → R (i, j = 1, . . . , d, N ∈ N) by
AN (Φ0)ij(x) :=
∑
c∈Ωx,N (X)
p(c)
(
Φ0(t(c))− Φ0(x)−NρR(γp)
)
i
×(Φ0(t(c))− Φ0(x)−NρR(γp))j (x ∈ V ),
where p(c) := p(e1)p(e2) · · ·p(eN) for c = (e1, e2, . . . , eN) ∈ Ωx,N(X). Applying Taylor’s
expansion formula to f
(
ε(Φ0(t(c))− ρR(z+Nγp)
)
at ε(Φ0(x)− ρR(z)) ∈ Γ⊗ R, we have
f
(
ε(Φ0(t(c))− ρR(z+Nγp)
)− f(ε(Φ0(x)− ρR(z)))
=
d∑
i=1
∂f
∂xi
(
ε(Φ0(x)− ρR(z))
)(
ε
(
Φ0(t(c))− Φ0(x)−NρR(γp)
))
i
+
1
2
d∑
i,j=1
∂2f
∂xi∂xj
(
ε(Φ0(x)− ρR(x))
)(
ε
(
Φ0(t(c))− Φ0(x)−NρR(γp)
))
i
×
(
ε
(
Φ0(t(c))− Φ0(x)−NρR(γp)
))
j
+O(N3ε3).
This implies
(I − LNγp)Pεf(x, z)
= −ε
d∑
i=1
∂f
∂xi
(
ε(Φ0(x)− ρR(z))
) ∑
c∈Ωx,N(X)
p(c)
(
Φ0(t(c))− Φ0(x)−NρR(γp)
)
i
−ε
2
2
d∑
i,j=1
∂2f
∂xi∂xj
(
ε(Φ0(x)− ρR(z))
)
AN (Φ0)ij(x) +O(N
3ε3).
Recalling the modified harmonicity (3.5), we obtain∑
c∈Ωx,N (X)
p(c)
(
Φ0(t(c))− Φ0(x)−NρR(γp)
)
=
∑
c′∈Ωx,N−1(X)
p(c′)
{( ∑
e∈Et(c′)
p(e)
(
Φ0(t(e))− Φ0(o(e))− ρR(γp)
))
+
(
Φ0(t(c
′))− Φ0(x)− (N − 1)ρR(γp)
)}
=
∑
c′∈Ωx,N−1(X)
p(c′)
(
Φ0(t(c
′))− Φ0(x)− (N − 1)ρR(γp)
)
=
∑
e∈Ex
p(e)
(
Φ0(t(e))− Φ0(x)− ρR(γp)
)
= 0. (4.1)
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Next we define A(Φ0)ij : V0 → R (i, j = 1, . . . , d) by
A(Φ0)ij(x) =
∑
e∈(E0)x
p(e) (Φ0(t(e˜))− Φ0(o(e˜))− ρR(γp))i
× (Φ0(t(e˜))− Φ0(o(e˜))− ρR(γp))j (x ∈ V0),
where e˜ is a lift of e ∈ E0 to E. Because AN (Φ0)ij : V → R is Γ-invariant, we easily see
A(Φ0)ij(π(x)) = A1(Φ0)ij(x) (x ∈ V, i, j = 1, . . . , d).
Repeating the same argument as in (4.1) and recalling (3.5) again, we obtain
AN(Φ0)ij(x)
=
∑
c′∈Ωx,N−1(X)
p(c′)
∑
e∈Et(c′)
p(e)
×
{(
Φ0(t(e))− Φ0(o(e))− ρR(γp)
)
i
+
(
Φ0(o(e))− Φ0(x)− (N − 1)ρR(γp)
)
i
}
×
{(
Φ0(t(e))− Φ0(o(e))− ρR(γp)
)
j
+
(
Φ0(o(e))− Φ0(x)− (N − 1)ρR(γp)
)
j
}
=
∑
c′∈Ωx,N−1(X)
p(c′)
∑
e∈Et(c′)
p(e)
×(Φ0(t(e))− Φ0(o(e))− ρR(γp))i(Φ0(t(e))− Φ0(o(e))− ρR(γp))j
+
∑
c′∈Ωx,N−1(X)
p(c′)
∑
e∈Et(c′)
p(e)
×
{(
Φ0(t(e))− Φ0(o(e))− ρR(γp)
)
i
(
Φ0(o(e))− Φ0(x)− (N − 1)ρR(γp)
)
j
+
(
Φ0(t(e))− Φ0(o(e))− ρR(γp)
)
i
(
Φ0(o(e))− Φ0(x)− (N − 1)ρR(γp)
)
j
}
+
∑
c′∈Ωx,N−1(X)
p(c′)
∑
e∈Et(c′)
p(e)
(
Φ0(o(e))− Φ0(x)− (N − 1)ρR(γp)
)
i
×(Φ0(o(e))− Φ0(x)− (N − 1)ρR(γp))j
= LN−1
(A(Φ0)ij)(π(x)) + AN−1(Φ0)ij(x)
=
N−1∑
k=0
Lk
(A(Φ0)ij)(π(x)) (x ∈ V ).
Applying Theorem 3.2, we have
1
N
N−1∑
k=0
Lk
(A(Φ0)ij)(π(x)) = ∑
x∈V0
A(Φ0)ij(x)m(x) +O
( 1
N
)
.
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Moreover (3.4) and (3.5) imply∑
x∈X0
A(Φ0)ij(x)m(x)
=
∑
e∈E0
(
Φ0(t(e˜))− Φ0(o(e˜))− ρR(γp)
)
i
(
Φ0(t(e˜))− Φ0(o(e˜))− ρR(γp)
)
j
m˜(e)
=
∑
e∈E0
(
Φ0(t(e˜))− Φ0(o(e˜))
)
i
(
Φ0(t(e˜))− Φ0(o(e˜))
)
j
m˜(e)− ρR(γp)iρR(γp)j
=
∑
e∈E0
tρR(ωi)(e)
tρR(ωj)(e)m˜(e)− ωi[ρR(γp)]Γ⊗R ωj[ρR(γp)]Γ⊗R
=
∑
e∈E0
ωi(e)ωj(e)m˜(e)− 〈γp, ωi〉〈γp, ωj〉
= 〈〈ωi, ωj〉〉 = δij (i, j = 1, . . . , d).
Putting it all together, we now obtain
1
Nε2
(I −LNγp)Pεf(x, z) = Pε
(∆
2
f
)
(x, z) +O(N2ε) as N →∞.
Finally by letting N2ε→ 0, we complete the proof.
Proof of Theorem 2.1. We follow the proof of [9, Theorem 4]. Let N = N(n) be the
integer with n1/5 ≤ N < 1 + n1/5 and kN and rN are the quotient and remainder of
([nt]− [ns])/N , respectively. We put εN := n−1/2 and τN := Nε2N . Then n→∞ implies
N →∞, N2εN ≤ (1 + n1/5)2n−1/2 → 0 and τN ≤ (1 + n1/5)/n→ 0. As rN < N , we also
observe rNε
2
N ≤ Nε2N ≤ (1+n1/5)/n→ 0. Noting kNτN = ([nt]− [ns]− rN )ε2N , we obtain
kNτN → (t− s) as N →∞.
Now we may apply Theorem 3.5 to the case where
V = C∞(Γ⊗ R), VN = C∞(X × H1(X0,R)), UN = LNγp, T =
∆
2
, D = C∞0 (Γ⊗ R),
and Lemma 4.1 implies
lim
n→∞
∥∥∥LkNNγp Pn−1/2f − Pn−1/2e− t−s2 ∆f∥∥∥∞ = 0 (f ∈ C∞0 (Γ⊗ R)). (4.2)
Further, we have
‖L[nt]−[ns]γp Pn−1/2f − Pn−1/2e−
t−s
2
∆f‖∞
≤ ‖LkNNγp (LrNγp − I)Pn−1/2f‖∞ + ‖LkNNγp Pn−1/2f − Pn−1/2e−
t−s
2
∆f‖∞. (4.3)
Noting r2NεN ≤ (1 + n1/5)2n−1/2 → 0 and recalling Lemma 4.1 again, we obtain∥∥∥ 1
rNε2N
(I − LrNγp )PεNf −PεN
(∆
2
f
)∥∥∥
∞
→ 0 (f ∈ C∞0 (Γ⊗ R)).
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This convergence and rNε
2
N → 0 imply
‖LkNNγp (LrNγp − I)Pn−1/2f‖∞ ≤ rNε2N
∥∥∥ 1
rNε2N
(I − LrNγp )PεNf − PεN
(∆
2
f
)∥∥∥
∞
+ rNε
2
N
∥∥∆
2
f
∥∥
∞ → 0. (4.4)
Hence by combining (4.2), (4.3) with (4.4), we obtain (2.3) for f ∈ C∞0 (Γ⊗ R).
For f ∈ C∞(Γ ⊗ R), we can choose a sequence {fm}∞m=1 ⊂ C∞0 (Γ ⊗ R) such that
‖f − fm‖∞ → 0 as m→∞. Because
max
{∥∥L[nt]−[ns]γp Pn−1/2(f − fm)∥∥∞, ‖Pn−1/2e− t−s2 ∆(f − fm)‖∞} ≤ ‖f − fm‖∞
holds for each n ∈ N, it is straightforward to check (2.3) for f ∈ C∞(Γ⊗ R).
In addition, we have
|L[nt]γp Pn−1/2f(xn, zn)− e−t∆/2f(x)|
≤ ∥∥L[nt]γp Pn−1/2f −Pn−1/2e− t2∆f∥∥∞
+
∣∣e− t2∆f(n−1/2(Φ0(xn)− ρR(zn))− e− t2∆f(x)∣∣ (4.5)
for f ∈ C∞(Γ ⊗ R). By combining the continuity of e− t2∆f : Γ ⊗ R → R and (2.3) with
(4.5), we obtain (2.4). This completes the proof.
4.2 Proof of Theorem 2.2
At the beginning, we show the convergence of finite dimensional distribution of {X(n)}∞n=1
by using Theorem 2.1. We fix 0 ≤ t1 < . . . < tr < ∞ (r ∈ N) and consider the random
variable X
(n)
t1,t2,...,tr : Ωx∗(X)→ (Γ⊗ R)r given by
X
(n)
t1,...,tr(c) :=
(
X
(n)
t1 (c), . . . ,X
(n)
tr (c)
)
.
Lemma 4.2
X
(n)
t1,...,tr
D−→ (Bt1 , · · · , Btr) as n→∞,
where (Bt)t≥0 is a Γ⊗ R-valued standard Brownian motion with B0 = 0.
Proof. For simplicity, we only show the convergence for r = 2. General cases differ
from this one only by being notationally more cumbersome. Take f1 = f1(y1), f2 =
f2(y2) ∈ C∞(Γ⊗ R), and set s = t1, t = t2. Let f(y1,y2) := f1(y1)f2(y2). We note that
{f = f1(y1)f2(y2)| f1, f2 ∈ C∞(Γ⊗R)} ⊂ Cb((Γ⊗R)2) is a determining class on (Γ⊗R)2.
(See e.g. Karatzas–Shreve [6, Definition 5.4.24] for the precise meaning. In Klenke [8,
Definition 13.9], it is called a separating family.)
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We aim to show
lim
n→∞
∫
(Γ⊗R)2
f(y1,y2)
(
Px∗ ◦ (X(n)s,t )−1
)
(dy1dy2)
=
∫
(Γ⊗R)2
Gs(y1)Gt−s(y2 − y1)f(y1,y2)dy1dy2. (4.6)
We prepare
sup
c∈Ωx∗(X)
|X(n)t (c)− X (n)t (c)|g0 =
(nt− [nt])√
n
sup
c∈Ωx∗(X)
|ξ[nt]+1(c)− ξ[nt](c)− ρR(γp)|g0
≤ 1√
n
(‖dΦ0‖∞ + |ρR(γp)|g0). (4.7)
Then, by virtue of uniform continuity of f on (Γ⊗ R)2 and (4.7), we obtain
lim
n→∞
∑
c∈Ωx∗(X)
∣∣f(X(n)s,t (c))− f(X (n)s,t (c))∣∣Px∗({c}) = 0.
Moreover, we have∑
c∈Ωx∗(X)
f(X (n)s,t (c))Px∗({c})
=
∑
c1∈Ωx∗,[ns](X)
p(c1)f1
(
n−1/2
(
Φ0(t(c1))− [ns]ρR(γp)
))
×
{ ∑
c2∈Ωt(c1),[nt]−[ns](X)
p(c2)f2
(
n−1/2
(
Φ0(t(c2))− [nt]ρR(γp)
))}
=
∑
c1∈Ωx∗,[ns](X)
p(c1)(Pn−1/2f1)
(
t(c1), [ns]ρR(γp)
)L[nt]−[ns]γp (Pn−1/2f2)(t(c1), [ns]ρR(γp))
= L[ns]γp
{
(Pn−1/2f1) · L[nt]−[ns]γp (Pn−1/2f2)
}
(x∗, 0).
Then Theorem 2.1 implies∥∥L[ns]γp {(Pn−1/2f1) · L[nt]−[ns]γp (Pn−1/2f2)}− Pn−1/2e− s2∆(f1e− t−s2 ∆f2)∥∥∞
≤ ∥∥L[ns]γp {(Pn−1/2f1) · L[nt]−[ns]γp (Pn−1/2f2)}
−L[ns]γp
{
(Pn−1/2f1) · Pn−1/2
(
e−
t−s
2
∆f2
)}∥∥
∞
+‖L[ns]γp Pn−1/2
(
f1e
− t−s
2
∆f2
)− Pn−1/2e− s2∆(f1e− t−s2 ∆f2)‖∞
≤ ‖f1‖∞‖L[nt]−[ns]γp (Pn−1/2f2)− Pn−1/2
(
e−
t−s
2
∆f2
)‖∞
+‖L[ns]γp Pn−1/2
(
f1e
− t−s
2
∆f2
)− Pn−1/2e− s2∆(f1e− t−s2 ∆f2)‖∞
→ 0 as n→∞.
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Summarizing all the above, we have
lim
n→∞
∫
(Γ⊗R)2
f(y1,y2)
(
Px∗ ◦ (X(n)s,t )−1
)
(dy1dy2)
= lim
n→∞
∑
c∈Ωx∗(X)
f(X (n)s,t (c))Px∗({c})
= lim
n→∞
L[ns]γp
{Pn−1/2f1 · Pn−1/2(e− t−s2 ∆f2)}(x∗, 0)
= lim
n→∞
L[ns]γp Pn−1/2
(
f1e
− t−s
2
∆f2
)
(x∗, 0)
= lim
n→∞
Pn−1/2e−
s
2
∆
(
f1e
− t−s
2
∆f2
)
(x∗, 0)
= e−
s
2
∆
(
f1e
− t−s
2
∆f2
)
(0)
=
∫
Γ⊗R
dy1Gs(y1)f1(y1)
∫
Γ⊗R
dy2Gt−s(y2 − y1)f2(y2)
=
∫
(Γ⊗R)2
f(y1,y2)Gs(y1)Gt−s(y2 − y1)dy1dy2.
Furthermore we have
Px∗
(|X(n)s,t |(Γ⊗R)2 > R) ≤ Px∗(|X(n)s |g0 > R√
2
)
+ Px∗
(
|X(n)t |g0 >
R√
2
)
≤ 4
R4
(
E
Px∗
[|X(n)s |4g0]+ EPx∗[|X(n)t |4g0])
≤ CR−4(s2 + t2),
where we used (4.8) below and Chebyshev’s inequality. This estimate implies tightness of
{Px0 ◦ (X (n)s,t )−1}∞n=1 in probability measures on ((Γ⊗ R)2,B((Γ⊗ R)2)).
Finally, applying [8, Theorem 13.16], we have the desired convergence (4.6) for every
f ∈ Cb((Γ⊗ R)2). This completes the proof.
Having shown the convergence of finite dimensional distributions, we complete the
proof of Theorem 2.2 by showing the following lemma:
Lemma 4.3 {P(n)}∞n=1 is tight in (W,B(W)).
Proof. From [6, Problem 4.11] (see also [8, Theorem 21.42]), it is sufficient to show that
there exists some C > 0 independent of n such that
E
Px∗
[∣∣X(n)t −X(n)s ∣∣4g0] ≤ C|t− s|2 (0 ≤ s ≤ t, n ∈ N). (4.8)
We distinguish two cases:
(I) t− s < n−1, (II) t− s ≥ n−1.
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First, we consider case (I). If ns ≥ [nt],
|X(n)t −X(n)s |g0 ≤ n1/2(t− s)
{|ξ[nt]+1 − ξ[nt]|g0 + |ρR(γp)|g0}.
On the other hand, if ns < [nt],
|X(n)t −X(n)s |g0
≤
∣∣∣1− (ns− [ns])
n1/2
(ξ[nt] − ξ[nt]−1) + nt− [nt]
n1/2
(ξ[nt]+1 − ξ[nt])− n1/2(t− s)ρR(γp)
∣∣∣
g0
≤ n1/2(t− s){|ξ[nt]+1 − ξ[nt]|g0 + |ξ[nt] − ξ[nt]−1|g0 + |ρR(γp)|g0},
where we used [ns] = [nt]− 1 and ns ≤ [nt] ≤ nt for the third line.
In either case, we have
|X(n)t −X(n)s |g0 ≤ n1/2(t− s)
{|ξ[nt]+1 − ξ[nt]|g0 + |ξ[nt] − ξ[nt]−1|g0 + |ρR(γp)|g0}
≤ n1/2(t− s)(2‖dΦ0‖∞ + |ρR(γp)|g0). (4.9)
Now we recall n2(t− s)2 < 1. Then (4.9) implies
E
Px∗
[∣∣X(n)t −X(n)s ∣∣4g0] ≤ (2‖dΦ0‖∞ + |ρR(γp)|g0)4(t− s)2.
Hence, we obtain the desired estimate (4.8) for case (I).
Next, we consider case (II). Let F be the fundamental domain in X containing x∗ ∈ V
and define Mli = M
l
i(Φ0, ρR(γp)) (i = 1, . . . , d, l = 1, 2, 3, 4) by
Mli(x) :=
∑
e∈Ex
p(e)
(
dΦ0(e)− ρR(γp)
)l
i
(x ∈ V ).
Note that Mli is Γ-invariant and
‖Mli‖∞ ≤ (‖dΦ0‖∞ + |ρR(γp)|g0)l (i = 1, . . . , d).
Furthermore, the modified harmonicity (3.5) yields M1i ≡ 0 (i = 1, . . . , d).
We start by giving a bound on EPx∗
[∣∣X (n)M
n
− X (n)N
n
∣∣4
g0
]
(n ∈ N,M ≥ N ∈ N). Applying
an elementary inequality (a1 + · · ·+ ad)2 ≤ d(a21 + · · ·+ a2d), we have
E
Px∗
[∣∣X (n)M
n
−X (n)N
n
∣∣4
g0
] ≤ dn−2 d∑
i=1
E
Px∗
[(
ξM − ξN − (M −N)ρR(γp)
)4
i
]
= d2n−2 max
i=1,...,d
∑
c1∈Ωx∗,N (X)
p(c1)
∑
c2∈Ωt(c1),M−N (X)
p(c2)
×(Φ0(t(c2))− Φ0(t(c1))− (M −N)ρR(γp))4i
= d2n−2 max
i=1,...,d
max
x∈F
{ ∑
c∈Ωx,M−N (X)
p(c)
×(Φ0(t(c))− Φ0(x)− (M −N)ρR(γp))4i}. (4.10)
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We now fix i = 1, . . . , d and x ∈ V . For k = 1, . . . ,M −N , we have∑
c∈Ωx,k(X)
p(c)
(
Φ0(t(c))− Φ0(x)− kρR(γp)
)4
i
=
∑
c′∈Ωx,k−1(X)
p(c′)
∑
e∈Et(c′)
p(e)
{(
Φ0(t(e))− Φ0(o(e))− ρR(γp)
)
i
+
(
Φ0(o(e))− Φ0(x)− (k − 1)ρR(γp)
)
i
}4
=
∑
c′∈Ωx,k−1(X)
p(c′)M4i (t(c
′))
+4
∑
c′∈Ωx,k−1(X)
p(c′)
(
Φ0(t(c
′))− Φ0(x)− (k − 1)ρR(γp)
)
i
M3i (t(c
′))
+6
∑
c′∈Ωx,k−1(X)
p(c′)
(
Φ0(t(c
′))− Φ0(x)− (k − 1)ρR(γp)
)2
i
M2i (t(c
′))
+4
∑
c′∈Ωx,k−1(X)
p(c′)
(
Φ0(t(c
′))− Φ0(x)− (k − 1)ρR(γp)
)3
i
M1i (t(c
′))
+
∑
c′∈Ωx,k−1(X)
p(c′)
(
Φ0(t(c
′))− Φ0(x)− (k − 1)ρR(γp)
)4
i
≤
∑
c∈Ωx,k−1(X)
p(c)
(
Φ0(t(c))− Φ0(x)− (k − 1)ρR(γp)
)4
i
+‖M4i ‖∞ + 4
{‖dΦ0‖∞ + (k − 1)|ρR(γp)|g0}‖M3i‖∞
+6‖M2i ‖∞
∑
c∈Ωx,k−1(X)
p(c)
(
Φ0(t(c))− Φ0(x)− (k − 1)ρR(γp)
)2
i
. (4.11)
Furthermore, it follows from the modified harmonicity (3.5) that∑
c∈Ωx,k−1(X)
p(c)
(
Φ0(t(c))− Φ0(x)− (k − 1)ρR(γp)
)2
i
=
∑
c′∈Ωx,k−2(X)
p(c′)
∑
e∈Et(c′)
p(e)
{(
Φ0(t(e))− Φ0(o(e))− ρR(γp)
)
i
+
(
Φ0(o(e))− Φ0(x)− (k − 1)ρR(γp)
)
i
}2
=
∑
c′∈Ωx,k−2(X)
p(c′)
{(
Φ0(t(c
′))− Φ0(x)− (k − 2)ρR(γp)
)2
i
+M2i (t(c
′))
}
≤
∑
c′∈Ωx,k−2(X)
p(c′)
(
Φ0(t(c
′))− Φ0(x)− (k − 2)ρR(γp)
)2
i
+ ‖M2i ‖∞
≤ (k − 1)‖M2i ‖∞. (4.12)
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Combining (4.11) with (4.12), we obtain∑
c∈Ωx,k(X)
p(c)
(
Φ0(t(c))− Φ0(x)− kρR(γp)
)4
i
≤ (k − 1)
(
4|ρR(γp)|Γ⊗R‖M3i ‖∞ + 6‖M2i‖2∞
)
+
(‖M4i ‖∞ + 6‖dΦ0‖∞‖M3i ‖∞) = Ck,
and it implies∑
c∈Ωx,M−N (X)
p(c)
(
Φ0(t(c))− Φ0(x)− (M −N)ρR(γp)
)4
i
≤ C(M −N)2. (4.13)
Therefore, by combining (4.10) with (4.13), we obtain
E
Px∗
[∣∣X(n)t −X(n)s ∣∣4g0] ≤ EPx∗[ maxi,j=0,1 ∣∣X (n)[nt]+in − X (n)[ns]+jn ∣∣4g0
]
≤ Cd2n−2([nt]− [ns] + 1)2
≤ Cd2(t− s+ 2
n
)2
≤ Cd2{(t− s) + 2(t− s)}2 = C(t− s)2,
where we used [nt]− [ns] ≤ n(t− s) + 1 for the third line and the condition n−1 ≤ (t− s)
for the final line. Thus we obtained our desired estimate (4.8) for case (II).
5 Proof of the CLT of the second kind
5.1 Basic properties of the family of Albanese metrics {g(ε)0 }
Let {pε}0≤ε≤1 be a family of transition probabilities defined by (2.5). Thanks to [14,
Proposition 2.3], we easily obtain the following lemma:
Lemma 5.1 (1) p1 = p and γpε = εγp for every 0 ≤ ε ≤ 1.
(2) pε(e) > 0 for every e ∈ E0 provided 0 ≤ ε < 1.
(3) For every 0 ≤ ε ≤ 1, the invariant measure of the random walk given by pε is m.
Moreover, p0 and q are (m-)symmetric and (m-)anti-symmetric, respectively. Specifically,
p0(e)m(o(e)) = p0(e)m(t(e)), q(e)m(o(e)) = −q(e)m(t(e)) (e ∈ E0).
(4) ∑
e∈E0
q(e)ω1(e)ω2(e)m(o(e)) = 0 (ω1, ω2 ∈ C1(X0,R)). (5.1)
We put m˜ε(e) := pε(e)m(o(e)) (0 ≤ ε ≤ 1, e ∈ E0) and denote by H1(ε)(X0) the set of
modified harmonic 1-forms with respect to the transition probability pε. Namely, H1(ε)(X0)
is the set of 1-forms on X0 satisfying
(δpεω)(x) + 〈γpε, ω〉 = 0 (x ∈ V0).
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We equip H1(ε)(X0) with the inner product
〈〈ω1, ω2〉〉(ε) :=
∑
e∈E0
ω1(e)ω2(e)m˜ε(e)− 〈γpε, ω1〉〈γpε, ω2〉
=
∑
e∈E0
ω1(e)ω2(e)m˜ε(e)− ε2〈γp, ω1〉〈γp, ω2〉 (ω1, ω2 ∈ H1(ε)(X0)),
The corresponding norm ‖ · ‖(ε) is given by
‖ω‖2(ε) := 〈〈ω, ω〉〉(ε) =
∑
e∈E0
|ω(e)|2m˜ε(e)− ε2〈γp, ω〉2 (ω ∈ H1(ε)(X0)).
By the discrete Hodge–Kodaira theorem mentioned in Section 3, we may identify
H1(X0,R) with H1(ε)(X0) for each 0 ≤ ε ≤ 1. (It should be noted that the identification
map depends on the parameter ε and H1(1)(X0) = H1(X0).) Moreover, we also identify
Hom(Γ,R) with Image( tρR) ⊂ H1(X0,R). Hence we may regard Hom(Γ,R) as a subspace
of H1(ε)(X0). For ω ∈ Hom(Γ,R), we denote tρR(ω) ∈ H1(X0,R) ∼= H1(ε)(X0) by ω(ε).
Then we have
Lemma 5.2
lim
εց0
〈〈ω(ε), η(ε)〉〉(ε) = 〈〈ω(0), η(0)〉〉(0) (ω, η ∈ Hom(Γ,R)).
Proof. By following the proof of [14, Lemma 5.2], we observe that for any 0 ≤ ε ≤ 1,
there exist functions f (ε), g(ε) defined on X0 such that
ω(ε) = ω(0) + df (ε), η(ε) = η(0) + dg(ε)(∈ H1(ε)(X0)).
Since ω(0) ∈ H1(0)(X0), we have δp0ω(0) = 0. Hence∑
e∈E0
p0(e)ω
(0)(e)df(e)m(o(e)) = 2〈δp0ω(0), fm〉0 = 0 (f ∈ C0(X0,R)). (5.2)
Combining (5.1), (5.2) with the identity 〈γp, df〉 = 0 (f ∈ C0(X0,R)), we can expand
〈〈ω(ε), η(ε)〉〉(ε) =
∑
e∈E0
pε(e)
(
ω(0)(e) + df (ε)(e)
)(
η(0)(e) + dg(ε)(e)
)
m(o(e))
−ε2〈γp, ω(0) + df (ε)〉〈γp, η(0) + dg(ε)〉
= 〈〈ω(0), η(0)〉〉(0) + 〈〈df (ε), dg(ε)〉〉(0) − ε2〈γp, ω(0)〉〈γp, η(0)〉.
Hence it suffices to show that 〈〈df (ε), df (ε)〉〉(0) converges to 0 as εց 0.
We now define the operator Q : ℓ2(X0)→ ℓ2(X0) by
Qf(x) :=
∑
e∈(E0)x
q(e)f(t(e)) (x ∈ V0).
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Then the transition operator L(ε) : ℓ
2(X0)→ ℓ2(X0) associated with the transition prob-
ability pε is decomposed by L(ε) = L(0) + εQ. We also note that anti-symmetry of q
implies
〈Qf, fm〉ℓ2(X0) = 〈Qf, fm〉0 = 0 (f ∈ ℓ2(X0)). (5.3)
Then (5.3) and the identity I − L(ε) = δpεd imply
〈〈df (ε), df (ε)〉〉(0) =
〈〈
d
(
f (ε) −m(f (ε))), d(f (ε) −m(f (ε)))〉〉
(0)
= 2
〈
(I − L(0))
(
f (ε) −m(f (ε))), (f (ε) −m(f (ε)))m〉
0
= 2
〈
(I − L(ε))f (ε),
(
f (ε) −m(f (ε)))m〉
0
= 2
〈
δpε(df
(ε)),
(
f (ε) −m(f (ε)))m〉
0
, (5.4)
where
m(f (ε)) :=
∑
x∈X0
f (ε)(x)m(x)
and we used L(ε)m(f
(ε)) = m(f (ε)) for the third line.
Recalling ω(0) + df (ε) ∈ H1(ε)(X0) and δp0ω(0) = 0, we have
δpε(df
(ε))(x) = −(δpεω(0))(x)− ε〈γp, ω(0)〉
= −ε((δqω(0))(x) + 〈γp, ω(0)〉) (x ∈ V0). (5.5)
Thus
f (ε)(x) = L(ε)f
(ε)(x)− ε((δqω(0))(x) + 〈γp, ω(0)〉) (x ∈ V0), (5.6)
and (5.6) still holds if we replace f (ε) by f (ε) −m(f (ε)). Namely,
f (ε)(x)−m(f (ε)) = L(ε)
(
f (ε) −m(f (ε)))(x)
− ε((δqω(0))(x) + 〈γp, ω(0)〉) (x ∈ V0). (5.7)
We now recall ℓ2(X0) = 〈φ0〉⊕ℓ21(X0), where φ0 and ℓ21(X0) are introduced in the proof
of Proposition 3.2. Note f (ε) − m(f (ε)) ∈ ℓ21(X0) and that the transition operator L(ε)
maps ℓ21(X0) to ℓ
2
1(X0) for all 0 ≤ ε ≤ 1. Furthermore, as α0(ε) = 1 is a simple eigenvalue
of L(ε) for all 0 ≤ ε ≤ 1, the inverse operator of (1− L(ε))|ℓ21(X0) : ℓ21(X0)→ ℓ21(X0) exists.
Because of δqω
(0) + 〈γp, ω(0)〉 ∈ ℓ21(X0), we can solve equation (5.7) as
f (ε) −m(f (ε)) = −ε(1− L(ε))|−1ℓ21(X0)
(
δqω
(0) + 〈γp, ω(0)〉
)
. (5.8)
Combining (5.8) with the identity
(1− L(ε))|−1ℓ21(X0) = (1− L(0))|
−1
ℓ21(X0)
[
1− εQ|ℓ21(X0)(1− L(0))|−1ℓ21(X0)
]−1
,
28
we obtain
‖f (ε) −m(f (ε))‖ℓ2(X0) ≤ ε
∥∥(1− L(ε))|−1ℓ21(X0)∥∥(‖δqω(0)‖ℓ2(X0) + |〈γp, ω(0)〉|)
≤ ε∥∥(1− L(0))|−1ℓ21(X0)∥∥(1− ε∥∥Q|ℓ21(X0)(1− L(0))|−1ℓ21(X0)∥∥)−1
×
(
‖δqω(0)‖ℓ2(X0) + |〈γp, ω(0)〉|
)
. (5.9)
Now we choose a sufficiently small constant ε0 > 0 such that
sup
0≤ε≤ε0
(
1− ε∥∥Q|ℓ21(X0)(1− L(0))|−1ℓ21(X0)∥∥)−1 ≤ 2.
Then (5.9) implies
sup
0≤ε≤ε0
‖f (ε) −m(f (ε))‖ℓ2(X0) <∞. (5.10)
Finally, by combining (5.4), (5.5) with (5.10), we obtain limεց0〈〈df (ε), df (ε)〉〉(0) = 0.
This completes the proof.
We define the Albanese metric g
(ε)
0 on Γ ⊗ R by the dual metric of 〈〈·, ·〉〉(ε). The
following lemma on the family of Albanese metrics {g(ε)0 }0≤ε≤1 plays a key role in the
proof of Theorems 2.3 and 2.4.
Lemma 5.3 (1)
lim
εց0
〈
x,y
〉
g
(ε)
0
=
〈
x,y
〉
g
(0)
0
(x,y ∈ Γ⊗ R).
(2) Let Φ
(ε)
0 : X → Γ ⊗ R be the modified harmonic realization with respect to pε. Then
we have
lim
εց0
∑
e∈E0
∣∣dΦ(ε)0 (e˜)∣∣2g(ε)0 m˜ε(e) = ∑
e∈E0
∣∣dΦ(0)0 (e˜)∣∣2g(0)0 m˜0(e).
(3) Let ‖dΦ(ε)0 ‖∞ := maxe∈E0 |dΦ(ε)0 (e˜)|g(0)0 , where e˜ is a lift of e ∈ E0 to E. Then there
exists a sufficiently small ε0 > 0 such that
‖dΦ(ε)0 ‖∞ ≤ 2
(
min
e∈E0
m˜0(e)
)−1/2‖dΦ(0)0 ‖∞
for all 0 ≤ ε ≤ ε0.
Proof. (1) We first take an orthonormal basis {ω1(ε), . . . , ωd(ε)} of Hom(Γ,R)(⊂ H1(ε)(X0)).
In particular, we write ωi = ωi(0) (i = 1, . . . , d). Using the basis {ω1, . . . , ωd}, we may
expand ωi(ε) as
ωi(ε) =
d∑
j=1
a(ε)jiωj (i = 1, . . . , d).
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It follows from 〈〈ωi(ε)(ε), ωj(ε)(ε)〉〉(ε) = δij that
d∑
k,l=1
a(ε)ki a(ε)
l
j〈〈ω(ε)k , ω(ε)l 〉〉(ε) = δij (i, j = 1, . . . , d).
Taking εց 0 and using Lemma 5.2, we obtain
lim
εց0
d∑
k=1
a(ε)ki a(ε)
k
j = δij (i, j = 1, . . . , d). (5.11)
Now we set A(ε) = (a(ε)ji )
d
i,j=1 ∈ Rd⊗Rd. Since ω1(ε), . . . , ωd(ε) are linearly indepen-
dent, A(ε) is invertible for every ε ≥ 0. Moreover, we can rewrite (5.11) as
lim
εց0
tA(ε)A(ε) = IRd.
This convergence yields 1
2
≤ ‖A(ε)‖ ≤ 2 for sufficiently small ε > 0. Then we have
‖A(ε) tA(ε)− IRd‖ =
∥∥A(ε)( tA(ε)A(ε)− IRd)A(ε)−1∥∥
≤ 4‖ tA(ε)A(ε)− IRd‖ → 0 as εց 0.
It means
lim
εց0
d∑
i=1
a(ε)ki a(ε)
l
i = δ
kl (k, l = 1, . . . , d). (5.12)
From (5.12), we have
lim
εց0
〈x,y〉
g
(ε)
0
= lim
εց0
d∑
i=1
ωi(ε)[x]Γ⊗R ωj(ε)[y]Γ⊗R
=
d∑
k,l=1
(
lim
εց0
d∑
i=1
a(ε)ki a(ε)
l
i
)
ωk[x]Γ⊗R ωl[y]Γ⊗R
=
d∑
k=1
ωk[x]Γ⊗R ωk[y]Γ⊗R = 〈x,y〉g(0)0 . (5.13)
Thus we have shown (1). We also mention that (5.12) and (5.13) imply
1
2
|x|
g
(0)
0
≤ |x|
g
(ε)
0
≤ 2|x|
g
(0)
0
(x ∈ Γ⊗ R)
for sufficiently small ε ≥ 0.
(2) Due to the identity (3.4), we can expand |dΦ(ε)0 (e˜)|2g(ε)0 as∣∣dΦ(ε)0 (e˜)∣∣2g(ε)0 =
d∑
i=1
ωi(ε)
[
Φ
(ε)
0 (t(e˜))− Φ(ε)0 (o(e˜))
]2
Γ⊗R
=
d∑
i=1
ωi(ε)
(ε)(e)2 =
d∑
j,k=1
( d∑
i=1
aji (ε)a
k
i (ε)
)
ω
(ε)
j (e)ω
(ε)
k (e). (5.14)
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Then by combining Lemma 5.2 and (5.12) with (5.14), we obtain
lim
εց0
∑
e∈E0
pε(e)
∣∣dΦ(ε)0 (e˜)∣∣2g(ε)0 m(e) = limεց0
d∑
j,k=1
( d∑
i=1
aji (ε)a
k
i (ε)
)
〈〈ω(ε)j , ω(ε)k 〉〉(ε)
=
d∑
j=1
‖ω(0)j ‖2(0) =
∑
e∈E0
p0(e)
∣∣dΦ(0)0 (e˜)∣∣2g(0)0 m(e).
(3) Recall that m˜ε(e) is continuous with respect to ε and m˜0(e) > 0 for all e ∈ E0. Then
by (5.13) and (5.14), we can choose a sufficiently small ε0 > 0 such that
|dΦ(ε)0 (e′)|2g(0)0 ≤ 2|dΦ
(ε)
0 (e
′)|2
g
(ε)
0
≤ 2(min
e∈E0
m˜ε(e)
)−1/2 ∑
e∈E0
∣∣dΦ(ε)0 (e˜)∣∣2g(ε)0 m˜ε(e)
≤ 4(min
e∈E0
m˜0(e)
)−1/2 ∑
e∈E0
∣∣dΦ(0)0 (e˜)∣∣2g(0)0 m˜0(e)
≤ 4(min
e∈E0
m˜0(e)
)−1/2‖dΦ(0)0 ‖∞
for all e′ ∈ E0 and 0 ≤ ε ≤ ε0. This completes the proof.
5.2 Proof of Theorem 2.3
To prove Theorem 2.3, the following lemma is essential.
Lemma 5.4 For any f ∈ C∞0 ((Γ⊗ R)(0)), as N ր∞, εց 0 and N2εց 0, we have∥∥∥∥ 1Nε2 (I − LN(ε))Pεf − Pε(12∆(0) − 〈ρR(γp),∇(0)〉g(0)0 )f
∥∥∥∥
∞
→ 0,
where ∆(0) and ∇(0) stand for the (positive) Laplacian and the gradient on (Γ ⊗ R)(0),
respectively.
Proof. We first take an orthonomal basis {ω1, . . . , ωd} of Hom(Γ,R)(⊂ H1(X0,R) ∼=
H1(0)(X0)), and let {v1, . . . ,vd} denote its dual basis in Γ⊗ R. Note that {v1, . . . ,vd} is
an orthonomal basis of (Γ⊗ R)(0). As in the previous section, we denote ωi[x]Γ⊗R by xi,
and identify x ∈ Γ⊗ R with (x1, x2, . . . , xd) ∈ Rd. Applying Taylor’s expansion formula,
we have
f
(
εΦ
(ε)
0 (t(c))
)− f(εΦ(ε)0 (x))
= ε
d∑
i=1
∂f
∂xi
(
εΦ
(ε)
0 (x)
)(
Φ
(ε)
0 (t(c))− Φ(ε)0 (x)
)
i
+
ε2
2
d∑
i,j=1
∂2f
∂xi∂xj
(
εΦ
(ε)
0 (x)
)(
Φ
(ε)
0 (t(c))− Φ(ε)0 (x)
)
i
(
Φ
(ε)
0 (t(c))− Φ(ε)0 (x)
)
j
+O(N3ε3).
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Recalling that the modified harmonicity of Φ
(ε)
0 and ρR(γpε) = ερR(γp), we see
LN(ε)Φ
(ε)
0 = Φ
(ε)
0 +NερR(γp). (5.15)
Then we obtain
(I − LN(ε))Pεf(x) = −Nε2
d∑
i=1
ρR(γp)i
∂f
∂xi
(
εΦ
(ε)
0 (x)
)
− ε
2
2
d∑
i,j=1
∂2f
∂xi∂xj
(
εΦ
(ε)
0 (x)
)
BN(ε)(Φ
(ε)
0 )ij(x) +O(N
3ε3),
where BN(ε)(Φ
(ε)
0 )ij : V → R (i, j = 1, . . . , d, N ∈ N) is defined by
BN(ε)(Φ
(ε)
0 )ij(x) =
∑
c∈Ωx,N (X)
pε(c)
(
Φ
(ε)
0 (t(c))− Φ(ε)0 (x)
)
i
(
Φ
(ε)
0 (t(c))− Φ(ε)0 (x)
)
j
(x ∈ V ).
Next we define B(ε)(Φ(ε)0 )ij : V0 → R (i, j = 1, . . . , d) by
Bε(Φ(ε)0 )ij(x) =
∑
e∈(E0)x
pε(e)
(
Φ
(ε)
0 (t(e˜))−Φ(ε)0 (o(e˜))
)
i
(
Φ
(ε)
0 (t(e˜))−Φ(ε)0 (o(e˜))
)
j
(x ∈ V0),
where e˜ is a lift of e ∈ E0 to E. Because BN(ε)(Φ(ε)0 )ij : V → R is Γ-invariant, it holds
B(ε)(Φ(ε)0 )ij(π(x)) = B1(ε)(Φ(ε)0 )ij(x) (x ∈ V, i, j = 1, . . . , d).
Using (5.15), we obtain
BN(ε)(Φ
(ε)
0 )ij(x)
=
∑
c′∈Ωx,N−1(X)
pε(c
′)
∑
e∈Et(c′)
pε(e)
×
{(
Φ
(ε)
0 (t(e))− Φ(ε)0 (o(e))
)
i
+
(
Φ
(ε)
0 (t(c
′))− Φ(ε)0 (x)
)
i
}
×
{(
Φ
(ε)
0 (t(e))− Φ(ε)0 (o(e))
)
j
+
(
Φ
(ε)
0 (t(c
′))− Φ(ε)0 (x)
)
j
}
=
∑
c′∈Ωx,N−1(X)
pε(c
′)
∑
e∈Et(c′)
pε(e)
(
Φ
(ε)
0 (t(e))− Φ(ε)0 (o(e))
)
i
(
Φ
(ε)
0 (t(e))− Φ(ε)0 (o(e))
)
j
+
∑
c′∈Ωx,N−1(X)
pε(c
′)
∑
e∈Et(c′)
pε(e)
(
Φ
(ε)
0 (t(c
′))− Φ(ε)0 (x)
)
i
(
Φ
(ε)
0 (t(c
′))− Φ(ε)0 (x)
)
j
+
∑
c′∈Ωx,N−1(X)
pε(c
′)
(
Φ
(ε)
0 (t(c
′))− Φ(ε)0 (x)
)
j
∑
e∈Et(c′)
pε(e)
(
Φ
(ε)
0 (t(e))− Φ(ε)0 (o(e))
)
i
+
∑
c′∈Ωx,N−1(X)
pε(c
′)
(
Φ
(ε)
0 (t(c
′))− Φ(ε)0 (x)
)
i
∑
e∈Et(c′)
pε(e)
(
Φ
(ε)
0 (t(e))− Φ(ε)0 (o(e))
)
j
= LN−1(ε)
(Bε(Φ(ε)0 )ij)(π(x)) +BN−1(ε) (Φ(ε)0 )ij(x)
+
(
LN−1(ε) Φ
(ε)
0 (x)− Φ(ε)0 (x)
)
j
ρR(γpε)i +
(
LN−1(ε) Φ
(ε)
0 (x)− Φ(ε)0 (x)
)
i
ρR(γpε)j
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= LN−1(ε)
(Bε(Φ(ε)0 )ij)(π(x)) +BN−1(ε) (Φ(ε)0 )ij(x) + 2(N − 1)ρR(γpε)iρR(γpε)j
=
N−1∑
k=0
Lk(ε)
(B(ε)(Φ(ε)0 )ij)(π(x)) +N(N − 1)ε2ρR(γp)iρR(γp)j .
By Lemma 5.1, we find that the invariant measure of L(ε) ism. Then applying Proposition
3.3, we can choose a sufficiently small ε0 > 0 such that
1
N
N−1∑
k=0
Lk(ε)
(B(ε)(Φ(ε)0 )ij)(π(x)) = ∑
x∈X0
B(ε)(Φ(ε)0 )ij(x)m(x) +Oε0
( 1
N
)
for all 0 ≤ ε ≤ ε0. Furthermore, as (4.2), it follows from (3.4) that∑
x∈X0
Bε(Φ(ε)0 )ij(x)m(x)
=
∑
e∈E0
pε(e)
(
Φ
(ε)
0 (t(e))− Φ(ε)0 (o(e))
)
i
(
Φ
(ε)
0 (t(e))− Φ(ε)0 (o(e))
)
j
m(o(e))
=
(∑
e∈E0
pε(e)ω
(ε)
i (e)ω
(ε)
j (e)m(o(e))− 〈γpε, ωi〉〈γpε, ωj〉
)
+ ε2〈γp, ωi〉〈γp, ωj〉
= 〈〈ω(ε)i , ω(ε)j 〉〉(ε) + ε2ρR(γp)iρR(γp)j.
Putting it all together, we obtain
ε2BN(ε)(Φ
(ε)
0 )ij(x) = Nε
2
(
〈〈ω(ε)i , ω(ε)j 〉〉(ε) + ε2ρR(γp)iρR(γp)j
)
+N(N − 1)ε4ρR(γp)iρR(γp)j + ε2Oε0(1),
and it implies
1
Nε2
(I − LN(ε))Pεf(x)
= −〈ρR(γp),∇(0)f(εΦ(ε)0 (x))〉g(0)0
−1
2
d∑
i,j=1
(
〈〈ω(ε)i , ω(ε)j 〉〉(ε) + ε2ρR(γp)iρR(γp)j
+(N − 1)ε2ρR(γp)iρR(γp)j +Oε0
( 1
N
)) ∂2f
∂xi∂xj
(εΦ
(ε)
0 (x)) +O(N
2ε)
= −〈ρR(γp), (∇(0)f)(εΦ(ε)0 (x))〉g(0)0
−1
2
d∑
i,j=1
〈〈ω(ε)i , ω(ε)j 〉〉(ε)
∂2f
∂xi∂xj
(εΦε0(x)) +O(N
2ε) +Oε0
( 1
N
)
.
Finally, applying Lemma 5.2, we obtain
1
Nε2
(I − LNε )Pεf(x) = Pε
(1
2
∆(0) −
〈
ρR(γp),∇(0)
〉
g
(0)
0
)
f(x) +O(N2ε) +Oε0(
1
N
)
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as N ր∞ and N2εց 0. Hence we complete the proof.
Proof of Theorem 2.3. Because the proof is almost same as one of Theorem 2.1, we
only give a sketch. Let N = N(n) be the integer with n1/5 ≤ N < 1 + n1/5. We put
kN := [([nt] − [ns])/N ], εN := n−1/2 and τN := Nε2N . Then kNτN → (t − s) as N → ∞.
Then by recalling Lemma 5.4 and applying Theorem 3.5 to the case where
V = C∞((Γ⊗ R)(0)), VN = C∞(X), UN = LN(εN ),
T =
∆(0)
2
− 〈ρR(γp),∇(0)〉g(0)0 , D = C∞0 ((Γ⊗ R)(0)),
we complete the proof.
5.3 Proof of Theorem 2.4
As is in the previous section, we complete the proof of Theorem 2.4 by showing the the
convergence of the finite dimensional distributions of {Y(n−1/2,n)}∞n=1 (Lemma 5.5) and
the tightness of {Q(n−1/2,n)}∞n=1 (Lemma 5.6).
First, by recalling Lemma 5.3, we prepare
sup
c∈Ωx∗(X)
∣∣Y(ε,n)t (c)− Y (ε,n)t (c)∣∣g(0)0
=
(nt− [nt])√
n
sup
c∈Ωx0(X)
∣∣ξ(ε)[nt]+1(c)− ξ(ε)[nt](c)∣∣g(0)0
≤ n−1/2‖dΦ(ε)0 ‖∞
≤ 2(min
e∈E0
m˜0(e)
)−1/2
n−1/2‖dΦ(0)0 ‖∞ → 0 (5.16)
as n → ∞ uniformly for 0 ≤ ε ≤ ε0. We fix 0 ≤ t1 < t2 < · · · < tr < ∞ (r ∈ N) and set
the random variable Y
(ε,n)
t1,t2,...,tr : Ωx∗(X)→ (Γ⊗ R)r(0) given by
Y
(ε,n)
t1,t2,...,tr(c) :=
(
Y
(ε,n)
t1 (c), . . . ,Y
(ε,n)
tr (c)
)
.
Noting (5.16) and Theorem 2.3, and following the proof of Lemma 4.2, we easily obtain
Lemma 5.5
Y
(n−1/2,n)
t1,...,tr
D−→
(
Bt1 + ρR(γp)t1, · · · , Btr + ρR(γp)tr
)
as n→∞,
where (Bt)t≥0 is a (Γ⊗ R)(0)-valued standard Brownian motion with B0 = 0.
Hence in this subsection, we concentrate on proving the following lemma:
Lemma 5.6 {Q(n)}∞n=1 is tight in (W(0),B(W(0))).
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Proof. It is enough to show that there exist some n0 ∈ N and C > 0 independent of n
such that
E
Px∗
[∣∣Y(n−1/2,n)t −Y(n−1/2,n)s ∣∣4g(0)0 ] ≤ C(t− s)2 (0 ≤ s ≤ t, n ≥ n0). (5.17)
We set C0 := 2(mine∈E0 m˜(e))
−1/2‖dΦ(0)0 ‖∞ and
C1 := C0 + |ρR(γp)|g(0)0 , C2 := C
4
0 + C0|ρR(γp)|3g(0)0 , C3 := C
3
0 |ρR(γp)|g(0)0 + |ρR(γp)|
4
g
(0)
0
.
Recalling Lemma 5.3, we have∣∣ ∑
e∈Ex
pε(e)
(
Φ
(ε)
0 (t(e))− Φ(ε)0 (o(e)) + x
)l
i
∣∣ ≤ (C0 + |x|g(0)0 )l (5.18)
(x ∈ V, x ∈ Γ⊗ R, i = 1, . . . , d, l ∈ N, 0 ≤ ε ≤ ε0).
As in the proof of Lemma 4.3, we distinguish two cases:
(I) t− s < n−1, (II) t− s ≥ n−1.
First, we consider case (I). By following the proof of Lemma 4.3, we easily have
|Y(ε,n)t −Y(ε,n)s |g(0)0 ≤ 2n
1/2(t− s)‖dΦ(ε)0 ‖∞
≤ 2C0n1/2(t− s) (n ∈ N, 0 ≤ ε ≤ ε0).
This yields the desired estimate
E
Px∗
[∣∣Y(n−1/2,n)t −Y(n−1/2,n)s ∣∣4g(0)0 ] ≤ 16C40(t− s)2 (0 ≤ s ≤ t)
for all n ≥ n0 := [ε−20 ] + 1, where we used n2(t− s)2 < 1.
Next, we consider case (II). Let F be the fundamental domain in X containing x∗ ∈ V
and M > N be two positive integers. As in the proof of Lemma 4.3, we have
E
Px∗
[∣∣Y (ε,n)M
n
− Y (ε,n)N
n
∣∣4
g
(0)
0
]
≤ d2n−2 max
i=1,...,d
max
x∈F
{ ∑
c∈Ωx,M−N (X)
pε(c)
(
Φ
(ε)
0
(
t(c)
)− Φ(ε)0 (x))4i}. (5.19)
We now fix i = 1, . . . , d, x ∈ V and set
Mlε(k;x) :=
∑
c∈Ωx,k(X)
pε(c)
(
Φ
(ε)
0 (t(c))− Φ(ε)0 (x) + x
)l
i
(k = 1, . . . ,M −N, l ∈ N, x ∈ Γ⊗ R).
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Then we have
M4ε
(
k; jερR(γp)
)
=
∑
c′∈Ωx,k−1(X)
pε(c
′)
∑
e∈Et(c′)
pε(e)
{(
Φ
(ε)
0 (t(e))− Φ(ε)0 (o(e))− ερR(γp)
)
i
+
(
Φ
(ε)
0 (t(c
′))− Φ(ε)0 (x) + (j + 1)ερR(γp)
)
i
}4
=
∑
c′∈Ωx,k−1(X)
pε(c
′)
∑
e∈Et(c′)
pε(e)
(
Φ
(ε)
0 (t(e))− Φ(ε)0 (o(e))− ερR(γp)
)4
i
+4
∑
c′∈Ωx,k−1(X)
pε(c
′)
(
Φ
(ε)
0 (t(c
′))− Φ(ε)0 (x) + (j + 1)ερR(γp)
)
i
×
∑
e∈Et(c′)
pε(e)
(
Φ
(ε)
0 (t(e))− Φ(ε)0 (o(e))− ερR(γp)
)3
i
+6
∑
c′∈Ωx,k−1(X)
pε(c
′)
(
Φ
(ε)
0 (t(c
′))− Φ(ε)0 (x) + (j + 1)ερR(γp)
)2
i
×
∑
e∈Et(c′)
pε(e)
(
Φ
(ε)
0 (t(e))− Φ(ε)0 (o(e))− ερR(γp)
)2
i
+4
∑
c′∈Ωx,k−1(X)
pε(c
′)
(
Φ
(ε)
0 (t(c
′))− Φ(ε)0 (x) + (j + 1)ερR(γp)
)3
i
×
∑
e∈Et(c′)
pε(e)
(
Φ
(ε)
0 (t(e))− Φ(ε)0 (o(e))− ερR(γp)
)
i
+M4ε
(
k − 1; (j + 1)ερR(γp)
)
(k = 2, . . . ,M −N, j = 0, 1, . . .). (5.20)
Since Φ
(ε)
0 enjoys the modified harmonicity L(ε)Φ
(ε)
0 (x) = Φ
(ε)
0 (x) + ερR(γp) (x ∈ V ), the
fourth term on the right-hand side of (5.20) is equal to 0. Furthermore it follows from
(5.18) that∑
e∈Ey
pε(e)
(
Φ
(ε)
0 (t(e))− Φ(ε)0 (o(e))− ερR(γp)
)l
i
≤ C l1 (y ∈ V, l = 2, 4) (5.21)
and ∣∣ ∑
c′∈Ωx,k−1(X)
pε(c
′)
(
Φ
(ε)
0 (t(c
′))− Φ(ε)0 (x) + (j + 1)ερR(γp)
)
i
×
∑
e∈Et(c′)
pε(e)
(
Φ
(ε)
0 (t(e))− Φ(ε)0 (o(e))− ερR(γp)
)3
i
∣∣
≤ {(k − 1)‖dΦ(ε)0 ‖∞ + (j + 1)ε|ρR(γp)|g(0)0 }(‖dΦ(ε)0 ‖∞ + ε|ρR(γp)|g(0)0 )3
≤ 4(C30 + ε|ρR(γp)|3g(0)0 )
{
(k − 1)C0 + (j + 1)ε|ρR(γp)|g(0)0
}
≤ 4C2(k − 1) + 4C3(j + 1). (5.22)
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Then by combining (5.21), (5.22) with (5.20), we have
M4ε
(
k; jερR(γp)
) ≤ C41 + 4C2(k − 1) + 4C3(j + 1) + 6C21M2ε(k − 1; (j + 1)ερR(γp))
+M4ε
(
k − 1; (j + 1)ερR(γp)
)
. (5.23)
Moreover we also have
M2ε
(
k − 1; (j + 1)ερR(γp)
)
=
∑
c′∈Ωx,k−2(X)
pε(c
′)
∑
e∈Et(c′)
pε(e)
{(
Φ
(ε)
0 (t(e))− Φ(ε)0 (o(e))− ερR(γp)
)
i
+
(
Φ
(ε)
0 (t(c
′))− Φ(ε)0 (x) + (j + 2)ερR(γp)
)
i
}2
=
∑
c′∈Ωx,k−2(X)
pε(c
′)
∑
e∈Et(c′)
pε(e)
(
Φ
(ε)
0 (t(e))− Φ(ε)0 (o(e))− ερR(γp)
)2
i
+M2ε
(
k − 2; (j + 2)ερR(γp)
)
≤ C21 +M2ε
(
k − 2; (j + 2)ερR(γp)
)
, (5.24)
where we used the modified harmonicity again for the third line. It follows from (5.24)
that
M2ε
(
k − 1; (j + 1)ερR(γp)
) ≤ C21(k − 2) +M2ε(1; (j + k − 1)ερR(γp))
≤ C21(k − 2) +
(
C0 + (j + k − 1)ε|ρR(γp)|g(0)0
)2
≤ C21(k − 1) + 2C20 + 2(j + k − 1)2ε2|ρR(γp)|2g(0)0 . (5.25)
Putting (5.25) into (5.23), we obtain
M4ε
(
k; jερR(γp)
) ≤ (2C20 + C41 ) + (6C41 + C21 + 4C2)(k − 1) + 4C3(j + 1)
+12(j + k − 1)2ε2|ρR(γp)|2g(0)0 +M
4
ε
(
k − 1; (j + 1)ερR(γp)
)
=: C4 + C5(k − 1) + C6(j + 1) + C7(j + k − 1)2ε2
+M4ε
(
k − 1; (j + 1)ερR(γp)
)
.
Then we have∑
c∈Ωx,M−N (X)
pε(c)
(
Φ
(ε)
0
(
t(c)
)− Φ(ε)0 (x))4i
= M4ε
(
M −N ; 0)
≤ C4 + C5(M −N − 1) + C6 + C7(M −N − 1)2ε2 +M4ε
(
M −N − 1; ερR(γp)
)
≤ C4(M −N) + (C5 + C6)
(M−N−1∑
k=1
k
)
+ C7(M −N)3ε2 +M4ε
(
1; (M −N − 1)ερR(γp)
)
≤ (C4 + C5 + C6)(M −N)2 + C7(M −N)3ε2 + (C0 + (M −N)ε|ρR(γp)|g(0)0 )
4
≤ 8C40 + (C4 + C5 + C6)(M −N)2 + C7(M −N)3ε2 + 8|ρR(γp)|4g(0)0 (M −N)
4ε4. (5.26)
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Finally, we put ε = n−1/2 and C8 = 8C40 +C4+C5+C6+C7+8|ρR(γp)|4g(0)0 . By (5.19)
and (5.26), we have
E
Px∗
[∣∣Y(n−1/2,n)t −Y(n−1/2,n)s ∣∣4g(0)0 ]
≤ EPx∗
[
max
i,j=0,1
∣∣∣Y (n−1/2,n)[nt]+i
n
−Y (n−1/2,n)[ns]+j
n
∣∣∣4
g
(0)
0
]
≤ C8d2n−2
{
1 + ([nt]− [ns] + 1)2 + ([nt]− [ns] + 1)3n−1 + ([nt]− [ns] + 1)4n−2}
≤ C8d2
{
1 + 3(t− s+ 2
n
)2
}
≤ C8d2
{
(t− s)2 + 27(t− s)2} = C(t− s)2 (n ≥ n0 = [ε−20 ] + 1),
where we used [nt]−[ns] ≤ n(t−s)+1 for the fourth line and the condition n−1 ≤ (t−s) for
the final line. Thus we obtained our desired estimate (5.17) for case (II). This completes
the proof.
6 Asymptotic expansion of the transition probability
The main purpose of this section is to prove Theorem 2.5. Recall that X = (V,E) is a
crystal lattice in which covering transformation group Γ is a torsion free abelian group
of rank d and torsion free. Throughout this section, we always assume that the random
walk {wn}∞n=1 on X is irreducible, and let K be the period of the random walk on X . As
mentioned in Section 2, this assumption implies the irreducibility of the corresponding
random walk {π(wn)}∞n=0 on X0 = (V0, E0), and let K0 be the period of the random walk
on X0. However it should be remarked that K does not coincide with K0 in general. To
overcome this difficulty, the following lemma plays a key role.
Lemma 6.1 (cf. [15]) Suppose that the random walk on the crystal lattice X is of period
K. Then there exists a subgroup Γ1 of Γ with rank(Γ1) = d such that the corresponding
random walk on the quotient graph X1 = Γ1\X has the same period K.
Proof. Let V =
∐K−1
k=0 Ak be the corresponding K-partition of V . For any x0 ∈ A0, we
set
Γ1 := {σ ∈ Γ | σx0 ∈ A0}.
It is easy to see that Γ1 is a subgroup of Γ with rank d. Thus it suffices to show that Γ1
preserves the K-partition. For arbitrary xk ∈ Ak and σ ∈ Γ1, the step of the walk from
σx0 ∈ A0 to σxk is same as one from x0 to xk, which concludes that σxk ∈ Ak.
Henceforth, without loss of generality, we may assume that the covering transformation
group Γ preserves the K-partition, which implies that the corresponding random walk on
the quotient graph X0 = Γ\X has the same period K.
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Example 6.2 Let X = (V,E) be the 2-dimensional square lattice with the covering trans-
formation group Γ = 〈σ1, σ2〉 ∼= Z2. Its quotient graph is a 2-bouquet graph X0 (see Figure
1). Then the period of the simple random walk on X and the one of the corresponding
random walk on X0 are 2 and 1, respectively. On the other hand, if we replace Γ by a
subgroup Γ1 = 〈σ′1, σ′2〉 defined as in Figure 2, the period of the corresponding random walk
on X1 is equal to 2.
σ′
1
σ′
2 X1 =
Γ1 = 〈σ′1, σ′2〉
πX = σ2
σ1
Figure 2: Square lattice graph and the quotient preserving the bipartition
6.1 Preliminaries from the twisted transition operators
For the reader’s convenience, we first review some basic results on the twisted transition
operators studied in [10, 11, 15]. Let Ĥ1(X0,Z) be the group of unitary characters of
H1(X0,Z). We identify Ĥ1(X0,Z) with the Jacobian torus
J(X0) := H
1(X0,R)/H
1(X0,Z)
by the mapping
H1(X0,R) ∋ ω 7→ χω ∈ Ĥ1(X0,Z),
where
χω(σ) := exp
(
2π
√−1
∫
cσ
ω
)
(σ ∈ Γ)
and cσ is a closed path in X0 satisfying ρ([cσ]) = σ. We equip a flat metric on J(X0)
induced by the metric (3.3) on H1(X0,R)(∼= H1(X0)).
Let Γ̂ be the group of unitary characters of the covering transformation group Γ. By
the above mapping, we can also identify Γ̂ with the Γ-Jacobian torus
JacΓ := Hom(Γ,R)/Hom(Γ,Z).
The canonical surjective homomorphism ρ : H1(X0,Z) → Γ gives rise to an injective
homomorphism JacΓ into J(X0). We regard Jac
Γ as the flat torus with the metric induced
by that on J(X0). The tangent space T1Γ̂ at the trivial character 1 coincides with {ω ∈
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0H1(X0,R)
Hom(Γ,R)
J(X0) = H
1(X0,R)/H
1(X0,Z) ∼= Ĥ1(X0,Z)
Γ̂
1
ω
χω
Figure 3: Γ̂ ⊂ J(X0) and Hom(Γ,R) ⊂ H1(X0,R).
H1(X0,R)| χω ∈ Γ̂}, and it is identified with Hom(Γ,R) (see Figure 3). Since the lattice
group Γ⊗Z in Γ⊗R and the lattice group Hom(Γ,Z) in Hom(Γ,R) are dual each other,
we observe that the Γ-Albanese torus AlbΓ = (Γ ⊗ R/Γ⊗ Z, g0) is the dual flat torus of
JacΓ, and hence vol(Γ̂) = vol(JacΓ) = vol(AlbΓ)−1.
To analyze the n-step transition probability p(n, x, y) for the random walk on the
crystal lattice X = (V,E), we need to introduce the twisted transition operator Lχ for a
unitary character χ ∈ Γ̂. For each χ ∈ Γ̂, we consider the |V0|-dimensional inner product
space
ℓ2χ =
{
f : X → C∣∣ f(σx) = χ(σ)f(x) for σ ∈ Γ}
with the inner product
〈f, g〉χ =
∑
x∈F
f(x)g(x),
where F ⊂ V is a fundamental domain of X for Γ. We note that the inner product is
independent of the choice of a fundamental domain F .
As the transition operator L and its transpose tL preserve ℓ2χ (see [15]), we define the
twisted transition operator Lχ : ℓ
2
χ → ℓ2χ and its transposed operator tLχ : ℓ2χ → ℓ2χ by the
restriction of L and tL, respectively. For the trivial character χ = 1, (L1, ℓ
2
1
) and (tL1, ℓ
2
1
)
are identified with (L, ℓ2(X0)) and (
tL, ℓ2(X0)), respectively. The family {Lχ}χ∈Γ̂ gives
rise to the direct integral decomposition
(L, ℓ2(X)) =
∫ ⊕
Γ̂
(Lχ, ℓ
2
χ)dχ,
where dχ denotes the normalized Haar measure on Γ̂. As in [15, Section 7], this decom-
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position implies an integral expression of the n-step transition probability
p(n, x, y) =
∫
Γ̂
〈
Lnχfy, fx
〉
χ
dχ (n ∈ N, x, y ∈ V ), (6.1)
where fx ∈ ℓ2χ is the modified delta function defined by
fx(z) :=
{
χ(σ) if z = σx,
0 otherwise.
It follows from 〈Lnχfy, fx
〉
χ
= 0 (x ∈ Ai, y ∈ Aj , n 6= Kl + j − i) that p(n, x, y) = 0.
By virtue of the Perron–Frobenius theorem for the random walk with period K, the
twisted transition operator Lχ has K maximal eigenvalues µ0(χ), . . . , µK−1(χ). For the
eigenvalue µk(χ) (k = 0, . . . , K−1), we denote the corresponding right eigenfunction and
left eigenfunction by φk,χ and ψk,χ, respectively. Specifically,
Lχφk,χ = µk(χ)φk,χ,
tLχψk,χ = µk(χ)ψk,χ.
Normalizing φk,χ and ψk,χ, we may assume
〈φk,χ, φk,χ〉χ = 〈φk,χ, ψk,χ〉χ = 1.
It should be noted that the function µk = µk(χ) is a continuous function in χ ∈ Γ̂ and
µk(1) = exp
(2πk
K
√−1) (k = 0, . . . , K − 1).
Applying Proposition 3.4, we observe that the eigenvalue µk(χ) is simple and µk(χ), φk,χ,
ψk,χ are smooth in a small neighborhood U(1)(⊂ Γ̂) of the trivial character 1. Moreover,
the operator norm ‖Lχ‖ is equal to 1 if and only if χ = 1. (see [10, 15] for details.)
We next decompose ℓ2χ as ℓ
2
χ = ⊕K−1k=0 〈φk,χ〉 ⊕ Vχ, where
Vχ :=
{
f ∈ ℓ2χ
∣∣ 〈f, ψk,χ〉χ = 0 (0 ≤ k ≤ K − 1)} .
More precisely, for f ∈ ℓ2χ, there exists a unique fVχ ∈ Vχ such that
f =
K−1∑
k=0
〈f, ψk,χ〉χφk,χ + fVχ. (6.2)
Combining (6.1) with (6.2), we obtain
p(n, x, y) =
∫
Γ̂
(K−1∑
k=0
µk(χ)
nφk,χ(x)ψk,χ(y) + 〈Lnχ{(fy)Vχ}, fx〉χ
)
dχ (6.3)
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for x ∈ Ai, y ∈ Aj and n = Kl + j − i. Since Lχ preserves Vχ, and ‖Lχ|Vχ‖ < 1 − ε for
some ε > 0 uniformly in χ ∈ Γ̂ (see [10, 18]), we have∣∣∣ ∫
Γ̂
〈Lnχ{(fy)Vχ}, fx〉χdχ
∣∣∣ ≤ C(1− ε)n (6.4)
for some positive constant C independent of x and y. Therefore it suffices to discuss an
precise asymptotic behavior of the first term of (6.3) for proving Theorem 2.5.
To look more closely at the first term of the integrand in (6.3), we make use of the
correspondence ω 7→ χω = exp(2π
√−1〈ω, ·〉) between small ω ∈ Hom(Γ,R) and χω ∈
U(1). For each ω ∈ Hom(Γ,R)(⊂ H1(X0,R)), we define a function sω ∈ ℓ2χω by
sω(x) := exp
(
2π
√−1
∫ x
x∗
ω˜
)
= exp
(
2π
√−1〈ω,Φ0(x)〉
)
(x ∈ V ),
where x∗ ∈ V is a fixed base point with Φ0(x∗) = 0 and ω˜ stands for the lift of ω to X .
We define a unitary map S : ℓ2(X0)→ ℓ2χω by
(Sf)(x) := f˜(x)sω(x) (x ∈ V ),
where f˜ is the lift of f ∈ ℓ2(X0) to X .
We now introduce operators Hω := S
−1LχωS and H
∗
ω := S
−1(tLχω)S acting on ℓ
2(X0).
Then we have
Hωf(x0) :=
∑
e∈(E0)x0
p(e) exp(2π
√−1ω(e))f(t(e)) (x0 ∈ V0),
H∗ωf(x0) :=
∑
e∈(E0)x0
p(e) exp(2π
√−1ω(e))f(t(e)) (x0 ∈ V0).
We put φk,ω := S
−1φk,χω and ψk,ω := S
−1ψk,χω for k = 0, . . . , K − 1. Then we easily see
that φk,ω and ψk,ω are the eigenfunctions of the operators Hω and H
∗
ω corresponding to
the eigenvalues µk(χω) and µk(χω), respectively. It is obvious that µk(χω), φk,ω and ψk,ω
depend smoothly on ω around 0. Applying the Perron–Frobenius theorem and Proposition
3.4, we easily see
µk(χω) = exp
(2kπ√−1
K
)
µ0(χω), φk,ω = T
kφ0,ω, ψk,ω = T
kψ0,ω
for sufficiently small ω ∈ Hom(Γ,R), where T : ℓ2(X0)→ ℓ2(X0) is defined by
Tf(x0) = exp
(2kπ√−1
K
)
f(x0) (x0 ∈ π(Ak), k = 0, . . . , K − 1).
Then we obtain
µk(χω)
nφk,χω(x)ψk,χω(y)
= exp
(2k(n+ i− j)π√−1
K
)
µ0(χω)
nφ0,ω(π(x))ψ0,ω(π(y)) exp
(
2π
√−1
∫ x
y
ω˜
)
= µ0(χω)
nφ0,ω(π(x))ψ0,ω(π(y)) exp
(
− 2π√−1〈ω,Φ0(y)− Φ0(x)〉
)
(6.5)
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for x ∈ Ai, y ∈ Aj , n = Kl+ j− i, k = 0, . . . , K− 1 and sufficiently small ω ∈ Hom(Γ,R).
Now, we are going to analyze the behavior of µ0(χω), φ0,χω and ψ0,χω around ω = 0.
For this sake, we take a path χt = χtω in Γ̂ through the trivial character 1 at t = 0. We
put
Ht = Hχtω , H
∗
t = H
∗
χtω , φt = φtω = φ0,χtω , ψt = ψtω = ψ0,χtω , λω(t) = − log µ0(χtω)
near t = 0. In the sequel, we denote the k-th derivative of functions λω(t), φt(x0) and
ψt(x0) in t by λ
(k)
ω (t), φ
(k)
t (x0) and ψ
(k)
t (x0), respectively.
To prove Theorem 2.5, we need λ(i)(0) (0 ≤ i ≤ 4) and φ(j)0 (x0), ψ(j)0 (y0) (0 ≤ j ≤ 2).
Differentiating both sides of Htφt = exp(−λω(t))φt in t at t = 0, and following the
argument in [11, Lemma 3.2], we obtain
Lemma 6.3
λ(0) = 0,
λ′(0) = −2π√−1〈γp, ω〉,
λ′′(0) = 4π2
(∑
e∈E0
p(e)ω(e)2m(o(e))− 〈γp, ω〉2
)
= 4π2‖ω‖2,
λ(3)(0) = 8π3
√−1
∑
e∈E0
p(e)ω(e)3m(o(e))− 24π2√−1‖ω‖2〈γp, ω〉 − 8π3
√−1〈γp, ω〉3
−6π√−1|V0|1/2
∑
e∈E0
p(e)ω(e)dφ′′0(e)m(o(e)),
λ(4)(0) = −16π4
∑
e∈E0
p(e)ω(e)4m(o(e)) + 48π4‖ω‖4
+64π4〈γp, ω〉
∑
e∈E0
p(e)ω(e)3m(o(e))− 96π4〈γp, ω〉2‖ω‖2 − 48π4〈γp, ω〉4
−48π2|V0|1/2〈γp, ω〉
∑
e∈E0
p(e)ω(e)dφ′′0(e)m(o(e))
+24π2|V0|1/2
∑
e∈E0
p(e)ω(e)2
(
φ′′0(t(e))−
∑
z∈V0
φ′′0(z)m(z)
)
m(o(e))
−8π√−1|V0|1/2
∑
e∈E0
p(e)ω(e)dφ
(3)
0 (e)m(o(e)).
Remark 6.4 Differentiating both sides of H∗t ψt = exp(−λω(t))ψt four times in t at t = 0,
we also obtain
λ(3)(0) = 8π3
√−1
∑
e∈E0
p(e)ω(e)3m(o(e))− 24π2√−1‖ω‖2〈γp, ω〉 − 8π3
√−1〈γp, ω〉3
+12π2|V0|−1/2
∑
e∈E0
p(e)ω(e)2ψ′0(o(e)),
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and
λ(4)(0) = −16π4
∑
e∈E0
p(e)ω(e)4m(o(e)) + 48π4‖ω‖4
+64π4〈γp, ω〉
∑
e∈E0
p(e)ω(e)3m(o(e))− 96π4〈γp, ω〉2‖ω‖2
−48π4〈γp, ω〉4 − 96π3
√−1|V0|−1/2〈γp, ω〉
∑
e∈E0
p(e)ω(e)2ψ′0(o(e))
+32π3
√−1|V0|−1/2
∑
e∈E0
p(e)ω(e)3ψ′0(o(e))
+24π2|V0|−1/2
∑
e∈E0
p(e)ω(e)2
(
ψ′′0 (o(e))−
∑
z∈V0
ψ′′0 (z) ·m(o(e))
)
.
Changing eigensections sω as in the proof of Lemma 6.6 below, if necessary, we obtain
the following:
Lemma 6.5
φ0(x0) = |V0|−1/2, ψ0(x0) = |V0|1/2m(x0), φ′0(x0) = 0 (x0 ∈ V0).
Furthermore ψ′0 is a purely imaginary-valued first order polynomial of ω satisfying
(I − tL)ψ′0(x0) = 2π
√−1|V0|1/2
(∑
e∈(E0)x0 p(e)ω(e)m(t(e))
−m(x0)
∑
e∈E0 p(e)ω(e)m(t(e))
)
(x0 ∈ V0)∑
z∈V0 ψ
′
0(z) = 0,
and φ′′0 and ψ
′′
0 are real-valued second oder polynomials of ω, satisfying
(I − L)φ′′0(x0) = −4π2|V0|−1/2
(∑
e∈(E0)x0 p(e)ω(e)
2
−∑e∈E0 p(e)ω(e)2m(o(e))) (x0 ∈ V0)∑
z∈V0 φ
′′
0(z) = 0
and 
(I − tL)ψ′′0 (x0) = 4π
√−1
(∑
e∈(E0)x0 p(e)ω(e)ψ
′
0(t(e)) + 〈γp, ω〉ψ′0(x0)
)
−4π2
(∑
e∈(E0)x0 p(e)ω(e)
2ψ0(t(e))
−m(x0)
∑
e∈E0 p(e)ω(e)
2ψ0(t(e))
)
(x0 ∈ V0)∑
z∈V0 ψ
′′
0(z) = −|V0|
∑
z∈V0 φ
′′
0(z)m(z),
respectively.
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The following lemma plays a key role in the proof of Theorem 2.5.
Lemma 6.6 (cf. [11, Lemma 3.2]) For any k ∈ N, by changing eigensections sω if
necessary, λ
(i)
ω (0), φ
(i)
0 (x0), ψ
(i)
0 (x0) (1 ≤ i ≤ k, x0 ∈ V0) are the i-th order real coefficient
homogeneous polynomials of
√−1ω. Here the polynomial of √−1ω means that the poly-
nomial of
√−1u1, . . . ,
√−1ud when ω = u1ω1 + u1ω2 + · · ·+ udωd, where {ω1, . . . , ωd} is
an orthonomal basis of Hom(Γ,R).
Proof. We proceed by induction on k. By Lemmas 6.3 and 6.5, we easily see that the
desired assertion holds for k = 1. Assume that the assertion is true for all i ≤ k − 1. We
recall that the eigenvalue λω(t) and the corresponding eigenfunctions φt, ψt satisfy
Htφt(x0) = e
−λ(t)φt(x0), H∗t ψt(x0) = e
−λ(t)ψt(x0) (x0 ∈ V0).
Taking the k-th derivative of both sides and letting t→ 0, we have
(I − L)φ(k)0 (x0) =
k−1∑
i=0
(
k
i
){ ∑
e∈(E0)x0
p(e)
(
2π
√−1ω(e))k−i φ(i)0 (t(e))
−( d
dt
)k−i∣∣∣
t=0
e−λ(t) · φ(i)0 (x0)
}
(x0 ∈ V0), (6.6)
(I − tL)ψ(k)0 (x0) =
k−1∑
i=0
(
k
i
){ ∑
e∈(E0)x0
p(e)
(
2π
√−1ω(e))k−i ψ(i)0 (t(e))
−( d
dt
)k−i∣∣∣
t=0
e−λ(t) · ψ(i)0 (x0)
}
(x ∈ V0). (6.7)
Taking sum of both sides of (6.6) for x0 ∈ V0 with the invariant measure m, the left-hand
side vanishes. By the assumption, we find that λ(k)(0) is a desired polynomial. We can
obtain the same result by taking sum of the both sides of (6.7) for x0 ∈ V0.
In the case k is even, substituting λ(k)(0) into (6.6) and (6.7), we observe that
(I − L) Imφ(k)0 = 0, (I − tL) Imψ(k)0 = 0.
These imply that Imφ
(k)
0 = ak(ω) and Imψ
(k)
0 = bk(ω)m for some constant functions
ak(ω) and bk(ω) on V0 depending on ω ∈ Hom(Γ,R). Clearly, ak(sω) = skak(ω) and
bk(sω) = s
kbk(ω) hold. Here we note that
0 =
( d
dt
)k∣∣∣
t=0
〈φt, ψt〉ℓ2(X0)
=|V0|1/2
∑
z∈V0
φ
(k)
0 (z)m(z) +
k−1∑
i=1
(
k
i
)∑
z∈V0
φ
(k−i)
0 (z)ψ
(i)
0 (z) + |V0|−1/2
∑
z∈V0
ψ
(k)
0 (z). (6.8)
Taking the imaginary part, by the assumption of φ
(i)
0 and ψ
(i)
0 for i ≤ k, we obtain bk(ω) =
|V0|ak(ω). By replacing eigensection sω with sω exp
(√−1 ak(ω)
k!
|V0|1/2
)
, and eigenfunctions
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φω, ψω with φω exp
(
−√−1ak(ω)
k!
|V0|1/2
)
, ψω exp
(
−√−1 ak(ω)
k!
|V0|1/2
)
, respectively, we can
assume that ak = bk = 0. Then φ
(k)
0 and ψ
(k)
0 are real functions satisfying (6.6), (6.7),
respectively. Since the right-hand side of (6.6) and (6.7) are k-th order homogeneous
polynomials of ω: ∑
|α|=k
C1α(x0)uα,
∑
|α|=k
C2α(x0)uα,
where uα = uα11 · · ·uαdd and α = (α1, . . . , αd) ∈ Zd+ is a multi-index. φ(k)0 and ψ(k)0 are also
k-th order homogeneous polynomials of ω up to Ker(I−L) and Ker(I− tL), respectively.
Namely, for ω = u1ω1 + · · ·+ udωd,
φ
(k)
0 (x0) =
∑
|α|=k
φα(x0)u
α + ck(ω), ψ
(k)
0 (x0) =
∑
|α|=k
ψα(x0)u
α + dk(ω)m(x0),
where φα and ψα are respectively solutions of
(I − L)φα(x0) = C1α(x0), (I − tL)ψα(x0) = C2α(x0) (x ∈ V0).
By the assumption of 〈φt, φt〉ℓ2(X0) = 1, we have
0 =
( d
dt
)k∣∣∣
t=0
〈φt, φt〉ℓ2(X0)
=|V0|−1/2
∑
z∈V0
φ
(k)
0 (z) +
k−1∑
i=1
(
k
i
)∑
z∈V0
φ
(k−i)
0 (z)φ
(i)
0 (z) + |V0|−1/2
∑
z∈V0
φ
(k)
0 (z). (6.9)
Together with (6.8), we find that ck(ω) and dk(ω) are k-th order homogeneous polynomials
of
√−1ω. Hence, we conclude that φ(k)0 (x0) and ψ(k)0 (x0) are k-th order homogeneous
polynomial of
√−1ω.
In the case k is odd, we see that
(I − L) Reφ(k)0 = 0, (I − tL) Reψ(k)0 = 0,
which implies that Reφ
(k)
0 = ak(ω), Reψ
(k)
0 = bk(ω)m for some constant function ak,
bk on V0 depending on ω ∈ Hom(Γ,R). As before, we see that ak(sω) = skak(ω) and
bk(sω) = s
kbk(ω). Taking the real part of (d/dt)
k|t=0〈φt, ψt〉ℓ2(X0) as above, we obtain
ak = |V0|bk. Additionally, using (6.9), we have
2|V0|−1/2
∑
z∈V0
Reφ
(k)
0 (z) = 0,
which implies that ak = bk = 0. Then we see that φ
(k)
0 and ψ
(k)
0 are imaginary-valued
functions on V0 written as
φ
(k)
0 (x0) =
∑
|α|=k
√−1aαφα(x0) +
√−1ck(ω),
ψ
(k)
0 (x0) =
∑
|α|=k
√−1bαψα(x0) +
√−1dk(ω)m(x0)
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for some constant functions ck(ω), dk(ω) on V0 depending on ω ∈ Hom(Γ,R). As before, it
is easy to see that ck(sω) = s
kck(ω), dk(sω) = s
kdk(ω). Then, by replacing eigensection sω
with sω exp
(√−1 ck(ω)
k!
|V0|1/2
)
, and eigenfunctions φω, ψω with φω exp
(
−√−1 ck(ω)
k!
|V0|1/2
)
,
ψω exp
(
−√−1 ck(ω)
k!
|V0|1/2
)
, respectively, we can assume that ck = 0, which implies that
φ
(k)
0 (x0) is a k-th order homogeneous polynomial of
√−1ω.
Finally, from (6.8) and the assumption of the induction, we obtain that dk is a k-th
order homogeneous polynomial, which completes the proof.
6.2 Basic facts on the Fourier transform
In this subsection, we quickly review several basic facts on the Fourier transform based
on [11, Section 4]. We define the function Ff(ξ) = F2π2f(ξ), for a rapidly decreasing
function f = f(u) (u ∈ Rd), by
Ff(ξ) :=
∫
Rd
f(u) exp
(
− 2π2|u|2
Rd
− 2π√−1(u, ξ)
Rd
)
du (ξ ∈ Rd).
It is easy to see
F(1)(ξ) = (2π)−d/2 exp
(− |ξ|2Rd
2
)
(ξ ∈ Rd), (6.10)
and
uα exp
(− 2π√−1(u, ξ)Rd) = 1
(−2π√−1)|α|∂
α
ξ exp
(− 2π√−1(u, ξ)Rd),
where ∂αξ = ∂
α1
1 · · ·∂αdd = ( ∂∂ξ1 )
α1 · · · ( ∂
∂ξd
)αd for ξ = (ξ1, . . . , ξd), α = (α1, . . . , αd) ∈ Zd+.
Differentiating of the left-hand side of (6.10) with respect to ξ gives
F(uα)(ξ) =
1
(2π)d/2(−2π√−1)|α|∂
α
ξ exp
(− |ξ|2Rd
2
)
(ξ ∈ Rd). (6.11)
On the other hand, we also have
∂i exp
(− |ξ|2Rd
2
)
= −ξi exp
(− |ξ|2Rd
2
)
,
∂i∂j exp
(− |ξ|2Rd
2
)
= (ξiξj − δij) exp
(− |ξ|2Rd
2
)
,
∂i∂j∂k exp
(− |ξ|2Rd
2
)
= (−ξiξjξk + δijξk + δjkξi + δkiξj) exp
(− |ξ|2Rd
2
)
,
∂i∂j∂k∂l exp
(− |ξ|2Rd
2
)
=
(
ξiξjξkξl − δijξkξl − δjkξlξi − δklξiξj − δliξjξk
− δikξjξl − δjlξiξk + δijδkl + δikδjl + δliδjk
)
exp
(− |ξ|2Rd
2
)
.
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Combining these identities with (6.11), we obtain
F(ui)(ξ) = −(2π)−d/2
√−1ξi
2π
exp
(− |ξ|2Rd
2
)
,
F(uiuj)(ξ) = −(2π)−d/2 ξiξj − δij
4π2
exp
(− |ξ|2Rd
2
)
,
F(uiujuk)(ξ) = −(2π)−d/2
√−1
8π3
(− ξiξjξk + δijξk + δjkξi + δkiξj) exp (− |ξ|2Rd
2
)
,
F(uiujukul)(ξ) = (2π)
−d/2 1
16π4
(
ξiξjξkξl − δijξkξl − δjkξlξi − δklξiξj − δliξjξk
− δikξjξl − δjlξiξk + δijδkl + δikδjl + δliδjk
)
exp
(− |ξ|2Rd
2
)
.
Repeating this argument twice, we further obtain
F(uiujukulumun)(ξ) = −(2π)−d/2 1
64π6
(
ξiξjξkξlξmξn − f4(i, j, k, l,m, n)(ξ)
+ f2(i, j, k, l,m, n)(ξ)− g(i, j, k, l,m, n)
)
exp
(− |ξ|2Rd
2
)
,
where fr(i, j, k, l,m, n)(ξ) (r = 2, 4) is a homogeneous polynomial of degree r in the
variables ξi, ξj, . . . , ξn and the constant g(i, j, k, l,m, n) is given by
g(i, j, k, l,m, n) = δij(δklδmn + δkmδln + δknδlm) + δik(δjlδmn + δjmδln + δjnδlm)
+ δil(δjkδmn + δjmδkn + δjnδkm) + δim(δjkδln + δjlδkn + δjnδkl)
+ δin(δjkδlm + δjlδkm + δjmδkl).
6.3 Proof of Theorem 2.5
Since p(n, x, y) = 0 for x ∈ Ai, y ∈ Aj and n 6= Kl + j − i is obvious, we only consider
the case x ∈ Ai, y ∈ Aj and n = Kl + j − i. For later use, we take an extension of
λω(1) = − log µ0(χω) to the whole space Hom(Γ,R) such that Reλω(1) ≥ b‖ω‖2 for some
constant b > 0. We also extend φω = φ0,χω and ψω = ψ0,χω to smooth compact supported
functions on Hom(Γ,R), and set p(ω; x, y) = φω(π(x))ψω(π(y)). Since p has compact
support in the variable ω, it holds
‖p‖∞ := sup
{|p(ω; x, y)| : ω ∈ Hom(Γ,R), x, y ∈ V } <∞.
We take an orthonormal basis {ω1, . . . , ωd} of Hom(Γ,R)(⊂ H1(X0,R)) and write ω =
u1ω1 + · · ·+ udωd. Then the normalized Haar measure dχ on Γ̂ is written as
dχ = dχω = vol(Γ̂)
−1dω = vol(AlbΓ)dω,
where dω = du = du1 · · · dud is the Lebesgue measure on Hom(Γ,R).
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We divide the proof of Theorem 2.5 into several steps.
Step 1. Recall the integral representation (6.3). As mentioned in Subsection 6.1, we may
choose a constant 0 < η < 1 and a sufficiently small neighborhood U(1) of the trivial
character χ = 1 such that |µ0(χ)| < η for all χ ∈ Γ̂ \ U(1). By (6.3), (6.4) and (6.5), we
have
p(n, x, y) = Kvol(AlbΓ)
∫
Hom(Γ,R)
exp(−nλω(1))φω(π(x))ψω(π(y))
× exp
(
− 2π√−1〈ω,Φ0(y)− Φ0(x)〉
)
dω + Cηn
= Kvol(AlbΓ)n−d/2
∫
Hom(Γ,R)
exp
(− nλ ω√
n
(1)
)
φω/√n(π(x))ψω/√n(π(y))
× exp
(
− 2π√−1〈 ω√
n
,Φ0(y)− Φ0(x)〉
)
dω + Cηn
=: Kvol(AlbΓ)n−d/2I(n) + Cηn
for some positive constant C independent of x and y. For simplicity, we now set
dn(x, y; ρR(γp)) := n
−1/2(Φ0(y)− Φ0(x)− nρR(γp)).
By expanding nλω/√n(1) as
nλω/√n(1) = n
4∑
k=0
1
k!
λ
(k)
ω/
√
n
(0) + nO
(‖ω‖5
n5/2
)
= n
(
− 2π√−1〈γp, ω√
n
〉
+ 2π2
∥∥∥ ω√
n
∥∥∥2)+ n(1
6
λ
(3)
ω/
√
n
(0) +
1
24
λ
(4)
ω/
√
n
(0)
)
+ nO
(‖ω‖5
n5/2
)
,
we have
I(n) =
∫
Hom(Γ,R)
e−2π
2‖ω‖2 exp
(
− n
6
λ
(3)
ω/
√
n
(0)− n
24
λ
(4)
ω/
√
n
(0)
))
× exp
{
O
(‖ω‖5
n3/2
)}
p(ω/
√
n; x, y) exp
(− 2π√−1〈ω, dn(γp; x, y)〉)dω
=
∫
‖ω‖≤n1/6
e−2π
2‖ω‖2 exp
(
− n
6
λ
(3)
ω/
√
n
(0)− n
24
λ
(4)
ω/
√
n
(0)
))
× exp
{
O
(‖ω‖5
n3/2
)}
p(ω/
√
n; x, y) exp
(− 2π√−1〈ω, dn(γp; x, y)〉)dω
+
∫
‖ω‖>n1/6
exp
(− nλ ω√
n
(1)
)
p(ω/
√
n; x, y)
× exp
(
− 2π√−1〈 ω√
n
,Φ0(y)− Φ0(x)〉
)
dω
=: I1(n) + I2(n).
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Recalling nReλω/√n(1) ≥ b‖ω‖2 (ω ∈ Hom(Γ,R)), we obtain
|I2(n)| ≤ ‖p‖∞
∫
‖ω‖>n1/6
e−b‖ω‖
2
dω
Thus I2(n) converges to 0 as n→∞ exponentially fast uniformly for x, y ∈ V .
Step 2. We divide the integral I1(n) into
I1(n) =
∫
‖ω‖≤n1/6
e−2π
2‖ω‖2 exp
(
− n
6
λ
(3)
ω/
√
n
(0)− n
24
λ
(4)
ω/
√
n
(0)
))
×p(ω/√n; x, y) exp (− 2π√−1〈ω, dn(γp; x, y)〉)dω
+
∫
‖ω‖≤n1/6
e−2π
2‖ω‖2 exp
(
− n
6
λ
(3)
ω/
√
n
(0)− n
24
λ
(4)
ω/
√
n
(0)
))
p(ω/
√
n; x, y)
×
(
exp
{
O
(‖ω‖5
n3/2
)}
− 1
)
exp
(− 2π√−1〈ω, dn(γp; x, y)〉)dω
=: I3(n) + I4(n).
Thanks to Lemma 6.6, we find
nλ
(3)
ω/
√
n
(0) = nO
(‖ω‖
n1/2
)3
= O(1), nλ
(4)
ω/
√
n
(0) = nO
(‖ω‖
n1/2
)4
= O(n−1/2)
and ∣∣ exp{O(‖ω‖5
n3/2
)}
− 1∣∣ = exp{O(‖ω‖5
n3/2
)}
O
(‖ω‖5
n3/2
)
= exp
(
O(n−2/3)
)
O
(‖ω‖5
n3/2
)
.
provided ‖ω‖ ≤ n1/6. Thus we can estimate I4(n) as
|I4(n)| ≤ C‖p‖∞
∫
Hom(Γ,R)
O
(‖ω‖5
n3/2
)
e−2π
2‖ω‖2dω = O(n−3/2).
Step 3. As a direct consequence of Lemma 6.6, we easily obtain
Lemma 6.7 There exist real constants qα = qα(π(x), π(y); γp) (α = (α1, . . . , αr) ∈
{1, . . . , d}r, |α| = r = 1, . . . , 4) such that qσ(α) = qα (σ ∈ Sr) and
|V0|−1/2ψ′ω(u)/√n(π(y)) =
√−1
n1/2
d∑
i=1
qiui =:
√−1
n1/2
Q1(u),
|V0|1/2φ′′ω(u)/√n(π(x)) + |V0|−1/2ψ′′ω(u)/√n(π(y))
=
(√−1
n1/2
)2 d∑
i,j=1
qijuiuj =:
(√−1
n1/2
)2
Q2(u),
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λ
(3)
ω(u)/n1/2
(0) =
(√−1
n1/2
)3 d∑
i,j,k=1
qijkuiujuk =:
(√−1
n1/2
)3
Q3(u),
λ
(4)
ω(u)/n1/2
(0) =
(√−1
n1/2
)4 d∑
i,j,k,l=1
qijkluiujukul =:
(√−1
n1/2
)4
Q4(u)
hold for all ω = ω(u) = u1ω1 + · · ·+ udωd ∈ Hom(Γ,R).
Then, under the condition ‖ω‖ ≤ n1/6, we can expand as
exp
(
− n
6
λ
(3)
ω/
√
n
(0)− n
24
λ
(4)
ω/
√
n
(0)
))
= 1−
(λ(3)
ω/
√
n
(0)
6
+
λ
(4)
ω/
√
n
(0)
24
)
n +
1
2
(λ(3)
ω/
√
n
(0)
6
+
λ
(4)
ω/
√
n
(0)
24
)2
n2
+
1
6
exp
(
O(1) +O(n−2/3)
)(λ(3)ω/√n(0)
6
+
λ
(4)
ω/
√
n
(0)
24
)3
n3
= 1 +
(√−1
n1/2
)Q3(u)
6
+
(√−1
n1/2
)2(Q4(u)
24
+
Q3(u)2
72
)
+O
( |u|9
Rd
n3/2
)
, (6.12)
and
p(ω/
√
n; x, y) =
(
φ0(π(x)) + φ
′
0(π(x)) + · · ·
)(
ψ0(π(y)) + ψ′0(π(y)) + · · ·
)
= m(π(y)) + |V0|−1/2ψ′ω/√n(π(y))
+
1
2
(
|V0|1/2φ(2)ω/√n(π(x))m(π(y)) + |V0|−1/2ψ(2)ω/√n(π(y))
)
+O
(‖ω‖3
n3/2
)
= m(π(y)) +
(√−1
n1/2
)Q1(u) + (√−1
n1/2
)2Q2(u)
2
+O
( |u|3
Rd
n3/2
)
. (6.13)
Multiplying (6.12) and (6.13) together, we obtain
I3(n) =
∫
|u|
Rd
≤n1/6
2∑
i=0
(√−1
n1/2
)iAi(u)
× exp
(
− 2π2|u|2
Rd
− 2π√−1(u, dn(x, y; ρR(γp)))Rd)du+O(n−3/2),
where
A0(u) = m(π(y)),
A1(u) = Q1(u) + m(π(y))
6
Q3(u),
A2(u) = 1
2
Q2(u) + 1
6
Q1(u)Q3(u) +m(π(y))
(Q4(u)
24
+
Q3(u)2
72
)
.
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We also find that the integral∫
|u|
Rd
>n1/6
2∑
i=0
(√−1
n1/2
)iAi(u) exp(− 2π2|u|2Rd − 2π√−1(u, dn(x, y; ρR(γp)))Rd)du
converges to 0 as n→∞ exponentially fast in the same way as Step 1.
Putting it all together, we now obtain
I(n) =
∫
Rd
2∑
i=0
(√−1
n1/2
)iAi(u)
× exp
(
− 2π2|u|2
Rd
− 2π√−1(u, dn(x, y; ρR(γp)))Rd)du+O(n−3/2)
=
2∑
i=0
(√−1
n1/2
)i
F(Ai)(dn(x, y; ρR(γp))) +O(n−3/2). (6.14)
Step 4. We are now in a position to calculate
(√−1
n1/2
)i
F(Ai)(dn(x, y; ρR(γp))) (n = 0, 1, 2).
It follows directly from (6.10) that
F(A0)
(
dn(x, y; ρR(γp))
)
= (2π)−d/2m(π(y)) exp
(
−|Φ0(y)− Φ0(x)− nρR(γp)|
2
g0
2n
)
.
Using (6.11) and noting the condition |Φ0(y)− Φ0(x)− nρR(γp)|g0 ≤ Cn1/6, we have(√−1
n1/2
)
F(A1)
(
dn(x, y; ρR(γp))
)
= (2π)−d/2m(π(y)) exp
(
−|Φ0(y)− Φ0(x)− nρR(γp)|
2
g0
2n
)
×
{( 1
2π
m(π(y))−1
d∑
i=1
qi
(
Φ0(y)− Φ0(x)− ρR(γp)
)
i
+
1
16π3
d∑
i,j=1
qiij
(
Φ0(y)− Φ0(x)− ρR(γp)
)
j
)
n−1 +O(n−3/2)
}
.
In the same way, we also obtain
(√−1
n1/2
)2 1
2
F(Q2)
(
dn(x, y; ρR(γp))
)
= (2π)−d/2m(π(y)) exp
(
−|Φ0(y)− Φ0(x)− nρR(γp)|
2
g0
2n
)
×
{(− m(π(y))−1
8π2
d∑
i=1
qii
)
n−1 +O(n−5/3)
}
,
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(√−1
n1/2
)2 1
6
F(Q1Q3)
(
dn(x, y; ρR(γp))
)
= (2π)−d/2m(π(y)) exp
(
−|Φ0(y)− Φ0(x)− nρR(γp)|
2
g0
2n
)
×
{(− m(π(y))−1
32π4
d∑
i,j=1
qiqijj
)
n−1 +O(n−5/3)
}
,
(√−1
n1/2
)2m(π(y))
24
F(Q4)
(
dn(x, y; ρR(γp))
)
= (2π)−d/2m(π(y)) exp
(
−|Φ0(y)− Φ0(x)− nρR(γp)|
2
g0
2n
)
×
{(− 1
128π4
d∑
i,j=1
qiijj
)
n−1 +O(n−5/3)
}
,
(√−1
n1/2
)2m(π(y))
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F(Q23)
(
dn(x, y; ρR(γp))
)
= (2π)−d/2m(π(y)) exp
(
−|Φ0(y)− Φ0(x)− nρR(γp)|
2
g0
2n
)
×
{(− 5
1536π6
d∑
i,j,k=1
qiijqjkk
)
n−1 +O(n−5/3)
}
.
Recalling m(π(y)) = m(y) and summarizing all above arguments, we complete the
proof of Theorem 2.5. Moreover, we also obtain the explicit expression of the coefficient
a1 = a1
(
π(x), π(y), γp; Φ0(y)− Φ0(x)− nρR(γp)
)
in (2.8) as follows:
Theorem 6.8
a1
(
π(x), π(y), γp; Φ0(y)− Φ0(x)− nρR(γp)
)
=
m(π(y))−1
2π
d∑
i=1
qi
(
Φ0(y)− Φ0(x)− nρR(γp)
)
i
+
1
16π3
d∑
i,j=1
qij
(
Φ0(y)− Φ0(x)− nρR(γp)
)
j
− m(π(y))
−1
8π2
d∑
i=1
qii
− m(π(y))
−1
32π4
d∑
i,j=1
qiqijj − 1
128π4
d∑
i,j=1
qiijj − 5
1536π6
d∑
i,j,k=1
qiijqjkk,
where the coefficients qα = qα(π(x), π(y); γp) (α = (α1, . . . , αr) ∈ {1, . . . , d}r, r = 1, . . . , 4)
are given in Lemma 6.7.
Remark 6.9 As we observed in Subsection 6.1, the coefficients qα (|α| = 1, 3) are equal
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to 0 provided the random walk is m-symmetric (i.e., γp = 0). In that case, we have
a1
(
π(x), π(y); Φ0(y)− Φ0(x)
)
=
1
16π3
d∑
i,j=1
qij
(
Φ0(y)− Φ0(x)
)
j
− m(π(y))
−1
8π2
d∑
i=1
qii − 1
128π4
d∑
i,j=1
qiijj.
Before closing this subsection, we should mention that
I(n) = F(A0)(dn(x, y; ρR(γp))) +O(n−1/2) (6.15)
also holds uniformly for x, y ∈ V in Step 3 of the above proof of Theorem 2.5. Then by
replacing (6.14) by (6.15), we easily obtain the following LCLT:
Corollary 6.10 (Sunada [22]) Suppose that the random walk {wn}∞n=0 on X is irre-
ducible with period K. Let V =
∐K−1
k=0 Ak be the corresponding K-partition of V . Then
for any x ∈ Ai and y ∈ Aj (0 ≤ i, j ≤ K − 1), we have
p(n, x, y) = 0 (n 6= Kl + j − i),
and
(2πn)d/2p(n, x, y)m(y)−1 −Kvol(AlbΓ) exp
(
−
∣∣Φ0(y)− Φ0(x)− nρR(γp)∣∣2g0
2n
)
→ 0
as n = Kl + j − i→∞ uniformly for x and y.
6.4 Application: Another approach to the CLT of the first kind
In this subsection, applying the LCLT (Corollary 6.10), we give another proof of (2.4) in
Theorem 2.1 under the irreducibility condition of the random walk on X . For simplicity
of the argument, we only consider the case K = 1. (In other cases, the proof goes through
in a very similar way with a slight modification.)
First of all, we take a sequence {(xn, zn)}∞n=1 in V ×H1(X0,R) satisfying
lim
n→∞
n−1/2 (Φ0(xn)− ρR(zn)) = x ∈ Γ⊗ R.
By (4.5), it is enough to show that for any f ∈ C∞0 (Γ⊗ R),
lim
n→∞
L[nt]γp Pn−1/2f(xn, zn) = e−t∆/2f(x),
that is,
lim
n→∞
∑
y∈V
p([nt], xn, y)f
(
n−1/2 (Φ0(y)− ρR(zn)− [nt]ρR(γp))
)
=
∫
Γ⊗R
1
(2πt)d/2
exp
(
−|x− y|
2
2t
)
f(y)dy.
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We set
xn := n
−1/2(Φ0(xn)− ρR(zn)), yn(y) := n−1/2(Φ0(y)− ρR(zn)− [nt]ρR(γp)) (y ∈ V ).
By the LCLT (2.7), for an arbitrary small ε > 0, there is a positive integer n0 such that
for any n ≥ n0,∣∣∣(2π[nt])d/2p([nt], xn, y)m(y)−1 − vol(AlbΓ) exp(− n|xn − yn(y)|2g0
2[nt]
)∣∣∣ < ε
uniformly for xn, y ∈ V . Dividing both sides by (2π[nt])d/2m(y)−1, for any ε′ > 0, there
exists n1 ∈ N such that for any n ≥ n1,∣∣∣p([nt], xn, y)− vol(AlbΓ)m(y)
(2π[nt])d/2
exp
(
− n|xn − yn(y)|
2
g0
2[nt]
)∣∣∣ < ε′n−d/2.
Then we obtain∣∣∣∑
y∈V
{
p([nt], xn, y)f(yn(y))− vol(Alb
Γ)m(y)
(2π[nt])d/2
exp
(
− n|xn − yn(y)|
2
g0
2[nt]
)
f(yn(y))
}∣∣∣
≤
∑
y∈V
∣∣∣p([nt], xn, y)− vol(AlbΓ)m(y)
(2π[nt])d/2
exp
(
− n|xn − yn(y)|
2
g0
2[nt]
)∣∣∣|f(yn(y))|
≤ ε′n−d/2
∑
y∈V
|f(yn(y))|.
Since the support of f is compact,
n−d/2
∑
y∈V
|f(yn(y))| = n−d/2
∑
y0∈F
∑
σ∈Γ
∣∣∣∣f(yn(y0) + σ√n)
∣∣∣∣
→ |V0|
vol(AlbΓ)
∫
Γ⊗R
|f(y)|dy as n→∞.
Then we have
lim
n→∞
L[nt]γp Pn−1/2f(xn, zn)
= lim
n→∞
1
(2π[nt])d/2
∑
y∈V
m(y)vol(AlbΓ) exp
(
− n
2[nt]
|yn(y)− xn|2g0
)
f(yn(y))
= lim
n→∞
1
(2πnt)d/2
∑
y∈V
m(y)vol(AlbΓ) exp
(
− 1
2t
|yn(y)− xn|2g0
)
f(yn(y)).
By [11, pp. 655], for any ε > 0, there exists n2 ∈ N such that for any n ≥ n2,∣∣∣ exp (− 1
2t
|yn(y)− xn|2g0
)
− exp
(
− 1
2t
|yn(y)− x|2g0
)∣∣∣ < ε
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uniformly for y ∈ V .
Thus we conclude
lim
n→∞
L[nt]γp Pn−1/2f(xn, zn)
= lim
n→∞
1
(2πnt)d/2
∑
y∈V
m(y)vol(AlbΓ) exp
(
− 1
2t
|yn(y)− x|2g0
)
f(yn(y))
=
1
(2πt)d/2
lim
n→∞
∑
y0∈F
m(y0)
∑
σ∈Γ
vol(AlbΓ)
nd/2
×f
(
yn(y0) +
σ√
n
)
exp
(
−
|x− (yn(y0) + σ√n)|2g0
2n
)
=
1
(2πt)d/2
∫
Γ⊗R
f(y) exp
(
− |x− y|
2
g0
2t
)
dy,
whence (2.4) follows.
7 Examples of the modified standard realization
In this final section, we give several examples of the modified standard realization of
crystal lattices associated with non-symmetric random walks. See [15, 11, 12] for the
symmetric case. Here we write αˆ := α + α′ and αˇ := α − α′ for two numbers α, α′, and
denote σ ⊗ 1 ∈ Γ⊗ R by the same symbol σ for simplicity of notation.
7.1 The 2-dimensional square lattice
Let X = (V,E) be the 2-dimensional square lattice graph. Namely, V = Z2 and
E = {(x,y) ∈ V × V |y− x ∈ {±(1, 0),±(0, 1)}}.
We consider a random walk on X whose transition probability is given by
p((x,x+ (1, 0)) = α, p((x,x− (1, 0)) = α′,
p((x,x+ (0, 1)) = β, p((x,x− (0, 1)) = β ′
for every x. Here we assume
α, α′, β, β ′ ≥ 0 and α + α′ + β + β ′ = 1.
It is easy to see thatX is invariant under the Z2-action generated by σ1(x) = x+(1, 0) and
σ2(x) = x+ (0, 1). Its quotient X0 is a 2-bouquet graph X0 = (V0, E0) = ({x0}, {e1, e2})
(see Figure 4).
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σ2 X0 =
Γ = 〈σ1, σ2〉
e˜1
e˜2 πX =
σ1
e2
e1
x0
Figure 4: Square lattice graph and its quotient
By definition, we have γp = αˇ[e1] + βˇ[e2] ∈ H1(X0,R) and m(x0) = 1. Since X0 is a
bouquet graph, the exterior derivative d : C0(X0,R)→ C1(X0,R) is the 0-map. Then
H1(X0,R) ∼= H1(X0) = C1(X0,R).
We define the canonical surjective linear map ρR : H1(X0,R)→ Γ⊗ R by
ρR([ei]) := σi (i = 1, 2).
We are going to determine the modified standard realization Φ0 : X → (Γ ⊗ R, g0).
Let e˜i (i = 1, 2) be a lift of ei to X , and we set Φ0(o(e˜1)) = Φ0(o(e˜2)) = 0. Noting that
the asymptotic direction is given by ρR(γp) = αˇσ1 + βˇσ2, we easily see that
Φ0(t(e˜1)) = σ1, Φ0(t(e˜2)) = σ2
is the modified harmonic realization. We next take the dual basis {ω1, ω2}(⊂ Hom(Γ,R))
of {σ1, σ2}. Namely, ωi[σj ]Γ⊗R = δij (i, j = 1, 2). Because ω ∈ Hom(Γ,R) is identified
with ω = tρR(ω) ∈ H1(X0,R), we have
ωi(ej) = H1(X0,R)
〈
tρR(ωi), [ej]
〉
H1(X0,R)
=
Hom(Γ,R)
〈
ωi, ρR([ej ])
〉
Γ⊗R = δij . (7.1)
By direct computation, we have
〈〈ω1, ω1〉〉 = αˆ− αˇ2, 〈〈ω2, ω2〉〉 = βˆ − βˇ2, 〈〈ω1, ω2〉〉 = −αˇβˇ, (7.2)
and thus the volume of the Γ-Jacobian torus JacΓ is given by
vol(JacΓ) = vol(AlbΓ)−1 =
√
det(〈〈ωi, ωj〉〉)2i,j=1 =
√
αˆβˆ − αˆβˇ2 − αˇ2βˆ.
Since g0 =
(〈σi, σj〉g0)2i,j=1 is the inverse matrix of (〈〈ωi, ωj〉〉)2i,j=1, we then obtain the
Albanese metric g0 on Γ⊗ R as follows:
〈σ1, σ1〉g0 = (βˆ − βˇ2)vol(AlbΓ)2,
〈σ1, σ2〉g0 = αˇβˇvol(AlbΓ)2,
〈σ2, σ2〉g0 = (αˆ− αˇ2)vol(AlbΓ)2.
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Let {v1, v2} be the orthonormal basis of Hom(Γ,R)(⊂ H1(X0)) given by the Gram–
Schmidt orthonormalization of {ω1, ω2}. It follows from (7.2) that
v1 =
1√
αˆ− αˇ2ω1, v2 = vol(Alb
Γ)
( αˇβˇ√
αˆ− αˇ2ω1 +
√
αˆ− αˇ2ω2
)
,
and thus we obtain
v1(e1) =
1√
αˆ− αˇ2 , v1(e2) = 0,
v2(e1) =
αˇβˇ vol(AlbΓ)√
αˆ− αˇ2 , v2(e2) =
√
αˆ− αˇ2 vol(AlbΓ).
Let {v1,v2} denote the dual basis of {v1, v2}. Needless to say, {v1,v2} is an orthonormal
basis of Γ⊗ R. As (7.1), we have
σi =
2∑
j=1
Hom(Γ,R)
〈
vj , σi
〉
Γ⊗R vj =
2∑
j=1
vj(ei)vj (i, j = 1, 2).
It means that σi ∈ Γ ⊗ R may be identified with (v1(ei), v2(ei)) ∈ R2. In this sense, the
standard realization Φ0 : X → (Γ ⊗ R, g0) ∼= (R2, {v1,v2}) is also given by Φ0(o(e˜1)) =
Φ0(o(e˜2)) = (0, 0) and
Φ0(t(e˜1)) =
1√
αˆ− αˇ2
(
1, αˇβˇ vol(AlbΓ)
)
, Φ0(t(e˜2)) =
(
0,
√
αˆ− αˇ2 vol(AlbΓ)
)
(see Figure 5).
Φ0(t(e˜1))
Φ0(t(e˜2))
ρR(γp)
v1
v2
Figure 5: Modified standard realization of the square lattice graph
In particular, when the random walk is simple (i.e., α = α′ = β = β ′ = 1/4),
vol(AlbΓ) = 2, Φ0(t(e˜1)) =
(√
2, 0
)
, Φ0(t(e˜2)) =
(
0,
√
2
)
.
As mentioned before, this realization is different from the standard realization in [15, page
685] due to the difference of both the flat metric (3.3) and the invariant measure m.
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7.2 The triangular lattice
We consider a class of non-symmetric random walks on the triangular lattice discussed in
Ishiwata–Kawabi–Teruya [5]. Let X = (V,E) be a triangular lattice, where V = Z2 and
E =
{
(x,y) ∈ V × V |y− x ∈ {±(1, 0),±(0, 1),±(−1, 1)}}.
The transition probability of the random walk is given by
p((x,x+ (1, 0))) = α, p((x,x− (1, 0))) = α′,
p((x,x+ (0, 1))) = β ′, p((x,x− (0, 1))) = β,
p((x,x+ (−1, 1))) = γ, p((x,x− (−1, 1))) = γ′.
Here we assume
α, α′, β, β ′, γ, γ′ > 0, αˆ + βˆ + γˆ = 1 and αˇ = βˇ = γˇ = κ ≥ 0.
The constant κ can be regarded the intensity of non-symmetry of the random walk, and
under this assumption, the random walk on X is aperiodic (i.e., K = 1). We also mention
that the random walk is of period K = 3 when α′ = β ′ = γ′ = 0. It is easy to see that X
is invariant under the Z2-action generated by σ1(x) = x+(1, 0) and σ2(x) = x+(0, 1). Its
quotint graphX0 = (V0, E0) is a 3-bouquet graph consisting of V0 = {x0}, E0 = {e1, e2, e3}
(see Figure 6).
X =
π
σ1
σ2
Γ = 〈σ1, σ2〉
X0 =
e1
e2
e3
e˜1
e˜2
e˜3
x0
Figure 6: Triangular lattice and its quotient
The first homology group H1(X0,R) is spanned by [e1], [e2], [e3]. By definition, we have
γp = αˇ[e1]− βˇ[e2] + γˇ[e3] = κ([e1]− [e2] + [e3]).
Since the quotient graph X0 is a bouquet graph, we see H
1(X0,R) ∼= H1(X0) = C1(X0,R)
and m(x0) = 1. We define the canonical surjective linear map ρR : H1(X0,R)→ Γ⊗R by
ρR([e1]) := σ1, ρR([e2]) := σ2, ρR([e3]) := σ2 − σ1.
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Then the asymptotic direction is given by
ρR(γp) = (αˇ− γˇ) σ1 +
(
γˇ − βˇ)σ2 = 0,
and we find that ρR(γp) = 0 is equivalent to αˇ = βˇ = γˇ.
We introduce the basis {u1, u2} in Hom(Γ,R) by
u1
(
(m,n)
)
= m, u2
(
(m,n)
)
= n for (m,n) ∈ Z2 ∼= Γ.
Note that {u1, u2} is the dual basis of {σ1, σ2}. Let {ω1, ω2, ω3}(⊂ H1(X0,R)) be the dual
basis of {[e1], [e2], [e3]}(⊂ H1(X0,R)). By direct computation, we have
〈〈ω1, ω1〉〉 = αˆ− αˇ2 = αˆ− κ2, 〈〈ω1, ω2〉〉 = αˇβˇ = κ2,
〈〈ω2, ω2〉〉 = βˆ − βˇ2 = βˆ − κ2, 〈〈ω2, ω3〉〉 = βˇγˇ = κ2,
〈〈ω3, ω3〉〉 = γˆ − γˇ2 = γˆ − κ2, 〈〈ω1, ω3〉〉 = −αˇγˇ = −κ2.
(7.3)
Since X is a non-maximal abelian covering graph of X0 with the covering transformation
group Γ ∼= Z2, we need to find a Z-basis of the lattice
L =
{
ω ∈ H1(X0,Z) |ω([c]) = 0 for every cycle c˜ on X
}
.
It is easy to find that u1 =
tρR(u1) = ω1 − ω3 and u2 = tρR(u2) = ω2 + ω3 form a Z-basis
of the lattice L. It follows from (7.3) that
〈〈u1, u1〉〉 = αˆ + γˆ, 〈〈u1, u2〉〉 = −γˆ, 〈〈u2, u2〉〉 = βˆ + γˆ, (7.4)
and thus we obtain
vol(JacΓ) = vol(AlbΓ)−1 =
√
det (〈〈ui, uj〉〉)2i,j=1 =
√
αˆβˆ + βˆγˆ + γˆαˆ,
and the Albanese metric g0 on Γ⊗ R as follows:
〈σ1, σ1〉g0 =
βˆ + γˆ
αˆβˆ + βˆγˆ + γˆαˆ
,
〈σ1, σ2〉g0 =
γˆ
αˆβˆ + βˆγˆ + γˆαˆ
,
〈σ2, σ2〉g0 =
αˆ + γˆ
αˆβˆ + βˆγˆ + γˆαˆ
.
We now determine the modified standard realization Φ0 : X → (Γ ⊗ R, g0). Let e˜i
(i = 1, 2) be a lift of ei to X , and we set Φ0(o(e˜1)) = Φ0(o(e˜2)) = 0. As in Example 7.1,
we also see that
Φ0(t(e˜1)) = σ1, Φ0(t(e˜2)) = σ2
60
is the modified harmonic realization. Let {v1, v2} be the Gram–Schmidt orthogonalization
of {u1, u2}, and let {v1,v2} be the dual basis of {v1, v2} in Γ⊗ R. By (7.4), we have
v1 =
1√
αˆ + γˆ
u1, v2 =
√
αˆ+ γˆ
αˆβˆ + βˆγˆ + γˆαˆ
( γˆ
αˆ + γˆ
u1 + u2
)
,
and this implies
v1(e1) =
1√
αˆ+ γˆ
, v1(e2) =0,
v2(e1) =
γˆ vol(AlbΓ)√
αˆ + γˆ
, v2(e2) =
√
αˆ + γˆ vol(AlbΓ).
Therefore the modified standard realization Φ0 : X → (Γ⊗R, g0) ∼= (R2, {v1,v2}) is given
by Φ0(o(e˜1)) = Φ0(o(e˜2)) = (0, 0) and
Φ0(t(e˜1)) =
1√
αˆ + γˆ
(
1, γˆ vol(AlbΓ)
)
, Φ0(t(e˜2)) =
(
0,
√
αˆ+ γˆ vol(AlbΓ)
)
(see Figure 7). This realization is same as in [5, page 133], and if we consider the simple
random walk (i.e., α = α′ = β = β ′ = γ = γ′ = 1/6),
vol(AlbΓ) =
√
3, Φ0(t(e˜1)) =
(√6
2
,
√
2
2
)
, Φ0(t(e˜2)) =
(
0,
√
2
)
.
Φ0(t(e˜1))
Φ0(t(e˜2))
v1
v2
Figure 7: Modified standard realization of the triangular lattice in the case ρR(γp) = 0.
Furthermore, Theorems 2.5 and 6.8 (see also [5, Theorem 2.2]) also yield the following
precise asymptotics of the n-step transition probability p(n, x, y):
2πn · p(n, x, y) = vol(AlbΓ) exp
(
− |Φ0(y)− Φ0(x)|
2
g0
2n
)
× (1 + a1(κ; Φ0(y)− Φ0(x))n−1)+O(n−3/2)
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as n → ∞ uniformly for x, y ∈ V with |Φ0(y) − Φ0(x)|g0 ≤ Cn1/6. Here the coefficient
a1(κ; Φ0(y)− Φ0(x)) is explicitly given by
a1(κ; Φ0(y)− Φ0(x)) = −1 + vol(Alb
Γ)4
8
{
αˆ(βˆ + γˆ)2 + βˆ(γˆ + αˆ)2 + γˆ(αˆ + βˆ)2
}
+ vol(AlbΓ)4
{
(αˆβˆ − 2βˆγˆ + γˆαˆ)(Φ0(y)− Φ0(x))1
+ (−αˆβˆ − βˆγˆ + 2γˆαˆ)(Φ0(y)− Φ0(x))2}κ
+
3
8
vol(AlbΓ)4
(
− 1 + 5αˆβˆγˆ vol(AlbΓ)2
)
κ2.
7.3 The hexagonal lattice
We discuss the modified standard realization of the hexagonal lattice X = (V,E), where
V = Z2 = {x = (x1, x2) | x1, x2 ∈ Z} and
E =
{
(x,y) ∈ V × V |x− y = ±(1, 0),x− y = (0, (−1)x1+x2)}
(see Figure 8).
x˜1
x˜2
σ1σ2
π
Γ = 〈σ1, σ2〉
x1
x2
e1e2e3
e˜1e˜2
e˜3
Figure 8: Hexagonal lattice and its quotient
We consider a random walk on X given in the following manner: If x = (x1, x2) ∈ V
is a vertex so that x1 + x2 is even, then we set
p(x,x+ (1, 0)) = α, p(x,x− (0, 1)) = β, p(x,x− (1, 0)) = γ
with α, β, γ ≥ 0 and α + β + γ = 1. If x1 + x2 is odd, then we set
p(x,x− (1, 0)) = α′, p(x,x+ (0, 1)) = β ′, p(x,x+ (1, 0)) = γ′
with α′, β ′, γ′ ≥ 0 and α′ + β ′ + γ′ = 1. Here we see that X is invariant under the action
Γ = 〈σ1, σ2〉(∼= Z2) generated by σ1(x) = x + (1, 1) and σ2(x) = x + (−1, 1). Then the
quotient of X by the action Γ is a finite graph X0 = (V0, E0) consisting of two vertices
V0 = {x1, x2} with three multiple edges E = Ex1 ∪ Ex2 = {e1, e2, e3} ∪ {e1, e2, e3}. The
transition probability of the corresponding random walk on X0 is given by
p(e1) = α, p(e1) = α
′, p(e2) = β, p(e2) = β ′, p(e3) = γ, p(e3) = γ′.
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The first homology group H1(X0,R) is spanned by the two cycles [c1] := [e1 ∗ e2] and
[c2] := [e3 ∗ e2]. Solving (2.1), we obtain m(x1) = m(x2) = 1/2. Thus the homological
direction γp is given by
γp =
1
2
{(α− α′)e1 + (β − β ′)e2 + (γ − γ′)e3} = αˇ
2
[c1] +
γˇ
2
[c2].
We define the canonical surjective linear map ρR : H1(X0,R)→ Γ⊗ R by
ρR([c1]) := σ1, ρR([c2]) := σ2.
Then the asymptotic direction is given by
ρR(γp) =
αˇ
2
σ1 +
γˇ
2
σ2. (7.5)
We are going to determine the modified standard realization Φ0 : X → (Γ ⊗ R, g0).
Set x˜1 = (0, 0) and x˜2 = (0, 1) in V . Without loss of generality, we may put Φ0(x˜1) =
0 ∈ Γ⊗ R. It follows from equation (2.2) that
Φ0(x˜1)− α′σ1 − γ′σ2 = Φ0(x˜2) + ρR(γp). (7.6)
Combining (7.5) with (7.6), we obtain
Φ0(x˜1) = 0, Φ0(x˜2) = − αˆ
2
σ1 − γˆ
2
σ2. (7.7)
We define the basis {ω1, ω2} in Hom(Γ,R) by
ω1
(
(m− n,m+ n)) = m, ω2((m− n,m+ n)) = n for (m,n) ∈ Z2 ∼= Γ.
It is the dual basis of {σ1, σ2}. Identifying ωi ∈ Hom(Γ,R) (i = 1, 2) with tρR(ωi) ∈
H1(X0,R) as before, we can also see that {ω1, ω2} is the dual basis {[c1], [c2]}(⊂ H1(X0,R)).
Recalling H1(X0,R) ∼= H1(X0) ⊂ C1(X0,R), we have
ω1(e1)− ω1(e2) = 1, ω1(e3)− ω1(e2) = 0,
ω2(e1)− ω2(e2) = 0, ω2(e3)− ω2(e2) = 1. (7.8)
By definition of the modified harmonicity (3.2), we observe that ω1 and ω2 also satisfy
αˆω1(e1) + βˆω1(e2) + γˆω1(e3) = 0 and αˆω2(e1) + βˆω2(e2) + γˆω2(e3) = 0, (7.9)
respectively. Solving the algebraic equations (7.8) and (7.9), we obtain
ω1(e1) = 1− αˆ
2
=
βˆ + γˆ
2
, ω1(e2) = ω1(e3) = − αˆ
2
,
ω2(e1) = ω2(e2) = − γˆ
2
, ω2(e3) = 1− γˆ
2
=
αˆ + βˆ
2
.
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Then by direct computation, we have
〈〈ω1, ω1〉〉 = αˆ(βˆ + γˆ)− αˇ
2
4
, 〈〈ω1, ω2〉〉 = − αˆγˆ + αˇγˇ
4
, 〈〈ω2, ω2〉〉 = (αˆ + βˆ)γˆ − γˇ
2
4
.
Thus the volume of the Γ-Jacobian torus JacΓ and the Albanese metric g0 on Γ ⊗ R are
given by
vol(JacΓ) = vol(AlbΓ)−1 =
√
det(〈〈ωi, ωj〉〉)2i,j=1
=
√
2αˆβˆγˆ + αˆαˇ(βˆγˇ + βˇγˆ) + βˆβˇ(αˆγˇ + αˇγˆ) + γˆγˇ(αˆβˇ + αˇβˆ)
4
,
and
〈σ1, σ1〉g0 =
vol(AlbΓ)2
4
{
(αˆ + βˆ)γˆ − γˇ2},
〈σ1, σ2〉g0 =
vol(AlbΓ)2
4
(
αˆγˆ + αˇγˇ
)
,
〈σ2, σ2〉g0 =
vol(AlbΓ)2
4
{
αˆ(βˆ + γˆ)− αˇ2},
respectively.
Let {v1, v2} be the Gram–Schmidt orthogonalization of {ω1, ω2}, that is,
v1 =
ω1
‖ω1‖ , v2 = vol(Alb
Γ)‖ω1‖
(
ω2 − 〈〈ω2, ω1〉〉‖ω1‖2 ω1
)
.
Recalling that {ω1, ω2} is the dual basis of {[c1], [c2]}, we obtain
v1([ci]) =
δi1
‖ω1‖ , v2([ci]) = vol(Alb
Γ)‖ω1‖
(
δi2 − 〈〈ω2, ω1〉〉‖ω1‖2 δi1
)
(i = 1, 2),
and hence
σ1 = v1([c1])v1 + v2([c1])v2 =
1
‖ω1‖v1 −
〈〈ω1,ω2〉〉vol(AlbΓ)
‖ω1‖ v2,
σ2 = v2([c1])v1 + v2([c2])v2 = ‖ω1‖vol(AlbΓ)v2.
(7.10)
Combining (7.7) with (7.10), we finally find that the modified standard realization
Φ0 : X → (Γ⊗ R, g0) ∼= (R2, {v1,v2}) is given by Φ0(x˜1) = (0, 0) and
Φ0(x˜2) =
(
− αˆ√
αˆ(βˆ + γˆ)− αˇ2
,
−2αˆγˆ − αˆαˇγˇ + αˇ2αˆ
4
√
αˆ(βˆ + γˆ)− αˇ2
vol(AlbΓ)
)
(see Figure 9). In particular, when the random walk is simple (i.e., α = α′ = β = β ′ =
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Φ0(x˜1)
Φ0(x˜2)
σ1
σ2 ρR(γp)
v1
v2
Figure 9: Modified standard realization of the hexagonal lattice
γ = γ′ = 1/3), we have
vol(AlbΓ) = 3
√
3, Φ0(x˜2) =
(
−
√
2
2
,−
√
6
2
)
, σ1 =
(3√2
2
,
√
6
2
)
, σ2 =
(
0,
√
6
)
.
It means that the shape of the fundamental pattern of Φ0(X) is the equilateral hexagonal
lattice with the common length of the sides
√
2.
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