Abstract-To compute the optimal bias in equal-gain combining (EGC) receivers with unequal energy constellations such as M -ary pulse amplitude modulation (M -PAM) and M -ary square quadrature amplitude modulation (M -QAM), the estimation of the instantaneous fading gain magnitude in each diversity branch is needed, thus defeating the usefulness of EGC. In this paper, we present an exact analytical equation, which can be efficiently used to compute a suboptimal value for the bias, both for M -PAM and M -QAM constellations. The proposed suboptimal bias minimizes the symbol error probability, and depends on the statistics of the fading gain magnitudes and not on their instantaneous values. 
of unequal energy symbols, the instantaneous channel gain magnitudes of all branches are required to compute the optimal bias, thus defeating the advantage of EGC of avoiding channel estimation. In order to overcome this problem, we present an analytical approach for the evaluation of a suboptimal value for the bias, both for M -ary pulse amplitude modulation (M -PAM) and M -ary square quadrature amplitude modulation (M -QAM), which have unequal energy constellations. This suboptimal value minimizes the symbol error probability (SEP), and depends on the statistics of the fading gains and not on their instantaneous values. For the important case of large number of branches, where the central limit theorem can be applied, the proposed equation for the computation of the suboptimal bias is given in closed-form. Moreover, we obtain an approximate simple closed-form expression for the suboptimal bias, suitable for the high signal-to-noise ratio (SNR) region. Finally, we present numerical results to verify the correctness of the proposed analytical formulation.
The remainder of this paper is organized as follows. Section II presents the system model under consideration. In Section III, the conditional SEP in terms of the bias is derived, while in Sections IV and V suboptimal biases for M -PAM and M -QAM, respectively, are proposed. Subsequently, in Section VI, selected numerical results are presented. Some useful concluding remarks are finally provided in Section VII.
II. SYSTEM MODEL Consider a diversity reception system with L branches in flat fading. The received complex baseband signal for the kth diversity branch in a symbol duration T s is given by
where s(t) is the information bearing signal, α k is the random magnitude and φ k the random phase of the fading gain of the kth branch, and n k (t), the additive noise, is a zeromean complex circular Gaussian random process with power spectral density 2N 0k . The signal s(t) is one of M signaling waveforms s 0 (t), . . . , s M−1 (t), each having support [0, T s ), with 
Moreover, the processes n 1 (t), . . . , n L (t) are independent of each other and the random fading gains
Consider M -PAM signaling, M being an even number, in which
1536-1276/07$25.00 c 2007 IEEE where p(t) is a baseband pulse (can be real or complex) with support [0, T s ) and satisfying
Combining (2) and (3), we have
Assuming equiprobable signaling, the average signal energy E s,av is given by
Consider the projection of the signals on p(t), which corresponds to the axis of a one-dimensional coordinate system. Denoting
we get from (1)
where n 1 , . . . , n L are independent complex Gaussian random variables, n k having a CN (0, 2N 0k ) distribution, and s is one of M signal points s 0 , . . . , s M−1 , such that, from (3)
Note that s i is a real number. When EGC is used, the decision variable corresponding to the ith signal is given by
where B i is the bias. If signal s j (t) is transmitted, the receiver makes the decision
The optimal bias, which minimizes the SEP conditioned on α 1 e −jφ1 , . . . , α L e jφL , is given by 
From (10), the decision boundary between the signal points s i and s i+1 is given by a point with abscissa X i which satisfies
This implies (from (14) and (9))
III. SYMBOL ERROR PROBABILITY When s i (t) is transmitted, we have from (8) and (10) Re
where w has a N (0, L) distribution. For i = 1, . . . , M − 2, the probability of correct decision (PCD), given s i is transmitted, can be expressed as
Substituting (9) and (15) in (17), we get
From the statistics of w, we can express the conditional PCD when s i (t) is transmitted (which is a function of A),
It can be easily shown from symmetry of the signal points that
(20) Therefore, the conditional PCD, conditioned on {α k }, is given by
The instantaneous SNR of the kth branch is given by
For EGC, the instantaneous SNR of the combiner output can be expressed as
Using the fact that Q(x) = 1 − Q(−x) in (21), we can now express the conditional SEP, conditioned on γ, as
It is clear from (24) that when
we get the optimal conditional SEP, given by
Let
denote the normalized bias. In addition, let
We can now denote P e (γ, A, M ) in (24) as P e (γ, B, M ), which is given by 
In order to estimate f γ (x) in (30), the Beaulieu infinite series approximation of the sum of independent random variables can be efficiently applied for Rayleigh and Nakagami-m fading channels [1] , [9] . Note that for the important practical case of L = 2 with Rayleigh fading and unequal mean SNRs, f γ (x) can be expressed in closed-form [10] . In the next section, we also present a closed-form equation for the evaluation of B, when large L is assumed.
Differentiating P e (γ, B, M ) in (29) with respect to B, we get
Now, applying Leibnitz rule [11] in (30) and using (31), B subopt can be calculated by solving numerically for B the analytical single integral equation
We can obtain B subopt by applying the iterative NewtonRaphson method for root finding on J(B) in (32). Starting with an initial value B 0 , the value of B for the nth iteration is expressed as
We 
is exact if G(x) is a polynomial of degree up to 2K − 1 [13] . The values of w j and x j depend on the weight function and the integration interval, and can be computed by finding a set of orthogonal polynomials over
. From the algorithm proposed in [14] , if W (x) is the p.d.f. f γ (x) of the random variable γ, the K-point GQR can be computed using the first 2K − 1 moments of γ. All the moments of γ can be found in closed-form in [5] .
The application of GQR produces the following analytical expression for (32)
Note that for accuracy at the second significant digit of B, only the first 11 moments (K = 6) are required.
A. Case of Large L
When L is large, that is, L 1, and the fading gain magnitudes α 1 , . . . , α L are independent (which implies that the instantaneous branch SNRs γ 1 , . . . , γ L are also independent), using the central limit theorem, we can say that √ γ, given by
approximates to a Gaussian distribution of mean, say, μ and variance, say, σ 2 . From (35) and the independence of
where 
in (37), and changing the variable x to y = (x − μ)/σ, we can rewrite (37) approximately as
Using the result
in (39), we obtain
To obtain B subopt for large L, we solve for B in the equation obtained by putting the partial derivative of P e (B, M ) in (41) with respect to B to zero. In other words, B subopt is a solution of the closed-form equation
To obtain an approximate closed-form expression for B subopt for large L and large SNR, consider the case of independent and identically distributed (i.i.d.) Rayleigh fading, when γ 1 , . . . , γ L are i.i.d. exponential random variables, with
Substituting (43) in (36), we get
where Γ represents the average SNR per diversity branch. For large SNR, Γ is large, implying
when L is also large. Under this condition, only the i = M/2 term on the left-hand side of (42) is significant. Considering only this term, we obtain from (42) the approximate quadratic equation
(46) Solving (46), we get
It is clear from (47) and (44) that B subopt increases with increase of L for large SNR Γ. It decreases with increase of M , going from 3μ/4 at M = 4 to 2μ/3 for large M .
V. CASE OF M -QAM
When M -QAM is used with a square constellation, that is, with M being the square of an even number, the constellation can be viewed as two √ M -PAM constellations in quadrature, each having half the average signal energy. As a result, the SEP can be easily expressed in terms of the SEP of γ, B, M ) ) QAM denotes the SEP of the M -QAM constellation as a function of instantaneous combiner output SNR γ, normalized bias B, and constellation size M , then
where
is the SEP of √ M -PAM evaluated at instantaneous combiner output SNR γ/2 and normalized bias B/ √ 2 (because the PAM constellation has half the average signal energy of the QAM constellation).
To obtain the suboptimal bias, we need to minimize (P e (γ, B, M )) QAM with respect to B and average over the statistics of γ. Differentiating with respect to B, we get
Let B subopt (μ, σ 2 , M) represent the bias in case of M -PAM for large L. Putting the derivative (49) to zero and averaging over the statistics of γ, we get a bias which can be written as
(50) Note that when we apply the Gaussian approximation in case of M -QAM, it is not possible to obtain a closed-form approximate expression for P e (B, M ) as in (41) owing to the difficulty of averaging the P 2 e (·) term of (48) over γ.
VI. NUMERICAL RESULTS
In this section we present selected numerical results, obtained by Monte Carlo simulation of the instantaneous combiner output SNR γ as well as by Gaussian approximation of the p.d.f. of √ γ. In Fig. 1 Monte Carlo simulation results Moreover, in Fig. 2 the relative error of this approximation is depicted as a function of the number of branches L, also in the case of i.i.d Rayleigh fading. Furthermore, in order to show the impact of this approximation in our analysis, we compare in Fig. 3 the SEP P e (B) for 4-PAM, as evaluated by Monte Carlo simulation, with that from the Gaussian approximation. We see a good agreement between the simulation and approximation results. We also find that the suboptimal bias shifts to the right as L or the average SNR per diversity branch Γ increases, which is in agreement with the approximate expression for the normalized suboptimal bias B subopt in (47). In Fig. 4 , P e (B), obtained by Monte Carlo simulation, is plotted versus the normalized bias B for 16-QAM for several values of L and Γ. The same trend as in Fig. 3 is observed when L and Γ vary. 
