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Two quantities quantifying uncertainty relations are examined. In J.Math.Phys. 48, 082103
(2007), Busch and Pearson investigated the limitation on joint localizability and joint measurement
of position and momentum by introducing overall width and error bar width. In this paper, we show
a simple relationship between these quantities for finite-dimensional systems. Our result indicates
that if there is a bound on joint localizability, it is possible to obtain a similar bound on joint
measurability. For finite-dimensional systems, uncertainty relations for a pair of general projection-
valued measures are obtained as by-products.
PACS numbers: 03.65.Ta
I. INTRODUCTION
The uncertainty relation is one of the most fundamental features of quantum theory. This relation is often repre-
sented symbolically by an inequality δA · δB ≥ ‘noncommutativity’. Despite its simplicity, this inequality has two
distinct interpretations. One is related to the joint localizability of states with respect to observables A and B.
This property has been well investigated thus far. Depending on the measures for characterizing the (un)sharpness
of distributions, their quantitative bounds can be represented by several inequalities. The most prominent one is
Robertson’s inequality [1] employing standard deviation as the measure. The less prominent but important ones
include the entropic uncertainty relation [2–4] and the Landau-Pollak uncertainty relation [3, 5]. Another interpre-
tation is related to the joint measurability of observables A and B. That is, there is no measurement process that
achieves joint measurement of noncommutative observables. Although this property dates back to Heisenberg’s paper
[6] and has been utilized often in heuristic arguments, only a few rigorous quantitative representations have been
obtained thus far. While investigating joint measurement of the position and momentum of a quantum mechanical
particle, Appleby [7] introduced error operators and disturbance operators and derived simple inequalities between
them. Ozawa [8] treated a pair of general self-adjoint observables and considered a trade-off relation between his
error operator and disturbance operator that have an interpretation in the context of his extended notion of joint
measurement. Werner [9] formulated the problem operationally and derived an inequality between position and mo-
mentum. Busch and Pearson [10] introduced the concept of error bar width that has a clear meaning operationally,
and discussed its trade-off relation between position and momentum. Miyadera and Imai [11], while employing simple
distances between a pair of probability distributions, derived a trade-off inequality between a pair of general discrete
positive-operator-valued measures (POVMs). Busch, Heinonen, and Lahti submitted a review on this topic [12].
In this paper, we study the relationship between joint localizability and joint measurability. We employ the for-
mulation introduced by Busch and Pearson [12]. In their study of a quantum mechanical particle, quantities called
overall width and error bar width played important roles. The overall width of a probability distribution represents the
width of its localization. For any state, the overall widths of its position representation and momentum representation
cannot be very small simultaneously. The error bar width measures the quality of approximate joint measurement.
Busch and Pearson considered a general observableM to jointly measure position Q and momentum P approximately.
The error bar width of M with respect to Q quantifies how well M approximates Q. It represents the width of the
region into which an outcome of M can fall when a state is prepared sharply with respect to Q. It was shown that
the error bar width of M with respect to Q and that of M with respect to P cannot be very small simultaneously.
Interestingly, while characterizing distinct properties, the overall width and error bar width satisfy inequalities whose
forms are identical. We examine this correspondence for a general pair of projection-valued measures (PVMs) in
finite-dimensional Hilbert spaces. In the next section, we present a brief review of the formulation introduced by
Busch and Pearson. In section III, we describe our main result, which shows a simple relationship between overall
width and error bar width. Our result implies that if there is a bound on joint localizability, it is possible to obtain a
similar bound on joint measurability. We derive uncertainty relations for joint localizability and joint measurability
as by-products. In section IV, we discuss other measures for joint measurement. We conclude the paper with a short
discussion.
2II. FORMULATION
A. Approximate joint localization
Position and momentum cannot be strictly localized simultaneously in a quantum state. That is, if a state ρ is
strictly bounded in a position representation, its support in a momentum representation cannot be bounded. From
an operational viewpoint, this suggests the following. Suppose we measure position and momentum individually. If
a state shows a strictly localized distribution of the outcomes for the position measurement, the same state cannot
have a strictly localized distribution of the outcomes for the momentum measurement. This feature of “no joint
localizability” holds for a pair of general observables. Let us consider a pair of PVMs A on a measurable space ΩA
and B on a measurable space ΩB. If measurable subsets ∆A ⊂ ΩA and ∆B ⊂ ΩB satisfy ‖A(∆A)B(∆B)‖ 6= 1,
any state ρ cannot satisfy tr(ρA(∆A)) = tr(ρB(∆B)) = 1. This result can be easily derived by the Landau-Pollak
uncertainty relation [2–5],
tr(ρA(∆A)) + tr(ρB(∆B)) ≤ 1 + ‖A(∆A)B(∆B)‖.
This impossibility theorem has its quantitative counterpart. In [10], Busch and Pearson introduced a quantity called
overall width that characterizes the width of localization. While they exclusively treated canonical position and
momentum, their formulation is broad enough to cover a wide class of observables. Let us consider a probability
measure p on a metric space (Ω, d), where Ω is a set and d is a metric (distance) defined on it [13]. The overall width
(at confidence level 1− ǫ) of the probability p is defined for ǫ ∈ [0, 1) by
Wǫ(p) := inf{w > 0|∃x ∈ Ω : p(Od(x,w)) ≥ 1− ǫ},
where a ball Od(x, L) for x ∈ Ω and L ≥ 0 is defined by Od(x, L) := {y ∈ Ω|d(x, y) ≤ L2 }. Let us consider a quantum
system described by a Hilbert space H. The set of all density operators is denoted by S(H), and the set of all bounded
operators is denoted by B(H). For a POVM F on a measurable space Ω, and for a state ρ ∈ S(H), ρF denotes the
probability measure defined by ρF (X) := tr(ρF (X)). In general, for a pair of noncommutative PVMs A and B, ρA
and ρB cannot be too sharp simultaneously. This property is expressed by a quantitative trade-off inequality between
Wǫ1(ρ
A) and Wǫ2(ρ
B) for small ǫ1, ǫ2 ∈ [0, 1]. In fact, Busch, Heinonen and Lahti [12] proved that between position
Q and momentum P of a particle, it holds that
Wǫ1(ρ
Q) ·Wǫ2(ρP ) ≥ 2π~ · (1 − ǫ1 − ǫ2)2, (1)
for any state ρ and ǫ1, ǫ2 > 0 with ǫ1 + ǫ2 ≤ 1, where ΩP = ΩQ = R is equipped with Euclidean distance d(x, y) =
|x− y|.
B. Approximate joint measurement
Position and momentum cannot be measured simultaneously, which was first identified by Heisenberg using a
Gedankenexperiment. Busch and Pearson formulated the limitation for joint measurement of position and momentum
in terms of an error bar. Their formulation is based on the following operationally relevant idea. To estimate the
quality of a measurement device, one may prepare a state that is well localized with respect to an ideal observable
and then measure an approximate observable to detect the magnitude of error. The precise definition is as follows.
Suppose E is a PVM on a metric space (Ω, d). Let E1 be a POVM on (Ω, d). For each ǫ ∈ [0, 1], δ > 0, the error of
E1 relative to E is defined by
Wǫ,δ(E1, E) := inf{w > 0|∀x ∈ Ω, ∀ρ ∈ S(H) : ρE(Od(x, δ)) = 1⇒ ρE1(Od(x,w)) ≥ 1− ǫ}.
The error is an increasing function of δ. Busch and Pearson defined the error bar width of E1 relative to E as
Wǫ(E1, E) := infδWǫ,δ(E1, E) = lim
δ→0
Wǫ,δ(E1, E).
To discuss an approximate joint measurement of a pair of PVMs A on ΩA and B on ΩB, we consider a POVM
M defined on ΩA × ΩB. M naturally defines a POVM M1 (resp. M2) on ΩA (resp. ΩB) by M1(∆) := M(∆ × ΩB)
(resp. M2(∆
′) := M(ΩA × ∆′) ). The quality of approximation is characterized by Wǫ1(M1, A) and Wǫ2(M2, B).
When both values vanish simultaneously for some POVM M , A and B are said to be jointly measurable. Busch and
Pearson proved that for the position and momentum of a quantum particle,
Wǫ1(M1, Q) · Wǫ2(M2, P ) ≥ 2π~(1− ǫ1 − ǫ2)2 (2)
3holds for ǫ1, ǫ2 > 0 with ǫ1 + ǫ2 ≤ 1.
For a finite Ω, the error bar width can be expressed without introducing δ. In fact, it holds that
Wǫ(E1, E) = inf{w > 0|∀x ∈ Ω, ∀ρ ∈ S(H) : ρE({x}) = 1⇒ ρE1(Od(x,w)) ≥ 1− ǫ}. (3)
Because we treat observables with finite outcomes in this paper, this expression is employed. In the following, a
POVM on a finite set Ω is written explicitly for each point in Ω. That is, by a POVM {Ax}x∈Ω, we mean that for
each x ∈ Ω, Ax ≥ 0 is satisfied, and
∑
x∈ΩAx = 1 holds.
III. LOCALIZABILITY AND MEASURABILITY IN A FINITE-DIMENSIONAL SYSTEM
As described above, Busch and Pearson showed a trade-off inequality between the error bar width Wǫ1(M1, Q)
and Wǫ2(M2, P ). It should be noted that the form of the bound for joint measurement (2) is identical with that
for joint localization (1). In the following, we show that this type of agreement between joint localizability and joint
measurement generally exists for finite-dimensional Hilbert spaces. The following theorem shows a simple relationship
between the overall width and error bar width. On the basis of this theorem, one can see that if there exists a bound
on joint localizability, a similar bound holds for joint measurability.
Theorem 1 Let H be an N -dimensional Hilbert space. Suppose that we have a pair of PVMs A = {Ax}x∈ΩA and
B = {By}y∈ΩB , where (ΩA, dA) and (ΩB , dB) are finite metric spaces. We consider a POVM M = {Mxy}(x,y)∈ΩA×ΩB
to perform an approximate joint measurement of A and B. M1 and M2 denote marginal POVMs obtained from M .
For any ǫ1, ǫ2 ∈ [0, 1] with ǫ1 + ǫ2 ≤ 1, there exists ρ ∈ S(H) satisfying
Wǫ1(M1, A) ≥ Wǫ1+ǫ2(ρA)
Wǫ2(M2, B) ≥ Wǫ1+ǫ2(ρB).
Proof: Because ΩA and ΩB are finite sets (|ΩA|, |ΩB| ≤ N), we employ (3) to discuss the error bar width. For
each x ∈ ΩA, a state ρx is chosen so as to satisfy ρAx ({x}) = 1. (Note that ρx is not uniquely determined in general,
because Ax may be degenerate.) Let {pA(x)}x∈ΩA be a probability distribution on ΩA. Suppose that we prepare
ρx with probability pA(x) and then measure M . We denote by pM|A(x′, y′|x) the conditional probability to obtain
(x′, y′) ∈ ΩA × ΩB when we prepared ρx. According to the definition of Wǫ1(M1, A), for any w1 ≥ Wǫ1(M1, A) and
for each x ∈ ΩA, it holds that
∑
x′∈OdA (x,w1)
∑
y′∈ΩB
pM|A(x′, y′|x) ≥ 1− ǫ1.
This inequality implies
∑
x∈ΩA
∑
x′∈OdA (x,w1)
∑
y′∈ΩB
pM|A(x′, y′|x)pA(x) ≥ 1− ǫ1. (4)
Let us denote by pA|M (x|x′, y′) a posterior probability representing that the prepared state is ρx when (x′, y′) ∈ ΩA×
ΩB is obtained by the measurement ofM . According to the Bayes rule, pM|A(x′, y′|x)pA(x) = pAM (x′, y′)pA|M (x|x′, y′)
holds, where pAM (x
′, y′) is the probability to obtain outcome (x′, y′) ∈ ΩA×ΩB. Thanks to the symmetry of the metric,
the above inequality (4) can be rewritten as
∑
(x′,y′)∈ΩA×ΩB
∑
x∈OdA (x′,w1)
pAM (x
′, y′)pA|M (x|x′, y′) ≥ 1− ǫ1. (5)
Similarly, for each y ∈ ΩB, a state σy is chosen so as to satisfy σBy ({y}) = 1. Let {pB(y)}y∈ΩB be a probability
distribution on ΩB. Suppose that we prepare σy with probability pB(y) and then measure M . We denote by
pM|B(x′, y′|y) the conditional probability to obtain (x′, y′) ∈ ΩA×ΩB when we prepared σy. For any w2 ≥ Wǫ2(B,M2),
it holds that ∑
x′∈ΩA
∑
y′∈OdB (y,w2)
pM|B(x
′, y′|y) ≥ 1− ǫ2.
4We thus obtain ∑
(x′,y′)∈ΩA×ΩB
∑
y∈OdB (y′,w2)
pBM (x
′, y′)pB|M (y|x′, y′) ≥ 1− ǫ2, (6)
where pBM (x
′, y′) is the probability to obtain (x′, y′) ∈ ΩA × ΩB by measuring M in this protocol, and pB|M (y|x′, y′)
denotes a posterior probability representing that the prepared state is σy when (x
′, y′) ∈ ΩA × ΩB is obtained by
measuring M .
While the above two probabilities pAM (x
′, y′) and pBM (x
′, y′) are different in general, they coincide with each other
if
∑
x∈ΩA pA(x)ρx =
∑
y∈ΩB pB(z)σz is satisfied. We construct such a pair of ensembles below.
We employ the remote state preparation technique. H = CN has an orthonormalized basis {ei} (i = 1, 2, . . . , N).
Let us consider an auxiliary N -dimensional Hilbert space Haux and the composite system K := Haux ⊗ H. We
denote by {ai}i=1,2,...,N an orthonormalized basis of Haux. A normalized vector Φ0 := 1√N
∑
i ai ⊗ ei is a maximally
entangled state over the composite system. We define an antiunitary operator J : K → K by
J(
∑
i
∑
j
cijai ⊗ ej) =
∑
i
∑
j
cijaj ⊗ ei,
which satisfies J2 = 1. It is easy to see that for an arbitrary operator X ∈ B(H), (1⊗X)Φ0 = J(1⊗X∗)JΦ0 holds.
Moreover, X˜ =
∑
i,j(ej , Xei)|ai〉〈aj | ∈ B(Haux) satisfies J(1 ⊗X∗)J = X˜ ⊗ 1. This correspondence defines a map
γ : B(H) → B(Haux) by γ(X) = X˜. This map γ is a bijective linear map from B(H) to B(Haux). It maps the
identity operator 1 on H to the identity operator 1 on Haux. In addition, it is a positive map. That is, γ(X) ≥ 0 holds
for X ≥ 0. Therefore we can define its dual γ∗ as a map from S(Haux) to S(H) satisfying tr(ργ(X)) = tr(γ∗(ρ)X)
for all X ∈ B(H). In addition, γ(X) becomes a projection for projection X .
For PVM A = {Ax}, we define pA(x) := (Φ0, (1⊗Ax)Φ0) and
ρx :=
trHaux((1⊗Ax)|Φ0〉〈Φ0|(1⊗Ax))
pA(x)
,
where trHaux represents a partial trace with respect to Haux. It is easy to see that this state satisfies ρAx ({x}) = 1.
In addition,
∑
x pA(x)ρx =
1
N holds. In fact, as {γ(Ax)}x∈ΩA becomes a PVM on Haux, we obtain for any operator
X on H,
∑
x∈ΩA
p(x)tr(ρxX) =
∑
x∈ΩA
(Φ0, (γ(Ax)⊗X)Φ0) = (Φ0, (1⊗X)Φ0) = tr
(
1
N
X
)
.
Similarly, for each y ∈ ΩB we put pB(y) = (Φ0, (1⊗By)Φ0) and
σy :=
trHaux((1⊗By)|Φ0〉〈Φ0|(1⊗By))
pB(y)
,
which satisfies
∑
y∈ΩB pB(y)σy =
1
N .
Because the ensembles constructed above satisfy
∑
x∈ΩA pA(x)ρx =
∑
y∈ΩB pB(y)σz , p
A
M (x, y) = p
B
M (x, y) =:
pM (x, y) holds for each (x, y) ∈ ΩA × ΩB . Therefore, (5) and (6) can be combined to show
∑
(x′,y′)∈ΩA×ΩB
pM (x
′, y′)

 ∑
x∈OdA (x′,w1)
pA|M (x|x′, y′) +
∑
y∈OdB (y′,w2)
pB|M (y|x′, y′)

 ≥ 2− ǫ1 − ǫ2.
This inequality implies that there exists (x′, y′) ∈ ΩA × ΩB satisfying pM (x′, y′) 6= 0 and
∑
x∈OdA (x′,w1)
pA|M (x|x′, y′) +
∑
y∈OdB (y′,w2)
pB|M (y|x′, y′) ≥ 2− ǫ1 − ǫ2. (7)
We rewrite the left-hand side of the above inequality below. Let us note that the joint probability pM|A(x′, y′|x)pA(x)
can be expressed as
pM|A(x′, y′|x)pA(x) = pA(x)tr(ρxMx′y′) = (Φ0, (γ(Ax)⊗Mx′y′)Φ0).
5Because pM (x
′, y′) = (Φ0, (1⊗Mx′y′)Φ0) holds, using the Bayes rule we obtain
pA|M (x|x′, y′) =
(Φ0, (γ(Ax)⊗Mx′y′)Φ0)
(Φ0, (1⊗Mx′y′)Φ0) .
Defining a state Θx′y′ of an auxiliary system Haux by
Θx′y′ :=
trH
(
(1⊗M1/2x′y′)|Φ0〉〈Φ0|(1⊗M1/2x′y′)
)
(Φ0, (1⊗Mx′y′)Φ0) ,
we obtain pA|M (x|x′, y′) = tr(Θx′y′γ(Ax)). Similarly, we obtain pB|M (y|x′, y′) = tr(Θx′y′γ(By)). Thus (7) can be
written as
tr

Θx′y′ ∑
x∈OdA (x′,w1)
γ(Ax)

+ tr

Θx′y′ ∑
y∈OdB (y′,w2)
γ(By)

 ≥ 2− ǫ1 − ǫ2.
This can be rewritten as
tr

γ∗(Θx′y′) ∑
x∈OdA (x′,w1)
Ax

+ tr

γ∗(Θx′y′) ∑
y∈OdB (y′,w2)
By

 ≥ 2− ǫ1 − ǫ2, (8)
where γ∗ : S(HA)→ S(H) is the dual map of γ. Because each term of the left-hand side of (8) is smaller than 1, we
obtain an important observation: for all ǫ1, ǫ2 ∈ [0, 1] with ǫ1 + ǫ2 ≤ 1 it holds that
w1 ≥ Wǫ1+ǫ2(γ∗(Θx′y′)A)
w2 ≥ Wǫ1+ǫ2(γ∗(Θx′y′)B).
Because w1 and w2 are arbitrary numbers satisfying w1 ≥ Wǫ1(M1, A) and w2 ≥ Wǫ2(M2, B), we obtain
Wǫ1(M1, A) ≥ Wǫ1+ǫ2(γ∗(Θx′y′)A) (9)
Wǫ2(M2, B) ≥ Wǫ1+ǫ2(γ∗(Θx′y′)B). (10)
Thanks to this theorem, we can estimate the limitation on joint measurement by using a limitation on joint localization.
That is, if we have a bound on joint localization in the state-independent form, we can obtain a corresponding bound
on joint measurement.
While the above theorem shows a directly applicable relationship, it is often possible to obtain a better bound by
employing (8) as a starting point. We obtain the following theorem.
Theorem 2 Let H be an N -dimensional Hilbert space. Suppose that we have a pair of PVMs A = {Ax}x∈ΩA and
B = {By}y∈ΩB , where (ΩA, dA) and (ΩB, dB) are metric spaces. We consider a POVM M = {Mxy}(x,y)∈ΩA×ΩB to
perform an approximate joint measurement of A and B. M1 and M2 denote marginal POVMs obtained from M . The
following statements hold.
(i) For ǫ1, ǫ2 ∈ [0, 1] with ǫ1 + ǫ2 ≤ 1 and for any state ρ, the overall widths Wǫ1(ρA) and Wǫ2(ρB) satisfy
max
x∈ΩA
∣∣OdA (x,Wǫ1(ρA))∣∣ · max
y∈ΩB
∣∣OdB (y,Wǫ2(ρB))∣∣ ≥ (1 − ǫ1 − ǫ2)
2
maxx∈ΩA,y∈ΩB tr(AxBy)
,
where |X | means the counting measure (cardinality) of the set X.
(ii) For ǫ1, ǫ2 ∈ [0, 1] with ǫ1 + ǫ2 ≤ 1, the error bar widths Wǫ1(M1, A) and Wǫ2(M2, B) satisfy
max
x∈ΩA
|OdA (x,Wǫ1(M1, A))| · max
y∈ΩB
|OdB (y,Wǫ2(M2, B))| ≥
(1− ǫ1 − ǫ2)2
maxx∈ΩA,y∈ΩB tr(AxBy)
.
Proof: (i) We employ a strategy of the proof for (1) in [12]. According to the Landau-Pollak uncertainty relation,
for any state ρ it holds that
∑
x′∈OdA (x,Wǫ1(ρ))
tr(ρAx′) +
∑
y′∈OdB (y,Wǫ2 (ρ))
tr(ρBy′) ≤ 1 +
∥∥∥∥∥∥
∑
x′∈OdA (x,Wǫ1 (ρ))
Ax′
∑
y′∈OdB (y,Wǫ2 (ρ))
By′
∥∥∥∥∥∥ .
6Because ‖a‖ ≤ tr(a∗a)1/2 holds for an arbitrary operator a, we obtain
∥∥∥∥∥∥
∑
x′∈OdA (x,Wǫ1 (ρ))
Ax′
∑
y′∈OdB (y,Wǫ2 (ρ))
By′
∥∥∥∥∥∥ ≤

 ∑
x′∈OdA(x,Wǫ1(ρA))
∑
y′∈OdB (y,Wǫ2 (ρB))
tr (By′Ax′By′)


1/2
≤ max
x∈ΩA
∣∣OdA (x,Wǫ1(ρA))∣∣1/2 · max
y∈ΩB
∣∣OdB (y,Wǫ2(ρB))∣∣1/2
· max
x′∈ΩA,y′∈ΩB
tr (Ax′By′)
1/2
,
where we used By1By2 = δy1y2By1 . Because there exist x ∈ ΩA and y ∈ ΩB such that
(1 − ǫ1) + (1 − ǫ2) ≤
∑
x′∈OdA (x,Wǫ1 (ρ))
tr(ρAx′) +
∑
y′∈OdB (y,Wǫ2(ρ))
tr(ρBy′)
the claim (i) follows.
(ii) Instead of applying Theorem 1 directly, we start with (8) to obtain a better bound. Putting w1 =Wǫ1(M1, A)
and w2 =Wǫ2(M2, B), we obtain∑
x∈OdA (x′,Wǫ1 (M1,A))
tr (γ∗(Θx′y′)Ax) +
∑
y∈OdB (y′,Wǫ2 (M2,B))
tr (γ∗(Θx′y′)By) ≥ 2− ǫ1 − ǫ2.
Mimicking the argument in the proof of (i), we obtain the claim (ii).
The above theorem can be applied to the following examples.
Example 1 (A qubit)
As the simplest example we consider a qubit described by a two-dimensional Hilbert space H = C2. We write a
standard basis |z〉 for z ∈ {0, 1}. Its conjugate basis is written as |x〉, where |0〉 := 1√
2
(|0〉+|1〉) and |1〉 := 1√
2
(|0〉−|1〉).
We consider a pair of PVMs X = {Xx}x∈ΩX = {|x〉〈x|}x∈ΩX and Z = {Zz}z∈ΩZ = {|z〉〈z|}z∈ΩZ , both of which are
defined on a metric space ΩX = ΩZ = {0, 1}. This space {0, 1} is equipped with a distance defined by d(0, 1) =
d(1, 0) = 1. The noncommutativity between X and Z is quantified as tr(XxZz) =
1
2 for each x, z ∈ {0, 1}. Thus it
holds for any ǫ1, ǫ2 ∈ [0, 1] with ǫ1 + ǫ2 ≤ 1 that
max
z∈ΩZ
∣∣Od (z,Wǫ1(ρZ))∣∣ · max
x∈ΩX
∣∣Od (x,Wǫ2(ρX))∣∣ ≥ 2(1− ǫ1 − ǫ2)2. (11)
For ǫ1 = ǫ2 = 0, it follows that
max
z∈ΩZ
∣∣Od (z,W0(ρZ))∣∣ · max
x∈ΩX
∣∣Od (x,W0(ρX))∣∣ ≥ 2.
This inequality implies that if maxx∈ΩX
∣∣Od (x,W0(ρX))∣∣ = 1 holds, maxz∈ΩZ ∣∣Od (z,W0(ρZ))∣∣ = 2 must be satisfied.
That is, there is no state that simultaneously yields a sharp localization for X and Z. In addition, (11) implies that
ǫ1 + ǫ2 ≥ 1 − 1√2 must be satisfied so that both maxz∈ΩZ
∣∣Od (z,Wǫ1(ρZ))∣∣ = 1 and maxx∈ΩX ∣∣Od (x,Wǫ2(ρX))∣∣ = 1
hold. That is, it holds for any state ρ that
max
z∈ΩZ
ρZ({z}) + max
x∈ΩX
ρX({x}) ≤ 1 + 1√
2
.
This inequality agrees with the Landau-Pollak uncertainty relation.
Similarly, it holds for any POVM M on ΩZ × ΩX that
max
z∈ΩZ
|Od (z,Wǫ1(M1, Z))| · max
x∈ΩX
|Od (x,Wǫ2(M2, X))| ≥ 2(1− ǫ1 − ǫ2)2.
This inequality implies that ǫ1 + ǫ2 ≥ 1 − 1√2 must be satisfied so that both maxz∈ΩZ |Od (z,Wǫ1(M1, Z))| = 1 and
maxx∈ΩX |Od (x,Wǫ2(M2, X))| = 1 hold. Choose ǫ1 and ǫ2 so as to satisfy
1− ǫ1 = min
z∈ΩZ
tr (|z〉〈z|M1z)
1− ǫ2 = min
x∈ΩX
tr (|x〉〈x|M2x) ,
7where M1 and M2 are marginal POVMs of M . Because tr (|z〉〈z|M1z) ≥ 1 − ǫ1 is satisfied for each z ∈ ΩZ ,
maxz∈ΩZ |Od (z,Wǫ1(M1, Z))| = 1 holds. Similarly, maxx∈ΩX |Od (x,Wǫ2(M2, X))| = 1 follows. Thus it holds that
min
z∈ΩZ
tr (|z〉〈z|M1z) + min
x∈ΩX
tr (|x〉〈x|M2x) ≤ 1 + 1√
2
.
Example 2 (Position and momentum on a torus)
We consider a quantum particle confined in a torus T2 = [0, 2π)× [0, 2π) with ~ = 2πN for some integer N ≥ 2. The
system is described by a Weyl algebra (or rotation algebra) which is generated by u and v satisfying u∗u = v∗v = 1
and uv = ei~vu. The algebra can be represented on an N -dimensional Hilbert space. H ≃ CN has an orthonormalized
basis {|n〉}n=0,1,...,N . u and v act on H as u|n〉 = ei 2πnN |n〉 and v|n〉 = |n + 1〉. A PVM corresponding to position is
Q = {|n〉〈n|}n∈ΩQ , and a PVM corresponding to momentum is P = {|k〉〈k|}k∈ΩP , where ΩQ = ΩP = {0, 1, . . . , N−1}
and |k〉 = 1√
N
∑N−1
n=0 e
−i 2πkn
N |n〉. Their noncommutativity is expressed by tr(|n〉〈n|k〉〈k|) = 1N for each n ∈ ΩQ and
k ∈ ΩP . A metric on ΩQ is introduced by dQ(m,n) := min{ 2πN (m − n+ Nt)|t ∈ Z,m − n + Nt ≥ 0}, and a metric
on ΩP is introduced by dP (k, l) := min{ 2πN (k − l+Ns)|s ∈ Z, k − l+Ns ≥ 0}. Because |OdQ(m,w1)| ≤ w1N2π + 1 and
|OdP (n,w2)| ≤ w2N2π + 1 hold for any m ∈ ΩQ, n ∈ ΩP , and w1, w2 ≥ 0, it holds for any ρ ∈ S(H), and ǫ1, ǫ2 ∈ [0, 1]
with ǫ1 + ǫ2 ≤ 1 that (
Wǫ1(ρ
Q) +
1
N
)
·
(
Wǫ2(ρ
P ) +
1
N
)
≥ 2π~(1− ǫ1 − ǫ2)2.
In addition, it holds for any POVM M = {Mnk}(n,k)∈ΩQ×ΩP that(
Wǫ1(M1, Q) +
1
N
)
·
(
Wǫ2(M2, P ) +
1
N
)
≥ 2π~(1− ǫ1 − ǫ2)2.
Example 3 (N-qubit)
Consider an N -qubit system described by a Hilbert space H = C2⊗C2⊗· · ·⊗C2 (N times). We write a standard basis
|z〉 = |z1〉⊗|z2〉⊗· · ·⊗|zN〉 for z = z1z2 · · · zN ∈ {0, 1}N . Its conjugate basis is written as |x〉 = |x1〉⊗|x2〉⊗· · ·⊗|xN 〉,
where |0〉 := 1√
2
(|0〉 + |1〉) and |1〉 := 1√
2
(|0〉 − |1〉). We consider a pair of PVMs X = {Xx}x∈ΩX = {|x〉〈x|}x∈ΩX
and Z = {Zz}z∈ΩZ = {|z〉〈z|}z∈ΩZ , both of which are defined on a metric space ΩX = ΩZ = {0, 1}N . While
{0, 1}N is equipped with a natural distance called Hamming distance dH , we employ its rescaled version d defined as
d(x1, x2) :=
dH(x1,x2)
2N for x1, x2 ∈ {0, 1}N . The noncommutativity between X and Z is quantified as tr(XxZz) = 12N .
For any w ∈ [0, 14 ] and x ∈ {0, 1}N , it holds that |O(x,w)| = |{y ∈ {0, 1}N |dH(x, y) ≤ wN}| ≤ 2Nh(w), where
h(w) := −w logw − (1− w) log(1 − w). Thus it holds for any ǫ1, ǫ2 ∈ [0, 1) with ǫ1 + ǫ2 < 1 and for any state ρ that
h(Wǫ1(ρ
Z)) + h(Wǫ2(ρ
X)) ≥ 1 + 2
N
log(1− ǫ1 − ǫ2).
In addition it holds for any POVM M on ΩZ × ΩX that
h(Wǫ1(M1, Z)) + h(Wǫ2(M2, X)) ≥ 1 +
2
N
log(1− ǫ1 − ǫ2).
IV. OTHER MEASURES FOR JOINT MEASURABILITY
A. Werner’s geometric measure
In [9], Werner discussed the uncertainty relation for joint measurement of position and momentum by employing
Monge distance on a space of probability measures. While he defined a distance between a pair of POVMs on a
general metric space, we treat only a finite metric space in this paper. His key idea is to consider the Lipshitz ball of
a space of functions in order to take into consideration the metric structure of the space (Ω, d). The Lipshitz ball is
defined by Λ := {f : Ω → R|∀x, y ∈ Ω, |f(x) − f(y)| ≤ d(x, y)}. He defined a distance between a pair of POVMs F1
and F2 on a metric space (Ω, d) by
DW (F1, F2) := sup
ρ∈S(H)
sup
f∈Λ
|tr(ρ(F1(f)− F2(f))|
= sup
f∈Λ
‖F1(f)− F2(f)‖,
8where F (f) :=
∑
x∈Ω Fxf(x) for a POVM F and a function f : Ω→ R.
Busch and Pearson [10] proved the following relationship between the error bar width for finite ǫ and the geometric
distance. (While their statement is restricted on observables on R, the proof holds for observables on a general metric
space (Ω, d). )
Proposition 1 ([10]) For any POVM E1 on a (finite) metric space (Ω, d), a PVM E on (Ω, d) and ǫ ∈ (0, 1], it holds
that
Wǫ(E1, E) ≤ 2
ǫ
DW (E1, E).
Combining this proposition with our theorem, we obtain the following.
Theorem 3 Let H be an N -dimensional Hilbert space. Suppose that we have a pair of PVMs A = {Ax}x∈ΩA and
B = {By}y∈ΩB , where ΩA (resp. ΩB) is equipped with a metric dA (resp. dB). We consider a POVM M =
{Mxy}(x,y)∈ΩA×ΩB to perform an approximate joint measurement of A and B. M1 and M2 denote marginal POVMs
obtained from M . For any ǫ1, ǫ2 ∈ (0, 1) with ǫ1 + ǫ2 < 1, there exists ρ ∈ S(H) satisfying
DW (M1, A) ≥ ǫ1
2
Wǫ1+ǫ2(ρ
A)
DW (M2, B) ≥ ǫ2
2
Wǫ1+ǫ2(ρ
B).
B. l∞ distance
In [11], Miyadera and Imai discussed the uncertainty relation for a pair of general discrete POVMs by employing
l∞ distance on a space of probability distributions. For POVMs E1 = {E1x}x∈Ω and E2 = {E2x}x∈Ω, their l∞ distance
is defined by
D∞(E1, E2) := sup
ρ
max
x∈Ω
|tr(ρ(E1x − E2x))|
= max
x∈Ω
‖E1x − E2x‖.
As this measure does not consider a metric structure, it is not related to the overall width directly. Instead, we need
the following quantity characterizing joint localizability.
For any probability distribution on a finite set Ω, we define its minimum localization error by
LE(p) := 1−max
x∈Ω
p(x).
This quantity is vanishing if and only if there exists x ∈ Ω such that p(x) = 1. For POVM A = {Ax}x∈Ω and state
ρ ∈ S(H), LE(ρA) characterizes the localization property of ρA. We have the following theorem.
Theorem 4 Let H be an N -dimensional Hilbert space. Suppose that we have a pair of PVMs A = {Ax}x∈ΩA and
B = {By}y∈ΩB . We consider a POVM M = {Mxy}(x,y)∈ΩA×ΩB to perform an approximate joint measurement of A
and B. M1 and M2 denote marginal POVMs obtained from M .
There exists ρ ∈ S(H) satisfying
D∞(M1, A) +D∞(M2, B) ≥ LE(ρA) + LE(ρB).
Proof: We sketch the proof as it employs a technique similar to the proof of Theorem 1. We use the quantities
introduced there. Consider the maximally entangled state Φ0 ∈ Haux ⊗H and the remote state preparation by using
{γ(Ax)}x∈ΩA and {γ(By)}y∈ΩB as in the proof of Theorem 1. We measure M on H. From the definition of l∞
distance, there exist x ∈ ΩA and y ∈ ΩB such that
1−
∑
y′∈ΩB
pM|A(x, y′|x) ≤ D∞(M1, A)
1−
∑
x′∈ΩA
pM|B(x′, y|y) ≤ D∞(M2, B)
9hold. It follows that
1−
∑
x∈ΩA
∑
y∈ΩB
pM|A(x, y|x)pA(x) ≤ D∞(M1, A)
1−
∑
x∈ΩA
∑
y∈ΩB
pM|B(x, y|y)pB(y) ≤ D∞(M2, B).
Thanks to the Bayes theorem, these inequalities imply
1−
∑
x,y
pA|M (x|x, y)pM (x, y) ≤ D∞(M1, A)
1−
∑
x,y
pB|M (y|x, y)pM (x, y) ≤ D∞(M2, B).
Thus there exists (x, y) ∈ ΩA × ΩB such that
(1 − pA|M (x|x, y)) + (1− pB|M (y|x, y)) ≤ D∞(M1, A) +D∞(M2, B).
As pA|M (x|x, y) = tr(γ∗(Θxy)Ax) and pB|M (y|x, y) = tr(γ∗(Θxy)By) hold, we obtain
LE(γ∗(Θxy)A) + LE(γ∗(Θxy)B) ≤ D∞(M1, A) +D∞(M2, B).
This completes the proof.
As the right-hand side of the inequality in Theorem 4 can be bounded by the Landau-Pollak uncertainty relation, we
can obtain a bound for the l∞ distance.
Corollary 1 Let H be an N -dimensional Hilbert space. Suppose that we have a pair of PVMs A = {Ax}x∈ΩA and
B = {By}y∈ΩB . We consider a POVM M = {Mxy}(x,y)∈ΩA×ΩB to perform an approximate joint measurement of A
and B. M1 and M2 denote marginal POVMs obtained from M . It holds that
D∞(M1, A) +D∞(M2, B) ≥ 1− max
(x,y)∈ΩA×ΩB
‖AxBy‖.
It is interesting to compare this corollary with a bound obtained in [11]:
2D∞(M1, A)D∞(M2, B) +D∞(M1, A) +D∞(M2, B) + 4D∞(M1, A)1/2D∞(M2, B)1/2 ≥ max
x,y
‖[Ax, By]‖. (12)
A simple example treating a qubit illustrates that Corollary 1 is better in some region and worse in other region than
(12). We will investigate their comparison in detail elsewhere.
V. DISCUSSION
In this paper, we investigated the relationships between two aspects of quantum uncertainty: joint localizability
and joint measurability. To characterize these properties, Busch and Pearson introduced the overall width and the
error bar width. In Theorem 1, we showed a simple relationship between them. Our theorem implies that if there
is a bound on joint localizability, it is possible to obtain a similar bound on joint measurability. While in heuristic
arguments, the bound for joint measurement is often substituted without any rationale by that for joint localizability,
which is easier to derive, our result provides a reasonable basis for this substitution. In addition, as by-products, we
proved trade-off inequalities representing the limitations to joint localizability and measurability for a pair of general
PVMs in a finite-dimensional system. In contrast to Busch and Pearson’s derivation, we did not require any concrete
form of M .
Although our result is applicable to a pair of general PVMs in finite-dimensional systems, it is impossible to treat
a single particle on R, which needs an infinite-dimensional Hilbert space. Because our proof of Theorem 1 mainly
depends on the properties of vector Φ0 whose form is meaningless in an infinite dimensional Hilbert space, it is
impossible to extend our theorem directly to the infinite-dimensional case. Nevertheless, as Keyl, Schlingemann and
Werner discussed [14], some observable algebras yield a maximally entangled state as a linear functional. In the GNS
representation of such a state, one can define an antiunitary operator J that works for the remote state preparation.
In such a case, even if ΩA and ΩB are continuous, they can be treated almost similarly to the finite-dimensional case
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if ΩA and ΩB are compact. This, however, is not the case for a single particle moving on R. Normally, its Hilbert
space is described by H = L2(R). One can define an EPR state as a linear functional over the Weyl algebra for two
particles. Although the state cannot be represented as a density operator in the original Hilbert space, because of
the Hahn-Banach theorem, the linear functional can be extended to B(Haux) ⊗B(H). Another problem arises from
the non-compactness of R: because the EPR state is singular, for any compact set ∆ ⊂ R, the expectation values
of Q(∆) and P (∆) vanish. Therefore, depending on the probability, our argument cannot be justified. In fact, the
expectation value of Q(∆) for ∆ ⊂ R does not satisfy σ-additivity. To treat these issues, more mathematical detail
is required.
Our theorem shows that if a pair of PVMs is not jointly localizable, the pair is not jointly measurable. In general,
the opposite does not hold. Let us consider a three-dimensional Hilbert space C3 = C⊕C2. We define a pair of PVMs
A and B as follows. A = {A0, A1, A2} is defined by A0 = 1C ⊕ 0, A1 = |0〉〈0| and A2 = |1〉〈1|. B = {B0, B1, B2}
is defined by B0 = 1C ⊕ 0, B1 = |0〉〈0| and B2 = |1〉〈1|, where |0〉 := 1√2 (|0〉 + |1〉) and |1〉 := 1√2 (|0〉 − |1〉).
These observables are jointly localizable but are not jointly measurable. However, because this example is somewhat
artificial, it would be interesting to pursue a suitable definition of joint localizability to overcome this unconformity.
In addition, from a foundational viewpoint, it would be interesting to examine whether the relationship between
joint localizability and measurability is characteristic in quantum theory. For instance, in a broad framework called
quantum logic that enables us to treat general theories, we can construct a theory that yields joint measurability
but does not have joint localizability. In fact, a theory described by the Fano plane [15] has only one unique state
that is not localized with respect to any observables. Any observables in this theory, however, are trivially jointly
measurable. This example is rather artificial and could be avoided if one introduces additional natural conditions.
We hope to discuss such problems elsewhere.
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