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Abstract 
Frougny, Ch., Confluent linear numeration systems, Theoretical Computer Science 106 (1992) 
183-219. 
Numeration systems where the basis is defined by a linear recurrence with integer coefficients are 
considered. A rewriting system is associated with the recurrence. In this paper we study the case 
when it is confluent. We prove that the function of normalization which tramforms any representa- 
tion of an integer into the normal one - obtained by the usual algorithm -can be realized by a finite 
automaton which is the composition ofa left subsequential transducer and of a right subsequential 
transducer associated with the rewriting system. Addition of integers in a confluent linear 
numeration system is also computable by a finite automaton. These results extend to the representa- 
tion of real numbers in basis 0, where 0 is the dominant root of the characteristic polynomial of the 
recurrence. 
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1. Introduction 
In this paper we study numeration systems where the basis is not a geometric 
progression but a sequence of integers given by a linear recurrence relation, a para- 
digm being the sequence of Fibonacci numbers. It is well known that every integer can 
be represented in the Fibonacci numeration system with digits 0 and 1. The repre- 
sentation is not unique, but one of them - the one which does not contain two 
consecutive l’s (cf. [20, 151) -is distinguished. More generally, let U be a sequence of 
numbers defined by the linear recurrence relation of order m 3 2: 
Ufl+l?l =U1u,+,-1+.‘.fU,u,, 
where the ai’s, 1 <idm, belong to N, a, 3 1. 
By the usual algorithm, every integer can be represented with respect to the basis 
U with digits from a set that we call the canonical alphabet. It is the minimal alphabet 
on which every integer can be represented. This representation is said to be the normal 
representation. It is the greatest for the lexicographical ordering of all the representa- 
tions of that integer having the same length. The process of converting any representa- 
tion on the canonical alphabet into the normal one is called normalization. 
Our purpose is to study the process of normalization and the operation of ad- 
dition in these numeration systems, which we call linear numeration systems. Let 
C = (0, . , c} be a finite alphabet of integers, c 3 1, containing the canonical alphabet 
A. From the numerical equality Oar . ..a. = Lf 10” we get 
x0x, . ..x. =L.(.xo+ 1)(.x1-a,)...(.%,-&). 
A rewriting system pc generated by the rule Ou, . a, + 10” on C * is defined by 
pc=jx()x, . ..x. ~(_u,+l)(x,-u~)...(X,-ua,))O~x~~c-l, 
UidXidC, 1 ,<idm}. 
We prove that this rewriting system is confluent if and only if al =...=u,,,_r =c 
(Proposition 5.6). In that case the linear recurrence is denoted by 
4z+m=wl+m-, +.,.+au,+,+bu,, 
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with a > b >, 1. For initial conditions we take u0 = 1, Ui = (a + l)‘, 1 d i < m - 1. We call 
confluent linear numeration systems the numeration systems defined by such a 
recurrence. The canonical alphabet is thus A = (0,. . . , a}. It is noteworthy that the 
rewriting system is not confluent on an alphabet strictly containing the canonical one. 
From now on the numeration systems we consider are confluent. We prove that the 
normalization in a confluent numeration system can be computed by a finite auto- 
maton, more precisely that it is obtained by the composition of a left subsequential 
transducer and of a right subsequential transducer associated with the rewriting 
system pA (Theorem 7.1). 
Let us now consider a representation written on an alphabet containing the 
canonical one. We show that it is possible to transform that representation into 
a word on the canonical alphabet having the same value by means of a left sub- 
sequential transducer (Theorem 8.3). The proof is quite technical because the 
rewriting system is not confluent. This result allows us to prove that the process of 
addition can be realized by a finite automaton: to perform the addition of two integers 
one adds their representations digit by digit without carry. That gives a word on the 
double alphabet, which is then transformed by the left subsequential transducer of 
Theorem 8.3. 
At the same time we treat the representation of real numbers in basis 8, where 0 is 
the dominant root of the characteristic polynomial of the linear recurrence. We recall 
the algorithm which gives the normal Q-representation of a real number, usually called 
the Q-development (or &expansion) in the literature [18]. The B-shift is the closure of 
the set of infinite sequences which are the Q-developments of numbers of [0, l[. The 
properties of the e-shift have been largely studied (cf. [17, 4, 61). 
From a theorem of Bertrand-Mathis [S] we deduce that the set of normal repre- 
sentations of integers in a confluent numeration system is exactly the set of finite 
factors of elements of the associated &shift, as in the classical K-ary systems, K integer 
2 2. The notion of normalization is defined for the @representation similarly as the 
integer case. We show that the normalization and the addition of real numbers 
represented in basis 0, where 0 is the dominant root of the characteristic polynomial of 
a confluent linear numeration system, satisfy the same properties as in the integer case, 
by using the notion of infinite behavior of finite automata and transducers. 
This paper is an extension of the Fibonacci case [ 111. Results on linear numeration 
systems where the coefficients of the recurrence belong to Z can be found in [12]. 
2. Representation of integers 
We consider only positive integers. 
Definition 2.1. A numeration system is given by a strictly increasing sequence 
LJ=(%Jn*O of positive integers, with u,, = 1, called the basis, and a finite subset C of N, 
the alphabet of the the system (U, 
word do.. . d, of the free monoid C * such that 
Given a numeration system (U, C), we define a mapping 71: C * + N by x(&. . d,) = 
dou,+ ... +d,uO which gives the numerical calue of a word of C* in basis U. 
A numeration system in which every integer has a representation is said to be 
complete. 
Let U=(U,),~~ be a strictly increasing sequence of integers with u,, = 1. Every 
positive integer N can be written with respect to the basis U, i.e. it is possible to find 
n>Oand integers d,,..., d, such that N =d,,u,, + ... +d,uO by the following algorithm 
(folklore). 
Given integers .Y and J, let us denote by q(.x,~) and r(.x,y) the quotient and the 
remainder of the Euclidean division of x by I’. 
Algorithm. Let n 30 such that u, < N < u,+ I and let do =q(N, u,) and y0 =v(N, u,), 
d;=q(ri-,, U,,-i) and r;=r(ri-l, Il,_i) for i= l,...,n. Then N=d,u,+ ... +d,,uO. 
For O<i<n, di < u,~_i+,/u,_i; thus, if the ratio u,,+ ,/u, is bounded by a positive 
constant K for all n > 0 (K minimal), then 0 < di <K - 1. 
A= {0, 1, . . . , K - 1 ) is called the canonical alphabet of digits associated with the 
basis U, and (U, A) is the canonical numeration system associated with U. Clearly, 
(I/, A) is complete and A is the minimum alphabet necessary to represent every 
integer. 
The representation d,, . . .d, given by this algorithm is called the normal representa- 
tion of the integer N in basis U. It is denoted by (N )u =dO. ..d,, and (N) when there 
is no confusion. The normal representation of 0 is the empty word E. The set of all the 
normal representations in basis U is denoted by L(U). 
Let us recall the definition of the lexicographical ordering denoted by <lex on a 
free monoid C*, where C is ordered by <. Let Jo.. .,fk and go . . .gj be two words 
of C*. f< ,ex~ if f’ is a prefix of (1 or if there exists an index O< id k such that 
fb=go ,...,, f;_1=<li_l and,A<g,. 
Proposition 2.2. Let U he a basis such that u,+ , lu, is bounded h_y K ,fbr etiery n. The 
normal representation qf an integer N is the yreatest,for the lexicographical ordering of 
all the representations of N hating the same length in basis U. 
Proof. Let do . . d, be the normal representation of N #O in the system (U, A), 
where A is the canonical alphabet, and let e,. . . e, be a different representation of 
N in the system (U, C), where C is a finite subset of N. Let us suppose that 
do...d,I <,,,e,...e,.ThenthereexistsO~idnsuchthatdo=eo,...,di_1=ri_I,di<ei. 
Let N’=N-(dou,,+.“+di_,u,~i+1)=diu,_i+...+d,uo=eiu,~i+‘..+e,u,. Then 
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U,_i~N’<U,-i+l. By definition di=q(N’,u,_i) and ri=ri+lu,_i_l+...+d,uo< 
U,-i. Thus, ei 6 di; a contradiction. 0 
In the sequel we shall use the following terminology. Let U be a basis such that 
u, + 1/u, < K for all n and A = {O, . , K - 1) be the associated canonical alphabet. The 
normal ,form of a word f in A * is the normal representation in (U, A) of the integer 
n(f). Let us define a mapping 
1’: A* + A*, .fH (n(f)> 
called the normalization associated with the numeration system (U, A). A normalized 
word is also said to be in normal form. 
Let C be any finite subset of N. The extended normalization V is the mapping which 
associates with a word of C* the word on the canonical alphabet which is in the 
normal form and which has the same numerical value w.r.t. to the basis U: 
C:C*-iA*, .fH (a”)>. 
The extended normalization is linked to the problem of the addition of two integers 
written in basis U. To add two integers N and P of respective representationf=f, . . .fk 
and g = go.. gj in (U, A), we addfand g digit by digit from the right and without carry. 
LetfOg=,fo...f;,-j-~(.fk-j+gO)...(fk+~j) (if k>j). ThenfOg is a word written on 
the alphabet B = {0, . . , 2K -21. The addition of N and P reduces to the determination 
of the normal form offOg. 
In this paper we study numeration systems where the basis is defined by a linear 
recurrence of order m>2 with positive integer coefficients 
u n+f?l =a,u,,+,-,+~~~+a,u,, (E) 
Ui~N, a,#O. 
These systems are called linear numeration systems. The ratio u,+ r/u, is bounded 
for all n>,O, since if n>m--1 then ~,,+r/u,<a,+...+a,,, for the sequence is 
strictly increasing. The canonical alphabet is thus included in {O,..., K - 1) with 
K<max(a,+...+a,, max{ui+,/ui10<i<m-2}). 
The systems where the basis is a geometric sequence U = { Kn 1 n 20, K integer 3 2) 
are called geometric systems. The canonical alphabet is 10, . . , K - 11. 
Example 2.3. The Fibonacci numeration system 9 is defined by the sequence of 
Fibonacci numbers 
4l+2=u,+1 +u,, uo=l, u1=2. 
The canonical alphabet is {0, l}. The representations of the integer 24 in 9 are the 
following: 101111, 110011, 110100, 1000011, 1000100. The normal representation of 
24 is 1000100. The normal representation of an integer in B is the one that does not 
contain two consecutive l’s (cf. [20]). 
3. Representation of real numbers 
In order represent a number in decimal system, integer and 
fractional parts splitted. The part is as an sequence of 
0, . . . , 9 with respect to negative powers of 10. This property can be generalized 
as follows. 
Let 8 be a real number > 1. Every real number x > 0 has an expansion 
by use of the following algorithm (cf. [lS]). 
Let .x0 be the integer part of .X and y. be the fractional part: .x,=[x] and ro= {x}. 
Algorithm. Let us define the sequence, for i > 1: xi = [firi_ i] and Ti = (8ri~ 1 }. Then 
x=V &k>O-G)-k. 
For i3 1, Xi< 8. If BGN, the canonical alphabet is A = (0, . , O- 1) and if 0$N, 
A={O, . . ..[Q]}. Th e infinite sequence x0x1 x2.. . is called the H-development of x (or 
development in basis 0). We write x =x0 .x1 x2.. . , where the point splits the integer 
and the fractional part. 
It is easy to see that the following lemma holds. 
Lemma 3.1. x=x0.x, x2.. is a Q-development if and only if 
Let us denote by CN the set of infinite sequences of elements of C, also called infinite 
words on C. As for the representation of integers, we consider a sequence y,y, . . . of 
CN, where C is a finite subset of N, such that x =CkaO y,8 -k. The sequence (y,), is 
called a H-representation of X. The &development of x is thus the normal B-representa- 
tion of x, or the normal representation of x in basis 8. 
The numerical equivalence modulo 0 on CN is defined by 
x0x1 . . . =sYoYl~.. u c xkrk= 2 y,o-k. 
k20 ka0 
If C is ordered by the relation <, the lexicographical ordering < iex on C” is defined 
byfofi... <iexgogi... if there exists k 3 0 such thatf, = go, . . ,fk _ 1 = gk _ 1 and fk < gk. 
The analogous of Proposition 2.2 is the following. 
Proposition 3.2. Let 0 he a real number > 1. The Q-development of a number is greater 
for the lexicographical ordering than any &representation qf‘this number. 
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Proof. Let x be a real number with &development x0x1 . ..6AN and with 0-repre- 
sentation y. y 1 . . on an alphabet of integers C. So x=xo+(x1/8)+...=yo+ 
(y1/8)+...).Letussupposethatxox,... <lexyoyl.... Then there exists k 3 0 such that 
XO=yO,*..,Xk-l=Yk-1 and xk < yk. This implies that 
1 Xk+l Xkf.7 
$yTi+jjm 
+ ,.. =yk--Xk+Yk+l ___ ~ 
Bk 
ok+1 
+...>1 
Qk 
for x0x1 . is a &development (Lemma 3.1). A contradiction. 0 
In the &development x0 .x1 . . . of a real number x > 1, the xI)s, i 3 1, are elements of 
the canonical alphabet A, but this is not the case for the integer part x0. We now focus 
on &developments of numbers of [0, l[. It is clear that if 8= to.t, t2 . . . is the 
e-development of 8, then 1 =O.totl . . . . The sequence totI . . . is denoted by d(1) and 
called the G-development of 1. 
Let XE[O, l[ and 0.x,x2... be its &development. By abuse the sequence 
x1x2... EA” is said to be the &development of x. 
From now on, if the sequence y, y2.. . is said to be a @representation of y, this will 
mean that y=ck, 1 yk 6’ -k. Let 7c be the function 
lr:CN+R, Y=(YlY2...)++ 1 ykO-k. 
kal 
As for the finite case, we define the normalization function v: AN -+ AN, where A is 
the canonical alphabet, which maps a sequence (y,), of numerical value x in basis 
0 onto the &development of x. 
Let C be any finite subset of integers. The extended normalization V:CN + AN is 
defined as for the integers. 
Recall that (cf. [4,6]). The shif CT is the function AN -+ A” which maps the sequence 
(%)“>O onto the sequence (s, + I ),, 2 o. With the product topology on the space AN, o is 
a continuous function. A (unilateral) subshift on A is a closed subset of AN invariant 
under c. 
Let DB be the set of Q-developments of numbers of [0, l[, and let d : [0, l] + DB u 
{d(l)} be the function mapping x# 1 onto its &development (without the initial 0) 
d(x) and 1 onto d(1). The closure of De is denoted by Se. Then Se is a subshift of AN and 
S,=D,u{d(l)}. Th e subshift SB is called the B-shift. 
The following result, due to Parry [17], gives a necessary and sufficient condition 
for a sequence to be a &development. We shall use this characterization to solve the 
problem of normalization. (We denote byf” the infinite wordfff...) 
Theorem 3.3 (Parry [17]). Let 8 be a real number>l, d(l)=t,,t,t,... be the 0- 
development of 1 and A = (0,. . , [O] }. 
(i) Ifd(1) does not end in O’s, s belongs to D, if and only if 
Vp30, c+‘(s) <,,,d(l). 
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(ii) Ijd(l)=t,t, . . . t,OOO . . , s 
...t,_,(t,-l))W. 
d*(l) is a kind of incorrect @development of 1. as 0.999 . . . in basis 10. The sequence 
d( 1) satisfies 
Vp>O, aPMl)) <,exd(l). 
Let us denote by L(D@) the set of finite factors of elements of Do. A development 
which is ended by an infinity of O’s is said to be jnite and only the finite part of the 
development is written. 
4. O-shift and linear numeration systems 
Let U be the sequence defined by 
u n+m=alun+m-l +...+a,u,, (E) 
with a, > 1, u0 = 1 and u,, . . , u,_ 1 such that the sequence U =(u,),>o is strictly 
increasing. 
The characteristic polynomial of the recurrence is 
P(X)=X”-aa,X”-‘--..-aa,. 
From PerronFrobenius theorem there exists a real root tI> 1 strictly greater than the 
moduli of the other roots -except in the case a, = ... = a,_ r =0 and for some values of 
a,,,, which we shall dismiss. In that case 0 is said to be the dominant root of P. 
Lemma 4.1. Let a=max,,<i,,ai. Then 8~]a~,a+ l[. 
Proof. Clearly, P(a,)<O. P(a+1)~(a+1)“-a((a+l)m-1+(a+1)“~2+~~~+1))=1. 
Thus, there exists a real root t’I in the interval ]a,, a+ I[. Let us suppose that there 
exists another real root of P, p > 8. Then p >a + 1 and so p=a+ 1 sx with x30. 
P(p)3pm-a(y”~r +...+l)=pm-a[(pm-l)/(P-i)]=(a+l+x)”-a([(a+l+x)” 
- l]/(a+X))=[x(a+ 1 +x)m+a]/(a+x)>O. Thus, 0 is the dominant root of P. 0 
When the Q-development of 19 is finite, Theorem 3.3 can be reformulated as follows. 
Proposition 4.2. Let aI, , a,,, be positive integers. There exists a unique root O> 1 of 
the polynomial P(X)=X”-aIX”-’ - . . - a, having as &development 
Q=a,.a,...a, 
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if and only if the following conditions are satisfied 
1 
a,...a, > lex a2.. . a,O, 
(PC) 
> Lex a3.. . a,OO, 
. . 
>lexamOm-l. 
The Parry conditions (PC) mean that the word a, . . . a, is strictly greater for the 
lexicographical ordering than all its strict suffixes. Note that a, is the maximum of the 
ails, and then BE]a,, a, + l[ cannot be an integer. The canonical alphabet is then equal 
to A={O,...,ar}. 
We now describe the link between the B-shift and the linear numeration systems 
satisfying the Parry conditions (PC). The following proposition is a consequence of 
the more general result of Bertrand-Mathis [S]. 
Proposition 4.3. Let U be the basis of a linear numeration system satisfying the Parry 
conditions (PC) and 6 be the dominant root of the characteristic polynomial of U. The set 
L(U) of normal forms in basis U is equal to the set L(DO) of finite factors of %- 
developments ifand only ifthe initial conditions (IC) of the recurrence are defined by, for 
1 difm-1, 
Ui=alUi-l+ ,..+aiUo+ 1. (IC) 
As a consequence, the canonical alphabet associated with U is A = (0, . . . , aI}. We 
shall say that, with initial conditions 
l<iQm-1, Ui=a,ui_i + . ..+LZiUo+ 1, 
the linear numeration system (U, A) is associated with the Q-shift SO. 
From the Parry theorem one can deduce the following corollary. 
(IC) 
Corollary 4.4. In a linear numeration system satisfying conditions (PC) and (ZC) a word 
A* is in normal form in basis U if and only if it does not contain a factor 2 tex a,. . . a,,,. 
An infinite word of AN is in normal form in basis 6 if and only if it does not contain 
a factor aLexal .., a, and if it does not terminate in (a, . . . a,,,_ 1 (a,- 1))“. 
As a consequence, in a linear numeration system satisfying conditions (PC) and 
(IC), given a positive real number x, its integer part [x] can be developed in basis U on 
the alphabet A = (0,. . . , a, } and its fractional part {x} can be developed in basis 8 on 
A. This process is analogous to what happens in a geometric system with integer basis. 
Example 4.5. The Fibonacci numeration system 9 satisfies conditions (PC) and (IC). 
We show that 
Js= 10.001. 
We use algorithm of Section 3 with x = Js and 0 =( 1+ ,,,&)j2. 
x,,=[.x]=~ and r,=x=$-2, 
3-v/s 
x,=[Or~]=------ 
3-95 
2 
=0 and rl=--- 
2 ’ 
x3=[8rz]=1 and r3=0. 
Thus, the &development of the fractional part of x is x1 .x2x3 =OOl. Now the integer 
part [x] is expressed in the Fibonacci system. Since zkl =2, we get [I] = 10 and 
&= 10.001. 
5. Confluence and reduction 
Let us take the Fibonacci numeration system 9 to illustrate the normalization 
process. 
Exampfe 5.1. Let x=0101 111. To calculate the normal form of .X in S {i.e. the word 
without any factor It having the same numerical value as x), one replaces every 
occurrence of 011 by 100 until it is impossible to do it: 
Actually, this works because the rewriting 011 -+ 100 has the property of confluence 
that we explain now. 
First recall some definitions (see [14J). 
Let A * be an arbitrary free monoid. A ~e~~~~j~j~~ spsfem on A * is a set p of rules of 
type s -+ t, where s, TEA *. The regular closure of p is noted _rt and defined by 
x 7 y - Y =fiy, ~l=,ftg and (s + t)~p. 
Denote by ZP the reflexive and transitive closure of -+ and by c-f,,, the symmetric 
closure of _b. 
2 is noetherian if there is no infinite chain t, 2 t2 -g t3 3 I.* 
2 is conj&ent if for every words s, t, + 7 such that z -%P s and z -?iP t there exists c’ such 
that s f, v and t f, I). 
If there is no t such that s 3,r, s is said to be irreducible modulo p. If there exists 
s irreducible such that 1) %,s, we say that c’ reduces to s and we denote it by C=s. 
Lemma 5.2. If 2 is conjuent, then every word reduces to at most one irreducible word. 
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Let s1 + ti and s2 + t2 in p such that s1 and sz overlap, i.e. s1 =afi and s2 =/3y (or 
vice versa). A critical pair (v, w) for (si, tl), (s2, t2) is defined by the two rewritings 
copy + tly =u and r/9? + cctz = w. If now one is a factor of the other, i.e. s1 =czs2y 
(or vice versa), a critical pair (u, w) is defined by si =aszy --) t1 =o and s1 =crszy * 
crt,y=w. 
Proposition 5.3 (Knuth and Bendix [16]). Let p be a rewriting system such that 3 is 
noetherian. Then 2 is conjkent if and only iffor every critical pair (v, w) we have V= W. 
The rewriting system p is said to be conjuent if 7 is confluent. The interest of the 
confluency property comes from the fact that to reduce an element to its irreducible 
form it is sufficient to use rewritings --f and there is no need of backward rewritings +. 
We come back to the linear numeration system with basis U defined by 
u,+wl =a,u,+,-,+...+a,u,, (E) 
a,cN, l<i<m, a,#O. 
Let C = (0, . . . , c} be a finite alphabet of integers, c3 1, containing the canonical 
alphabet A. From the numerical equality OaI . ..a.,, = ,, 10” we get 
x0x1 . ..x. =c(xO+ 1)(x1 -aI)...(x,-aa,). 
On C* a rewriting system pc generated by the rule OaI . . . a,,, + 10” is defined by 
pc={~~~~...~~+(~~+l)(x~-a,)...(x,-a,)~Odx~~c-1, 
ai<XibC, 1 di<mj. 
We note that pc= (Oa, . ..a,,, + 10”‘). We are now searching the case in which the 
rewriting system pc is confluent. 
Example 5.4. Let U be defined by 
ug= 1, u1=4, u2=16 
The canonical alphabet is A = (0, 1, 2, 3). The rewriting system pA is generated by the 
rule 0332 + 1000: 
0332 + 1000, 0333 -+ 1001, 
1332 + 2000, 1333 + 2001, 
2332 + 3000, 2333 + 3001. 
To calculate the normal form of w=O332332, there are two ways: 
0332332 + 1000332 -+ 1001000 
PA PA 
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and 
0332332 + 0333000 --) 1001000. 
PA PA 
Both paths give the same irreducible word 1001000 equivalent to w module pA since 
the system pA is confluent. 
Let us take C = {O, . ,4}. So the word u = 04000 is irreducible modulo pc, but its 
normal form is 1?= 10012. To calculate it we have to do 
04000 tyC 03332 +PL. 10012. 
Thus, pc is not confluent although pa is. 
Example 5.5. Let us consider the sequence 
IA n+z=3u,+z+u,+l+2u,, 
ug= 1, Ui =4, ~~-16 
The canonical alphabet is A = (0, 1,2,3}. pa is generated by 0312 + 1000. The word 
v=O32000 is irreducible modulo pA but is not in normal form, which is equal to 
100112=v. so 
032000 +,,031312 +,,100112, 
which shows that to go from v to its normal form 6 it does not suffice to use pa. It is 
necessary to go backwards (to use pi1 ). The rewriting system pa is not confluent. 
Proposition 5.6. Let C= (0, . . . . c}. The three following conditions are equivalent: 
(i) the rewriting system pc on C* is confluent; 
(ii) every word cf C* beginning with a 0 and containing a f&or aIlex a, . a, is 
reducible module pc; 
(iii) a, =a2= ... =a,_ 1 =c. 
Proof. (1) First, let a,=maxr,is,ai. Let us suppose that there exists 1 d idm- 1 
such that ai<aS. The word Oa, . ..aiay-‘a.-i+, . . . a, can be reduced in two different 
ways: on the one hand, into 
V=lOi(a,-ai+,)...(a,-aa,)a,_i+l...a, 
and on the other hand, into 
w=Oa, . ..aiPI(ai+ l)(a,-ai)...(a,-a,_i)O’ 
If the rewriting system is confluent then v and w should be reduced into 
z= lo’-’ l(a,-al -a,+,)...(a,-aa,_i-aa,)Oi. 
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Let us take for i the greatest index such that ai<as and ai+l= ... =am_l=as. 
The above argument shows that if the system is confluent, we should get a, = ... = 
a,_;_ 1 =O. Applying again the same argument with i’ = m - i- 1, we obtain 
a,-aa,_i,-a,=a,-&+l -a,,, = -a,,, 3 0, which implies that a,,, = 0, which is imposs- 
ible. Thus, p is not confluent on the alphabet 10,. . . , a, 1 and so is not confluent on C. 
Second, w contains a factor a, . . . ai- I(ai+ 1) > Lex aI . . . a, and is not reducible 
modulo pc. 
(2) Conversely, suppose that for every i, 1 d i < m - 1, ai = c. 
Since the alphabet is {0, . , c}, 
pc = {x&- l x,-+(x,+l)O”-l(x,-a,)~O~x,<c-l and a,<x,<cj. 
The possible overlappings are the following: 
x()cm - l xmcm-lym, 
with a, d x, < c, a,,, d y, d c, 0 d x0 < c - 1, which produce a critical pair (u, w) with 
u=(xo+ l)m-l(x,-a,)cm-l y, and w=xocm-l(x,+l)Om-l(y,,-aa,). 
At last v and w both reduce into the irreducible word 
(x0+ l)O”-‘(x,+ 1 -am)Om-l(y,-a,) 
and, by Knuth-Bendix theorem [16], pc is confluent. 
A factor >, lex cm- ’ a, is necessarily of form cm- ’ (a,,, + i) with 0 < i 9 c - a,, which is 
reducible. 0 
That proves that pc is confluent if and only if a, = ... = a,_ 1 = c and if C is equal to 
the canonical alphabet A. 
Definition 5.7. A linear numeration system is said to be conjuent if the associated 
rewriting system is confluent, i.e. if 
Un+m =au n+m-l+...+au,+l+bu,, a3b31, 
with initial conditions (IC) 
u()=l, Ui = (a + l)‘, l<i<m-1. 
The canonical alphabet is A = {0, . . . . a}. 
Example 5.8. The Fibonacci numeration system is a confluent system. 
Remark 5.9. The confluent linear numeration systems satisfy the Parry conditions (PC). 
From now on, the numeration systems considered in this paper are confluent linear 
numeration systems. 
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6. Perfection of confluent linear numeration systems 
Two words f and g are said to be numerically equivalent modulo U if they have the 
same value, i.e. z(f) = z(g). It is noted that f = L, g. We also define the alphanumerical 
equivalence denoted by g : 
where IfI is the length of the word$ 
Recall that an equivalence relation + on a monoid is a left congruence (right 
congruence) iff-g 3 Vh, h.f‘- hg (fh -fg). An equivalence relation which is a left and 
a right congruence is a congruence. 
An equivalence relation 5 is kft cancellative (right cancellative) if Vh, hf- hg 
(fh-gh) *.f‘-g. A left and right cancellative equivalence relation is said to be 
cancellative. 
Lemma 6.1. In every numeration system the ulphanumerical equivalence is a left 
congruence which is left cancellative. 
Proof. We have fzgyohfzhg for z(hf)=x(hOlfl)+n(f)=x(hO1”l)+z(g)= x(hg) if 
and only if n(.f) = n(g) and 1.f) = I g I. 0 
Definition 6.2. A numeration system (U, C) is said to be perfect ifit is complete and ifthe 
ulphanumerical equivalence is a cancellative congruence. 
The last condition means that if two words represent the same number in (U, C), 
then this property remains true if a same factor is added or deleted, at the right- or at 
the left-hand side of these two words. The K-ary system is a perfect system for every 
integer K 3 2. 
Proposition 6.3. A confluent linear numeration system is perfect. 
Proof. It remains to prove that, for every A g and h of A *, 
,fzg o fhzgh. 
Let f =,fO.. .fk, g = go.. gk and w =f - g, defined by u’~ =,fi - gi for 1 < i < k. Thenf 2 g iff 
W()Uk$ ..’ + wkuO =O. Let W(X) be the polynomial of Z[X] equal to woXk + ... + wk. 
The characteristic polynomial of the recurrence is 
P(X)=X”-a,X”-‘-~~~--a,_1X-a,. 
P is also the minimal polynomial of the endomorphism 
o:F(N,N)+S(N,N) 
defined by a(u)(n) = u(n + 1). 
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On the alphabet A there are no words of length dm having same numerical 
since ui=(a+l)’ lfi<m-1 and Since wouk+“‘+wkuO= 
W(o)(u)(O)=O, P divides W. Thus, for every n30, wOu,+k+“‘+Wku,=O. Now, for 
every h= ho . . . h,, fhrfh iff, for every n>O, rr(wO”)=O, which is equivalent to 
WO%,+k+ “‘+Wkt$,=o. 0 
7. Normalization in confluent linear numeration systems 
First let us define the objects we shall use in the sequel. 
7.1. Automata and transducers 
We use the terminology and results from [S, 21. 
Let A be an arbitrary alphabet. A finite automaton &‘=(A, Q, E, I, T) on A is 
a directed graph (Q, E), where Q is thefinite set of vertices (called states) and E is the 
set of edges labelled by the elements of A. The sets I and Tare distinguished subsets of 
Q, I is the set of initial states and T is the set of terminal states. 
An edge (p, a, 4) is represented by 
A path c in (Q, E) is a finite sequence of edges 
c=(Po, x0, Pl)(Pl, XlvP2)...(Pn, x 2 Pn+1) 
suchthatforO~i~n,(pi~pi+,)EE.Thclnbplofcisxo...X,,EA*.Apathc:po~p,+, 
in d is successful if poeI and pn+ 1 E T. The label of a successful path is recognized by 
d. The set of labels of all successful paths is the (finite) behavior of the automaton d. 
A subset of A* is said to be regular if it is the finite behavior of a finite automaton 
on A. 
An injnite path c in (Q, E) is an infinite sequence of edges 
c=(Po, x07 Pl)(Pl> Xl, P2).. 
such that for VnEN, (p,, 2 p,,+l)~E. The label of c is x0x1 . . . EA’*‘. An infinite path 
c:po+p1 -‘P2 ... in & is successful if pool and if pn~ T for an infinity of indices n. The 
set of labels of all successful infinite paths is the infinite behavior of the automaton ~2. 
A subset of AN is said to be recognizable if it is the infinite behavior of a finite 
automaton on A. 
An automaton is deterministic if the following property holds: if (p, a, q) and 
(p, a, q’)E E then q=q’. An automaton is codeterministic if (p, a, q) and (p’, a, q)EE 
imply p = p’. 
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Till now the implicit way of reading words is from left to right, i.e. there exists 
a right action Q x A +g (Q). So the automata just defined are left automata (unless it 
is specified, automata are always left automata). A left action A x Q + P(Q) defines 
a way of reading from right to left. An automaton reading words from right to left is 
called a right automaton. 
Every recognizable subset of AN is the infinite behavior of a codeterministic finite 
automaton, i.e. is the infinite behavior of a right deterministic automaton [l]. 
Let B be an alphabet. A transducer from A* to B* is a finite automaton 
F =(A, B, Q, E, I, T) where the edges are labelled by couples of A * x B*. An edge 
(p, X, y, q)EE, with .xEA* and JJEB*, is represented by 
Words of A* are called input words and words of B* output words. 
A rational transduction from A* to B* is a relation whose graph is the finite 
behavior of a transducer from A* to B*. A rational function is a rational transduction 
which is a function. 
A rational transduction from AN to BN is a relation whose graph is the infinite 
behavior of a transducer from A* to B*. 
Recall some results. 
The composition of two rational transductions is a rational transduction [9]. The 
inverse of a rational transduction is rational. 
These results extend to the infinite case [13, lo]. 
A left sequential transducer r = (A, B, Q, {i} ) 1s a t ransducer where the edges of E are 
labelled by elements of A x B*, such that when in state p reading a letter SEA, the 
output word xeB* and the next stage q are uniquely determined, i.e. 
(p, a,x, q),(p, a,~‘, q’)EE - q=q’ and x=.x’. 
There is a unique initial state {i) and every state is terminal. Left sequential trans- 
ducers have been called generalized sequential machines in [9]. 
A left sequential,function from A* to B* is a function the graph of which is the finite 
behavior of a left sequential transducer. 
A left sequential ,function from A” to BN is a function the graph of which is the 
infinite behavior of a left sequential transducer. 
A lef subsequential transducer f =(A, B, Q, (‘}, 1 o IS a left sequential transducer ) 
equipped with a terminal output partial function o: Q -+ B*. The behavior of r is 
{(A g)E A * x B* 1 g = hw, where (f; h) is the label of a path starting in i and terminating 
in q such that w = o(q) 1. 
A left subsequential function from A * to B* is a function the graph of which is the 
finite behavior of a left subsequential transducer. 
A right sequential transducer A = (A, B, Q, {i} ) 1s a right transducer which reads and 
outputs words from right to left. The edges E are labelled by elements of A x B*, such 
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that the automaton obtained when forgetting the elements of B* is deterministic. 
There is a unique initial state {i} and every state is terminal. 
A right sequential function from A* to B* is a function the graph of which is the 
finite behavior of a right sequential transducer. 
A right sequential function from AN to BN is a function the graph of which is the 
infinite behavior of a right sequential transducer. 
A right subsequential transducer A =(A, B, Q, { ‘>, 1 o is a right sequential transducer ) 
equipped with a terminal output partial function o: Q + B*. The behavior of A is 
{(f, g)cA * x B* / g = wh, where (f, h) is the label of a path starting in i and terminating 
in q such that w=o(q)}. 
A right subsequential function from A* to B* is a function the graph of which is the 
finite behavior of a right subsequential transducer. 
A right subsequential function from AN to BN is a function the graph of which is the 
infinite behavior of a right subsequential transducer. 
Recall that the composition of two left (right) (sub)sequential functions is a left 
(right) (sub)sequential function. 
7.2. Normalization of finite words: the integers 
In this section we study the normalization in a confluent linear numeration system 
defined by 
u,+,=au,+,-l+~~~+au,+l+bu,, a>b>l, 
with initial conditions (IC) 
ug=l, Ui = (a + l)‘, l<i<m-1 
The canonical alphabet is A = { 0,. . . , a}. From Corollary 4.4 a word in A* is in normal 
form if and only if it does not contain a factor > iex a”- ’ b. 
We are now able to prove the following theorem. 
Theorem 7.1. In a conjluent linear numeration system, the normalization is a rational 
function obtainedfrom the composition of two subsequential transducers associated with 
the linear recurrence. 
For the Fibonacci numeration system this result is due to Sakarovitch [19]. 
Since the rewriting system pa is confluent, there exists a reduction function denoted 
by p* : A* + A* which maps a word w onto the unique irreducible word p*(w) which is 
equivalent to w modulo pA. To obtain the normal form of w, a 0 is added at the 
left-hand side of w and the word Ow is reduced by p*. Thus, p*(Ow) is irreducible and 
does not contain a factor > iex am- ’ b; so Ow is in normal form (Proposition 5.6) except 
if there is a 0 at the left-hand side, which is erased with a quotient. 
Example 7.2 (Example 5.4 continued). The normal form of w = 332 is W = 1000, which 
is equal to p*(O332). Let u=OO21. Its normal form is 21 and p*(u)=u. 
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Proposition 7.3. The normal form of a word w of A* is equal to 
v(w)=((O*)-‘p*(Ow))n(A\(O})A*. 
It is enough to add one 0 ahead because of the following lemma. 
Lemma 7.4. For all n30, a~~+~~~+au,<u,,+~. 
Proof (by induction on n). If n>O, auO=a<u, =(a+ 1)‘. Then au0+ . ..+a~.,+, < 
%I+2+au n+l~kt3. 0 
So for every wordf=f, . . .fn, n(f) < u, + 2, and one 0 at the left-hand side of the word 
is sufficient to normalize. 
Proposition 7.5. In a confluent numeration system the reduction is obtained by the 
composition of a left subsequential trunsducer and of a right subsequential transducer 
associated with the rewriting system deduced .from the linear recurrence. 
Proof. A left subsequential transducer r is associated with the rewriting system pa as 
follows. The set of states Qr is the set of strict prefixes of left members of pA, i.e. 
with E as initial state. 
The terminal output function w, is defined by VqEQ, , wr(q)=q, 
The transitions are indicated in Fig. 1, with 
Odh, h’da- 1, bdk<a, O,<u<b-1. 
A right subsequential transducer d is constructed in a similar way. The set of states 
in the set of strict suffixes of left members of pA, i.e. 
Qd= {E, k, a’k 1 1 <i<m-1, b<:kda}. 
Fig. ! 
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a/E 
m-l 
t/(ttl)O (k-b) 
m-l 
Y/ f.3 (k-b) 
Fig. 2 
The initial state is E. The terminal output function u, is defined by ~~(4) = 4 for all 4, 
The transitions are indicated in Fig. 2, with 
b<k<a; Obu<b-1, bg.x&a-1, O<tszb-2, 
b-l<y<a-1. 
The subsequential functions associated are also denoted by 
WEA*, 
r and A. If E-A and 
I-(wx)= 
ZV if f(w)=zt and (~x--w)EP~~, 
T(w)x otherwise, 
if d(w)=tz and (xt-+tr)~p,, 
xd (w) otherwise. 
The proof that d 0 f(f) and ro d(f) are irreducible is technical and needs some 
definitions to describe the result of a run of I” or d on a word. It will be given infia. 
Let us suppose that d 0 r(j) and r 0 d(f) are irreducible mod PA, and let ~EOA *. 
Since pa is confluent, doT(f)=rfid(f)=p*(f). 0 
A wave o~red~ct~o~ ~nodulo F (wave (r)) is a factor UE A * such that u reduces to one 
run of r by embedded reductions, i.e. 
with ~21, O<h,,<a-1, bdh,<a, hl ,..., h,_lE[b,a]. 
A reduction block module r, w, (block (ZJ for short) is a concatenation of waves of 
reduction module f, i.e. w = u1 . . u,, where each Ui is a wave moduio r. Then w is said 
to be reducible modulo T. 
Similarly, we define the notion of wave of reduction modulo A with ht ,. . . , h,_ 1 E 
[b- 1, a- 11, and the notion of reduction block module A, and of word reductible 
modulo A. 
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Examples. (1) u = Oa”- ’ aam- ’ b is a wave(r) which is not a wave (A). Indeed, 
T(U)= lo”- ‘(a-b+ l)Om, but u is not reducible modulo A because of the factor 
aam-l b. 
(2) u’=Oam-l(b- l)a”-’ b is a wave(A) since A(u’)= 102”, but U’ is not reducible 
by r because of the factor Oa”- ’ (b - 1). 
Lemma 7.6. Let w be a reduction block mod r. Then A(w) is irreducible mod pa. If w’ is 
a reduction block mod A then A(w’) is irreducible mod pA. 
Proof. Let w=ul . ..uP. pa 1, be a block (r). For l<i<p, ui=h#)am-‘h’;‘)...am-‘h~! 
is a wave(r). Then f(w)=r(u,)...T(u,). For every i, 
T(ui)=(ha’+ l)Om~’ (hl”-b+ l)...O”-‘(h’“.-b) n I 
is irreducible modp, and also T(w). 
The reduction of the blocks(A) is similar. 0 
Lemma 7.7. Let f be a word of OA*. Then A 0 r(f) and r c A(f) are irreducible 
modulo pA. 
Proof. The word f is decomposed in the following manner: f= x1 w1 x2.. w,x,+ 1, 
where Wi, 1 <i<n, is a reduction block mod r of maximal length, i.e. the reduction 
modr cannot begin before the first letter of a Wi, nor end after the last letter of Wi. 
More formally w.= g”‘a”- ' 3 L 0 wiamP1g$‘, where qi>l, and wLEA* is such that Wi is 
a block(r), gg’ and ~$,)EA. Then g$!Xi+lgo G+ ‘) is irreducible mod f, otherwise Wi 
would not be of maximal length. 
so, f(w)=.~,~(w,)x,...~(w,).~,+,, where f ( wi) is irreducible mod pa. Further- 
more, every T(wi) is of the form 
T(w.)=(g~‘+l)O”-‘t.O”-‘(g”‘_b) 4, ’ 
where ti~A*. Let us prove that A((g$,)-b)xi+l(gdf’fl)+ 1)) is irreducible modp,. 
(1) If (g$j-b)xi+,(g$‘l’ + 1) is irreducible modp,. The same is still true for the 
image by A. 
(2) Let us suppose that (gfj - b)xi+ 1 (g$+ ‘I+ 1) is reducible modulo PA. Since by 
assumption g(‘)x. 41 ,+ig$+ ‘) is irreducible mod r, Xi+ lg(d’cl) does not contain a 
factor >lexam-lb. So xicl is of the form Xi+1 =(am-l(b-l))klam-l, for some kj>O, 
and g$+” is equal to b- 1. 
In that case, 
which is irreducible mod pA. 
That r 0 A(f) is irreducible mod pa is proved similarly. 0 
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Proof of Theorem 7.1. Since the subsequential functions are rational, the reduction p * 
is a rational function by Elgot and Mezei theorem [9]. Since adding and deleting O’s 
on the left-hand side of a word are rational operations, the normalization v is 
a rational function. 0 
Remark 7.8. The normalization cannot be realized by a unique subsequential transducer, 
left or right. 
Proof. (1) Let us take x=Oamn and y=Oamn+l, n>,l. Then v(x)=l(Om-‘(a- 
b+l))“-‘O”-‘(a-b) and v(y)=l(O”-‘(a-b+l))“-‘O”-’ (a-b)a. The right dis- 
tance is equal to d,(x, y) = 3 and d,( v(x), v(y))= 2mn + 3; thus, v is not a right 
subsequential function (cf. [7]). 
(2) Let x=O(am-‘(b-l))” and y=O(a”-‘(b-l))“a”-‘b. Then v(x)=x and 
v(y)= l(Om)n+l. The left distance is d,( x, y) = 2 and d,( v( x), v(y)) = 2mn + 4; thus, v is 
not a left subsequential function. 0 
7.3. Normalization of infinite words: the real numbers 
We take for basis the dominant root 0 of the polynomial 
with a>b>l. 
From Corollary 4.4 an infinite word of AN is in normal form in basis 8 if and only if 
it does not contain a factor aIex am- ’ b and if it does not end in (am- ‘(b - 1))“. Words 
not ending in (a”-‘(b- 1))” are reduced by pA as in the finite case. For the other 
words we remark that O(a”-‘(b- 1))” is an irreducible word mod pA which is not in 
normal form, since it is equal to 10” (shortened in 1). 
Theorem 7.9. In a confluent linear numeration system the normalization of infinite words 
is a rational function, obtained by the composition of a left sequential and of a right 
subsequential function derived from the linear recurrence. 
Proof. Consider the same left transducer r as above but without the terminal output 
function or and with every state terminal. Let us denote by r this left sequential 
transducer. The infinite behavior of i; defines a left sequential function still denoted by 
r from AN into AN : F(x) = y iff x/y is the label of an infinite successful path in l=. 
Let wcOAN. There are two cases to consider according to whether F(w) ends or not 
in (ame ’ (b - 1))“. We define two automata & and g. &’ is the right deterministic 
automaton recognizing A *(a*- ’ (b-l))“. The set of states is {O,...,m-l,&,}; the 
initial state is (iO} and every state is terminal. The transitions are shown in Fig. 3. 
Let &? be the right deterministic automaton recognizing the complement of 
A*(a”-‘(b-l))“.Thesetofstatesis{O , . . . , m - 1, il , i2 } . They all are terminal. Initial 
states are { iI, i2}. The transitions are shown in Fig. 3. 
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Fig. 3. 
A-(a) 
b-l 
b-l 
-{b-l) 
Fig. 4. 
Let 9I be the right deterministic automaton recognizing the complement of 
A*(a”-‘(b- 1))“. The set of states is (O,..., m- 1, ir, i2}. They all are terminal. Initial 
states are {il,i2). The transitions are shown in Fig. 4. 
Let d be the Cartesian product (&u&I) x A. For the part .CZJ x A, the unique initial 
state is (iO,um-l b); this part reduces only words of A *(a*- ’ (h - 1))“. The part A9 x A 
has for set of initial states { il, i2} x Qd, and reduces words of A”\A*(u”-‘(b- 1))“. 
The terminal output function o, is equal to wA. d is a “right subsequential transducer 
with several initial states”. The right subsequential function from A” into AN, defined 
by d(x) =y iff .x/y is the label of an infinite successful path in 2, is also denoted by 2. 
Let y = r( 0~). 
Case I: y is recognized by &. So y= uk(a”-’ (b-l))‘“, for some UEA* and hEA. 
(a) If k da - 1, d(y) = A( u( k + 1 ))O”, since y is the label of a path passing infinitely 
often through the state a”- ’ b of A, which has value 1. From Lemma 7.6, A (u( k + 1)) is 
irreducible mod pA, and so is do F(Ow). 
(b) If k=a, then y=uaa”-‘(b-l)(amP’ (b - 1))“. But this is impossible, since 
y=r(Ow), and the factor UU”-I a would have been already reduced by l? 
Case 2: y is recognized by J. Thus, y is reduced by d like a finite word. Then 
d(y) = do T(Ow) is an irreducible word mod pA because every finite factor is irredu- 
cible (Lemma 7.7). 
Thus, do T(Ow)=\(Ow). 0 
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Remark 7.10. To normalize the word aO, it is necessary to add a 0 ahead in every 
conJiuent numeration system except for the Fibonacci numeration system, where two O’s 
are needed. 
Proof. v(OaO)= l(O”-‘(a-b+ 1))” is a word in normal form except if a=b= 1 and 
m=2. In that case the word is equal to l(Ol)w which is not in normal form. But 
v(OOlw)=v(O(lO)~)= 1 is in normal form. 0 
8. Extended normalization and addition 
In this section the words considered are written on an arbitrary alphabet of integers 
C. We give a construction which transforms every word on C into a word of the same 
numerical value on the canonical alphabet A by means of a left subsequential 
transducer. From this result the extended normalization on C and the addition are 
rational functions, in a confluent numeration system. 
8.1. Extended normalization in the jinite case: the integers 
Recall that if C is an alphabet strictly containing A, the rewriting system pc is not 
confluent (Proposition 5.6). The construction we used for the normalization on the 
canonical alphabet is no more applicable. Let us define another rewriting system. First 
we illustrate it with an example. 
Example 8.1. Let U be the sequence defined by 
u n+z=3u,+l+2~,, ug=l, ui =4. 
On the canonical alphabet A = { 0, 1,2, 3}, this sequence defines a confluent linear 
numeration system. Let p be the rewriting system generated by the rule 032+100 
on A. 
Let us take C = { 0, 1,2,3,4} and let w = 0404~C*. To convert w into a word of the 
same value on A*, the process is the following: 
0404~,0336-+, 1016. 
The word 1016 has a prefix which belongs to A* and a suffix which belongs to 
a greater alphabet. To eliminate these suffixes, a rewriting system on D = { 0, . . . ,6} is 
built as follows. Two sets of rules are defined. The set of reductions is 
EI={k(3+i)k+(k+l)i(k-2)\Odk<2, 2<k64, O<i<3) 
The set of unfoldings is 
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Then T= El u E2 is a rewriting system on D * with left and right members of the same 
numerical value. With T we associate a left subsequential transducer. The set of states 
is the set of strict prefixes of left members of T, that is, Q = (E} u { h 106 h 6 2} u 
{h(3+i)lO<h62, O<i<3}u{h(4+j)x~Odhd2, O,<j,<2, OGxdl}. The tran- 
sitions are indicated below, with 
O,<xd 1,1 <t<4: 
h’/h 
h-h’, 
h3’Eh3, 
h& h4, 
x/h3 
h3 -x, 
h(4+j)- ‘je h(4+j)x, 
k/(h+ I)i 
h(3+i) -k-b 
O/(h+l)j(x+l) 
h(4+j)x +2 
tl(h+ l)j 
h(4sj)xe (x+ 
O<h<2, Odh’62, Odi,<3, OGj62, 2<k<4, 
These transitions verify, for UEC, p and q in Q, that 
The terminal output function w is defined by o(q)=cj with SEA * and 4 =c q. 
This transducer converts words of C * into words of A * having the same numerical 
value. 
For the general case the process is the following. We try to transform a word written 
on the alphabet C= { 0, . , a +p + 1 } into a word of the same value on the alphabet 
B= (0, . . , a+p}, p being any positive integer. We first treat the recurrences of 
length 2. We make the construction shown on the example above if b> 1. The result 
follows except when a= b, where two passes of the transducer are necessary to 
produce a word on B *. If b = 1 and a > 1, the transducer is slightly modified so that in 
one pass the output word is on B*. If a = b = 1 (Fibonacci), two passes are necessary. 
When the recurrence is of length m>2, the construction is similar but more 
complex. A left subsequential transducer nP is given, which if b > 1 and a > b, converts 
words of C* into words of B* in m - 1 passes. If a = b, m passes are necessary. If b = 1, 
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the transducer has to be modified. This new left subsequential transducer A; trans- 
forms the words in m - 1 passes if a > 1 and in m passes if a = 1. 
Proposition 8.2. Let p be a positive integer. In a conjuent linear numeration system 
there exists a left subsequential function 
&:{O )...) LI+p+l}*+{O )...) a+p}* 
which preserves the numerical value. 
From this result we deduce the following theorem. 
Theorem 8.3. Let C be anyfinite set of integers. In a confluent linear numeration system 
there exists a left subsequential function 2: C*-+A* which maps a word written on 
C onto a word written on the canonical alphabet A having same numerical value. 
Proof. If C 3 A, there exists p>O such that C= { 0, . . ..a+~+ l}. The function 
A= A0 0 A, 0 ... 0 %, is left subsequential and preserves the numerical value. 0 
Corollary 8.4. The extended normalization in a confluent linear numeration system is 
a rational function. 
Corollary 8.5. In a confluent linear numeration system there exists a left subsequential 
function which maps two integers written on the canonical alphabet A onto a word on A* 
having for numerical value the sum of these two integers. The result is generally not in 
normal form. 
Proof. To make the addition of two integers represented in such a system, they are 
added digit by digit, which gives a word on the double alphabet. Then the function 
A is applied. 0 
In Berstel[3] it is shown that the addition of two integers normally represented in the 
Fibonacci system 9 is realizable by a transducer. 
Proof of Proposition 8.2. Let us denote by [c] the alphabet { 0, . . . . c}, with c> 1. 
Case 1: m=2. 
We have 
O(a+ l)OOc,Oaab+, lO(a-b)b. 
Let T, be the following rewriting system on the alphabet [a + p + 1 + b], TP= El u Ez, 
where 
E,={h(a+p+i)k+(h+l)(p+i)(k-b)I 
O<h<u+p-1, b<k<a+p+l, O<i<b+l} 
and 
E,={h(a+p+j).xz+(h+l)(p+j-l)(x+a-b)(z+h)I 
Obh<n+p-l,Odx<b-l,O<z<a+p+l, ldjdb+l}. 
The left and right members of these rules have the same numerical value. The elements 
of El are called reductions. The elements of E2 are called unfoldings and transform 
words which are >,,,h(a+p+ 1)b and irreducible module El. 
It is necessary to increase the alphabet until the bound (u+p+ 1 + b) since 
O(a+p+l)O(u+p+ l)-‘rp lp(u-b)(u+p+ 1 +b). 
The alphabet [u +p + I + b] is an auxiliary alphabet - the alphabet of the states of the 
transducer we are going to define. 
Case 1.1: b>2. 
With the rewriting system T, is associated a left subsequential transducer A, which 
reduces modulo TP from left to right. The set of states Q, of AP is the set of strict 
prefixes of the left members of Ty, i.e. 
Q,=(~}u(h~Odh<a+p-l)- 
ujh(u+p+i)~Odhdu+p-l,O<~ib+l~ 
u{h(u+p+j)xIOdhdu+p-1, l<j<b+l, Odxdb-l}. 
The initial state is E. The transitions are indicated below, with 06 h, h’<u+p- 1, 
Odidb+l,b~kbu+p+1,06x~b-l,O~y~u+p-b-l,u+p-b~~~u+p+l: 
h’/h 
h-h’. 
h=h(u+p), 
Cr-tpt li& 
hph(u+p+ l), 
x/h@ + P) 
h(a+p) - x, 
h(u+p+j)---t “’ h(u+p+j)x, 
W+l)(p+i) 
h(u+p+i) *k-b (El), 
yj(h+l)(p+j-l)(x+a-b) 
,y+b (E,), 
h(u+p+j)x t”h+l)(p+J-l’,(x+u-b)(t+b) (E2). 
These transitions verify, for r and q in Q, and UG[U +p+ 11, that 
r-q 0 ru=yq or ru-+,,yq or rujE,yq. 
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The terminal output function oP is defined by oP( q) = ij with SEA * and 3 = c q, that is, 
W,(h) = h, 
qd~(~+P))=N~+P)~ 
wJh(a+P+j))=(h+ l)(P+j-11, 
w,(h(a+p+j)x)=(h+l)(p+j-l)(x+a-b+l) 
(becauseuo=1,u,=a+1).Letw~O[a+p+1]*.Then~,(w)~[a+p]*exceptifu=b. 
Indeed, every transition gives in output words on the alphabet [a + p] (since b <a), 
except if a = b, the transition 
k/(h+ l)(p+ 1 +b) 
h(a+p+ 1 +b) *k-b, (*) 
with p+ 1 +b=u+p+ 1. 
(1) u>b. Then A,(w)=,w and A&w)~[a+p]*. 
(2) a = b. Let us examine more precisely when the transition (*) is used. Consider 
the word h(u+p+ l)x(u+p+ 1)k. Then 
h(ai-p+I):E(u+p+ 1) 
X/& 
-h(u+p+ 1)x 
(a+P+Mh+l)P 
> 
x(2u+p+ 1) 
U(X+iNu+P+i) (k_u). 
This word is transformed by the transducer into (h+ l)p(x+ l)(u+p+ l)(k-a). If AP 
is applied once more to this word, a state of form 1(2u + p + 1) is never reached. So 
/l;(w)E[u+p]*. 
Case 1.2: b= 1, ~22. 
When b= 1, the transducer A, has to be modified since when k=u+p+ 1, 
k-b = k-l=u+p is not a state of A,. 
A b is defined as follows. Two special states are added which allow to read words “in 
advance”. The set of states of AL is: 
Qb is included into [u+p+l] *. The initial state is E. The special states have the 
following meaning: s,=(p+l)Op.(u-1)l and s*=p(u-l).l, where what is to the 
right of the point is read in advance. 
The terminal output function wk is defined as in AP, with o(si) =(p + 1)Op and 
w(s,)=pu. 
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The transitions are defined below, with O<I~,Is’<aap--I, O<iill? 1 .$!ga+p, 
Ody,<a+p-2, n+p-l<t<a+p: 
h/h’ 
h-h’, 
(n+p)iE 
k------+4a+p), 
(a tp+l)ia 
k.k(a+p+ 11, 
h(a+p) 
O/h@ + p) 
-0, 
k(a+p+ l)--‘“-h(ni-p+ l)O? 
Il(b+l)(p+i) 
k(a+p+i)-----+ l-l (El), 
h(a+p+i) 
64 + p + 1 /VI + 1) 
+(p+i)(afp) (61, 
k(a+p+ l). Yl(b+l)m-l) 
-----y-t 1 (E,), 
fifh + 1 )p 
h(a+p+ l)O------+ ta-l)(f+l) tE2)3 
h(a+pi- 110 
ca+p+ 1m+ 1) 
‘Sl> 
o!(P+ 110 
Sl------+~Z! 
Sl 
fi(~+lWtp+l) I_ I, 
, 
a+p+ l/(p+ IjO 
Sl +c?J+ 1 )(Q+P)? 
whichEQ;,sincep+l<a+p-1 whenaa2, 
Y/P@ - 1) 
S? >Yfl, 
Clearly, if w~Of0 ,..., ai-p+lj*, JI’,(w)E{O ,..., a+p)*. 
Case 1.3: a=b= 1. 
This is the classical Fibonacci numeration system. Here (p t 1 )(a + p) cannot be 
a state of /1 b since p t 1> a + p - I= p. A specific construction, derived from this one, is 
given. 
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P+u b+l) o\ 
Y/P1 (p+l) 0 
Fig. 5. 
Let us define a left subsequential transducer A%. . the set of states is the set of strict 
prefixes of the left members of T, plus three special states: 
Q,={~>u{~lo~~~p}u{~(p+l)lo~~~p} 
u{h(p+2)l0~h~p}u(h(p+2)0IO~hbp) 
ur(P+l)(P+l)>Po(P+3)~Po(P+3)0~. 
The initial state is E. 
The transitions are indicated in Fig. 5, with 0 < h, h’ <p, 1~ I< p + 1,0 9 y < p - 1 if 
~31, and pbtdp+ 1. 
The output function w is defined by 
o(h)=h, 
MMp+ l))=h(p+ 11, 
4Wp+2))=(h+ l)P, 
o(h(p+2)0)=(h+ l)pl, 
w((P+l)(P+l))=(P+l)(P+l), 
4Po(P+3))=(P+l)oPl 
w(pO(p+3)O)=(p+ 1)Opl. 
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The input words are supposed to begin with a 0. It is clear that the output word is on 
the alphabet (0, . , p + 1 ), except when transition (*) is used: 
(p+l)(p+l)PIZ.Ptepp(p+l) (*) 
In this case, /1: is used a second time. There are two ways to arrive in state 
slJ=(p+l)(p+l): 
(1) The word h(p+2)(p+2)(p+l)“(p+2)1 outputs (h+l)(p+l)“(p+2)(p+l)p 
and goes in state (I-l). The word h(p+2)(p+2)(p+l)“(p+2)0 outputs (h+l) 
(p+l)“(p+2)p(p+ 1) and goes into state 0. 
Each of these two resulting words processed by ,4p gives a word without (p + 2) and 
never goes into state sO. 
(2) The word k(p+2)O(p+2)(O(p+2))4(p+2)(p+l)“(~+2)1 outputs 
(h+ l)((p+ l)O)4(p+ l)O(p+ l)“(p+2)(p+ 1)~ and goes into state (I- 1). Similarly, 
k(p+2)0(p+2)(0(p+2))4(p+2)(p+l)“(p+2)0 goes into state 0 and outputs 
(h-t I)((P+ l)O)%+ ~)O(P+ ~Y(P+~)P(P+ 1). 
Applying a second time /1 F on the output words (with a 0 ahead) will give a word on 
{ 0, . . . , p + 1) which never reaches state sO. 
Thus, &=(/I;)‘. 
Case 2: m 3 3. 
Denote by p the rewriting system generated by Oa”-‘b+lO” on an implicit 
alphabet. From Oa”- lb -tp 10” one gets, for 1 djdm- 1, 
Oaj-‘(a+ l)OmtpOaj~‘aam~‘b+, lo”-‘(a-b)aj-‘b. 
Let us consider v=O(a+p+ l)“~‘O(a+p+ l)m-l on (0, . . ..a+p+ 11. So 
u+,O(a+p-t l)m-2(a+p)a(2a+p+ l)“-z(a+p+b+ l)-fP 
This example indicates that an auxiliary alphabet [2a + p + l] is needed. On that 
alphabet, let S, be the following rewriting system: S,= E, u E,, where 
l E, is the set of rules generated by p on [2a+p+ 11: 
E,={k(a+p+i,)...(a+p+i,-,)l+(k+- l)(p+i,)...(p+i,_,)(I-b) 
lO<kda+p- 1, h<l<a+p+ 1, o<il, ...,i,_2~a+ 1, 
O<i,-,<b+l). 
The elements of El are called reductions. 
l E2 is the set of transformations obtained from cp and -+P as in the example above. 
They are called unfoldings. 
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More precisely, 
(0 mfl +a)...(uj+m-l +U)(Uj+,+b)lOdhbU+p-1, 
l<j<m-l,O<i ,,..., ij-rdU+l, ldij<U+l ifj<m-1, 
i,-ldb+l, Uj+l ) . ..rnj+mE[U+p+ 11 and 
Uj+l ...U, <~,,(a+p)“-j-‘b}. 
Rules of El and Ez preserve the numerical value. 
A rule of E, is applied to a word containing a factor of length m whose letters are 
2 a + p and the last one is 3 b. This word is thus a reducible word modulo p. Words 
containing a factor >lex (a + p) b, where at least one of the letters is < a + p, or the last 
one is <b, are not reducible modulo p: a rule of Ez is then used. 
Lemma 8.6. Reduction and unfolding give words on [2u + p + 11. 
Proof of Lemma 8.6. Reduction gives words on [a + p + 11. The unfolding produces 
a word where p+iI, . . ..p+ij-l <a+~+ 1. 
Consider the resulting word 
Uj+l... u~-l(U~+u--b)(um+l +U)...(u,+j-1 +u)(u,+j+b). 
Since 
~j+~...u,<~ex(u+p)m-j-lb, Uj+l . ..u._l(u,+u-b)<,,,(u+p)“-j-lu, 
the leftmost transformable word begins at index j+ 1. An unfolding applied to 
Uj+l... (Um+j+b)Um+j+l... increases letters of index $ m + j + 1, which by definition 
are in [a+~+ 11. So one remains on [2a+p+ 11. 0 
Proof of Proposition 8.2 (continued). Several cases are distinguished. 
Case 2.1: b>2. 
A left subsequential transducer AP on [a + p + 1 ] is defined as follows. The set of 
states Q,c [2a + p + l] * is the set of strict prefixes of the left members of the elements 
of S,. The initial state is E. 
Suppose we are in state qEQp reading XE [ a + p + 1 ] and let w = qx. 
(1) w is a word irreducible by El or E,. One has the transition 
xiq 
q-x if \<a-tp-1 and qE[a+p]*, 
T;E 
q----‘qx otherwise. 
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(2) w is a word such that a reduction of El is applicable, i.e. w =h(a+p+ il) . . 
(a+p+i,_,)I. so 
h(a+p+i,)...(a+p+i,-1) I;(f+r,)...(P+l,-,) ‘l-b. 
l-b isin Q,since I-b<a+p+l-bda+p-1 and b>l. 
(3) It is possible to apply an unfolding of E2 to w, i.e. 
W=h(U+f?+i,)...(U+p+ij)Uj+, . ..L’j+.+(h+l)(JJ+i,)... 
(P+ij_1)(P+ij_l)Uj+1...Z),-1(U,+U_b)(v,+1+U)... 
(uj+rnpl +a)(aj+,+b). 
Let r=r ,...~,~[2~+p+l] be the word Uj+1...U,_1(V,+u_b)...(uj+,+b), and 
let r’ be the longest prefix of r such that r’=rl . ..rk. with rl, . . ..rk<u+p. kbm- 1, 
rk+I<u+p-l and rk+2...rm>lex(u+p)m-k-1. Such a decomposition exists since 
Vj+l...U,<,ex(U+p)m-j-lb, rl...r,_j<,ex(a+p)m-j-lu. 
Then we get the transition 
h(U+p+il)...(U+pfij)Uj+1 . ..Uj+.-l 
~(,+,;(h+l)(p+i~). .(p+i,~,)(p+i,-l)r,...r, 
rkfl ...rrn; 
furthermore, 
r,_j=u,+u-b<du+p+ 1 -b, 
r,-j+l,..., r,_,d2u+p+l, 
r,,<u+b+p+l. 
Recall that the initial conditions of the linear recurrence are u. = 1, Ui =(a + l)‘, 
l,<i<m-1. It is convenient to define values u_~,...,u_, so that the relation 
10” = Ou”- lb is still true: 
l=uu_l+uu_z+...+uu_(,_,,+bu_,, 
(C) 
: 
l=~u_~+au_~+...+u~_(,_~)+bu~~,_~,, 
l=uu_I+bu_2, 
1 =bu_I. 
The terminal output function wP of A, is defined as follows: 
(1) For all states qE[u+p]*, o,(q)=q. 
(2) Let q#[u+p]*, q=hq,... ql, with 1~ I< 2m - 2. q is formally prolongated with 
m O’s in basis uPi (1 <i,<m): 
IA-1 . . . u1 ug u-1 u-2 . . . ZL, 
41 ... 4r-1 41 0 0 . . . 0 
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The word hq, . . . ql, 0” is written with a comma to split the suffix, whose value is to be 
taken according to the xi’s, 1 did m. Then an unfolding is used. 
(a) l<l<m-1: q is of the form 
q=h(U+p+il)...(U+p+ij-l)(U+p+ij)qj+l...ql,Om, 
with 
ij>l, l<j<1, qj-I,..., qleCa+P+ ll, 4j+l ...ql <lex(a+P)‘-j. 
By unfolding, 
q~(h+l)(~+i~)...(~+ij-~)(~+ij-l)qj+~...q~,O”-’-‘(~-b)~j-‘b. 
From conditions (C)we get VlGibm-1, Vldkdm-i, 
(U-b)U-i+aU-(i+i,+ “’ +Uu-,i+k-1)+bU-(i+k)=O; 
thus, Op(q)=(h+ l)(P+i,)...(P+ij_l)qj+1 . ..q.E[U+p+ l]*. 
(b) m<l<j+m-1: q is of the form 
4=h(a+p+i,),..(a+p+ij)qj+l...qm...41,4r+l...4l+m, 
with 
ql+l,...,ql+m=O. 
By unfolding, 
It is possible that letters of index > 1 belong to [a]. There are at most I-j- 1 letters 
equal to 2u + p + 1, which increase 1 -j - 1 letters of index between j + m + 1 and Z+ m. 
Since qj+m+lr ...,41 +m=O, the output word belongs to [a +p+ l]*. 
Fact. The letters output by the transducer belong to [a+~], except if on the 
alphabet of states the letter with the same index was 2u+p+ 1. The set of states is 
considered as an auxiliary tape. A letter of the auxiliary tape is equal to 2u + p + 1 only 
if it comes from a letter a + p + 1 increased by a leftmost unfolding. 
A reduction pattern is the factor a +p + iI + ... + a +p + i,_ 1 of a left member of 
a reduction of E,. 
Similarly, an unfolding pattern is the factor a +p+ iI + ... + a +p + ij of a left 
member of an unfolding of EZ. 
Property 8.7. In an unfolding pattern there are at most j (1 < j 9 m - 1) letters equal to 
2u+p+ 1 on the auxiliary tape. At most j- 1 letters equal to u+p+ 1 are output 
because the last one u+p+ ij is transformed into p+ij- 1 <a +p. 
Property 8.8. In a reduction pattern there are at most m - 2 letters equal to 2u + p + 1 
and 1 letter equal to a + b + p + 1. The transducer outputs at most m - 2 letters equal to 
u+p+l and 1 letter equal to b+p+l. 
There are two cases to consider: 
Case (i): a>b. 
Then b + p + 1 <a + p. So by reduction at most m - 2 letters equal to a + p + 1 are 
output. 
Lemma 8.9. Ifu>b> 1 unll w~O[u+p+ I]*, then AZ-‘(w)~[u+p]*. 
Proof of Lemma 8.9. The word w does not contain runs of more than m- 1 letters 
equal to a +p + 1 which are to be reduced or unfolded; so at the beginning, on the 
auxiliary tape there are at most m- 1 letters equal to 2u+p+ 1 in one pattern. So in 
/ip( w) there are at most n- 2 letters equal to u+p + 1 in one pattern and then in 
A;- l(w), none are left (to be rigorous a 0 has to be added before every pass 
in A,). 0 
Case (ii): u=b. 
Nothing changes for the unfoldings. On the other hand, the reduction does not 
decrease the maximum number of letters equal to a +p+ 1. 
Property 8.10. After a reduction the factor of length m + 1 following the reduced factor 
on the auxiliary tape belongs to [a+~] *. 
Indeed, the reduction does not increase the letters. So by reduction or unfolding, the 
first following factor of m+ 1 is transformed into a word of [a+~]*. 
Lemma 8.11. ,4fier a puss of A,, the resulting word is of one of the following form: 
(i) zt, with ZE [u + p + 1 ] *, z containing at most m - 1 letters equal to u + p + 1, t of 
length m+ 1, tE[u+p]*. 
(ii) JJ, of length m - I, with the last letter in [a +p], the m-2 other ones being in 
[asp+ 11. 
Proof of Lemma 8.11. (i) is obtained by reduction (cf. Property 8.10) and (ii) is 
obtained by unfolding (cf. Property 8.7). 0 
Lemma 8.12. If a=b> 1, AF(w)~[u+p]*. 
Proof of Lemma 8.12. At every pass of A,, an unfolding decreases the number of 
letters equal to a + p + 1 in a pattern. After the first pass of /1,, there are at most m - 2 
letters equal to a +p+ 1 and 1 letter equal to a+p or at most m- 1 letters equal to 
a + p + 1, followed by a factor of length m + 1 on [a + p] (Lemma 8.11). After the 
second pass of A,,, there are at most m - 3 letters equal to a + p + 1 and 1 letter equal to 
u + p or at most m - 2 letters equal to (I + p + 1, followed by a factor of length m + 1 on 
[u + p]. Thus, after m passes of np, every letter is in [a + p]. 0 
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Proof of Proposition 8.2 (conclusions. 
Case 2.2: b= 1. 
The transducer has to be modified because I - b = l- 1 <a + p - 1 only if 1 Q a + p. So 
a difficulty arises for I = a + p + 1. We keep the same set of states Qp, some transitions 
are modified. The terminal output function wP remains identical. Let us examine the 
reduction, with l= a +p + 1: 
h(a+p+i,)...(a+p+i,_,)(a+p+l)+ 
(h+l)(P+i,)...(P+i,-,)(a+P), 
with 
a+p+i,,...,a+p+i,_,<2u+p+l and u+p+i,_,~u+p+2. 
(1) p + i, _ 1 G a + p - 1 (which is always the case when a >, 3). Then one goes in state 
(P+im-,)(a+p)EQp: 
h(u+p+il)...(a+p+i,-,) 
a+p+l/(h+l)(p+il)...(p+im-2) 
, 
(2) ~62. Let k be the greatest integer such that p+i,<u+p-1, p+ik+l,..., 
p+i,_,>,u+p. Then 
h(a+p+i,)...(a+p+i,_,) 
a+p+l/(h+l)(p+i,)...(p+i,-I) 
l 
(p+i,)...(p+i,-,)(u+p). 
If such a k does not exist then p + il, . . . , p + i,- 1 2 a + p. It is possible to reduce the 
word one more time: 
h(u+p+i,)...(u+p+i,-,)(a+p+l) 
-(h+l)(p+i,)...(p+i,-,)(u+p) 
+(k+2)(p+i,-u)...(p+i,_,-a)(u+p-1). 
We define the transition 
k(u+p+il)...(u+p+i,_l) 
a+p+l/(h+2)(p+i,--a)...(p+i._,--a) 
,u+p- 1, 
where 
p+i,-a ,..., p+i,_z-~<p+l<a+p, 
p+L,--adp+2--ada+p. 
Remark. Since u+p+il, . . . ,a+p+i,-,22a+p only if they come from an un- 
folding, k+2fa+p+ 1. 
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Let us call A> this new transducer. It can be proved in the same manner that in case 
h> 1 the following lemma holds. 
Lemma 8.13. Let w~O[a+p+l]*. If a>b=l then A~“-l(w)~[a+p]*. !f 
u = b= 1 then A~“(w)~[u+p]*. 
This achieves the proof of Proposition 8.2 with Ap= Arm1 or /1; or A;“-’ or 
/I;” according to the different cases. II 
Remark 8.14. The addition in u corzjluent numeration system cunnot be realized by 
a right subsequential function. 
Proof. Let x=0(2a)O”-l(uO”-‘)“O and y=O(uOm~l)“tlO, with n>O, be two 
words of { 0, . . ) 2u) *. The equivalent words on (0, . . ..a} are 
x’= l(u- l)O*-2((a-b+ l)(b- l)OmM2)‘(u-b)b and y’=y. Since d,(x, y)=4 and 
d,(x’, y’)=4+2m(n + l), the addition cannot be realized by a right subsequential 
function. 0 
8.2. Extended normulizution in the i@!nite case: the real numbers 
As already mentioned a left subsequential transducer without a terminal output 
function determines a left sequential function on infinite words. From the construc- 
tion given above we get the following results. 
Theorem 8.15. Let C be an arbitrary ,finite set of integers. In a confluent linear 
numeration system there exists a left sequentialfunction which transforms u word of CN 
into a numericully equivalent word on AN. 
Corollary 8.16. In u conjluent linear numeration system there exists u left sequentiul 
,function which maps two reul numbers written on the canonical alphabet A onto a word 
of AN having for value the sum of these two numbers. The result is generally not in normul 
form. 
Corollary 8.17. The extended normalization of injinite words in u conjluent numeration 
system is a rutionul fimction. 
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