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RESUMO 
 
O crescimento da frota de veículos nas grandes cidades do Brasil se deve ao aumento do 
poder econômico da população e pelas políticas urbanas aplicadas, que por muitas vezes são 
influenciadas pelas grandes montadoras. É notório o investimento em vias para veículos 
particulares, na contra mão de países mais desenvolvidos, onde estas políticas são 
direcionadas para transportes coletivos.  
O objetivo deste trabalho é desenvolver um aplicativo que faça a detecção de veículos em 
tempo real, por meio de técnicas de Visão Computacional, e os classifique. A detecção de 
veículos foi obtida utilizando a linguagem C++ e a biblioteca OpenCV, da Intel, e neste 
momento, estão sendo feitos testes com diferentes técnicas, para classificar o tipo de veículo. 
O interesse é na detecção de caminhões em lugares onde o seu trânsito têm restrições. 
 O equipamento utilizado consiste de uma única câmera fixa, posicionada em um local 
estratégico, interligada a um notebook e utilizando-se da aplicação desenvolvida durante o 
mestrado. Essa aplicação constrói um frame de background de referência e os veículos são 
detectados fazendo a subtração do background, em tempo real.  Pela utilidade que este 
protótipo pode representar no auxílio ao controle e monitoramento do trânsito nas grandes 
cidades, é justificada a implementação dessa aplicação de monitoramento automatizado de 
trânsito, com técnicas de Visão Computacional e a biblioteca OpenCV, para auxiliar no 
controle e mapeamento de trânsito. 
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ABSTRACT 
 
The Growth of Vehicle Fleet NAS Great Cities of Brazil increased devel TO Population by 
Economic Power and Urban Policies Applied, que PER many fold superfamily are influenced 
by Big automakers. And the notorious Investment in roads for private vehicles, in developed 
countries against Hand More, Where THESE policies are directed paragraph Collective 
Transport. 
The objective is to develop application que um Make the detection of vehicles in real time 
through Computer Vision Techniques and classify OS. The detection of vehicles BEEN 
obtained using a C ++ Language and OpenCV library from Intel and this moment are Being 
Made testes with Different Techniques, paragraph classify the type of vehicle. The interest in 
detecting And Trucks them Places Where Your Traffic HAVE restrictions. 
The equipment used consists of a fixed camera Single, Strategic spot positioned them hum, 
hum interconnected to notebook and using - if the application developed by During the 
Master. THAT Application Builds background hum frame of reference and vehicles are 
detected OS Making a background subtraction in real time. By this utility que Prototype CAN 
represent any assistance AO Control and Monitoring Traffic in big cities, and this justified the 
Implementation Application automated monitoring Transit with Computer Vision Techniques 
and OpenCV library to assist in Control and Mapping Traffic. 
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CAPÍTULO 1 
1. INTRODUÇÃO 
 
1.1. Considerações preliminares 
 
Estudos utilizando a engenharia de transportes terrestres tem sido essencial para os 
departamentos de trânsito das grandes cidades, que necessitam de informações como: 
principais pontos de congestionamentos, abusos de velocidades, acidentes e detecção de 
circulação de veículos em vias não autorizadas, dentre outras. Estas informações procuram 
proporcionar melhorias no fluxo de veículos e pedestres e segurança no transporte urbano e 
rodoviário.  
Segundo reportagem do portal G1 da Globo.com [G1 GLOBO.COM 2014], o Brasil tem 
atualmente uma média de um automóvel para cada 4,4 habitantes. São 45,4 milhões de 
veículos de passeio. Há dez anos, a proporção era de 7,4 habitantes por automóvel. 
O crescimento da frota de veículos nas grandes cidades do Brasil se deve ao aumento do 
poder econômico da população e pelas políticas urbanas aplicadas, que por muitas vezes são 
influenciadas pelas grandes montadoras. É notório o investimento em vias para veículos 
particulares, na contra mão de países mais desenvolvidos, onde estas políticas são 
direcionadas para transportes coletivos.  
Diante do grande número de veículos nas rodovias, estradas e vias urbanas do Brasil, 
aumentaram concomitante o número de acidentes registrados: devido à falta de fiscalização, 
imprudências por parte dos condutores ou até mesmo a utilização de tecnologias de 
fiscalização antigas em vista aos tempos atuais. No caso específico desta dissertação, 
encontramos diversos exemplos de acidentes com grande número de vítimas fatais 
provocados pela invasão de caminhões em zonas de tráfego proibido para estes tipos de 
veículos. Um detector de caminhões em vias públicas, que gere um alarme caso haja tráfego 
desse tipo de veículo em locais proibidos, pode ser de grande utilidade para evitar esses tipos 
de tragédias. 
 
 
 
1.2. Problema 
Devido ao contexto atual das grandes cidades, no que se refere ao constante crescimento da 
frota de veículo, tem-se como problema de pesquisa: De que maneira a implementação de 
uma aplicação de monitoramento de tráfego de veículos pode auxiliar no controle e 
mapeamento de trânsito? 
 
1.3. Objetivos 
 
A seguir são relacionados o objetivo geral e os objetivos específicos deste trabalho. 
 
1.3.1. Objetivo geral 
 
O objetivo geral dessa dissertação é desenvolver uma aplicação capaz de 
realizar o monitoramento do trânsito de maneira automatizada, sem 
necessidade da intervenção direta do homem, buscando realizar a detecção 
e classificação de veículos com técnicas de visão computacional. 
 
1.3.2. Objetivos específicos 
 
 Desenvolver uma aplicação utilizando a linguagem C++ e a 
biblioteca OpenCV, capaz de realizar detecção e classificação de 
veículos, no que se refere ao seu porte (pequeno, médio e grande). 
 Promover discussões referente a classificação automática de 
veículos. 
 Realizar uma revisão das técnicas de Visão Computacional 
existentes para o monitoramento de trânsito. 
 Identificar, por meio da classificação de veículos no que se refere 
ao seu porte (pequeno, médio e grande), a presença de caminhões 
na imagem em tempo real. 
 
 
 
1.4. Motivação 
O monitoramento e controle de trânsito urbanos e rodoviários em sua maioria são executados 
por humanos, seja este fisicamente, em pontos bases de observação, por autoridades 
competentes, ou por meio de sistemas de vídeos não automatizados. Estes métodos são 
adotados em diversos centros urbanos, mas são dependentes de longos períodos de trabalhos 
de observação das imagens obtidas, ocasionando fadigas e perdas de dados importantes. 
Várias tragédias têm sido causadas pelo tráfego de caminhões em locais proibidos e que são 
vigiados 24 horas por dia. Um exemplo é a que ocorreu em 6 de julho de 2013, quando uma 
carreta desgovernada com bobinas de aço, que não poderia trafegar na avenida Nossa Senhora 
do Carmo, causou a morte de três pessoas e a destruição de diversos veículos. Em 28 de 
janeiro de 2014, um caminhão trafegou por 500 metros com a caçamba levantada, atingindo 
uma passarela de 94 toneladas na Linha Amarela, na cidade do Rio de Janeiro e matou quatro 
pessoas.  O tráfego de caminhões é proibido na via no horário do acidente. 
Diante deste contexto, procuramos utilizar técnicas de Visão Computacional e Processamento 
Digital de Imagens para detectar veículos e monitorar o trânsito, buscando uma automatização 
destes sistemas. O processo de classificação para definir quais dos objetos detectados são 
caminhões vai permitir gerar um alarme quando este tipo de veículo estiver presente em locais 
proibidos. 
 
1.5. Organização do texto 
 
Esse texto está dividido em sete capítulos, incluindo a introdução na qual o problema de 
pesquisa, seus objetivos geral e específico, a motivação pela qual gerou a realização para este 
estudo são apresentados. 
No Capítulo 2 é discutido o conceito de Processamento Digital de Imagens (PDI) e as etapas 
de formação e aquisição da imagem, que incluem a digitalização, o pré-processamento, a 
segmentação e o pós-processamento. A extração de atributos, a classificação e o 
reconhecimento de objetos no quadro da imagem também são apresentados nesse capítulo. 
O Capítulo 3  aborda definições da Visão Computacional (VC), demostrando as técnicas de 
classificação de reconhecimento, que são o aprendizado de máquina, a detecção de bordas e o 
reconhecimento de padrões. No capítulo seguinte, é apresentada a biblioteca OpenCV, que foi 
desenvolvida pela Intel para aplicações de VC com vídeo, com a finalidade inicial de 
demonstrar o potencial de seus processadores. 
O Capítulo 5 demostra a metodologia aplicada no desenvolvimento da aplicação para alcançar 
os resultados. Posteriormente o Capítulo 6 discute os resultados alcançados até o presente 
momento. E, finalmente, o Capítulo 7 apresenta as considerações finais referentes à pesquisa 
realizada e as contribuições até agora obtidas. 
  
CAPÍTULO 2 
 
2.  PROCESSAMENTO DIGITAL DE IMAGENS (PDI) 
 
O Processamento Digital de Imagens (PDI), é a área do conhecimento que estuda a 
transformação de uma imagem, que é a entrada, por um processo computacional, gerando 
como saída uma nova imagem, conforme representado na Figura 1. De acordo com [GOMES 
& VELHO 2002], um sistema de processamento digital de imagens admite um conjunto de 
imagens de entrada e retorna um conjunto de imagens de saída de forma adequada às 
necessidades do problema abordado. 
 
Imagem
Processamento Digital de Imagens (PDI)
Imagem
 
Figura 1: Processamento de Imagem: entrada e saída do processo são imagens. 
 
Processamento digital de imagens pode ser definido com um conjunto de técnicas para 
capturar, representar e transformar imagens com o auxílio de processos computacionais. A 
utilização destas técnicas permite identificar e extrair informações das imagens, alterando a 
qualidade visual de determinados aspectos estruturais e facilitando a percepção humana e a 
interpretação automatizada por meio de máquinas [PEDRINI & SCHWARTZ 2008]. 
 
2.1. Imagem Digital 
 
São utilizados diversos dispositivos físicos para obter uma imagem, dispositivos estes que no 
atual contexto são facilmente encontrados no dia a dia em smartphones, tablets, câmeras 
fotográficas, webcams, equipamentos de radiografia, microscópios eletrônicos, ressonância 
magnética, aparelho de endoscopia, radares e câmeras de segurança. 
Uma imagem pode ser definida como uma função bidimensional, f (x,y), em que x e y são 
coordenadas espaciais num plano bidimensional, e a amplitude de f em qualquer par de 
coordenadas (x,y) é chamada de intensidade ou nível de cinza da imagem nesse ponto. 
Quando x,y e os valores de intensidade de f são quantidades finitas e discretas, chamamos de 
imagem digital.  [GONZALEZ & WOODS 2010]. 
A composição de uma imagem digital se dá por meio da possibilidade de quantificar seus 
elementos, com seus valores específicos e o conhecimento de sua localização. Os referidos 
elementos que compõem uma imagem digital, são conhecidos como pixel, podendo ser 
encontrados com outras nomenclaturas, tais como pel, elementos de imagem ou elementos 
pictórios. O pixel é o elemento básico de uma imagem, Figura 2, sua forma mais comum é a 
quadrada ou retangular. Frequentemente, a organização de uma imagem sob a forma de uma 
matriz de pixels é feita em uma simetria quadrada, i.e., na forma de um tabuleiro de xadrez. 
Isto se deve a facilidade de implementação eletrônica, seja dos sistemas de aquisição seja dos 
sistemas de visualização de imagens [ALBUQUERQUE 2000]. 
 
 
 
 
 
 
 
 
 
 
Figura 2: Representação do pixel de uma imagem. 
 
A primeira fotografia digital foi obtida em 1957 por Russell Kirsch, pelo pesquisador do 
Massachussets Institute of Technology (MIT), do seu filho recém-nascido, a qual foi 
submetida análise em computador, gerando assim o início do que conhecemos hoje sobre 
Pixel 
imagens digitais. A foto de um bebê em preto e branco granulado que, Figura 3, alterando 
assim a forma de como vemos o mundo. Kirsch obteve a primeira imagem digital, utilizando 
um aparelho que transforma sua imagem para a linguagem binária dos computadores, uma 
grade regular de zeros e uns [WIRED 2011]. 
 
 
 
Figura 3: primeira imagem digital, de 1 bit de cor por pixel, de 1957 (Wired 2011). 
 
2.2. Etapas do Processamento Digital de Imagem – EPDI 
 
Um sistema de processamento de imagens é constituído de diversas etapas, como a formação 
e aquisição da imagem, digitalização, pré-processamento, segmentação, pós-processamento, 
extração de atributos, classificação e reconhecimento, conforme é apresentado na Figura 4 
[ALBUQUERQUE & CANNER 2005]. A seguir serão apresentadas todas as etapas citadas, 
buscando um melhor entendimento da EPDI. 
 
 Figura 4: Etapas de um sistema de Processamento de Imagem Digital - EPID 
(ALBUQUERQUE & CANNER, 2005) 
 
2.2.1.  Formação e Aquisição da Imagem 
 
Dentre as etapas de processamento de imagens, a aquisição é a primeira a ocorrer, sendo 
necessário um dispositivo de aquisição, tais como os smartphones, tablets, câmeras 
fotográficas, webcans. Os dispositivos são divididos em dois elementos necessários para a 
aquisição digital de imagens. O primeiro é um dispositivo físico que deve ser sensível ao 
espectro de energia eletromagnético. Este dispositivo transdutor deve produzir em sua saída 
um sinal elétrico proporcional ao nível de energia percebido. O segundo, chamado 
digitalizador, é um dispositivo que converte o sinal elétrico analógico produzido na saída do 
sensor em um sinal digital [ALBUQUERQUE & CANNER 2005]. 
A construção da imagem digital envolve diversas etapas. A aquisição de imagens em 
movimento pode ser feita por câmeras digitais de vídeo ou de cinema, ou podem ser 
capturadas em película ou em vídeo analógico e depois digitalizadas, ou, então, elas podem 
ser geradas inteiramente por computador, através da computação gráfica. Essas maneiras de 
gerar a imagem digital podem ser resumidas da seguinte forma [GOMIDE 2014]: 
• Filmadoras digitais de vídeo ou cinema; 
• Película e depois digitalizadas, pelo escaneamento das imagens ou pela 
telecinagem; 
• Imagens em vídeo analógico e depois digitalizadas, através das placas 
de captura; 
• Imagens escaneadas; 
• Geradas totalmente em computador, pela computação gráfica. 
 
Em uma primeira etapa, quando o sinal ainda é analógico, as imagens passam por 
uma etapa de pré-processamento, para amplificar e filtrar o sinal. Em seguida, esse sinal 
analógico passa por um conversor analógico-digital, passando pelos processos de amostragem 
e quantização, para fazer a sua representação e descrição digitais. Dependendo do tipo de 
aplicação da imagem digital, ela então passa por processos segmentação, de transformações 
geométricas, de realce e de compressão, dentre outros. Essas etapas podem ser resumidas 
como está a seguir [PEDRINI & SCHWARTZ 2008]: 
 
• Pré-processamento; 
• Representação e descrição; 
• Dependente do que vai ser feito com a imagem: 
– Segmentação; 
– Transformações geométricas; 
– Realce; 
• Compressão. 
 
2.2.2.  Pré-processamento 
 
Na aquisição da imagem, ela é capturada através de um sensor, que a converte em uma 
representação digital adequada. Os tipos de dispositivos utilizados são o Charged Coupled 
Device (CCD) ou o Complementary Metal Oxide Semicondutor (CMOS), que são dispositivos 
de estado sólido. Eles são circuitos integrados compostos por elementos que geram uma 
corrente elétrica quando a luz incide sobre eles. Existem diferenças na maneira como a 
energia luminosa é transformada em energia elétrica e em como esse sinal é processado em 
cada um dos dispositivos.  
O CMOS tem a corrente elétrica amplificada em cada uma das células fotoelétricas, enquanto 
o CCD faz esse processo em uma linha de células fotoelétricas. O sinal do CMOS é muito 
mais ruidoso que o sinal do CCD, mas avanços tecnológicos recentes permitiram reduzir esse 
ruído e surgir uma nova geração de câmeras e filmadoras [APTINA 2011]. O CCD pode 
trabalhar em intensidade de luz muito mais baixa que a do CMOS. A descrição da imagem 
dependerá do tipo de dispositivo, da iluminação, do número de células fotoelétricas e do 
número de níveis de cinza ou de cores, dentre outros fatores. A luz branca entra nos prismas e 
é separada nas componentes vermelha, verde e azul. 
 
 
Figura 5: separação da luz branca nas cores primárias por um prisma. 
 
Os equipamentos de captura de imagem podem ter um ou três dispositivos, do tipo CCD ou 
CMOS. Na Figura 5, se pode observar a separação das cores com um conjunto de prismas. 
Na Figura 6, se tem um diagrama esquemático da separação das componentes de cores para 
uma câmera com três CCDs ou três CMOS. Toda a luz de cada uma das componentes de cor é 
capturada por cada um dos sensores. 
 
  
Figura 6: diagrama esquemático mostrando a separação da luz pelo prisma após passar pela 
lente. 
 
Na Figura 7, se vê um prisma com os três CCDs acoplados. Na frente do prisma se observa a 
lente, que está nesse objeto em forma de anel. O sinal que sai de cada um dos CCDs é 
analógico, pois é uma corrente elétrica. Em seguida, a corrente é amplificada e filtrada, para 
reduzir o ruído. Somente depois disso o sinal analógico é convertido em sinal digital. 
 
 
Figura 7: prisma com os três CCDs acoplados. 
 Para um sensor apenas, a câmera utiliza um filtro na frente do dispositivo para separar as 
cores, como a malha de Bayer da Figura 8. Ela é uma malha de filtros verdes, azuis e 
vermelhos, em geral na proporção de 50, 25 e 25%, respectivamente. Uma camada com 
lentes, que está na parte superior da Figura 8, associadas à malha, completa o conjunto. 
Câmeras com apenas um dispositivo do tipo CMOS e o filtro de Bayer têm sido utilizadas 
com sucesso nos últimos anos. No ano de 2009, a maior parte dos Oscars foi vencido pela 
primeira vez por filmes que utilizaram esse tipo de captura de imagem, como Quero Ser 
Milionário e O Curioso Caso de Benjamin Button. Os Oscars de fotografia dos últimos anos 
foram para filmes que utilizaram filmadoras digitais com essa configuração [ACADEMY OF 
MOTION PICTURE ARTS AND SCIENCES 2014]. 
 
 
 
Figura 8: diagrama com uma malha de Bayer, à esquerda, e a distribuição de filtros à direita. 
 
2.2.3.  Segmentação 
 
A segmentação de imagens ocorre tanto em Processamento Digital de Imagens quanto na área 
de Visão Computacional. Segundo [Jain 1989], a segmentação em Visão Computacional 
refere-se ao processo de decomposição de uma imagem digital em vários segmentos (regiões) 
que a formam. A área de Processamento Digital de Imagens, de acordo com [Moik 1980], 
define a parte da análise que trata da definição de objetos geográficos ou regiões de uma 
imagem. 
A segmentação é o termo dado na literatura de processamento de imagem para o processo de 
subdividir a imagem em regiões que correspondem a diferentes objetos ou de partes de 
diferentes objetos. Cada pixel é atribuído a um de um certo número de regiões ou categorias. 
Uma boa segmentação é normalmente aquele em que pixels que tenham sido colocados na 
mesma categoria têm valores semelhantes e forma uma região conectada, e são diferentes de 
pixels vizinhos que tenham sido colocados em outras categorias. Segmentação é muitas vezes 
o passo crítico na análise de imagem: o ponto em que nos movemos de considerar cada pixel 
como unidade de observação para trabalhar com objetos (ou partes de objetos) na imagem, 
composta de muitos pixels. É necessário, antes de medições podem ser feitas em imagens, tais 
como intensidades de pontos em micro arranjos de DNA, ou áreas de terra em uma fotografia 
aérea. Se a segmentação é bem feita, em seguida, todas as outras etapas da análise de imagens 
são feitas mais simples. No entanto, o sucesso é muitas vezes apenas parcial [GLASBEY e 
HORGAN, 2011]. 
 
2.2.4. Extração de Atributos 
 
A Extração de Atributos é a etapa em que se consegue analisar e extrair as informações úteis 
ou de interesse da imagem processada, finalizando assim o sistema de processamento de 
imagem. Segundo [Duda et al 2001], a extração de atributos é responsável pela mensuração 
dos atributos dos objetos pertencente a imagem em estudo, que são utilizados para identificar 
uma classe de padrão. O principal objetivo da extração de atributos é caracterizar os objetos, 
através de medidas, para serem utilizados na classificação de imagens. 
 
2.2.5. Classificação e Reconhecimento 
A Classificação e Reconhecimento serão tratados no capítulo 3, Visão Computacional. 
 
2.2.6. Amostragem e quantização 
Para ser representado digitalmente, o sinal da imagem gerado nos dispositivos é 
amostrado e quantizado [Pedrini e Schwartz 2008]. A amostragem é o processo de 
discretização do domínio de definição da imagem bidimensional nas duas direções ortogonais, 
x e y, para gerar uma matriz de M x N amostras. Cada elemento dessa matriz é chamado de 
pixel (picture element). Existe um teorema fundamental da teoria da informação, chamado de 
teorema de Nyquist–Shannon, que dá a frequência mínima para uma boa amostragem. Esse 
teorema diz que se um sinal tem uma freqüência máxima, ele é completamente determinado 
se a freqüência de amostragem é pelo menos o dobro dessa freqüência máxima do sinal. Então 
no caso da imagem, o sinal deve ser amostrado quatro vezes, isto é, duas vezes na direção x e 
duas vezes na direção y. 
Um exemplo prático e direto pode ser obtido no som. Os seres humanos captam os 
sons entre a frequência de 20 Hz (grave) e 20 kHz (agudo). O som é uma onda e o Hz é uma 
medida da frequência, representando 1 Hz = 1 ciclo por segundo. As mulheres podem 
perceber sons um pouco mais agudos que os homens, indo um pouco acima de 20 kHz, isto é, 
20 mil ciclos de onda por segundo. Assim, a amostragem do som deve ser maior que 40 kHz e 
é o que ocorre. O som de CD é amostrado a 44,1 kHz e o áudio também pode ser amostrado a 
48 kHz. Outra opção, para reduzir o tamanho do arquivo de som, é amostrá-lo a 32 kHz, 
perdendo assim muita informação na região dos sons agudos. 
A quantização é o número inteiro de níveis de cada componente de cor, em uma 
imagem colorida, ou de níveis de cinza, em uma imagem monocromática, permitidos para 
cada pixel. Esse número inteiro de níveis é representado pelo número de bits. As imagens 
mais comumente encontradas, nas componentes RGB, têm 8 bits por cada uma das 
componentes, ou canais, de cor. Isso dá 256 valores de cor para o vermelho, 256 para o verde 
e 256 para o azul. A imagem resultante então tem 16 milhões e 700 mil valores diferentes de 
cor, ou 24 bits. Na Figura 9, se encontra uma representação da digitalização de um sinal, 
onde no eixo horizontal são mostrados os intervalos de amostragem e no eixo vertical os 
níveis de quantização [GOMIDE 2014].  
 
 
Figura 9: digitalização de um sinal contínuo. 
 
CAPÍTULO 3 
 
 
3. VISÃO COMPUTACIONAL (VC) 
 
Na Visão Computacional temos como um input imagens e através do seu processo tomamos 
como output modelos matemáticos, ou seja, um agrupamento de técnicas e métodos nos quais 
se torna possível a interpretação de uma imagem emulando a visão humana. É o estudo da 
extração de informação de uma imagem; mais especificamente, é a construção de descrições explícitas 
e claras dos objetos em uma imagem [BALLARD e BROWN 1982]. Segundo Gonzalez (2008) o 
espectro que vai do processamento de imagens até a visão computacional pode ser dividido em três 
níveis: baixo-nível, nível-médio e alto-nível. Os processos de baixo-nível envolvem operações 
primitivas, tais como a redução de ruído ou melhoria no contraste de uma imagem. Os processos de 
nível-médio são operações do tipo segmentação (particionamento da imagem em regiões) ou 
classificação (reconhecimento dos objetos na imagem). Os processos de alto- nível estão relacionados 
com as tarefas de cognição associadas com a visão humana. 
A visão computacional é uma área de pesquisa recente e responsável pela “visão” de uma máquina, 
extraindo informações significativas, possibilitando reconhecer, manipular e analisar os objetos que 
compõem uma determinada imagem [BORTH, PISTORI e RUVIARO 2014]. A visão 
computacional tem a capacidade de extrair informações relevantes a partir de imagens capturadas por 
câmeras fotográficas, vídeos, sensores, entre outros dispositivos, para automatizar a tomada de decisão 
em um sistema, por exemplo [SHAPIRO et al. 2001]. 
A visão computacional é uma área de pesquisa que pode incluir métodos de aquisição de imagens, pré-
processamento, segmentação, extração de atributos ou características e reconhecimento de padrões 
[BORTH, PISTORI e RUVIARO, 2014]. As soluções computacionais da visão computacional são 
baseados em técnicas de processamento e análise de imagens, as quais permitem extrair informações a 
partir de imagens [GONZALEZ et al., 2007; TRUCCO et al., 1998; FAUGERAS, 1993; HARTLEY 
et al., 2004; FORSYTH et al., 2012].  
Nos itens abaixo serão apresentadas etapas de um sistema de visão computacional, observando que 
algumas etapas já foram apresentadas no item 2.1. Processamento Digital de Imagens, portanto não 
serão novamente descritas abaixo. 
 
 
 
 
 
3.1. Classificação e Reconhecimento 
 
3.1.1. Aprendizado de Máquina (AM) 
Aprendizado de Máquina (AM) é o campo de pesquisa da Inteligência Computacional que 
estuda o desenvolvimento de métodos capazes de extrair conceitos (conhecimento) a partir de 
amostras de dados [MITCHELL 1997]. O Aprendizado de Maquina, se torna pretendido em 
diversos contextos, em busca de soluções de problemas que não são capazes de serem 
solucionados por métodos tradicionais de programação, tais como os imperativos, funcionais 
ou orientados a objetos [PISTORI 2003; PRATI 2006].  A aplicando técnicas de aprendizado 
de máquina é possível construir uma aplicação capaz de reconhecer objetos, através da 
observação de uma grande base de imagens semelhantes ou idênticas da qual se procurar 
encontrar. 
Segundo [PATRI 2006] em linhas gerais, aprendizado de máquina pode ser caracterizado por 
uma série de práticas voltadas para a solução de problemas para os quais geralmente não se 
conhece a priori uma solução ou modelagem capaz de resolvê-los. 
 
3.1.2. Máquinas de Vetores Suporte 
 
O surgimento dos fundamentos das Máquinas de Vetores suporte (SVM, do inglês Support 
Vector Marchines) constituem uma técnica de aprendizado que vem recebendo crescente 
atenção da comunidade de Aprendizado de Máquina (AM) [MITCHELL 1997]. As SVMs são 
embasadas pela teoria de aprendizado estatístico, desenvolvida por [VAPNIK 1993]. Essa 
teoria estabelece uma série de princípios que devem ser seguidos na obtenção de 
classificadores com boa generalização, definida como a sua capacidade de prever 
corretamente a classe de novos dados do mesmo domínio em que o aprendizado ocorreu 
[LORENA & CARVALHO 2007]. 
 
3.1.3. Detecção de Bordas 
 
A Detecção de Bordas é uma das áreas mais importantes no que se refere ao reconhecimento 
de objetos em imagens, ela consiste em intensificar as regiões da imagem que ocorreu uma 
alteração abrupta de brilho, onde costumeiramente, demonstram uma alteração na imagem 
que está sendo visualizada, tornando assim capaz de reconhecer o objeto. Segundo 
[MARENGONI & DENISE 2009] uma borda em uma imagem é caracterizada por uma 
mudança, normalmente abrupta, no nível de intensidade dos pixels. Os detectores de borda 
são definidos para encontrar este tipo de variação nos pixels e quando estes pixels estão 
próximos eles podem ser conectados formando uma borda ou um contorno e assim definindo 
uma região ou objeto 
 
3.1.4. Reconhecimento de Padrões 
 
O Reconhecimento de Padrões parte do princípio do reconhecimento de algo já existente, 
ou seja, reconhecer algo que foi armazenado em uma base de conhecimento, um objeto por 
suas características já padronizadas ou regularizadas de uma imagem, contudo para que o 
reconhecimento ocorra é necessário a sua detecção. O reconhecimento de objetos, faces, 
cenas, defeitos, estruturas ou qualquer tipo de coisa que possa ser classificada de alguma 
forma em uma imagem é uma das principais tarefas da visão computacional e está relacionado 
diretamente com o reconhecimento de padrões [BORTH, PISTORI e RUVIARO 2014]. 
  
CAPÍTULO 4 
 
4. FERRAMENTAS 
 
4.1. OpenCV 
 
OpenCV (Open Source Computer Vision) é uma biblioteca de programação, open source 
(código aberto) liberado sob a licença BSD (Berkeley Software Distribution) e, portanto, é 
gratuito para uso acadêmico e comercial, sendo desenvolvido inicialmente pela Intel 
Corporation. Possui interfaces de C ++, C, Python e Java e sendo multiplataforma (Windows, 
Linux, Mac OS, IOS e Android). OpenCV foi projetado para a eficiência computacional e 
com um forte foco em aplicações de tempo real. Através do OpenCV é possível a 
implementação de várias ferramentas de interpretação de imagens, indo desde operações 
simples como um filtro de ruído, até operações complexas, tais como a análise de 
movimentos, reconhecimento de padrões e reconstrução em 3D [MARENGONI & DENISE 
2009]. 
 
  
CAPÍTULO 5 
 
5. METODOLOGIA  
 
A metodologia utilizada na Figura 10 demostra o fluxo utilizado para obtenção dos 
resultados.  O estudo baseou-se na criação de uma aplicação de subtração de background, 
objetivando a detecção de veículos em tempo real ou através de um arquivo de vídeo 
existentes, implementando a biblioteca OpenCv e a linguagem C++ para desenvolvimento do 
código fonte, tendo como plataforma o Visual Studio 2013. Para captura do vídeo a ser 
processado em tempo real, utilizou-se uma Webcam de um notebook. 
 
 
Figura 10: Metodologia da aplicação 
 
 
Ao iniciar a aplicação são apresentados dois frames com funcionalidades distintas, mas 
dependentes uma da outra, onde o primeiro frame, executa a captura de uma imagem no start 
da geração do vídeo, construindo assim o background, Figura 11, a ser comparado com o 
segundo frame, no qual apresenta o vídeo em tempo real ou do arquivo de já obtido, Figura 
12. 
  
Figura 11: Frame Background 
 
Através deste cenário torna-se possível realizar a comparação entre os dois frames, obtendo a 
detecção dos veículos, Figura 13, caso ocorra uma detecção constante, ou seja, sem 
movimento, no frame do vídeo, o frame de background, realiza a adaptação de sua imagem 
capturada, adicionando gradativamente, a detecção constante, até que a mesma se torne parte 
do background, possibilidade esta, que gera uma autonomia na aplicação de realizar 
comparações constantes entre frame de background e o frame do vídeo.  
 
 
Figura 12: Frame sem utilização da aplicação. 
 
 
 Ao realizar todas as etapas descritas do processo da aplicação, a mesma reinicia seu ciclo em 
tempo real do fluxo, armazenando todas a imagens obtidas durante sua execução, capturando 
assim as alterações de maiores faces encontradas em tempo real. 
 
 
Figura 13: Frame executando a aplicação e realizando a detecção veículo. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
5.1. Cronograma 
 
A Tabela 1 ilustra todas as fases do desenvolvimento desta dissertação, apresentando seus respectivos prazos individuais, objetivando atingir a 
proposta apresentada como projeto de pesquisa. 
 
Fases Jan/14 Fev/14 Mar/14 Abr/14 Mai/14 Jun/14 Jul/14 Ago/14 Set/14 Out/14 Nov/14 Dez/14 Jan/15 
Revisão Bibliográfica X X X X X X        
Analise das Ferramentas   X X X         
Definição da Linguagem   X X          
Definição da Biblioteca   X X          
Definição das Técnicas 
de Visão Computacional 
    X X X X X     
Implementação da 
aplicação 
   X X X X X X X X X  
Teste da Aplicação         X X X X  
Coleta de amostras      X X X X X    
Escrita da Dissertação      X X X X X X X  
Qualificação              
Defesa             X 
 
Tabela 1: Cronograma das fases de desenvolvimento do projeto. 
CAPÍTULO 6 
 
6. RESULTADOS E DISCUSSÕES 
Como resultados obtidos através desta pesquisa, a aplicação desenvolvida até o presente 
momento se mostrou capaz de realizar a subtração de background em tempo real com 
adaptação de background, conforme descrito na metodologia, também foi possível realizar a 
detecção de veículos com vídeos pré-processados, demostrando a capacidade de avançar a 
pesquisa, afim de realizar como próximos passos a classificação e monitoramento de veículos.  
 
CAPÍTULO 7 
 
7. CONSIDERAÇÕES FINAIS 
 
As considerações finais serão apresentadas após a finalização da implementação da aplicação, 
teste de aprendizagem de máquinas, reconhecimento e classificação de veículos através das 
amostras adquiridas em duas grandes avenidas de Belo Horizonte - MG. 
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