Images generated by StarGAN trained using noisy labeled data. In particular, we consider the situation in which training labels are flipped to the other domains with a probability of 0.5. In this setting, the noisy labels disturb StarGAN from learning meaningful conversion. (c) Images generated by our proposed RMIT trained using noisy labeled data. Even though the training data are the same as (b), RMIT succeeds in generating images that are close to (a).
Examples of label-noise robust multi-domain image-to-image translation. The first column shows the input images while the remaining columns contain generated images. (a) Images generated by StarGAN [15] trained using clean labeled data. In this setting, StarGAN performs reasonably well. (b) Images generated by StarGAN trained using noisy labeled data. In particular, we consider the situation in which training labels are flipped to the other domains with a probability of 0.5. In this setting, the noisy labels disturb StarGAN from learning meaningful conversion. (c) Images generated by our proposed RMIT trained using noisy labeled data. Even though the training data are the same as (b), RMIT succeeds in generating images that are close to (a).
Abstract
Multi-domain image-to-image translation is a problem where the goal is to learn mappings among multiple domains. This problem is challenging in terms of scalability because it requires the learning of numerous mappings, the number of which increases proportional to the number of domains. However, generative adversarial networks (GANs) have emerged recently as a powerful framework for this problem. In particular, label-conditional extensions (e.g., StarGAN) have become a promising solution owing to their ability to address this problem using only a single unified model. Nonetheless, a limitation is that they rely on the availability of large-scale clean-labeled data, which are often laborious or impractical to collect in a real-world scenario. To overcome this limitation, we propose a novel model called the label-noise robust image-to-image translation model (RMIT) that can learn a clean label conditional generator even when noisy labeled data are only available. In particular, we propose a novel loss called the virtual cycle consistency loss that is able to regularize cyclic reconstruction independently of noisy labeled data, as well as we introduce advanced techniques to boost the performance in practice. Our experimental results demonstrate that RMIT is useful for obtaining label-noise robustness in various settings including synthetic and real-world noise.
Introduction
Image-to-image translation is a problem in which the goal is to translate an image into the corresponding target image. Recently, this problem has been studied actively owing to its high potential for diverse applications, such as colorization [45, 94] , super resolution [46, 43] , image inpainting [63, 29] , photographic image synthesis [13, 85] , and photo editing [99, 12, 33] . In particular, the introduction of generative adversarial networks (GANs) [21] has resulted in significant advances in this problem and allows for an image-to-image translation model to be constructed in more challenging but practically important settings.
Among them, a well-attended problem is multi-domain image-to-image translation where the goal is to learn mapping among multiple domains. This problem focuses on a dataset that contains multiple domains, such as the RaFD dataset [44] which contains eight facial expression labels (e.g., happy, angry, and sad) and the CelebA dataset [51] which includes 40 facial attribute labels (e.g., hair color, gender, and age). Given such a dataset, the aim of multidomain image-to-image translation is to construct a generator that can translate an image among multiple domains according to the given domain labels (e.g., expression labels and attribute labels).
This problem is challenging in terms of scalability. In particular, typical one-to-one image-to-image translation models (e.g., [77, 38, 100, 89, 50] ) suffer from the difficulty because they require the learning of c(c − 1) generators to address all mappings among the c domains. To mitigate this requirement, recent studies (e.g., StarGAN [15] ) extend a conventional image-to-image translation model to the label-conditional setting. By this formulation, they enable mappings among multiple domains do be learned using only a single unified model. Nonetheless, a possible limitation is that existing multidomain image-to-image translation models rely on the availability of large-scale clean-labeled data, the collection of which is often laborious or impractical in a real-world scenario. Indeed, it is demonstrated that when facial expression data, which are commonly used as an application of multi-domain image-to-image translation, are collected through crowdsourcing, the annotation accuracy is low (e.g., 65 ± 5% accuracy on the FER dataset [20] ). This motivates us to address learning using noisy labeled data; however, as shown in Figure 1 (b), typical multi-domain image-to-image translation models (e.g., StarGAN in this example) are highly degraded when trained using noisy labeled data. These observations emphasize the insufficiency of the previous models.
To overcome this limitation, we propose a label-noise robust multi-domain image-to-image translation model (RMIT), which can learn a clean label conditional generator even when only noisy labeled data are available. In particular, in StarGAN, a classification loss (which renders a generated image belong to the target domain) and cycle consistency loss (which encourages the content to be preserved during the translation) are degraded by noisy labels. To remedy this degradation, we introduce a label-noise robust classification loss and label-noise robust cycle consistency loss. Specifically, although the former has been studied actively in image classification, the latter is unique for multi-domain image-to-image translation and no established method has been devised. Hence, we propose a novel loss called the virtual cycle consistency loss that can impose a cyclic constraint independently of noisy labeled data. Figure 1(c) demonstrates the effectiveness of RMIT. As shown in this figure, RMIT can translate an image conditioned on clean labels even where StarGAN is highly degraded.
Recently, a label-noise effect on DNNs has garnered attention owing to a gap between theory and practice. To reveal such a gap, empirical studies have been conducted actively in image classification [90, 6, 72] ; however, to our knowledge, no previous studies have analyzed such an effect on multi-domain image-to-image translation. To advance this research, we conducted extensive experiments in various label-noise settings including synthetic and realworld noise and reveal the characteristics of our novel task. Furthermore, we introduced advanced techniques for practice and empirically demonstrated their effectiveness.
Overall, our contributions are summarized as follows:
• We propose a novel model called RMIT, in which the goal is to learn a label-noise robust generator that can translate an image conditioned on clean labels even when the training labels are noisy.
• We introduce a label-noise robust classification loss and a label-noise robust cycle consistency loss into an image-to-image translation model. In particular, a label-noise robust cycle consistency loss is unique for our novel task and we devise a novel loss called the virtual cycle consistency loss.
• We examined the empirical performance through extensive experiments including synthetic and real-world noise along with introducing advanced techniques for practice.
Related work
Deep generative models. In computer vision and machine learning, generative models have been keenly studied to produce or reproduce real data. Recently, deep generative models have emerged as a powerful framework for this problem. Among them, three prominent approaches are GANs [21] , variational autoencoders (VAEs) [41, 71] , and flow-based models (Flows) [82, 17, 40] . All these models exhibit advantages and disadvantages. Herein, we focus on GANs because they demonstrate promising results in image-to-image translation and various extensions have been proposed, as discussed in the following. One typically known problem with GANs is training instability; however, recent studies provided improvement in multiple aspects [16, 66, 74, 98, 4, 5, 55, 22, 36, 86, 58, 56, 91, 11, 14, 37] .
Conditional GANs. To regularize image generation, several recent studies have extended GANs to conditional settings. For example, class or attribute labels [57, 62, 33, 96, 59, 34, 15] , texts [68, 93, 92, 88] , object locations [67] , images [16, 30, 46, 85] , or videos [84] are used as conditional information. This added information allows for a generator to generate a specific image that is conditioned on it. Among them, we focus on the GAN that is conditioned on both an input image and domain labels. The former is used to generate an image that is paired with an input image, and the latter is used such that a generated image follows a target domain. Such a model is typically used in the existing studies on multi-domain image-to-image translation [15, 26, 65, 97, 73] ; however, the difference is that we address the more practical situation in which conditional labels are noisy and corrupted.
Image-to-image translation. As discussed in Section 1, owing to its high potential for various applications, imageto-image translation has been studied actively. In particular, GANs have broadened the applicable situations. Initially, paired image-to-image translation models [30, 46] 
(1), (2) been proposed; subsequently to apply them to more practical settings, unpaired image-to-image translation models [77, 38, 100, 89, 50] and multi-domain image-to-image translation models [15, 26, 3, 65, 97, 73] have been devised. To advance this research, we address label-noise robust multi-domain image-to-image translation herein. Another popular topic is multimodal translation [101, 1, 28, 47] , i.e., incorporating the possibility that one input corresponds to multiple outputs. More recently, such an extension has been incorporated into multi-domain image-to-image translation models [73] . This model also uses a classification loss and cycle consistency loss, similar to StarGAN. Our contribution is to revise theses losses; therefore, combining our ideas into it remains a possible future direction. Label-noise robust models. A number of studies have addressed learning with noisy labels since addressed in learning theory [2, 61] . Recently, this problem has been addressed in image classification using DNNs. To obtain a label-noise robust classifier, a noise-tolerant loss [18, 95] , label cleaning or sample selection methods [69, 78, 54, 31, 70, 23] , and loss correction through a noise transition model [75, 32, 64, 19] have been proposed. In image generation, pixel-noise robust models [10, 48] have begun to be studied in recent years. More recently, label-noise robust models [35, 80] have been also proposed. The primary difference is that they are image generation models (i.e., generates an image from a random noise), while our RMIT is an image-to-image translation model. Owing to this difference, we address a unique problem in image-to-image translation, i.e., label-noise robust cyclic reconstruction.
Notations and problem statement
We first define the notations and problem statement. In the following, we use superscripts r and f to denote the real and fake (generative) distributions, respectively. Let x ∈ X be an image, andỹ ∈ Y andŷ ∈ Y be the corresponding noisy (observable) and clean (unobservable) domain labels, respectively. Here, X is image space X ⊆ R d , where d is the dimension of the image, and Y is domain label space Y = {1, . . . , c}, where c is the number of domains. We assume that only noisy labeled data (x,ỹ) ∼ p r (x,ỹ) are available during the training and clean-labeled data (x,ŷ) ∼p r (x,ŷ) cannot be accessed. Under this condition, our aim is to learn a label-noise robust multi-domain translatorĜ that can translate an input image x into a target-domain image x conditioned on the clean (but unobservable) labelŷ , namely,Ĝ(x,ŷ ) → x . This task is challenging for typical multi-domain image-toimage translation models because they are designed to fit the observable data, i.e., given noisy labeled data (x,ỹ) ∼ p r (x,ỹ), they attempt to learn a generatorG that translates x conditioned on the noisy (observable) labelỹ , i.e., G(x,ỹ ) → x . To solve this problem, we develop a label-noise robust multi-domain image-to-image translation model (RMIT). In the next section, we first briefly review StarGAN, which is the baseline of our model, and subsequently introduce our proposed RMIT.
4. Label-noise robust multi-domain image-toimage translation: RMIT
Background: StarGAN
StarGAN [15] is a prominent multi-domain image-toimage translation model and the utility of its basic idea has been shown in state-of-the-art extensions [65, 97, 73] . The advantage of StarGAN is that it can learn mappings among multiple domains using only a single unified model. StarGAN achieves this using three losses: an adversarial loss [21] , classification loss [62] , and cycle consistency loss [38, 100, 89] . We present the overview of StarGAN in Figure 2(a) . Adversarial loss. The adversarial loss [21] is used to render the generated images indistinguishable from real images:
where a discriminator D attempts to obtain the best decision boundary between real and generated images by maximizing this loss. In contrast, G generates an image G(x, y ) conditioned on both the input image x and target domain label y and attempts to generate the image indistinguishable by D by minimizing this loss. Here, y is sampled from p f (y ) (e.g., categorical distribution Cat(K = c, p = 1 c )) and independently of the real data. Classification loss. To generate an image that belongs to the assigned domain y , the classification loss [62] is introduced. First, a classifier C is optimized using the classification loss of real images:
where C(ỹ|x) represents a probability distribution over the domain labels given x. C learns to classify a real image x to the corresponding domainỹ by minimizing this loss. Subsequently, G is optimized using the classification loss of generated images:
where G attempts to generate an image that is classified as the target domain y by minimizing this loss. Cycle consistency loss. The adversarial loss and classification loss only render generated images realistic and classifiable as a target domain and do not guarantee that the content is preserved between input and translated images. To alleviate this problem, the cycle consistency loss [38, 100, 89] is used:
This loss encourages G to obtain an optimal input and target pair through cyclic reconstruction. Full objective. In practice, the shared network between D and C is used. In this setting, the full objective is written as
where λ cls and λ cyc are trade-off parameters that weigh the relative importance of the classification loss and cycle consistency loss, respectively, compared to the adversarial loss. D/C and G are optimized by minimizing L D/C and L G , respectively.
RMIT
In the definition above, the problematic parts when noisy labeled data are given are L r cls (Equation 2) and L cyc (Equation 4) because in the former, C is optimized to maximize the probability distribution over noisy labeled data C(ỹ|x); in the latter, G is optimized to conduct cyclic reconstruction conditioned on the noisy labeled data (x,ỹ). We illustrate the position where noise is inserted, in cyan in Figure 2(a) .
To mitigate these problems, we develop RMIT that incorporates a label-noise robust classification loss and labelnoise robust cycle consistency loss into StarGAN. We present the overview of RMIT in Figure 2 (b). Label-noise robust classification loss. To obtain labelnoise robustness in C, we replace it with a label-noise robust classifierĈ. Although a label-noise effect on DNNs has begun to be studied in image classification [90, 6] , such an effect on multi-domain image-to-image translation has not been examined yet. Hence, we incorporated two different types of label-noise robust classifiers into our model and compared their performances in the experiments. The first one is forward correction [64] , a widely used loss correction approach. It corrects a classification loss using a noise transition model
c×c where T i,j = p(ỹ = j|ŷ = i) represents a probability that each clean label is flipped to a noisy label. The second one is coteaching [23] , a state-of-the-art data cleaning approach. It selects out clean samples with a drop rate τ using peer classifiers. Note that a label-noise robust classifier is an orthogonal technique and any method can be incorporated into RMIT. Using either method, we reformulate L Label-noise robust cycle consistency loss. Unlike the label-noise robust classification loss, the label-noise robust cycle consistency loss is unique for our novel task (i.e., label-noise robust multi-domain image-to-image translation), and no established method has been proposed. Therefore, we develop a novel loss called the virtual cycle consistency loss to solve this problem. To clarify the problem and solution, we compare the standard cycle consistency loss and our proposed virtual cycle consistency loss in Figure 3 . As shown in Figure 3 (a), in the standard cycle consistency loss, cyclic reconstruction is performed from the real noisy labeled data (x,ỹ) ∼p r (x,ỹ). By this definition, the cycle consistency loss suffers from a mismatch between the original and reconstructed images when the given label is incorrect. For example, in Figure 3 (a), when a "happy" image is wrongly labeled as "sad," the difference between the original "happy" image and reconstructed "sad" image must be minimized in the cycle consistency loss. This complicates the learning of a correct image-and-label pair. Indeed, in Figure 4 , this mismatch reconstruction causes artifacts around the mouth.
To alleviate this problem, we develop another cycle con- In the standard cycle consistency loss, cyclic reconstruction is conducted from real noisy labeled data. This causes a mismatch between the original and reconstructed images when the label is incorrect. For example, in the above, a "happy" image is wrongly annotated as "sad." This wrong label is reused when reconstructing an image; therefore, in the cycle consistency loss, the distance between the original "happy" image and reconstructed "sad" image must be minimized. This mismatch reconstruction causes artifacts as shown in Figure 4 . (b) To mitigate this problem, we introduce the virtual cycle consistency loss. In this loss, reconstruction is conducted from the generated image. In this process, all labels are sampled independently of noisy labeled real data; therefore, we can avoid the effect of the label noise. In the example above, the virtual cycle consistency loss is calculated between the images that are both labeled as "fearful" and label-match reconstruction is performed.
sistency loss called the virtual cycle consistency loss that is free from noisy labeled data. It is defined as
As shown in Figure 3 (b), in the virtual cycle consistency loss, the cycle consistency is considered among the virtually generated images. Hence, we call this loss the virtual cycle consistency loss. Unlike the cycle consistency loss (Equation 4), in the virtual cycle consistency loss, labels y and y are sampled independently of the training data; hence, we can mitigate the mismatch problem caused by using noisy labeled data (x,ỹ). For example, in Figure 3 (b), the virtual cycle consistency loss is calculated between the images that are both generated with the "fearful" label and label-match reconstruction is performed. Full objective. In RMIT, the full objective is rewritten as
5. Advanced techniques for practice
Relabeling technique
When a classifier is reliable enough (e.g., by using a label-noise robust classifier), another possible solution for solving the mismatch reconstruction problem is to relabel the noisy labels based on the classifier's prediction. We call this loss a relabeled cycle consistency loss and define it as
Note that this loss still suffers from the mismatch problem unless a perfect clean classifier is learned, which is typically difficult in practice.
Techniques for boosting image quality
Owing to the GAN theory [21] , in an optimal condition (i.e., D and G exhibit sufficient capacity and the dataset is sufficiently large), it is guaranteed that a generative dis- y ) ), . . . also follows the real distribution as well. This confirms that even though the virtual cycle consistency loss is calculated between two generated images, it performs similar to a standard cycle consistency loss that is calculated from a real image. However, in practice, finite capacity networks are optimized using limited data. This causes the gap between real and generated images; consequently, the virtual cycle consistency loss could possibly become an inferior constraint to a cycle consistency loss. To remedy this drawback, we devised two solutions. Mixed cycle consistency loss. The first solution is to derive the mixing loss:
where α indicates the mixture rate between the cycle consistency loss and virtual cycle consistency loss. We use
. L cyc is used for regularizing the conversion based on a real image, whereas L vcyc alleviates the mismatch reconstruction problem.
In the experiments, we tested the variant that uses the mixing loss between L recyc and L vcyc , i.e.,
Second adversarial loss. The second solution introduces the adversarial loss for the twice-converted image. We call this loss the second adversarial loss and define it as
where we introduce the second discriminator D . G is optimized by minimizing this loss while D is optimized by maximizing this loss. This loss encourages G to generate a realistic image over a double conversion. We add L adv2 to Equation 7 and optimize them jointly.
Experiments
To advance the research on our novel task (i.e., labelnoise robust multi-domain image-to-image translation), we verified the proposed model in various settings. In Section 6.1, we present a comprehensive study on RaFD [44] in diverse conditions and analyze the proposed model in detail. In Section 6.2, we detail the testing of our model on CelebA [51] and analyze the performance in a multi-label dataset. Finally, in Section 6.3, we evaluate our model on FER [20] and FER+ [8] and demonstrate the effectiveness of our model in a real-world noise setting. Dataset. We first performed a comprehensive study on RaFD [44] using diverse model configurations in various label-noise settings with multiple evaluation metrics. We selected this dataset because it is commonly used in multidomain image-to-image translation (e.g., [15, 65, 73] ). This dataset consists of 4,824 images and annotated with eight facial expressions. We used 90% and 10% data as the training and test sets, respectively. To simulate noisy labels, we corrupted labels in two methods that are typically used in label-noise robust image classification.
Symmetric (class-independent) noise [83] : For all classes, ground-truth labels are flipped to the other classes uniformly with probability µ ∈ {0.25, 0.5, 0.75}.
Asymmetric (class-dependent) noise [64] : Groundtruth labels are flipped into the specific class (particularly, the next class circularly) with probability µ ∈ {0. 15 9). In all the experiments, we set the mixture rate α = 0.5.
Implementation. We implemented the models based on the source code provided by the authors of StarGAN. 3 The network architecture is the same as that utilized in the Star-GAN study [15] : the generator network is composed of downsampling, residual [24] , and upsampling layers, as well as incorporating instance normalization [81] ; the discriminator network is configured as PatchGAN [49] . As a GAN objective, we used CT-GAN [86] , which is a state-ofthe-art GAN and an improved version of WGAN-GP [22] . Training. Although recent studies [52, 42] has demonstrated the sensitivity of GANs to hyperparameters, it is impractical or laborious to tune the hyperparameters depending on a label-noise setting when clean labels are not available. Hence, we tested the models using standard parameters, which are typically used in a clean-label setting and examined the label noise effect. Namely, we used the same setting as in the StarGAN study [15] . Evaluation metrics. For comprehensive analysis, we used two evaluation metrics that are typically used in multidomain image-to-image translation or image generation.
Classification accuracy (CA) [15, 97] : To evaluate whether a translated image belongs to the correct target domain, we used the CA. We first trained a classifier (in particular, we used PreAct ResNet-18 [25] ) using clean-labeled training data. We trained it independently of image translation models. We subsequently translated images in the test set to the domain that is different from the original domain using each image translation model. Finally, we calculated the accuracy of the translated images using the abovementioned classifier. By this definition, when a nonconversion model is learned (such a model tends to be learned in a severely noisy case), the CA becomes close to 0%.
Fréchet Inception distance (FID) [27] : To evaluate the fidelity of the generated images, we used the FID, which measures the distance between real and generated data in the Inception embeddings [76] . Precisely, we first translated an image in the test set using the labels of another image. We subsequently calculated the FID between the translated samples and all the real samples in the training set.
It is noteworthy that only achieving a low FID is problematic in our task because a nonconversion model or completely noisy-label-fitting model, which tend to be learned in highly noisy cases, can also achieve a low FID. It is important to obtain a good score in both CA and FID. Other popular metrics are the Inception score (IS) [74] and Kernel Inception distance (KID) [9] . Recent studies show that IS has several drawbacks [27, 52, 7] and KID is correlated with FID in terms of ranking [42] . As reference, we discuss the correlation among evaluation metrics in Appendix A.2.
Comparison using naive classifier
To examine the effectiveness of virtual consistency loss itself, we first analyzed the performance without a label-noise robust classifier. We list the quantitative results in Table 1 . In the pre-experiments, we found that an extremely bad or good initialization causes an outlier, possibly because of the instability of GAN training or the ambiguity caused by label noise. Hence, we report the median value over five trials. Table 2 . Quantitative results using models with label-noise robust classifiers. The third row indicates the noise rate µ. A larger CA is better, while a smaller FID is better. The two best scores are boldfaced.
Regarding the CA, RMIT achieved the best performance in most cases. This verifies that the virtual cycle consistency loss is useful for resisting the label noise. However, regarding the FID, RMIT exhibits poor scores in some cases. As discussed in Section 5, this is possibly because the virtual cycle consistency loss is calculated between the generated images and is weak compared to the cycle consistency loss stemming from real images. However, this degradation is not reflected in the advanced RMIT (RMIT cyc-vcyc , RMIT recyc-vcyc , and RMIT adv2 ) while maintaining a better CA than StarGAN. Between StarGAN and StarGAN recyc , a better or worse performance is case dependent (the difference in the CA is almost within three). This is because a naive classifier can easily memorize noisy labels without any regularization [90, 6] , and the labels relabeled by the classifier are close to the original noisy labels.
We show generated images in Figure 4 . StarGAN with the noisy labels (b) contains artifacts around the mouth. As discussed in Figure 3 , StarGAN suffers from the mismatch reconstruction problem. This disturbs the generator from learning a completely domain-specific image. In contrast, this problem is resolved in RMIT (c) and the generated image is close to that in StarGAN with the clean labels (d).
Comparison using label-noise robust classifiers
We subsequently examined the performance when using the label-noise robust classifiers jointly. In particular, we tested two types of label-noise classifiers: forward correction [64] and co-teaching [23] , as described in Section 4.2. Regarding forward correction, we assume that the noise transition matrix T is known; regarding co-teaching, we set the drop rate τ the same value as the noise rate µ.
We list the quantitative results in Table 2 . We observed a similar tendency in Table 1 . RMIT achieves the best CA in most cases while it tends to degrade the FID. However, it is recovered by the advanced RMIT while maintaining a higher CA. This confirms that the virtual cycle consistency loss is useful for our task even when label-noise robust classifiers are available. 4 When comparing StarGAN and StarGAN recyc , we found that in some cases, the CA is improved by a large margin (e.g., 8.5 in co-teaching with asymmetric noise (µ = 0.45)). This indicates that when a classifier is reliable enough, a simple relabeling is also useful. This tendency is also observed in the comparison between RMIT cyc-vcyc and RMIT recyc-vcyc . The comparison between forward correction and co-teaching indicates that forward correction tends to outperform co-teaching. Note that forward correction requires a strong assumption (i.e., a noise transition matrix T is known), while co-teaching relies on a relatively weak assumption (i.e., only the drop rate τ needs to be set). In co-teaching, the FID is highly degraded when the noise rate µ is high. One possible reason is that sample selection by co-teaching disturbs the generator from covering all data distributions.
Application to multi-label dataset
A multi-label dataset is a primary target of a multidomain image translation model. To confirm the effectiveness in such a dataset, we conducted experiments on CelebA [51] . Similar to the StarGAN study [51] , we choose five attributes: three hair colors (black, blond, and brown), gender, and age. We flipped each label independently with the noise rate µ ∈ {0.3, 0.45}. In this case, using a labelnoise robust classifier is impractical because the number Figure 5 . Generated images on CelebA. In the noisy label setting, (b) RMIT struggles to conduct meaningful conversion while (c) StarGAN is close to a nonconversion model. It is noteworthy that in the upper rows, the CA is better but the FID is worse because a nonconversion model is preferable in terms of the FID in this dataset. See Figure 16 for more samples.
of parameters (e.g., T in forward correction and τ in coteaching) increases depending on the number of attributes. Hence, we tested the models using a naive classifier. In Section 6.1, we found that the relabeled cycle consistency loss is not effective without a label-noise robust classifier; therefore, we excluded it for comparison. We list the quantitative results in Table 3 . We report the median value over three trials. We calculated the CA for the images in which a single attribute of either hair color, gender, or age is translated. Similar to the experiments in Section 6.1, we translated an image to the different domain from the original; therefore, when a nonconversion model is learned, the CA becomes close to 0%. These results confirm that RMIT achieved the best CA and RMIT cyc-vcyc obtained the balancing scores. We found that RMIT adv2 did not perform well in this case possibly because balancing between two discriminators becomes difficult depending on a dataset. Improving this remains a possible future work. Another finding is that the FID tends to become smaller as the noise rate increases. This is because the FID score is preferred by a nonconversion model (which can achieve the FID of 1.1). Generated images shown in Figure 5 confirm this claim. This finding indicates that balancing between the FID and CA is important for achieving good label-noise robust multi-domain image-to-image translation.
Evaluation on real-world noisy dataset
Finally, we evaluated the models on FER [20] and FER+ [8] to verify the effectiveness on a real-world noisy dataset. These two datasets contain the same images; however, their annotation methods are different. FER is created by web crawling with emotion-related keywords. Although the images are filtered by human labels, it is shown that the label accuracy is not high (65 ± 5%) [20] . To increase the label accuracy, in FER+, each image is relabeled by 10 crowd-sourced taggers. It is shown that by increasing the number of taggers, the agreement percentage can be improved [8] . We regard the labels in FER as noisy labels and the majority-voting labels in FER+ as clean labels. We chose five emotions (neutral, happy, surprised, sad, and angry) because the number of samples in the other classes is low. In the pre-experiments, we observed that a standard network and training setting does not perform well possibly because this dataset is gray and not well aligned. However, we found that an identity mapping loss [77, 100] and attention mechanisms [65] are useful for solving this problem. Therefore, we applied them in the experiments. We examined the performance using a standard classifier.
We list the quantitative results in Table 4 in which we report the median value over five trials. Although there is a gap between the models learned in the clean settings and those in the noisy settings, the results confirmed that even in the real-world noise setting, RMIT is useful for improving the CA, and that RMIT cyc-vcyc and RMIT adv2 achieved the balancing performance. We show the generated images and attention masks in Figure 6 .
Conclusion
Recently, variants of multi-domain image-to-image translation models have demonstrated promising results; however, they require the access to the large-scale cleanlabeled data. To overcome this limitation, we developed a novel model called RMIT. In particular, we devised a novel loss called the virtual cycle consistency loss along with several advanced techniques for practice. Our experimental results demonstrated the effectiveness of RMIT in various settings. Our proposed techniques were orthogonal to various extensions of multi-domain image-to-image translation models (e.g., stochastic extension [73] or introduction of continuous supervision [65] ). Incorporating our idea into them remains an interesting future direction.
A. Additional analysis A.1. Summarization of results
Our main two claims in the comprehensive study in Section 6.1 are as follows:
• Regarding the classification accuracy (CA), RMIT outperforms StarGAN in most cases. However, in terms of the Fréchet Inception distance (FID), RMIT exhibits poor scores in some cases.
• The above degradation is not reflected in the advanced RMITs (i.e., RMIT cyc-vcyc , RMIT recyc-vcyc , and RMIT adv2 ).
These models can achieve a comparable performance to StarGAN in terms of the FID while maintaining a better CA than StarGAN.
In this section, we summarize the results across all the conditions, and provide their statistics to confirm these claims.
A.1.1 Experimental conditions
In Table 5 , we summarize the differences in the generator objectives among the six compared models in Section 6.1. Except for RMIT adv2 , only the cycle consistency loss term is different, and the other terms are the same. In contrast, in RMIT adv2 , the second adversarial loss L adv2 is additionally utilized. Similarly, except for RMIT adv2 , the same discriminator objective is utilized. In RMIT adv2 only, the second discriminator D is simultaneously optimized.
In Table 6 , we list the 19 conditions analyzed in Section 6.1. These include both the seven conditions used in Section 6.1.2 (i.e., comparison using a naive classifier) and the 12 used in Section 6.1.3 (i.e., comparison using label-noise robust classifiers). To mitigate the effect of initialization, we trained each model with each condition five times with different random initializations. Hence, we trained 6 (models) × 19 (conditions) × 5 (initializations) = 570 models in total in these experiments.
Model
Generator objective Table 6 . Nineteen conditions analyzed in the comprehensive study in Section 6.1.
A.1.2 Comparison results
We summarize the comparison between StarGAN and the other five models across all 19 conditions in Figure 7 . Regarding the CA, RMIT and the advanced RMITs outperform StarGAN in most cases. Even the worse case (i.e., RMIT recyc-vcyc ) outperforms StarGAN for 84.2% (= 16/19) of conditions. Regarding the FID, RMIT achieves worse scores. However, this degradation is not reflected in the advanced RMITs. Even in the worse case (i.e., RMIT recyc-vcyc ), the win/lose rate is 47.4%/52.6%. For the IS and KID, we observe similar tendencies to the FID. These results confirm the claims made at the beginning of this section. From the results, we conclude that the virtual cycle consistency with the advanced techniques provides a reasonable solution for label-noise robust multi-domain image-to-image translation. . For easy viewing, we exclude samples for which the FID is over 30 or the KID (×100) is over 3 when plotting. For the CA and IS (a larger value is better), the axis is in forward scale, while for the FID and KID (a smaller value is better) the axis is in inverse scale. In all the figures, the dots correspond to each condition listed in Table 6 . Dots above the diagonal line indicate that a compared model is better than the naive StarGAN. The number in the bottom-right corner of each figure indicates the win-to-loss ratio, i.e., how many times the compared model wins or loses against StarGAN. For the CA, RMIT and its advanced variants (RMITcyc-vcyc, RMITrecyc-vcyc, RMIT adv2 ) outperform StarGAN in a high ratio. For the FID, IS, and KID, RMIT achieves worse scores. However, this degradation is recovered by the advanced RMITs, and these are comparable with StarGAN.
A.2. Analysis of evaluation metrics
As discussed in previous studies [79, 52, 7] , the evaluation of GANs is challenging, partially owing to the lack of an explicit likelihood measure. Motivated by this fact, evaluation metrics have been keenly studied, and various evaluation metrics have been proposed. Among these, we utilized two evaluation metrics, the classification accuracy (CA) [15, 97] and Fréchet Inception distance (FID) [27] , which are typically used in multi-domain image-to-image translation or image generation. To validate this choice, we conducted an additional analysis on the evaluation metrics. In particular, we evaluated the models using two other popular metrics, i.e., the Inception score (IS) [74] and Kernel Inception distance (KID) [9] . We then examined the correlations among the evaluation metrics to determine which choice of evaluation metrics is reasonable for a comprehensive analysis. In this section, we first describe the procedure for calculating the evaluation metrics and subsequently present the results.
A.2.1 Calculation procedure CA: We used the CA to evaluate whether a translated image belongs to the correct target domain. We first trained a classifier (in particular, we used PreAct ResNet-18 [25] ) using clean-labeled training data. We trained it independently of image translation models. We subsequently translated images in the test set to the domain that is different from the original domain using each image translation model. Finally, we calculated the accuracy of the translated images using the above-mentioned classifier. By this definition, when a nonconversion model is learned (such a model tends to be learned in a severely noisy case), the CA becomes close to 0%. A larger CA is better. FID: To evaluate the fidelity of the generated images, we used the FID, which measures the 2-Wasserstein distance between real data and generated data in the Inception embeddings [76] . In particular, we first translated an image in the test set using the labels of another image. We subsequently calculated the FID between the translated samples and all the real samples in the training set. A smaller FID is better. IS: The IS is calculated based on the KL-divergence between the conditional class distribution p(y|x) and marginal class distribution p(y) ≈ E x∼p f (x) p(y|x). When p(y|x) has a low entropy (i.e., images are classifiable) in addition to p(y) having a high entropy (i.e., images have high divergence), the IS becomes high. To estimate p(y|x) and p(y), we utilized the Inception-v3 [76] . The original Inception-v3 was trained on the ImageNet dataset of which contents are different from the dataset used in this study. Therefore, following the previous studies [28, 73] , we employed the Inception-v3 fine-tuned on the target dataset. We calculated the IS for the generated images used to calculate the FID. A larger IS is better. KID: The KID measures the squared maximum mean discrepancy (MMD) between real data and generated data in the Inception embeddings [76] . The advantage of the KID compared to the FID is that it has an unbiased estimator, unlike the FID. Similar to the IS, we calculated the KID for the generated images used to calculate the FID. To ensure consistency, we calculate the mean KID averaged over 10 different splits of size 50. A smaller KID is better.
A.2.2 Correlation among evaluation metrics
We illustrate the correlation among evaluation metrics in Figure 8 . We summarize the results for all the models (the six models listed in Table 5 ) and all the conditions (the 19 conditions listed in Table 6 ). Namely, we sum over 6 (models) × 19 (conditions) = 114 states. To numerically analyze the correlation, we calculate the absolute value of the Spearman rank correlation |ρ|. We present the result in the bottom-right corner of each figure. These results indicate that the FID and KID have a high correlation (|ρ| = 0.958), the CA and FID (or KID) have a low correlation (|ρ| = 0.440 (or |ρ| = 0.379)), and the IS has a comparatively high correlation with the FID (|ρ| = 0.855) and KID (|ρ| = 0.810) and a medium correlation with the CA (|ρ| = 0.631). These results confirm that evaluation using a combination of the CA and FID (or a combination of the CA and KID) is reasonable to comprehensively analyze the models in our task. As reference, we present the generated images that achieve (a) a good CA and good FID, (b) a bad CA but good FID, and (c) a bad CA and bad FID in Figure 9 . These evaluation metrics are orthogonal and it is possible to achieve a high performance in terms of either of them.
A.2.3 Precise numerical values
For reference, we report the precise numerical values of the CA, FID, IS and KID in Tables 7-13. These represent the  extended versions of Tables 1 and 2 Figure 8 . Correlation among evaluation metrics for all models and conditions. For easy viewing, we exclude samples for which the FID is over 30 or the KID (×100) is over 3 when plotting. For the CA and IS, a larger value is better, while for the FID and KID, a smaller value is better. The number in the bottom-right corner of each figure indicates the absolute value of the Spearman rank correlation, i.e., |ρ|. A higher |ρ| value indicates a higher correlation in terms of the ranking. There is a high correlation between the FID and KID (0.958). In contrast, there are low correlations between the CA and FID (0.440) and between the CA and KID (0.379). This indicates that the CA and FID (or KID) are orthogonal, and the usage of these evaluation metrics is reasonable for analyzing a model in a comprehensive manner in our task. . In (b), a nonconvrsion model is learned. Such a model can achieve a good FID, but its CA is close to zero. In (c), the model not only fails to learn a meaningful conversion, but also results in blurring artifacts (particularly, in the "angry" row). Such a model degrades the FID as well as the CA. Table 13 . Quantitative results using models with co-teaching in the asymmetric noise settings. This table is the extended version of Table 2 . The second row indicates the noise rate µ. A larger CA, smaller FID, larger IS, and smaller KID are better. We multiply the KID by a factor of 100. The two best scores are boldfaced.
A.3. Score trajectories
We depict the score trajectories during the training in Figures 10 and 11 . Figures 10 and 11 show those in the symmetric (µ = 0.5) and asymmetric (µ = 0.45) noise settings, respectively. We plot three type scores: (a) CA for G: We calculated the CA for images generated by G. (b) FID for G: We calculated the FID for images generated by G. (c) Test accuracy for D/C: We calculated the classification accuracy for real images in the test set using the classifier in D/C.
In Figures 10(a) and 11(a), RMIT and its advanced variants (RMIT cyc-vcyc , RMIT recyc-vcyc , and RMIT adv2 ) consistently achieve a better CA across training than StarGAN and StarGAN recyc , regardless of the type of classifier. These results confirm that the virtual cycle consistency loss is useful for improving the CA across training.
In Figure 10 (i)(c), all the models achieve the best test accuracy in the early stage of training, and the scores decrease at the end of training. This is caused by the memorization effect [6] , i.e., a DNN classifier first memorizes a simple pattern (i.e., clean labeled data), and then fits the noisy labeled data. Affected by these classifiers, a similar tendency is observed in Figure 10(i)(a) . These results indicate that it is important to consider the memorization effect when optimizing G for the classifier in D/C. In Figure 10 , this memorization effect is mitigated by two methods. The first is using label-noise robust classifiers (i.e., forward correction in Figure 10 (ii) or co-teaching in Figure 10(iii) ). The second is introducing the virtual cycle consistency loss (i.e., utilizing RMIT or its advanced variants). Another possible solution is early stopping. However, this is not practical for two reasons. First, early stopping requires the availability of clean validation data, which is not necessarily easy to collect in a practical setting. Second, as shown in Figure 10 (b), the FID continues to improve across training, even when the CA degrades. Hence, early stopping results in a poor performance in terms of the FID. Figure 10 . Score trajectories during the training in the symmetric noise setting (µ = 0.5). (a) CA against number of epochs. This score was calculated for images generated by G. We computed the CA every five epochs. A larger CA is better. (b) FID against number of epochs. This score was also calculated for images generated by G. We computed the FID every five epochs. A smaller FID is better. (c) Test accuracy against number of epochs. This score was calculated for real images in the test set using the classifier in D/C. We computed the test accuracy every 100 iterations. A larger test accuracy is better. In all the figures, we smooth the graph for easy viewing. 
A.4. Effect of mixture rate
In the main text, we fix the mixture rate α to 0.5 in RMIT cyc-vcyc . To explore how the mixture rate affects the performance, we conducted the comparative experiments on the models with the different mixture rates. Figures 12(a) and (b) show the results in the symmetric and asymmetric noise settings, respectively. In these figures, we observe that the CA decreases as the mixture rate increases regardless of the noise setting and the noise rate. These results indicate that we should decrease the mixture rate (i.e., weigh the virtual consistency loss highly) to improve the performance in terms of the CA.
Regarding the FID, a better or worse performance is case dependent and the score is not necessarily proportionate to the mixture rate and the noise rate. As shown in Figure 9 , multiple-type models (particularly, both a clean-label conditional model and a nonconversion model) can achieve a high performance in terms of the FID. In the noisy label setting, a model struggles among such various states. We argue that these various possibilities results in the nonmonotonic change.
Meanwhile, in some cases ((a-ii), (b-i), and (b-ii)), only the naive RMIT exhibits poor scores. As discussed in Section 5, this is possibly because the virtual cycle consistency loss is calculated between the generated images and is weak compared to the cycle consistency loss stemming from real images. However, this degradation is mitigated by a large margin by incorporating the cycle consistency loss (i.e., using RMIT cyc-vcyc ). This effect is observed even when the mixture rate is comparatively small (α = 0.25). From these results, we confirm that incorporating the cycle consistency loss is a reasonable solution for mitigating the degradation in the virtual cycle consistency loss. Figure 15 . (Best zoomed in.) Generated images using models without a label-noise robust classifier (asymmetric noise with µ = 0.3). This represents the extended results of Figure 4 . In (a), StarGAN in the noisy label setting partially preserves the input information that is unnecessary for the translated image. This causes mixture artifacts around the mouth (e.g., the first row and sixth column). This results in the degradation of the CA (60.2%). In (b), RMIT mitigates this problem and the generated images are close to the images generated by StarGAN in the clean-label setting in (c). Owing to this improvement, RMIT achieves the higher CA (78.9%). Figure 16 . (Best zoomed in.) Generated images on CelebA. This represents the extended results of Figure 5 . In (a), StarGAN in the clean-label setting learns a clean label conditional model. In (b), RMIT struggles to conduct meaningful conversion like StarGAN in the clean label setting (a). In contrast, in (c), StarGAN in the noisy label setting is adjacent to a nonconversion model. It is noteworthy that in each block (e.g., from the first to the third row), the images in the upper rows achieve a better CA but worse FID. Namely, in this dataset, StarGAN in the clean label setting achieves the best CA but is defeated by StarGAN in the noisy label setting in terms of the FID. As discussed in Figure 9 , this is because a nonconversion model can also achieve a high performance in terms of the FID even though the CA is worse. This finding indicates that balancing between the FID and CA is important for achieving good label-noise robust multi-domain image-to-image translation. Figure 6 . The first row shows the input images x. The remaining even rows include the images generated by StarGAN, and the remaining odd rows contain the images generated by RMIT. The first, fourth, and seventh columns show the output images x = m · x color + (1 − m)x, where m is the attention mask and x color is the color mask. We present the attention masks m in the second, fifth, and eighth columns, and the color masks x color in the third, sixth, and ninth columns. RMIT tends to learn larger attention masks (i.e., prefers larger variations) and generates more classifiable images than StarGAN. Indeed, RMIT achieves a CA of 70.0%, whereas StarGAN achieves a CA of 65.5%.
C.3. Extended results of Figure 5

C.4. Extended results of Figure 6
