Motivated by problems where the response is needed at select localized regions in a large computational domain, we devise a novel finite element discretization that results in exponential convergence at pre-selected points. The key features of the discretization are (a) use of midpoint integration to evaluate the contribution matrices, and (b) an unconventional mapping of the mesh into complex space. Named complex-length finite element method (CFEM), the technique is linked to Padé approximants that provide exponential convergence of the Dirichlet-to-Neumann maps and thus the solution at specified points in the domain. Exponential convergence facilitates drastic reduction in the number of elements. This, combined with sparse computation associated with linear finite elements, results in significant reduction in the computational cost. The paper presents the basic ideas of the method as well as illustration of its effectiveness for a variety of problems involving Laplace, Helmholtz and elastodynamics equations. importance, (b) forward modeling in the context of nondestructive testing and system identification, where the goal is to match the response of the system at sparse discrete points in the domain and (c) structural acoustics, where the acoustic signature is not needed at all the points, but at distinct locations in the far field. Most of these problems involve significant computational expense and it would be desirable to reduce the computational cost, if it can come at the expense of not computing the response in the rest of the domain. With this motivation, this paper presents an unconventional finite element method that provides high accuracy at prescribed points in the domain. In this paper, we treat the special but important class of problems involving large regular (e.g. layered) subdomains, where the actual solution inside these subdomains may not be of interest, but it is important to capture the effect of these subdomains on the solution in the remainder of domain. Specifically, we show that a special mesh with midpoint-integrated linear finite elements results in exponential convergence of the solution on the edges of layered subdomains.
Introduction
Conventional domain-based methods such as finite element and finite difference techniques obtain the solution over the entire domain. While such approaches are appropriate for many problems, there are several situations where the response is needed only in a few small regions of interest. Some examples include: (a) reservoir modeling where the response at injection and production wells are of utmost Fig. 1 . A schematic of the model problem. An elastic layer is deforming out of plane under external excitation 0,1,2,3 f at the vertical interfaces. The segments bounded by these interfaces can be stratified in the vertical direction. The goal is to obtain the responses at the interfaces.
Preliminaries

Problem statement
For the sake of focused discussion, consider the model problem in Fig. 1 , where an elastic layer with three segments, each individually stratified in the vertical direction. Excitation is applied only at the vertical edges and interfaces, and the goal is to obtain the response at these locations. We consider the anti-plane shear deformation governed by the Helmholtz equation (Laplace equation being a special case when frequency 0
where w is the anti-plane deformation, G is the shear modulus and  is the density. Since the forces are applied only at the vertical interfaces and the response is needed only at these locations, it is sufficient to solve the coupled problem obtained by assembling the Dirichlet-to-Neumann (DtN) maps, of individual segments. We thus focus on obtaining an accurate estimate of the DtN map for a single segment, which reduces the problem to: (2)
Dimensional reduction
Our ultimate goal is to obtain a finite element mesh that can yield accurate results at the vertical interfaces. Assuming that accuracy is needed along the entire length of every interface, we perform z discretization in a conventional manner and independent of x coordinate. It is also natural to make x discretization independent of z , resulting in a two-dimensional tensor-product mesh. For the purposes of analyzing the method, the tensor product discretization can be viewed as discretization in z followed by discretization in x . In this subsection, we focus on the discretization in z and the resulting dimensionally reduced differential equation in x .
Dimensional reduction is performed by (a) multiplying the governing equation (2) (3)
We apply Bubnov-Galerkin method, i.e. use the following approximations, ( ) ( ) and ( ) ( )
where z N is the matrix of interpolation functions (shape function matrix), and W and  W are vectors of discretized displacement and virtual displacement respectively. We emphasize that W and  W are functions of x as the discretization is performed only in the z direction. After substituting (4) in (3) and performing appropriate manipulations, we obtain the discrete form of the governing equation:
where,
Equation (5) can be decoupled into a set of differential equations through eigen-decomposition: 2 min max 2 0 for 0 ,
where l  are the eigenvalues of H with respect to Obtain the relationship DtN:
, with satisfying:
Note that the subscript l is not shown this point forward for simplicity in presentation. For the special case of homogeneous media, the shape functions z N can be chosen according to Fourier expansion, directly resulting in decoupled system of equations in (7) . Nevertheless, we use general discretization in the z direction, to ensure applicability to stratified media. Note that eigen-decomposition leading to (7) is performed only for the purposes of analyzing the method; it is never performed in the actual computation.
A closer look at the DtN map
The desired DtN map in (8) is a 22  matrix, 00 0 00
where v u x    and the subscripts represent the locations at which the quantities are evaluated. The negative sign for 0 v is because the outside normal at 0 x  is in the negative x direction. Considering the geometric symmetry of the domain as well as the symmetry of the operator, the DtN map takes the form,
For a fixed  , the exact DtN map can be easily obtained by solving the two-point boundary value problem in (8) , and is given by, 
It is easy to show that the above definition is equivalent to,
Noting that halfspace K   , it is easy to see that impedance-preserving property takes the simple form, 22 diag off KK  .
The exact DtN map in (11) , while useful for any given  , is not efficient for solving the original 2D problem, as it requires expensive eigen-decomposition and associated transformations. A more efficient approach of solving the 2D problem would be to devise a grid that simultaneously works for all  . One option is to use the standard equidistant finite element or finite difference grid; such as grid results in algebraic convergence of the solution over the entire domain, and thus the DtN map. Since our goal involves accurate approximation of just the DtN map, it may be worth obtaining higher accuracy for the DtN map, possibly at the expense of the accuracy in the interior solution. Druskin and coworkers [3, 4, [10] [11] [12] have successfully utilized this idea to obtain exponential convergence of one-sided DtN map, i.e.,
the DtN map at one end of the domain with the specified boundary condition at the other end. Utilizing rational approximation theory of Stieltjes functions and its link to staggered-grid finite difference method, they obtained two independent grids that provide exponential convergence of two one-sided DtN maps, one for Dirichlet boundary condition at the other end, and the other for Neumann boundary condition.
They also extended the method to the two-sided problem, but the extension is not straightforward. They split the solution into odd and even parts and use two separate grids to approximate the corresponding DtN maps. Simultaneous solution of two-point boundary value problem requires the use of these grids in a completely overlapping fashion, making the implementation cumbersome, especially when extended to higher dimensions (we would need to use four overlapping grids for 2D and eight for 3D) [4] [5] [6] .
Therefore, it is desirable to obtain a single mesh that would simultaneously approximate all the elements of the 22  DtN maps with equal accuracy. As shown in the rest of the paper, the midpoint-integrated linear finite elements proposed by Guddati and coworkers [7] [8] [9] leads to such approximation. The key is that these elements satisfy the impedance-preserving property in (14) . We utilize this property and develop linear finite element discretization that provides simultaneous exponential convergence for both diagonal and off-diagonal elements of the DtN map. The resulting finite element mesh is not a standard discretization of the real domain   0, L , but a mesh mapped into the complex space (the element lengths are complex-valued). We thus term this the Complex-length Finite Element Method (CFEM); the remainder of the paper contains the formulation of CFEM and the illustration of its effectiveness.
Complex-length finite element method (CFEM)
Linear finite elements with midpoint integration
Consider the domain   0, L discretized into non-overlapping finite elements of lengths , 1, , j L j n  , j LL   , with nodes located at 01 , ,..., n x x x . Restricting the discussion to the j th element, the weak form becomes,
where u  is the variation of u . Utilizing Bubnov-Galerkin method with linear interpolation within the element and after performing the transformation
, we obtain,
The next step is to evaluate the integral using the midpoint rule. Performing such integration and eliminating the virtual displacements, we obtain the DtN map (stiffness relation) for a single element: 11 
In the above DtN map, 22 diag off KK  , which indicates the impedance-preserving property (see (14) ).
Since all the finite elements in the mesh satisfy this property, the two-point DtN map of the entire mesh would also satisfy the impedance-preserving property. An important consequence is that, a mesh that results in exponential convergence of the diagonal element of the DtN map, also results in exponential convergence of the off-diagonal element (this is because, 2 2 2 2 diag, approx off, approx diag, exact off, exact
and thus exponential convergence of the entire two-sided DtN map.
To obtain the DtN map of the discretized domain, we could assemble the 22  DtN maps of the individual elements and eliminate the interior degrees of freedom by taking Schur complement. This process renders the computation global, making it cumbersome to analyze. To facilitate easier analysis, we turn to an equivalent propagator matrix approach, by converting the boundary value problem into an initial value problem.
An alternative view: first-order form
We can verify that the DtN relation in (17) is equivalent to, 
where vv  . It can be immediately seen that the above equation is the Crank-Nicolson discretization of first order form of differential equation (7), i.e., min max 0 for 0 , 0
Equation (18) can also be written in the form,
where j P is the propagator matrix associated with the finite element, which is inherently connected to its DtN map in (17) . The advantage of the propagator matrix approach is that the propagator matrix of the complete interval   0, L , P , is obtained by simply multiplying the propagator matrices of individual finite elements:
The matrix P can also be written in the form of DtN relation in (9) , implying that successful approximation of the propagator matrix would automatically result in successful approximation of the DtN map. Thus, the problem reduces to, finding the mesh parameters j L that would result in exponential convergence of the propagator matrix P for various values of  on the real line. The problem of approximating the propagator matrix can be further simplified by decoupling the system of equations in (19) . Through eigen-decomposition, we have, 11 min max 22
where the diagonal matrix contains the eigenvalues of the operator in (19) , and 12 ,  are the weights associated with the corresponding eigenvectors. Thus the DtN approximation problem reduces to:
Find the mesh parameters that would result in exponentially convergent propagator matrix for the interval (0, ) for the equation:
In the above,   and min  is implicitly assumed to be negative, indicating that  could be imaginary. It is instructive to note the physical meaning of the eigenvectors associated with the decoupled form in (22) . The eigenvector associated with 1
, or equivalently, vu  , which corresponds to an exponentially growing solution, . These are the solutions of the original second order differential equation (7) . This point of view is important as our method is based on approximation of the exponential functions (see Section 3.3).
The impedance-preserving property of the midpoint-integrated linear finite elements can be proven more elegantly as follows. The impedance relation for the half-space (0, )  is:
vu  (this corresponds to the decaying solution). The impedance-preserving property can be stated as:
The impedance-preserving property of the exact propagator can be illustrated as follows: Equation (19) is invariant to the swapping of u with v ; therefore, if the initial condition at 0 x  is swap-invariant ( vu  ), the "final" condition at any x must also be swap-invariant ( vu  ). Fortunately, the swap-invariance of (19) is preserved through the discretization in (18) , implying that the Crank-Nicolson propagator, and thus the midpoint-integrated finite element, satisfy the impedance-preserving property.
Selection of the mesh parameters
Considering that the exact solution to (23) is of the form x Ae  , the propagator associated with the
The approximate propagator for the j th interval is given by the Crank-Nicolson method,
The propagator for the entire interval   0, L is the product of all the propagators, i.e., 11 
12
12
Note that approx P is a so-called relative approximant of L e  , which is a rational function of the form
. Relative approximants are wellstudied subject of rational approximation theory [13] , and there is a variety of approximants convergent on the real axis at least exponentially with respect to n . Obviously, ( ) ( ) QQ   must not have poles and residues on the real axis in order to be a good approximant of the exponent there; this is the reason why j L must be complex, implying that the mesh has to be mapped into the complex space. Hence the current method is called the Complex-length Finite Element Method (CFEM).
In this paper, we consider the relative (diagonal) Padé approximant matching the first 2n terms of Taylor expansion at 0   . In other words, the 0 to 2 th n derivatives of the approximant must match with that of the exact solution at 0
The reason for the choice of Padé approximant is its simplicity. There are a number of approximants of the form ( ) ( ) QQ   with better convergence properties for larger  ; we plan to consider such approximations in future research.
For the Padé approximant considered in (27), the roots 2 j L  and thus the element lengths j L can be computed with a standard algorithms (see e.g. [14] ). The resulting mesh has the following properties:
1.
j L are independent of  (or  ), indicating that the same mesh can be used for the range of complex  given in (8) , implying that the mesh is applicable to the original 2D problem in (2).
2.
j L come in complex conjugate pairs. It follows from the fact that the Padé approximant is real for any real  .
3.
j LL   follows directly from evaluating (27) for 1 j  , which indicates that the end points match with the physical edges of the domain. This is an important property since the procedure for the subdomain does not affect the geometry of the rest of the analysis domain.
4.
A peculiar property of midpoint-integrated finite element grid is that the DtN map is invariant of the ordering of the elements. This implies that the mesh is not unique; we order the mesh so that it is symmetric and smooth (as smooth as possible) in the complex plane. Such a mesh is obtained by ordering the elements with increasing or decreasing phase angle of their lengths (see Section 5.2).
5.
The mesh scales with the length of the domain and we can tabulate the element sizes relative to the domain size, i.e. j LL , for any given number of elements; this is done in Table 1 up to 16 elements. In general one can
where j x are the roots of the th n -degree polynomial (see e.g. [14] ):
Following the order suggested in item 4 above, the meshes are shown Fig. 2 . Meshes with odd and even number of elements are shown in separate figures for clarity in presentation. With refinement, the mesh appears to converge to a specific curve in the complex space. We suspect that there is an analytical form for the converged mesh, linked to the asymptotic behavior of the poles of Padé approximants, similar to the one known for optimal approximants on [0, )
6. It is known that the real parts of the roots  
are positive for the diagonal Padé approximants of exponential function [14, 16] , implying that the real parts of j L are positive and the mesh is not bent outside the domain (or have any knots), which is another physically appealing aspect.
Summary: CFEM discretization procedure and additional properties
We suggest the following approach for CFEM discretization of the model problem in Fig. 1: 1. Divide the problem into multiple subdomains bounded by points where (a) the material properties are discontinuous, (b) loads are applied, or (c) the solution is desired.
2. Discretize each sub-domain using CFEM mesh as described in the previous subsection.
3. Combine all the sub-domain grids and perform finite element analysis on the entire domain.
Utilize midpoint integration to evaluate the contribution matrices.
4. Extract the results from the sub-domain interfaces. Note that the displacements in the interior of the sub-domains have no immediate physical meaning. It is also worth mentioning that CFEM also satisfies the following important properties:
1. CFEM is a standard finite element method, but with complex coordinate stretching. Thus, it shares similarities with perfectly matched layers (PML) used in unbounded domain modeling, which can also be viewed in terms of complex coordinate stretching [17] . The difference is that PML stretching leaves invariant one boundary point, whereas both boundary points are invariant in our method. PML finite elements lengths do not come in conjugate pairs and the one-sided DtN map is not Hermitian, consistent with PML's need to absorb energy. On the other hand, our method propagates all the information from one end of the domain to the other end without any loss of energy. This is because, although our stiffness matrix is complex symmetric, the two-sided DtN map for the entire mesh is real symmetric (Hermitian) due to complex conjugate pairs of element lengths, as shown in Appendix A.
2. Generalized eigenvalues of the stiffness matrix with respect to the mass matrix, in spite of both being complex-valued are real and non-negative. This property, which is proved in Appendix B, has implications in solving free-vibration type eigenvalue problems. It is worth noting that this phenomenon is linked to the important connection between Stieltjes rational approximants and relative rational approximants, found by Knizhnerman [18] . Specifically, he shows that there is a spectral equivalence between relative rational interpolants of the exponential and Stieltjes rational interpolants of the DtN map. As shown in [11] , the latter corresponds to a spectrally matching three-point finite-difference scheme with symmetric negative operator, indicating that CFEM based on rational interpolants have real spectra. Rational interpolants include as a particular case the Padé approximant considered here, thus our finite-element scheme is exactly equivalent, in terms of the DtN maps, to the Padé finite-difference grid considered in [11] . Reference [11] also shows the equivalence of Padé finite-difference scheme and the spectral Galerkin method with polynomial basis functions, again in terms of the DtN maps.
3. The stiffness matrix from discretization of elliptic equations, i.e. Equation (8) While the discussion is limited to Laplace and Helmholtz equations, the mesh should also work for hyperbolic problems such as the wave equation. Since for CFEM, the generalized eigenvalues of the stiffness matrix with respect to the mass matrix are non-negative and real, traditional time-stepping methods would be stable. The only drawback of CFEM for hyperbolic problems is that the mass matrix is not diagonal (due to midpoint integration). However, it could be block diagonal, as the degrees of freedom are coupled only in the x direction; mass lumping can be performed in the z direction.
Fortunately, exponential convergence of the proposed method facilitates drastic reduction in the number of elements in the x direction, which translates into small block size and efficient computation.
There may be concern associated with the increased cost due to complex arithmetic. We note that this cost increase is negligible compared to the savings from significant reduction in the number of degrees of freedom facilitated by exponential convergence. Moreover, many problems involving wave propagation require complex arithmetic and complex element lengths do not increase the computational cost for these problems.
The method in the presented form is applicable to problems where the solution is needed on the edges of the subdomains. If the solutions are needed only at the corner points, if the domain geometry allows, the CFEM discretization can also be used in the transverse direction (if the material properties are pricewise constant in that direction), resulting in further reduction in the computational cost.
Since impedance-preserving property of midpoint-integrated linear finite elements extends to vector equations [7] , it is expected that the proposed mesh would work equally well for electromagnetism and elasticity (similar to the development for finite difference schemes in [5, 6, 12] ). We illustrate the applicability of the proposed approach for the special case of elastodynamics in the next section. In addition, successful application of CFEM for solving the eigenvalue problems associated with elastic layered (stratified) media can be found in [19] .
CFEM for vector equations (elastodynamics)
We generalize CFEM for solving linear elastodynamics problems. In particular, we prove the impedance-preserving property for elastodynamics equation, and derive associated propagation factors.
By observing that these propagation factors are identical to those in scalar analysis, we conclude that CFEM is applicable to vector wave equations.
Model Problem
Consider a two-dimensional elastic layered medium with in-plane deformation as shown in Fig. 1 .
Each layer is assumed to be homogeneous, but the material properties may vary between different layers. .
For the special case of isotropic elasticity, material coefficients are given in terms of Lamé constants  and  : 11 22 33 12 13 23
Note that one can also model viscoelastic materials through frequency-dependent, complex Lamé constants. Expanding (29), we obtain,
where I denotes 22  identity matrix and xx D , xz D and zz D are given by: 11   13  13  12  33  23   13  33  33  23  23  22 , , .
Discretizing (32) in the z direction, we obtain, 
Impedance-preserving property and propagation factor of the mid-point integrated element
We now focus on the segment 0 x  to 1 x x L . The impedance-preserving property as defined in 
is the (exact) stiffness of the right half-space (see (36)).
Drawing from the observations from the scalar problem, the impedance-preserving property is not satisfied if the layer stiffness [0, ] L is approximated by a regular finite element. However, like in the case of the scalar problem, it turns out that the proposed mid-point integrated layers have the impedancepreserving property, as shown in the remainder of the section.
Equation (38) can be expressed as, 11 HS 12 0
The expanded form of layer stiffness is obtained from (34) (using variational formulation followed by midpoint integration):
Substituting (39) and (41) in (40) yields,
Since 0 u and L u satisfy the dispersion relation (35), where P is the propagation factor of the displacement using one element.
The above analysis, which is borrowed from [7] , not only proves the impedance-preserving property, but also obtains the propagation factor for the displacement (45). To check the validity of CFEM for vector equations, the propagation factor is needed not just for the displacement, but for the displacementtraction pairs similar to the scalar case in (20) . We now proceed to derive the propagation factor of the traction.
Given the displacement and traction at the beginning of the segment, we need to find the CFEM approximation of the displacement and stress at the end. To this end we start with the relation between the traction and displacement for the mid-point integrated element, 00 11 12 21 22 ,
where the stiffness matrix of the element is given in (41). Using the impedance-preserving property (40), the above expression can be written as, 
which gives the traction 0 F and L F on the left and right side of the elements:
Where (45) is used in the second equation. (45) and (48) together indicate that the propagation factors are the same for displacements and tractions. Further, comparing these with (37) indicates that the exponential propagator in (37) is approximated by the rational propagator P :
The above expression is identical to the propagator for scalar equation in (25), with 
Numerical examples and discussion
Two-point boundary value problem: elliptic equation
Consider a simple two-point boundary value problem on a unit interval with homogeneous Dirichlet condition on the right. Unit Neumann data is specified on the left boundary and the goal is to obtain the displacements at this boundary. The relative error is defined as, . CFEM meshes with increasing number of elements (ranging from 1 through 40) are used to test the convergence of the method. Fig. 3 shows the results from the analysis for various values of  . It can be seen that the error converges until it reaches the roundoff limit of approximately 16 10  . The convergence is super-exponential, similar to the convergence of the optimal grids proposed in [4] . Even for a large value of 200   , where the solution contains steeply varying functions 200 e  , a coarse CFEM mesh of just 20 elements gets the relative error down to 4 10  , clearly illustrating the efficiency of CFEM. 
Two-point boundary value problem: Helmholtz equation
In order to assess the performance of the proposed method for wave propagation problems, we turn to the Helmholtz equation, which has a negative values of 2   , with the frequency range of 4 40   .
As in the previous numerical experiment, homogeneous Dirichlet condition is applied on the right and unit Neumann data is specified on the left. The error as defined in (50) is plotted in Fig. 4 . Superexponential convergence is again observed, but the convergence appears to occur only after the number of elements exceeds a threshold. This threshold corresponds to an average of three elements per wavelength. This is expected because, our finite element discretization is equivalent at the boundary points to Spectral Legendre-Galerkin method (see Section 3.4), and the latter has similar threshold; a more efficient approximant, e.g. Padé-Chebyshev, would make this threshold very close to the Nyquist limit of two points per wavelength [3, 4, 6] . A peculiar behavior observed in Fig. 4 is that, as the frequency is increased, the error does not converge to zero, but to a nonzero value that grows as the frequency is further increased. It turns out that reordering of elements alleviates this problem, as described below.   , while the right most curve corresponds to the highest frequency of 40   . The meshes shown in Fig. 2 are used for computation. Note that the error does not converge to a small value for high frequencies, which can be overcome by reordering of elements (cf. Fig. 6 ).
Element reordering: An intuitive argument for the numerical problems is as follows. Consider a wave of the form ix u ae    propagating through the meshes shown in Fig. 2 . As we approach the center of the mesh, the imaginary part of x increases, indicating that u could grow exponentially. While u would eventually decay back to its original order of magnitude as we approach the right edge, the growth at the center could be very large, especially for high frequencies.
This translates into growth of the round-off error, resulting in significant numerical inaccuracies. An option to alleviate this problem is to pair the elements with complex conjugate lengths. Such pairing minimizes the artificial growth of the field variable and thus the round-off error. A minor disadvantage of this approach is that the symmetry of the domain geometry is not preserved after discretization. To achieve mesh symmetry, we propose to swap every alternate element in the left half of the mesh in Fig. 2 , with its symmetric counterparts on the right
(few examples of rearranged meshes are given in Fig. 5 ). This enforces alternating signs for imaginary parts of element lengths, thus reducing the growth of the imaginary part of the coordinate x . With the new element ordering, the solution to the Helmholtz equation improved considerably, as shown in Fig. 6 .
Note that reordering would accordingly affect the condition number of the dynamic stiffness matrix of the discretized Helmholtz problem in Equation (8) with 2   , i.e. (unlike the generalized eigenvalues that are invariant to the element ordering, as shown in Appendix B). As an example, Fig. 7 (a) shows the condition number of the dynamic stiffness matrix for the Helmholtz problem with 40   normalized by the condition number of the discretized system using spectral finite element method (SFEM) with the same number of nodes and thus the same level of accuracy (we later show that CFEM and SFEM give same accuracy for a total same number of nodes in the meshsee Fig.   8 ). Similarly, Fig. 7 (b) shows the normalized condition number after element reordering. Clearly, before element reordering, CFEM is conditioned much worse than SFEM, with the normalized condition number growing exponentially with the number of CFEM elements. After reordering though, the normalized condition number is less than 1, indicating that CFEM with reordering is slightly better conditioned than SFEM, confirming that it is best to use CFEM with element reordering. 15-element and 20-element meshes. Note that the bounds of imaginary part of the nodal coordinates are reducing with refinement. This counters the numerical growth and helps achieve better convergence (compare these meshes with the meshes in Fig. 2 ). . 6 . Convergence for the two-point Helmholtz boundary value problem after element reordering shown in Fig. 5 . In comparison with Fig. 4 , the error is converging to a much smaller value, illustrating the effectiveness of element reordering. A note on numerical dispersion: A common issue encountered in finite element solution of Helmholtz problem is numerical dispersion, where the waveform is approximated with inexact wavelength resulting in accumulating phase errors for large domains [20] . In contrast with traditional FEM, CFEM results in exponentially convergent solutions directly at select points in the domain, and there is no approximation of the waveform over the domain and associated accumulation of phase error. Thus, the issue of dispersion error does not exist in the context of CFEM.
Fig
Comparison with spectral FEM
In order to investigate the efficiency of the CFEM, we also compare the convergence results of CFEM with spectral finite elements (SFEM) using Lobatto polynomials as discussed in [21] . Results are reported in Fig. 8 for the lowest and highest values of  and  for the elliptic and Helmholtz two-point boundary value problems, respectively. Fig. 8 (a) shows that, for the elliptic equation, performance of CFEM is slightly better than SFEM for 10   and the disparity between the two methods becomes larger with increasing  . However as shown in Fig. 8 (b) for the Helmholtz equation which has a harmonic response, both methods have the same convergence for different frequencies, indicating that both CFEM and SFEM would require the same number of degrees of freedom. CFEM is however significantly more efficient than SFEM since CFEM matrices are sparse (tridiagonal in this case), compared to full SFEM
matrices. An additional advantage of CFEM is that it can easily be implemented into existing finite element codes with simple change of element lengths and integration rule. The excitation (specified Neumann data) at the left boundary is given by the analytic function, 16 4 
which excites various vertical harmonics, resulting in wide-ranging decay rates in the horizontal direction.
The reference solution is taken as the converged FEM solution. The response on the left edge is computed and the resulting error Convergence with mesh refinement for CFEM is shown in Fig. 9 (a) . Convergence analysis is also performed for regular FEM and the results are shown in Fig. 9 (b) . Clearly CFEM shows exponential convergence, while regular FEM shows expected second-order convergence (note that the left plot is in semi-log scale, while the right plot is in log-log scale). Quantitatively, just 10 CFEM elements are sufficient to achieve an error of less than 1%, whereas uniform FE mesh requires more than 100 elements for the same accuracy. When the desired error is reduced 0.01%, we require just 14 CFEM elements, as opposed to approximately 1000 regular FE. Fig. 9 . Convergence of CFEM for Laplace equation in 2D. Note the exponential convergence in CFEM discretization as opposed to algebraic convergence of regular FEM (left plot is semi-log and the right plot is log-log). For 1% relative error, one would need 10 CFEM elements as opposed to 100 regular elements. 0.01% relative error requires just 14 CFEM elements, as opposed to 1000 regular finite elements.
Two-dimensional layer: Helmholtz equation
The 2D problem in the previous section is solved now for Helmholtz equation with frequency of 3   . The frequency is chosen to ensure existence of significant evanescent as well as propagating waves. Since the domain is bounded, in order to eliminate complications due to resonance, we used 1 0.01 Gi  in the governing equation (1) to damp out the resonances. Convergence analysis similar to that performed for the Laplace equation is performed for this problem. The results are shown in Fig. 10 (a) for CFEM and Fig. 10 (b) for regular FEM. The plot also contains the convergence results for the field variable at 10 x  . Possibly because of resonances and oscillations, the CFEM convergence is slowed compared to the Laplace equation. However, it is much faster compared to the second order convergence of regular FEM. Quantitatively, a desired error of 1% requires just 17 CFEM elements, as opposed to 400 regular finite elements. When the desired error is 0.1%, the disparity increases: 20 elements for CFEM as opposed to more than 1000 elements for regular FEM. Note that, due to exponential convergence, CFEM does not suffer from adverse consequences of pollution effects of the dispersion error associated with regular FEM [22] . Fig. 10 . Convergence of CFEM for Helmholtz equation in a two-dimensional setting. Note the exponential convergence in CFEM. For 1% relative error, 17 CFEM elements are needed as opposed to 400 regular finite elements. 0.1% relative error requires just 20 CFEM elements, as opposed to more than 1000 regular finite elements.
Two-dimensional Helmholtz problem with multiple subdomains
To illustrate the applicability of the proposed method for problems with multiple subdomains, the modulus of the right half (5 10) x  is modified to 2 0.02 Gi  . The subdomains (0,5) and (5,10) are discretized separately using CFEM, with nodes shared at 5 x  . Accuracy is expected at 0, 5, 10 x  , while the remaining nodes have complex coordinates. The convergence of the solution at these locations is plotted in Fig. 11 (a) . Similar to the previous example, the convergence is worse compared to the Laplace equation, but much faster than that for regular finite element discretization, which is shown in Fig. 11 (b) . Fig. 11 . Convergence for multiple-subdomain problem. Note the exponential convergence of CFEM. For 1% relative error, we would need 20 CFEM elements as opposed to 300 regular finite elements. 0.1% error tolerance requires 28 CFEM elements as opposed to more than 800 regular finite elements.
Two-dimensional elastodynamics problem with multiple subdomains
The 2D multi-subdomain problem of the previous section is now solved for time-harmonic elastodynamics equation given in (29) Convergence for multiple-subdomain elastodynamics problem. For 1% relative error, we would need 28 CFEM elements as opposed to 500 regular finite elements. 0.1% error tolerance requires 60 CFEM elements as opposed to more than 1000 regular finite elements.
Conclusions
We introduced a novel modification of linear finite element discretization to achieve exponential convergence of the solution at select points in the domain. The main idea is to obtain exponentially convergent approximation for the DtN map of the sub-domains spanning between the points of interest.
By employing the midpoint integration rule and an unconventional mapping of the finite element mesh into the complex space, we are able to achieve high accuracy at the edges of the sub-domain with a very coarse discretization of the interior. The diagonal entries of DtN map are the same due to the mirror symmetry of the mesh (because S is invariant of element ordering as discussed in Section 3.3 and we simply choose the mesh that is mirror symmetric to make the claim). Similar to (12) , the impedance-preserving property of the DtN map can be written as, However due to impedance-preserving property, Proof. Following (26) the propagator for the entire mesh with elements 1 ,..., n LL can be written as the multiplication of the propagators of individual elements, i.e., 
We start with the propagator for a pair of CFEM elements with complex conjugate lengths L and L (obtained using (26)): 
