Abstract-Despite the large amount of research effort dedicated to adapting boosting for imbalanced classification, boosting methods are yet to be satisfactorily immune to class imbalance, especially for multi-class problems, due to the long-standing reliance on expensive cost set tuning. We show that the assignment of weights to the component classifiers of a boosted ensemble can be thought of as a game of Tug of War between the classes in the margin space. We then demonstrate how this insight can be used to attain a good compromise between the rare and abundant classes without having to resort to cost set tuning, which has long been the norm for imbalanced classification. The solution is based on a lexicographic linear programming framework which requires two stages. Initially, class-specific component weight combinations are found so as to minimize a hinge loss individually for each of the classes. Subsequently, the final component weights are assigned so that the maximum deviation from the class-specific minimum loss values (obtained in the previous stage) is minimized. Hence, the proposal is not only restricted to two-class situations, but is also readily applicable to multi-class problems. We also derive the dual formulation corresponding to the proposed framework. Experiments conducted on artificial and realworld imbalanced datasets as well as challenging applications such as hyperspectral image classification and ImageNet classification establish the efficacy of the proposal.
INTRODUCTION
B OOSTING [1] is an ensemble learning technique that operates by repeatedly training a so-called weak classifier on reweighted versions of the basic dataset. The reweighting is done so that data instances misclassified in the previous round are assigned greater weights in the current round. The variants thus trained become the component classifiers of the ensemble having weightage proportional to their performance on the training data. Boosting is known to exhibit resistance to overfitting for noisefree datasets, owing to its ability to optimize the margin of the underlying weighted combination of weak learners [2] .
However, boosting methods (and classification techniques in general) are unable to properly handle datasets characterized by class imbalance of data, i.e. when not all the classes in the dataset are equally represented in the training sample. Such imbalanced or uneven datasets often arise in critical real life applications such as medical diagnosis [3] , fraud detection [4] , etc. In fact, even the state-of-the-art deep-learning techniques which are used to solve complex computer vision applications suffer from class imbalance [5] . to Nikolaou et al. [6] , in a rather exhaustive comparative study, observe that a significant amount of research effort has been aimed towards adapting boosting methods like AdaBoost [7] for such class imbalanced learning tasks. Despite the continued research efforts [8] - [14] , boosting methods have yet to become sufficiently immune to class imbalance due to the following reasons:
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• Most of the boosting variants proposed to handle class imbalance [6] , [8] , [11] , [15] assume that the relative costs of misclassifying the two classes are known a priori. This is often not true and the set of relative costs that are most suitable for a particular dataset must be found by a costly parameter tuning regime.
• Moreover, most of the research efforts have been aimed at handling dichotomous or the so-called two-class imbalanced problems, with little attention being accorded to multi-class or polychotomous classification problems characterized by class imbalance. One of the reasons behind this is the need for parameter tuning, which becomes exponentially costlier for multi-class datasets.
Based on the generally accepted notion that the minimum margin is key to generalization performance, Grove and Schuurmans [16] presented an interesting variant of boosting, called LPAdaBoost, where the weights of the component classifiers are chosen by a linear program so as to maximize the minimum margin. LPAdaBoost has hitherto unexplored applicability to class imbalanced problems. Since the learner is overwhelmed by the abundance of the majority data instances, it is likely to classify most data into the majority class, resulting in high margin for the majority instances and low margin for the minority instances. Therefore, LPAdaBoost attempting to compensate for the margin imbalance, can effectively compensate for class imbalance. However, in the presence of outliers, data noise or label noise, the minimum margin is likely to correspond to corrupt instances, leading to a complete miscalibration of the component weights. Rätsch et al. [17] proposed the LPBoost algorithm which aims to solve the miscalibration issue by regularizing the noisy and outlier instances. A suitable cost of regularization must be specified for LPBoost to work well. Unfortunately, such an approach compromises the applicability to imbalanced problems as most of the regularization would be from the minority class. Leskovec and Shawe-Taylor [18] proposed LPUBoost, attempting to solve this problem by using higher regularization cost for the minority instances. While this can solve the issue of uneven regularization, it also reinstates the long-standing issue of cost set selection. The best set of relative weights depends on a variety of factors such as the relative densities of the classes, the extent and structure of the overlap (if any) between the classes, the amount of noise/outliers, etc. and must be identified by a computationally expensive cost set tuning regime. Moreover, the issue of cost set tuning prevents the extension of such methods to other inherently imbalanced problems such as multi-class imbalance, online learning, singleclass classification, etc.
Boosting as a game of Tug of War
Perhaps a better understanding of the effects of the component weights on the margin values can help us extend the elegant, costindependent effectiveness of LPAdaBoost to noisy imbalanced problems. Definition 1. Let X = {(x i , y i ) : i = 1, 2, · · · , n; y i ∈ {−1, +1}} be a given training dataset and let {f 1 , f 2 , · · · , f T } be the set of component classifiers having corresponding set of component weights {α 1 , α 2 , · · · , α T }. Then for a data point x i ∈ X, the margin ρ(x i ) is defined as
and is hereafter referred as the "signed margin" of the point x i while f t (x i ) denotes the output of the t-th classifier for x i .
Let us consider the simple imbalanced dataset exhibited in Figure 1 . It is seen that both the majority as well as the minority classes contain noisy instances. We run three rounds of AdaBoost on this dataset to obtain three component classifiers. The signed margin values achieved by the data instances for two arbitrary component weight combinations are shown in Figure 2 . Ideally, each point in the positive class should have a signed margin value of +1 while all the negative points should have a signed margin value of -1 (i.e. all points should ideally have margin values of +1). An inspection of Figure 2 shows that some of the points from both the classes always attain the ideal margin value. These correspond to the data points which are correctly classified by all the component classifiers. However, the margin values attained by other points, which are correctly classified only by some of the components, depends on the choice of component weights. If the components which correctly classify most of the majority class instances (generally at the cost of the minority class instances) are assigned high weightage, most of the majority points will have high margin values while many of the minority points will have low margin values. Similarly, if high weightage is assigned to classifiers performing well on the minority points, the status quo will be reversed. Therefore, one can think of the problem of component weight assignment as a game of Tug of War between the classes in the signed margin space 1 .
1. This game of Tug of War is analogous yet distinct from the zero-sum versions of [19] , [20] . While the a decrease in the hinge loss of one class is likely to result in an increase in the loss for the other class, the net sum of changes in this game may not be zero. Intuitively, if both classes are of equal importance or if no cost information is available, the best trade-off solution is to select the component weights so that similar fractions of data points are misclassified from both classes. However, in the presence of noise, the corrupt instances are added to the fractions of misclassification for the two classes, resulting in miscalibration. Such miscalibration leads to the failure of hard margin maximization [17] in the presence of noise. Therefore, there is a need to regularize the noisy and outlier instances by some means. Since the traditional method of using slack variables to achieve such regularization results in a need for cost set tuning [18] , we are motivated to devise a new framework which will not only regularize the noisy and outlier instances but also strike a good compromise between the twoclasses without resorting to cost set tuning.
The key idea is to solve the problem in two sequential steps. In the first step, we find the two (possibly different) sets of component weights which minimize the average hinge loss (on the difference between the actual and ideal margin values) for the two classes individually. The hinge loss is defined as follows:
Definition 2. For a data instance x i ∈ X, the hinge loss on the difference ρ(
In other words, the hinge loss is the extent by which the margin of a point is worse than the ideal value. Since the noisy and outlier instances from a class are misclassified by most of the component classifiers, these instances will have high loss values even when the overall average loss for the class is minimized. The signed margin values, achieved by minimizing the average hinge loss over the data points in the majority and the minority classes, are displayed respectively in Figure 3 . It can be seen that, in both the cases, the signed margin values thus achieved result in the regularization of the outliers (in the sense that the outliers have worse signed margin and consequently higher loss). Now, any set of component weights which seeks to achieve a compromise between the classes will result in an increase (beyond the minimum average hinge losses found in the first step) in the class-wise average losses for both the classes. Since the noisy and outlier instances already had high loss values, most of this increase in loss will be due to the misclassification of the non-outlier instances. Therefore, similar increase in the average hinge losses of the two classes will correspond to similar fraction of misclassification of non-outlier points for the two classes. Hence, in the second step, the final component weight set (that strikes a good balance between the two classes) can be found by minimizing the maximum increase in the class-wise average hinge losses. Based on these insights, we propose a Lexicographic Linear Programming (LLP) based approach (described in Section 1.2) to choose the optimal set of component classifier weights for boosting. The proposed approach is expected to be proficient at handling class imbalanced classification tasks, without having to partake in cost set tuning.
Contributions
Lexicographic programming techniques, such as goal programming, have long been used for multi-criteria decision analysis [21] . Class imbalanced classification can also be thought of as a multicriteria decision making problem, since the classification accuracy on the majority as well as the minority classes must be simultaneously maximized (these two objectives are often contradictory and cannot be maximized together, resulting in the need for a suitable trade-off). In spite of this, to the best of our knowledge, the current article is the first application of lexicographic programming to the class imbalanced classification problem. Definition 3. We formally define an LLP as a lexicographic hierarchy of LPs (in the sense that the LPs in all the prior stages of the hierarchy must be solved before the LPs in the current stage can be solved). The j-th LP to be solved at the i-th stage is of the form
and
where η i and ν i respectively are the number of inequality and equality constraints while L ij is an appropriate loss function. The vector
) contains the optimal solutions to all LPs solved in all the preceeding stages with ζ i denoting the number of LPs solved in the i-th stage.
We propose a two staged LLP scheme to choose the weightage of the component classifiers of a boosted ensemble. The proposed method is referred to as LexiBoost hereafter. The first stage of LexiBoost is concerned with solving a set of Linear Programs (LPs) (one for each class, which can be solved in parallel) to minimize the average class-wise hinge losses (see Definition 2) for each of the classes. Subsequently, the second stage solves another LP to find the set of component weights that minimizes the maximum of the class-wise deviations from the optimal average loss values found in the first stage.
The proposed method has the following advantages:
• The novel hinge loss based regularization method, unlike slack variable based regularization, does not require cost set tuning to achieve a good balance between the classes, thus addressing the long-standing issue of expensive cost set tuning for imbalanced data learning.
• Moreover, the proposed approach is readily applicable to multi-class or polychotomous learning tasks, which have as yet received limited attention in the class imbalanced learning literature.
• Even though we demonstrate the abilities of the proposal using the AdaBoost algorithm, the proposed philosphy can be applied to other ensemble learning techniques as well.
Organization
We introduce the reader to the popular AdaBoost algorithm as well as some of the existing LP based boosting schemes in Section 2. We then provide a detailed explanation of the proposed two staged LLP based LexiBoost framework in Section 3. The dual formulation resulting from the proposed LLP is presented in Section 3.3. The proposed framework is also generalized to multi-class classification problems in Section 3.4. Subsequently, experimental results are presented in Section 4. We conclude with some relevant discussion in Section 5.
PRIOR WORK
In this section, we introduce the reader to some of the extant boosting techniques which are crucial to understanding the proposed improvement.
AdaBoost
Freund and Schapire [7] proposed the AdaBoost ensemble learning technique which is considered to be one of the top algorithms in the field of machine learning [22] . The basic idea is to generate diverse classifiers by assigning more weightage D t+1 (i), in the (t + 1)-th round, to the data points x i which prove to be difficult in the t-th round. Algorithm 1 describes the complete method.
where Z t is a normalization factor. end for
Linear Programming based Boosting
LPAdaBoost: Despite the theoretical guarantees on the training performance of AdaBoost [7] , Grove and Schuurmans [16] proposed the LPAdaBoost algorithm to maximize the minimum margin ρ, aiming to achieve better generalization performance. The primal LP posed by LPAdaBoost is of the form
and α ≥ 0,
where f t (x i ) is the classifier generated by the t-th round of AdaBoost. Dual-LPAdaBoost: The dual to the primal LPAdaBoost formulation is
where f τ (x i ) is the classifier generated in the τ -th round. The dual formulation corresponds to assigning the point-wise weights D t+1 (i) such that the aggregate margin s is minimized. To put it simply, the dual attempts to find a D t+1 which assigns the greatest weightage to the points which prove to be the most difficult during rounds 1 through t. The Dual-LPAdaBoost algorithm consists of alternatingly solving the LPs A 1 and A 1 until the convergence criterion s − ρ < 0 is met or the maximum number of rounds T is reached. LPBoost: Since the hard margin formulation of LPAdaBoost makes it sensitive to noise and outliers, Rätsch et al. [17] presented a soft margin variant called LPBoost which regularizes the noisy and outlier instances using slack variables ξ i (corresponding to the data points x i ), resulting in the following LP:
and ξ ≥ 0.
An appropriately high cost D must be assigned for the regularization of data points in order to achieve good performance. This parameter has to be generally selected by cross-validation on the training data.
DualLPBoost: The dual LP arising out of the LPBoost formulation is of the form
giving rise to the Dual-LPBoost algorithm where A 2 is solved for a maximum of T rounds (until the convergence criterion
with the Lagrangian multipliers of A 2 being chosen to be the component weights α t .
LPUBoost: Leskovec and Shawe-Taylor [18] further adapted the LPBoost formulation to two-class imbalanced problems by introducing uneven costs for regularizing the two classes. The non-target (usually majority) class is assigned a regularization cost of D as in LPBoost, while the target (usually minority) class is assigned a higher regularization cost of βD (β > 1). The resulting primal LP is
where n 1 denotes the number of points in the positive (target) class. Hence, the number of points in the negative (non-target) class is n 2 = n − n 1 . Both the parameters D as well as β must be selected by expensive tuning on R + × R + using cross-validation. Tuning the parameter β essentially corresponds to tuning the relative cost between the two classes, and is critical to achieving good performance.
Dual-LPUBoost: Like LPAdaBoost and LPBoost, LPUBoost also gives rise to a dual problem. The dual problem is of the form
However, the Dual-LPUBoost algorithm solves a slightly modified from of the LP A 3 to accommodate for the drawbacks of simple cost set tuning. While the modification does seem to lend some robustness to the method (see Section 4), it also adds an additional tunable parameter D LB , which determines the lower limit of D t+1 (i) as a fraction of the corresponding upper limit. Thus, the changes pertain to the constraints (28) and (29), resulting in the modified constraints
The termination criterion and the choice of component weights are identical to those of Dual-LPBoost.
LEXICOGRAPHIC LINEAR PROGRAMMING BASED SELECTION OF COMPONENT WEIGHTS
Having acquainted the reader to the basic AdaBoost algorithm and the existing LP based improvements, we now elucidate the proposed LexiBoost algorithm which uses a two staged LLP. The two stages of LP involved in our proposed LLP framework are formally defined in Sections 3.1 and 3.2.
The first stage of LPs
As already mentioned in Section 1.2, the initial aim is to choose the component classifier weights so that the average hinge loss on the differences between the actual and ideal margins is minimized for the individual classes. Since the hinge loss is piece-wise linear, the minimization problems can be posed as LPs. Therefore, an LP P j (j denotes the class in question) of the following form must be solved for each of the classes:
and λ ≥ 0,
where n j is the number of points in the j-th class (j ∈ {1, · · · , |C|}, C = {c 1 , c 2 } for the two-class imbalanced problem being the set of classes), λ * j denotes the optimal set of λ i values obtained by solving the LP P j , and α j is the corresponding set of component weights.
The final LP
Since the noisy and outlier instances already have high loss values even when the overall class-wise losses are minimized, any further increase in the class-wise losses is likely to be due to regularization of non-outlier instances. Therefore, having obtained the optimal average hinge losses for each of the individual classes, the deviations from optimal average losses must be minimized to restrict the regularization (and hence misclassification) of nonnoisy points. Hence, we finally solve another LP to find the α t values which minimize the maximum of such deviations. It should be noted that unlike P j , all the classes (and hence all the training data points) are considered together at this stage. The maximum deviation is denoted by χ (χ * being the optimized value) and the final LP is referred to as Q. We now present the formulation of Q for obtaining the optimal set of component weights α * which are expected to strike a good balance between the classes. The formulation for the program is as follows:
and (α, λ, χ) ≥ 0,
where e denotes a vector of ones, having appropriate length. Hence, the complete LexiBoost algorithm (in its primal formulation) is presented in Algorithm 2.
Algorithm 2: LexiBoost
Input: Dataset X of labelled instances
Run AdaBoost on the dataset X to obtain f t (x i ). for all j ∈ {1, · · · , |C|} do Solve LP P j to obtain λ * j . end for Solve LP Q to obtain α * .
The dual to LexiBoost
Since the dual to boosting techniques are often of interest [23] , in this section we present the dual formulation of the proposed LexiBoost algorithm. The dual LPs resulting from the LPs P j are of the form
The interpretation is similar to that of LPAdaBoost in that the dual formulation attempts to assign higher weights to the points which have proved to be difficult in the previous rounds 1 through t while also maximizing the sum of weights. The constraints 0 ≤ D t+1 (i) ≤ 1 nj ∀i ∈ c j , ∀j ∈ {1, · · · , |C|} ensure that higher weights are assigned to instances belonging to the minority class.
Additionally, the dual LP which follows from the final LP Q is as follows:
It can be seen that the LP Q is similar to the LPs P j and only differs in that the upper bounds of the instance weights D t+1 (i) are scaled by an amount d j (for x i ∈ c j ) which is inversely proportional to the average hinge loss obtained for the corresponding class in the first stage of LPs. In other words, greater regularization is induced (by enforcing a lower upper bound for instance weights) for the class having a greater proportion of noisy and outlier instances, while also maintaining higher weightage for the non-outlier minority class instances to compensate for class imbalance. Based on these two dual formulations, we now present the complete Dual-LexiBoost method as Algorithm 3.
Algorithm 3: Dual-LexiBoost
Initialize D 1 (i) = 1/n j ∀i ∈ c j , ∀j ∈ {1, · · · , |C|}. for all t = 1 to T do Train weak learner f t using distribution D t . Calculate training error t using distribution
Solve LP P j to obtain D t+1 (i) ∀i ∈ c j . end for end for for all j ∈ C do Solve LP P j to obtain λ * j . end for Initialize D 1 (i) = 1/n j ∀i ∈ c j , ∀j ∈ {1, · · · , |C|}. for all t = 1 to T do Train weak learner f t using distribution D t . Calculate training error t using distribution D t .
end for Solve LP Q to obtain α * .
Generalization to multi-class tasks
It is easy to see that the proposed approach is readily applicable to polychotomous or multi-class classification tasks. However, the definition of margin must be altered for the multi-class setting in the following way:
Definition 4. Let X = {(x i , y i )} be a given multi-class training dataset with label vectors y i ∈ R |C| such that y i,j = 1 if x i belongs to the j-th class, −1 otherwise.
Additionally, let f t (x i ) denote the prediction vector for the point x i by the classifier f t . Then the margin ρ(x i ) can be redefined as
Thereafter, LexiBoost as well as Dual-LexiBoost can be directly applied to multi-class problems by modifying the LPs P j , Q, P j , and Q accordingly.
EXPERIMENTS
In this section, we report the results of experiments conducted on two-class artificial datasets of varying specifications, two-class as well as multi-class real-world datasets, multi-class hyperspectral image classification, and multi-class classification of a class imbalanced subset of the ImageNet dataset. We compare our results with AdaBoost (the AdaBoost.M2 variant [24] being used for multi-class datasets) which serves as a baseline, and with a shifted and calibrated [25] AdaBoost variant known as AdaMEC-Calib which has recently been found to be quite effective for imbalanced datasets [6] . We also compare our results with those of the primal solutions (i.e. using classifiers already created by AdaBoost) as well as dual solutions to LPAdaBoost (because of its inherent ability to tackle imbalance in noise-free situations) and LPUBoost. The C4.5 decision tree [26] and the k-Nearest Neighbor (kNN) classifier are used as base learners for the experiments on artificial and real-world datasets while only kNN is used as the base learner for hyperspectral image and ImageNet classification, due to the relatively large scale (in terms of the number of points or features) of the latter datasets. The parameters for C4.5 are chosen as per [26] while the parameter k for kNN is varied in the range {3, 5, 10} for all sets of experiments except for hyperspectral image classification, where k = 10 is used because of the relatively large size of the datasets. The cost of false negative for AdaMEC-Calib is varied as elements in {2, 5, 10} [15] and 50% of the training data is used for calibrating AdaMEC-Calib [6] , The value β for LPUBoost is varied as elements in {2, 4, 8} and D LB is varied in the set {25, 50, 100}. D = 1 ν is used for both LPAdaBoost and LPUBoost, with ν being varied as elements in {0.1, 0.2} [18] . The performance is reported in terms of G-Mean [27] , AUC [28] , and Avg-AUC [29] . Only the best results obtained by each algorithm (chosen in terms of average AUC or Avg-AUC values over 5 runs of 5-fold cross-validation) are reported.
Artificial Datasets
We create 27 two-class artificial datasets by sampling points from two distinct 5-dimensional standard normal distributions by varying the Imbalance Ratio (IR) in {5, 10, 25} and the total size of the datasets in {500, 1000, 2500}. The overlap between the classes is also varied by keeping the centre for the minority class fixed at [0, 0, 0, 0, 0]
T while the centre for the majority class is varied between [3, 3, 3, 3, 3] T , [1.7, 1.7, 1.7, 1.7, 1.7] T , and [1.5, 1.5, 1.5, 1.5, 1.5]
T . 27 noisy analogues of these are also created by replacing 10% of the instances of each class with instances from the opposite class. The G-Mean values obtained for these 54 datasets are summarized from different perspectives for C4.5 as well as kNN as base learner in Figures 4-7 and 8-11 , respectively.
We first look at the performance of the different algorithms when C4.5 is used as the base classifier. A look at Figures 4-7 shows that LexiBoost performs comparably to the other primal methods viz. LPAdaBoost and LPUBoost for the less challenging datasets having low IR, large size and low overlap. For the more challenging cases, LexiBoost outperforms the other primal methods as well as AdaBoost and AdaMEC-Calib. On the other hand, Dual-LexiBoost seems to perform better than the other dual formulations viz. Dual-LPAdaBoost and Dual-LPUBoost for the less and moderately challenging datasets, with the performance faltering slightly for the more challenging datasets having high IR, small size and high overlap. However, it consistently maintains better performance than both AdaBoost and AdaMEC-Calib. The primal methods seem to perform slightly better than the dual variants for the non-noisy datasets, with LPAdaBoost achieving the best performance as expected. For the noisy datasets, AdaMECCalib and Dual-LPUBoost, equipped with exhaustive cost set tuning, perform the best. However, among the other methods, Dual-LexiBoost and LexiBoost perform the best. This points towards the effectiveness of the proposed regularization scheme. Overall, both LexiBoost and Dual-LexiBoost perform very well, being comparable to the cost set tuning aided Dual-LPUBoost, which achieves the best overall performance. A perusal of Figures 8-11 , which show the performance with kNN being used as the base classifier, presents a slightly different picture. Unlike the performance with C4.5, when kNN is used as the underlying classifier, LexiBoost consistently performs better than the other primal techniques as well as the AdaBoost baseline and AdaMEC-Calib. Similarly, Dual-LexiBoost consistently performs best among all the algorithms. Moreover, DualLexiBoost even outperforms the exhaustive cost tuning methods, namely AdaMEC-Calib, LPUBoost and Dual-LPUBoost on noisy datasets. It is interesting to note that the dual variants seem to generally perform better than their primal counterparts.
Considering the performance for both C4.5 and kNN together makes it clear that the proposed LexiBoost method as well as its dual counterpart (both of which do not resort to cost set tuning) are very effective in handling class imbalanced classification problems due to their immunity to high degree of imbalance, small size of the dataset, overlap between the classes, as well as noise and outliers. 
Real-world Datasets
For the experiments on real-world imbalanced datasets, we use 20 two-class and 10 multi-class datasets with varying degrees of imbalance from the KEEL repository [30] . All the methods are compared on the two-class datasets while only AdaBoost (the AdaBoost.M2 variant), LPAdaBoost, LexiBoost, Dual-LPAdaBoost and Dual-LexiBoost are compared on the multi-class datasets (as the other methods are not directly adaptable to multi-class problems). 
Two-class Classification
The performance over the 20 two-class real-world imbalanced datasets are summarized in Tables 1 and 2 [31] for Tables 1 and 2 are reported in Tables  3 and 4 , respectively. It is seen that Dual-LexiBoost achieves the best rank, followed respectively by LexiBoost and Dual-LPUBoost for the C4.5 based experiments. This is in contrast to the results observed for the artificial datasets in Section 4.1 indicating that despite the slightly lower performance on the more difficult artificial datasets (when used in conjunction with C4.5), Dual-LexiBoost is better able to handle imbalance compared to both LexiBoost as well as Dual-LPUBoost in practice. The performances of Dual-LexiBoost, LexiBoost and Dual-LPUBoost are found to be statistically equivalent in terms of both G-Mean and AUC for C4.5, while Dual-LPUBoost is significantly worse than DualLexiBoost in terms of G-Mean for the kNN based experiments. All the other contenders are found to perform significantly worse than both Dual-LexiBoost and LexiBoost for both choices of base learners. The lower average rankings achieved by Dual-LexiBoost indicate that the dual formulation for adapting instance weights is indeed useful for achieving better performance.
Multi-class Classification
The performance of AdaBoost.M2, LPAdaBoost, LexiBoost, Dual-LPAdaBoost and Dual-LexiBoost (on the multi-class realworld datasets having varying number of classes and degree of imbalance) is summarized for C4.5 and kNN respectively in Tables 5 and 6 . The results are reported in terms of the Avg-AUC and G-Mean values and the average ranks alongside the IRs (measured as the ratio of the number of representatives from the largest and the smallest classes). The corresponding hypotheses for the signed rank test [31] are reported in Tables 7 and 8 , respectively. For the C4.5 based results in Table 5 , both LexiBoost and Dual-LexiBoost attain the best average rank in terms of Avg-AUC. However, in terms of G-Mean, Dual-LexiBoost outperforms LexiBoost indicating that the former is able to strike a better balance between all the classes in the datasets. Indeed, the performance of LexiBoost in terms of G-Mean is also statistically similar to that of the AdaBoost.M2 baseline. However, Dual-LexiBoost is seen to perform significantly better than all methods other than LexiBoost in terms of both Avg-AUC and G-Mean. For the kNN based experiments, Dual-LexiBoost achieves the best rank followed by LexiBoost. While the performance of Dual-LexiBoost is significantly better than that of all other methods in terms of both indexes, the performance of LexiBoost is statistically similar to that of Dual-LPAdaBoost in terms of G-Mean, indicating that the dual method of instance weight adaptation is useful for generating better balance between the classes for multi-class datasets as well. It is also interesting to note that unlike LPAdaBoost and DualLPAdaBoost which perform worse than the AdaBoost.M2 baseline for the datasets having high number of classes, the performance of both LexiBoost and Dual-LexiBoost does not seem to be adversely affected by increase in the number of classes.
Hyperspectral Image Classification
Hyperspectral image classification has been listed, in a recent survey by Krawczyk [32] , as one of the key practical application areas where multi-class imbalance naturally arises. Therefore, in this section, we test the effectiveness of the proposed techniques for this application. For the experiments on hyperspectral image classification, we use the Samson and Jasper ridge images from [33] , the Kennedy Space Center (KSC) image from [34] , and the Salinas A and Indian pines scenes from [35] . For the images which contain unlabeled pixels, the training and testing is only undertaken on the labeled pixels as per [36] . We only use kNN (with k = 10) as the base learner for these experiments because of the large size of these datasets. The results are listed in Table 9 in terms of Avg-AUC and G-Mean values. Since there are only a small number of images, we refrain from using the signed rank test but instead used the rank sum test [31] , [37] for ascertaining the statistical significance of the results. It is seen that the proposed Dual-LexiBoost method achieves the best rank, followed by LexiBoost. Though the improvement achieved by LexiBoost is not deemed statistically significant while that of Dual-LexiBoost is only deemed statistically significant for the Indian pines image, the results obtained by LexiBoost and DualLexiBoost are visibly better than those of the contending methods as illustrated in Figure 12 for the KSC image.
ImageNet Classification
One of the more challenging applications of pattern classification is the classification of natural images. Uncurated natural image datasets are inherently class imbalanced. Moreover, the class distributions for such datasets are generally complex, making it learning algorithms more sensitive to issues such as cost set tuning and outlier regularization. Therefore, in this section, we undertake the classification of imbalanced subsets of the popular ImageNet dataset [38] . We prepare 3 datasets, namely ImageNet8, ImageNet9 and ImageNet12 for this purpose. The datasets are the constraint that at least 20 images must be chosen from each subtree. The data sampling hierarchy thus obtained is illustrated in Figure 13 . The dataset ImageNet8 is prepared by only combining the samples from the 8 principal subtrees and not including the miscellaneous images, giving rise to a dataset containing 1120 images. The ImageNet9 dataset adds to the complexity of the classification task by appending the 120 miscellaneous images as a single class, resulting in a dataset of size 1240.
The complexity is increased further in the ImageNet12 dataset as the images belonging to the miscellaneous subtrees Foods, Collections, Documents and Microorganisms are classified into 4 different classes corresponding to these subtrees. In keeping with the state-of-the-art in feature representation of images, we derive a 2048-dimensional deep feature space representation of each image from the final global average pooling layer of the Inception-v3 deep neural network [39] . We only use kNN as the base learner for these experiments because of the large dimensionality of these datasets.
The results achieved by AdaBoost.M2, LPAdaBoost, LexiBoost, Dual-LPAdaBoost and Dual-LexiBoost are detailed in Table 10 in terms of Avg-AUC and G-Mean along with the average ranks and rank sum test results. Yet again, Dual-LexiBoost is observed to achieve the best rank followed by LexiBoost. However, the interesting thing to observe in this set of results is that as the complexity increases from ImageNet8 to ImageNet9, the performance of AdaBoost.M2, LPAdaBoost and DualLPAdaBoost falls drastically as evident from the G-Mean values. Yet the performance of LexiBoost is still better, showing that LexiBoost is indeed able to strike a balance between the classes by assigning high weightage to the component classifiers which favor the minority classes; something that AdaBoost.M2 and LPAdaBoost fail to do. The even better performance attained by DualLexiBoost on ImageNet9 demonstrates the efficacy of the dual formulation in generating proper instance weights. This becomes even more evident as one observes the results for ImageNet12. All the contenders other than Dual-LexiBoost fails in terms of G-Mean on this dataset, indicating that the component classifiers generated by both AdaBoost.M2 and Dual-LPAdaBoost have not been able to properly classify some of the (presumably) minority classes. However, even on this dataset, Dual-LexiBoost is able to achieve a decent performance owing to the efficacy of its instance weight selection scheme. 
CONCLUSIONS
Based on the understanding that the choice of component classifier weights for boosting can be thought of as a game of Tug of War between the classes in the margin space, we introduce the reader to a two-staged LLP framework for choosing component weights to handle class imbalance. The proposed framework is called LexiBoost. LexiBoost introduces a novel regularization scheme which offers some advantages over the traditional slack variable reliant scheme, due to the fact that the proposed scheme does not require to undertake expensive cost set tuning which has been the norm for imbalanced classification till date. Hence, the proposed framework solves the long-standing problem of cost set tuning for imbalanced classification which had hindered the direct extension of these methods to multi-class problems. This makes LexiBoost directly applicable to both dichotomous as well as polychotomous tasks. We also derive the dual algorithm corresponding to the proposed method, called Dual-LexiBoost. Experiments conducted on artificial datasets, real-world imbalanced datasets and hyperspectral images suggest that the proposed methods exhibit greater immunity to class imbalance, overlap, size of the dataset, noise, as well as the number of classes in the dataset. Moreover, the DualLexiBoost is observed to be able to generate good component classifiers even when the primal methods fail due to the complexity of the datasets (as observed from the experiments on the challenging ImageNet dataset). In the near future, the authors plan to extend the proposed framework to single-class classification along the lines of [40] . 
