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Abstract—We consider the estimation of a n-dimensional
vector x from the knowledge of noisy and possibility non-linear
element-wise measurements of xxT , a very generic problem that
contains, e.g. stochastic 2-block model, submatrix localization
or the spike perturbation of random matrices. We use an
interpolation method proposed by Guerra [1] and later refined
by Korada and Macris [2]. We prove that the Bethe mutual
information (related to the Bethe free energy and conjectured to
be exact by Lesieur et al. [3] on the basis of the non-rigorous
cavity method) always yields an upper bound to the exact mutual
information. We also provide a lower bound using a similar
technique. For concreteness, we illustrate our findings on the
sparse PCA problem, and observe that (a) our bounds match
for a large region of parameters and (b) that it exists a phase
transition in a region where the spectum remains uninformative.
While we present only the case of rank-one symmetric matrix
estimation, our proof technique is readily extendable to low-rank
symmetric matrix or low-rank symmetric tensor estimation.
I. INTRODUCTION AND MAIN RESULTS
The estimation of low-rank matrices from their noisy, in-
complete, or non linear measurements is a problem that has
a wide range of applications of practical interest in machine
learning and statistics, ranging from the sparse PCA [4], and
community detection [5] to sub-matrix localization [6, 7]. We
shall consider the setting where the rank-one matrix to be
estimated is created as:
W =
1√
n
xxT , (1)
where x is a n-dimensional vector whose elements were
chosen independently at random from a prior distribution p(x).
The matrix W is then observed element-wise through a noisy
non-linear output channel Pout(Yij |Wij), with i, j=1, . . . , n.
We assume the noise to be symmetric so that Yij =Yji. The
goal is to estimate the unknown vector x from Y up to a global
flip of sign, or equivalently the unknown rank-one matrix W
from Y . Throughout this paper, we assume that p(x) and
Pout(y, w) are independent of n, and are known.
We consider here an information-theoretic viewpoint and
analyze the mutual information for the above model defined
as I(W ;Y ) = I(x;Y ) = Ex,Y log{P (x,Y )/[p(x)P (Y )]}.
Up to a simple term, see eq. (10), the mutual information is
related to the free energy, which is the fundamental quantity
usually considered in statistical physics [8, 9]. Recently, an
explicit single-letter characterization of the mutual information
between the noisy observation and the vector to be recovered
has been computed in some special cases of our setting [4,
5]. The general formula has been derived by Lesieur et al. [3,
10] on the basis of the heuristic cavity method from statistical
mechanics [8, 9, 11]. We shall refer to the formula conjectured
in [3] as the Bethe mutual information. In this contribution,
we use a rigorous technique that also originated in physics, the
so-called Guerra interpolation [1, 2], to prove that the Bethe
mutual information provides always an upper bound. By a
variant of the Guerra interpolation, we also provide a lower
bound on the mutual information that matches the upper bound
for a sizable range of parameters.
A. Main results
Our first result is a rigorous proof of a conjecture from
Lesieur et al. [3] of channel universality. In the context of
community detection in graphs with growing average degrees,
an equivalence between Bernoulli channel and Gaussian chan-
nel has been proven already in [5].
Theorem I.1 (Channel Universality). Assume model (1) with
a prior p(x) having a finite support, and the output chan-
nel Pout(y|w) such that at w = 0, logPout(y|w) is thrice
differentiable with bounded second and third derivatives and
EPout(y|0)[|∂w logPout(y|w)|w=0|3] = O(1). Then the mutual
information per variable satisfies
I(W ;Y ) = I(W ;W +
√
∆ ξ) +O(
√
n), (2)
where ξ is a symmetric matrix such that ξij
i.i.d.∼ N (0, 1) for
i ≤ j, and ∆ is the inverse Fisher information (evaluated at
w=0) of the channel Pout(y|w):
1
∆
≡ EPout(y|0)
[(
∂ logPout(y|w)
∂w
∣∣∣
y,0
)2]
. (3)
Informally, this means that we only have to compute the
mutual information for a Gaussian channel to take care of a
wide range of channels.
Our next result is that, the Bethe mutual information is
always an upper bound to the true one for any finite n:
Theorem I.2 (Upper Bound). Assume model (1) with a prior
p(x) having finite support, and a Gaussian channel such that
Pout(y|w) is the probability density function of a centered
Gaussian distribution with variance ∆. Then for all non-
negative parameter m, the mutual information per variable
I(x;Y )/n is upper bounded by the Bethe mutual information
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iB(m) defined by
iB(m)=
m2+
[
Ex(x2)
]2
4∆
−Ex,z
[
J
(
m
∆
,
mx
∆
+
√
m
∆
z
)]
, (4)
where Ex denotes the expectation taken over the prior distri-
bution p(x), z is a Gaussian variable following N (0, 1), and
where
J (A,B) = log
∫
eBx−Ax
2/2p(x)dx . (5)
Note that the mutual information is related to the free energy
only by a simple term eq. (10).
Our last main result yields an asymptotic lower bound:
Theorem I.3 (Lower Bound). With the same hypothesis as in
Theorem I.2, denote m̂ the minimizer of eq. (4). Define
iL(m)=
2m2−m̂2+[Ex(x2)]2
4∆
−Ex,z
[
J
(
m̂
∆
,
mx
∆
+
√
m̂
∆
z
)]
,
(6)
where z ∼ N (0, 1). Assume that i′L(m) = 0 has a finite
number of solutions. Then
lim inf
n→∞
1
n
I(x;Y ) ≥ min
m
iL(m).
One can verify that m̂ is always a stationary point of
iL(m). If additionally m˜ = m̂, where m˜ ≡ argmin iL(m),
then minm iL(m)= iB(m̂) and the Bethe mutual information
asymptotically equals the true one. As we shall see this is the
case for some range of parameters, but not always.
B. Relation to previous works
For two particular cases of model (1), the mutual infor-
mation has previously been proven rigorously [4, 5] using the
approximate message passing algorithm and its state evolution
[12]. Remarkably, these were constructive proofs, with an
explicit algorithm that achieves the minimum mean squared
error (MMSE). The proof technique of [4, 5] does not extend
straightforwardly when the state evolution had more than one
fixed point. Our approach applies to more general class of
problems (even when several fixed points exist), but is not
constructive and our lower bound is not always tight.
We rely on two essential contributions. First, we use the
cavity computations of Lesieur et al. who solved the prob-
lem using statistical physics methods [3]. Our results are
a considerable step towards confirming the full validity of
this approach. We show that the Bethe mutual information
always yields an upper bound, and by our lower bound we
confirm that the Bethe mutual information is exact for a large
range of parameters. Secondly, our approach is inspired by
the scheme introduced by Korada and Macris [2] for studying
the Sherrington-Kirkpatrick model of spin glasses on the so-
called Nishimori line with the Guerra interpolation [1]. It
also crucially exploits the Nishimori identities [8] for optimal
Bayesian estimation [13–15]. It is worth to remark that for
problems of Bayes-optimal estimation (on the Nishimori line)
the simplest version of the Guerra interpolation provides an
upper bound on the free energy/mutual information while
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Fig. 1. Asymptotic mutual information I/n per variable as a function of
the effective channel noise ∆ for sparse Rademacher variables with density
ρ = 0.05 (top) and ρ = 0.6 (bottom). Both bounds are tight and equal to
the Bethe mutual information for ∆ > ∆Match(ρ). For ∆ < ∆Match,
however, the lower bound (shown in blue dashed line) is not tight and does not
coincide with the (conjectured exact) upper bound (full line). The detectability
transition in the upper bound arises at ∆Detect, and is a (conjectured tight)
lower bound on the true detectability transition. For large enough ρ, the bounds
are tight at the phase transition and we further observe that ∆Detect = ∆Algo
(for instance here when ρ = 0.6). However, we find that when ρ ≈ 0.09,
∆Detect becomes strictly larger than ∆Algo, thus revealing the existence of
a regime where detection is informationally possible but computationally hard
for known polynomial-time algorithms.
for standard statistical mechanics models, or for optimization
problems, it provides instead a lower bound [1, 16].
While we present only the rank-one version on model (1),
our proof is readily extendable to any finite rank, or even to
tensor factorization. Future directions include the extension to
non-symmetric matrices, which are less straightforward. We
believe that our results, once more, give strong credibility to
the use of the replica and the cavity methods for statistical
estimation problems.
II. APPLICATION TO SPARSE RADEMACHER VARIABLES
We shall illustrate (see Fig. 1), for concreteness, our findings
on a specific example of sparse Rademacher variables where
x=0,+1,−1 with probability 1−ρ, ρ/2, ρ/2 respectively.
Solving numerically for (4) and (6) shows that the region
where the two bounds coincide, and the Bethe mutual infor-
mation is thus rigorously exact, is quite sizable. This happens,
for instance, for all ρ if ∆ is larger than a value around 0.15,
and for all ∆ if ρ is larger than a value around 0.66. For large
enough ∆, we also find that m̂= m˜= 0, and a derivative of
the mutual information indicates that it is impossible to find
an assignment correlated to the truth.
In the non-sparse case (ρ=1), one can further show that the
minimizers of both (4) and (6) always coincide and the Bethe
mutual information is thus asymptotically exact for all ∆>0.
A phase transition arises at ∆ = 1 so that for ∆< 1, a non
trivial solution with m̂=m˜>0 appears. Among the problems
that belong into this category are the dense version of the
binary stochastic block model [5, 17, 18], the dense version
of the censored block model [19–21], or the Sherrington-
Kirkpatrick model on the Nishimori line as originally studied
by Korada and Macris [2].
When both ρ and ∆ are small enough, numerically we find
that our upper and lower bounds stop to coincide. Define
∆match(ρ) as the minimum ∆ so that our upper and lower
bounds match, for a fixed ρ. This is illustrated in Fig. 1
with three different values of ρ. When ∆ < ∆Algo =
√
ρ,
polynomial-time algorithms such as message passing [3, 5, 10,
12] or spectral methods [22] are known to be able to find an
assignment with a non-trivial correlation to the truth; thus, in
this region, the non-trivial detection is easy. We define ∆Detect
to be the (conjectured) information-theoretic (IT) threshold for
the non-trivial detection. Depending on the particular values of
ρ, we have the following two strikingly different observations:
(1) When ρ is large (e.g. ρ = 0.6), ∆Match < ∆Algo =
∆Detect. In this case, our lower and upper bound coincide,
showing that there is a non-analyticity (phase transition) at
∆Detect. In this region, the conjectured IT threshold is indeed
the true one and coincides with the algorithmic one ∆Algo.
(2) When ρ becomes smaller than a certain threshold
ρ∗, ∆Algo < ∆Detect < ∆Match. Numerically we find that
ρ∗ ≈ 0.09. The derivative of iB undergoes a phase transition
at ∆Detect. It readily implies that the derivative of the true
mutual information per variable must exhibit a phase transition
somewhere between ∆Match and ∆Detect, which is strictly
above ∆Algo. Hence, in this case, there exists a region where
the non-trivial detection is informationally possible, but it
is impossible via standard polynomial-time algorithms like
spectral methods or message passing.
III. CHANNEL UNIVERSALITY
Let us now show that in order to characterize the mutual
information per variable, it suffices to consider an equivalent
Gaussian channel. We give a detailed rigorous proof in Ap-
pendix A and present here only its main idea. We assume that
the prior p(x) has a finite support and denote
Sij ≡ ∂w logPout(Yij |w)|w=0 , (7)
S′ij ≡ ∂2w logPout(Yij |w)|w=0 . (8)
We assume EYij |0[|Sij |3], S′ij , and ∂3w logPout(Yij |w)|w=0 are
all bounded.
Note that Wij = O(1/
√
n). Using Taylor’s expansion of
logPout(y|w)| at w = 0, for all i ≤ j we can write
Pout(Yij |Wij) = Pout(Yij |0)eWijSij+ 12W 2ijS′ij+O(n−3/2).
Thus,
Pout(Y |W ) = Pout(Y |0)e
∑
i≤j(WijSij+
1
2W
2
ijS
′
ij)+O(
√
n), (9)
Classical properties of the Fisher information give that
EYij |0[S′ij ] = −EYij |0[S2ij ] = −1/∆. Using the fact that
Pout(y|w) is close to Pout(y|0), one can further argue that
EYij |Wij [S′ij ] = −1/∆+O(n−1/2). By concentration inequal-
ities, we expect that∑
i≤j
W 2ijS
′
ij ≈
∑
i≤j
W 2ijEYij |Wij [S
′
ij ] =
∑
i≤j
W 2ij/∆ +O(
√
n).
Thus
Pout(Y |W ) ≈ Pout(Y |0)e
∑
i≤j(WijSij− 12∆W 2ij)+O(
√
n)
and consequently
P (W |Y ) ∝ P (W )e− 12∆
∑
i≤j(∆Sij−Wij)2+O(
√
n).
Hence, we expect that
I(W ;Y ) = I(W ;W +
√
∆ ξ) +O(
√
n).
In other words, the mutual information per variable I(x;Y )/n
is asymptotically equal to the mutual information per variable
of a Gaussian channel with noise variance ∆.
IV. PROVING THE UPPER BOUND
A. Mutual information and free energy
Using the channel universality, we only need to deal with
the Gaussian output. The mutual information between the
observation Y and the unknown vector x is defined using
the entropy as I(x;Y ) = H(Y )−H(Y |x). For the Gaussian
noise, a straightforward computation shows that the mutual
information per variable is expressed as
I(x;Y )
n
= f +
[Ex(x2)]2
4∆
, (10)
where f = −EY [logZ(Y )] /n is the average free energy per
variable using the standard statistical physics terms, and Z(Y )
is the partition function defined by
Z(Y ) ≡
∫
dx p(x) exp
∑
i≤j
(
−x
2
ix
2
j
2n∆
+
xixjYij√
n∆
) .
(11)
We now show how to upper bound the free energy f .
B. Denoising
We first solve a simpler denoising problem. Assume we
observe a noisy version of a vector x∗ that we denote y:
y = x∗ + σz, (12)
where x∗i
i.i.d.∼ p(x) and zii.i.d.∼ N (0, 1). The corresponding poste-
rior distribution reads
P (x|y) = 1
Z0
p(x) exp
(
−‖x‖
2
2
2σ2
+
〈x,y〉
σ2
)
. (13)
For future convenience we denote the variance σ2 ≡ ∆m ,
where m and ∆ are some so-far unspecified parameters. For
this denoising problem, the averaged free energy per variables
reads
−nf0 = E[logZ0] = Ex∗,z
[
J
(
m
∆
,
mx∗
∆
+
√
m
∆
z
)]
,
(14)
where x∗ ∼ p(x), z ∼ N (0, 1), and J (A,B) is the function
defined in eq. (5). Notice how this yields a formula very close
to the one in Theorem I.3.
C. The interpolation method
We now use the Guerra interpolation method, setting an
artificial parameter t, where we interpolate between the de-
noising problem at t = 0 and the desired matrix factorization
one at t = 1. To do so, assume that we have access to two
types of noisy observations: (1) A noisy version of x∗, as in
eq. (12), with now σ2 = ∆m(1−t) ; and (2) a noisy version of
Wij = x
∗
i x
∗
j/
√
n with a Gaussian noise of variance ∆/t. The
posterior distribution, in this case, is given by
Pt(x|Y ,y) =
1
Zt
p(x)e
t
∑
i≤j
[
− x
2
i x
2
j
2n∆ +
xixjYij√
n∆
]
+(1−t)
[
−m‖x‖
2
2
2∆ +
m〈x,y〉
∆
]
.
This model interpolates between the denoising problem at t =
0 and the one of the matrix factorization problem at t = 1.
Using the fundamental theorem of algebra, we write
−nf1 = Ex∗,z,ξ [logZ1] = f0 −
∫ 1
0
dt
d
dt
Ex∗,z,ξ [logZt] .
(15)
The free energy at t=0 is precisely given by (14). Using now
eq. (10) and eq. (4) we write
I(x;Y )
n
= iB(m)− m
2
4∆
− 1
n
∫ 1
0
dt
d
dt
Ex∗,z,ξ [logZt]. (16)
Theorem I.2 follows from the following lemma:
Lemma IV.1. For all positive n and t ∈ [0, 1], we have
1
n
d
dt
Ex∗,z,ξ [logZt] ≥ −m
2
4∆
. (17)
D. The proof
Define
Ht(x,x∗, ξ, z) =
∑
i≤j
− tx
2
ix
2
j
2∆n
+
txixjx
∗
i x
∗
j
∆n
+ xixj
√
t
n∆
ξij
− (1− t)m‖x‖
2
2
2∆
+
(1− t)m〈x,x∗〉
∆
+ 〈x, z〉
√
m(1− t)
∆
.
Then Pt(x|x∗, z, ξ) = p(x)eHt/Zt. Now we need to compute
d
dtEx∗,z,ξ [logZt]. Notice that
∂tHt =
∑
i≤j
Aij +
∑
i
Bi.
where
Aij = −
x2ix
2
j
2∆n
+
xixjx
∗
i x
∗
j
∆n
+
xixj
2
√
n∆t
ξij , (18)
Bi = m x
2
i
2∆
−mxix
∗
i
∆
− xizi
2
√
m
∆(1− t) . (19)
Since the prior p(x) has a finite support |Aij | and |Bi| are
dominated by functions integrable with respect to Pt. Thus by
the dominated convergence theorem,
d
dt
logZt = Et[∂tHt] =
∑
i≤j
Et[Aij ] +
∑
i
Et[Bi].
Moreover, Et[Aij ] and Et[Bi] are dominated by functions
integrable with respect to the distribution of {x∗, ξ, z} . Thus
again by the dominated convergence theorem,
d
dt
Ex∗,z,ξ [logZt] = Ex∗,z,ξ
[
d
dt
logZt
]
= Ex∗,z,ξ
∑
i≤j
Et[Aij ] +
∑
i
Et[Bi]
 . (20)
We then compute Eξij [Et[xixj ]ξij ] and Ezi [Et[xi]zi]. We use
the integration by part to get rid of the zi and ξij . In particular,
for a standard Gaussian random variable z and a continuous
differentiable function f(a) such that f(a)e−a
2/2 → 0 as
a → ∞, we have that E [zf(z)] = E [f ′(z)] . Notice that
Pt is a function of ξ and z. Also, ∂ξijHt =
√
t
n∆xixj . Then
|∂ξijHt| is dominated by a function integrable under Pt. By
the dominated convergence theorem,
∂ξijZt =
√
t
n∆
Zt Et[xixj ].
It follows that
∂ξijEt[xixj ] =
√
t
n∆
(
Et[x2ix2j ]− (Et[xixj ])2
)
.
Thus ∂ξijEt[xixj ] is continuous in ξij . Applying the integra-
tion by parts, it yields that
Eξij [Et[xixj ]ξij ] = Eξij
[
∂ξijEt[xixj ]
]
=
√
t
n∆
Eξij
[
Et[x2ix2j ]− (Et[xixj ])2
]
.
Similarly, one can show that
Ezi [Et[xi]zi] = Ezi [∂ziEt[xi]]
=
√
m(1− t)
∆
Ezi
[
Et[x2i ]− (Et[xi])2
]
.
It follows from (18) and (19) that
Et,ξ[Aij ] = Et,ξ
[
xixjx
∗
i x
∗
j
∆n − xixjEt[xixj ]2n∆
]
, (21)
Et,z[Bi] = Et,z
[−m∆xix∗i + m2∆xiEt[xi]] . (22)
Using the Nishimori identities given by Lemma A.4, we have
that
Ex∗,z,ξ
[
Et [xixj ]2
]
=Ex∗,z,ξ
[
Et
[
xixjx
∗
i x
∗
j
]]
, (23)
Ex∗,z,ξ
[
(Et [xi])2
]
=Ex∗,z,ξ [Et [xix∗i ]] . (24)
Combining (20), (21)–(22), and (23)–(24) yields that
1
n
d
dt
Ex∗,z,ξ [logZt]
=
1
2∆n2
∑
i≤j
E
[
xixjx
∗
i x
∗
j
]− m
2∆n
∑
i
E [xix∗i ]
≥ E[m
2
t ]
4∆
− mE[mt]
2∆
=
1
4∆
E[(mt −m)2]− m
2
4∆
≥ −m
2
4∆
,
where mt = 〈x,x∗〉 with x drawn from Pt. Lemma IV.1
readily follows.
V. PROVING THE LOWER BOUND
The proof for the lower bound also relies on the interpola-
tion method. Again, the proof idea is inspired by [2].
A. An ad-hoc model
We shall first compute the free energy of a totally artificial
model, that does not correspond to any Bayesian inference
problem. Later, we will interpolate the desired free energy
starting from this model at t = 0. Let m̂ denote the minimizer
of eq. (4). For a fixed set of (z,x∗), let
Z˜0 =
∫
dx p(x)e
1
n∆
∑
i≤j[xixjx
∗
i x
∗
j ]−
m̂‖x‖22
2∆ +
√
m̂
∆ 〈x,z〉
=
∫
dx p(x)e
1
2n∆ 〈x,x∗〉2− m̂2∆‖x‖22+
√
m̂
∆ 〈x,z〉+O(1) ,
where O(1) = 12n∆‖x‖22.
Using the Gaussian identity e
b2
4a =
√
a/pi
∫
e−am
2+bmdm,
with a = n/2∆ and b = 〈x,x∗〉/∆, we reach
Z˜0.
√
n
2pi∆
∫
dx p(x)
∫
dme−
nm2
2∆ +〈x,m∆x∗+
√
m̂
∆ z〉− m̂2∆‖x‖22 ,
where an . bn means an = O(bn). We now invert the integral
by Fubini’s theorem so that
Z˜0.
√
n
2pi∆
∫
dm exp
[
−nm2
2∆
+
∑
i
J
(
m̂
∆
,
mx∗i
∆
+
√
m̂
∆
zi
)]
.
Then, a naive application of the Laplace method suggests that
f˜0 := − lim sup
n→∞
1
n
Ez,x∗
[
log Z˜0
]
(25)
≥ minm
[
m2
2∆
− Ex∗,z
[
J
(
m̂
∆
,
mx∗
∆
+
√
m̂
∆
z
)]]
. (26)
A rigorous proof that f˜0 is indeed lower bounded by the above
expression (which is only what we require) is presented in
Appendix C, under the assumption that i′L(m) = 0 has a finite
number of solutions.
B. Interpolation reloaded
The proof of the lower bound then proceed again via the
interpolation method, where we interpolate between the ad-
hoc model and the matrix factorization one by considering
the following partition function, at fixed value of {z, ξ,x∗}:
Z˜t =
∫
dx p(x)e
1
n∆
∑
i≤j
[
−t x
2
i x
2
j
2 +xixjx
i
0x
j
0+
√
n∆txixjξij
]
× e(1−t)
[
− m̂‖x‖
2
2
2∆ +
(√
m̂
∆(1−t) 〈x,z〉
)]
. (27)
This is again detailed in Appendix D.
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APPENDIX
A. Proof of channel universality
Here we present the detailed proof of channel universal-
ity. In this proof, with a slight abuse of notation, we let
〈A,B〉 := ∑i≤j AijBij for two symmetric matrices A and
B. By definition
I(W ;Y ) = EW ,Y
[
log
Pout(Y |W )∫
P (W ′)Pout(Y |W ′)dW ′
]
.
Define Dij = S′ij+1/∆ and H(W ,Y ) = 〈W ,S〉− ‖W ‖
2
F
2∆ +
1
2 〈D,W ◦ W 〉, where ◦ denotes the element-wise matrix
product. In view of (9),
I(W ;Y ) = EW ,Y
[
log
eH(W ,Y )∫
P (W ′)eH(W ′,Y )dW ′
]
+O(
√
n).
In the following, we compute EW ,Y [H(W ,Y )] and
EY
[
log
(∫
P (W ′)eH(W
′,Y )dW ′
)]
up to additive errors on
the order of O(
√
n).
Lemma A.1.
EW ,Y [H(W ,Y )] =
n
(
E[x2]
)2
4∆
+O(
√
n).
Proof: Notice that
EY |W [〈W ,S〉]
=
n(n+ 1)
2
W12EY12|W12 [S12]
=
n(n+ 1)
2
W12EY12|0[S12(1 + S12W12 +O(n
−1)]
=
n(n+ 1)
2
W 212EY12|0[S
2
12] +O(
√
n)
=
n+ 1
2∆
x21x
2
2 +O(
√
n),
where we used the fact that EY12|0[S12] = 0 and EY12|0[S212] =
1/∆. It follows that
EW ,Y [〈W ,S〉] = n+ 1
2∆
(
E[x2]
)2
+O(
√
n).
Also,
EY |W [〈D,W ◦W 〉]
=
n(n+ 1)
2
W 212EY12|W12 [D12]
=
n(n+ 1)
2
W 212EY12|0[D12(1 +O(|S12|n−1/2)]
= O(
√
n),
where we used the fact that EY12|0[D12] = 0, and S′12 and
EY12|0[|S12|] are bounded. The lemma readily follows by
observing that
E
[
W ‖2F
]
=
∑
i≤j
E[x2ix2j ] =
n+ 1
2∆
(
E[x2]
)2
Define
Φ(S) = log
(∫
P (W ′)e〈W
′,S〉− ‖W
′‖2F
2∆ dW ′
)
.
Lemma A.2.
EY
[
log
(∫
P (W ′)eH(W
′,Y )dW ′
)]
= EY [Φ(S)]+O(
√
n).
Proof: Notice that
|〈D,W ◦W 〉| = 1
n
∣∣∑
i≤j
Dijx
2
ix
2
j
∣∣ ≤ 1
n
‖D‖‖x‖44 = O(‖D‖).
Thus,
EY
[
log
(∫
P (W ′)eH(W
′,Y )dW ′
)]
= EY [Φ(S)] +O (EY [‖D‖]) .
Recall that Dij =
∂2 logPout(Yij |0)
∂w2 +
1
∆ . Then D is a symmet-
ric matrix where {Dij}i≤j are independent and identically
distributed. Moreover,
EY [Dij ] = EYij |0[Dij(1 +O(|Sij |/
√
n)] = O(1/
√
n),
and since S′ij is bounded, EY [D4ij ] = O(1). By Latala’s the-
orem [23], EY [‖D−EY [D]‖] = O(
√
n). Since ‖EY [D]‖ =
O(
√
n). By triangle’s inequality, EY [‖D‖] = O(
√
n), and the
lemma follows.
Finally, we apply the generalized Lindeberg principle [24,
25] to show the following lemma. Let
U =
W
∆
+
ξ√
∆
,
where ξij ∼ N (0, 1) for i ≤ j and ξji = ξij .
Lemma A.3.
EY [Φ(S)] = EU [Φ(U)] +O(
√
n).
Define aij = E[Sij ] − E[Uij ] and bij = E[S2ij ] − E[U2ij ].
Note that
EY |W [Sij ] = EYij |0[Sij(1 +WijSij +O(n
−1))]
=
Wij
∆
+O(n−1),
and
EY |W [S2ij ] = EYij |0[S
2
ij(1 +O(|Sij |n−1/2))]
=
1
∆
+O(n−1/2),
where we used the fact that EY12|0[|Sij |3] = O(1). Thus
aij = O(n
−1) and bij = O(n−1/2). Also, one can check
that E[|Sij |3] + E[|Uij |3] = O(1). Let [f(W )] denote the
expectation of f(W ) with respect to the measure defined
by P (W )eH(W ,Y )dW /
∫
P (W ′)eH(W
′,Y )dW ′. It follows
that
∂Φ
∂Sij
= [Wij ] = O(n
−1/2)
∂Φ2
∂S2ij
= [W 2ij ]− [Wij ]2 = O(n−1)
∂Φ3
∂S3ij
= [W 3ij ]− 3[Wij ][W 2ij ] + 2[Wij ]3 = O(n−3/2).
Therefore, by Lindeberg principle [24, Theorem 1.1],∣∣EY [Φ(S)]− EU [Φ(U)]∣∣
≤ O(n−1/2)
∑
i≤j
aij +O(n
−1)
∑
i≤j
bij +O(
√
n)
= O(
√
n).
In conclusion, we have shown that
I(W ;Y ) =
n
(
E[x2]
)2
4∆
− EU [Φ(U)] +O(
√
n)
= I(W ;W +
√
∆ ξ) +O(
√
n).
B. Nishimori identities
A key ingredient in our interpolation proof is the follow-
ing Nishimori identities [8, 13, 15], which hold for Bayesian
inference problems.
Lemma A.4 (Nishimori identities). Let x∗ denote a random
sample from a prior distribution p(x), and we observe y
randomly generated from p(y|x∗). Let x and x′ denote two
independent random samples from p(x|y) with the posterior
distribution p(x|y) = p(x)p(y|x)/p(y). Then for all f such
that E[|f(x, x∗)|] <∞,
E[f(x, x′)] = E[f(x, x∗)].
Proof: By definition,
E[f(x, x∗)] =
∫
p(x∗)
∫
p(y|x∗)
∫
f(x, x∗)p(x|y)dxdydx∗
(a)
=
∫
p(y)
∫ ∫
f(x, x∗)p(x|y)p(x∗|y)dxdx∗dy
= E[f(x, x′)],
where (a) follows from the fact that p(x∗)p(y|x∗) =
p(x∗|y)p(y) and Fubini’s theorem.
C. Laplace method
We present the rigorous proof. For fixed x∗ and z, let
G(m,x∗, z) =
−m2
2∆
+
1
n
∑
i
J
(
m̂
∆
,
mx∗i
∆
+
√
m̂
∆
zi
)
.
and
η(m,x∗i , zi) = ∆× ∂mJ
(
m̂
∆
,
mx∗i
∆
+
√
m̂
∆
zi
)
= [xi]x
∗
i ,
where [xi] denotes the mean of xi under the distribution
proportional to exp
(
− m̂x22∆ + x(mx
∗
i
∆ +
√
m̂
∆ z)
)
p(x)d(x).
Since p(x) has a finite support, η is bounded. Without loss
of generality, assume |η| ≤ C. It follows that m achieving the
maximum value of G(m,x∗, z) must satisfy
m =
1
n
∑
i
η(m,xi, zi).
Similarly, m achieving the maximum value of E [G(m,x1, z1)]
must satisfy
m = E [η(m,x1, z1)] .
Let S denote the set of the solutions in [−C,C] of the above
fixed point equation. By assumption, i′L(m) = 0 has a finite
number of solutions and hence |S| is finite. Notice that
∂mη(m,xi, zi) = ∆
−1(x∗i )
2var(xi) ≥ 0.
It follows that η is monotone non-decreasing in m. Let δ =
n−1/4. Applying [2, Lemma 9], we get that
P
{
sup
m∈R
∣∣∣∣ 1n∑
i
η(m,xi, zi)− Ex1,z1 [η(m,x1, z1)]
∣∣∣∣ ≥ δ
}
≤ e−Ω(n1/4).
Let E denote the event that the maximum value of
G(m,x1, z1) must be attained in the set G = ∪m∈S(m −
δ,m+ δ). It follows that P {Ec} ≤ e−Ω(n1/4). Hence,
1
n
E[log Z˜0]
≤ E[ max
m∈[−C,C]
G(m,x∗, z)]
≤ E[ max
m∈[−C,C]
G(m,x∗, z)|E ]P {E}
+ E[ max
m∈[−C,C]
G(m,x∗, z)|Ec]P {Ec}
≤ E[max
m∈G
G(m,x∗, z)] + (O(1) +O (E [|z1|]))P {Ec} .
Taking the limit n → ∞ on both hand sides of the above
displayed equation, we have that
lim sup
n→∞
1
n
E[log Z˜0] ≤ lim sup
n→∞
E[max
m∈G
G(m,x∗, z)].
For m ∈ G, |G′(m,x∗, z)| = O(1). Thus,
max
m∈G
G(m,x∗, z) = max
m∈S
G(m,x∗, z) +O(δ).
It follows that
lim sup
n→∞
1
n
E[log Z˜0] ≤ lim sup
n→∞
E[max
m∈S
G(m,x∗, z)]. (28)
Notice that
E[max
m∈S
G(m,x∗, z)]
≤ E
[
max
m∈S
∣∣G(m,x∗, z)− E [G(m,x∗, z)] ∣∣]
+ max
m∈S
E [G(m,x∗, z)] . (29)
Recall that for any fixed m ∈ S,∣∣G(m,x∗, z)− E [G(m,x∗, z)] ∣∣
=
∣∣∣∣ 1n∑
i
J
(
m̂
∆
,
mx∗i
∆
+
√
m̂
∆
zi
)
− E
[
J
(
m̂
∆
,
mx∗1
∆
+
√
m̂
∆
z1
)] ∣∣∣∣
:= T (m).
Using the fact that |x∗1| is bounded, one can check that
J
(
m̂
∆ ,
mx∗1
∆ +
√
m̂
∆ z1
)
is sub-Gaussian with O(1) sub-
Gaussian norm. Thus by Chernoff’s bound, for any fixed
m ∈ S and t ≥ 0,
P {T (m) > t} ≤ e−Ω(nt2).
By a union bound, it follows that with probability at most
|S|e−Ω(nt2), maxm∈ST (m) > t. It follows that
E
[
max
m∈S
T (m)
]
=
∫ ∞
0
P
{
max
m∈S
T (m) > t
}
dt
≤
∫ δ
0
dt+
∫ ∞
δ
P
{
max
m∈S
T (m) > t
}
dt
≤ δ + |S|
∫ ∞
δ
e−Ω(nt
2) = o(1).
In view of (29), we have that
E[max
m∈S
G(m,x∗, z)] = max
m∈S
E [G(m,x∗, z)] + o(1).
Combining the above display with (28), it yields that
lim sup
n→∞
1
n
E[log Z˜0]
≤ max
m∈S
E [G(m,x∗, z)]
= max
m
{
−m2
2∆
+ Ex,zJ
(
m̂
∆
,
mx∗
∆
+
√
m̂
∆
z
)}
,
which completes the proof.
D. Interpolating the lower bound
Let us repeat the interpolation strategy of sec. IV-C. We
start with eq. (27). Computing the derivative with respect to
t, we find that
d
dt
Ex∗,z,ξ
[
log Z˜t
]
= Ex∗,z,ξ
∑
i≤j
Et[A˜ij ] +
∑
i
Et[B˜i]
 ,
where
A˜ij = −
x2ix
2
j
2∆n
+
xixj
2
√
n∆t
ξij
B˜i = m̂
2∆
x2i −
1
2
√
m̂
∆(1− t)xizi
Performing again the integration by part leads to
Et,ξ[A˜ij ] = −Et,ξ
[
xixjEt[xixj ]
2n∆
]
Et,z[B˜i] = Et,z
[
xiEt[xi]
m̂
2∆
]
.
Let x′ be an independent copy of x. Therefore we have
− 1
n
d
dt
Eξ,z,x∗
[
log Z˜t
]
=
1
2n2∆
∑
i≤j
E[xixjx′ix′j ]−
m̂
2∆
∑
i
E[xix′i]
≥ 1
4n2∆
E[〈x,x′〉2]− m̂
2∆n
E[〈x,x′〉]
=
1
4∆
E [〈x,x′〉/n− m̂]− m̂
2
4∆
≥ −m̂
2
4∆
,
which, with (15) and (26), leads to Theorem (I.3).
