Model uncertainty and value at risk by Bratanič, Tomaž
UNIVERZA V LJUBLJANI
FAKULTETA ZA MATEMATIKO IN FIZIKO
Finančna matematika - 2. stopnja
Tomaž Bratanič
Modelska negotovost in izračun tvegane vrednosti
Magistrsko delo
Mentor: prof. dr. Tomaž Košir
Ljubljana, 2018

Kazalo
1 Uvod 1
2 Upravljanje s tveganji 1
2.1 Nadzor v bančništvu in zavarovalništvu . . . . . . . . . . . . . . . . 3
3 Merjenje tveganj 3
3.1 Kvantitativni opis tveganj . . . . . . . . . . . . . . . . . . . . . . . 4
3.2 Mere tveganja . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
3.2.1 Tvegana vrednost . . . . . . . . . . . . . . . . . . . . . . . . 7
3.2.2 Varianca . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3.2.3 Spodnji parcialni momenti . . . . . . . . . . . . . . . . . . . 9
3.2.4 Pričakovan primankljaj . . . . . . . . . . . . . . . . . . . . . 9
3.3 Standardne metode za merjenje tržnih tveganj . . . . . . . . . . . . 9
3.3.1 Variančno-kovariančna metoda . . . . . . . . . . . . . . . . . 10
3.3.2 Ocena z zgodovinskimi podatki . . . . . . . . . . . . . . . . 11
3.3.3 Monte Carlo metode . . . . . . . . . . . . . . . . . . . . . . 11
3.3.4 Testiranje rezultatov . . . . . . . . . . . . . . . . . . . . . . 12
4 Skladne mere tveganja 13
4.1 Aksiomi skladnosti . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
4.2 Skladnost tvegane vrednosti . . . . . . . . . . . . . . . . . . . . . . 15
4.3 Skladnost pričakovanega primankljaja . . . . . . . . . . . . . . . . . 16
5 Algoritem prerazporeditve 17
5.1 Teorija kopul . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
5.2 Fréchetov problem . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
5.2.1 Tvegana vrednost skupne izgube portfelja . . . . . . . . . . 21
5.3 Popolna mešanost porazdelitve . . . . . . . . . . . . . . . . . . . . 24
5.4 Homogena mejna tveganja . . . . . . . . . . . . . . . . . . . . . . . 25
5.5 Opis algoritma . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
5.5.1 Primer uporabe: operativna tveganja . . . . . . . . . . . . . 36
5.5.2 Pozitivna odvisnost mejnih tveganj . . . . . . . . . . . . . . 37
5.5.3 Informacije o mejnih porazdelitvah višjega reda . . . . . . . 39
6 Zaključek 45
A Matematične porazdelitve 46
i
Program dela
V magistrskem delu predstavite mere tveganja. Opišite tvegano vrednost in njene
lastnosti ter podajte algoritem za izračun matematičnih mej za njen izračun v
primeruu, ko imamo veliko mejnih tveganj.
Podpis mentorja:
Povzetek
Tvegana vrednost (angl. Value-at-Risk (VaR)) je standardna metrika
tveganega kapitala v bančništvu in zavarovalništvu. V magistrskem delu
predstavim algoritem, ki omogoča izračun numerične ocene za tvegano vre-
dnost skupne izgube pri različnih scenarijih odvisnosti med posameznimi
mejnimi tveganji. Algoritem omogoča izračun zanesljivih (ostrih) mej tve-
ganih vrednosti tudi v portfeljih z več sto mejnimi tveganji. Predstavim
pomembnejše analitične meje za skupno tvegano vrednost portfelja in po-
vzamem ključne lastnosti mej izračunanih s pomočjo predstavljenega algo-
ritma. Izkaže se, da dodatne informacije o pozitivni odvisnosti med pari
faktorjev portfelja v splošnem občutno ne izboljšajo zgornjih mej. Naspro-
tno pa, ko so na voljo informacije o mejnih porazdelitvah višjega reda, vodijo
do zelo izboljšanih mej. Na več primerih s praktično uporabnostjo poka-
žem, kako lahko s pomočjo opisanega algoritma določimo natančne meje za
skupno tvegano vrednost portfelja. Te meje lahko razumemo kot modelsko
negotovost, ki izhaja iz možnih scenarijev odvisnosti.
Abstract
Value-at-Risk (VaR) is the industry and regulatory standard for the cal-
culation of risk capital in banking and insurance. I present a rearrangement
algorithm that allows us to numerically estimate the VaR for a portfolio
position as a function of different dependence scenarios on the factors of
the portfolio. This algorithm allows us to compute reliable (sharp) bounds
for VaR also in portfolios with hundreds of marginal risks. I describe the
most important analytical bounds and provide a short discussion on their
sharpness. Also, other properties of bounds given by the algorithm are pre-
sented. It turns out that additional information about positive dependence
between pairs of marginal risks in general does not tighten the upper bound
of possible VaR values given by the algorithm. On the other hand informa-
tion about joint distribution of subsets of marginal distributions can lead
to much tighter bounds. This bounds can be understood as the model un-
certainty that results from the possible structures of dependencies between
the different marginal risks of the portfolio.
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Ključne besede: Kopula, Fréchetovi razredi, modelska negotovost,
algoritem prerazporeditve, meje tveganih vrednosti.
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1 Uvod
V modernih časih se ob različnih finančnih krizah vse bolj zavedamo, da moramo
s tveganji upravljati preudarno. Nadzorni organi v bančništvu in zavarovalništvu
ter na drugih področjih pa od finančnih institucij hkrati zahtevajo, da s tveganji
ravnajo v skladu s sprejeto zakonodajo.
Pomemben je način, na kakšen merimo tveganja. Obstaja namreč nabor raz-
ličnih mer tveganja, ki jih lahko uporabimo. V idealnem primeru bi takšne mere
morale zadoščati določenim minimalnim lastnostim, ki izhajajo iz ekonomske in-
tuicije. Ena izmed takšnih lastnosti je na primer subaditivnost. Za subaditivne
mere tveganj velja, da je mera skupnega tveganja portfelja manjša ali enaka vsoti
mer posameznih mejnih tveganj.
Vsaj v bančništvu in zavarovalništvu se za mero tveganja najpogosteje upora-
blja tvegana vrednost portfelja (angl. Value-at-Risk, VaR). Vendar pa se izkaže,
da tvegana vrednost v splošnem ne izpolnjuje pogoja subaditivnosti. Ob tem se
pojavi vprašanje, kako določiti meje dopustnih tveganih vrednosti za vsoto tveganj
portfelja. Bolj kot smo lahko tu natančni, natančneje lahko opredelimo celotno
tveganje prisotno v portfelju in bolj učinkoviti smo lahko pri upravljanju z njim.
V portfeljih sestavljenih iz vrednostnih papirjev s homogenimi mejnimi tvega-
nji obstajajo analitične meje, ki določajo najslabšo možno tvegano vrednost pri
neznanih odvisnostih med posameznimi tveganji. Takšne meje v nehomogenih por-
tfeljih še ne obstajajo. Obstaja pa numerični algoritem, ki nam omogoča izračun
takšnih mej tudi v poljubnih portfeljih odvisnih od več sto mejnih tveganj.
Glavna tema te magistrske naloge je predstavitev obstoječih analitičnih mej
za izračun najslabše in najboljše možne tvegane vrednosti skupne izgube portfelja
ter predstavitev algoritma prerazporeditve, ki nam omogoča izračun mej tvegane
vrednosti tudi v nehomogenih portfeljih. Predstavljen algoritem uporabimo na
več primerih s praktično uporabnostjo, poleg tega pa v algoritem poleg osnovnih
informacij o mejnih porazdelitvah portfelja vključimo še dodatne predpostavke.
Raziščemo tudi vpliv teh dodatnih informacij na meje portfelja.
2 Upravljanje s tveganji
Tveganje predstavlja možnost, da se bo zaradi kakšnih zunanjih ali notranjih de-
javnikov zgodila določena škoda oziroma sprememba vrednosti [11]. Finančna
tveganja lahko opredelimo kot vsako tako aktivnost ali dogodek, ki bi lahko ne-
gativno vplival na sposobnost organizacije pri doseganju ciljev in pri izvajanju
zastavljenih strategij. Ali drugače, kot merljivo verjetnost izgube ali pričakovanih
donosov [1].
Glavne kategorije tveganj v finančni industriji in zavarovalništvu so naslednje:
• Tržno tveganje - verjetno najbolj znana vrsta tveganja. Predstavlja mo-
žnost spremembe vrednosti finančne naložbe zaradi sprememb v vrednosti
osnovnega premoženja.
• Kreditno tveganje - predstavlja verjetnost nastanka izgube zaradi neizpolni-
tve pogodbenih obveznosti dolžnika do kreditodajalca.
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• Operativno tveganje - predstavlja možnost izgube zaradi neustreznega ali
neuspešnega izvajanja notranjih postopkov, procesov, ljudi in sistemov ali
zunanjih dogodkov [19].
• Modelsko tveganje - je povezano z uporabo neprimernega modela za merjenje
tveganja. Modelsko tveganje je do neke mere vedno prisotno.
• Likvidnostno tveganje - nezmožnost odprodaje ali nakupa investicije v dovolj
kratkem času za preprečitev morebitnih izgub.
• Zavarovalno tveganje (angl. underwriting risk) - prisotno v zavarovalništvu.
Izhaja iz tveganja prisotnega v prodanih zavarovalnih policah.
Ločnica med zgoraj navedenimi kategorijami tveganj ni vedno jasno oprede-
ljena, niti ni podroben pregled vseh možnih tveganj, ki lahko vplivajo na finančno
institucijo. Potrebno je opozoriti, da je za ustrezno obravnavo finančnih tveganj
potreben celosten pristop, pri katerem vzamemo v obzir tako vse vrste tveganj
kot njihov medsebojni vpliv.
Disciplina obvladovanja tveganj (angl. risk management) se ukvarja z identifi-
kacijo, oceno in razvrščanjem tveganj ter nato z usklajeno in gospodarno uporabo
sredstev za zmanjšanje, spremljanje in nadzor nad verjetnostjo in učinki nesrečnih
dogodkov [2]. Glavni cilj obvladovanja tveganj je zagotavljanje, da možnost pri-
hodnjih neugodnih dogodkov ne vpliva na doseganje zastavljenih poslovnih ciljev.
Odnos bank do tveganja ni pasiven ali obramben. Banke aktivno in prosto-
voljno prevzemajo možnost neugodnih izidov, saj si prizadevajo za donose, ki jih
ni mogoče doseči brez primernih tveganj. Obvladovanje tveganj je lahko moč ra-
zumeti celo kot osrednjo kompetenco zavarovalnic ali bank. Strokovne izkušnje,
položaj na trgu ter kapital finančnim institucijam omogoča obvladovanje tveganj
ter njihovo prepakiranje in prodajo na trgu v primerno prilagojeni obliki [1].
Ideja obvladovanja tveganj ima dolgo zgodovino, vendar pa je glavni mejnik za
rigorozno obravnavo tveganja prišel šele v poznem dvajsetem stoletju z razvojem
teorije vrednotenja izvedenih finančnih instrumetov. Pred petdesetimi leti prej-
šnjega stoletja je bila zaželenost naložbe v največji meri povezana s pričakovanim
donosom. Leta 1952 pa je Harry Markowitz postavil temelje moderne portfeljske
teorije s kvantificiranjem zaželenosti naložbe glede na prisotna tveganja ter priča-
kovane donose [18]. Naslednja desetletja so potem prinesla hiter razvoj metodo-
logije obvladovanja tveganj, med drugim tudi Sharpov kazalnik, model določanja
cen dolgoročnih naložb (angl. Capital Asset Pricing model) in arbitražno teorijo
vrednotenja (angl. Arbitrage Pricing Theory).
Razvoj metodologije za racionalno oblikovanje cen in obvladovanje tveganj iz-
vedenih finančnih instrumentov je spremenil finance in imel velik vpliv na razvoj
finančnih trgov v zadnjih nekaj desetletjih. Poleg razvoja nove teorije je tehnolo-
ški napredek predvsem na področju informacijske tehnologije postavil temelje za
eksplozivno rast v številu novih naložbenih produktov. Pomemben dejavnik za
povečanje potrebe po znanju obvladovanja teganj in razvoju novih produktov so
bile tudi naftne krize v sedemdesetih letih in odprava Bretton-Woodskega sistema
fiksnih deviznih tečajev. Tako cene energentov kot spremembe vrednosti deviznih
tečajev so postale izjemno negotove, zato je trg potreboval razvoj produktov za
zaščito pred takšnimi tveganji.
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2.1 Nadzor v bančništvu in zavarovalništvu
Zaradi neustreznega obvladovanja tveganj so propadle pomembne finančne insti-
tucije. Med odmevnejše spada recimo propad banke Barings, najstarejše bančne
skupine v Veliki Britaniji, zaradi slabega nadzora trgovcev z vrednostnimi papirji
ter propad vzajemnega sklada Long-Term Capital Management. Ti ter drugi ne-
slavni primeri ter finančna kriza leta 2008 so privedli do vsesplošnega diskurza o
potrebi po večjem nadzoru na finančnih trgih.
Vodilno vlogo pri vpeljavi večjega nadzora v bančništvu je imel Baselski odbor
za bančni nadzor. Odbor so ustanovili guvernerji centralnih bank skupine deset
najbolj razvitih držav (G-10) leta 1974 [3]. Glavni cilj odbora je povečanje sve-
tovne finančne stabilnosti s pomočjo izboljšanja bančnega nadzora po svetu ter
s postavitvijo foruma o bančnem nadzoru držav članic. Odbor nima nobene for-
malne nadnacionalne moči, tako sklepi odbora nimajo pravne veljave. Namesto
tega odbor oblikuje široke smernice ter priporoča najboljše prakse ob pričakova-
nju, da bodo posamični nadzorni organi skozi podrobne ureditve sprejeli ukrepe,
ki so najbolj primerni za njihovo ureditev.
Prvi Baselski kapitalski sporazum (Basel I) je naredil pomemben korak k mini-
malnim mednarodnim standardom kapitalske ustreznosti. Sprejet je bil leta 1988
njegov glavni poudarek pa je bil na kreditnem tveganju, najpomembnejšemu viru
tveganja v bančni industriji. Basel I je imel kar nekaj uspehov vendar pa hkrati
tudi nekaj pomembnih napak in nepredvidenih posledic. Banke so izkoriščale
luknje v zakonodaji skozi arbitražo regulatornega kapitala. Tako je izključitev
tržnega tveganja iz kapitalskih zahtev ustvarila spodbudo bankam k spremembi
svoje izpostavljenosti tržnemu tveganju, da so lahko s tem zmanjšale svojo izpo-
stavljenost kreditnemu tveganju. [12]
Basel I je bil dopolnjen s sporazumom Basel II leta 2004 in nato z najnovejšim
Basel III sporazumom, ki je odgovor na pomanjkljivosti v bančni regulativi, ki
jih je razkrila finančna kriza leta 2008. V zavarovalništvu ima podobno vlogo
regulativa Solventnost II, ki je prišla v veljavo z letom 2016.
3 Merjenje tveganj
Ključna dejavnost v procesu upravljanja s tveganji je merjenje tveganj. Recimo, da
imamo portfelj sestavljen iz d osnovnih naložb s pripadajočimi utežmi w1, . . . , wd.
Spremembo v vrednosti portfelja za dano obdobje lahko potem zapišemo kot:
X =
d∑
i=1
wiXi,
kjer Xi predstavlja spremembo vrednosti i-te naložbe. Merjenje tveganj takšnega
portfelja se potem prevede na problem določitve porazdelitvene funkcije portfelja.
Tveganje portfelja tako lahko opišemo ali z njegovo porazdelitveno funkcijo
FX(x) = P (X ≤ x)
ali pa s funkcionali, ki na nek način opisujejo to porazdelitev. Na primer z mate-
matičnim upanjem porazdelitve, varianco ali s kvantili porazdelitve.
3
Za to potrebujemo primerno kalibriran skupni model za slučajni vektor na-
ložb (X1, . . . , Xd). Merjenje tveganj je v bistvu statistično vprašanje. Glede na
pretekla opazovanja in glede na izbran model izračunamo statistično oceno za po-
razdelitev spremembe vrednosti portfelja ali pa podamo oceno za izbran funkcional
porazdelitve.
3.1 Kvantitativni opis tveganj
Negotovost prihodnjih dogodkov opišemo z verjetnostnim prostorom (Ω, F, P ).
Vse od tu naprej definirane slučajne spremenljivke slikajo iz omenjenega verjetno-
stnega prostora v Rd. Vrednost portfelja v času s opišemo z merljivo slučajno
spremenljivko V (s). Za dano časovno obdobje ∆ definiramo izgubo portfelja v
obdobju [s, s+ ∆] kot
L[s,s+∆] := V (s)− V (s+ ∆).
Ločimo med pogojno porazdelitvijo izgub, torej porazdelitvijo L[s,s+∆] ob danih
vseh informacijah do vključno s časom s in brezpogojno porazdelitvijo izgub. Za
vnaprej določen časovni horizont ∆ lahko splošni proces V (s) nadomestimo s ča-
sovno vrsto (Vt)t∈N , kjer je Vt ..= V (t∆). Tako lahko zapišemo:
Lt+1 := L[t∆,(t+1)∆] := Vt − Vt+1.
Po ustaljeni praksi Vt modeliramo kot funkcijo časa in slučajnega vektorja
Zt = (Zt1 , . . . , Ztd)′
faktorjev tveganja [1]. Za merljivo funkcijo f : R+ × Rd → R je torej
Vt = f(t, Zt). (1)
Izbira faktorjev tveganja Zt in funkcije f je modelski problem, ki je odvisen od
portfelja in želenega nivoja natančnosti. Pogosto izbrani faktorji tveganja so lo-
garitemske cene finančnih naložb, donosi in spremembe deviznih tečajev.
Označimo časovno vrsto sprememb faktorjev tveganja z (Xt)t∈N kjer je
Xt := Zt − Zt−1.
Z uporabo preslikave (1) lahko izgubo portfelja zapišemo kot:
Lt+1 = f(t, Zt)− f(t+ 1, Zt +Xt+1). (2)
Slučajno spremenljivko Zt v času t poznamo zato je porazdelitev izgub odvisna
le od sprememb faktorjev tveganja Xt+1. Operator izgube l[t] : Rd → R slika
spremembe faktorjev tveganj v izgube. Definiran je kot:
l[t](x) := f(t, Zt)− f(t+ 1, Zt + x), x ∈ Rd, (3)
jasno je razvidno, da velja Lt+1 = l[t](Xt+1).
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Če je funkcija f odvedljiva obstaja približek prvega reda za izgubo portfelja
oblike:
L∆t+1 := −
(
ft(t, Zt) +
d∑
i=1
fzi(t, Zt)Xt+1,1
)
(4)
za operator izgube l[t] imamo podobno
l∆[t](x) := −
(
ft(t, Zt) +
d∑
i=1
fzi(t, Zt)xi
)
. (5)
Približek prvega reda je priročen, saj lahko tako predstavimo izgubo kot linearno
funkcijo sprememb faktorjev tveganja. Kvaliteta približka v (4) je seveda odvisna
od tega ali so pričakovane spremembe faktorjev tveganja majhne (na primer za
krajše časovne horizonte) in če je vrednost portfelja skoraj linearna v faktorjih
tveganja.
Pri kvantitativnem obvladovanju tveganj se moramo pogosto odločiti, če nas
zanima pogojna ali brezpogojna porazdelitev izgub. Obe sta pomembni za nadzor
tveganj zato je pomembno, da poznamo razlike med njimi. Te so močno povezane
z lastnostmi časovne vrste spremembe faktorjev tveganja (Xt)t∈N ,
Predpostavimo, da spremembe faktorjev tveganja tvorijo časovno vrsto s sta-
cionarno porazdelitvijo FX na Rd. Porazdelitev (Xt)t∈N je torej neodvisna od
spremembe časa t. Večina modelov časovnih vrst, ki se v praksi uporabljajo za
modeliranje sprememb faktorjev tveganja zadošča tej lastnosti. Določimo čas t ter
označimo z Ft σ-algebro, ki predstavlja informacije, ki so na voljo v času t. Obi-
čajno imamo σ-algebro generirano z vsemi dogodki, ki so se pripetili do vključno
časa t:
Ft = σ(Xs : s ≤ t).
V večini modelov s stacionarnimi časovnimi vrstami, ki se uporabljajo pri kvanti-
tativnem obvladovanju tveganj velja, da porazdelitev FXt+1|Ft ni enaka stacionarni
porazdelitveni funkciji FX .
Pogojna porazdelitev izgube FLt+1|Ft je definirana kot porazdelitev operaterja
izgube l[t](·) pod FXt+1|Ft . Formalno za l ∈ R:
FLt+1|Ft(l) = P (l[t](Xt+1) ≤ l|Ft) = P (Lt+1 ≤ l|Ft).
Pogojna porazdelitev izgube nam torej pri danih informacijah Ft, da porazdelitev
izgube Lt+1 v naslednjem časovnem obdobju.
Po drugi strani pa je brezpogojna porazdelitev izgub FLt+1 definirana kot poraz-
delitev l[t](·) pri stacionarni porazdelitvi FX sprememb faktorjev tveganja. Pove
nam porazdelitev izgub portfelja, če je sprememba faktorjev tveganja porazde-
ljena z X, ki ima enako porazdelitev kot X1, . . . , Xt. Brezpogojna porazdelitev je
predvsem uporabna, če je časovni horizont t relativno velik, kar pogosto velja pri
obvladovanju kreditnih tveganj in v zavarovalništvu.
Za metode obvladovanja tveganj, ki temeljijo na pogojni porazdelitvi izgub
pravimo, da so aktivne. Podobno pa pasivno obvladovanje tveganj sestavljajo
metode, ki temeljijo na brezpogojni porazdelitvi izgub.
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3.2 Mere tveganja
Mere tveganja se uporabljajo za vrsto namenov. Med pomembnejšimi so:
• Določanje regulatornega kapitala. Ključna funkcija obvladovanja tveganj v
finančnem sektorju je ocenjevanje kapitala, ki ga finančna institucija potre-
buje, da ob nepredvidenih bodočih izgubah zadosti zahtevam regulatorja.
• Orodje uprave. Mere tveganja so uporabne tudi pri določanju tveganja, ki
ga lahko prevzamejo določene enote v podjetju.
• Zavarovalne premije so nadomestilo zavarovalnici za prevzemanje tveganja
nastanka škodnega zahtevka. Velikost premije lahko razumemo tudi kot
mero tveganja škodnih zahtevkov.
Obstoječe pristope k merjenju tveganja finančnih položajev lahko razporedimo
v štiri kategorije.
Pristop z nominalnimi zneski je najstarejši način določanja tveganja port-
felja tveganih sredstev. Tveganje je tu definirano kot vsota nominalnih zneskov
posameznih vrednostnih papirjev v portfelju, kjer je posamezen nominalni znesek
lahko utežen s faktorjem, ki predstavlja oceno tveganosti širšega razreda sredstev,
v katerega spada vrednostni papir.
Največja prednost takšnega pristopa je njegova navidezna enostavnost. Vendar
pa je iz ekonomskega vidika ta pristop pomanjkljiv zaradi vrste razlogov. Tako
pristop z nominalnimi zneski ne razlikuje med prodajnimi in nakupnimi pozicijami
poleg tega pa niso upoštevane tudi možne izravnave med različnimi pozicijami.
Tveganje iz nakupne pozicije v tuji valuti zavarovano z enako prodajno pozicijo
v valutni terminski pogodbi bi bilo po takšnem pristopu dvakrat večje kot pri
nakupni poziciji brez terminske pogodbe. Obenem ta pristop ne upošteva učinkov
diverzikacije na skupno tveganje portfelja. Kreditni portfelj sestavljen iz m posojil
podjetjem, katerih verjetnost neizpolnjevanja obveznosti je neodvisna drug od
drugega bi imel po takšnem pristopu enako tveganje kot, če bi celoten znesek
posodili enemu samemu podjetju.
Mere občutljivosti faktorjev tveganja merijo spremembo v vrednosti por-
teflja za vnaprej dane spremembe v posameznih faktorjih tveganja. Običajno se
pojavljajo v obliki matematičnih odvodov. Pomembne mere občutljivosti faktorjev
so trajanje za obveznice in grki (angl. Greeks) za izvedene finančne instrumente.
Te mere nam podajo pomembne informacije o stabilnosti vrednosti portfelja v
primeru določenih dobro opredeljenih dogodkov, vendar pa nam ne morejo podati
celovite ocene tveganja finančne pozicije. Obenem imajo mere občutljivosti pro-
bleme pri seštevanju tveganj. Takšne mere niso preveč uporabne pri odločitvah o
kapitalski ustreznosti finančne institucije; skupaj z drugimi merami pa nam lahko
podajo uporabne meje za pozicije v določenih finančnih instrumentih.
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Scenariji. Pri tem pristopu obravnavamo več možnih bodočih sprememb v enem
ali več faktorjih tveganja. Tem možnim spremembam pravimo scenariji. Tveganje
portfelja potem izrazimo kot največjo izgubo portfelja v vseh scenarijih, pri čemer
so lahko določeni skrajni scenariji navzdol uteženi, da je njihov vpliv na skupni
rezultat manjši.
Mere tveganja na osnovi porazdelitve izgub. Večino sodobnih mer tveganja
portfelja predstavljajo statistične količine, ki opisujejo pogojno ali brezpogojno
porazdelitev izgub portfelja v fiksnem časovnem obdobju ∆.
Primeri vključujejo varianco porazdelitve, tvegano vrednost porazdelitve (angl.
Value-at-Risk (VaR)) in pričakovan primanjkljaj (angl. Expected Shortfall (ES)).
Seveda se za povzetek celotnega tveganja porazdelitve ni priporočljivo opirati samo
na eno konkretno statistiko. Vendar pa ima po drugi strani stališče, da porazde-
litev izgube kot celota da natančno sliko tveganja portfelja, veliko argumentov:
• Izgube so glavni predmet zanimanja pri obvladovanju tveganj, zato je na-
ravno, da za mero tveganja vzamemo njihovo porazdelitev,
• porazdelitve izgub imajo smisel na vseh nivojih združevanja tveganj, tako za
posamezen finančni instrument kot za celotni portfelj finančne institucije,
• pravilno ocenjene porazdelitve izgub upoštevajo učinke razpršenosti portfe-
lja,
• možno jih je medsebojno primerjati med različnimi portfelji.
Pri delu s porazdelitvami izgub moramo biti pazljivi na dve večji težavi. Naj-
prej, vsaka ocena porazdelitev izgub temelji na preteklih podatkih. Če se spre-
menijo zakonitosti, ki vplivajo na spremembe finančnih trgov, imajo ti pretekli
podatki le omejeno uporabo pri napovedovanju bodočih tveganj. Drug tesno po-
vezan problem je praktične narave. Tudi v nespremenljivem okolju je težko na-
tančno oceniti porazdelitev izgube, še posebaj za večje portfelje. Tako veliko na
videz visoko razvitih sistemov za obvladovanje tveganj temelji na relativno grobih
statističnih modelih porazdelitve izgub.
Toda, to niso toliko argumenti proti njihovi uporabi kot klici po izboljšanju ob-
stoječih načinov ocenjevanja porazdelitev ter seveda po previdnem obravnavanju
modelov obvladovanja tveganj temelječih na porazdelitvi izgub v praksi. Zlasti je
uporabo takšnih modelov priporočljivo dopolniti z informacijami iz hipotetičnih
scenarijev.
3.2.1 Tvegana vrednost
Tvegana vrednost (VaR) je verjetno najširše uporabljena mera tveganja v finančnih
ustanovah po svetu. Je sestavni del Basel III in Solventnost II okvirov kapitalske
ustreznosti.
Za portfelj tveganih sredstev in fiksni časovni horizont ∆ označimo s
FL(l) = P (L ≤ l)
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porazdelitveno funkcijo, ki sovpada s porazdelitvijo izgub. Za dano stopnjo zau-
panja α ∈ (0, 1) predstavlja VaR takšnega portfelja najmanjše število l, za katero
verjetnost, da bo izguba L > l, ni večja kot 1− α. Torej:
VaRα = inf{l ∈ R : P (L > l) ≤ 1− α} = inf{l ∈ R : FL(l) ≥ α}.
Tvegana vrednost je torej definirana kot kvantil porazdelitve izgub. Tipične vre-
dnosti za stopnjo zaupanja so med 0,95 in 0,99. Časovni horizont ∆ pri obvla-
dovanju tržnih tveganj je navadno med enim in desetimi dnevi. Za kreditna in
operativna tveganja pa je ∆ tipično eno leto. Iz definicije sledi, da nam VaR ne
poda nobenih informacij o velikosti izgub, ki se zgodijo z verjetnostjo manjšo kot
1− α. To je očitna slabost tvegane vrednosti kot mere tveganja.
VaR mera je standardna pri obladovanja tveganj v finančni industriji, vendar
pa ima poleg prej navedene pomankljivosti še več ostalih. Med drugim:
• Ni subaditivna - bistvena pomanjklivost tvegane vrednosti je, da ni suba-
ditivna. Označimo z L = L1 + L2 skupno porazdelitev izgub vsote dveh
portfeljev s posamičnima porazdelitvama izgub L1 in L2. Za VaR vsote
torej ne velja nujno, da je
VaRα(FL) ≤ VaRα(FL1) + VaRα(FL2).
Pojem subaditivnosti je ključen za vsako razumno mero tveganja.
• Modelska negotovost - pri oceni porazdelitve izgub lahko pride do napake pri
oceni. Prisotno je torej modelsko tveganje.
• Nelikvidnost trgov - finančni trgi so lahko nelikvidni. Modeliranje učinka
nelikvidnosti je izredno težavno, zato je ta učinek pogosto neupravičeno
zanemarjen. V takšnih primerih moramo biti pozorni na to dejstvo pri in-
terpretaciji tvegane vrednosti.
• Izbira parametrov - izbrati moramo primeren časovni horizont za porazdelitev
izgub in primerno stopnjo zaupanja α. Ker ne obstaja enoten najboljši
izbor teh parametrov moramo v obzir vzeti okoliščine, ki bi lahko vpivale na
našo izbiro. Časovni horizont ∆ naj bi predstavljal obdobje, v katerem se
portfelj finančne institucije ne bi smel bistveno spreminjati. Izbira je odvisna
predvsem od pogodbenih in zakonskih omejitev in od likvidnosti finančnih
institucij. Primeren izbor stopnje zaupanja α pa je odvisen od namena.
Pri zagotavljanju kapitalske ustreznosti finančnih institucij tako regulatorji
pričakujejo večjo stopnjo zaupanja α.
3.2.2 Varianca
Varianca je bila zgodovinsko prevladujoča mera tveganja v financah. V veliki
meri je to posledica ogromnega vpliva portfeljske teorije na teorijo in prakso v
financah. Ideja variance je preprosto razumljiva, poleg tega pa je preprosta za
analitično uporabo. Vendar pa ima kot mera tveganja dve pomanjkljivosti.
Tako moramo, če želimo delati z varianco predpostaviti, da obstaja drugi mo-
ment porazdelitve izgub. Za večino porazdelitev donosov v financah lahko sicer
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brez težav predpostavimo, da to drži vendar pa lahko takšna predpostavka na
določenih področjih, kot na primer pri operativnih tveganjih pripelje do težav.
Poleg tega pa varianca ne loči med pozitivnimi in negativnimi odkloni od povpre-
čja, zato je primerna le za tveganja, katerih porazdelitev je (približno) simetrična
okoli povprečja kar recimo velja za normalno porazdelitev. Na mnogih področjih
obvladovanja tveganj, kot na primer pri obvladovanju kreditnih in operativnih
tveganj, pa imamo opravka s porazdelitvami izgub, ki so zelo asimetrične.
3.2.3 Spodnji parcialni momenti
Zanima nas tveganje, ki izhaja iz zgornjega repa porazdelitve izgub. Osredotočimo
se na zgornje parcialne momente. Za dana eksponent k ≥ 0 in referenčno točko q
je zgornji parcialni moment UPM(k, q) definiran kot:
UPM(k, q) =
∫ ∞
q
(l − q)kdFL(l) ∈ [0,∞],
3.2.4 Pričakovan primankljaj
Za slučajno spremenljivko L, ki predstavlja izgubo portfelja z matematičnim upa-
njem E(|L|) < ∞ in porazdelitveno funkcijo FL je pričakovan primankljaj (ES)
pri stopnji zaupanja α ∈ (0, 1) definiran kot:
ESα =
1
1− α
∫ 1
α
qu(FL)du
kjer je qu(FL) kvantil porazdelitvene funkcije FL. Pričakovani primankljaj je tako
s tvegano vrednostjo portfelja povezan na naslednji način:
ESα =
1
1− α =
∫ 1
α
VaRu(FL)du,
Povprečje vseh tveganih vrednosti pri vseh u ≥ α nam omogoča bolj natančen
vpogled v porazdelitev izgub portfelja. Pričakovan primankljaj ESα je odvisen le
od porazdelitve L, in očitno velja ESα ≥ VaRα.
3.3 Standardne metode za merjenje tržnih tveganj
Poglejmo si nekaj standardnih metod, ki se uporabljajo v finančni industriji pri
merjenju tveganj v krajših časovnih intervalih, recimo v obdobju od enega dneva
do dveh tednov. Dejansko gre pri tem za problem ocenjevanja mer tveganj poraz-
delitve izgube Lt+1 = l[t](Xt+1) kjer je Xt+1 vektor sprememb faktorjev tveganja
v obdobju med t in t + 1 in l[t] operator izgube za portfelj v času t. Pri tem se
osredotočimo na tvegano vrednost in pričakovani primankljaj kot naši izbrani meri
tveganja. Pomembno je razlikovati med tem ali merimo tveganje brezpogojne po-
razdelitve izgub Lt+1 ali pa, če imamo opravka s pogojno porazdelitveno funkcijo,
ki je odvisna od informacij znanih v času t.
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3.3.1 Variančno-kovariančna metoda
Variančno-kovariančno metodo lahko s sprememembo načina ocenjevanja določe-
nih ključnih vnosov uporabimo tako pri brezpogojnih kot pri pogojnih porazde-
litvah izgub. V tej metodi predpostavimo, da so spremembe faktorjev tveganja
Xt+1 porazdeljene z multivariatno normalno porazdelitvijo. Z Xt+1 ∼ Nd(µ,Σ)
označimo porazdelitev sprememb, kjer µ predstavlja vektor matematičnih upanj
in Σ kovariančno matriko porazdelitve.
Predpostavimo tudi, da je linearni približek izgube v faktorjih tveganja dovolj
natančna aproksimacija dejanske izgube portfelja. Ob upoštevanju definicije po-
razdelitve L∆t+1 = l∆[t](Xt+1) je potem linearni operator izgube funkcija s spodnjo
splošno obliko:
l∆[t](x) = −(ct + b′tx) (6)
kjer sta ct in bt konstantna in znana v času t. Pomembna lastnost multivariatne
normalne porazdelitve je, da imajo linearne kombinacije slučajnih spremenljivk
Xt+1 univariatno normalno porazdelitev. Od tod potem sledi
L∆t+1 = l∆[t](Xt+1) ∼ N(−ct − b′tµ, b′tΣbt), (7)
VaR lahko potem enostavno izračunamo z uporabo naslednjega izreka:
Izrek. Tvegana vrednost normalno porazdeljene porazdelitve izgub FL z matema-
tičnim upanjem µ in varianco σ2 pri stopnji zaupanja α ∈ (0, 1) je enaka:
VaRα = µ+ σΦ−1(α) (8)
kjer Φ označuje standardno normalno porazdelitveno funkcijo in kjer je Φ−1(α),
α-kvantil Φ.
Ob enakih predpostavkah lahko z uporabo naslednjega izreka izračunamo tudi
pričakovani primanjkljaj:
Izrek. Velja
ESα = µ+ σE
(
L− µ
σ
|L− µ
σ
≥ qα
(
L− µ
σ
))
,
Torej je dovolj izračunati pričakovani primanjkljaj za standardno normalno poraz-
deljeno slučajno spremenljivko L¯ := (L− µ)/σ. Od tod sledi:
ESα(L¯) =
1
1− α
∫ ∞
Φ−1(α)
lφ(l)dl = 11− α [−φ(l)]
∞
Φ−1(α) =
φ(Φ−1(α))
1− α
Tu φ predstavlja gostoto porazdelitve standardno normalno porazdeljene slučajne
spremenljivke.
Problem merjenja tveganj se z variančno-kovariančno metodo občutno poeno-
stavi, vendar pa je ta enostavnost posledica dveh grobih predpostavk. Linearni
približek tako ne predstavlja nujno dobre ocene za povezavo med dejansko poraz-
delitvijo izgub in spremembami faktorjev tveganj. Hkrati pa predpostavka nor-
malnosti sprememb faktorjev tveganja ni najbolj realna, vsaj na nivoju dnevnih
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podatkov ter verjetno tudi na tedenskem in mesečnem. Za porazdelitve tipičnih
finančnih spremenljivk so značilne leptokurtične porazdelitve, za katere so zna-
čini debelejši repi od tistih pri normalni porazdelitvi. Iz predpostavke normalne
porazdeljenosti faktorjev tveganja torej lahko pričakujemo podcenjenost verjetno-
sti repnih dogodkov iz porazdelitve izgube ter posledično tudi mer tveganj, ki
temeljijo na porazdelitvi repa, kot sta na primer VaR in ES.
3.3.2 Ocena z zgodovinskimi podatki
Drug pristop je ocena z zgodovinskimi podatki, tu porazdelitev operatorja izgub ne
ocenjujemo s pomočjo eksplicitnega parametričnega modela sprememb faktorjev
tveganja Xt+1 ampak s pomočjo preteklih empiričnih opazovanj Xt−n+1, . . . , Xt.
Metodo lahko opišemo s pomočjo notacije operatorja izgub. Z uporabo ope-
ratorja na preteklih opazovanjih sprememb faktorjev tveganja dobimo množico
simuliranih preteklih izgub:
L˜s = l[t](Xs) : s = t− n+ 1, . . . , t.
Vrednosti L˜s portfelja prikazujejo, kaj bi se zgodilo s trenutnim portfeljem, če
bi se faktorji tveganja spremenili na enak način, kot so se v času s. Iz preteklih
simuliranih izgub lahko naredimo določene sklepe o porazdelitvi izgub in o merah
tveganja.
Ta metoda je brezpogojna. Ob predpostavki, da je slučajni proces sprememb
faktorjev tveganja stacionaren s porazdelitveno funkcijo FX potem (ob upošteva-
nju drugih tehničnih predpostavk) velja, da pretekla empirična opazovanja spre-
memb faktorjev tveganja predstavljajo skladno cenilko porazdelitvene funkcije
l[t](X) pri FX .
Simulirane pretekle izgube se lahko v praksi potem uporabi na razne načine,
tako se za oceno tvegane vrednosti pogosto uporablja metoda empirične ocene
kvantilov, kjer teoretične kvantile porazdelitve izgub ocenimo s pomočjo vzorčnih
na danih podatkih. Glavna prednost te metode je predvsem enostavna implemen-
tacija, saj se problem ocene mere tveganja bistveno poenostavi. Ta metoda tako ne
potrebuje nobene statistične ocene multivariatne porazdelitve faktorjev tveganja
X ter obenem ne privzame nobene predpostavke o odvisnosti med posameznimi
faktorji tveganj.
Raven uspešnosti takšnega pristopa je v veliki meri odvisna od sposobnosti
pridobitve zadostne količine ustreznih podatkov pri vseh faktorjih tveganja.
3.3.3 Monte Carlo metode
Monte Carlo metode obsegajo širok nabor pristopov k merjenju tveganja, pri ka-
terih med drugim simuliramo eksplicitni parametrični model sprememb faktorjev
tveganja. Kot take so te metode primerne tako pri pogojnih kot pri brezpogojnih
porazdelitvah izgub, pri čemer je primernost metode odvisna od tega ali spre-
membe faktorjev tveganja modeliramo z dinamičnimi časovnimi vrstami ali pa s
statičnimi porazdelivenimi modeli.
V prvem koraku izberemo parametrični model, ki ga z upoštevanjem primerno
izbranih zgodovinskih podatkov o spremembah faktorjev tveganja Xt−n+1, . . . , Xt
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ustrezno kalibriramo. Seveda mora za izbrani model veljati, da ga lahko eno-
stavno simuliramo, saj v naslednjem koraku izračunamo m neodvisnih simulacij
sprememb faktorjev tveganja v naslednjem obdobju. Označimo:
X˜
(1)
t+1, . . . , X˜
(m)
t+1 .
Na podoben način kot pri ocenjevanju s pomočjo zgodovinskih podatkov apli-
ciramo operator izgube na simuliranih spremembah faktorjev tveganj, s tem izra-
čunamo simulirane izgube portfelja:
L˜
(i)
t+1 = l[t](X˜
(i)
t+1) : i = 1, . . . ,m.
Na teh lahko potem izračunamo ocene mer tveganja, največkrat s preprostimi
ocenami kvantilov in pričakovanih primankljajev.
Uporaba Monte Carlo metod nam omogoča poljuben izbor števila ponovitevm.
V splošnem je izbranim lahko mnogo večji kot pa število zgodovinskih opazovanj n.
To nam omogoča večjo natančnost pri izračunu tveganih vrednosti in pričakovanih
primankljajev kot pri oceni iz zgodovinskih podatkov.
Uporaba Monte Carlo metod ne reši problema iskanja primernega multivaria-
tnega modela za Xt+1. Vsi dobljeni rezultati pa so v prvi vrsti odvisni od modela,
ki ga uporabimo v simulacijah. Pri večjih portfeljih je računski čas takšnega pri-
stopa lahko znaten, saj je ob vsaki simulaciji potrebno na novo ovrednotiti celoten
portfelj. To je posebaj problematično, če je portfelj sestavljen iz velikega števila
izvedenih finančnih instrumentov, ki jih ni možno ovrednotiti v zaprti obliki.
3.3.4 Testiranje rezultatov
Zgoraj opisane metode spadajo med standardne metode za ocenjevanje mer tvega-
nja v času t. Te metode lahko spremljamo ter tako testiramo njihovo zgodovinsko
učinkovitost in natančnost (angl. backtesting).
Predpostavimo, da v času t izračunamo oceno za tvegano vrednost portfelja v
naslednjem obdobju. V času t+1 lahko izračunane ocene primerjamo z dejanskim
stanjem.
Iz definicije tvegane vrednosti in ob predpostavki zveznosti porazdelitve izgub
sledi:
P
(
Lt+1 > VaRt+1α
)
= 1− α.
Verjetnost, da bo izguba presegla tvegano vrednost portfelja je enaka 1−α. Ozna-
čimo z
I˜t+h := I{Lt+h>VaRt+hα }
indikatorsko funkcijo za dogodek, da je izguba v času t+h večja od VaRt+hα . Če je
izbran postopek ocenjevanja tvegane vrednosti razumen se bi morala porazdelitev
indikatorske funkcije obnašati podobno kot Bernoullijeva porazdelitev z verjetno-
stjo dogodka blizu 1− α. Podobne teste je moč skonstruirati tudi za druge mere
tveganja kot recimo za pričakovani primankljaj portfelja.
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4 Skladne mere tveganja
Skladne mere tveganja so mere, ki zadoščajo določenim minimalnim lastnostim,
ki naj bi jih po ekonomski intuiciji imela idealna mera tveganja. V članku iz leta
1989 so Artzner in ostali [13] z uporabo ekonomskih argumentov določili aksiome,
ki bi jim skladna mera tveganja morala zadoščati.
4.1 Aksiomi skladnosti
Preden lahko naštejemo aksiome skladnosti moramo podati formalno definicijo
mere tveganja. Na verjetnostnem prostoru (Ω, F, P ) in za izbrani časovni horizont
∆ označimo z L0(Ω, F, P ) množico vseh slučajnih spremenljivk na (Ω, F ), ki so
skoraj gotovo končne. Finančna tveganja predstavimo z množico slučajnih spre-
menljivk M ⊂ L0(Ω, F, P ). Lahko jih razumemo kot možne izgube portfelja v
določenem časovnem obdobju ∆.
Predpostavimo, da je M konveksni stožec, torej, da iz L1 ∈ M in L2 ∈ M
sledi, da je L1 + L2 ∈ M ter da je λL1 ∈ M, λL2 ∈ M za vsak λ > 0. Mera
tveganja je realna funkcija
% :M→ R,
ki slika iz množice slučajnih spremenljivkM in zadošča določenim lastnostim.
Količino kapitala, ki jo je ob izgubi L potrebno dodati finančni poziciji, da
ta postane sprejemljiva za notranjega ali zunanjega nadzornika predstavlja %(L).
Sprejemljive so finančne pozicije pri katerih je %(L) ≤ 0. Če je %(L) < 0 lahko
presežni kapital celo odstranimo. Zaradi enostavnosti privzamemo, da so obrestne
mere enake 0 in da ni diskontiranja.
Sedaj lahko predstavimo aksiome, ki bi jim skladne mere tveganja % morale
zadoščati.
Aksiom. (tranzitivna invariantnost) Za L ∈M in poljuben l ∈ R velja
%(L+ l) = %(L) + l.
Aksiom tranzitivne invariantnosti pravi, da če finančni poziciji s porazdelitvijo
izgube L prištejemo ali odštejemo deterministično količino l spremenimo njene
kapitalske zahteve ravno za l.
Aksiom. (subaditivnost) Za L1, L2 ∈M velja
%(L1 + L2) ≤ %(L1) + %(L2).
Aksiom subaditivnosti je najbolj polemičen izmed štirih aksiomov skladnosti
saj v določenih okoliščinah izključuje VaR kot skladno mero tveganja. Vendar pa
je iz spodnjih argumentov razvidno, da je subaditivnost res razumna zahteva za
skladno mero tveganja:
• Subaditivnost predstavlja idejo, da lahko tveganje zmanjšamo z diverzifika-
cijo, kar je skladno z ekonomskimi načeli.
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• Če regulator uporablja nesubaditivno mero tveganja za preverjanje nivoja
regulatornega kapitala, imajo finančne institucije spodbudo, da svoje poslo-
vanje zakonsko organizirajo v razne podružnice, da s tem zmanjšajo svoje
zahteve po regulatornem kapitalu.
• Subaditivnost omogoča decentralizacijo sistemov obvladovanja tveganj. Vze-
mimo za primer dve trgovalni enoti finančne institucije s pripadajočima po-
razdelitvama izgub L1 in L2. Upravljalec tveganja želi, da je skupno tve-
ganje portfelja L = L1 + L2 manjše od neke konstante M . Z uporabo
subaditivne mere tveganja lahko enostavno izbere meje M1 in M2, takšne
da je M1 + M2 ≤ M , ter potem od enote i = 1, 2 zahteva, da je nji-
hova mera tveganja %(Li) ≤ Mi. Subaditivnost namreč zagotavlja, da je
%(L) ≤M1 +M2 ≤M .
Aksiom. (pozitivna homogenost) Za L ∈M in λ > 0 velja
%(λL) = λ%(L).
Pozitivno homogenost je ob predpostavki subaditivnosti enostavno upravičiti.
Iz subadivnosti mere tveganja namreč sledi, da za n ∈ N sledi:
%(nL) = %(L+ . . .+ L) ≤ n%(L),
Ker v takšnem portfelju ni učinkov diverzifikacije ali pobota je naravno pričako-
vati, da v zgornji enačbi velja enakost, od koder sledi pozitivna homogenost.
Aksiom. (monotonost) Za L1, L2 ∈M kjer je L1 ≤ L2 skoraj gotovo velja
%(L1) ≤ %(L2),
Iz ekonomskega stališča je ta aksiom očiten. Pozicije z večjimi izgubami v vseh
stanjih sveta zahtevajo več regulatornega kapitala.
Definicija. (skladna mera tveganja) Mera tveganja % definirana na konvesnem
stožcuM je skladna, če zadošča zgoraj navedenim aksiomom.
Domena mere tveganja predstavlja pomemben del definicije. Obstajajo funkci-
onali na L0(Ω,F , P ), ki so skladni samo, če so omejeni na dovolj majhen konveksni
stožecM.
Opomba. (Konveksne mere tveganja) Aksiom pozitivne homogenosti pestijo tudi
določene slabosti saj bi pri velikih vrednostih λ zaradi koncentracije tveganj in
posledičnih možnih težav z likvidnostjo pričakovali %(λL) > λ%(L). Iz definicije
subaditivnih mer tveganja sledi, da takšne mere ne zadoščajo temu pogoju. Širši
razred mer tveganja, ki pa temu pogoju zadošča je razred konveksnih mer tvega-
nja. Konveksne mere ne zadoščajo pogojem subaditivnosti in pozitivne homogenosti
ampak šibkejšemu pogoju konveksnosti. To je, da za L1, L2 ∈M velja:
%(λL1 + (1− λ)L2) ≤ λ%(L1) + (1− λ)%(L2), λ ∈ [0, 1].
Ekonomska upravičenost za konveksnost je podobna. Razpršenost tveganj zmanj-
šuje tveganje. V razredu konveksnih mer tveganja obstajajo mere tveganja, ki ka-
znujejo koncentracijo tveganj. Torej, ki za nek λ > 1 izpolnjujejo pogoj %(λL) ≥
%(L).
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V zadnjih letih je razred konveksnih mer pritegnil veliko pozornosti, npr. štu-
dije kot [14] in [15].
4.2 Skladnost tvegane vrednosti
Iz definicije tvegane vrednosti kot kvantila porazdelitve izgub direktno sledi aksiom
tranzitivne invariantnosti, pozitivna homogenost in monotonost na L0(Ω,F , P ).
Vendar pa je iz naslednjega primera razvidno, da VaR ne predstavlja subaditivne
mera tveganja. Vzemimo:
• Trg na katerem je na voljo 100 obveznic.
• Verjetnost neplačila je za vse obveznice enaka in znaša 2%.
• Cena posamezne obveznice je 100 enot.
• V primeru neplačila lastnik vrednostnega papirja v naslednjem obdobju ne
dobi nič, sicer pa dobi 105 enot.
Indikatorsko funkcijo obveznice i označimo z Yi. V primeru neplačila v obdobju
[t, t+ 1] je funkcija Yi enaka 1 in 0 sicer. Slučajno spremenljivko Li, ki predstavlja
izgubo obveznice i lahko potem zapišemo kot:
Li = 100Yi − 5(1− Yi).
Slučajne spremenljivke Li so medsebojno neodvisne in enako porazdeljene s:
P (Li = −5) = 0,98 in P (Li = 100) = 0,02,
Poglejmo si sedaj dva različna portfelja. Portfelj A je sestavljen iz sto enot prve
obveznice, portfelj B pa je popolnoma razpršen. Sestavlja ga po ena enota vsake
od obveznic prisotnih na trgu. Po ekonomski intuiciji je portfelj B manj tvegan
kot A. Torej bi morala biti tudi tvegana vrednost portfelja B manjša. Izračunajmo
VaR obeh portfeljev pri stopnji zaupanja 95%.
Celotna izguba portfelja A je podana z LA = 100L1. Iz pozitivne homogenosti
tvegane vrednosti sledi, da je
VaR0,95(LA) = 100 VaR0,95(L1).
Ker je verjetnost P (L1 ≤ −5) = 0,98 ≥ 0,95 in obenem P (L1 ≤ l) = 0 < 0,95 za
l < −5 je
VaR0,95(L1) = −5
ter posledično
VaR0,95(LA) = −500.
Portfelj A torej tudi po dvigu -500 enot tveganega kapitala ustreza zahtevam
nadzorne agencije, ki uporablja VaR pri stopnji zaupanja 95% za svojo mero tve-
ganja.
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Porazdelitev izgub portfelja B je enaka:
LB =
100∑
i=1
Li = 105
100∑
i=1
Yi − 500,
od tod pa po pozitivni homogenosti in iz aksioma 1 sledi
VaR0,95(LB) = 105 VaR0,95(Σ100i=1Yi)− 500.
Označimo vsoto indikatorskih funkcij z
M :=
100∑
i=1
Yi,
ta je porazadeljena z binomsko porazdelitvijo M ∼ B(100, 0,02). Iz tega, da je
verjetnost P (M ≤ 5) ≈ 0,984 ≥ 0,95 in, da je P (M ≤ 4) ≈ 0,949 < 0,95 sledi
VaR0,95(M) = 5
in od tod
VaR0,95(LB) = 525− 500 = 25.
Finančna institucija, ki si bi lastila takšen portfelj bi torej potrebovala dodatnih
25 enot regulatornega kapitala, da bi zadostila zahtevam nadzornikov. Ta primer
nam pokaže, da lahko merjenje tveganj s tvegano vrednostjo vodi v nesmiselne
rezultate.
V zgornjem primeru je nesubaditivnost tvegane vrednosti posledica dejstva,
da so porazdelitve izgub posameznih sredstev v portfelju porazdeljene zelo asime-
strično. Poudariti pa je treba, da do nesubaditivnosti tvegane vrednosti pride tudi,
ko so porazdelitve izgub posameznih sredstev simetrične in gladke. Nesubaditiv-
nost je v takšnih primerih posledica posebne zelo asimetrične strukture odvisnosti
med posameznimi sredstvi portfelja.
4.3 Skladnost pričakovanega primankljaja
Pričakovani primankljaj ES je skladna mera tveganja. Za dokaz skladnosti potre-
bujemo spodnjo lemo, katere dokaz je moč najti v [16].
Lema. Za zaporedje enako porazdeljenih izgub (Li)i∈N s porazdelitvami izgub FL
velja
ESα = lim
n→∞
∑[n(1−α)]
i=1 Li,n
[n(1− α)] s,g,,
kjer so L1,n ≥ . . . ≥ Ln,n vrstilne statistike zaporedja L1, . . . , Ln in kjer [n(1− α)]
predstavlja največje celo število, ki ne presega n(1− α).
S pomočjo zgornje leme lahko potem dokažemo trditev, da so lastnosti priča-
kovanega primankljaja skladne z lastnostmi skladnih mer tveganja.
Izrek. Pričakovan primankljaj je skladna mera tveganja.
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Dokaz. Pozitivna homogenost, monotonost in aksiom 1 enostavno sledijo iz defi-
nicije pričakovanega primankljaja:
ESα =
1
1− α
∫ 1
α
VaRu(L)du
in pripadajočih lastnosti kvantilov. Potrebno je dokazati še subaditivnost pričako-
vanega primankljaja.
Vzemimo zaporedje slučajnih izgub L1, . . . , Ln s pripadajočimi vrstilnimi stati-
stikami L1,n ≥ . . . ≥ Ln,n. Za poljuben m, ki zadošča 1 ≤ m ≤ n velja:
m∑
i=1
Li,n = sup {Li1 + . . .+ Lim : 1 ≤ i1 < . . . < im ≤ m} ,
Imejmo sedaj dve slučajni spremenljivki L in L˜ s skupno porazdelitveno funkcijo
F ter zaporedje enako porazdeljenih bivariatnih slučajnih vektorjev (L1, L˜1), . . . , (Ln, L˜n)
z enako porazdelitveno funkcijo F . Označimo z (L+ L˜)i ..= Li + L˜i ter z (L+ L˜)i,n
vrstilno statistiko (L+ L˜)1, . . . , (L+ L˜)n. Velja:
m∑
i=1
(L+ L˜)i,n = sup{(L+ L˜)i1 + . . .+ (L+ L˜)im : 1 ≤ i1 < . . . < im ≤ m}
≤ sup{Li1 + . . .+ Lim : 1 ≤ i1 < . . . < im ≤ m}
+ sup{L˜i1 + . . .+ L˜im : 1 ≤ i1 < . . . < im ≤ m}
=
m∑
i=1
Li,n +
m∑
i=1
L˜i,n,
Ko gre n→∞ in za m = [n(1− α)] v zgornji lemi dobimo, da je:
ESα(L+ L˜) ≤ ESα(L) + ESα(L˜).
Več dokazov o skladnosti pričakovanega primankljaja je na voljo v [17].
5 Algoritem prerazporeditve
Pred predstavitvijo algoritma prerazporeditve predstavimo najprej splošni razred
problemov ter nato še specifični problem, ki ga lahko rešimo s pomočjo predstavlje-
nega algoritma. Vendar pa pred tem ponovimo še nekaj izrekov iz teorije kopul,
ki jih bomo potrebovali v nadaljevanju.
5.1 Teorija kopul
Vsaka skupna porazdelitvena funkcija posredno vsebuje tako podatke o mejnih
porazdelitvenih funkcijah kot o njihovi medsebojni odvisnosti. S pomočjo kopul
lahko izoliramo odvisnostno strukturo, ki nastopi med posameznimi slučajnimi
spremenljivkami v slučajnemu vektorju.
Kopule nam omogočajo razumevanje odvisnosti med spremenljivkami na glo-
blji ravni. Razkrijejo lahko možne pasti bolj enostavnih pristopov, kot recimo
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takšnih, ki temeljijo na korelaciji med slučajnimi spremenljivkami. S pomočjo ko-
pul lahko definiramo številne druge mere odvisnosti med posameznimi slučajnimi
spremenljivkami. Kopule opisujejo odvisnost med slučajnimi spremenljivkami s
pomočjo kvantiltov, kar je še posebaj uporabno pri opisu ekstremnih dogodkov.
Obenem so kopule naravna izbira na področju upravljanja s tveganji, saj je tve-
gana vednost VaR definirana kot kvantil porazdelitve izgub. Poglejmo si sedaj
definicijo kopul.
Definicija. (Kopula). Porazdelitvena funkcija definirana na [0, 1]d s standardno
enakomerno porazdeljenimi mejnimi porazdelitvami je d dimenzionalna kopula.
Označimo s
C(u) = C(u1, . . . , ud)
poljubno multivariatno porazdelitveno funkcijo, ki je kopula. Kopule C so presli-
kave oblike
C : [0, 1]d → [0, 1].
Naslednji izrek nam pokaže uporabnost kopul pri proučevanju multivariatnih po-
razdelitvenih funkcij. Pove nam, da za vsako multivariatno porazdelitev obstaja
kopula, ki povezuje posamezne mejne porazdelitve z njeno skupno porazdelitveno
funkcijo.
Izrek. (Sklarjov izrek) Naj bo F skupna porazdelitvena funkcija z mejnimi poraz-
delitvami F1, . . . , Fd. Potem obstaja takšna kopula C : [0, 1]d → [0, 1], da za vse
x1, . . . , xd ∈ [−∞,∞] velja
F (x1, . . . , xd) = C(F1(x1), . . . , Fd(xd)), (9)
Če so mejne porazdelitvene funkcije zvezne, potem je kopula C enolično določena.
Obratno velja, če je C kopula in so F1, . . . , Fd mejne porazdelitvene funkcije, potem
je funkcija F definirana v (9) skupna porazdelitvena funkcija z mejnimi porazde-
litvami F1, . . . , Fd.
Dokaz izreka je na voljo v [4]. Povejmo še nekaj o Fréchet-Hoeffdingovih mejah.
Te določajo meje vseh možnih kopul. Imajo pomembno vlogo pri razlagi odvisnosti
v skupnih porazdelitvenih funkcijah.
Izrek. (Fréchet-Hoeffdingove meje) Za vsako kopulo C(u1, . . . , ud) obstajajo meje:
max
{
Σdi=1ui + 1− d, 0
}
≤ C(u) ≤ min{u1, . . . , ud},
Dokaz. Druga neenakost sledi iz tega, da za vse i velja⋂
1≤j≤d
{Uj ≤ uj} ⊂ {Ui ≤ ui} ,
kjer Ui predstavlja enakomerno porazdelitveno funkcijo na [0, 1]. Od tod lahko prvo
neenakost dokažemo tako, da upoštevamo dejstvo, da je
C(u) = P
 ⋂
1≤i≤d
{Ui ≤ ui}
 = 1− P
 ⋃
1≤i≤d
{Ui > ui}

≥ 1−
d∑
i=1
P (Ui > ui) = 1− d+
d∑
i=1
ui,
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Med pomembnejše kopule spadajo spodaj naštete. Prva, kopula neodvisnosti
predstavlja odvisnost skupne porazdelitve, ko so posamezne mejne porazdelitve
med seboj neodvisne.
Kopula neodvisnosti je definirana kot
Π(u1, . . . , ud) = Πdi=1ui,
Iz Sklarjovega izreka sledi, da so zvezne slučajne spremenljivke neodvisne, če in
samo če je njihova struktura odvisnosti podana s kopulo neodvisnosti.
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Slika 1: Porazdelitvena funkcija kopule neodvisnosti v dveh dimenzijah.
Kopula komonotonosti predstavlja zgornjo Fréchet-Hoeffdingovo mejo. Defi-
nirana je kot
M(u1, . . . , ud) = min{u1, . . . , ud},
Zvezne slučajne spremenljivke X1, . . . , Xd so popolnoma pozitivno odvisne, če so
skoraj gotovo naraščajoče funkcije druga druge. Kopula komonotonosti predstavja
popolno pozitivno odvisnost.
Nasprotno monotona kopula je dobro definirana za d = 2. Predstavlja ko-
pulo, ki pripada spodnji Fréchetovi meji. Podana je z
W (u1, u2) = max{u1 + u2 − 1, 0},
Če staX1 inX2 zvezni porazdelitveni funkciji, ki sta popolnoma negativno odvisni,
torej, da je X2 skoraj gotovo strogo padajoča funkcija v X1 in, da je X1 skoraj
gotovo strogo padajoča v X2 potem so povezane z nasprotno monotono kopulo.
Spodnji in zgornji Fréchet-Hoeffdingovi meji predstavljata pomembni omejitvi
pri številnih optimizacijskih problemih iz področja kvantitativnega obvladovanja
tveganj. Tako je na primer znano, da ima pri danih mejnih tveganjih vsota tveganj
največjo varianco, ko so posamezna mejna tveganja povezana s komonotono kopulo
M . Podobno ima v dveh dimenzijah vsota tveganj najmanjšo varianco, če je
kopula, ki pripada skupni porazdelitvi nasprotno monotona kopula W .
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Slika 2: Porazdelitvena funkcija komonotone kopule v dveh dimenzijah.
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Slika 3: Porazdelitvena funkcija nasprotno monotone kopule v dveh dimenzijah.
5.2 Fréchetov problem
Označimo s Ψ : Rd → R merljivo funkcijo, ki predstavlja operacijo združevanja
tveganj za dan slučajni vektor mejnih izgub portfelja L = (L1, . . . , Ld)′. Slučajna
spremenljivka Ψ(L) predstavlja nek vidik skupnega finančnega položaja portfelja.
Tipični primeri takšnih funkcij so:
• skupna izguba L+ = ∑dk=1 Lk
• največja izguba Md = max(L1, . . . , Ld)
• presežna izguba Σdk=1(Li − ki)+ za mejne vrednosti ki ∈ R+
• zaustavitev izgube (angl. stop-loss)
(
Σdi=1Li − k
)+
za k ∈ R+
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Vse naštete funkcije imajo na področju zavarovalništva in v financah takojšnje
primere uporabe.
Označimo z % funkcional, ki je odvisen of porazdelitve Ψ(L). Ta lahko na
primer predstavlja mero tveganja ali cenilno funkcijo za Ψ(L). Izračunali bi radi
%(Ψ(L)) vendar za to potrebujemo porazdelitveno funkcijo Ψ(L) ter posledično
skupno porazdelitveno funkcijo slučajnega vektorja L.
Pogosto pa imamo na voljo mnogo manj informacij. Predpostavimo, da po-
znamo mejne porazdelitvene funkcije tveganj L1, . . . , Ld. Ob odsotnosti dodatnih
informacij o odvisnostih med L1, . . . , Ld ne moremo izračunati %(Ψ(L)) lahko pa
ob danih predpostavkah povemo nekaj o mejah skupnega tveganja portfelja.
Za določena Ψ in % iščemo spodnjo %min in zgornjo mejo %max, za kateri ob
poznanih mejnih porazdelitvah velja:
%min ≤ %(Ψ(L)) ≤ %max, (10)
Radi bi, da bi bile te meje ostre. To pomeni, da za vse ožje meje obstaja nek
slučajni vektor L z danimi mejnimi porazdelitvami, ki krši katero izmed zgornjih
neenakosti.
Če Ψ(L) predstavlja skupno izgubo finančnega položaja in % mero tveganja,
opisan problem lahko razumemo kot stresni test mere tveganja % pri različnih
odvisnostnih strukturah med posameznimi tveganji. Največje možno tveganje, ki
izhaja iz določenega finančega položaja predstavlja %max.
Opisan problem ima bogato zgodovino na področju verjetnostim, kjer se po-
navadi pojavlja pod imenom Fréchetov problem.
Problem iskanja mej v (10) pri poznanih mejnih porazdelitvenih funkcijah
lahko preoblikujemo v optimizacijski problem. Izračunati moramo:
%min = inf{%(Ψ(L)) : FL ∈ F(F1, . . . , Fd)}
%max = sup{%(Ψ(L)) : FL ∈ F(F1, . . . , Fd)}
kjer F(F1, . . . , Fd) označuje Fréchtov razred vseh možnih skupnih porazdelitvenih
funkcij FL na Rd z danimi mejnimi porazdelitvenimi funkcijami F1, . . . , Fd.
V določenih primerih lahko rešitev poiščemo z analitičnimi metodami toda
obstaja tudi vrsta numeričnih metod za rešitev tega problema. Ena izmed njih,
algoritem prerazporeditve, bo podrobneje predstavljena v tej magistrski nalogi.
5.2.1 Tvegana vrednost skupne izgube portfelja
Tvegana vrednost skupne izgube portfelja L+ pri stopnji zaupanja α ∈ (0, 1) je
definirana kot α-kvantil skupne porazdelitve faktorjev tveganja FL+(x):
VaRα(L+) = F−1L+ (α) = inf{x ∈ R : FL+(x) > α},
Trenutna regulativa za bančni nadzor večjim bankam dovoljuje izračun rizič-
nega kapitala s pomočjo lastnih internih modelov. Pri operativnih tveganjih tako
regulativa Basel II omogoča finančnim institucijam popolno svobodo pri izbiri
stohastičnih modelov. Izračunani rizični kapital mora ustrezati 99,9% kvantilu
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porazdelitve skupne izgube v obdobju enega leta. Posamezne podrobnosti o no-
tranjih in zunanjih podatkih institucij na tem mestu izpustimo saj pri predstavitvi
algoritma niso pomembne.
Izračun tveganega kapitala torej običajno temelji na tvegani vrednosti sku-
pne izgube portfelja L+ v obdobju enega leta pri stopnji zaupanja α = 0,999.
Privzeta niso nobena posebna pravila o medsebojni odvisnosti med posameznimi
faktorji tveganja, velja le, da morajo biti upoštevane odvisnosti verjetne in dobro
utemeljene.
Izračun tvegane vrednosti VaRα(L+) zahteva izbiro primernega modela za sku-
pno porazdelitveno funkcijo slučajnega vektorja (L1, . . . , Ld)′, za kar bi potrebo-
vali obširen d-variaten vzorec preteklih izgub, ki pa pogosto ni na voljo. Na voljo
imamo le posamezne izgube mejnih faktojev tveganja Li, iz katerih lahko potem
s primernimi statističnimi ocenami dobimo oceno za porazdelitev Fi. Odvisnosti
med posameznimi faktorji tveganja Li pa so v celoti ali vsaj delno neznane.
V skladu z običajno prakso skupna kapitalska zahteva C predstavlja seštevek
tveganih vrednosti posameznih mejnih izgub Li pri 99,9% stopnji zaupanja:
VaR+α (L+) =
d∑
i=1
VaRα(Li) =
d∑
i=1
F−1i (α).
Tu VaR+α (L+) predstavlja seštevek tveganih vrednosti v komonotonem scenariju,
ko so posamezna mejna tveganja med seboj popolnoma pozitivno odvisna. Takrat
je skupna tvegana vrednost portfelja kar enaka vsoti tveganih vrednosti posame-
znih mejnih tveganj.
Dejansko so v finančni industriji značilne naslednje vrednosti za skupno kapi-
talsko zahtevo:
C = δVaR+α (L+), 0 < δ ≤ 1 (11)
kjer δ pogosto leži na intervalu (0,7, 0,9) in izraža učinke diverzifikacije portfelja.
Iz kapitalskih zahtev temelječih na enačbi (11) bi torej pričakovali, da je tvegana
vrednost subaditivna mera tveganja, kar pa ne drži.
Ob predpostavki popolne pozitivne odvisnosti med posameznimi faktorji tve-
ganja lahko upravičimo, da vzmamemo primer brez diverzifikacije torej δ = 1. Res
pri komonotoni strukturi odvisnosti velja:
VaRα(L+) = VaR+α (L+).
Predpostavka popolne odvisnosti med posameznimi slučajnimi izgubami ni reali-
stična, saj so te po naravi tipično homogene in torej niso popolnoma korelirane.
Čeprav predpostavka δ = 1 pogosto velja za zelo konzervativno, pa je pri zelo
asimetrično porazdeljenih mejnih izgubah in pri posebnih odvisnostih med po-
sameznimi mejnimi izgubami dejanski δ lahko še večji, saj tvegana vrednost ni
subaditivna mera tveganja. Do tega gotovo lahko pride, recimo pri operativnih
tveganjih.
Očitno je, da pri izračunu skupnih kapitalskih zahtev C obstaja občutna mo-
delska negotovost v faktorju diverzifkacije δ, ki lahko dejansko preseže aditivini
primer δ = 1. Fréchtov problem in v naslednjih straneh predstavljen algoritem
nam omogoča obravnavo ravno takšne modelske negotovosti.
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V zadnjem času je bilo razvitih več numeričnih in analitičnih tehnik za izračun
konzervativnih vrednosti za VaR(L+) pri različnih predpostavkah o odvisnostih
med posameznimi slučajnimi spremenljivkami izgub Li. Namen naloge je pred-
stavitev teh metodologij in vpogled v strukturo odvisnosti, ki opisuje najslabšo
možno tvegano vrednost.
Omejimo se sedaj na Fréchtov problem, kjer Ψ predstavlja skupno izgubo por-
tfelja, mera tveganja % pa tvegano vrednost portfelja VaR.
Tvegana vrednost skupne izgube
L+ =
d∑
i=1
Li
zagotovo ni enolično določena z mejnimi porazdelitvenimi funkcijami F1, . . . , Fd
slučajnih spremenljivk izgub Li. Obstaja namreč neskončno skupnih porazdeli-
tev v Rd z danimi mejnimi porazdelitvenimi funkcijami F1, . . . , Fd. Kot v splo-
šnem primeru označimo z F (F1, . . . , Fd) Fréchtejev razred vseh možnih skupnih
porazdelitvenih funkcij FL na Rd z danimi mejnimi porazdelitvenimi funkcijami
F1, . . . , Fd.
Spodnji in zgornji meji, v katerih se nahaja tvegana vrednost skupne izgube
pri stopnji zaupanja α ∈ (0, 1), sta potem določeni z
VaRα(L+) = sup{VaRα (L1 + . . .+ Ld) : FL ∈ F (F1, · · · , Fd)} (12)
VaRα(L+) = inf {VaRα (L1 + . . .+ Ld) : FL ∈ F (F1, · · · , Fd)} , (13)
Od tod sledi, da se tvegana vrednost skupne izgube nahaja na intervalu
VaRα(L+) ≤ VaRα(L+) ≤ VaRα(L+),
Zgornji meji tvegane vrednosti skupne izgube VaRα(L+) pravimo tudi najslabša
možna tvegana vrednost skupne izgube portfelja pri stopnji zaupanja α. Podobno
spodnji meji VaRα(L+) pravimo tudi najboljša možna tvegana vrednost portfelja.
Opisane meje so stroge, torej jih ni mogoče izboljšati brez dodatnih informacij o
strukturi odvisnosti med posameznimi faktorji tveganja portfelja.
Strukturi odvisnosti, ki pripada slučajnemu vektorju izgub (L∗1, · · · , L∗d), za
katerega ob danih mejnih porazdelitvah velja
VaRα(L+) = VaRα (L∗1, · · · , L∗d) ,
pravimo najslabša možna struktura odvisnosti. Podobno vsaki kopuli, ki pripada
slučajnemu vektorju izgub (L∗1, · · · , L∗d) , za katerega ob danih mejnih porazdeli-
tvah velja
VaRα(L+) = VaRα (L∗1, · · · , L∗d) ,
pravimo najboljša možna struktura odvisnosti.
S pomočjo Sklarjevega izreka lahko problem iskanja tvegane vrednost skupne
izgube portfelja opisan v enačbah (12) in (13) preoblikujemo v optimizacijski pro-
blem na množici vseh d-dimenzionalnih kopul Cd:
VaRα(L+) = sup
{
VaRα
(
LC1 + . . .+ LCd
)
: C ∈ Cd
}
, (14)
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VaRα(L+) = inf
{
VaRα
(
LC1 + . . .+ LCd
)
: C ∈ Cd
}
, (15)
Slučajni vektor (LC1 , . . . , LCd ) je tu definiran kot vektor z mejnimi porazdelitvami
izgub L1, . . . , Ld in pripadajočo kopulo C.
V splošnem ne obstaja enostavna rešitev za zgoraj naštete enačbe. To je še
posebaj res, ko imamo opravka z več kot tremi različnimi tveganji (d > 3). V ve-
liki meri je to posledica tega, da tvegana vrednost ni subaditivna mera tveganja.
Torej posamezni faktorji tveganj v strukturi odvisnosti, ki pripada najslabši tve-
gani vrednosti skupne izgube niso nujno popolnoma pozitivno odvisni. Posledično
kopula komonotonostiM ni nujno najslabša možna struktura odvisnosti. Namreč,
če so posamezni faktorji tveganja povezani prek kopule komonotonosti M potem
velja:
VaR+α (L+) = VaRα(LM1 + . . .+ LMd ) =
d∑
i=1
VaRα(Li) =
d∑
i=1
F−1i (α), (16)
Hkrati pa ni težko najti primerov iz področja kvantitativnega obvladovanja tveganj
kjer za kopulo C 6= M velja
VaRα(LC1 + · · ·+ LCd ) >
d∑
i=1
VaRα(Li).
Podobno v dveh dimenzijah velja, da nasprotno monotona kopula v splošnem ne
predstavlja najboljše možne strukture odvisnosti.
5.3 Popolna mešanost porazdelitve
Koncept popolne negativne in popolne pozitivne odvisnosti med tveganji priso-
ten v Frèchetovih mejah torej ne opisuje dobro robnih vrednosti tvegane vrednosti
skupne izgube. Nesubaditivne mere tveganja zahtevajo poznavanje drugačnih kon-
ceptov odvisnosti med tveganji. Vpeljimo pojem popolne mešanosti porazdelitve.
Ta bo zelo koristen pri izračunu mej tvegane vrednosti skupne izgube.
Definicija. Porazdelitvena funkcija F na R je d-popolno mešana, če obstaja d
slučajnih spremenljivk X1, . . . , Xd enako porazdeljenih kot F , takšnih, da je
P (X1 + . . .+Xd = c) = 1, (17)
za neko konstanto c ∈ R. Vsakemu vektorju (X1, . . . , Xd)′, ki zadošča (17) in za
katerega velja Xi ∼ F, 1 ≤ i ≤ d pravimo d-popolna mešanica porazdelitve F . Če
ima porazdelitvena funkcija F končen prvi moment µ velja še c = µd.
Popolna mešanost je povezana s konceptom negativne odvisnosti tveganj. V
dveh dimenzijah iz popolne mešanosti sledi komonotonost tveganj. Slučajni vektor
(L1, L2)′ je 2-popolna mešanica, če in samo če je L1 = k − L2 skoraj gotovo od
koder sledi, da takšnemu slučajnemu vektorju pripada nasprotno monotona kopula
W (obratno v splošnem ne velja).
V višjih dimenzijah (d ≥ 3) za d-popolno mešane slučajne vektorje velja, da
ima vsota L1 + . . . + Ld ob danih mejnih porazdelitvenih funkcijah najmanjšo
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varianco. Slučajni vektor (L1, . . . , Ld) z enako porazdeljenimi mejnimi tveganji je
d-popolna mešanica, če in samo če je varianca vsote L1 + . . .+ Ld enaka 0.
Za razliko od Fréchetovih mej ne obstaja intuitiven matematičen zapis za ko-
pule slučajnih vektorjev, ki so d-popolne mešanice. Ponazorimo to na preprostem
diskretnem primeru. Izberimo porazdelitev
F ∼
(
1 2 3 4 5
1/5 1/5 1/5 1/5 1/5
)
Spodnja matrika predstavlja 3-popolno mešanico porazdelitve F . Vsako vrstico si
lahko predstavljamo kot vektor v R3 s pripadajočo gostoto verjetnosti 1/5.
1 5 3
2 3 4
3 1 5
4 4 1
5 2 2

Ker so vsote posameznih vrstic v zgornji matriki enake (k = 9) od tod sledi, da je
porazdelitevna funkcija 3-popolno mešana. Pripadajoča matrika treh enako po-
razdeljenih komonotonih tveganj s porazdelitveno funkcijo F pa bi imela naslednjo
strukturo: 
1 1 1
2 2 2
3 3 3
4 4 4
5 5 5
 ,
Očitna je razlika med kompleksnostjo strukture odvisnosti, ki pripada komonoto-
nim tveganjem in strukturo odvisnostjo, ko je porazdelitev 3-popolna mešanica.
5.4 Homogena mejna tveganja
Predpostavimo, da poznamo mejne porazdelitvene funkcije slučajnega vektorja
izgub (L1, . . . , Ld)′ medtem, ko je pripadajoča struktura odvisnosti popolnoma
neznana. V zadnjem času je bilo razvitih več numeričnih in analitičnih orodij za
izračun razpona za tvegano vrednost skupne izgube pri takšnih predpostavkah.
Ločimo homogeni primer kjer so vsa mejna tveganja enako porazdeljena in pa
nehomogen primer, kjer se porazdelitvene funkcije mejnih tveganj lahko razliku-
jejo.
Homogena mejna tveganja. Privzemimo, da so mejna tveganja Li enako poraz-
deljena s porazdelitveno funkcijo F . V d = 2 se izračun mej za tvegano vrednost
ob pogoju, da F zadostuje določenim pogojem regularnosti prevede v enostavno
formulo:
Izrek. Naj bo F zvezna porazdelitvena funkcija na [0,∞) katere gostota verjetnosti
je od nekega xF ≥ 0 dalje padajoča. Potem za d = 2 in F1 = F2 = F velja
VaRα(L+) = F−1(α) in VaRα(L+) = 2F−1
(1 + α
2
)
(18)
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za vse α ∈ [F (xF ), 1).
Opomba
1. Če je xF = 0 kot na primer velja pri Paretovi porazdelitvi, potem (18) velja
za vse α ∈ (0, 1),
2. V d = 2 so ostre meje za najslabšo in najboljšo možno tvegano vrednost
poznane pri poljubnih mejnih porazdelitvah F1, F2. Opis formul za splošni
ne nujno homogen primer je na voljo v [5].
Pri dani stopnji zaupanja α je za slučajni vektor (L∗1, L∗2), ki pripada najslabši
možni tvegani vrednosti skupne izgube značilna naslednja struktura odvisnosti
med posameznimi mejnimi izgubami:⎧⎨
⎩L
∗
2 = L∗1 s.g., za L1 < F−1(α)
L∗2 = F−1 (1 + α − F (L∗1)) s.g., za L1 ≥ F−1(α)
,
 


α
α
Slika 4: Najslabša možna struktura odvisnosti za L1 + L2. Mejne izgube so porazdeljene s
Paretovo porazdelitvijo.
Tudi v višjih dimenzijah (d > 2) za homogena mejna tveganja obstajajo upo-
rabne ostre analitične meje za najslabšo možno tvegano vrednost skupne izgube,
vendar so tu predpostavke drugačne.
Definirajmo dualno mejo porazdelitvene funkcije F kot:
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D(s) = inf
t<s/d
d
∫ s−(d−1)t
t F (x)dx
(s− d t) (19)
kjer je F (x) = 1 − F (x). Dualna meja v (19) predstavlja zgornjo mejo za rep
porazdelitve skupne izgube L+, to je velja:
P (L1 + . . .+ Ld > s) ≤ D(s),
Iz tega takoj sledi, da je
VaRα(L+) ≤ D−1(1− α) = inf {s ∈ R : D(s) > 1− α} (20)
Zgornjo mejo za tvegano vrednost skupne izgube D−1(1− α) je možno enostavno
numerično izračunati neodvisno od velikosti portfelja d. Hkrati se pri določenih
dodatnih predpostavkah zgornja neenakost spremeni v enakost.
Izrek. (Dualna meja) Naj velja Fi = F za vse 1 ≤ i ≤ d in naj bo d ≥ 3. Poleg
tega za porazdelitveno funkcijo F z neomejenim nosilcem ter gostoto, ki je od neke
konstante xF naprej strogo padajoča velja, da je za dovolj velik prag s infimum iz
(19) dosežen pri nekem a < s/d, torej je:
D(s) = d
∫ b
a F (x)dx
b− a = F (a) + (d− 1)F (b), (21)
kjer je b = s− (d− 1)a in je F−1(1−D(s)) ≤ a < s/d. Potem za dovolj velik prag
α velja
VaRα(L+) = D−1(1− α), (22)
Opomba
1. Za tveganja porazdeljena s Paretovo porazdelitvijo s parametrom θ > 0 velja
VaRα(L+) = D−1(1− α) pri vseh stopnjah zaupanja α.
2. V splošnem izrek velja pri porazdelitvah F in stopnjah zaupanja α, ki se
tipično pojavljajo na področju kvantitativnega obvladovanja tveganj.
3. Trenutno ne obstaja metoda za analitični izračun najboljše možne tvegane
vrednosti skupne izgube pri d > 3.
4. Zgoraj opisana meja (21) je ostra meja za VaR pri različnem naboru pred-
postavk o porazdeliveni funkciji F . Tako recimo velja za porazdelitve F s
konkavno gostoto verjetnosti na intervalu (a, b), kar nam omogoča izračun
mej pri gama in pri normalnih porazdelitvenih funkcijah.
Slučajnemu vektorju, za katerega pri dani porazdelitvi F , ki zadošča predpostav-
kam zgornjega izreka, velja
VaRα(L+) = VaRα(L∗1 + . . .+ L∗d),
pravimo tudi vektor najslabše možne tvegane vrednosti skupne izgube. Takšni
slučajni vektorji (L∗1, . . . , L∗d)′ zadoščajo naslednjim dvem lastnostim:
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a) Če je mejna izguba L∗i porazdeljena na intervalu (a, b), potem vse mejne izgube
L∗i ležijo na intervalu (a, b) in so d-popolna mešanica, to je za vse 1 ≤ i ≤ d
velja
P (L∗1 + . . .+ L∗d = s|Li ∈ (a, b)) = 1
b) Za vse 1 ≤ i ≤ d in za j 6= i velja
P
(
Lj = F−1a∗ ((d− 1)F a∗(Li))|Li ≥ b
)
= 1
kjer je a∗ = F−1(1 − D(s)) in Fa∗(x) = (F (x) − F (a∗))/F (a∗). Slučajna
spremenljivka Ya∗ d= (L1|L1 ≥ a∗) je porazdeljena s F a∗
Odvisnosti opisane s tema dvema lastnostima lahko povzamemo kot:
če Li ∈ [a∗, a] potem Lj ≥ b za nek j 6= i,
če Li ∈ (a, b) potem ∑dj=1 Lj = VaRα(L+),
če Li ≥ b potem Lj ∈ [a∗, a] za vse j 6= i,
Opisane lastnosti opisujejo obnašanje strukture odvisnosti, ki je značilna za naj-
slabšo možno tvegano vrednost skupne izgube v zgornjem (1 − α) delu mejnih
nosilcev kjer je Li ≥ a∗, (1 ≤ i ≤ d). Obnašanje strukture odvisnosti v spodnjem
α delu nosilcev, pa je mogoče določiti poljubno.
Ločimo dva različna primera. Ali je eno izmed tveganj veliko (večje kot b) in
so ostala majhna (pod pragom a), ali pa vsa ležijo na intervalu (a, b) pri čemer je
njihova vsota enaka VaRα(L+).
Raven superaditivnosti slučajnega vektorja (L1, . . . , Ld)′ pri dani stopnji za-
upanja α lahko izrazimo s pomočjo razmerja superaditivnosti. Definirano je kot
razmerje med naslabšo možno tvegano vrednostjo skupne izgube in med tvegano
vrednostjo izgube, ko so posamezna tveganja med sabo komonotona:
δα(d) =
VaRα(L+)
VaR+α (L+)
,
Razmerje superaditivnosti δα(d) meri stopnjo superaditivnosti tvegane vrednosti
glede na število dimenzij d. Že dolgo je znano, da pri eliptično porazdeljenih
tveganjih velja δα(d) = 1. Tvegana vrednost je za eliptično porazdeljena mejna
tveganja subaditivna.
S pomočjo prej opisanega izreka o dualni meji portfeljev lahko izračunamo
δα(d) za nabor različno porazdeljenih homogenih mejnih portfeljev. Na sliki 5
je prikazanih nekaj takšnih porazdelitev. V naših primerih se razmerje supera-
ditivnosti hitro ustali v neki limiti. Ko ta limita obstaja, ji rečemo konstanta
superaditivnosti in označimo:
δα = lim
d→∞
δα(d),
V portfeljih z velikim številom dimenzij d lahko podamo oceno za najslabšo
možno tvegano vrednost skupne izgube pri dani stopnji zaupanja α kot:
VaRα(L+) ≈ δα VaR+α (L+) = dδα VaRα(L1),
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Slika 5: Razmerje superaditivnosti δα(d) pri različnem števillu dimenzij d pri dveh različnih
stopnjah zaupanja α. Levo razmerje superaditivnosti za homogen slučajni vektor sestavljen iz
LogNormal(2, 1) porazdeljenih mejnih tveganj. Desno prikaz homogenega portfelja sestavljenega
iz Ga(3, 1) porazdeljenih mejnih tveganj.
Iz zgornjega rezultata je razvidno, da je najslabša možna tvegana vrednost homo-
genega portfelja lahko približno δα večja kot tvegana vrednost skupne izgube ob
predpostavki komonotonosti.
Naštejmo sedaj numerične ocene konstante superaditivnosti za nekaj izbranih
porazdelitev, ki se pogosto uporabljajo v finančni industriji. Homogena tveganja
porazdeljena z lognormalno porazdelitvijo LogNormal(2, 1) imajo konstanto su-
peraditivnosti enako δ0,99 ≈ 1,49 in δ0,999 ≈ 1,37. Gama porazdeljena tveganja
Ga(3, 1) imajo δ0,99 ≈ 1,15 in δ0,999 ≈ 1,11. Omenimo še vrednosti za Pareto(2)
porazdeljena tveganja δ0,99 ≈ 2,11 in δ0,999 ≈ 2,03. Superaditivnost Pareto po-
razdeljenih homogenih mejnih tveganj je odvisna od parametra θ. Manjša kot je
θ, večja je superaditivnost tvegane vrednosti skupne izgube. Odvisnost konstante
superaditivnosti je prikazana na spodnji sliki.
Ne obstaja analitičen način za izračun podobnih razmerij za najboljšo mo-
žno tvegano vrednost. S pomočjo v naslednjih straneh predstavljenega algoritma
prerazporeditve lahko izračunamo razmerje superaditivnosti tudi v portfeljih se-
stavljenih iz nehomogenih tveganj.
5.5 Opis algoritma
V portfeljih z nehomogeno porazdeljenimi tveganji prej naštetih mej ne moremo
uporabiti. Pri d = 2 lahko ostre meje za najboljšo in najslabšo tvegano vrednost
skupne izgube izračunamo s pomočjo naslednjega izreka.
Izrek. Za mejna tveganja X1 ∼ F1 in X2 ∼ F2 velja
M(s) = sup{P (X1 +X2 ≤ s) : Xi ∼ Fi} = inf
x∈R
F1(x−) + F2(t− x),
m(s) = inf{P (X1 +X2 ≤ s) : Xi ∼ Fi} = sup
x∈R
F1(x−) + F2(t− x)− 1,
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Slika 6: Levo je prikazan graf razmerja superaditivnosti δα(d) pri različnem številu dimenzij d
pri dveh različnih stopnjah zaupanja α za slučajni vektor sestavljen iz Pareto(2) porazdeljenih
mejnih tveganj. Desno prikaz limite razmerja supeaditivnosti v d pri različnih parametrih θ
mejnih Paretovih porazdelitev.
Tu F1(x−) predstavlja levo limito za F1 glede na x. Od tod sledijo meje za tvegano
vrednost skupne izgube portfelja L = (X1, X2)′ saj velja VaRα(L) ≤M−1(1− α).
V višjih dimenzijah (d ≥ 3) pa je izračun dualne funkcije D(s) numerično
zahtevnejši. Težavnost izračuna se tipično povečuje s številom blokov enakov
porazdeljenih mejnih tveganj. Izračun dualnih mej je še obvladljiv za relativno
veliko število dimenzij d, če je portfelj sestavljen iz n skupin homogeno porazde-
ljenih mejnih tveganj. Numerična zahtevnost izračuna D(s) je odvisna le od n, in
je neodvisna od velikosti posameznih homogenih skupin. Pomembno je opozoriti,
da pri d ≥ 3 ne obstaja dokaz za ostrost dualnih mej v portfeljih z nehomogenimi
mejnimi porazdelitvami.
Algoritem prerazporeditve (angl. rearrangement algorithm) omogoča izračun
ostrih mej za najslabšo možno tvegano vrednost skupne izgube portelja VaRα(L+)
in najboljšo možno tvegano vrednost skupne izgube VaRα(L+) tudi v portfeljih se-
stavljenih iz nehomogenih mejnih porazdelitev. Predstavljeni algoritem omogoča
izračun mej tudi v nehomogenih portfeljih sestavljenih iz več kot d ≥ 1000 različ-
nih tveganj, kar je veliko več kot so omogočale v preteklosti razvite analitične in
numerične metode. Takšni portfelji so še posebaj uporabni v internih modelih ve-
likih finančnih institucij. Predstavljeni algoritem nam omogoča izračun najboljše
in najslabše tvegane vrednosti skupne izgube pri poljubnem naboru porazdelitev
Fi in pri velikem številu mejnih tveganj d z odlično natančnostjo.
Vpeljimo najprej nekaj pojmov potrebnih za opredelitev algoritma. Slučajna
vektorja a, b ∈ RN sta nasprotno urejena, če velja
(aj − ak)(bj − bk) ≤ 0
pri vseh 1 ≤ j, k ≤ N . Na matriki X ∈ RN×d definiramo operatorja najmanjše
vsote po vrsticah s(X) in največje vsote po vrsticah t(X) kot:
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s(X) = min
1≤i≤N
∑
1≤j≤d
xi,j, t(X) = max1≤i≤N
∑
1≤j≤d
xi,j,
Algoritem za izračun najslabše možne tvegane vrednosti skupne izgube lahko
potem zapišemo kot:
Algoritem za izračun VaRα(L+) :
1. Določi celo število N in željeno natančnost  > 0.
2. Definiraj matriki Xα = (xαi,j) ter X
α = (xαi,j) kot
xαi,j = F−1j
(
α + (1− α)(1− i)
N
)
, xαi,j = F−1j
(
α + (1− α)i
N
)
(23)
za 1 ≤ i ≤ N, 1 ≤ j ≤ d.
3. Naključno prestavi elemente v stolpcih matrik Xα in Xα.
4. Iterativno sortiraj j-ti stolpec matrike Xα dokler ne postane nasprotno ure-
jen vsoti ostalih stolpcev za 1 ≤ j ≤ d. Dobljeno matriko označi z Y α.
5. Ponavljaj prejšnji korak na matriki Y α dokler ne velja
s(Y α)− s(Xα) < ,
Matriko Y α označi z X∗.
6. Ponavljaj koraka 4. in 5. na matriki Xα dokler ne dobiš matrike X∗.
7. Označi sN = s(X∗) in sN = s(X
∗).
Izkaže se, da v praksi velja sN ≤ sN ter
sN ∼= sN ∼= VaRα(L+), (24)
ko gre N →∞,
Ter podobno za najboljšo možno tvegano vrednost skupne izgube portfelja:
Algoritem za izračun VaRα(L+) :
1. Določi celo število N in željeno natančnost  > 0.
2. Definiraj matriki Zα = (zαi,j) ter Z
α = (zαi,j) kot
zαi,j = F−1j
(
α(i− 1)
N
)
, zαi,j = F−1j
(
αi
N
)
(25)
za 1 ≤ i ≤ N, 1 ≤ j ≤ d.
3. Naključno prestavi elemente v stolpcih matrik Zα in Zα.
31
4. Iterativno sortiraj j-ti stolpec matrike Zα dokler ne postane nasprotno urejen
vsoti ostalih stolpcev za 1 ≤ j ≤ d. Dobljeno matriko označi z Wα.
5. Ponavljaj prejšnji korak na matriki Wα dokler ne velja
t(Zα)− s(Wα) < ,
Matriko Wα označi z Z∗.
6. Ponavljaj koraka 4. in 5. na matriki Zα dokler ne dobiš matrike T ∗
7. Označimo tN = s(Z∗) in tN = s(Z
∗).
Izkaže se, da v praksi velja tN ≤ tN ter
tN ∼= tN ∼= VaRα(L+), (26)
ko gre N →∞,
Intervalu (sN , sN) pravimo interval prerazporeditve najslabše možne tvegane
vrednosti skupne izgube. Predstavlja negotovost, ki je prisotna v algoritmu preraz-
poreditve. Dolžina intervala je odvisna od števila mejnih tveganj d, od izbranega
portfelja in od izbranega parametra N . Pri dovolj velikem N velja
sN ≤ VaRα(L+).
Podobno je (tN , tN) interval prerazporeditve za najboljšo možno tvegano vrednost
skupne izgube. Pri dovolj velikem N velja
tN ≥ VaRα(L+).
Potrebno je poudariti, da ne obstaja dokaz, da algoritem konvergira pri vseh
začetnih konfiguracijah matrik. Tako na primer obstaja protiprimer z enakomerno
porazdelitvijo U(0, 1) pri katerem intervala prerazporeditve ne konvergirata k 0,
ko gre N proti neskončno [6]. Vendar pa je ta primer odvisen od posebne izbire
začetne matrike. Tej težavi se v algoritmu izognemo tako, da v tretjem koraku
naključno premešamo elemente v posameznih stolpcih začetnih matrik. Dokaz
konvergence algoritma v takšni obliki ostaja odprt problem. Algoritem nam pri
srednje velikih N poda dobro oceno za tvegano vrednost skupne izgube pri vseh
porazdelitvah, ki se tipično uporabljajo v kvantitativnem obvladovanju tveganj.
V tabelah 1-3 je prikazana natančnost algoritma prerazporeditve v treh različ-
nih homogenih portfeljih sestavljenih iz različnega števila Pareto(2) porazdeljenih
mejnih tveganj. Vsi izračuni so bili opravljeni na prenosniku srednjega razreda iz
leta 2014. Pri različnih stopnjah zaupanja primerjamo dobljen razpon vrednosti
za najslabšo možno tvegano vrednost skupne izgube portfelja z dejanskimi vre-
dnostmi, ki jih dobimo s pomočjo izreka (22). Prikazan je tudi izračunan razpon
vrednosti za najboljšo možno tvegano vrednost skupne izgube portfelja ter tve-
gana vrednost, ko so mejna tveganja med seboj povezana preko komonotone struk-
ture odvisnosti. Vidna je večja razlika med tveganimi vrednostmi pri komonotoni
strukturi odvisnosti ter med najslabšo možno tvegano vrednostjo skupne izgube.
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α VaRα(L+) VaR+α (L+) VaRα(L+) VaRα(L+)
0.99 9,00− 9,00 72,00 141,67 141,66− 141,67
0.995 13,13− 13,14 105,14 203,66 203,65− 203,66
0.999 30,47− 30,62 244,98 465,29 465,28− 465,30
Tabela 1: Primerjava izračunanega razpona prerazporeditve za VaRα(L+) s točnimi vre-
dnostmi. Portfelj je sestavljen iz d = 8 enako Pareto(2) porazdeljenih mejnih tveganj. Izračun
je bil narejen s parametri N = 10000 in  = 0,01 v povprečnem času 5 sekund. Prikazan je tudi
razpon za VaRα(L+) ter tvegana vrednost pri komonotoni strukturi odvisnosti.
α VaRα(L+) VaR+α (L+) VaRα(L+) VaRα(L+)
0,99 45,82− 45,82 504,00 1053,96 1053,80− 1054,11
0,995 48,60− 48,61 735,96 1513,71 1513,49− 1513,93
0,999 52,56− 52,58 1714,88 3453,99 3453,49− 3454,48
Tabela 2: Primerjava izračunanega razpona prerazporeditve za VaRα(L+) s točnimi vre-
dnostmi. Portfelj je sestavljen iz d = 56 enako Pareto(2) porazdeljenih mejnih tveganj. Izračun
je bil narejen s parametri N = 10000 in  = 0,01 v povprečnem času 60 sekund. Prikazan je
tudi razpon za VaRα(L+) ter tvegana vrednost pri komonotoni strukturi odvisnosti.
α VaRα(L+) VaR+α (L+) VaRα(L+) VaRα(L+)
0,99 530,12− 530,24 5832,00 12302,00 12269,74− 12354,00
0,995 562,33− 562,50 8516,10 17666,06 17620,45− 17739,60
0,999 608,08− 608,47 19843,56 40303,48 40201,48− 40467,92
Tabela 3: Primerjava izračunanega razpona prerazporeditve za VaRα(L+) s točnimi vre-
dnostmi. Portfelj je sestavljen iz d = 648 enako Pareto(2) porazdeljenih mejnih tveganj. Izračun
je bil narejen s parametri N = 1000 in  = 0,01 v povprečnem času 40 minut. Prikazan je tudi
razpon za VaRα(L+) ter tvegana vrednost pri komonotoni strukturi odvisnosti.
Z naraščanjem števila mejnih tveganj d ter številom delilnih točk N narašča ča-
sovna zahtevnost algoritma. Pri večjem številu dimenzij d je razpon izračunanih
vrednosti večji, enako velja pri izračunih z manjšim številom delilnih točk N .
Predstavljeni algoritem lahko uporabimo na poljubnem tipu porazdelitve, tudi
pri empiričnih porazdelitvenih funkcijah. V tabelah 1-3 smo izbrali portfelj s
homogenimi mejnimi tveganji, saj lahko v takšnih portfeljih po (22) preverimo
natančnost izračunov. V splošnem velja, da je zahtevnost odvisna od tega kako
zapleten je izračun kvantilov funkcije F−1j . Če je izračun kvantilov trivialen, potem
natančnost in računski čas algoritma nista odvisna od tipa porazdelitev mejnih
tveganj. Če pa je izračun kvantilov porazdelitve numerično zahteven, pa je to
lahko računsko najbolj drag del algoritma.
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Ideja algoritma je preprosta. Osredotočimo se na izračun najslabše možne tve-
gane vrednosti skupne izgube portfelja. Pri fiksni stopnji zaupanja α, j-ti stolpec
matrik Xα in Xα definiranih v (23) predstavlja dve stohastično urejeni diskre-
tizaciji zgornjega (1 − α) dela nosilcev j-tega mejnega tveganja Lj. Algoritem
prerazporedi stolpce matrike Xα v matriko X∗, v kateri velja, da je vsota elemen-
tov poljubne vrstice matrike X∗ večja od sN . Podobno matriko X
α preuredimo v
matriko X∗ v kateri je vsota elementov poljubne vrstice večja od sN . Pri dovolj
velikih N pa se potem izkaže, da v praksi velja:
sN ≤ VaRα(L+) ∼= sN ,
od koder sledi ocena za najslabšo možno tvegano vrednost skupne izgube portfelja.
Podoben razmislek nas pripelje do ocene za najboljšo možno tvegano vrednost
skupne izgube.
Predstavimo delovanje algoritma na primeru portfelja sestavljenega iz treh
enako Pareto(2) porazdeljenih mejnih tveganj. Izberimo N = 50 in izračunajmo
najslabšo možno tvegano vrednost skupne izgube portfelja pri stopnji zaupanja
α = 0,99. Začetna matrika kvantilov Xα je prikazana v tabeli 4 levo. Stolpec j
matrike Xα predstavlja 50-točkovno diskretizacijo zgornjega 1% dela j-te mejne
porazdelitve. V tabeli so prikazane tudi vsote posameznih vrstic in stolpcev ma-
trike Xα. Med iteracijo algoritma stolpce matrike Xα iterativno sortiramo dokler
ne dobimo matrike X∗, v kateri velja, da je vsak stolpec nasprotno urejen glede na
vsoto ostalih stolpcev matrike. V tabeli 4 desno je prikazana matrika X∗. Zaradi
večje preglednosti so posamezne vrstice urejene po skupni vsoti od najmanjše do
največje.
Namen tega postopka je poiskati maksimalno vrednost za najmanjšo vsoto po
vrsticah matrike Xα. Res iz tabele je razvidno, da z algoritmom minimalna vsota
po vrsticah zraste iz 27,000 na 44,7671, medtem, ko ostane vsota po stolpcih enaka
(mejne porazdelitvene funkcije se ne spremenijo). Za dobljeno matriko X∗ je zna-
čilna drugačna struktura odvisnosti pri enakih mejnih porazdelitvah. Najmanjši
element vektorja vsot vrstic matrike X∗ je s50 = 44,7671. Ta predstavlja spodnjo
oceno za najslabšo možno tvegano vrednosti skupne izgube portfelja. Z uporabo
algoritma prerazporeditve na matriki Xα dobimo s50 = 46,4111. Ta vrednost,
najmanjši element vsot po vrsticah matrike X∗ predstavlja zgornjo oceno za naj-
slabšo možno tvegano vrednost skupne izgube portfelja. Opozoriti je potrebno,
da so vrednosti s50 in s50 zaradi tega, ker v 3. koraku algoritma prerazporeditve
naključno premešamo vrstice začetne matrike, v resnici slučajne. Pri dovolj velikih
N postane ta slučajna komponenta dobljenih ocen zanemarljiva.
Algoritem prerazporeditve nam torej za naš homogen portfelj sestavljen iz treh
Paretovo porazdeljenih mejnih tveganj poda naslednjo oceno za najslabšo možno
tvegano vrednost skupne izgube
VaRα(L+) ∈ [44,77, 46,41].
Na sodobnem prenosniku dobimo pri N = 10000 prvi dve decimalki najslabše mo-
žne tvegane vrednosti VaRα(L+) = 45,99 v manj kot eni sekundi. Seveda bi lahko
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Xα 1 2 3 Σ X∗ 1 2 3 Σ
1 9,0000 9,0000 9,0000 27,0000 1 13,43376 15,66667 15,66667 44,7671
2 9,10153 9,10153 9,10153 27,3046 2 12,86750 14,81139 17,25742 44,9363
3 9,20621 9,20621 9,20621 27,6186 3 15,66667 13,14214 16,14986 44,9587
4 9,31421 9,31421 9,31421 27,9426 4 14,43033 16,14986 14,43033 45,0105
5 9,42572 9,42572 9,42572 28,2772 5 15,22214 11,90994 17,89822 45,0303
6 9,54093 9,54093 9,54093 28,6228 6 13,74420 17,89822 13,43376 45,0762
7 9,66004 9,66004 9,66004 28,9801 7 19,41241 12,86750 12,86750 45,1474
8 9,78328 9,78328 9,78328 29,3498 8 20,32007 11,70001 13,14214 45,1622
9 9,91089 9,91089 9,91089 29,7327 9 18,61161 14,43033 12,13064 45,1726
10 10,04315 10,04315 10,04315 30,1295 10 13,4214 13,43376 18,61161 45,1875
11 10,18034 10,18034 10,18034 30,5410 11 16,14986 12,36306 16,67767 45,1906
12 10,32277 10,32277 10,32277 30,9683 12 11,12678 13,74420 20,32007 45,1910
13 10,47079 10,47079 10,47079 31,4124 13 11,70001 12,13064 21,36068 45,1913
14 10,62476 10,62476 10,62476 31,8743 14 11,50000 22,57023 11,12678 45,1970
15 10,78511 10,78511 10,78511 32,3553 15 21,36068 11,50000 12,36306 45,2237
16 10,95229 10,95229 10,95229 32,8569 16 14,81139 15,22214 15,22214 45,2557
17 11,12678 11,12678 11,12678 33,3803 17 12,60828 21,36068 11,30915 45,2781
18 11,30915 11,30915 11,30915 33,9274 18 14,07557 18,61161 12,60828 45,2955
19 11,50000 11,50000 11,50000 34,5000 19 17,89822 12,60828 14,81139 45,3179
20 11,70001 11,70001 11,70001 35,1000 20 11,30915 20,32007 13,74420 45,3734
21 11,90994 11,90994 11,90994 35,7298 21 11,90994 14,07557 19,41241 45,3979
22 12,13064 12,13064 12,13064 36,3919 22 17,25742 16,67767 11,50000 45,4351
23 12,36306 12,36306 12,36306 37,0892 23 12,13064 19,41241 14,07557 45,6186
24 12,60828 12,60828 12,60828 37,8248 24 16,67767 17,25742 11,70001 45,6351
25 12,86750 12,86750 12,86750 38,6025 25 12,36306 10,78511 22,57023 45,7184
26 13,14214 13,14214 13,14214 39,4264 26 10,78511 10,95229 24,00000 45,7374
27 13,43376 13,43376 13,43376 40,3013 27 22,57023 11,30915 11,90994 45,7893
28 13,74420 13,74420 13,74420 41,2326 28 10,95229 24,00000 10,95229 45,9046
29 14,07557 14,07557 14,07557 42,2267 29 24,00000 11,12678 10,78511 45,9119
30 14,43033 14,43033 14,43033 43,2910 30 25,72612 10,62476 10,47079 46,8217
31 14,81139 14,81139 14,81139 44,4342 31 10,62476 10,47079 25,72612 46,8217
32 15,22214 15,22214 15,22214 45,6664 32 10,47079 25,72612 10,62476 46,8217
33 15,66667 15,66667 15,66667 47,0000 33 10,32277 27,86751 10,18034 48,3706
34 16,14986 16,14986 16,14986 48,4496 34 27,86751 10,18034 10,32277 48,3706
35 16,67767 16,67767 16,67767 50,0330 35 10,18034 10,32277 27,86751 48,3706
36 17,25742 17,25742 17,25742 51,7723 36 9,91089 10,04315 30,62278 50,5768
37 17,89822 17,89822 17,89822 53,6947 37 10,04315 30,62278 9,91089 50,5768
38 18,61161 18,61181 18,61161 55,8348 38 30,62278 9,91089 10,04315 50,5768
39 19,41241 19,41241 19,41241 58,2372 39 9,78328 34,35534 9,66004 53,7987
40 20,32007 20,32007 20,32007 60,9602 40 34,35534 9,66004 9,78328 53,7987
41 21,36068 21,36068 21,36068 64,0820 41 9,66004 9,78328 34,35534 53,7987
42 22,57023 22,57023 22,57023 67,7107 42 9,42572 9,54093 39,82483 58,7915
43 24,00000 24,00000 24,00000 72,0000 43 39,82483 9,42572 9,54093 58,7915
44 25,72612 25,72612 25,72612 77,1784 44 9,54093 39,82483 9,42572 58,7915
45 27,86751 27,86751 27,86751 83,6025 45 49,00000 9,31421 9,20621 67,5204
46 30,62278 30,62278 30,62278 91,8683 46 9,31421 9,20621 49,00000 67,5204
47 34,35534 34,35534 34,35534 103,0660 47 9,20621 49,00000 9,31421 67,5204
48 39,82483 39,82483 39,82483 119,4745 48 9,00000 9,10153 69,71068 87,8122
49 49,00000 49,00000 49,00000 147,0000 49 69,71068 9,00000 9,10153 87,8122
50 69,71068 69,71068 69,71068 209,1320 50 9,10153 69,71068 9,00000 87,8122
Σ 851,72901 851,72901 851,72901 Σ 851,72901 851,72901 851,72901
Tabela 4: Levo matrika Xα pri α = 0,99 in N = 50. Ta matrika predstavlja komonotonost med
diskretnimi mejnimi porazdelitvenimi funkcijami. Desno matrika Xα, ki jo dobimo z iterativnim
prerazporejanjem elementov v stolpcih matrike Xα. Vrstice matrike so urejene glede na vsote
posameznih vrstic. Prikazana so matrike, ki jih dobimo pri treh Pareto(2) porazdeljenih mejnih
tveganji.
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Poslovno področje i i βi
Podjetniško financiranje 1 1,19 774
Trgovanje in prodaja 2 1,17 254
Bančno poslovanje s prebivalstvom 3 1,01 233
Komercialno bančništvo 4 1,39 412
Plačila in poravnave 5 1,23 107
Storitve agencij 6 1,22 243
Upravljanje s premoženjem 7 0,85 314
Posredniške storitve 8 0,98 124
Tabela 5: Empirične vrednosti parametrov posplošene Pareto porzdelitve za osem različnih
kategorij operativnih tveganj.
v našem homogenem primeru s pomočjo izreka o dualni meji v trenutku dobili
točno vrednost. Glavna prednost predstavljenega algoritma je, da ga lahko upo-
rabimo tudi v nehomogenih portfeljih in, da lahko z njegovo pomočjo izračunamo
tudi ocene za najboljšo možno tvegano vrednost skupne izgube portfelja.
Zanimivo je, da je že pri N = 50 dobljen rezultat blizu dejanski najslabši
možni odvisnosti med mejnimi tveganji. V tabeli 4 desno je prikazana končna
matrika X∗, ki jo dobimo z algoritmom v našem primeru. Takoj je razvidno, da
se v vrsticah te matrike pojavljata dve strukturi. Ali so vsi elementi blizu drug
drugemu (vrstice 1-29) in je njihova vsota malenkost večja od s50 = 44,77671.
Ali pa je eden izmed njih velik (vrstice 30-50) in so ostali majhni. Ta dihotomija
postane še očitnejša pri večjih N .
5.5.1 Primer uporabe: operativna tveganja
Poglejmo si sedaj bolj realen primer, ki izhaja iz področja operativnega tveganja.
Imejmo portfelj sestavljen iz mejnih tveganj porazdeljenih s posplošeno Pareto
porazdelitvijo. Torej, predpostavimo, da so porazdelitvene funkcije posameznih
tveganj oblike
Fi(x) = 1−
(
1 + ξi
x
βi
)−1/ξi
x ≥ 0, 1 ≤ i ≤ d,
Za posplošeno Paretovo porazdelitev velja, da je pri parametru oblike ξi ≥ 1
njeno matematično upanje neomejeno E(Li) =∞. Pri parameterih, ki ležijo med
1/2 ≤ ξi < 1 pa imajo posplošene Paretovo porazdeljene slučajne spremenljivke
končno matematično upanje E(Li) <∞ ter neomejeno varianco V (Li) =∞.
V tabeli 5 so zapisani parametri oblike i in merila βi za porazdelitve posame-
znih posplošeno Paretovo porazdeljenih mejnih tveganj. Izbrana poslovna podro-
čja izhajajo iz druge kvantitativne študije (angl. second Quantitative Impact Study
(QIS)) bančne regulative Basel II. Za parametre pripadajočih posplošenih Pare-
tviho porazdelitev vzamemo empirične vrednosti iz ene izmed obstoječih raziskav
tega področja [7].
Pri teh predpostavkah so za porazdelitve posameznih mejnih tveganj L1, . . . , L8
značilni debeli repi. Tako ima šest od osmih mejnih porazdelitev tveganj neskončno
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matematično upanje. Ostali dve, operativno tveganje pri upravljanju s premože-
njem in pri posredniških storitvah, pa imata neomejeno varianco porazdelitve.
Izbrane vrednosti za i in βi so podane le kot primer. Opozoriti je potrebno, da
natančnejša analiza vseh ostalih statističnih vprašanj, ki se pojavljajo pri opera-
tivnih tveganjih zahteva dodatno obravnavo.
V tabeli 6 so prikazane ocene za najboljšo in najslabšo tvegano vrednost skupne
izgube portfelja operativnih tveganj izračunane s pomočjo algoritma prerazporedi-
tve, ocena tvegane vrednosti pri komonotonih mejnih tveganjih VaR+α (L+) ter ob
predpostavki neodvisnih mejnih tveganjih VaRα(LΠ,+) pri različnih stopnjah zau-
panja α. Tvegano vrednost za neodvisno porazdeljena mejna tveganja izračunamo
s pomočjo ocene
P (LΠ,+ > x) ∼
x→∞ P (max1≤i≤dLi > x), (27)
Zgornja ocena velja za enako porazdeljene subeksponentne slučajne spremen-
ljivke, bolj splošno pa tudi pri neodvisnih slučajnih spremenljivkah, če za spre-
menljivko z najdebelejšim repom porazdelitve velja, da ima subeksponentno po-
razdelitev [8]. Takšni oceni pravimo ocena največje izgube (angl. largest loss
approximation) in je numerično slaba razen pri porazdelitvah z zelo debelimi repi
kot v našem primeru. Takšna ocena ima pri operativnih tveganjih smisel tudi
iz bolj aplikativnega vidika. Za primer navedimo vsaj primere nepoštenih trgov-
cev z vrednostnimi papirji kot npr. Nick Leeson (Barings Bank), Jérôme Kerviel
(Société Générale) in Kweku Adoboli (UBS).
α VaRα(L+) VaR+α (L+) VaRα(LΠ,+) VaRα(L+)
0,99 1,78× 105 5,14× 105 7,08× 105 2,56× 106
0,995 4,68× 105 1,22× 106 1,68× 106 5,96× 106
0,9999 4,38× 106 9,33× 106 1,28× 107 4,34× 107
Tabela 6: Ocene za tvegano vrednost slučajnega vektorja sestavljenega iz d = 8 posplošeno
Paretovo porazdeljenih slučajnih spremenljivk s parametri iz Tabele 5 pri različnih predpostav-
kah medsebojne odvisnosti. Ocene za tvegano vrednost so izračunane s pomočjo algoritma
prerazporeditve z N = 2× 106 in  = 0,1 v približno devetih minutah.
Iz tabele 6 je razvidno, da tvegana vrednosti pri komonotoni odvisnostni struk-
turi mejnih tveganj nezadostno opisuje tveganost portfelja, saj je
VaRα(LΠ,+) > VaR+α (L+)
kar je značilno za mejna tveganja s porazdelitvami z neskončnim matematičnim
upanjem. Za dan portfelj operativnih tveganj z algoritmom prerazporeditve do-
bimo natančne ocene za najslabšo možno tvegano vrednost skupne izgube port-
felja VaRα(L+) ter za najboljšo tvegano vrednost skupne izgube VaRα(L+) pri
N = 2× 106 v približno 9 minutah.
5.5.2 Pozitivna odvisnost mejnih tveganj
Struktura odvisnosti značilna za najslabšo možno tvegano vrednost skupne izgube
portfelja se lahko zaradi minimalne variance v delu, kjer so mejna tveganja ali na-
sprotno monotona d = 2 ali popolna mešana d ≥ 3 lahko zdi nerealna. Z dodatno
37
predpostavko pozitivne odvisnostne strukture lahko pri znanih mejnih porazde-
litvah slučajnega vektorja (Li, . . . , Ld)′ zmanjšamo interval dopustnih tveganih
vrednosti. Vendar pa s predpostavko pozitivne odvisnosti tveganj ne odpravimo
nasprotno komonotonih ali popolno mešanih delov iz strukture odvisnosti značilne
za najslabšo možno tvegano vrednost skupne izgube portfelja in poleg tega ne iz-
boljšamo občutno ocene za VaRα(L+). Vpeljimo najprej bolj natačno definicijo
pozitivne odvisnosti tveganj:
Definicija. Slučajni vektor (L1, . . . , Ld)′ je pozitivno odvisen v spodnjem kvadrantu
(PLOD), če za vse (x1, . . . , xd)′ ∈ Rd velja
P (L1 ≤ x1, . . . , Ld ≤ xd) ≥
d∏
i=1
P (Xi ≤ xi) =
d∏
i=1
Fi(xi) (28)
in pozitivno odvisen v zgornjem kvadrantu (PUOD), če za vse (x1, . . . , xd)′ ∈ Rd
velja
P (L1 > x1, . . . , Ld > xd) ≥
d∏
i=1
P (Xi > xi) =
d∏
i=1
Fi(xi), (29)
Če je vektor tveganj (L1, . . . , Ld)
′ pozitivno odvisen tako v spodnjem kot v zgornjem
kvadrantu pravimo, da je pozitivno kvadrantno odvisen (POD).
Pri dodatnih predpostavkah o pozitvni odvisnosti mejnih tveganj obstajajo
različne meje za interval dopustnih tveganih vrednosti skupne izgube potfelja [9] in
[10]. Navedimo najpombnejše rezultate za pozitivno kvadrantno odvisne slučajne
vektorje. V nadaljevanju uporabljamo enake oznake kot v splošnem primeru.
Izrek. Če je slučajni vektor (L1, . . . , Ld) pozitivno odvisen v spodnjem kvadrantu s
homogenimi mejnimi tveganji porazdeljenimi s funkcijo porazdelitve F , ki ima na
celotnem definicijskem območju padajočo pripadajočo gostoto porazdelitve, potem
za vsak fiksen prag s ∈ R velja:
VaRα(L+) ≤ dF−1
(
(1− α) 1d
)
(30)
Tu velja omeniti, da ob malenkost bolj zapletenih predpostavkah v splošnem
meja (30) velja pri poljubnem naboru mejnih tveganj ter, da obstajajo tudi meje
za najboljšo možno tvegano vrednost skupne izgube portfelja.
V dveh dimenzijah je opisana meja ostra. Na sliki 7 je prikazana kopula po-
zitivno v zgornjem kvadrantu odvisnega slučajnega vektorja (L∗1, L∗2)′ za katerega
velja:
VaRα(L∗1 + L∗2) = VaRα(L+).
Tako kot v splošnem primeru pripadajoča struktura odvisnosti vsebuje nasprotno
monotoni del, v katerem sta tveganji skoraj gotovo padajoči funkciji drug druge.
Predpostavka pozitivne kvadrantne odvisnosti torej ne odpravi možnosti pojava
takšnih optimalnih kopul. Glede na obliko optimalne kopule pri dodatni pred-
postavki pozitivne kvadrantne odvisnosti torej ne moremo pričakovati občutne
spremembe v mejah dopustnih tveganih vrednosti skupne izgube portfelja.
Pri večjem številu mejnih tveganj d ≥ 3 meja (30) ni ostra. Izkaže se, da
je dualna meja, ki jo dobimo v neomejenem primeru boljša kot zgornja ocena,
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Slika 7: Bivariatna kopula slučajnega vektorja (L∗1, L∗2) pri kateri ima slučajni vektor najslabšo
možno tvegano vrednost skupne izgube ob dodatni predpostavki pozitivne kvadrantne odvisnosti.
ki upošteva dodatno predpostavko o pozitivni kvadrantni odvisnosti slučajnega
vektorja. Na sliki 8 so prikazane izračunane meje za več različnih homogenih
portfeljev sestavljenih iz Pareto(2) porazdeljenih mejnih tveganj. Pri d ≥ 3 je
iskanje uporabne meje za najslabšo možno tvegano vrednost skupne izgube pri
danih mejnih porazdelitvah in ob predpostavki pozitivne kvadrantne odvisnosti še
vedno odprt problem. Vendar pa tudi ob dodani predpostavki ni za pričakovati
občutnega izboljšanja glede na obstoječe meje, ki veljajo za poljuben slučajni
vektor tveganj.
5.5.3 Informacije o mejnih porazdelitvah višjega reda
Meje za najslabšo tvegano vrednost skupne izgube so v portfeljih sestavljenih iz
homogenih mejnih tveganj v splošnem dane z dualnimi mejami (19). Če dodamo
še predpostavko pozitivne kvadrantne odvisnosti slučajnega vektorja tveganj, se
meje za najslabšo tvegano vrednost portfelja ne spremenijo občutno. Seveda pa
imamo lahko na voljo še mnogo več informacij o medsebojni odvisnosti mejnih tve-
ganj portfelja (L1, . . . , Ld)′. Takšne informacije bi lahko na primer bile določene
predpostavke o posameznih skupinah mejnih tveganj portfelja. Eden izmed argu-
mentov, ki bi lahko upravičil takšne predpostavke, bi bil recimo ta, da posamezna
tveganja pogosto grupiramo v različne ekonomske sektorje. Vključitev takšnih
predpostavk občutno zmanjša razpon dopustnih vrednosti za tvegano vrednost
skupne izgube portfelja.
Predpostavimo, da v portfelju (L1, . . . , Ld)′ poleg porazdelitve mejnih tveganj
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Slika 8: Primerjava najslabše tvegane vrednosti skupne izgube v splošnem, ob predpostavki
pozitivne kvadrantne odvisnosti in ob komonotoni strukturi odvisonosti. Levo prikaz za portfelj
sestavljen iz treh Pareto(2) porazdeljenih mejnih tveganj pri različnih stopnjah zaupanja α,
Desno enak prikaz za portfelj sestavljen iz petih Pareto(2) porazdeljenih mejnih tveganj.
za nek razred ε množic J ⊂ {1, . . . , d} poznamo skupne porazdelitvene funkcije
FJ , J ∈ ε. Potem posplošen Fréchetov razred
Fε = F(FJ , J ∈ ε)
predstavlja nabor vseh verjetnostih mer na Rd z določenimi podporazdelitvami
mejnih tveganj FJ , J ∈ ε. Brez izgube splošnosti lahko predpostavimo, da velja⋃
J∈E
J = {1, . . . , d}
od tod sledi, da za posplošeni Fréchetov razred velja
FE ⊂ F(F1, . . . , Fd).
Torej je posplošeni Fréchetov razred podrazred razreda vseh možnih skupnih po-
razdelitvenih funkcij skučajnega vektorja (L1, . . . , Ld)′. To v splošnem ni dovolj za
določitev skupne porazdelitvene funkcije portfelja vendar pa takšne dodatne in-
formacije vseeno omejijo razred možnih struktur odvisnosti, kar ima za posledico
zožanje intervala možnih tveganih vrednosti skupne izgube portfelja.
Omejimo se sedaj na bivariatne skupne porazdelitve. Naj bo d sodo število.
Potem označimo razred ε = {{2j − 1, 2j} : j = 1, . . . , d/2}. Posplošeni Fréchetov
razred lahko zapišemo kot:
FE = F(F12, F34, . . . , Fd−1d),
Oceno za interval možnih vrednosti tveganih vrednosti skupne izgube torej do-
ločimo na podlagi dodatnih informacij o porazdelitvenih funkcijah vseh dvodi-
menzionalnih podvektorjev (L2j−1, L2j)′. Naš cilj je poiskati meje za najboljšo in
najslabšo možno tvegano vrednost portfelja pri danih informacijah:
VaREα(L+) = sup {VaRα(L1 + . . .+ Ld) : FL ∈ FE}, (31)
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VaREα(L+) = inf {VaRα(L1 + . . .+ Ld) : FL ∈ FE}, (32)
Te meje predstavljajo izboljšanje glede na najslabšo možno tvegano vrednost sku-
pne izgube portfelja VaRα(L+) in glede na najboljšo možno tvegano vrednost
skupne izgube VaRα(L+) brez upoštevanja dodatnih predpostavk. Pri skupni po-
razdelitvi portfelja FL ∈ FE namreč za tvegano vrednost skupne izgube velja
VaRα(L+) ≤ VaREα(L+) ≤ VaRα(L+) ≤ VaREα(L+) ≤ VaRα(L+), (33)
Algoritem prerazporeditve lahko prilagodimo tako, da nam omogoča najti meje
za najslabšo in najboljšo možno tvegano vrednost skupne izgube ob upoštevanju
dodatnih informacij o bivariatnih skupnh porazdelitvanih funkcijah. Načinu, s
katerim prilagodimo algoritem, pravimo tudi metoda redukcije. Pri tej metodi
vektorju tveganj (L1, . . . , Ld)′ s skupno porazdeliteveno funkcijo FL ∈ F najprej
priredimo slučajni vektor (Y1, . . . , Yn)′ definiran kot:
Yj = L2j−1 + L2j, j = 1, . . . , n = d/2
Če s Hj označimo porazdelitev slučajne spremenljivke Yj, potem ima slučajni
vektor (Y1, . . . , Yn)′ mejne porazdelitvene funkcije H1, . . . , Hn. Od tod lahko z
uporabo algoritma prerazporeditve na slučajnem vektorju (Y1, . . . , Yn)′ izračunamo
reducirane meje za najslabšo in najboljšo možno tvegano vrednost skupne izgube
portfelja (L1, . . . , Ld)′:
VaRrα(L+) = sup {VaRα(Y1 + . . .+ Yn) : FY ∈ F(H1, . . . , Hn)}, (34)
VaRrα(L+) = inf {VaRα(Y1 + . . .+ Yn) : FY ∈ F(H1, . . . , Hn)}, (35)
Iz tega dejstva, da je skupna izguba vektorjev L in Y enaka, potem za prej opisan
razred ε sledi:
VaRrα(L+) = VaR
E
α(L+) in VaRrα(L+) = VaREα(L+),
Prej opisano razmerje (33) med dopustnimi tveganimi vrednosti skupne izgube pri
različnem naboru predpostavk lahko torej zapišemo kot:
VaRα(L+) ≤ VaRrα(L+) ≤ VaRα(L+) ≤ VaRrα(L+) ≤ VaRα(L+),
Izračun reduciranih mej ponazorimo na treh primerih. Najprej privzemimo, da
so bivariatne porazdelitve F2j−1,2j, 1 ≤ j ≤ n enako porazdeljene in določene s sku-
pno porazdelitvijo dveh Paretovo porazdeljenih mejnih porazdelitev s parametrom
θ > 0. Porazdelitve so povezane preko bivariatne Paretove kopule s parametrom
γ 6= 0. Bivariatna Paretova kopula s parametrom γ > 0 je podana z:
CPaγ (u, v) = ((1− u)−1/θ + (1− v)−1/θ − 1)−θ + u+ v − 1,
Ob upoštevanju teh predpostavk je bivariatna porazdelitvena funkcija F12 enaka:
F12(x1, x2) = 1 + ((1 + x1)θ/γ + (1 + x2)θ/γ − 1)−γ − (1 + x1)−θ − (1 + x2)−θ,
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medtem ko so slučajne spremenljivke Yj identično porazdeljene kot:
H(x) = P (Yj ≤ x) = P (Y1 ≤ x) = P (L1 + L2 ≤ x), j = 2, . . . , n,
Porazdelitvena funkcija H(x) je določena z:
H(x) =
∫ x
0
F2|x1(x− x1)dF1(x1),
kjer je z F2|x1 označena pogojna porazdelitev (L2|L1 = x1). V našem primeru
lahko pogojno porazdelitev zapišemo v zaprti obliki kot
F2|x1(x) = 1− (1 + x1)θ/γ+θ
(
(1 + x)θ/γ + (1 + x1)θ/γ − 1
)−γ−1
,
Ker je slučajni vektor (Y1, . . . , Yn)′ homogen, lahko uporabimo izrek o dualni meji
ter tako preko (34) izračunamo reducirano mejo za najslabšo možno tvegano vre-
dnost skupne izgube.
Na sliki 9 je prikazan izračun za najslabšo možno tvegano vrednost skupne
izgube z in brez upoštevanja dodatnih predpostavk o bivariatnih porazdelitvah
pri različnih stopnjah zaupanja α. Vrednosti so izračunane za homogen portfelj
sestavljen iz d = 600 Paretovo porazdeljenih tveganj s parametrom θ = 2. Levo je
prikazana razlika v izračunanih vrednosti pri parametru Paretove kopule γ = 1,5.
Pri takšni kopuli so pari spremenljivk močno pozitivno odvisni. Na desni pa je
prikazan izračun, ko so posamezni pari spremenljivk med seboj neodvisni. V obeh
primerih z upoštevanjem dodatnih predpostavk občutno izboljšamo konzervativne
ocene za najslabšo možno tvegano vrednost skupne izgube portfelja. Večja razlika
je opazna v primeru, ko so pari mejnih tveganj medsebojno neodvisni.
Slika 9: Primerjava izračunane najslabše možne tvegane vrednosti skupne izgube v splošnem z
izračunom v reduciranem primeru. Slučajni vektor je sestavljen iz d = 600 Pareto(2) porazdelje-
nih mejnih tveganj povezanih preko bivariatnih porazdelitvenih funkcij F2j−1,2j . Levo bivariatne
porazdelitvene funkcije s Paretovo kopulo s parametrom γ = 1,5, desno z neodvisnostno kopulo.
Izračun reducirane meje za najslabšo možno tvegano vrednost skupne izgube
je v homogenih portfeljih neodvisen od dimenzionalnosti n slučajnega vektorja
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α VaR+α (L+) VaR
r
α(L+), (A) VaR
r
α(L+), (B) VaRα(L+)
0,99 5400,00 8496,13 10309,14 11390,00
0,995 7885,28 12015,04 14788,71 16356,42
0,9999 18373,67 26832,20 33710,30 37315,70
Tabela 7: Ocene za tvegano vrednost skupne izgube VaRα(L+) pri različnih predpostavkah
medsebojne odvisnosti mejnih tveganj. Slučajni vektor je sestavljen iz d = 600 Pareto(2) po-
razdeljenih slučajnih tveganj. Pri VaR+α (L+) so mejna tveganja povezana preko kopule komo-
notonosti. Pri VaRrα(L+), (A) privzamemo, da so pari mejnih tveganj medsebojno neodvisni.
Pri VaRrα(L+), (B) so bivariatne porazdelitvene funkcije povezane preko Paretove kopule s pa-
rametrom γ = 1,5. Čisto desno še izračun za VaRα(L+) v splošnem primeru, ko ne upoštevamo
dodatnih predpostavk o odvisnostih med mejnimi tveganji.
(Y1, . . . , Yn)′ kar potrjuje uporabnost izreka o dualnih meja v okviru homogenih
mejnih tveganj.
V tabeli 5 je prikazana primerjava izračunanih mej za tvegano vrednost sku-
pne izgube v homogenem portfelju sestavljenem iz šeststo Pareto(2) porazdeljenih
mejnih tveganj ter tvegana vrednost skupne izgube pri različnih medsebojnih od-
visnostih med tveganji. Tako so prikazane dobljene vrednosti pri komonotoni
strukturi odvisnosti, ob predpostavki neodvisnosti parov tveganj, ko za bivaria-
tno porazdelitev vzamemo Paretovo kopula s parametrom θ = 1,5 in pa splošen
primer, ko ne privzamemo nobenih predpostavk o odvisnostih med posameznimi
mejnimi tveganji. Dodatne predpostavke tako vedno skrčijo interval dopustnih
tveganih vrednosti skupne izgube porteflja.
V nehomogenih portfeljih lahko izračunamo meje za tvegano vrednost s pomo-
čjo algoritma prerazporeditve. Predpostavimo, da imamo portfelj d = 2n2 Pare-
tovo porazdeljenih tveganj razdeljenih v n podskupin sestavljenih iz 2n tveganj.
Tveganja iz iste skupine so homogena. V i-ti (1 ≤ i ≤ n) skupini so posamezna
mejna tveganja porazdeljena s Paretovo porazdelitvijo s parametrom θi poleg tega
so bivariatne porazdelitvne funkcije F2j−1,2j, 1 ≤ j ≤ n določene z:
F12(x1, x2) = 1 + ((1 + x1)θ/1,5 + (1 + x2)θ/1,5 − 1)−1,5 − (1 + x1)−θ − (1 + x2)−θ,
Vektor parametrov Paretove porazdelitve v posameznih skupinah θ = (θ1, . . . , θn)′
potem predstavlja popoln opis mejnih porazdelitev portfelja.
V tabeli 8 so prikazane izračunane ocene za najboljšo in najslabšo tvegano
vrednostjo skupne izgube v reduciranem primeru ter najboljšo in najslabšo tvegano
vrednostjo skupne izgube, ko ne upoštevamo dodatnih predpostavk. Podane so
ocene za tri različno velike portfelje pri stopnji zaupanja α = 0,999. Prikazan je
tudi računski čas potreben za izračun ocen za VaRrα(L+) in VaRrα(L+). Ti časi so
v splošnem večji kot v homogenem primeru pri d = n2 dimenzijah. Pri algoritmu
prerazporeditve moramo namreč izračunati kvantile porazdelitev H. Če imamo
na voljo učinkovito proceduro za izračun teh kvantilov je računski čas približno
enak kot v homogenem primeru.
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n d čas VaR0,999(L+) VaRr0,999(L+) VaR+0,999(L+) VaR
r
0,999(L+) VaR0,999(L+)
2 8 8 min 30,47− 30,62 54,84− 55,40 158,49 226,09− 226,10 227,27− 277,28
5 50 28 min 30,47− 30,62 54,87− 55,44 652,92 1024,35− 1024,58 1152,64− 1152,90
18 648 1.8 ur 339,90− 339,97 341,09− 341,22 7373,01 11415,23− 11446,26 12643,78− 12678,12
Tabela 8: Izračun tvegane vrednosti skupne izgube za portfelj sestavljen iz Pareto porazdeljenih
mejnih tveganj z različnimi parametri. Prvi portfelj ima parametre θ = (2, 3)′, drugi portfelj
parametre θ = (2, 2,5, 3, 3,5, 4)′, tretji pa θ = (2, 2,125, . . . , 4, 4,125)′. Pri izračunu najslabše
in najboljše možne tvegane vrednosti v reduciranem primeru so bivariatne porazdelitve F2j−1,2j
dobljene preko Pareto kopule s parametrom θ =!,5. Izračun reduciranih mej je narejen s pomočjo
algoritmom prerazporeditve s parametri N = 50000 in  = 10−3.
Predpostavimo sedaj, da imamo portfelj sestavljen iz d = 8 operativnih tveganj
porazdeljenih s posplošeno Pareto porazdelitvijo s parametri navedenimi v tabeli
5. Posamezna tveganja združimo v štiri podskupine s po dvemi tveganji. Predpo-
stavimo, da so tveganja v posameznih podskupinah med seboj neodvisna, torej, da
imajo bivariatne porazdelitve F12, F34, F56, F78 pripadajočo kopulo neodvisnosti Π.
Razdelitev v posamezne podskupine je poljubna in namenjena le prikazu vrednosti
dodatnih informacij pri izračunu mej za tvegano vrednost. V tabeli 9 je prikazan
z algoritmom prerazporeditve izračunan razpon za najslabšo in najboljšo možno
tvegano vrednost skupne izgube v reduciranem primeru ter ob neupoštevanju do-
datnih predpostavk. Tu je izračun kvantilov konvolucije dveh podeksponentnih
porazdelitev računsko zahteven. Vsak posamezen izračun reduciranih mej tako
traja približno dve uri in pol.
α VaRα(L+) VaRrα(L+) VaR+α (L+) VaRα(LΠ,+) VaR
r
α(L+) VaRα(L+)
0,99 1,78× 105 2,26× 105 5,14× 105 7,08× 105 2,06× 106 2,56× 106
0,995 4,68× 105 5,36× 105 1,22× 106 1,68× 106 4,82× 106 5,96× 106
0,999 4,38× 106 4,72× 106 9,33× 106 1,28× 107 3,56× 107 4,34× 107
Tabela 9: Izračunane ocene za tvegano vrednost skupne izgube pri različnih strukturah od-
visnosti. Portfelj je sestavljen iz d = 8 posplošeno Paretovo porazdeljenih tveganj s parametri
iz tabele 5. Od leve proti desni je prikazan izračun za najboljšo možno tvegano vrednost sku-
pne izgube v splošnem, izračun najboljše možne tvegane vrednosti ob dodatnih informacijah,
ob predpostavki komonotonosti mejnih tveganj, ob neodvisnosti mejnih tveganj, izračun za naj-
slabšo možno tvegano vrednost skupne izgube ob dodatnih informacijah in najslabša tvegana
vrednost brez dodatnih informacij. Posamezne ocene za najboljšo in najslabšo tvegano vrednost
ob upoštevanju dodatnih informacij so izračunane z algoritmom prerazporeditve s parametri
N = 105 in  = 0,1 v približno dveh urah.
Če povzamemo lahko enake metode kot v primeru, ko poznamo samo mejne
porazdelitve tveganj (L1, . . . , Ld)′ uporabimo tudi, ko imamo na voljo dodatne in-
formacije o odvisnosti med posameznimi pari tveganj. Za uporabo metode reduk-
cije potrebujemo zaprto obliko pogojne porazdelitve Fi|x1 pri vseh x1 ∈ R. Takšne
pogojne porazdelitve so značilne za bivariatne porazdelitve z zveznimi mejnimi
porazdelitvami in zvezno kopulo, vendar pa je njihov izračun lahko numerično
zahteven.
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6 Zaključek
Ključna dejavnost v procesu upravljanja s tveganji je kvantitativna določitev pri-
sotnih tveganj. Obstaja več pristopov k merjenju tveganja, vsi pa temeljijo na
tem, da na nek način čim bolje opišemo porazdelitev izgub, ki nastanejo zaradi
teh tveganj.
Različne metode za merjenje tržnih tveganj poskušajo oceniti porazdelitev
prisotnih tveganj, kar se da dobro. Med te metode spadajo recimo variančno-
kovariančna metoda, ocena s pomočjo zgodovinskih podatkov in pa različne Monte
Carlo metode. Dobljene ocene porazdelitev lahko primerjamo s historičnimi po-
razdelivami ter jih na tak način testiramo.
Tveganja pogosto ne opisujemo direktno s porazdelitvami ampak z ustreznimi
merami tveganja. Med te spadajo recimo varianca porazdelitve, tvegana vrednost,
spodnji parcialni momenti ter pričakovani primanjkljaj porazdelitve. Od takšnih
mer bi pričakovali, da zadoščajo določenim minimalnim lastnostim, aksiomom
skladnostmi, ki so v skladu z ekonomsko intuicijo. Vendar se izkaže, da tvegana
vrednost, mera tveganja, ki temelji na kvantilih porazdelitve in se verjetno od vseh
mer še napogosteje uporablja ter je tudi pomemben del aktualnih regulativ Basel
III na področju bančništva in Solventnost II v zavarovalništvu, ne zadošča vsem
aksiomom skladnosti. In sicer ne zadošča aksiomu subaditivnosti, ki pravi, da bi
morala biti mera vsote tveganj manjša ali enaka vsoti mer posameznih tveganj.
Pogosto nas namreč zanima skupna izguba portfelja sestavljenega iz nabora
različnih mejnih tveganj. Za izračun tvegane vrednosti takšnega portelja bi po-
trebovali skupno porazdelitev vseh mejnih tveganj, ki pa pogosto ni na voljo. Ker
tvegana vrednost ni subaditivna v splošnem ne obstaja uporabna ocena za tvegano
vrednost skupne izgube portfelja. V praksi se vsota tveganih vrednosti posame-
znih tveganj pomnoži s faktorjem, ki predstavlja učinke diverzifikacije in je tipično
manjši od 1. Vendar pa je pri nekaterih strukturah odvisnosti med mejnimi tve-
ganji ali pa pri posebnih mejnih porazdelitvah izgub tvegana vrednost celotnega
portfelja lahko večja kot vsota posameznih tveganj.
Pri izračunu tvegane vrednosti skupne izgube torej obstaja občutna modelska
negotovost. Na voljo pa je nabor orodij, ki nam dajo uporabne ocene za najslabše
možne tvegane vrednosti skupne izgube portfelja. V homogenih portfeljih tako
lahko uporabimo izrek o dualnih mejah, s katerim lahko določimo ostro mejo za
najslabšo možno tvegano vrednost skupne izgube. V nehomogenih portfeljih ta-
kšne analitične meje zaenkrat ne obstajao. Obstaja pa algoritem prerazporeditve,
ki nam omogoča iskanje tako najboljše kot najslabše možne tvegane vrednosti
skupne izgube portfelja.
Uporabnost algoritma je velika, saj nam omogoča izračun tveganih vrednosti
tudi v portfeljih z več sto različnimi mejnimi tveganji. Obenem lahko z metodo
redukcije v algoritem uvedemo dodatne informacije in s tem izboljšamo ocene za
najboljšo in najslabšo možno tvegano vrednost skupne izgube. Časovna zahtevnost
algoritma je v največji meri odvisna od težavnosti izračunov kvantilov mejnih
porazdelitev.
Predstavljeni algoritem je možno uporabiti tudi pri izračunu še druge uporabne
mere tveganja pričakovanega primankljaja.
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V prilogi za lažje razumevanje magistrske naloge dodajam nekaj osnovnih in-
formacij o porazdelitvah, ki so opisane v nalogi.
A Matematične porazdelitve
V večjem številu spodaj opisanih porazdelitev se pojavljata gama in beta funkcija.
Gama funkcija je definirana kot:
Γ(α) =
∫ ∞
0
xα−1e−xdx, α > 0
Za gama funkcijo je značilna rekurzivna zveza Γ(α + 1) = αΓ(α). Funkcija beta
je določena z naslednjim predpisom:
β(a, b) =
∫ 1
0
xa−1(1 − x)b−1dx a, b > 0,
za njo velja naslednja rekurzivna zveza β(a, b) = Γ(a)Γ(b)/Γ(a + b).
Beta porazdelitev Slučajna spremenljivka X je porazdeljena z beta porazde-
litvijo X ∼ Beta(a, b), če je njena gostota porazdelitve enaka:
f(x) = 1
β(a, b)x
a−1(1 − x)b−1, 0 < x < 1, a, b > 0,
Enakomerna porazdelitev je poseben primer beta porazdelitve pri a = b = 1.
Matematično upanje in varianca sta
E(x) = α/(α + β) in V (x) = (αβ)/((α + β + 1)(α + β)2),
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Slika 10: Beta porazdelitev pri različnih parametrih α in β.
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Eksponentna porazdelitev Slučajna spremenljivka X ima eksponentno po-
razdelitev X ∼ Exp(λ), če je njena gostota porazdelitve X enaka:
f(x) = λ exp(−λx), x > 0, λ > 0,
Matematično upanje in varianca:
E(x) = λ−1, V (x) = λ−2
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Slika 11: Eksponentna porazdelitev pri različnih parametrih λ.
F porazdelitev Slučajna spremenljivka X ∼ F (ν1, ν2) ima gostoto porazdelitve:
f(x) = 1
β(12ν1,
1
2ν2)
(
ν1
ν2
)ν1/2 x(ν1−2)/2
(1 + ν1x/ν2)(ν1+ν2)/2
, x > 0, ν1, ν2 > 0,
Matematično upanje te porazdelitve obstaja za ν2 > 2:
E(x) = ν2
ν2 − 2 ,
Varianca pa obstaja za ν2 > 4:
V (X) = 2
(
ν2
ν2 − 2
)2 ν1 + ν2 − 2
ν1(ν1 − 4) ,
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Slika 12: F porazdelitev pri različnih parametrih ν1 in ν2.
Gama porazdelitev Slučajna spremenljivka X je porazdeljena z Gama poraz-
delitvijo X ∼ Ga(α, β), če ima gostoto porazdelitve:
f(x) = β
α
Γ(α)x
α−1 exp(−βx), x > 0, α > 0, β > 0,
kjer je Γ(α) gama funkcija. Varianca in matematično upanje gama porazdelitve
sta:
E(X) = α
β
, V (X) = α
β2
,
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Slika 13: Gama porazdelitev pri različnih parametrih α in β.
Eksponentna porazdelitev predstavlja poseben primer gama porazdelitve za
α = 1. Za dve neodvisni gama porazdeljeni slučajni spremenljivki X1 ∼ Ga(α1, β)
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in X2 ∼ Ga(α2, β) velja X1 + X2 ∼ Ga(α1 + α2, β). Če je k > 0 potem velja
kX ∼ Ga(α, β/k) .
Inverzna gama porazdelitev Slučajna spremenljivka X ima inverzno gama
porazdelitev X ∼ Ig(α, β), če je njena gostota porazdelitve enaka:
f(x) = β
α
Γ(α)x
−(α+1) exp(−β/x), x > 0, α > 0, β > 0,
Če je Y ∼ Ga(α, β), potem je 1/Y ∼ Ig(α, β). Za α > 1 je matematično upanje
inverzne gama porazdelitve podano z E(X) = β/(α − 1). Varianca porazdelitve
obstaja za α > 0 in je enaka
V (X) = β2/((α − 1)2(α − 2)).
Negativna binomska porazdelitev Slučajna spremenljivka X s parametri
α > 0 in 0 < p < 1 je porazdeljena z negativno binomsko porazdelitvijo X ∼
NB(α, p), če je njena verjetnostna funkcija enaka:
P (N = k) =
(
α + k − 1
k
)
pα(1 − p)k, k = 0, 1, 2, . . . ,
Matematično upanje in varianca sta
E(X) = α(1 − p)/p in V (X) = α(1 − p)/p2,
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Slika 14: Negativna binomska porazdelitev pri različnih parametrih α in p.
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Posplošena Paretova porazdelitev Slučajna spremenljivka X je porazdeljena
s Paretovo porazdelitvijo X ∼ Pa(α, κ), če je njena porazdelitvena funkcija enaka:
F (x) = 1 −
(
κ
κ + x
)α
, α, κ > 0, x ≥ 0,
Če velja α > n, je n-ti centralni moment Paretovo porazdeljene slučajne spremen-
ljivke podan z:
E(Xn) = κ
nn!
Πni=1(α − i)
,
Posplošena Paretova porazdelitev predstavlja posplošitev družine Paretovih po-
razdelitev. Pogosto se uporablja pri modeliranju porazdelitev repnih vrednosti.
Določena je s parametroma oblike (angl. shape) ξ in merila (angl. scale) β:
F (x) =
⎧⎨
⎩1 − (1 + ξx/β)
−1/ξ, ξ 
= 0
1 − exp (−x/β), ξ = 0 ,
kjer je β > 0 in x ≥ 0 ter ξ ≥ 0 in 0 ≤ x ≤ −β/ξ, ko je ξ < 0. Posplošeni Paretovi
porazdelitvi pravimo posplošena, ker opisuje veliko število različnih skupin po-
razdelitev. Tako za ξ > 0 njena porazdelitvena funkcija predstavlja porazdelitev
običajne Paretove porazdelitve s parametroma α = 1/ξ in κ = β/ξ. Pri ξ = 0
predstavlja eksponentno porazdelitev, pri ξ < 0 pa Paretove porazdelitve tipa II.
Pri ξ > 0 velja E(Xk) = ∞ za vse k ≥ 1/ξ. Matematično upanje posplošene
Paretove porazdelitve je definirano za ξ < 1 in je enako:
E(X) = β/(1 − ξ),
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Slika 15: Posplošena Paretova porazdelitev pri različnih paramtrih ξ. Parameter β = 1. Pri
ξ = 0 imamo eksponentno porazdelitev, pri ξ > 0 Paretovo porazdelitev in pri ξ < 0 Paretovo
porazdelitev tipa II.
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tveganj s parametri iz tabele 5. Od leve proti desni je prikazan izračun za
najboljšo možno tvegano vrednost skupne izgube v splošnem, izračun najboljše
možne tvegane vrednosti ob dodatnih informacijah, ob predpostavki komono-
tonosti mejnih tveganj, ob neodvisnosti mejnih tveganj, izračun za najslabšo
možno tvegano vrednost skupne izgube ob dodatnih informacijah in najslabša
tvegana vrednost brez dodatnih informacij. Posamezne ocene za najboljšo in
najslabšo tvegano vrednost ob upoštevanju dodatnih informacij so izračunane
z algoritmom prerazporeditve s parametri N = 105 in  = 0,1 v približno dveh
urah. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
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