Abstract This paper aims at providing a consistent framework to appraise alternative modeling choices that have driven the so-called "when flexibility" controversy since the early 1990s, dealing with the optimal timing of mitigation efforts and the social cost of carbon (SCC). The literature has emphasized the critical impact of modeling structures on the optimal climate policy. We estimate within a unified framework the comparative impact of modeling structures and investigate the structural modeling drivers of differences in climate policy recommendations. We use the integrated assessment model (IAM) RESPONSE to capture a wide array of modeling choices. Specifically, we analyse four emblematic modeling choices, namely the forms of the damage function (quadratic vs. sigmoid) and the abatement cost (with or without inertia), the treatment of uncertainty, and the decision framework, deterministic or sequential, with different dates of information arrival. We define an original methodology based on an equivalence criterion to compare modeling structures, and we estimate their comparative impact on two outputs: the optimal SCC and abatement 
Introduction
While the climate "proof" is no longer a matter of controversy among climate scientists [22] , the climate policy debate remains highly controversial. In a nutshell, the dynamic puzzle arising from a long-standing debate originated in the early 1990s is about whether we should act strongly now, or gradually, and later.
Some economists promote sharp early abatement as a precautionary measure to prevent potential future catastrophic damage [39] , while others argue that it is more economically sound to postpone abatement efforts (following a so-called "policy-ramp") and tolerate higher potential climate risks given that those risks would be better borne by supposedly richer future generations than relatively poor present ones [33] .
In order to explain such gap in results, the debate has mainly focused on the parametrisation of the integrated assessment models (IAM) used to represent the climate policy debate. In particular, after the release of the Stern [39] Review, much attention has been paid to the choice of the discount rate [9, 32, 45, 48 ] to point out its critical impact on results. Another line of literature tends however to downplay the impact of the discount rate. Sterner and Persson [40] show that the discounting effect can be offset by the effect of relative prices between environmental goods (the quality of the climate) and manufactured reproducible consumption goods. When the former become scarce, then their relative price mechanically goes up and may even compensate for the discounting impact. Hof et al. [20] demonstrate that scientific uncertainties on climate damage and abatement cost matter as much as value judgements on pure time preference in defining "optimal targets" for climate policies. Following this line of literature, Espagne et al. [11] carry out a large sensitivity analysis over model parameters and use an econometric method to point out the impact of model parameters, namely pure time preference, long-term growth, climate sensitivity and technical progress. They show that pure time preference alone cannot account for the whole gap in results.
The purpose of this paper is different. It is to assess the comparative impact of modeling structures on the results. By modeling structures, we mean the functional forms of the architecture of the model such as damage and abatement cost functions, the treatment of uncertainty, the choice of the decision framework (one-shot vs. sequential). Their impacts show up in addition to the variability of results induced by parameters. The impact of modeling structures appears in the distributions of outputs (i.e., results of model runs) which are not the same across the modeling structures we investigate. Surprisingly, less examined in recent years, the impacts of modeling structures, which differentiate competing IAMs, were originally vividly debated in the 1990s. Building on the DICE model [31] , the so-called "when flexibility" controversy has mainly consisted of gradual refinements of the seminal structure of the DICE model exploring the impact of inertia in abatement cost [18] , of non-linearities in damage [1, 23] , of introducing uncertainty [28, 29] , of irreversibility [7, 17, 25, 35, 43] , of learning [24] , and of endogenous technological change [15] . The controversy has been all the more vivid as these choices of modeling structures have significant and non trivial impacts on results. Little has been said however on the impacts of discrepancies between modeling structures.
The framing of the climate policy debate within a sequential decision process comes from Manne and Richels [29] . It brought arguments in favor of both a delay in climate policy or strong early effort of emission reduction. The theoretical roots of these discussions rest on two seminal papers by Henry [19] and Arrow and Fisher [4] who pointed out the ambiguous impact of uncertainty on investment decisions due to an irreversibility effect.
In the Wigley et al. [47] and Ha-Duong et al. [18] controversy in Nature, the socio-technical inertia of the economy has ambivalent impacts. According to Wigley et al. [47] , with a cost-efficiency frame of analysis where CO 2 concentration targets are known, socio-technical inertia drives to lower optimal levels of emission reduction in the short term due to excess economic costs. Moreover, exogenous technical progress reduces abatement cost with time and therefore makes it more economically sound to postpone reduction efforts. On the contrary, Ha-Duong et al. [18] show that socio-technical inertia can justify early efforts, as precautionary measures, as soon as concentration targets are uncertain. In a sequential decision process, where the decision maker knows that information about the true state of nature will be available at some point in time, it becomes optimal to increase precautionary abatement in the short term to avoid the economic cost of sudden acceleration of efforts in case of bad climatic news.
This debates indicate that both economic and environmental irreversibility must be considered [16] : (1) economic irreversibility is due to the fact that installed capital cannot be replaced overnight at no cost, in case of maladaptation, (2) environmental irreversibility of CO 2 emission that will stay into the atmosphere for more than one thousand years [2] . In the modeling practice, economic irreversibility can be represented by integrating inertia into the abatement cost function and environmental irreversibility by threshold effect into the damage function [1, 23] .
If economic irreversibility is not taken into account as in [7] , then the environmental irreversibility requires early abatement efforts. Pindyck [35] sets up a theoretical framework to assess when one type of irreversibility outweighs the other type. He shows that increase in uncertainty always drives to postpone abatement efforts. Kolstad [25] and Ulph and Ulph [43] also show in a two-period analytical model that the economic irreversibility outweighs environmental irreversibility. However, Ha-Duong [17] demonstrates empirically that, in most cases, the environmental irreversibility outweighs economic irreversibility.
In most recent literature, the question of uncertainty on climate impacts has been reframed in terms of insurance against high-temperature catastrophic climate risks [46] . Such insurance metaphor has been originally suggested by Manne and Richels [29] . But these climate change damages are characterized by deep structural uncertainties on both the climate science and welfare losses from high temperatures. The "damage function" is thus a weak link in the economics of climate change, because it is difficult to specify a priori and because the results from a cost-benefit analysis or an IAM can be quite sensitive to its specification at the upper end of extreme impacts. Weitzman [46] investigates what might happen to an economic analysis of climate change with a significantly more reactive damage function than the quadratic one and with PDFs having tails of varying degrees of fatness.
While the literature emphasized the critical impact of the choice of modeling structures on the optimal climate policy, there has been very few contributions, to our knowledge, appraising and comparing the relative impact of modeling structures within a unified framework.
Kopp et al. [27] consider the implications of different damage functions using a unique common reference point for the global level of damage at 2.5 • C. They examine the sensitivity of their results to changes in expected damage at the calibration point of 2.5 • C and find that SCC estimates are highly sensitive to uncertainty in extrapolating damage to high temperatures.
Moyer et al. [30] look at the reasons for the apparent robustness of the SCC values found by the US interagency working group. They examine the possibility that climate change may directly affect productivity. They find first that even a modest impact on TFP increases SCC estimates by many orders of magnitude, and second that SCC is far more uncertain than shown in previous modeling exercises and highly sensitive to assumptions.
Building on this line of literature, this paper investigates the structural modeling drivers of differences in climate policy recommendations and proposes a consistent methodological framework to compare different modeling structures. We are not looking for revealing the "best" modeling structure, as we are in fact agnostic on which structure IAMs should take. Instead, one of the incremental value of this work is to propose an original framework to convert different models into "equivalent" models, making a comparison ceteris paribus of their outputs. This requires the definition of an equivalence criterion. We suggest a particular methodology and open a scientific discussion on how comparing the output of IAMs of different nature in a rigorous manner. We carry out this comparison over 16 modeling structures. We believe that those methodological issues are getting more and more crucial in modeling exercises that always confront the result of very different models.
The paper focuses on the impact of structural modeling choices on two outputs of IAMs which are emblematic of the climate debate: the social cost of carbon (SCC) and abatement level on optimal pathways chosen by a benevolent social planner. The SCC is the additional social damage caused by an additional ton of carbon.
We point out the pure effect of modeling structures by examining the deviation of the two outputs resulting from a change in the modeling structure. To take into account the variability of results induced by different parametrisations, we run a structure not with a single parametrisation but with a large set, and thus obtain a distribution of outputs. The shape of the distribution (as represented by boxplot analysis) varies according to the modeling structure. We want to assess how different modeling structures alter the shape of expected results. We believe that, by comparing modeling structures not on a parametrisation but on an extensive parameter space, we have carefully singled out the relative impact of modeling structures vis-vis parameter choices.
The analysis is carried out with the model RESPONSE [1, 10] . RESPONSE is an IAM which has originally been designed to be a flexible tool, able to adopt different modeling structures and compare results from the modeling frameworks that have driven the "when flexibility" controversy dealing with the optimal timing of mitigation efforts and the optimal SCC. RESPONSE is both sufficiently compact to be easily tractable and detailed enough to be as comprehensive as possible in order to capture a wide array of modeling features. In this paper, we restrict the analysis to four emblematic modeling features, namely the forms of the damage function (quadratic vs. sigmoid), of the abatement cost (with or without inertia), the treatment of uncertainty, and the decision framework (one-shot vs. sequential).
Distributions of results are examined by means of boxplot analysis which makes it easy to compare deformations of results while changing modeling structures. We finally exhibit three key findings on IAMs from the RESPONSE family: (1) when they embed a quadratic damage function they are insensitive to changes of other features of the modeling structure, (2) when they involve a non-convex damage function they entail then contrasting climate strategies, (3) precautionary behaviors can only come up in IAMs with non-convexities in damage.
Section 2 introduces the model RESPONSE and the different modeling structures it can take. Section 3 discusses the parametrisation of RESPONSE and our methodology for comparing the impact of structural modeling choices. Section 4 uncovers the pure impact of modeling structures through a box plot analysis of the distribution of results. Section 5 sums up the three key findings arising from our analysis. Section 6 concludes.
The Model Response

Storyline of the Model
RESPONSE is an IAM that couples a macroeconomic optimal growth model 1 with a simple climate model, following the tradition launched by the seminal DICE model [31] .
The optimization program 2 of RESPONSE aims at maximizing an intertemporal social welfare function composed of the consumption of a composite good 3 . Time horizon of the maximization is 2200. Greenhouse gases (GHG) are responsible for temperature increase and thus for climate damage. GHG emissions are a by-product of the production, offset by costly abatement effort. As climate damage negate part of the production, the optimization process consists in allocating the optimal share of the output among consumption, abatement, and investment.
In the reference modeling structure of RESPONSE based on DICE [33] and PAGE [21, 39] , climate damage as well as abatement cost is represented with quadratic functions. This gives a smooth increasing profile to both functions. The program is solved deterministically as no uncertainty on either technical-economic nor climate dynamics is taken into account.
The flexibility of RESPONSE makes it possible to activate or deactivate some modeling options and thus to rebuild step by step the "when flexibility" controversy. It is possible to add an "inertia effect" in the abatement cost function to take into account the impact of the speed of abatement which turns out to be critical in the case of very bad climate outcome that would require rapid change in abatement path. It is also possible to track threshold effects in climate damage, replacing the quadratic damage function with a sigmoid one which triggers a jump in damage from a certain level of temperature increase.
Other modeling choices have been made in the literature (exponential damage function [14] or damage according to the rate of temperature change as in Tol [41] 's FUND model) and could have been investigated. We limit the analysis to two emblematic damage functions in order to keep it as simple as possible and not to increase the number of possible combinations of modeling structures.
Finally, RESPONSE enables us to switch from deterministic decision-making to decision-making under uncertainty, to reflect the imperfect knowledge on both climate sensitivity (i.e., on atmospheric temperature increase) and climate damage. The optimization program can be solved within either a one-shot or a sequential decision framework to appraise the impact of information arrival at different points in time t i . At time t i , uncertainties about climate sensitivity and damage are resolved 4 .
Deterministic Decision-Making
The Representative Household
We consider a 2200-horizon discrete-time economy inhabited by a continuum of size N t of identical households. These households derive instantaneous utility from consumption of a composite good. A benevolent planner maximizes their intertemporal utility:
with ρ the pure-time preference rate. The model does not endogenise the demographic dynamics, thus the number of households N t evolves exogenously. We use a standard logarithmic utility function as in [39] : 5 ∀c, u(c) = log(c) (2) This instantaneous utility function has the standard properties: it is increasing, twice differentiable and concave. It furthermore follows the Inada condition lim 0 + u = +∞. The elasticity of intertemporal substitution is constant and equal to 1.
The Production Side
The economy produces a unique final good Y t , from capital K t and labor L t . The production function is the traditional Cobb-Douglas:
The share of capital in revenues is α. The labor force L t follows an exogenous pathway; as there is no unemployment nor work-leisure trade-off, L t is equal, up to a normalization factor, to the number of households, or population, N t . The total productivity factor P t evolves exogenously. Depending on the consumption and abatement choices, the capital K t evolves endogenously according to:
The depreciation rate of the capital is δ. The abatement cost function G(a t , a t−1 ) depends on the abatement levels at the current period a t and possibly of the past period a t−1 , in case of inertia. The damage function D(T A,t ) varies with the atmospheric temperature increase T A,t . Abatement cost and damage are expressed relatively to total output Y t , i.e., in percent of GDP.
Emissions of CO 2 are a by-product of the production and can be offset by abatement effort a t . Thus, the total emission level is:
The carbon intensity of production σ t is expected to decline progressively thanks to an exogenous technical progress: (6) with ψ t > 0 that captures the joint impact of technical change and depletion of fossil resources. If the economy grows at rate g, the level of carbon emissions is proportional to e (g−ψ t )t . As long as g > ψ t , carbon emissions would continue to grow over time. To guarantee that emissions decrease by the end of the century, as predicted by the overwhelming majority of available scenarios [22] , ψ t progressively increases so that it can become higher than g.
Abatement a t is expressed in fraction of emissions cut:
If a t = 1, then emissions become null, if a t = 0, then no mitigation efforts are made. As we restrict a t ≤ 1, note that we do not allow for negative emissions.
Damage Function
Two damage functions are used alternatively in RESPONSE. The first possibility is a quadratic function:
where T A,t is the atmospheric temperature increase at time t. The second possibility is a sigmoid (or logistic) function [1] :
This damage function has a linear trend of slope κ with a smooth jump at a temperature threshold T D . The jump of size d is triggered when atmospheric temperature increase T A,t overshoots the threshold. Non-linearity in damage does not occur abruptly but instead progressively over a range η of temperature increase around T D (Fig. 1) .
The solid line curve represents the sigmoidal case: T D is the temperature threshold where the non-linearity occurs, η is the width of the non-linearity phase, d is the size of the jump in damage during the non-linearity phase, and κ is a linear trend of damage. The dotted line curve represents the quadratic case, κ symbolizing the curvature. 
Abatement Cost
The abatement cost function writes:
The cost function has two main components: one that depends only of the current level of abatement a t , and a path-dependent one that penalizes the speed of abatement (a t − a t−1 ). This accounts for an "inertia effect" (when ξ = 0) which makes costly a fast increase in abatement, as in [44] . γ is a parameter of exogenous technical progress on abatement technologies, Z stands for the current price of the backstop technology or put in other words the marginal cost when abatement is maximum (a t = 1). When there is no inertia (ξ = 0), ζ is the marginal cost of the first abatement (a t = 0) at time 0. The marginal cost of the first abatement decreases exponentially thanks to exogenous technical progress (γ ).
The Three-Reservoir Climate Module
The climate module is described through a three reservoirs linear carbon-cycle model. We use Nordhaus' carbon cycle [34] , a linear three-reservoir model (atmosphere, biosphere and surface ocean, and deep ocean). Each reservoir is assumed to be homogeneous in the short run. It is also characterized by a residence time and mixing rates with the two other reservoirs in the long run. Carbon flows between reservoirs depend on constant transfer coefficients. GHG emissions (solely CO 2 here) accumulate in the atmosphere and are slowly removed by biosphere and ocean sinks.
The dynamics of carbon flows are given by:
A t represents the carbon stock of the atmosphere at time t, B t the carbon stock of the upper ocean and biosphere at time t and O t the carbon stock of deep ocean at time t; C trans is the transfer coefficient matrix. As there is no direct exchange between atmosphere and deep ocean, c AO = c OA = 0. In spite of the well-known limitations of this simplified carbon cycle model [2, 3, 12, 13, 42] , it makes it possible to provide policy-relevant information regarding CO 2 atmospheric concentration evolution which could not be delivered by a simple carbon budget rule.
The Two-Box Temperature Module
The temperature module resembles Schneider and Thompson's two-box model [38] and builds on [1] . Two equations are used to describe global mean temperature variation since pre-industrial times in response to additional GHG forcing. More precisely, the model describes the modification of the thermal equilibrium between the atmosphere and surface ocean in response to anthropogenic greenhouse effects.
The radiative forcing equation at time t is given by:
where F 2x is the instantaneous radiative forcing for a doubling of pre-industrial concentration; and A P I is the atmospheric stock at pre-industrial times. The temperature equation is given by:
where T A,t and T O,t are, respectively, global mean atmospheric and ocean surface temperature increases from preindustrial times (in Kelvin); σ 1 , σ 2 , and σ 3 are transfer coefficients, and ϑ 2x is the climate sensitivity, i.e., the ultimate temperature increases due to a doubling of pre-industrial level of atmospheric GHG concentration.
Decision-Making Under Uncertainty
Moving from deterministic decision-making to decisionmaking under uncertainty aims at taking into account current limitations of human knowledge about climate change. Even though the two most recent Intergovernmental Panel on Climate Change reports, and the Stern Review have already brought the "climate proof", all kinds of controversies are far from resolved, especially on the value of climate sensitivity and the extent of climate damage. In our modeling, we focus on these two uncertainties only.
The Representation of Uncertainties
Instead of knowing the state of nature, the benevolent planner faces several possible states ω of nature, different with respect to climate sensitivity ϑ ω 2x and the form of the damage function. In the quadratic case, the curvature κ ω is unknown, whereas in the sigmoid case, the threshold T ω D is unknown.
To each state of nature ω is attached a probability p(ω), that the benevolent planner knows. 6 The decision-making is sequential. We assume that there is a period t i at which information about the true state of nature arrives. Note that we can also account for the case with deep uncertainty when there is no resolution of information, if we take t i = ∞. The intertemporal optimization program is thus divided between two subprograms, after and before the information arrival date t i , respectively. The program is solved recursively in two steps.
After Uncertainty is Resolved
At time t i + 1 when the true state of nature ω is known, that is, the climate sensitivity ϑ ω 2x and the damage function D ω are known, the intertemporal maximization program is the same as in the deterministic case we investigated previously. Variables corresponding to the solution of this program will be denoted by an superscript ω.
The sum of discounted utility flows along the solution gives the welfare V t i +1 (ω) for each revealed state of nature ω at t i .
Before Uncertainty is Resolved
Before information arrival on the true states of nature at the end of period t i , the planner maximizes the expected welfare. His objective function writes: 7
The variables following the same trajectory in all states of nature before t i are overlined. This is the case for capital and abatement variables K t and a t , and thus also for production Y t , emissions E t , and carbon stocks A t , B t , O t .
The other variables which depend on the state of nature ω are written with an superscript. This is the case for the temperatures T ω A,t , T ω O,t because their evolution depends on the unknown climate sensitivity ϑ ω 2x . The damage function D ω also depends on the state of nature. So does the consumption C ω by Eq. 4. This implicitly means that different levels of damage across different states of nature only affect consumption level and not the investment. This is equivalent to say that only gross output can be known in our model, but not output net of damage.
The resolution of the first-order conditions and the analytical calculation of the social cost of carbon are solved in Appendix A.
A Methodology to Carry Out a Sensitivity Analysis Over Modeling Structures
After having presented the RESPONSE model and the different structures it can take, we will now present our methodology to compare modeling structures.
Let us first precise, in a formal manner, the framework of our comparisons. If we think at an IAM from an external perspective, we can describe it a machine MAC that turns inputs into outputs OUT = MAC(IN). More precisely, we can divide inputs into two categories: a parametrisation, that is the specification of parameters (e.g.,, the productivity growth rate, the cost of backstop technology, or, when there is uncertainty, probability distributions), and a policy, that is the specification of control variables (e.g., a baseline policy is (no abatement) or an abatement pathway, or, equivalently, a carbon tax pathway (i.e. a marginal abatment cost pathway)). Together, a parametrisation PAR and a policy POL form what is usually called a scenario. Outputs are all the results of a run of an IAM, such as time series of CO 2 emissions and concentration, capital, temperature... We can thus stylize an IAM in the compact form: OUT = MAC(PAR, POL).
If we add a criterion CRI, here the sum of discounted utility flows (but it could be an other intertemporal social welfare function), we can find the optimal policy POL * (PAR) that maximizes the criterion CRI, given the parametrisation PAR. We have then the optimal output OUT * (PAR) = MAC(PAR, POL * ). Thus, we now have a map MAC * that relates parameters to usual outputs and optimal policy:
MAC * is therefore the IAM arising from the initial IAM MAC where the policy is chosen optimally. In the previous section, we have precisely described our IAM as a MAC * , with optimal policy as output, following the traditional presentation of these compact IAMs. Its underlying IAM MAC is transparent (a policy just specifies abatement and consumption paths, all the equations still hold, except that the objective (1) (or (15) in sequential decision-making) is no longer maximized).
In our comparison, we study more specifically two outputs, the optimal SCC and the optimal abatement path, at several dates. We focus on these two because they are emblematic of the ambition of any mitigation policy. The abatement path expresses the timing of investment efforts in mitigation projects, while the SCC symbolizes the price a society is willing to pay to curb climate change at each point of time. Precise formulas for computing the optimal SCC in RESPONSE are given in Appendix B.
We want to study how the distribution of these outputs varies as we change the modeling structure, that is, as we move from a MAC to a different MAC .
In the sequel, we present the reference modeling structure and its parameters, then the different structures we will compare, and finally our methodology to compare modeling structures.
The Reference Case
The Reference Modeling Structure
The reference modeling structure of RESPONSE is close to the seminal DICE model. This structure involves:
-a quadratic damage function (See Eq. 8); -no inertia in the abatement cost function (i.e. ξ = 0 in Eq. 10); -a deterministic decision-making: climate damage and climate sensitivity are perfectly known.
This structure is considered as the reference case, against which all comparisons of structures are made hereafter.
A Set of Parametrisations
We have to study the comparative impact of modeling structures on a large set of parametrisations. Indeed, there is a considerable uncertainty on the "right" value of parameters. The comparison of structures would not have taken into account the variability of possible outputs arising from the uncertainty of parametrisation, if we had compared modeling structures with a single given parametrisation.
In the language of IAM modelers, we perform a MonteCarlo analysis on the parameters and study the resulting distribution of outputs. This is one standard approach of dealing with parameter uncertainty. 8 From a more abstract point of view, we define a parametrisation space P and equip it with a density probability. We then study the probability on the output space O, induced by the map MAC * :
We focus on these four parameters: the growth rate, abatement cost, pure time preference, and climate sensitivity. The calibration of those parameters remains highly controversial in the literature and eventually results from a subjective choice within objective ranges provided by most advanced research. Within "reasonable" ranges provided by [22] , we therefore assume equiprobability. Picking four equidistant values for each parameter within these ranges, we combine them to form 256 = 4 4 parametrisations. Each parametrisation represents somehow an equiprobable possible future. We run RESPONSE in its reference structure with the 256 parametrisations to obtain the distribution of outputs.
We summarize the values chosen for parametrisations in Table 1 . 9 We apply in this paper a comparison of modeling structures, in addition to common Monte-Carlo analysis over parametrisations. If these are crucial for the sake of the stability of policy recommendations, so is the impact of the choice of modeling structures, which we are the first, to our knowledge, to estimate within a unified modeling framework. We provide a methodological tool to examine the variability of climate policy recommendations arising from modeling structures and shed light on a wide diversity of responses to the climate challenge which may be forgotten or undetectable in a more restrictive modeling framework.
The Different Modeling Structures
Starting from the reference case, we explore 15 other modeling structures listed in Table 2 . The structures result from a combination of: -two forms of damage function, labeled "q" for quadratic and "s" for sigmoid; -two forms of abatement function: with or without inertia; -two forms of decision-making: deterministic or under uncertainty; 9 The range of climate sensitivity chosen in our simulations may seem too narrow. However, with upper climate sensitivities, the climate take more time to adjust with a characteristic time proportional at first order to the square of the climate sensitivity [5, 37] . Changing climate sensitivity from 4 to 6 lead to tremendous changes in the long run but not so much in the short run. The equivalence criterion (see 3.
3) considers only damages up to 2100. Because this time span is less than the adjustment date for the emissions of early periods for a climate sensitivity of 4, enlarging the range of climate sensitivity, for example up to 6, would not dramatically modify our results.
-two dates of information arrival (2050 and 2150) in the uncertain cases.
Each modeling structures is identified with a label that reflects its characteristics in terms of: climate damage, climate sensitivity, abatement cost, and (possibly) date of information. When uncertainty is on the sigmoid damage function (respectively, the quadratic damage function), the label is "su" (respectively "qu"). In the certain case, those two modeling choices become "sc" and "qc". When climate sensitivity is uncertain (respectively certain), the label is "tu" (respectively "tc"). The absence of inertia in abatement cost is labeled "no", "in" when inertia is integrated. In the cases with uncertainty, the date of information arrival is appended to the label. Table 2 sum up the labeling of modeling structures and their characteristics.
Moving from the reference modeling structure to another modeling structure and then appraising the "pure effect" of this structural change on the outputs is not straightforward. Our approach aims at comparing modeling structures which a priori entail contrasting optimal timing for climate policies.
We need to make sure that we only measure the effect of the structural change in the model and neutralize the impact of the different parametrisations of modeling structures. It will be confusing indeed to directly compare outputs (in terms of optimal SCC and abatement) from the modeling structures "qc-tc-no" and "qu-tc-no" without making sure that differences do not come from the mere parameters of the damage function (uncertainty on the curvature of the quadratic function may increase the expected value of this curvature and then increase the value of damage) but only from the integration per se of uncertainty in the damage function. Making the comparison possible and meaningful requires then an equivalence criterion between modeling structures, to neutralize these changes.
The Equivalence Criterion
To better understand the problem underlying the comparison of structures, let us take the following typical example.
If to a given quadratic damage function we compare a sigmoid function with substantial higher damage (picking a high d for example), then we could not say that differences in output are only the effects of a different shape of damage function. It could equally result from the fact that damage is higher of ceteris paribus and that this accounts for the differences in outcome. This is the main problem we find in most of the literature dealing with the "when flexibility" when it comes to compare the relative impacts arising from different modeling structures. The natural tendency was to add a "structure" to an existing model and compare the outcome with the one without that "structure", which to our 
opinion is not the appropriate comparison point. We suggest here a methodology to overcome that difficulty and estimate the comparative impact of a structural choice in the timing of mitigation policies. We need an equivalence criterion to cancel out the effect of differences in damage. Hereafter, we give the generalization of this example in a more formalized fashion.
Let us denote MAC s an IAM of modeling structure s. As before, we consider the optimal policy for maximizing discounted expected utility, and thus obtain a map MAC * s : P → O from the parameter space P to the output space O (especially trajectories of abatement and SCC). Now, take a second IAM with modeling structure s MAC s . We keep the same criterion to define optimal policy and get a MAC * s : P → O . MAC * s relates the parameter space P to the output space O . To make sure that IAMs are comparable, we assume that they have the same kind of outputs, i.e., we require that O = O (in our analysis, trajectories of abatement and SCC).
In general, parameter spaces are different. How can we compare the distribution of outputs MAC * s (x), with x varying in P with the distribution of MAC * s (y), with y varying in P given that P = P and that there is no obvious relation between them? Indeed, the difference between the outputs can come from the difference in modeling structures as well as from the difference in parametrisations x and y. We thus need to relate a parametrisation x of the modeling structure s to a particular parametrisation y(x) of the modeling structure s , if we want to isolate the pure effect of the modeling structure. The comparison between two outputs would be meaningless, unless we can link somehow a certain parametrisation (a point in P) to an "equivalent" parametrisation in P . We thus need an equivalence map E s s from P to P as sketched in the following chart:
Then we can compare the modeling structures by comparing the distribution of outputs of the two maps MAC * s and MAC * s • E s s , that now apply on the same parameter space P.
To build the equivalence map between the two parameter spaces, let us go back to the example of the equivalence map from the parameter space of the reference quadratic certain case to the parameter space of the sigmoid certain case without inertia (from "qc-tc-no" to "sc-tc-no" with the notations of Table 2 ). A point in the parameter space is a tuple of parameters. In the quadratic certain case, these parameters are (g, ρ, γ, ϑ 2x , κ Q ), whereas in the sigmoid certain, these are (g, ρ, γ, ϑ 2x , T D ) (growth rate, pure-time preference, technical progress on abatement cost, climate sensitivity, and temperature threshold). Some parameters, like growth, pure time preference rate technical progress on abatement cost, and climate sensitivity have the same meaning in both spaces, and thus are identically related. The equivalence map is thus the identity on these components. In this case, our equivalence map is tantamount to a relation between the parameter κ Q of the quadratic damage function and the parameter T D of the sigmoid damage function.
Our equivalence criterion satisfies the following definition:
A parametrisation of a modeling structure MAC s is equivalent to a parametrisation of a modeling structure MAC s when non-discounted cumulated climate damage entailed by MAC s and MAC s with these parametrisations along the baseline policy (i.e., when no abatement is undertaken) till 2150 are equal.
In the case discussed above, we implement the equivalence criterion as follows: for each parametrisation, we adjust the temperature threshold T D 10 such that the sum of damage in the baseline policy of the modeling structure "sc" is equal to the sum of damage in the baseline policy of the reference modeling structure.
To compare the quadratic certain case with the quadratic case with uncertain climate sensitivity, we set the support of the probability distribution of climate sensitivities and look for probabilities so that the expected sum of damage under the baseline policy of both modeling structures is equal. To implement this, we impose that probabilities follow a discrete Student law, depending on only one parameter, and solve for this parameter to satisfy the equivalence criterion. The equivalence map for other comparisons always relies on the same equivalence criterion.
We acknowledge that the choice of the equivalence criterion is somehow arbitrary. The following points delve into the reasons for our choice. 10 The choice of adjusting T D is somehow arbitrary as the three other parameters can be seen as equally good candidates. Still we believe that the temperature threshold of the damage function has a greater policy relevance than the magnitude of the damage d since the climate policy debate has always been more focused on temperature targets, in particular the 2 • C target, than on the size of the damage which remains highly controversial. Adjusting on κ S or η would have brought unclear interpretation as they are two technical parameters of the sigmoid damage function.
-First, the equivalence criterion is computed along a baseline policy as we do not want to embark the effect of the optimization in the equivalence, as the residual cumulated damage (after optimal abatement) would do, but concentrate on the effect of the modeling structure per se. -Second, we make the equivalence criterion rely on the damage only, because CO 2 emissions and temperature increase feedback on the economy only through climate damage. As climate policies are proportionate to the expected climate change outcome, if climate damage were not kept equal between different modeling structures it would be hardly possible to disentangle the pure impact of S from the impact of the magnitude of climate damage. -Third, the reasons for not discounting the sum of damage is justified by our objective to put emphasis on the different optimal timing for climate policies expressed by our modeling structures. In particular, the quadratic damage function entails relatively low damage in the short term and very high ones in the long term as soon as temperature increase is significant; while on the contrary, the sigmoid form of the damage function induces high damage for relatively lower temperatures (in the medium term). Discounting the equivalence criterion would distort this differential timing effect and embark the proper effect of the discount parameter in the comparison.
Our methodology is not intended to solve all the complexities of comparing modeling structures. For example, we have found no sensible equivalence criterion 11 for abatement cost to relate structures with or without inertia. For the sake of clarity and policy relevance of the results, we think it still makes sense to compare modeling structures with and without inertia even though we do not apply an accurate equivalence criterion between them.
Beyond this attempt to compare modeling structures in a consistent framework, further research is needed to refine our equivalence criterion and single out more systematically the comparative impact of modeling structure when climate policy debates involve differences in modeling frameworks. 11 A natural candidate could have been the cumulated abatement cost. But as inertia in abatement cost is modeled as an extra-cost, it is likely that equal cumulated costs imply lower abatement over the whole period in cases with inertia. Then the equivalence criterion would directly make a difference on the level of abatement. A criterion such as equal cumulated undiscounted costs to meet a carbon budget would offset this drawback but is more difficult to handle.
Uncovering the Impact of Modeling Structures on the Distribution of Results
An Illustration of the Impacts of Modeling Structures on One Parametrisation
To make our methodology more intuitive, let us first exhibit one parametrisation and assess the impacts of running it with two different modeling structures, namely the reference structure qc-tc-no (quadratic damage function, certain climate sensitivity, and no inertia in abatement cost) and the sigmoidal structure sc-tc-no (sigmoid damage function, certain climate sensitivity, and no inertia in abatement cost).
Starting from the parametrisation presented in Table 3 , we compute the equivalent parametrisation for the sc-tcno modeling structure. The equivalence criterion making cumulated non-discounted damage along the baseline equal in both cases gives us the value of the parameter T D driving the form of the sigmoid damage function (Table 4 ). Figure 2 shows the results of what we call the pure effect of structural forms on optimal mitigation policies. Given the equivalence criterion that cumulated damages are equal along the baseline, we observe the exact same cumulated area under the abatement curves of the sc-tc structure and the reference qc-tc one. This graph thus gives us a visual understanding of our equivalence criterion. This geometrical property will hold for each one of our parametrisations in the remaining of the paper. In this specific example, the sc-tc structure implies a late damage threshold while the qc-tc structure shows a smoother increase, and consequently higher short-term damages. This in turn leads to relatively more abatement in the short term for the qc-tc structure compared to the sc-tc case. Temperature increase follows pretty much the same trajectory in both structures. But it is interesting to observe that it is getting higher than 2 • C in the sc-tc case while it remains under that level in the reference structure. Because we compare equivalent parametrisations across different modeling structures, this difference represents the pure effect of changing functional form of damage in modeling structure. This pure effect can change the position of the output relative to the crucial 2 • C debate. The SCC values in the sc-tc case remain lower than US$20, while they start at this value and reach US$40 in the reference case. We consequently observe a higher level of abatement for the reference case. Such differences in output are again only driven by the functional form of damage per se and not by any assumptions on the magnitude of those damage.
Descriptive Statistics
To distinguish, from the impact of parametrisations, the effects of modeling structures on the optimal SCC and abatement trajectories, we look at the distribution of outputs for different modeling structures. We use boxplot analyses, which give a synthetic representation of these distributions, to pinpoint key features of the distribution for each given modeling structure at a given date. 12 Figures 3, 4 and 5 offer vivid snapshots of the distribution of outputs in the short (2020), medium (2050) and long (2100) terms, and make it easy to visually compare the effect of the different modeling structures over time.
The boxplot analysis reads as follows:
-the first and third quartiles delineate the box and a horizontal bar splitting the box indicates the median value of the variable of interest (abatement and SCC), -the whiskers gather a fraction (here 95 %) of the population of parametrisations for each given modeling structure.
We provide in Appendix C the data of boxplot analysis in two comprehensive tables. Figure 3 shows that the functional form of the damage function has a strong impact on the abatement path and the SCC in the short, medium, and long term. The general effect of changing the damage function from a quadratic form to a sigmoid one is to lower the values of both abatement levels 12 Note that when information on the right state of nature arrives in 2050 (for all the modeling structures with the suffix -2050) then there are as many possible trajectories (and therefore possible points in 2100) as states of nature. Therefore we cannot report one single value in the table. Picking arbitrarily one of the values would be misleading and blur the message as it does not account anymore for the impact of uncertainty. Fig. 2 Comparison of abatement, SCC, temperature and damage trajectories of two equivalent parametrisations run with two different modeling structures and the SCC. Median values of the SCC for instance resulting from the quadratic case are almost twice as high as those resulting from the sigmoid case. Another striking result is that abatement remains very low during a long period in the sigmoid case as the median level of abatement is still null in 2050 while it almost reaches 30 % in the quadratic case. Yet, this difference significantly shrinks in the long term as abatement levels in 2100 are similar in both cases.
The Impact of the Functional Form of Climate Damage
This can be explained by the fact that damage in the sigmoid case are not distributed over time in the same fashion as in the quadratic case. Indeed, in the former case, they occur suddenly when temperature increase T A,t exceeds the temperature threshold T D (see Eq. 9). The threshold effect is triggered in the short to mid term when climate sensitivity is high and far in the future when climate sensitivity is low. While in the quadratic case, climate damage follows a smooth ramp since the beginning of the period. Given the equivalence criterion, cumulated damage is equal in both Fig. 3 The impact of the damage function on both the abatement path and the SCC. The boxes gather the 25 to 75 percentiles while the whiskers gather 95 % of the distributions. Points that appear beyond the whiskers are considered as outliers Fig. 4 The impact of inertia and uncertainty on both the abatement path and the SCC when the damage function has a quadratic form cases. However, as high level of damage mostly occur in the future in the sigmoid case, it may be then less costly to postpone the beginning of mitigation efforts due to the effect of discounting (whatever the level of the discount rate) and then strongly increase abatement in order to catch up abatement levels of the quadratic case in the long run.
The Impact of Uncertainty
In the case of a quadratic damage function, Fig. 4 shows that uncertainty on the quadratic functional form (i.e., on the parameter κ) and uncertainty on climate sensitivity impact neither the abatement path, nor the SCC. This result points out the remarkable stability of the reference modeling structure.
On the contrary, with a sigmoid damage function, Fig. 5 points out that uncertainty on the temperature threshold T ω D expands the distribution of abatement in the short term, strongly increases median abatement in the mid term and makes median abatement converge on the same level as in the case without uncertainty in the long run.
These contrasted results on the impact of uncertainty for functional forms of damage can be explained. The absence of impacts of uncertainty for the quadratic functional form arises because of the stability of the quadratic form under the expectation operator. Indeed, when there is uncertainty on the curvature of the quadratic function, expected damage are still quadratic in the temperature. For the sigmoid functional form, this stability does not occur. Indeed, when there is uncertainty on the threshold of the sigmoid function, expected damage are no longer of a sigmoid form. They rather exhibit a staircase shape. This leads to more dispersed results than in the certain case.
The date of information arrival t i about the true state of nature ω also has a strong impact. The later information arrives, the higher and the more scattered the results. This increase in abatement effort due to uncertainty may be interpreted as the effect of a precautionary behavior. This precautionary behavior is particularly striking in 2050 when mean abatement level turns out to be around 20 % while it is still null in the certain case. Regarding the SCC, uncertainty also impacts the results by 
The Impact of Inertia
It is first worth recalling that as was previously discussed in Section 2 we do not use any equivalence criterion to compare modeling structures with and without inertia.
While inertia in abatement cost has almost no impact on the SCC, in any structural cases, and at any time horizon, it significantly impacts the abatement paths. In all but one case, the overall effect of inertia is to lower abatement levels, compared with the cases without inertia. For example, in 2020, the third quartile in the reference case is at almost 20 %, while it only reaches 10 % with inertia. Note that in 2020, the median level of abatement is null for all modeling structures. This downward effect is mostly observed in the short term (2020) and tends to vanish with time as a catching up process of abatement paths between modeling structures without inertia and those with inertia seems to occur in the mid and long term. This is due to the fact that inertia increases the cost of rapid short-term abatement and makes it optimal to postpone abatement in the future when it will be relatively less costly due to technological progress and the discounting effect.
This effect of inertia occurs for all structures but the one with sigmoid climate damage where inertia leads to a significant increase of the median level of abatement in 2050. Inertia makes it optimal to smooth the abatement path since fast increase in abatement after 2050 would become too costly. In 2100, this effect is no longer noticeable as abatement levels get pretty similar in all modeling structures. When combined with uncertainty, this effect does not happen as uncertainty by itself has already triggered a precautionary behavior pushing up abatement in the mid run.
Three Key Findings
Our methodology to compare IAM structures based on an equivalence criterion has allowed us to disentangle the impacts of core modeling features from those of parametrisations that are more commonly addressed in Monte-Carlo sensitivity analyses. It also brings qualitative information about the form of the results, and thus the type of policy recommendations that one can expect to come up from a given modeling structure whatever the parametrisation retained to run the simulations. This useful information is summed up in the three following "key findings" on the behaviors of IAMs from the RESPONSE family.
Key finding 1: RESPONSE with a quadratic damage function is insensitive to changes of other features of the modeling structure
It is quite astonishing that modeling changes operated on the reference quadratic damage function barely impact the distribution of results. Neither uncertainty on the curvature of the quadratic function, nor uncertainty on climate sensitivity, nor inertia in abatement cost make a significant difference on results. It turns out that modeling structures incorporating a quadratic damage function are the most robust to changes. Such results may suggest that refinements of the reference structure has no incremental value and may explain why commonly used IAMs keep taking this structure, originally designed by Nordhaus with the DICE model. As IAMs based on this modeling structure are likely to find out that smooth increasing optimal trajectories of abatement and SCC are almost insensitive to uncertainty and inertia, then the sources of significant differences in results can only come from differences in parametrisations.
Key finding 2: When RESPONSE embeds a sigmoid damage function then it entails contrasting climate strategies
The integration of non-convexities in the climate damage function makes RESPONSE produce equivocal results. It entails indeed significantly different results contingent upon the integration or not of uncertainty and inertia. Without inertia and uncertainty, lower short-term damage and higher mid-term damage tend to postpone mitigation efforts and reduce the SCC in comparison to the reference case. With inertia and/or uncertainty, strong increase in abatement in the mid term as well as higher SCC turn out to be the optimal outcomes. Therefore, structures with a sigmoid damage function are sensitive to the other features of the modeling structure and the results may be as driven by these choices of modeling features as by differences in parametrisations.
Key finding 3: A precautionary behavior only comes up in RESPONSE when non-convexities in damage are considered
We notice a significant difference between the sigmoid certain case without inertia and the sigmoid uncertain case.
Such difference accounts for a precautionary effect. Even though the quadratic reference structure leads to higher level of abatements than the sigmoid cases all over the period, it does not make happen any precautionary behavior since no difference happens when uncertainty is taken into account. Hence, the only IAMs which can deal with precaution may be those with non convexities in their core modeling structure.
Conclusion: The Puzzling Choice of a Modeling Structure
We have proposed in this paper an innovative method to compare emblematic choices of modeling features, namely the form of the damage and abatement cost functions, the treatment of uncertainty within the unified modeling framework of RESPONSE. We show that a given set of parametrisations leads to very different distributions of results, and therefore different snapshots of the climate debate, contingent upon the modeling structure used. This clearly indicates that Monte-Carlo sensitivity analysis, over core parameters of the model only, cannot be sufficient to cover the whole spectrum of possible climate policies. By distinguishing the combined impact of alternative modeling structures, our methodology brings additional information into the climate debate.
Our method essentially makes it possible to avoid restricting artificially ranges of SCC or disregarding some possible climate policies because the outcomes of different, though legitimate, structural modeling choices are not considered. The basic idea is then to exhibit, as far as possible, the greatest spectrum of possible optimal climate strategies.
At the end of the process, we are not able however to exhibit ranges of SCC or abatement level that would be more "true" than those which have been computed so far. Regardless of the values of the outputs, our methodology aims at pointing out phenomena that could have been forgotten or simply undetectable in a standard approach. This is the case for the non-intuitive impact of inertia in abatement cost combined with sigmoid climate damage. That way, this method makes a consistent dialogue possible between modeling frameworks and indicates the modeling drivers we should focus on to better understand differences in climate policy recommendations.
Appendix A: First-Order Conditions Resolution
In this part, our calculations follow the two-step resolution method already described in part 2.3. We distinguish before and after uncertainty is resolved.
A.1 After Uncertainty is Resolved
After uncertainty is resolved, we know the state of nature ω. The Lagrangian writes:
The Lagrange multiplier attached to the capital constraint (4) is μ ω t ; the Lagrange multipliers attached to the carbon cycle dynamics constraints (11) 
Then, μ ω t is the discounted marginal utility.
-For the abatement capacity, ∀t ≥ t i + 1:
For t = t i + 1, recall the conventional notation that a ω t i = a t i . Recall that τ ω t > 0 only when a ω t = 1, and τ ω t > 0 only when a ω t = 0. -For capital, ∀t ≥ t i + 2:
-For the carbon stocks, ∀t ≥ t i + 2: 
For t = t i + 1, Table 6 Boxplot results for SCC (/tCO 2 ) according to modeling structures
