Abstract-The implementation of a RAKE receiver for a quasisynchronous DS-CDMA (direct sequence code division multiple access) system requires the estimation of the dominant path delays for each user. Presented here is a blind method to estimate these parameters. The algorithm takes advantage of various signal space invariances in the frequency domain to isolate the subspace of interest for each user, then uses ESPRIT on these subspaces to estimate the delays. The method processes each user independently of the others, is near-far resistant, and allows several delays per user. Simulations indicate a fair accuracy.
INTRODUCTION
Third generation wireless communications networks such as UMTS will be based on wideband Direct Sequence Code Division Multiple Access (DS-CDMA) schemes. A specific problem of such systems in the uplink is that the transmitted user signals are received over multipath fading channels with long delay spreads, while the power ratio between any two users can be dramatically large (the near-far problem). This necessitates advanced equalization and detection structures at the base-station receiver. Practical receivers are based on RAKE structures: a bank of matched filters which correlate the received signal with the desired user code at several delays, corresponding to the dominant path delays of the user channel. In this case, but also in more advanced multi-user receivers, accurate estimation of these delays is essential. A second consideration is that in wideband CDMA, the amount of training chips needed for channel estimation is proportional to both the maximal delay spread and the number of users, and can be quite substantial. It is therefore interesting to look at algorithms that estimate path delays without using training chips, i.e. blindly. In this paper we propose such an algorithm.
In theliterature, recent works that specifically address the blind delay estimation problem are [I, 2,3] . In these papers, only a single delay per user is assumed (this situation applies to asynchronous narrowband CDMA). In [I] , the Cramer-Rao Bound (CRB) on the estimation variance is derived for the multi-user case with one path delay per user. The CFE? indicates that the error variance of the delay estimate of one user is independent from the parameters of the other users, which suggests that near-far resistant algorithms are possible. While a Maximum-Likelihood estimator has been derived, it has a high complexity because all delays are estimated jointly. For this reason it is desirable to have separate estimators for each user, as in the aforementioned articles. Our contribution differs from the precedent in two aspects: we consider more than one delay per user and we propose an algebraic, noniterative solution acting on a block (frame) of data. The algorithmic principle is similar to SI-JADE in [4].
DATA MODEL FORMULATION
We consider a K-user CDMA system with periodic codes of length L,. In a frame, user k emits N symbols Sk(n) taken from some We consider a quasi-synchronous system, in which differences in synchronization are small and can be incorporated as delays in the channel model. We consider in this contribution a discrete multipath channel disturbed by additive white complex Gaussian noise. The maximal path delay is assumed to be less than a symbol period, or such that the convolution of the channel with the user code waveform spans at most two symbol periods. Each user k has Lk paths, where the e-th path is parametrized by a delay -rf and a complex gain ai. The received signal is thus
where the channel seen by the k-th user symbols is
The assumption on the maximal delay entails that h k ( t ) has support only on the interval t E [0, 2Ts).
The received signal is subsequently sampled at a rate of P times the chip rate (typically P = 2), and the samples are stacked in PL, -dimensional vectors spanning a symbol period,
Using the channel model and the implication that at most two symbols per user play a role in x(i),we can derive that it has a model of the form where n(i) is the noise vector defined similarly as x(i), and
We collect N samples of the data vector into a data matrix
X is a 2PL, x ( N -1 ) matrix with model where H = [HI . . . HK] is a 2PL, x 3K matrix, with and We will require that the factorization HS is a low-rank factorization. For this it is necessary that 2PL, 2 3K,an d 3K 5 N -1.
We also need to assume that the noise bandwidth is larger than the oversampling rate, so that the noise covariance matrix is diagonal with equal diagonal elements.
DELAY ESTIMATION
Knowing X and the gk(t)'s, our goal is to estimate the time delays for each user blindly, i.e. without knowledge ofthe symbols S. We first present the basic principle of the algorithm, and then derive the details. The idea behind the algorithm is similar to that of the SI-JADE algorithm [4].
Principle
The algorithm is based on the property that a convolution in time is equivalent to a multiplication in frequency. For finite sequences and the Discrete Fourier Transform (DFT), this property is strictly speaking not valid, but approximately so if we perform sufficient oversampling (this model mismatch causes the estimator to be slightly biased). Denote by 7 the Discrete Fourier Transform matrix, and apply F to the column hk with model as in (I), (4)
Hence, the spectrum is equal to the frequency code pulse G k ( f ) times a sum of complex exponentials. Denote
and let Gk be a diagonal matrix whose diagonal entries are Gk (f).
Then we can write (4) as Similarly, let J be a diagonal matrix with entries (J);,; = -11+'
and construct the matrix e:-) = JOL+), then
Let us now consider Hk in (3). Note that Denoting the latter matrix by 0, we obtain that where Observe that @ k satisfies a shift-invariance property: all subsets of n consecutive rows have the same column span. Our approach will thus be to estimate the column span of TH, and look for vectors that have this invariance structure, discarding all other vectors that do not have this property. The parameters of interest can then be obtained by an application of the ESPRIT algorithm. Gk(f), and the interval selected by the truncating matrix.
Noiseless case
We first describe the algorithm in the noisefree case. Assume that X has a low-rank factorization, and consider the SVD of X:
where U, : 2PLc x 3K is an isometric matrix, E, : 311' x 3K is a diagonal matrix containing the singular values, and V, : 3K x ( N -1) is a co-isometric matrix. Assuming that S has full rank, we know that span{U,} = span{X} = span{H},so that there is an invertible matrix that maps U, to H. We now apply 7 to U, :
where P is a tall (2 E;='=, Lk + K ) x 3~ matrix of full column rank, and * represents the last columns of equation (5) for each k .
Note that the column span of 0 k is invariant under left multiplication by J,an d the same holds for Gk&,sin ce Gk is diagonal.
On the other hand, the last columns denoted as * do not have this invariance property. Thus, we can remove these columns by intersecting the subspaces spanned by the columns o f m , and JFU,:
where P' is a tall 2 E:='=, Lk x 2K matrix of full column rank.
The next objective is to retrieve the column span corresponding to the user of interest. We would like to premultiply U by the inverse of Gk, so that we obtain columns of the desired user that are shift-invariant (the columns of Ok), whereas all other columns are not. A complication is that Gk contains small entries (see figure  I) , due to the oversampling of the bandlimited pulse shape g k ( t ) , and we do not wish to invert these entries. However, we can define a rectangular selection matrix J, that selects a consecutive subset of rows of Gk containing the large entries. Typically, J, has size 2L, x ZPL,. (We assume that the user codes are such that they do not introduce spectral nulls in the selected interval.)
Suppose that user 1 is the user of interest. Define D1 = ( J c G 1 J~) -' J , . We premultiplyu byD1: Our goal will be to extract from DIU a matrix with the same column span as J c O l . Since this component has the desired shiftinvariance structure, we can apply ESPRIT to estimate the delays. There are however two complications: (i) the columns of JcO1 are not individually present in the column span of D I U , but only a linear combination of them (due to the compression by a l ) ; (ii) the column span o f D l U also contains contributions from all other users, although they are not shift-invariant.
We take care of the first problem by smoothing U in the usual way, by collecting L1 shifts in a larger matrix. Thus let Ji be a selection matrix that keeps rows i to 2Lc -L1+ i of a matrix, and To filter out the other columns in the span of U,, we again invoke the shift-invariance of the desired subspace. By intersecting the column spans of two or more shifts of U,, only the shift-invariant subspace will remain. Thus compute Uf = span{Uy)} n span{U!2)} n . . . r l span{Up)}, (6) where the notation (k) indicates the k-th shift on U,. Note that the smoothing step also introduced shifts of the undesired vectors corresponding to the other users. However, these are not shift invariant over more than L1 shifts, hence if n > L1, we know that
where PI' is an invertible matrix and 0;' consists of the first 2L, -L1 -n + 2 rows of 01. The final step is to apply ESPRIT [5] to Uf in order to get { f O l ,~, e E [ I I . . . , Ll]}, and to estimate the delays 7; from these.
SIMULATIONS
We test the algorithm on simulated data involving K = 5 users with random codes of length L, = 15. Each user has either 1 or 2 propagation paths, with delays as specified in table 1 (in simulations where only one delay is used, it is the first one in the table). We used for the pulse shape a raised-cosine pulse with a roll-off factor 0.52 truncated at a total length of 6Tc. The signal was oversampled P = 2 times. The results are averaged over 1000 independent runs, with the worst 5% removed to suppress the outliers.
The received power 0; of user k is defined as llhk1I2. In the simulations, SNR denotes the ratio between the power ofuser 1 and the noise variance u2 = +Elln(i)l12, i.e. uT/u2. The Near-Far Ratio (NFR) is defined as the ratio &/o:, and we have given all other users have the same power as user 2.
In the first simulation, we consider 5 users, each with one delay, and a frame of N = 200 symbols. The matrices U, are then 5"
IO-^^ . . . 30 x 10, and with L1 = 1, we can use n = 2, 3, 4 shifts in (6) for the estimation of Uf . Figure 2 shows the standard deviation of ?I in chips for the first user as a function of SNR. (The bias of the estimates was smaller than their standard deviation.) All curves have the expected log-linear behavior. Apparently, taking more shifts in (6) improves the delay estimate. In a second simulation, we consider two paths per user,wh ich results in a matrix U, of dimension 30 x 20. Since L1 = 2 we can only take n = 3 , 4 shifts. Figure 4 presents the standard deviation for the estimator as a function of the SNR, for N = 200 and a near-far ratio of 0 dB. Both delays are equally well estimated, and the version with 4 shifts has better performance than the 3 shift version. Figure 3 shows the performance as function of N , with the SNR fixed at 15 dB and an NFR of 0 dB, with similar conclusions.
Finally, figure 5 presents the standard deviation as a function of the NFR, while the SNR is 10 dB and N = 500. It is seen that the proposed algorithm is near-far resistant.
CONCLUDING REMARKS
A path delay estimator for DS-CDMA has been proposed, based on subspace intersection and ESPRIT. Simulations indicate that the proposed algorithm is Near-Far resistant and offers good performance.
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