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Model-Free Design of Control Systems
over Wireless Fading Channels
Vinicius Lima1, Mark Eisen2, Konstantinos Gatsis3 and Alejandro Ribeiro1
Abstract—Wireless control systems replace traditional wired
communication with wireless networks to exchange information
between actuators, plants and sensors. In this scenario, plants
can be controlled remotely by closing their control loops over
a wireless channel. Wireless networks, however, are noisy and
subject to packet losses, while control systems are usually
designed under the assumption that communication between
components is fast and reliable. Proper design of the control
policy governing the operation of the plants, as well as proper
allocation of (limited) communication resources across plants
sharing that communication network is then critical to achieve
good performance. The resulting problem of co-designing control-
aware resource allocation policies and communication-aware con-
trollers, however, is challenging due to its infinite dimensionality
and need for explicit knowledge of the plants and wireless
network models. To overcome those challenges, we leverage actor-
critic reinforcement learning algorithms to propose a model-free
approach to the design of wireless control systems. The proposed
approach relies on estimates of the current plants states and
wireless channel conditions to compute control signals and assign
resources used to send that control actuation information back to
the plants. Numerical experiments show the strong performance
of learned policies over baseline solutions.
Index Terms—Wireless Control Systems, Resource Allocation,
Joint Design, Reinforcement Learning.
I. INTRODUCTION
The use of wireless networks to exchange information
between actuators, plants and sensors in control systems adds
flexibility to the deployment, installation and maintenance
of control systems [2]. Using wireless networks instead of
traditional wired communication, however, also makes the
design of control and communication policies more challeng-
ing [2], [3]. Wireless networks are characterized by rapidly
changing channel transmission conditions known as fading
[4], [5]; they are also, in general, noisier than standard wired
communication and subject to packet losses. That, in turn,
implies that components of a wireless control system might
have to eventually operate under noisy or missing information
— whereas traditional control systems are usually designed
under the assumption that communication is fast and reliable
[2].
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Designing wireless control systems not only involves con-
trol design, but perhaps just as critically involves then finding
an optimal way to allocate the resources available in the net-
work among the plants sharing that communication medium,
as well as devising control policies that are able to maintain
plants operating reliably in face of eventual information loss.
Finding an optimal solution to this co-design problem, how-
ever, is often hard. Moreover, designing optimal policies in
this setting inevitably requires knowledge of the underlying
dynamics of the controlled plants and communication network,
which are often unavailable in practice. Inclined to find data-
driven policies that overcome the challenging nature of the
problem as well as the explicit need for (often unavailable)
models, we then leverage reinforcement learning techniques
to design model-free resource allocation and control policies.
Resource allocation in standard wireless networks — i.e.
not taking into account the eventual operation of dynamical
systems over the communication medium — usually consists
in optimizing traditional communication performance mea-
sures such as resource consumption, latency, and reliability
against stochastic noise and wireless fading in the commu-
nication channel [6]–[9]. The resulting optimization problem
consists then in optimizing some performance measure over
an allocation function, which leads to an infinite dimensional
optimization problem that is often hard to solve. Resource
allocation problems, however, can be cast as statistical learning
problems [9], motivating the use of model-free or data-driven
approaches to design resource allocation policies in wireless
networks [10]–[14].
To enable the remote operation of autonomous systems over
a communication network, the design of resource allocation
and control policies should explicitly take into account the in-
terplay between network resources and plant dynamics across
the systems sharing the network. For a recent overview of
issues and algorithms in network design of wireless control
systems, we refer the reader to [2]; resource allocation and
scheduling for control systems are tackled in [15]–[21], among
others. As in the pure wireless setting, resource allocation and
scheduling problems in wireless control systems usually result
in a hard optimization problem, and allocation in wireless
control systems (WCS) is usually designed via heuristics
or ad-hoc methods relying on approximate models of the
plants and communication protocols [22]. The co-design of
resource allocation and control policies for WCSs is studied
in [23]–[25] for linear systems. Under some conditions [25],
the overall joint optimization problem can be decoupled into
separate control and allocation or scheduling problems under
a decentralized information structure, making the co-design
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problem more tractable.
All approaches mentioned above heavily depend on reliable
models of the control plants and communication network,
however, which might be unavailable in practice. The lack
of model knowledge is even more critical when considering
wireless fading effects, which lead to rapid changes in net-
work performance and its underlying effect on the control
systems. Recent advances in machine learning, in turn, have
motivated the search for data-driven approaches, in particular
reinforcement learning, for resource allocation and scheduling
in WCSs [26]–[30]. The fairly straightforward structure of re-
inforcement learning makes the framework amenable to many
engineering problems, particularly those in which explicit
model information is unavailable [31], [32]. Algorithms based
on policy gradient, in particular, allow us to model continuous
functions; hence our focus on this class of algorithms here.
The recent combination of reinforcement learning with deep
neural networks — high capability approximators [33] — led
to impressive results in computer science [34], [35] and was
later extended to other areas, including resource allocation
for wireless [11], [12] and wireless control systems under
simple communication models [26]–[28], [30]. Previous works
typically make use of value-based algorithms such as deep Q-
Networks (DQN) to learn a scheduling algorithm. Value-based
methods, however, are unsuitable for learning the continuous
actions spaces of general resource allocation problems we
consider in this paper. Another related work is [30], where the
authors combine a DQN algorithm to learn a scheduling policy
and a model-based controller. Authors in [28] employ model-
free actor-critic algorithms to learn communication and control
policies in wireless control systems, but tackle only simple
event-triggered communications and do not directly consider
impact of wireless fading states.
In this paper we then discuss the model-free co-design of
control and resource allocation policies in wireless control
systems over fading channels with limited, centralized network
access. The wireless channel is noisy and subject to packet
loss based on a channel state and the resource allocated to
that particular signal. Eventual packet loss means plants occa-
sionally operate in an open-loop fashion, and proper allocation
of limited network resources as well as the design of control
policies is fundamental to achieve good performance. The
co-design problem is formulated as finding optimal resource
allocation and control policies, using plant and channel states
as inputs, that jointly optimize system performance (Section II)
under common wireless resource allocation models (Section
II-A). Having access to information about both the channel
transmission conditions and plants states allows the agent to
balance communication and plants needs when computing
allocation and control decisions. This however results in a
hard optimization problem that is often intractable to solve
exactly and fundamentally relies on model knowledge of
control system dynamics and communication models.
Due to the complexity and need for model-free design, we
propose the use of RL-based solutions to design model-free
resource allocation and control policies. We cast the joint
design problem in WCSs as a reinforcement learning problem
(Section III) with either single-agent based joint design or
multi-agent based partial separation structure. We further pro-
pose the use of deep neural networks to parameterize a policy
that uses current plants and wireless channel state information
to allocate wireless resources and determine control actions
(Section III-A). We detail the use of policy gradient and
actor critic methods to find codesigned policies without the
use of any control or communication models (Section IV).
Extensive numerical experiments and comparisons (Section V)
show the strong performance of such policies over baseline
allocation solutions. Throughout the paper, uppercase letters
refer to matrices and lowercase letters to vectors. Positive
(semi)definiteness of a matrix is indicated by X(≥) > 0.
R and N stand for the set of real and natural numbers,
respectively.
II. WIRELESS CONTROL SYSTEMS
Here we consider a collection of m independent plants
communicating over a common wireless network, see Figure
1. At each time instant, plants send information about their
current states to an edge device containing a shared wireless
access point (AP) and a centralized, remote controller (RC).
Based on that information, the RC computes the corresponding
control actions and sends the corresponding signals back to the
plants. The dynamics of each plant i is given by a discrete,
time-invariant function f (i) : Rp × Rq → Rp mapping a
current state vector x
(i)
t ∈ R
p and corresponding control input
u
(i)
t ∈ R
q to the next state of the system. Each of those
plants is affected by some random i.i.d. noise w
(i)
t ∈ R
p with
mean 0 and covariance matrix W ∈ Rp standing for eventual
disturbances and unmodeled dynamics, leading to
x
(i)
t+1 = f
(i)(x
(i)
t , u
(i)
t ) + w
(i)
t , i = 1, . . . ,m. (1)
Note that in (1) the control signal u(i) is computed remotely
and sent back to the plants over a wireless network. In standard
control systems architectures, we can assume that the plant
is always able to receive the corresponding control signal,
and the control policy is then designed so as to minimize
some cost on the plant states and control actions, as in the
classical linear quadratic regulator problem. That assumption
does not hold in this setting, however. Operating control
systems over a wireless channel is made complicated by the
fact that the wireless communication medium over which the
control loop is closed is inherently noisy and the network is
resource limited. This, in turn, causes occasional open loop
configuration of a control loop due to either packet loss or
withheld transmission. If the transmission of the control signal
is successful, the feedback control loop is closed, and the plant
executes the correct control action as instructed by the RC.
When the plant cannot reliably receive the signal, however,
we assume it does not execute any control action. Under this
model, the control input u
(i)
t is governed by
u
(i)
t =
{
u(x
(i)
t ), closed loop,
0, open loop.
(2)
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Wireless Network
Plant 1 Plant m
AP/RC
x(1) x(m)
u(1) u(m)
g(1) g(m)
Fig. 1. Wireless control system made up by a collection of m independent
plants with internal states x(i), i = 1, . . . , m. Plants communicate with a
remote, or edge, controller (RC) over a wireless communication network.
The wireless network consists of different channels with wireless fading states
h(i). Access to the network is managed by an access point (AP) co-located
with the RC.
Remark 1. Note that in (2) we can consider a more general
formulation with the switched dynamics
u
(i)
t =
{
g(i)(x
(i)
t , u
(i)
t−1), closed loop,
g˜(i)(u
(i)
t−1), open loop,
(3)
where we consider a remote control policy g(i) : Rp × Rq →
R
q implemented at the AP using state information when the
loop is closed, and a local control policy g˜(i) : Rq → Rq that
can be implemented by the plant using only previous control
information when the loop is open. Simple cases of the local
policy include, e.g., using the previous input, i.e. g˜(i)(u
(i)
t ) =
u
(i)
t−1, or no input, i.e. g˜
(i)(u
(i)
t ) = 0 as in (2). Numerical
experiments in this paper consider the latter case, and thus
we adopt formulation (2) in the remainder of the paper for
the sake of clarity. In principle, one could design the remote
control policy as well, but that results in an (even) harder
optimization problem that we do not address here. We refer
the interested reader to [25] for a more detailed discussion.
Remark 2. Observe in the Fig. 1 and the switched dynamics
in (2) that the open-loop configuration of the wireless control
system is restricted to the actuation, or “downlink”, stage of
the control cycle and not the sensing, or “uplink”, stage of
the cycle. This is to say that the we assume that the AP
always has state information of all plants available, but control
packets may be lost. This model is reasonable in practice as
sensing devices, e.g. cameras, are more likely to be stationary
in the environment and require high data rate transmissions,
thus motivating the use of wired connections that do not
suffer packet loss. Alternatively, the possible mobility of the
plants themselves necessitate a wireless connection to the AP,
which is practically feasible due to lower data rates needed
to transmit control signals. In any case, we point out that the
methodology developed in this work can be easily extended
to the case of wireless uplink.
A. Wireless communication model
Wireless communication channels are prone to packet loss
due to random disturbances present in the medium. Moreover,
wireless channels are characterized by rapidly changing trans-
missions strengths, known as wireless fading [4, ch. 2]. The
current wireless fading in the channel and the resource level
with which an information packet is sent will in turn impact the
reliability of that communication channel. Let h(i) ∈ H ⊆ Rn+
be a random variable drawn from a probability distribution
l(h) representing the wireless fading state experienced by
plant i. Let also α(i) ∈ Rn+ the resource allocated to the
signal sent by plant i. Given the communication model, current
channel states h := [h(1), . . . , h(m)], and set of allocated
resources α := [α(1), . . . , α(m)], each plant experiences a
signal-to-noise-ratio (SNR) given by a function ς(i)(h, α) :
R
m×n
+ × R
m×n
+ → R+ — see Examples 1-3 below.
The SNR value experienced by each plant will determine the
probability of successfully receiving the information packet.
Let then v : R+ → [0, 1] a function that, given an SNR
value, returns the probability of successful transmission. In
an idealized communication environment, this error rate is
determined by the theoretical Shannon capacity of the channel.
That is, under SNR ς a particular communication channel is
limited by its capacity c(ς), and a packet can almost surely
be successfully decoded so long as the fixed transmission rate
r does not exceed the channel capacity, otherwise it is almost
surely lost [4, ch. 5]. Then the packet delivery rate function
is given by the indicator q(ς) := I[r ≤ c(ς)]. In practice,
however, fixed packet sizes lead to a probability function that
takes a continuum of values, which is often modeled with a
sigmoid function, i.e
v(ς(i)(h, α)) = sigmoid
(
ς(i)(h, α)
)
. (4)
In the context of wireless control systems, the packet
delivery rate function in (4) gives the probability of closing the
control loop at time instant t under some resource allocation
αt and channel state ht. The controller dynamics in (2) can
then be written as
u
(i)
t =
{
u(x
(i)
t ), w.p. v(ς
(i)(ht, αt)),
0, w.p. 1− v(ς(i)(ht, αt)).
(5)
Note that, according to this model, it is possible to use
the amount of resource assigned to a particular control signal
to regulate the reliability of that packet transmission. As can
be seen in (5), allocating more resource to the control signal
sent to a particular plant will increase the probability of that
control loop closing, and, in turn, of the plant executing the
correct control action. Most practical systems, however, have
limited resources to be distributed between the communication
channels. Moreover, some communication channels may fea-
ture destructive interference between transmission of control
signals addressed to multiple plants. Properly distributing
communication resources among the plants is thus essential to
maintain reliable remote operation of the control plants over
the wireless communication medium.
At the same time, the decisions made to determine the
wireless resource αt and the control input ut are intrinsically
linked by the control and communication structure outlined
in equations (1)-(5). In the following section we formulate the
co-design of control and communication policies that optimize
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system performance in the presence of a wireless fading
channel. Before proceeding, we illustrate in the following
examples the form taken by the SNR mappings ς(i)(h, α)
and associated resource allocation set A in some commonly
considered communication models.
Example 1 (Power allocation). In wide band networks, the
downlink transmission for each control system may be sepa-
rated into unique frequency channels. The SNR experienced
by plant i is then given by product of the allocated power and
fading state, i.e.
ς(i)(h, α) := h(i)α(i). (6)
Given that all transmissions are handled by the single AP,
the resource allocation consists of an allocation of a shared
power resource with total budget αmax. As such the resource
constraint set can be given by the scaled m-dimensional
simplex A :=
{
α ∈ Rm+ :
∑m
i=1 α
(i) ≤ αmax
}
.
Example 2 (Frequency division multiple access). In narrow
band networks, the limited system bandwidth necessitates the
use of multiple access techniques to control access to the
wireless medium. The approach of frequency division multiple
access (FDMA) divides the bandwidth into n frequency bands
which are allocated to the various transmissions. We denote
with α
(i)
j ∈ {0, 1} an indicator that takes the value of 1 if the
downlink transmission of plant i is allocated frequency band
j, and 0 otherwise. The SNR experienced by plant i is then
given by product of the constant power α¯ and fading state in
the scheduled channel, i.e.
ς(i)(h, α) := α¯
n∑
j=1
[
α
(i)
j h
(i)
j
]
. (7)
FDMA requires that only a single transmission can be
scheduled on each band, while each transmission can
only be scheduled on a single band. The resource con-
straints are then given by the non-convex set A :={
α ∈ {0, 1}m×n :
∑m
i=1 α
(i)
j ≤ 1 ∀j,
∑n
j=1 α
(i)
j ≤ 1 ∀i
}
.
Example 3 (Interference management). An alternative to
frequency division is a multiple access scheme that permits
simultaneous broadcast of signals from the AP to all plants. In
this case, the interference caused by neighboring transmissions
is treated as noise by the receiving plant. The SNR experienced
by plant i is then given by the signal-to-noise-plus-interference
ratio, i.e.
ς(i)(h, α) :=
h(i)α(i)
1 +
∑
j 6=i h
(j)α(j)
. (8)
Observe in (8) that the power allocated across transmissions
must be controlled so as to mitigate interference caused to
other plants. As in Example 1, the resource constraint set
can be given by the scaled m-dimensional simplex A :={
α ∈ Rm+ :
∑m
i=1 α
(i) ≤ αmax
}
.
B. Optimal design over fading channels
Under the centralized shared access model shown in Figure
1, we consider the optimal design of both the control system
and wireless network. As seen in the switched dynamics in (5),
the performance of a control policy is closely tied to the state
of the communication channel, given by the fading condition
ht, as well as the resources allocated by the AP, given by αt.
Under limited resources, the optimal design problem consists
of both a controller design and resource allocation design that
cooperatively keep all the plants in desirable states. For the
latter case, resource allocation is clearly guided by need, in
terms of various plant states x
(i)
t for i = 1, . . . ,m, and guided
by cost, in terms of fading states h
(i)
t for i = 1, . . . ,m. As
both of these change over time, we want to design a resource
allocation function α(h˜, x˜) that, given current fading states
ht := [h
(1)
t , . . . , h
(m)
t ] and plant states xt := [x
(1)
t , . . . , x
(m)
t ],
distributes resources available in A.
The controller, on the other hand, aims to find a mapping
u(h˜, x˜) : Rm×Rmp → Rmq that, given plant states and chan-
nel conditions, computes control signals capable of moving
the plants back to equilibrium. Observe that, relative to the
standard control policy defined in (2), we have expanded the
policy to include the channel state h as input. This is necessary
due to the fact that the channel state will have an impact
on the resource allocation as governed by the policy α(h˜, x˜),
which in turn effects the probability of closing the control loop
and applying the signal. By utilizing the channel state as an
input, the control policy is capable of considering these effects
in determining its control action. We further assume control
actions are restricted to the set U , which may define, e.g., a
range of values, i.e. U := [umin, umax]m. We also assume that
the AP and RC only have access to noisy observations of the
plant states and channel conditions, i.e.
[h˜t; x˜t] = [ht;xt] + w
(o)
t , (9)
where the observation noise w
(o)
t is a i.i.d. zero-mean distur-
bance with covariance W (o).
The optimal design of a wireless control system can thus be
formulated as the joint selection of resource allocation policy
α(h˜, x˜) and control policy u(h˜, x˜) that keeps plants operating
around an equilibrium point or desirable state under a given
set of wireless channel conditions, resource constraints, and
potential interference phenomena. Hence, the performance of
the resource allocation and control policies is measured by
a quadratic cost on the plant states, which penalizes large
deviations from the equilibrium point which we assume to be
0 without loss of generality. The performance criterion also
typically includes a term quadratic on the control action, so as
to minimize the control effort required to bring plants back to
equilibrium. Because current resource allocation and control
decisions impact future states the problem is modeled as a
Markov decision process (MDP) and is evaluated over a finite
horizon T . Putting all the above pieces together, the optimal
co-design problem takes the form
P ∗ = min
pi(·)
E
pi(·)
x0
[
γTx⊺TQTxT +
T−1∑
t=0
γt (x⊺tQtxt + u
⊺
tRtut)
]
s. t. α(h˜, x˜) ∈ A; u(h˜, x˜) ∈ U ,
(10)
with pi(h˜, x˜) = [α(h˜, x˜), u(h˜, x˜)]; Qt ≥ 0, Rt > 0 defined
as positive (semi)-definite weights and γ ∈ [0, 1] a discount
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factor. At each time t, the AP uses resource α
(i)
t = [α(h˜t, x˜t)]i
to send the control signal u
(i)
t = [u(h˜t, x˜t)]i back to plant
i. The communication exchange subsequently occurs with
success rate given by v(ς(i)(h
(i)
t , α
(i)
t )) and plant i evolves
via the switched dynamics in (5) accordingly. Having access
to information about both channel conditions and plant states
allows the AP to balance communication (adjusting channels’
transmission conditions and assigned resource, for example)
and control needs (prioritizing more unstable plants, for ex-
ample) while simultaneously selecting a corresponding control
action. We further emphasize in (10) that the set of permissible
resource allocation actions A and associated SNR function
ς(h, α) moreover defines the communication architecture and
network deployment scenario under which the control systems
operate—see Examples 1-3.
Observe that the co-design problem in (23) involves opti-
mizing a performance metric over the allocation and control
functions α(h˜, x˜) and u(h˜, x˜) while satisfying instantaneous
resource constraints, resulting in an infinite-dimensional op-
timization problem. In practice, this problem is very chal-
lenging to solve. Existing approaches have aimed to approx-
imate solutions for linear systems by finding or imposing a
separation principle between the communication and control
layer decisions [23]–[25]. However, all existing approaches
fundamentally rely on model knowledge—i.e. plant dynamics,
communication network models, channel distributions, etc.
Optimal separation of communication and control policies
moreover often requires model-knowledge or decentralized
information structures to implement.
In this paper, we develop a fully model-free framework
for obtaining co-designed solutions to the general nonlinear
wireless control system under fading conditions. The lack of
model knowledge has previously motivated the use of learning
techniques for resource allocation and wireless control, [11],
[26], [27]. We expand this approach by leveraging deep rein-
forcement learning techniques based on actor-critic algorithms
that can be implemented without any model knowledge of
plants or communication models.
III. CO-DESIGN VIA REINFORCEMENT LEARNING
Reinforcement learning (RL) represents the idea that learn-
ing occurs in interaction with the environment: an agent
executes an action, receives a one-step cost from the environ-
ment, transitions to a new state and continues to explore its
surroundings while trying to optimize some cumulative metric.
Formally, RL problems are described in terms of Markov
Decision Processes (MDPs) [31], [36]. A MDP consists in a
tuple 〈S,Ao,P〉 with S a set of states, Ao a set of actions and
P a state transition probability kernel [36]. The state transition
probability kernel P : S × Ao × S → [0, 1] assigns to each
triplet (s, a, s′) the probability of moving from state s to s′ if
action a is chosen. A transition from a state st to st+1 incurs
a cost per stage rt, and the agent takes actions according to a
stochastic policy pi(a|s) [31], [36]. The agent aims to optimize
a cumulative cost
J(pi, s) = Epis
[
T∑
t=0
γtrt+1
]
(11)
depending on the starting state s and with actions taken
according to a policy pi(·) with γ ∈ (0, 1] a given discount
factor [31], [36]. In this setting we can define the cost-to-go
over a finite horizon T as
Rt =
T∑
k=t+1
γk−t−1rk (12)
and the value function as
J∗(s) = inf
pi∈Π
J(pi, s), s ∈ S, (13)
with Π the policy space. The problem then consists in finding
the policy pi∗(·) that achieves this minimum.
To formulate the co-design problem in (10) as a standard
reinforcement learning problem, we first consider a single,
centralized agent located at the edge device in Figure 1 that
controls both the AP — making communication decisions —
and the RC — making control decisions. The decision-making
agent takes as inputs a global state st ∈ Rm(1+p) containing
(estimates of) plant states and channel conditions,
st =
[
h˜t; x˜t
]
=
[
h˜
(1)
t , . . . , h˜
(m)
t ; x˜
(1)
t , . . . , x˜
(m)
t
]
. (14)
At each time instant the agent outputs an action at ∈ Rm(n+q)
that consists of a resource allocation decision to be imple-
mented by AP and control signals,
at =
[
α
(1)
t , . . . , α
(m)
t ;u
(1)
t , . . . , u
(m)
t
]
, (15)
with the policy pi consisting of α(·) and u(·). Considering
all functions when optimizing the policy is prohibitively
expensive, as such it is common to approximate the policy
pi with a stochastic policy pi(·; θ) that is parameterized by a
finite dimensional parameter θ ∈ Rf ,
pi(a|s) = pi(a|s; θ). (16)
As discussed in Section II, the performance of the resource
allocation and control policies is measured by a cost function
that penalizes large deviations from the equilibrium point and
large control efforts. Thus, the co-design problem can be
formulated as
P ∗θ = min
θ
J(θ)
s. t. pi(a|s; θ) = [α(·; θ) ∈ A;u(·; θ) ∈ U ]
(17)
with
J(θ) = Epi(·;θ)x0
[
γTx⊺TQTxT +
T−1∑
t=0
γt(x⊺tQtxt + u
⊺
tRtut)
]
.
(18)
On the one hand, this approach allows for a straightforward,
low-level description of the overall wireless control system,
with the agent taking into account only the plant states and
channel conditions. As the state/action descriptions match
those used in (10), the optimal policy pi∗ is theoretically
capable of addressing the simultaneous and joint design of
control and resource allocation policies. Naturally, the param-
eterization in (16) incurs a loss of optimality with respect to
the original, non-parameterized problem (10), but this can be
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made negligible with universal approximators, as we discuss
in Section III-A.
On the other hand, this approach can lead to a learning
problem with high dimensionality — a single agent must learn
how to use allocation decisions to minimize packet error rates
while also learning how to compute control signals that are
able to drive the plants back to equilibrium. Note that with
st ∈ Rm(1+p) and at ∈ Rm(n+q), the dimensionality of the
problem grows fast with the number of plants in the system,
m, as well as the number of states p and control inputs q
for each plant. Moreover, RL algorithms are not guaranteed to
find optimal policies in practice, and a low-level formulation of
the problem may increase the difficulty in learning the higher
level interactions between decisions at the communications
and control layers — such as the relation between channel
conditions, allocated resources and the probability of closing
the control feedback loop in (5).
To address these practical challenges, we further consider
an alternative RL formulation that features a separation in
design between the communication and control policies that
can facilitate the learning process. In particular, we may
consider two agents: one agent containing the RC and the other
containing the AP. First, the AP decides how much resource
to allocate to each control signal based on the current states of
the plants and channel fading conditions. The RC must then
compute control signals for each plant based on plant states,
wireless fading conditions, and allocation decisions. Thus, the
states of the AP agent will be given by
sAPt =
[
h˜t; x˜t
]
=
[
h˜
(1)
t , . . . , h˜
(m)
t ; x˜
(1)
t , . . . , x˜
(m)
t
] (19)
with sAPt ∈ R
m×(1+p). The agent here outputs allocation
decisions αt = [α
(1)
t , . . . , α
(m)
t ] ∈ R
m
+ , taken according to
the resource allocation policy α(h˜, x˜).
The controller, on the other hand, generates control signals
ut = [u
(1)
t , . . . , u
(m)
t ] defined on R
m×q . Agent states in this
case are made up by plant states, channel conditions and
allocation decisions, leading to
sRCt =
[
h˜t; x˜t;αt
]
=
[
h˜
(1)
t , . . . , h˜
(m)
t ; x˜
(1)
t , . . . , x˜
(m)
t ;α
(1)
t , . . . , α
(m)
t
] (20)
with sRCt ∈ R
m×(1+p+1).
Let us now parameterize the resource allocation function
α(h˜, x˜) with some stochastic policy piα(a|s; θ) parameterized
by a parameter vector θα ∈ Rr, i.e.
α(h˜, x˜) = piα(α|s
AP ; θα). (21)
Similarly, let
u(h˜, x˜, α) = piu(u|s
RC ; θg) (22)
a parameterization of the control policy u(·). With this pa-
rameterization in hands and a slight abuse of notation we can
rewrite the co-design problem in (10) as
Pˆ ∗θ = min
θα,θu
J(θα, θu)
s. t. piα(a
AP |sAP ; θα) ∈ A; piu(u
RC |sRC ; θu) ∈ U
(23)
x˜(1)
x˜(2)
h˜(m)
Input
layer
Hidden
layer 1
Hidden
layer 2
µ(1)
µ(m)
Output
layer
...
...
Fig. 2. Policy network. The network takes plant states and channel fading
conditions as inputs, and outputs a set of parameters used to characterize the
resource allocation policy.
with
J(θα, θu) =
E
pi(·;θα,θu)
x0
[
γTx⊺TQTxT +
T−1∑
t=0
γt(x⊺tQtxt + u
⊺
tRtut)
]
(24)
The “separated” RL formulation in (19)-(24) differs from that
of (14)-(18) in the sequential decision-making nature of the
RL agents. Here, the RL agent making control layer decisions
has access to the communication layer action, which has the
potential to both reduce the dimensionality of the RL policy
as well as facilitate the learning of a higher level interaction
between resource level α and the impact on the control input
decision. These two RL formulations will be numerically
compared in Section V-B.
Note that standard RL methods operate directly on the
value function in (18) or (24), and thus do not capture the
constraint sets A and U . The constraint satisfaction of the
resulting policy piα is not enforced directly via the optimization
process detailed in Section IV, they are instead addressed
via proper design of the parameterization. The choices of
parameterization considered in this work is detailed in the
proceeding subsection; see Remark 3 for a discussion on
resource and controller constraint satisfaction.
A. Neural Networks and Deep Reinforcement Learning
The particular choice of parameters to represent a policy
in reinforcement learning problems allows us to search for
optimal policies within a certain class of functions. Resource
allocation functions such as the one we want to approximate
here, however, do not necessarily have a known form; neither
are they necessarily linear. Here, we then leverage neural
networks — known universal approximators [33] — to pa-
rameterize the resource allocation and control policies.
Figure 2 shows a neural network used to parameterize
a stochastic policy. In particular, for the agent representing
the AP, the neural network representing the resource alloca-
tion policy takes as inputs (estimates of) the plants states,
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x˜(1)
x˜(2)
h˜(m)
Input
layer
Hidden
layer 1
Hidden
layer 2
Jˆ(s)
Output
layer
...
Fig. 3. Value network: here the inputs correspond to the plant states and
channel variables, and the output is an estimate of the value function.
x˜
(1)
t , . . . , x˜
(m)
t and wireless fading states h˜
(1)
t , . . . , h˜
(m)
t , and
outputs parameters that characterize a multivariate Gaussian
policy with means µ
(1)
α , . . . , µ
(m)
α . Note that in the imple-
mentation we consider here, the corresponding standard de-
viations σ
(1)
α , . . . , σ
(m)
α are treated as optimization parameters
and not as outputs of the neural network. Similarly, we
can also define a neural network approximating the value
function (13). The value neural network (Figure 3) takes the
same set of variables as input but outputs an estimate of
the value function instead. We also define policy and value
neural networks for the RC agent, with the corresponding
parameters µ
(1)
u , . . . , µ
(m)
u ;σ
(1)
u , . . . , σ
(m)
u used to characterize
a multivariate Gaussian distribution.
Standard artificial neural networks are made up of succes-
sive computational layers combining linear combinations and
nonlinear transformations, see Figures 2 - 3. First, each ele-
ment in the initial hidden layer constructs a linear combination
of the inputs. Then, for each hidden unit in that layer, the linear
combination is passed through a nonlinear transformation or
activation function φ(·). Each hidden unit in the second hidden
layer then constructs a linear combination of the outputs of
the initial hidden layer, and once again computes a nonlinear
transformation on top of that linear combination. This process
is repeated up to the output layer. Note that the hidden units
at hidden layer l can be given by
zl = φl(Clzl−1 + bl), (25)
with the matrix Cl and vector bl representing the weights of the
linear combination at each hidden unit. Successive application
of the above expression allows us to write the outputs y(k) of
the neural network as
y(k)(x, h) = φL (φL−1 (. . . φ1 (C1z0 + b1)) + bL) (26)
with the input layer z0 = [x;h] and output y
(L)(x, h) = [µ].
Here, dl is the number of hidden units in hidden layer
l = 1, . . . , L and the parameters to be learned correspond
to θ = [C1; b1; . . . ;CL; bl]. The activation function must
be differentiable and nonlinear (otherwise we would retrieve
a standard linear combination of the inputs in the neural
network), and common choices include rectified linear units
(ReLU), hyperbolic tangent and sigmoid functions [37, ch.
5]. In the following, we discuss how to use policy gradient-
like algorithms in association with neural networks to design
model-free control and resource allocation policies in wireless
control systems.
Remark 3. The generic structure of neural networks further
allow us to design parameterizations that adhere to the re-
source allocation structure A and control constraints U in
(10). In particular, the output layer activation φL can in most
cases be constructed to embed such structure on the outputs.
For example, in Example 1 resource allocation decisions α
must satisfy
∑
i α
(i) ≤ αmax, which can be addressed with a
softmax-type normalization of the outputs. Likewise, interval
constraints such as U = [umin, umax]m can be addressed
via a sigmoid output layer. Note that, in Example 2, the
resource constraint set has an assignment structure and cannot
be directly satisfied with standard output layer functions. In
this case, the neural network can output scores, through which
frequency bands are assigned via an exact or approximate
greedy assignment algorithm.
IV. MODEL-FREE LEARNING
Here we focus on model-free reinforcement learning prob-
lems, where the agent does not have access to nor tries to
learn a model of the environment. Those are usually solved
either via value-based or policy-based methods. Value-based
approaches try to learn or estimate the value function (13),
with the corresponding actions then selected based on their
estimated values [31]. Policy based methods, on the other
hand, aim to learn an optimal policy directly, relying on
parameterizations of the actor policy for that. Parameterizing a
policy directly allows us (i) to reduce the dimensionality of the
training space, since we are now estimating parameters used to
characterize some approximating function instead of looking
for functions directly; and (ii) to learn policies in continuous
actions spaces — as in the co-design problem considered in
this paper.
In this case, the resource allocation and control policies
must minimize a cost function measuring the performance
of the overall co-design policy (23). Thus, at each iteration
policy gradient methods will perform approximate gradient
descent in the parameterized cost function J(θ) [31, ch. 13].
The parameters of the resource allocation or control policy are
updated according to
θt+1 = θt − β∇ˆJ(θt), (27)
where β is the learning rate and ∇ˆJ(θα,t) (∇ˆJ(θg,t)) an
estimate of the gradient of J(θ) with respect to θα (θg). The
policy gradient theorem gives an analytic expression for the
gradient ∇J(θ) of the cost function J(θ) with respect to
the parameter vector θ [31, ch. 13], which in turn fostered
the design of algorithms that are able to approximate the
gradient of the cost function from samples of the actions, states
and rewards of the underlying Markov decision process. For
example, in the classical REINFORCE algorithm, approximate
gradient descent follows [38]
θt+1 = θt − βγ
tRt
∇pi(at|st; θt)
pi(at|st; θt)
. (28)
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Note that, according to equation 28, updates of the REIN-
FORCE algorithm do not depend on a known or estimated
model of the system dynamics or transition probabilities.
The updates depend instead on the return or cost-to-go Rt
associated to some action at as well as the gradient of the log
probability of executing action at [31, ch. 13].
A. Actor-critic algorithms
Actor-critic algorithms make up another common class of
model-free reinforcement learning methods. The basic idea
behind the actor-critic approach is to combine features of
both policy-based and value-based reinforcement learning
algorithms to reduce variance and improve convergence. In
this setting the actor aims to learn an optimal policy and the
critic the value function. At each iteration, the actor aims to
improve the current policy, parameterized by θ, while the critic
evaluates it by approximating the value function with some
parameter η [31, ch.13],
J∗(st) = V (st; η). (29)
The gradient descent step follows the same structure as in
the policy gradient case, but here the approximate gradient
depends on some estimate of the value function to reduce the
variance of standard policy gradient algorithms. The update of
the policy and value function approximators can be performed
independently, and in both cases the agent does not know nor
tries to learn a model of the environment.
In general, actor-critic algorithms retain the ability to rep-
resent continuous policies while showing better convergence
properties and better sample complexity due to the approx-
imate gradient descent being guided by an estimate of the
value function. Different actor-critic algorithms have been
proposed in the literature on deep reinforcement learning in
recent years, such as Advantage Actor-Critic (A2C) [39],
which relies on (synchronous) execution of multiple agents in
parallel realizations of the environment. That algorithm keeps
an estimate of the value function, V (st; η), and a stochastic
policy pi(a|s; θ) [39]. At each iteration the policy is updated
according to
θj+1 = θj −
T∑
t=0
∇ log pi(at|st; θt)A(st, at; θ, η), (30)
with A(st, at; θ, η) an estimate of the advantage function. The
advantage function is defined as
Api(s, a) = Qpi(s, a)− Vpi(s) (31)
and can be estimated by [40], [41]
Aˆt(st, at; θ, η) = −V (st)
+ rt + γrt+1 + · · ·+ γ
T−t+1rT+1 + γ
T−tV (sT )
= Rt − V (st) (32)
The value function approximator, on the other hand, is updated
according to
ηj = ηj −
T∑
t=0
∂
∂η
(V (st; η)−Rt)
2
(33)
Algorithm 1: Actor-critic framework (A2C) for resource
allocation in WCSs (adapted from [39])
Required: System dynamics (to generate episodes); cost
objective J(·); horizon T ; number of episodes
L; number of actors N
Result: Resource allocation and control policies.
1 initialization: load initial training / parameter set Θ
2 for ii = 1, . . . , L do
3 generates episodes:
4 while t < T do
5 N threads:
6 for jj = 1, . . . , N do
7 xjj,0 ∼ N (0, 1)
8 hjj,0 ∼ l(h)
9 αjj,t ∼ piα(αjj,t|[xjj,t;hjj,t;ujj,t−1]; θα)
10 ujj,t ∼ pig(ujj,t|[xjj,t;hjj,t;αjj,t]; θg)
11 rjj,t ← x
⊺
jj,tQtxjj,t + u
⊺
jj,tRtujj,t
12 xjj,t+1 ← f(xjj,t, ujj,t) + wt
13 hjj,t+1 ∼ m(h)
14 end
15 if t = ktmax, k = 1, 2, . . . then
16 computes cost-to-go:
17 Rt ←
∑T
k=t+1 γ
k−t−1rk
18 computes advantage estimates:
19 Aˆt ← Rt − V (st; η)
20 updates policy approximation for θα, θg:
21 θ ← θ −
1
N
∑
jj
∑T
t=0∇ log pi(at|st; θt)Aˆ(st, at; η)
22 updates value function approximation for ηα,
ηg:
23 η ← η − 1
N
∑
jj
∑T
t=0
∂
∂η
(V (st; η)−Rt)
2
24 end
25 t← t+ 1
26 end
27 end
so as to minimize the squared difference between the estimated
value function and the sampled return or cost-to-go.
The resulting algorithm for designing model-free resource
allocation and control policies in wireless control systems is
presented in Algorithm 1. The implementation considers N
simultaneous realizations of the system per episode, with each
of those realizations having a simulation horizon T . Each real-
ization starts from initial states s0 = [x0;h0] with x0 sampled
from a standard normal distribution and h0 sampled from l(h),
a probability distribution representing the distribution of the
wireless fading conditions over time. At each time step (for
each realization), allocation decisions for all users are sampled
from the corresponding policy piα(·) and control decisions
are sampled from piu(·). The one-step costs are quadratic on
the plant states and control inputs. The plants’ states evolve
according to (1) and fading conditions are sampled again
from l(h). After tmax time steps, we compute the cost-to-
go Rt and estimate the advantage function Aˆt. The advantage
function and the cost-to-go from N simultaneous realizations
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are aggregated to estimate the gradients of the policy and
value networks, and the corresponding parameters are updated
accordingly. Next, we discuss some numerical experiments to
illustrate the use of the proposed approach and compare its
performance against some baseline solutions.
V. NUMERICAL EXPERIMENTS
We now discuss some numerical experiments to illustrate
the use of the proposed model-free approach to design control-
aware resource allocation and channel-aware control policies
in wireless control systems. First we consider the distribution
of a certain power budget pmax among a collection of linear,
unstable plants. The internal state of each plant (5) evolves
according to
x
(i)
t+1 = A
(i)x
(i)
t +B
(i)u
(i)
t + wt, (34)
where
A(i) =

−a(i) 0.2 0.20 −a(i) 0.2
0 0 −a(i)

 ; B(i) = I, (35)
with a(i) sampled from a uniform distribution, a(i) ∼
U [1.05, 1.15]. The agent does not know the plants dynamics,
which are unstable without control.
The probability of successfully receiving an information
packet depends on the current fading condition of the channel
and on the resource allocated to that signal. The channels’
fading states follow an exponential distribution with parameter
λh = 2. For the numerical experiments we assume that the
controller does not act when the transmission fails, that is
u˜
(i)
t = 0. Moreover, the AP and the controller have access only
to noisy estimates of the control states and channel conditions
(9).
We created custom environments on OpenAI Gym [42] and
relied on a standard implementation of Algorithm 1 from
Stable Baselines [43]. The allocation policy was parameterized
with a standard multilayer neural network made up by two
hidden layers with 64 hidden units each. We adopted a step
size of 5 × 10−4 and 16 simultaneous realizations of the
wireless control system. Initial states of the control plants were
sampled from a normal distribution. To facilitate training, we
initialized the resource allocation policy with a heuristic that
gives more power to more unstable plants.
A. Power allocation
Here the agent must learn a resource allocation policy
to distribute transmission power among m = 10 plants
sharing a wireless communication network. In this first sce-
nario we assume that the control action is computed by
a standard linear quadratic regulator (LQR controller). The
allocation policy must satisfy an instantaneous resource con-
straint
∑m
i=1 α
(i)
t (xt, ht) ≤ pmax at each time instant, with
pmax = m/5. The objective here is to minimize a finite
horizon quadratic cost (10) with Q = I and R = 10−3 × I.
In this setting, the simulations during the training phase
were performed with a horizon T = 90. Figure 4 shows the
evolution of the training cost per episode for this simulation,
where we further considered W (o) = I and 1000 training
episodes (1.4 × 106 time steps). Figure 4 shows the cost
per individual realization (light blue) and the average cost
per episode for all realizations (dark blue). As expected,
the performance of the learned policy improves as the agent
collects more samples.
After the training phase, we compared the performance of
the learned allocation policy against some baseline resource
allocation solutions, namely
1) dividing resource equally among all plants;
2) channel-aware selection: choosing m/5 plants with best
channel conditions to transmit with resource α0 =
pmax/(m/5);
3) control-aware selection: choosing m/5 plants furthest
away from the equilibrium point to transmit with re-
source α0 = pmax/(m/5);
4) round robin: scheduling transmission of m/5 plants per
time slot with power α0 = pmax/(m/5).
To compare the learned approach against baseline resource
allocation solutions and see how well the learned approach
would generalize to longer horizons, we considered T = 120
during the test phase. Figure 5 brings a comparison between
the learned policy and the baseline solutions mentioned earlier.
The figure shows the overall discounted cost per test. Each
test consisted of ten simultaneous realizations starting from
different initial states, with the initial states of the control
plants sampled from a normal distribution, x
(i)
0 ∼ N (0, 5), and
the channel states exponentially distributed. Each test point
shows the mean for that group of realizations. The learned
allocation policy, in blue, outperforms the solutions mentioned
above, with an improvement of about 50% upon the best
performing baseline solution.
The performance criterion in (10) penalizes large deviations
from the equilibrium point. We then compare in Figure 6 the
evolution of the plants states for one of the realizations during
the test phase. The figure shows the plants states over the test
horizon for the learned allocation policy, a baseline solution
prioritizing plants further away from the equilibrium point
and a baseline solution prioritizing plants with better channel
conditions. Note that the learned allocation policy is able to
maintain plants operating closer to the equilibrium point.
B. Co-Design of Control and Allocation Policies
The approach outlined in Section V-A relied on a data-
driven or model-free allocation policy in association with a
standard linear quadratic controller. That approach outper-
formed baseline resource allocation policies that also used a
LQR state-feedback controller to compute the actuation signal
sent back to plants. It still relies, however, on a known or
estimated model of the system to compute adequate control
actions. Now we want to evaluate settings where, in addition to
the resource allocation policy, the centralized decision maker
must learn the control policy governing the plants as well.
This joint design formulation leads to a completely model-
free approach for the design of wireless control systems, and
opens up the possibility of designing communication-aware
controllers that compute control signals based not only on
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Fig. 4. Training cost (per episode) during learning phase. Individual
realizations are shown in light blue, while the average cost per episode
(over 16 realizations) is shown in dark blue.
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Fig. 5. Test comparison between the learned allocation (blue), dividing
resource equally among the plants (orange), a control-aware heuristic
(yellow), a channel-aware heuristic (purple), and round robin (green).
plant states but also wireless fading conditions. The joint
design setting, however, is also more challenging than the
scenario discussed in Section V-A, where the control policy is
given a priori and the agent must learn a resource allocation
function. Besides the higher dimensionality of the learning
space in this case, the agent also has to deal with two sources
of instability: not only are the plants unable to communicate
at all times, but even when they do, the control signal might
be inadequate and cause even more instability.
a) Codesign approaches: As discussed in Section III, an
immediate approach in this setting is to consider a single, cen-
tralized agent simultaneously learning control and allocation
policies. That leads to a problem with high dimensionality,
and learning good policies in this setting is challenging —
especially as the number of users in the system grows, since
the number of parameters to be learned depends on the
number and dimension of the plants in the wireless system,
cf. equation (26) and Figures 2, 3; or as plants become more
unstable. To overcome that issue, we first compare some
potential approaches that might reduce the dimensionality of
the learning space,
1) Single agent: simultaneously learning control and allo-
cation policies (cf. equations (14) - (15));
2) Separate agents: allocation decisions made first; control
actions take into account allocation actions as described
in equations (19) - (20);
Note that here we assume that the plants have independent
dynamics, and thus we can learn a controller for each plant
under approach (2) to reduce the dimensionality of the learning
problem. For the simulations we consider a collection of m =
10 linear plants (34) with
A(i) =

−1.01 0.5 0.5−0.5 1.01 0.5
0 0.5 −0.5

 ; B(i) = I, (36)
and initial states sampled from a standard normal distribu-
tion. The plants are unstable without a control input, with
eigenvalues of A(i) closer to 1 than in (35). This means that
the plants states do not grow as fast as in (35), making it
easier to learn a control policy under long simulation horizons,
since the quadratic cost in (10) will not grow as fast either.
In this scenario, we assume that plants share a power budget
pmax = m/4. We adopted a standard LQR cost with Q = I
and R = 10−3 × I; a training horizon T = 250; and learning
rate β = 5×10−6. We consider 500 training episodes (2×106
time steps) and a test horizon T = 350.
Figure 7 shows the cost per episode for approaches (1)
(blue) and (2) (orange) during training. The results show that
separating the design of control and allocation policies, with
the subsequent reduction in the dimensionality of the learning
space, indeed improves performance. The second approach,
which relies on iteratively learning control-aware resource
allocation policies and channel-aware controllers, converged
faster and to a better minimum than the approach using a
single agent.
b) Model-free vs model-based policies: From experiment
(a), we see that separating the control and allocation agents
reduces the dimensionality of the learning problem and im-
proves performance. Now, we compare the performance of
1) the resulting model-free co-design of resource allocation
and control policies as in approach (2) above;
2) learning only the control policy (under ideal communica-
tion conditions) while dividing resources equally among
the plants during the test phase;
3) learning only the allocation policy while the plants are
controlled by a LQR controller.
Results are summarized in Figure 8. Each test consisted of ten
realizations starting from different initial states, with the initial
states of the control plants sampled from a standard normal
distribution and the channel states exponentially distributed.
Each test point shows the mean and standard deviation for
that group of realizations.
Figure 8 shows that the co-design policy matches or slightly
outperforms the learned allocation policy that utilizes a model-
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Fig. 6. Test phase example. Figure shows the evolution of the plant states
for (a) the learned allocation, (b) prioritizing plants with better channel
conditions and (c) prioritizing plants further away from equilibrium.
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Fig. 7. Training cost per episode for a single agent learning both policies
(blue); and separate agents iteratively learning resource allocation and
control policies (orange).
based LQR controller. Learning only the control policy while
dividing power equally among the plants performs worse than
both the other approaches. Note that this simulation considers
linear plants, for which a LQR controller is optimal under ideal
communications, so it is expected that a LQR controller in
combination with a learned allocation policy would work very
well in this case. In settings where plant models are known,
one could then leverage a LQR controller as an initialization
to the data-driven control policy, or learn a correction factor
that would take communication constraints into account. That
might be especially useful as we consider more unstable
plants, which makes the control design part of the problem,
in particular, more challenging. Nonetheless, we emphasize
that without models we are able to jointly learn controller and
allocation policy that achieves the performance of model-based
LQR in this scenario.
c) Nonlinear plants: Next we consider a collection of
nonlinear control plants, with each plant corresponding to an
inverted pendulum following OpenAI gym’s cartpole environ-
ment [42]. The objective here is to keep the pendulum upright
and the cart around the origin by applying some force F to the
cart. In this scenario, the state of each plant is given by x
(i)
t =[
y(i), y˙(i), θ(i), θ˙(i)
]
with y the cart position, y ∈ [−4.5, 4.5],
and θ the pole angle, θ ∈ [−12, 12] degrees. Here we consider
a system with m = 10 plants sharing an overall resource
budget pmax = m/2; control input F ∈ [−10, 10], and λh =
1. The original cartpole environment considers binary control
actions, but we customize it to make the control decisions
continuous in [−10, 10]. As in Section V-B (b), we compare
the codesigned policy against an allocation policy using a
model-based controller and a controller learned under ideal
communication conditions.
In OpenAI gym’s environment, the RL agent receives a
reward of 1 for each time step it keeps the pendulum within
bounds, and an episode is considered finished once either θ
or y falls out of bound. To train the codesign and allocation
policies, we adopt a reward of 1 for each time step the
RL agent manages to keep all plants within bounds, and
0 otherwise. An episode is considered finished as soon as
one of the plants becomes unstable. To compare model-based
and model-free solutions in this setting, we consider a LQR
controller based on a linearization of the nonlinear model
around θ = 0. The LQR controller is designed to minimize a
quadratic performance criterion with
Q =


1 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0

 ; R = I. (37)
The simulation uses a standard Euler integration method
with a time step dt = 0.02. Initial states of the plants are
sampled from a uniform distribution, x
(i)
0 ∼ U [−0.05, 0.05].
We considered a total of 105 time steps during training and
learning rate β = 5 × 10−4. To facilitate training, we first
trained the codesign controller while dividing power equally
among the plants.
After training, we tested the performance of the learned
policies with a horizon of 100 time steps. Performance of the
learned policies during the test phase was measured according
to
J =
T∑
t=0
m∑
i=1
y2i + θ
2
i . (38)
Figure 9 shows the overall cost per test point in this case.
Each test point corresponds to an average over 10 realizations
starting from different initial states. In this case, the model-
free codesign solution (blue) outperformed the solution where
the control policy was learned from scratch while distributing
resource equally among the plants. The codesign solution
also outperformed the solution that leveraged a standard LQR
controller but learned the allocation policy. We point out that
in this case the LQR controller is based on a local approxi-
mation of the plants valid around the equilibrium point, but
nonetheless requires a valid model for the local approximation.
Such a control policy is observed to still perform worse than
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Fig. 8. Linear system: cost comparison between the model-free codesign
policy (blue); learning a resource allocation policy while using a LQR
controller (orange); and learning a control policy under ideal communication
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Fig. 10. Test phase example. Figure shows the pole angle for each plant for
(a) codesign policy, (b) learned allocation and model-based controller, and (c)
learned controller and dividing power equally among the plants.
the model-free codesigned solution. We also show in Figure
10 a realization of the state evolutions during the test phase.
We observe that the codesigned policy demonstrates a clear
performance gain over the independently designed solutions
and is able to keep the pendulums upright for a longer period
of time.
VI. CONCLUSION
This paper discusses a model-free approach to design
resource allocation and control policies in wireless control
systems. On the one hand, noisy channels, limited resources
and eventual packet loss make remote control of plants over
wireless channels challenging. Proper design of control and
resource allocation policies helps to maintain operation of
the system reliable, but designing policies that take into
account plant states, wireless fading conditions and resource
constraints is usually challenging. This, in association with
the often unavailability of reliable models in practice, mo-
tivates the use of data-driven policies. On the other hand,
machine learning algorithms, and deep reinforcement learning
in particular, have achieved impressive results in traditional AI
benchmarks, making them a natural candidate for the design
of data-driven heuristics.
Here, in particular, we leveraged actor-critic algorithms to
design allocation and control policies depending on current
estimates of the state of control plants and fading conditions of
the wireless network. First, we studied a scenario where plants
were controlled by an optimal (model-based) LQR controller
while the agent learned a model-free power allocation policy.
Taking into account information about both the controlled
plants and conditions of the communication network allows
the learned policy to balance control and communication
metrics while distributing resources among the plants and
achieve better performance than the baseline solutions it was
compared against. Next we studied a more challenging setting
where both the control and allocation policies are learned
from scratch. Numerical experiments in this setting show that
the resulting joint policy matches or slightly outperforms a
learned allocation policy combined with a LQR controller.
Model based optimal solutions for linear control problems
(under ideal communication conditions) are well understood,
however, pointing out to the potential combination of model-
free and model-based techniques to design wireless control
systems in settings where plant models are known. This could
be done by learning a correction factor for a standard LQR
controller that would take wireless fading conditions and
allocation decisions into account, for example, or using known,
model-based controllers to initialize control policies.
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