Introduction
Diversification is a dominant theme in the property investment literature. If, and as has been hypothesised, low correlations of returns exist; diversifying across various categories of property investment may allow investors to reduce portfolio risk while holding expected return constant. However, despite the obvious importance of this body of thought to portfolio managers, the application of the central tenets of Markowitz portfolio theory to the property market is comparatively recent, with the original focus on property's role in a mixed asset portfolio. More lately, emphasis has moved to investigating the implications of portfolio theory within the property portfolio itself.
As discussed, the first strand of empirical endeavour has concerned itself with the optimal allocation of property in a 'mixed asset' portfolio, encompassing property,
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of the main body of real estate research, economic diversification was found to be superior to geographic diversification" and that "MPT-efficient portfolios provide considerably higher expected returns than naïve (equal weighted) portfolios". Seiler et al. (1999) provides a useful review of the literature concerning the diversification benefits of property in both mixed asset and within property portfolios.
Notwithstanding the evidence concerning whether property should be included in mixed asset portfolios, or whether property portfolios should be extended internationally, or how property portfolios should be diversified regionally or by property type, most of this work fails to analyse the price indices of the different asset classes as part of a cointegrated system of individually nonstationary series. This is important because the cointegration of price series for different assets has several implications, not least for asset diversification but also for price discovery or predictability of returns (Tuluca et al. 2000) .
First, it is well known that Markowitz proved that low correlations are necessary for diversification. However, when asset prices are cointegrated [such that there is some tendency in the long run for two or more series not to drift too far apart (or move together)] then the benefits of correlation may be less than that implied by correlation alone because zero-order correlation coefficients will underestimate the long-run relationships between asset classes. Second, cointegration of asset price series may also affect the analysis of the dynamic relationships among these assets.
For example, the price discovery process that establishes causal flows from one or more assets classes to another may be misspecified, resulting in the spurious forecasting of prices. It is then important to ascertain the cointegration (or lack thereof) for price series under investigation. If the series are cointegrated, it is possible to increase the accuracy of previous results by including the long-run relationships in the study of returns. Accordingly, the purpose of the present paper is to add evidence to the nascent debate on cointegration between property markets.
The remainder of the paper is divided into four main areas. The first section explains the data employed in the present analysis, while the second section discusses the methodology employed. The results are dealt with in the third section.
The paper ends with some brief concluding remarks.
Data and Descriptive Statistics
The data employed in the study is composed of indices for nine regional property markets in the United Kingdom. All property index data is obtained from the Nationwide Building Society and encompasses the period January 1976 to September 2001. All quarterly index data are specified in Pound Stirling. Selected descriptive statistics of the annualised returns for these property indexes are presented in Table 1 . The index series themselves are featured in Figure 1 and the quarterly returns calculated using these indexes are depicted in Figure 2 .
<TABLE I HERE>
The nine major UK property indexes are specified as follows: (i) London (LON), 
<FIGURE I HERE>
In common with most work in this area, the figures in Table I show that the mean annual returns on the outer regional property markets are generally lower than those surrounding London, irrespective of risk. Over the period 1976 to 2001 the highest annual property returns were 4.05 percent for London, 3.76 percent for Outer SouthEast and 3.66 percent for South-West markets and the lowest annual returns were 3.42 percent for East Midlands, 3.07 percent for North and 2.88 percent for Yorkshire and Humberside. Conforming to theoretical expectations, the risk (as measured by standard deviation) is consequently much higher for regional markets surrounding London, while the risk diminishes for those markets furthest from London. For example, the standard deviation of annual returns for the London property index was 4.94 percent which is slightly lower than the most risky property market, Outer South-East, with a standard deviation of 5.04 percent and the least risky property market was North-West with a standard deviation of 3.80 percent. The value of the coefficient of variation (standard deviation divided by the mean return) measures the degree of risk in relation to the mean return. The coefficients of variation for the nine UK regions are fairly consistent ranging from 1.09 (NorthWest) to 1.57 (Yorkshire and Humberside). Markets with a higher coefficient of variation (more risk per unit of return) include Outer South East (OSE), East Anglia (EA) and Yorkshire and Humberside (YH) ranging from 1.34 to 1.57. UK property markets with lower coefficients of variation include North West (NW), West Midlands (WM) and London (LON). The coefficients of variation for this last group of property markets range between 1.09 and 1.28.
<FIGURE II HERE>
The quarterly returns associated with these indices are depicted in Figure 2 . All of the UK property returns series are volatile, and most of the UK property markets have periods of sustained negative returns corresponding to the period 1989-1992.
Visual examination of the UK property returns also indicates a strong cyclical pattern and this appears to be shared by most of the markets in question. Returns are generally positive in the period 1976-1988, negative from 1989-1996 , positive from 1985 to 1991, negative from 1992 to 1996, and positive thereafter. All the return series with the exception of West Midlands (WM) and East Midlands (EM) fail to reject the null hypothesis of a normal distribution of returns according to the JarqueBera statistic (Table 1) .
Empirical methodology
The paper investigates the comovements among UK regional property markets as follows. To start with, since the variance of a nonstationary series is not constant over time, conventional asymptotic theory cannot be applied for those series. Unit root tests of the null hypothesis of nonstationarity are conducted in the form of an Augmented Dickey-Fuller (ADF) regression equation:
where it Y denotes the index for the i-th market at time t,
, ρ are coefficients to be estimated, p is the number of lagged terms, t is the trend term, α 1 is the estimated coefficient for the trend, α 0 is the constant, and ε is white noise. The critical values in MacKinnon (1991) are used in order to determine the significance of the test statistic associated with ρ 0 . ADF tests are performed on both the levels and first differences of the indices. Where each index is nonstationary in levels and stationary in first differences, it may be concluded that the indices are individually integrated of order 1, I(1). An important property of I(1) variables is that there can be a linear combination of these variables that are I(0) (stationary). If this is so, then these variables are cointegrated such that there is some tendency for the two series in the long run not to drift too far apart (or move together).
Following Engle and Granger (1987) In order to implement the ECM, the order of cointegration must be known. A useful statistical test for determining the cointegrating rank r is proposed by Johansen (1991) and Johansen and Juselius (1990) . The test is based on the MLE and the rank of Π (denoted by r) is tested based on its eigenvalues. The trace test is proposed. In the trace test, the test statistic is: One potential problem is that the Johansen (1991) test can be affected by the lag order in (2). The lag order is determined by using the likelihood ratio (LR) test. The optimum number of lags to be used in the VAR models is determined by the likelihood ratio (LR) test statistic:
where T is the number of observations, K denotes the number of restrictions, Σ denotes the determinant of the covariance matrix of the error term, and subscripts 0 and A denote the restricted and unrestricted VAR, respectively. LR is asymptotically distributed 2 χ with degrees of freedom equal to the number of restrictions. The test statistic in (4) is used to test the null hypothesis of the number of lags being equal to k -1 against the alternative hypotheses that k = 2, 3, … and so on. The test procedure continues until the null hypothesis fails to be rejected, thereby indicating the optimal lag corresponds to the lag of the null hypothesis.
These cointegration tests examine long-run causality among the nine regional property markets. In order to examine the short-run relationships, Granger (1969) non-causality tests are specified. Essentially tests of the prediction ability of time series models, an index causes another index in the Granger sense if past values of the first index explain the second, but past values of the second index do not explain the first. If the indices in question are cointegrated, Granger non-causality is tested using the ECM:
where Θ contains r individual error-correction terms, r is the number of long-term cointegrating vectors via the Johansen procedure, ψ and γ are parameters to be estimated, and all other variables are as previously defined. If there is no cointegrated relationship, the causality tests are conducted using the following VAR model:
In both cases, the causality test is based on an F-statistic that is calculated using the One problem with a Granger non-causality test based on (5) is that it is affected by the specification of the model. ECM is estimated under the assumption of a certain number of lags and cointegrating equations, which means that the actual specification thereby depends on the pre-test unit root (ADF) and cointegration (Johansen) tests. To avoid possible pre-test bias, Toda and Yamamoto (1995) propose the level VAR procedure. Essentially, the level VAR procedure is based on VAR for the level of variables with the lag order p in the VAR equations given by p=k+d max , where k is the true lag length and d max is the possible maximum integration order of variables. The estimated VAR is expressed as:
where t =1 ,…., T is the trend term and
are parameters estimated by OLS. Note that d max does not exceed the true lag length k. Equation (7) can be written as: 
where I T is a T×T identity matrix. Under the null hypothesis, the Wald statistic (9) has an asymptotic chi-square distribution with m degrees of freedom that corresponds to the number of restrictions. Although Toda and Yamamoto (1995) and Masih and Masih (1999) One final limitation of these tests is that while they indicate which regional markets Granger-cause another, they do not indicate whether yet other markets can influence a given market through other equations in the system. Likewise, Granger causality does not provide an indication of the dynamic properties of the system, nor does it allow the relative strength of the Granger-causal chain to be evaluated.
However, decomposition of the variance of forecast errors of a given market allows the relative importance of other markets in causing fluctuations in that market to be ascertained. One likely problem is that the decomposition of variances is sensitive to both the assumed origin of the shock and to the order it is transmitted to other markets. That is, the results of the variance decomposition depend on the ordering of variables. One approach to this problem is to randomly order the variables a number of times and compare the results. Unfortunately, random ordering of nine indexes is neither practical nor sufficient to clearly highlight any disparities. The most realistic ordering criterion under these circumstances is to order markets by their effect to other markets: that is, in descending order of the number of causes in the causality tests.
Empirical results
Table II presents the ADF unit root tests (1) for the nine property indices in price level and price-differenced forms. In all instances, the null hypothesis of nonstationarity is tested. Analysis of the price levels series indicates non-stationarity for all of the property markets. However, all of the ADF test statistics are significant in first differenced form at the 0.01 level, indicating stationarity and the suggestion that each index series is integrated of order 1 or I(1). The finding of non-stationarity in levels and stationarity in first differences provides comparable property market evidence to Tuluca et al. (2000) and Wilson and Okunev (1999) , though in both instances the property markets examined were national rather than regional.
<TABLE II HERE>
As discussed, Johansen cointegration trace tests are used to obtain the cointegrating rank. The likelihood ratio trace test statistics are included in Table III .
As multivariate cointegration tests, the results cover all the included markets simultaneously rather than simple bivariate combinations. They therefore consider the wide range of portfolio diversification options available to investors, as well as the scope of market interrelationships that may not be reflected in pairwise combinations. Also included in Table III 
<TABLE IV HERE>
One implication of the results in Table IV 
<TABLE VI HERE>
Nonetheless, all the property markets included in the analysis are relatively isolated from each other at the 1-quarter horizon period. This is consistent with the lack of liquidity and the comparatively slow diffusion of information in property markets. However, within a 3-month forecast horizon period most of the variance that will ever be explained in any property market, whether through its own 
Concluding remarks
This paper investigates long-term and short-term relationships among eight major painting markets and the global equity market during the period 1976 to 2001.
Multivariate cointegrating techniques are used to establish relationships among these markets; Granger non-causality tests within an error-correcting model (ECM) are used to measure causal relationships in the short-term, while Wald test statistics in a level VAR approach are used to measure long-run causality. The results indicate, as expected, that the property markets are highly integrated and that there are a large number of significant causal linkages in the long run among UK regional property markets.
The findings obtained in this paper have obvious implications, amongst other things, for the purported benefits of portfolio diversification among the several alternative property markets. In effect, the presence of long-run cointegrating relationships among the several regional markets indicates that the expected returns from such a strategy may not be as great as expected. However, the results also suggest that opportunities for geographic diversification may still exist. For example, in the short run there are comparatively few significant causal linkages between the regional property markets; unfortunately, the significant transaction costs associated with the rebalancing of property portfolios would generally prevent such diversification benefits from being realised.
Nonetheless, the decomposition of variance analysis indicates that a distinguishing characteristic of at least some UK regional property markets is the extremely low level of variance explained by other markets. One average, other property markets explain no more than fifty percent of the forecast error variance across all horizon periods. However, the Outer South-East region is very isolated from other UK regional property markets with less than one percent of variance on average explained from outside the region and, to a lesser extent, so is the Northwest and North regions, with 46 and 36 percent respectively. Combining any of these three regional markets with any of the remaining markets would then provide diversification benefits in a domestic within-property portfolio.
Further, the results of this analysis also provide useful information for modelling price discovery in the UK regional markets. As the most influential market, in terms of both pairwise causation and its share of variance in other markets, the Outer South-East is obviously a clear indicator of trends in property returns throughout the United Kingdom. This lies in stark contrast to East Anglia and the Southwest, which are the least influential. Future work in this area could readily take advantage of these findings to provide more accurate forecasts of prices (and hence returns).
Granger-causality tests also indicate that the modelling of price discovery in UK regional property is also likely to encompass a number of feedback relationships (i.e.
where two markets are associated with significant causal effects with each other).
This indicates that modelling price determination in regional property markets is likely to require the use of techniques that encompass both exogenous and endogenous variables. Notes: The final column (OTH) is the percentage of forecast error variance of the market indicated in the first column (MKT) explained by all UK property markets except the market's own innovations; the periods (PER) in the second column are in quarters. The ordering for the variance decomposition is based on the number of 'causes' in Table 4 , i.e. OSE, WM, NW, LON, EA, SW, EM, YH and N. 'AVG' is the arithmetic mean of the four quarter horizons. 'ALL' in the final row is the average forecast error variance explained by the market in the first row across all markets and forecast horizons. 
