Abstract. We prove that if (X, d, m) is a metric measure space with m(X) = 1 having (in a synthetic sense) Ricci curvature bounded from below by K > 0 and dimension bounded above by N ∈ [1, ∞), then the classic Lévy-Gromov isoperimetric inequality (together with the recent sharpening counterparts proved in the smooth setting by E. Milman for any K ∈ R, N ≥ 1 and upper diameter bounds) hold, i.e. the isoperimetric profile function of (X, d, m) is bounded from below by the isoperimetric profile of the model space. Moreover, if equality is attained for some volume v ∈ (0, 1) and K is strictly positive, then the space must be a spherical suspension and in this case we completely classify the isoperimentric regions. To our knowledge this is the first result about isoperimetric comparison for non smooth metric measure spaces satisfying Ricci curvature lower bounds. Examples of spaces fitting our assumptions include measured Gromov-Hausdorff limits of Riemannian manifolds satisfying Ricci curvature lower bounds and Alexandrov spaces with curvature bounded from below; the result seems new even in these celebrated classes of spaces.
1. Introduction 1.1. Isoperimetry. The isoperimetric problem, having its roots in myths of more than 2000 years ago, is one of the most classical and beautiful problems in mathematics. It amounts to answer the following natural questions:
(1) Given a space X what is the minimal amount of area needed to enclose a fixed volume v? (2) Does an optimal shape exist? (3) In the affermative case, can we describe the optimal shape? There are not many examples of spaces where the answer to all the three questions above is known. If the space X is the euclidean N -dimensional space R N then it is well known that the only optimal shapes, called from now on isoperimetric regions, are the round balls; if X is the round N -dimensional sphere S N then the only isoperimetric regions are metric balls, etc. To the best of our knowledge, the spaces for which one can fully answer all the three questions above are first of all smooth and moreover either they have a very strong symmetry or they are perturbations of spaces with a very strong symmetry. For an updated list of geometries admitting an isoperimetric description we refer to [20, Appendix H] . The isoperimetric problem has been studied from several complementary points of view: for an overview of the more geometric aspects we refer to [43, 49, 50] , for the approach via geometric measure theory see for instance [39, 42] , for the connections with convex and integral geometry see [10] , for the point of view of optimal transport see [23, 54] , for the recent quantitative forms see [18, 25] .
Besides the euclidean one, the most famous isoperimetric inequality is the probably the Lévy-Gromov inequality [31, Appendix C], which states that if E is a (sufficiently regular) subset is a Riemannian manifold (M N , g) with dimension N and Ricci bounded below by K > 0, then
where B is a spherical cap in the model sphere, i.e. the N -dimensional sphere with constant Ricci curvature equal to K, and |M |, |S|, |∂E|, |∂B| denote the appropriate N or N − 1 dimensional volume, and where B is chosen so that |B|/|M | = |E|/|S|. In other words, the Lévy-Gromov isoperimetric inequality states that isoperimetry in (M, g) is strong at least as in the model space S.
Let us observe next that the isoperimetric problem makes sense in the larger class of metric measure spaces. A metric measure space (X, d, m), m.m.s. for short, is a metric space (a) (X, d) endowed with a (a) during all the paper we will assume (X, d) to be complete, separable and proper 1 Borel probability measure m. In the standard situation where the metric space is a compact Riemannian manifold, m is nothing but the normalized volume measure. Notice that in the Lévy-Gromov inequality (1.1) one considers exactly this normalized volume measure.
Regarding the m.m.s. setting, it is clear that the volume of a Borel set is replaced by its m-measure, m(E); the boundary area of the smooth framework instead can be replaced by the Minkowski content The main goal of this paper is to prove that the Lévy-Gromov isoperimetric inequality holds in the general framework of metric measure spaces. In order the problem to make sense, we also need a notion of "Ricci curvature bounded below by K and dimension bounded above by N " for m.m.s..
1.2.
Ricci curvature lower bounds for metric measure spaces. The investigation about the topic began with the seminal papers of Lott-Villani [37] and Sturm [52, 53] , though has been adapted considerably since the work of Bacher-Sturm [7] and Ambrosio-Gigli-Savaré [3, 4] . The crucial property of any such definition is the compatibility with the smooth Riemannian case and the stability with respect to measured Gromov-Hausdorff convergence. While a great deal of progress has been made in this latter general framework from both the analytic, geometric and structural points of view, see for instance [1, 2, 3, 4, 5, 6, 7, 12, 13, 14, 21, 26, 28, 30, 29, 35, 41, 47, 51, 54] , the isoperimetric problem has remained elusive.
The notion of lower Ricci curvature bound on a general metric-measure space comes with two subtleties. The first is that of dimension, and has been well understood since the work of Bakry-Emery [8] and BakryLedoux [9] : in both the geometry and analysis of spaces with lower Ricci curvature bounds, it has become clear the correct statement is not that "X has Ricci curvature bounded from below by K", but that "X has N -dimensional Ricci curvature bounded from below by K". Such spaces are said to satisfy the (K, N )-Curvature Dimension condition, CD(K, N ) for short; a variant of this is that of reduced curvature dimension bound, CD * (K, N ). See [7, 8, 9, 53] and Section 2.1 for more on this. The second subtle point is that the classical definition of a metric-measure space with lower Ricci curvature bounds allows for Finsler structures (see the last theorem in [54] ), which after the aforementioned works of Cheeger-Colding are known not to appear as limits of smooth manifolds with lower Ricci curvature lower bounds. To address this issue, Ambrosio-Gigli-Savaré [4] introduced a more restrictive condition which rules out Finsler geometries while retaining the stability properties under measured Gromov-Hausdorff convergence, see also [1] for the present simplified axiomatization. In short, one studies the Sobolev space W 1,2 (X) of functions on X. This space is always a Banach space, and the imposed extra condition is that W 1,2 (X) is a Hilbet space. Equivalently, the Laplace operator on X is linear. The notion of a lower Ricci curvature bound compatible with this last Hilbertian condition is called Riemannian Curvature Dimension bound, RCD for short. Refinements of this have led to the notion of RCD * (K, N )-spaces, which is the key object of study in this paper.
Main results.
Our main result is that the Lévy-Gromov isoperimetric inequality holds for m.m.s. satisfying N -Ricci curvature lower bounds:
be an RCD * (K, N ) space for some N ∈ N and K > 0. Then for every Borel subset E ⊂ X it holds
where B is a spherical cap in the model sphere (the N -dimensional sphere with constant Ricci curvature equal to K) chosen so that |B|/|S| = m(E).
Actually Theorem 1.1 will be just a particular case of the more general Theorem 1.2 including any lower bound K ∈ R on the Ricci curvature and any upper bound N ∈ [1, ∞) on the dimension. In order to state the result we need some model space to compare with: the same role that the round sphere played for the Lévy-Gromov inequality. The model spaces for general K, N have been discovered by E. Milman [40] who extended the Lévy-Gromov isoperimetric inequality to smooth manifolds with densities, i.e. smooth Riemannian manifold whose volume measure has been multiplied by a smooth non negative integrable density function. Milman detected a model isoperimetric profile I K,N,D such that if a Riemannian manifold with density has diameter at most D > 0, generalized Ricci curvaure at least K ∈ R and generalized dimension at most N ≥ 1 then the isoperimetric profile function of the weighted manifold is bounded below by I K,N,D . The main result of this paper is the non-smooth generalization of this statement:
In other words it holds
Remark 1.3. Theorems 1.1 and 1.2 hold (and will be proved) in the more general framework of essentially non branching CD * (K, N )-spaces, but we decided to state them in this form so to give a unified presentation also with the rigidity statement below.
The natural question is now rigidity: if for some v ∈ (0, 1) it holds I (X,d,m) (v) = I K,N,D (v), does it imply that X has a special structure? The answer is given by the following theorem. Before stating the result let us observe that if N ) ; in other words, if the Ricci lower bound is K > 0 then up to scaling we can assume it is actually equal to N − 1.
sin Y . Moreover, in this case, the following hold:
given by c −1
Remark 1.5 (Notable examples of spaces fitting in the assumptions of the main theorems). The class of RCD * (K, N ) spaces include many remarkable family of spaces, among them:
• Measured Gromov Hausdorff limits of Riemannian N -dimensional manifolds satisfying Ricci ≥ K. Despite the fine structural properties of such spaces discovered in a series of works by Cheeger-Colding [15, 16, 17] and Colding-Naber [19] , the validity of the Lévy-Gromov isoperimetric inequality (and the above generalizations and rigidity statements) has remained elusive. We believe this is one of the most striking applications of our results. For Ricci limit spaces let us also mention the recent work by Honda [33] where a lower bound on the Cheeger constant is given, thanks to a stability argument on the first eigenvalue of the p-Laplacian for p = 1.
• Alexandrov spaces with curvature bounded from below. Petrunin [46] proved that the lower curvature bound in the sense of comparison angles is compatible with the optimal transport type lower bound on the Ricci curvature given by Lott-Sturm-Villani. Moreover it is well known that the Laplace operator on an Alexandrov space is linear. It follows that Alexandrov spaces with curvature bounded from below are examples of RCD * (K, N ) and therefore our results apply as well. Let us note that in the framework of Alexandrov spaces the best result regarding isoperimetry is a sketch of proof by Petrunin [45] of the Levy-Gromov inequality for Alexandrov spaces with (sectional) curvature bounded below by 1.
Finally, recalling Remark 1.3, essentially non branching Finsler manifolds satisfying CD * (K, N ) also fit in our framework.
1.4.
Outline of the argument. The main reason why the Lévy-Gromov type inequalities have remained elusive in non smooth metric measure spaces is because the known proofs heavily rely on the existence and sharp regularity properties of isoperimetric regions ensured by Geometric Measure Theory (see for instance [31, 39, 42] ). Clearly such tools are available if the ambient space is a smooth Riemannian manifold (possibly endowed with a weighted measure, with smooth and strictly positive weight), but are out of disposal for general metric measure spaces.
In order to overcome this huge difficulty we have been inspired by a paper of Klartag [36] where the author gave a proof of the Lévy-Gromov isoperimetric inequality still in the framework of smooth Riemannian manifolds, but via an optimal transportation argument involving L 1 -transportation and ideas of convex geometry. In particular he used a localization techique, having its roots in a work of PayneWeinberger [44] and developed by Gromov-Milman [32] , Lovász-Simonovits [38] and Kannan-Lovász-Simonovits [34] , which consists in reducing an n-dimensional problem, via tools of convex geometry, to one-dimensional problems that one can handle.
Let us stress even if the approach by Klartag [36] does not rely on the regularity of the isoperimetric regions, still heavily makes use of the smoothness of the ambient space in order to establish sharp properties of the geodesics in terms of hessian estimates and estimates on the second fundamental forms of suitable level sets, all objects that are still not enough understood in general m.m.s. in order to repeat the same arguments.
To overcome this difficulty we use the structural properties of geodesics and of L 1 -optimal transport implied by the CD * (K, N ) condition. Such results have their roots in previous works of BianchiniCavalletti [11] and the first author [12, 13] , and will developed in Sections 3 and 4. The first key point is to understand the structure of d-monotone sets, in particular we will prove that under the curvature condition one can decompose the space, up to a set of measure zero, in equivalent classes called rays where the L 1 -transport is performed (see Theorem 3.8). A second key point, which is the technical novelty of the present work with respect to the aforementioned papers [11, 12, 13] , is that on almost every ray the conditional measure satisfies a precise curvature inequality (see Theorem 4.2) . This last technical novelty is exactly the key to reduce the problem on the original m.m.s. to a one dimensional problem.
This reduction is performed in Section 5 where we adapt to the non-smooth framework methods of convex geometry developed in the aforementioned papers [36, 32, 38, 34] . The main result of the section is Theorem 5.5 asserting that if f is an L 1 -function with null mean value on an RCD * (K, N )-space (X, d, m), then we can disintegrate the measure along d-monotone rays on which the induced measure satisfies a curvature condition and such that the function along a.e. ray still has null mean value.
In the final Section 6 we apply these techniques to prove the main theorems. The idea is to use Theorem 5.5 to reduce the study of isoperimetry for Borel subset of X, to the study of isoperimetry for Borel subsets of the real line endowed with a measure satisfying suitable curvature condition. A tricky point is that the measure on the real line is a priori non smooth, while the results of Milman [40] regarding isoperimetric comparison for manifolds with density are stated for smooth densities. This point is fixed by a non-linear regularization process which permits to regularize the densities mantaining the convexity conditions equivalent to the lower Ricci curvature bounds (see Lemma 6.1 and Theorem 6.2).
The proof of the Lévy-Gromov inequality (and its generalization) will then consists in combining the dimension reduction argument, the regularization process, and the Isoperimetric Comparison proved by Milman [40] for smooth manifolds with densities. The rigidity statement will follow by observing that if the space has minimal isoperimetric profile then it must have maximal diameter, and so the Maximal Diameter Theorem proved by Ketterer [35] will force the space to be a spherical suspension. To obtain the complete characterization of isoperimetric regions we will perform a careful analysis of the disintegration of the space induced by an optimal set. 1.5. Future developments. In the present paper we decided to focus on the isoperimetric problem, due to its relevance in many fields of Mathematics. In a forthcoming work we will employ the techniques developed in this paper to prove functional inequalities like spectral gap, Poincaré and log-Sobolev inequalities, the Payne-Weiberger/Yang-Zhong inequality, the inequality of Cordero-Erausquin, McCann and Schmuckenschlaeger, among others. Some of these inequalities are consequences of the four functions theorem of Kannan, Lovász and Simonovits that we will establish as well.
Prerequisites
In what follows we say that a triple (X, d, m) is a metric measure space, m.m.s. for short, if (X, d) is a complete and separable metric space and m is positive Radon measure over X. For this note we will only be concerned with m.m.s. with m probability measure, that is m(X) = 1. The space of all Borel probability measure over X will be denoted with P(X).
A metric space is a geodesic space if and only if for each x, y ∈ X there exists γ ∈ Geo(X) so that
Recall that for complete geodesic spaces local compactness is equivalent to properness (a metric space is proper if every closed ball is compact). We directly assume the ambient space (X, d) to be proper. Hence from now on we assume the following: the ambient metric space (X, d) is geodesic, complete, separable and proper and m(X) = 1.
We denote with P 2 (X) the space of probability measures with finite second moment endowed with the L 2 -Wasserstein distance W 2 defined as follows: for µ 0 , µ 1 ∈ P 2 (X) we set
where the infimum is taken over all π ∈ P(X × X) with µ 0 and µ 1 as the first and the second marginal. Assuming the space (X, d) to be geodesic, also the space (
can be lifted to a measure ν ∈ P(Geo(X)), so that (e t ) ♯ ν = µ t for all t ∈ [0, 1]. Here for any t ∈ [0, 1], e t denotes the evaluation map:
Given µ 0 , µ 1 ∈ P 2 (X), we denote by OptGeo(µ 0 , µ 1 ) the space of all ν ∈ P(Geo(X)) for which (e 0 , e 1 ) ♯ ν realizes the minimum in (2.1). If (X, d) is geodesic, then the set OptGeo(µ 0 , µ 1 ) is non-empty for any µ 0 , µ 1 ∈ P 2 (X). It is worth also introducing the subspace of P 2 (X) formed by all those measures absolutely continuous with respect with m: it is denoted by P 2 (X, d, m).
2.1.
Geometry of metric measure spaces. Here we briefly recall the sythetic notions of lower Ricci curvature bounds, for more detail we refer to [7, 37, 52, 53, 54] .
In order to formulate curvature properties for (X, d, m) we introduce the following distortion coefficients: given two numbers K, N ∈ R with N ≥ 1, we put for (t, θ)
That is, τ
and with appropriate interpretation otherwise. As we will consider only the case of essentially non-branching spaces, we recall the following definition. A set F ⊂ Geo(X) is a set of non-branching geodesics if and only if for any γ 1 , γ 2 ∈ F , it holds: 
For the general definition of CD(K, N ) see [37, 52, 53] . We also mention the more recent Riemannian curvature dimension condition RCD * introduced in the infinite dimensional case in [2, 4] and in the finite dimensional case in [21] (see also [5] ). We refer to these papers and references therein for a general account on the synthetic formulation of Ricci curvature lower bounds for metric measure spaces.
Here we only mention that RCD * (K, N ) condition is an enforcement of the so called reduced curvature dimension condition, denoted by CD * (K, N ), that has been introduced in [7] , and it also implies that the space is essentially non-branching, see [48] . The reduced CD * (K, N ) condition ask for the same inequality
Hence while the distortion coefficients of the CD(K, N ) condition are formally obtained imposing one direction with linear distortion and N − 1 directions affected by curvature, the CD * (K, N ) condition imposes the same volume distortion in all the N directions.
For both definitions there is a local version that is of some relevance for our analysis. Here we state only the local formulation CD(K, N ), being clear what would be the one for CD * (K, N ). One of the main property of the reduced curvature dimension condition is the globalization one: under the essentially non-branching property, CD
We also recall few relations between CD and CD * . It is known by [27, Theorem 2.7] that, if (X, d, m) is a non-branching metric measure space verifying CD(K, N ) and µ 0 , µ 1 ∈ P(X) with µ 0 is absolutely continuous with respect to m, then there exists a unique optimal map T : X → X such (id, T ) ♯ µ 0 realizes the minimum in (2.1) and the set OptGeo(µ 0 , µ 1 ) contains only one element. The same proof holds if one replaces the non-branching assumption with the more general one of essentially non-branching.
Then one can note that the result of [7] implies the following chain of implications: if (X, d, m) is a proper, essentially non-branching, metric measure space, then
Note also that many results presented in [7] are for metric measure spaces verifying CD(K−, N ) (and its local version), that is they verify the
As a final comment we also mention that for
For a deeper analysis on the interplay between CD * and CD we refer to [13, 14] . 
and define accordingly the pseudo-distance
Then the warped product of B with F is defined as
where (p, x) ∼ (q, y) if and only if |(p, x), (q, y)| = 0. Then one can also associate a measure and obtain the following object
Then B × N f F will be a metric measure space called measured warped product. For a general picture on the curvature properties of warped products, we refer to [35] . 
The Minkowski (exterior) boundary measure m + (A) is defined by
The isoperimetric profile, denoted by I (X,d,m) , is defined as the pointwise maximal function so that
Disintegration of measures.
We include here a version of the Disintegration Theorem (for a comprehensive treatment see for instance [24] ). Given a measurable space (R, R), i.e. R is a σ-algebra of subsets of R, and a function Q : R → Q, with Q general set, we can endow Q with the push forward σ-algebra Q of R:
which could be also defined as the biggest σ-algebra on Q such that Q is measurable. Moreover given a probability measure ρ on (R, R), define a probability measure q on (Q, Q) by push forward via Q, i.e. q := Q ♯ ρ. (1) ρ q (·) is a probability measure on (R, R) for all q ∈ Q, (2) ρ · (B) is q-measurable for all B ∈ R, and satisfies for all B ∈ R, C ∈ Q the consistency condition
A disintegration is strongly consistent with respect to Q if for all q we have ρ q (Q −1 (q)) = 1. The measures ρ q are called conditional probabilities.
We recall the following version of the disintegration theorem that can be found in [24, Section 452] . Recall that a σ-algebra J is countably generated if there exists a countable family of sets so that J coincide with the smallest σ-algebra containing them.
Theorem 2.5 (Disintegration of measures). Assume that (R, R, ρ) is a countably generated probability space and R = ∪ q∈Q R q is a partition of R. Denote with Q : R → Q the quotient map:
and with (Q, Q, q) the quotient measure space. Assume (Q, Q) = (X, B(X)) with X Polish space, where B(X) denotes the Borel σ-algebra. Then there exists a unique strongly consistent disintegration q → ρ q w.r.t. Q, where uniqueness is understood in the following sense: if ρ 1 , ρ 2 are two consistent disintegrations then ρ 1,q (·) = ρ 2,q (·) for q-a.e. q ∈ Q.
d-monotone sets
Let ϕ : X → R any 1-Lipschitz function. We here present the need result concerning the d-cyclically monotone set associated with ϕ. The set of couples moved by ϕ are defined in the following way
Almost by definition, the set Γ is a d-cyclically monotone set. Recall that a set Λ ⊂ X × X is said to be d-cyclically monotone for any finite set of points (
with the convention that y N +1 = y 1 .
We can therefore use its d-cyclically monotone structure to deduce the following property of Γ.
Lemma 3.1. Let (x, y) ∈ X × X be an element of Γ. Let γ ∈ Geo(X) be such that γ 0 = x and γ 1 = y.
For its proof see Lemma 3.1 of [12] . It is natural then to consider the set of geodesics
We now recall some definitions, already given in [11] , that will be needed to describe the structure of Γ. Definition 3.2. We define the set of transport rays by
where Γ −1 = {(x, y) ∈ X × X : (y, x) ∈ Γ}. The set of initial points and final points respectively by
The set of end points is a ∪ b. We also define the transport set with end points:
where {x = y} stands for {(x, y) ∈ X 2 : d(x, y) = 0}.
Remark 3.3. Here we discuss the measurability of the sets introduced in Definition 3.2. Since ϕ is 1-Lipschitz, Γ is closed and therefore Γ −1 and R are closed as well. Moreover by assumption the space is proper, hence the sets Γ, Γ −1 , R are σ-compact. Then we look at the set of initial and final points:
, it follows that both a and b are the complement of σ-compact sets. Hence a and b are Borel sets. Reasoning as before, it follows that T e is a σ-compact set.
It can be proved that the set of transport rays R is an equivalence relation on a subset of T e . It is sufficient to remove from T e the branching points of geodesics and the set of initial and final points and then show that they all have m-measure zero. This will be indeed the case using the curvature properties of the space.
In particular if one consider
and define the transport set T := T e \ (A + ∪ A − ), then one can prove the following
and be essentially non-branching with 1 ≤ N < ∞. Then the set of transport rays R ⊂ X × X is an equivalence relation on the transport set T and m(T e \ T ) = 0.
Moreover the transport set T is σ-compact set.
For its proof see [12, Theorem 5.5] . The next step is to decompose the reference measure m restricted to T with respect to the partition given by R, where each equivalence class is given by [x] = {y ∈ T : (x, y) ∈ R}.
We also fix the following notation: once a partition of X is given, we will denote it with {X q } q∈Q where Q will be the set of indices, the quotient map will be denoted with Q : X → Q. The quotient σ-algebra will be Q and the quotient measure q = Q ♯ m.
So denote the set of equivalence classes with Q. In order to use Disintegration Theorem, we need to construct the quotient map Q : T → Q associated to the equivalence relation R.
This analysis has already been carried on in [12] and here we only present a sketch. Recall that a section of an equivalence relation E is a map F : X → X such that for any x, y ∈ X it holds
Note that to each section f is canonically associated a quotient set Q = {x ∈ X : x = f (x)}. For its proof see [12, Proposition 5.2]. As pointed out before, one can take as quotient space Q the image of Q and since
it follows that Q is m-measurable. Then the quotient measure will be given by
Observe that from m-measurability of Q it follows that q is a Borel measure. By inner regularity of compact sets, one can find a σ-compact set S ⊂ Q such that q(Q \ S). By definition of q it follows that m(T \ Q −1 (S)) = 0, in particular one can take a Borel subset of the quotient set without changing m T .
Then from Theorem 2.5 one obtains the following disintegration formula,
We now consider the ray map from [11] , Section 4.
Definition 3.6 (Ray map). Define the ray map
g : Dom(g) ⊂ S × R → T via the formula:
Hence the ray map associate to each q ∈ S and t the unique element x ∈ T such that (y, x) ∈ Γ at distance t from q if t is positive or the unique element x ∈ T such that (x, q) ∈ Γ at distance −t from q if t is negative. By definition Dom(g) := g −1 (T ) Next we list few regularity properties enjoyed by g ([12, Proposition 5.4]).
Proposition 3.7. The following holds.
-g is a Borel map.
-t → g(q, t) is an isometry Γ-order preserving for q ∈ S.
-Dom(g) ∋ (q, t) → g(q, t) is bijective on Q −1 (S) ⊂ T , and its inverse is
where Q is the quotient map previously introduced and the positive/negative sign depends on (x, Q(x)) ∈ Γ or (Q(x), x) ∈ Γ.
Observe that from Lemma 3.1, Dom (g(q, ·)) is a convex subset of R, for any q ∈ Q. Using the ray map g one can prove that q-almost every conditional measure m q is absolute continuous with respect to the 1-dimensional Hausdorff measure considered on the ray passing through q. This and all the other results presented so far are contained in the next. Theorem 3.8. Let (X, d, m) verify CD * (K, N ) for some K, N ∈ R, with 1 ≤ N < ∞ and be essentially non-branching. Let moreover Γ be a d-cyclically monotone set as (3.1) and let T e be the set of all points moved by Γ as in Definition 3.2.
Then there exists T ⊂ T e that we call transport set such that m(T e \ T ) = 0, and for all x ∈ T , the transport ray R(x) is formed by a single geodesic and for x = y, both in T , either R(x) = R(y) or R(x) ∩ R(y) is contained in the set of initial points a ∪ b as defined in Definition 3.2.
Moreover the following disintegration formula holds
Finally for q-a.e. q ∈ Q the conditional measure m q is absolute continuous with respect to H 1 {g(q,t):t∈R} .
For its proof see [12, Theorem 6.6.] . Notice that since t → g(q, t) is an isometry, H 
d-monotone sets and curved conditional measures
We are therefore in the following situation: for any d-monotone set we can associate a partition and a disintegration on the corresponding transport set:
and for q-a.e. q ∈ Q m q = g(q,
for some function h q : Dom (g(q, ·)) ⊂ R → [0, ∞). It has already been shown that h q has some regularity properties, provided the space verifies some curvature bounds. We start recalling the following inequality obtained in [12] for spaces verifies CD(K, N ) and essentially non-branching: assume K > 0, for q-a.e. q ∈ Q:
for each a < t 0 < t 1 < b and a, b ∈ Dom (g(q, ·)). It follows that (4.2) {t ∈ Dom (g(q, ·)) : h q (t) > 0} is convex and t → h q (t) is locally Lipschitz continuous.
In order to deduce stronger curvature properties for the density h q , one should use the full curvature information of the space. In order to do so it is necessary to include d 2 -cyclically monotone sets as subset of d-cyclically monotone sets. We present here a strategy already introduced in [12] .
Lemma 4.1. Let ∆ ⊂ Γ be any set so that:
Proof. It follows directly from the hypothesis of the Lemma that the set
where the last inequality is given by the 1-Lipschitz regularity of ϕ. The claim follows. for q-a.e. q ∈ Q the following curvature inequality holds:
for all s ∈ [0, 1] and for all t 0 , t 1 ∈ Dom (g(q, ·)) with t 0 < t 1 .
Proof. As CD * (K, N ) and CD loc (K, N ) are equivalent condition in the framework of essentially nonbranching metric measure spaces, during this proof we will use the convexity property imposed by CD loc (K, N ).
Step 1. Without any loss of generality we can assume that the quotient set Q is locally a subset of a level set of the map inducing the transport set i.e. ϕ: there exists a countable partition {Q i } i∈N with Q i ⊂ Q Borel set such that {g(q, 0) : q ∈ Q i } ⊂ {x ∈ X : ϕ(x) = a i }.
We will prove (4.3) on each Q i so we fixī ∈ N and for ease of notation aī = 0 and Q = Qī. As Dom (g(q, ·)) is convex subset of R, we can also assume without loss of generality that for each q ∈ Q = Qī it holds Dom (g(q, ·)) = (a 0 , a 1 )
for some a, b ∈ R. Again without any loss of generality we also assume a < 0 < b.
Consider any
Then define following two probability measures
Since g(q, ·) is an isometry one can also represent µ 0 and µ 1 in the following way:
for i = 0, 1. It follows then that µ i is absolutely continuous with respect to m and µ i = ̺ i m with
Moreover from Lemma 4.1 it follows that the curve [0, 1] ∋ s → µ s ∈ P(X) defined by
where
is the unique L 2 -Wasserstein geodesic connecting µ 0 to µ 1 . Again one has µ s = ̺ s m and can also write its density in the following way:
Step 2. By CD loc (K, N ) and essentially non-branching one has:
and t 1 obtained as the image of t 0 through the monotone rearrangement of
Also A 0 and A 1 + L 1 should be taken close enough to verify the local curvature condition. Then we can consider the previous inequality only for s = 1/2 and include the explicit formula for t 1 and obtain:
for any τ ∈ [0, 1]. Now observing that the map s → h q (s) is continuous (see (4.1)), one can take the limit as τ goes to 0 and obtain that
, all sufficiently small L 0 , L 0 and q-a.e. q ∈ Q , with exceptional set depending on A 0 , A 1 , L 0 and L 1 .
Noticing that (4.4) depends in a continuous way on A 0 , A 1 , L 0 and L 1 , it follows that there exists a common exceptional set N ⊂ Q such that q(N ) = 0 and for each q ∈ Q \ N for all A 0 , A 1 , L 0 and L 1 the inequality (4.4) holds true. Then one can make the following (optimal) choice
for any L > 0 sufficiently small, and obtain that (4.5)
Now one can observe that (4.5) verifies the globalization property (see Section 2.1 and [7] ), and obtain the claim.
From now on we will say that the disintegration q → m q is a CD * (K, N ) disintegration.
Localization method
For any ϕ : X → R denote with · lip its global Lipschitz constant:
The next lemma and its proof are strongly inspired by the work of Klartag [36] .
Lemma 5.1. Let f : X → R be any integrable function such that´X |f (x)|d(x, x 0 )m(dx) < ∞ for some x 0 ∈ X and such that´X f m = 0. Then there exists a 1-Lipschitz function ϕ such that
Proof. From the finiteness assumption over f , it follows the existence of a maximizing sequence
with ϕ k 1-Lipschitz. Then since f has zero mean, one can assume that ϕ k (x 0 ) = 0 for all k ∈ N and |ϕ k (x)| ≤ d(x, x 0 ). Then since the space is proper, by compactness there exists a subsequence, that we do not relabel, and ϕ : X → R 1-Lipschitz such that ϕ k converges to ϕ uniformly on every bounded set. By dominated convergence theorem we conclude that
and the claim follows.
From now on we consider fixed the function f and the corresponding function ϕ of Lemma 5.1. Accordingly we consider the corresponding transport set Γ and all the other constructions such as the partition and the strongly supported disintegration. So we will have
with Y := X \ T and each X q is a ray obtained from Γ. Also the quotient map Q : T → Q is well defined. We introduce the following terminology: given a Borel set A we define the saturated of A as the set containing A and all the transport rays touching A. More precisely the saturated of A is denoted byÂ and is defined by the next identityÂ
More in general, we call a set A saturated if
The next lemma is inspired by the work of Klartag [36] .
Lemma 5.2. Let K ⊂ X be any compact set and for δ > 0 define the function
where χ K is the indicator function of K taking value 1 on K and 0 elsewhere. Consider the saturated set of K:
Then there exists a function φ :
For any x and δ > 0 it also holds that 0 ≤ ϕ(x) − ϕ δ (x) ≤ δ.
Proof. Since ϕ is 1-Lipschitz:
so the last inequality follows. Then observe that since
is non-decreasing and therefore the previous limit exists and belongs to [0, 1] . Fix x ∈ X \ A, then for all y ∈ K, (x, y) / ∈ Γ and therefore by compactness of K there exists δ x > 0 such that
Since the also opposite inequality holds, it follows that ϕ δ (x) = ϕ(x). Hence if x ∈ X \A the incremental ratio converges to 0.
The claim follows.
Lemma 5.3. Let A ⊂ X be any saturated set. Then
Since f has finite integral over A, by inner regularity for any ε > 0 there exits a compact set K ⊂ A such thatˆA
Associated to K we can consider for any δ > 0 the family of function ϕ δ given by Lemma 5.2. By construction ϕ δ is 1-Lipschitz and from the minimality of ϕ one can deduce that
for all δ ≥ 0. By Lemma 5.2 and Dominated Convergence Theorem one can deduce that
where φ again is given By Lemma 5.2. Notice that in the last identity we have used the hypothesis of A being a saturated set. Indeed from it and K ⊂ A, it follows thatK ⊂ A and therefore the incremental ratio converges to 0 outside of A. Now observing that |φ(x)| ≤ 1 for all x ∈ X, one can deduce that
and therefore the first inequality follows.
Step 2. Show that´A f m ≤ 0. It is enough to observe that if one substitute f with −f then the maximum of Lemma 5.1 will be −ϕ. Then observe that transport set of −ϕ and ϕ coincide. Then if A is a saturated set for f it is also a saturated set for −f . It follows from Step 1. that
and therefore the claim follows.
The next corollary follows straightforwardly from Lemma 5.3.
and f (x) = 0 for m-a.e. x ∈ X \ T e .
Proof. The proof is only needed for the second part of the statement. But this is already contained in Lemma 5.3 indeed any K ⊂ X \ T e is a saturated set and therefore:
for all compact sets K ⊂ X \ T e and therefore the claim follows.
Theorem 5.5. Let (X, d, m) be an essentially non-branching metric measure space verifying CD * (K, N ) with K, N ∈ R and 1 < N < ∞. Let f : X → R be m-integrable such that´X f m = 0 and assume the existence of x 0 ∈ X such that´X |f (x)|d(x, x 0 )m(dx) < ∞.
Then the space X can be written as the disjoint union of two sets Y and T with T admitting a partition {X q } q∈Q and a corresponding disintegration of m T , {m q } q∈Q such that:
• For any m-measurable set B ⊂ T it holds
where q is a probability measure over Q defined on the quotient σ-algebra Q.
• For q-almost every q ∈ Q, the set X q is a geodesic and m q is supported on it. Moreover q → m q is a CD * (K, N ) disintegration.
• For q-almost every q ∈ Q, it holds´X q f m q = 0 and f = 0 m-a.e. in Y .
Sharp and rigid Isoperimetric Inequalities
The goal of the paper is to compare the isoperimetric profile of a m.m.s. satisfying syntethic Ricci lower curvature bounds with model spaces on the real line so, in order to start, in the next subsection we will focus on the case (X, d) = (R, | · |). 
It is easily verified that F K,N,D ⊂ F 
where ψ ε (x) = 1 ε ψ(x/ε) and ψ is a standard mollifier function. The following properties hold:
(3) If h in nonnegative then also h ε is non negative. If h ∈ If h satisfies the convexity condition (4.3) corresponding to the above fixed N > 0 and some K ∈ R then also h ε does. In particular h ε satisfies the differential inequality (6.2).
Proof. The proofs of the first claim and of the first part of the second follow by the standard properties of convolution, for which we refer to [22] , Appendix C.4, Theorem 6. For the second part of (2) just observe that by Jensen's inequality
Since h ε (t) → h(t) for all t ∈ R, by Dominated Convergence Theorem, the claim follows.
Observe that since the mollifier function ψ ε is non negative, then the mollification preserves the order, i.e. f (t) ≤ g(t) for a.e. t ∈ R ⇒ f ε (t) ≤ g ε (t) for every t ∈ R.
The third claim now follows easily, indeed for every fixed t 0 , t 1 ∈ [0, D] and s ∈ [0, 1] we have the following chain of inequalities
It is finally a standard computation to check, for C 2 functions, that the convexity inequality (4.3) is equivalent to the differential inequality (6.2). 
Therefore the measures µ k converge to µ in total variation sense:
At this point we can repeat verbatim the proof of [40, Proposition 6.1] to get
contradicting (6.5).
6.2. Sharp lower bounds for the isoperimetric profile. The goal of this section is to prove the following result, which is the heart of the present work.
Theorem 6.3. Let (X, d, m) be a metric measure space verifying CD * (K, N ) and assume moreover it is essentially non-branching and m ∈ P 2 (X). Let D be the diameter of X, possibly assuming the value ∞.
Then for every v ∈ [0, 1],
where I K,N,D is the isoperimetric profile in the model space defined in (6.1).
Proof. For v = 0, 1 one can take as competitor the empty set and the whole space respectively, so it trivially holds with m q = g(q, ·) ♯ h q · L 1 ; moreover, for q-a.e. q ∈ Q, the density h q verifies (4.3) and
For every ε > 0 we then have
where the last inequality is given by the inclusion (g(q, ·)
where in the last equality we used Theorem 6.2. Thus the conclusion follows.
Combining Theorem 6.3 with the recent work of Milman [40] , we obtain our main result Theorem 1.2. As already observed in the introduction, the Levy-Gromov isoperimetric inequality claimed in Theorem 1.1 is just a special case Theorem 1.2 when K > 0 and N is a positive integer.
6.3. Rigidity in the isoperimetric comparison estimates: proof of Theorem 1.4. The following easy lemma will play a key role for proving the rigidity statement.
Proof. For every fixed v ∈ (0, 1), by [40] 
Multiplying both sides by λ −1 we obtain the thesis. 
Repeating the proof of Theorem 6.3, we obtain the contradiction
where |supp(h q )| denotes the length of the segment supp(h q ) ⊂ R and we made use that, since by Theorem 5.5 we know that supp(h q ) is isometric to a geodesic X q of (X, d) for q-a.e. q, then |supp(h q )| ≤ D.
We now proceed to characterize the isoperimetric sets.
Step 1 Since by Theorem 5.5 we know that supp(h q ) is isometric to a geodesic X q of (X, d) for q-a.e. q, then (6.9) length(X q ) = d(X q (0), X q (1)) = π for q-a.e. q.
By the Maximal Diameter Theorem [35, Theorem 1.4] we obtain the (X, d, m) is a spherical suspension over q-a.e. geodesic X q , so by iteration over all such geodesics we have that By construction it follows that (X 1 , m 1 ) ≃ (Q, q) and if the geodesic X q induces the j th splitting above, for 1 ≤ j ≤ k, then the corresponding probability density h q on [0, π] is given by (6.11) h q (t) = c N −j (sin t) N −j , where c N −j > 0 is the normalizing constant. But now by Theorem 5.5 we know that h q satisfies the convexity condition (4.3) with K = N − 1, and this is possible if and only if j = 1 in (6.11).
It follows that k = 1 in (6.10) and that the claims (1) and (2) above are proved.
Step 2. Step 3. we can pass to the limit in (6.12) over the sequence ε i ↓ 0 and conclude the proof.
