The application of ideas from computational reinforcement learning has recently enabled dramatic advances in behavioral and neuroscientific research. For the most part, these advances have involved insights concerning the algorithms underlying learning and decision making. In the present article, we call attention to the equally important but relatively neglected question of how problems in learning and decision making are internally represented. To articulate the significance of representation for reinforcement learning we draw on the concept of efficient coding, as developed in perception research. The resulting perspective exposes a range of novel goals for behavioral and neuroscientific research, highlighting in particular the need for research into the statistical structure of naturalistic tasks. Over recent years, the field of computational reinforcement learning (RL) has served as an indispensable guide for behavioral and neuroscientific research on learning and decision making. Since the first empirical links between RL and biology were forged [1,2], scientific applications of RL theory have become steadily more detailed and sophisticated, distinguishing a variety of specific learning procedures and shedding increasing light on relevant neural substrates [3].
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These advances certainly deserve to be celebrated. However, our purpose here is to argue that if the pace of progress is to be maintained, it will be necessary to widen the scope of inquiry. To date, most applications of RL in behavioral and neural science have focused heavily on identifying the algorithms that underlie learning and decision making. If we are to complete the entire picture, it will be critical to answer a second, complementary question: how are problems in learning and decision making internally represented? The issue of representation has long been an intensive focus in artificial intelligence and machine learning, including basic RL research (see, e.g., [4] [5] [6] [7] 8 ]). By contrast, the topic has received relatively sparse attention in behavioral and neuroscientific applications of RL. Our purpose here is to lay out an agenda to fill this gap, articulating why the issue of representation is critical and specifying the research objectives to which it gives rise.
A key theme in our proposal will be the notion of efficient coding, drawn from research on perception. We begin by reviewing the development of the efficient coding construct in that field, and then move on to consider its relevance to RL. As we shall argue, the idea of efficient coding opens up important new directions for RL-informed research in behavioral and neural science, highlighting in particular the need to examine the structure of naturalistic tasks.
Efficient coding in sensation and perception
Beginning in the 1950s, a series of influential papers in the perception literature introduced what has come to be known as the efficient coding hypothesis [9 ,10,11 ,12-14] . Stated simply, this proposes that the brain represents sensory inputs in the most compact or economical fashion possible. This idea is formalized in terms drawn from information theory [15] . Efficient codes are understood as compressing sensory data, representing them with the fewest bits or action potentials. This is accomplished both by 'whitening' the data, representing it in terms of statistically independent features, and by assigning short codes -representations using few bits or action potentials -to frequently encountered stimuli [9 ] . The resulting compression is said to filter out redundancy from incoming sensory signals. In simple terms, this means that when one feature of the input (e.g., the shape
