1. INTRODUCTION We consider the following known result.1 Let R be a commutative ring with unit element and let A = 11 aij 11 be an n by n matrix over R. Then the homogeneous system c ol , j xj = 0 has a nontrivial solution in R ;f and only ;f det (oij) is a zero-divisor. The standard proof is a tedious calculation with minors (see for example Bourbaki [I], Exercise 2, p. 97; or McCoy [.5j, Chap. 8, pp. 158ff). The easy half of the assertion, that the determinant condition is necessary, is the content of Bourbaki [I] , Prop. 6.6, p-88. Our present purpose is to give an invariant version of this result with a proof free of determinants and their minors. This allows a certain degree of generalization of the result, however for the moment we shall note that the result stated will be proved as a consequence of the following.
Let A and B be free R-modules and suppose In the final section we discuss the situation B >--+ A where B is a free module but A is not. We show among more detailed results that @* A # 0 in this situation if B # 0.
Rema& The symbol >-+ (resp. -) will always denote an injective (resp. surjective) mapping.
TENSOR PRODUCTS
We shall assume known the standard results about tensor products and exterior powers. In this section we review a few particular points which we need later, referring to Bourbaki ([I]; [2] , Section 3; [3] , pp. 22ff.) for a complete treatment.
The coefficient ring R will always be a commutative ring with unit element.
We note the following result.
LEMMA 1. Let A be an R-module and B a submodule. For fixed p let t E @Q' B and suppose t = 0 in @P A. Then there is a submodule C between B and A, i.e., B< C < A, such that t = 0 in @P C and C/B is finitely generated. This is an application of Prop. Lemma 2 and the remark preceding it may be extended from two to several modules in an obvious way.
EXTERIOR POWERS
We fix the module A and the positive integer p. A model for the exterior power /\" A is the quotient module where N = N, is the submodule of @'A generated by all pure tensors Ul 0 *.a @ u, with a pair of equal factors. This is discussed in detail in Bourbaki ([I], Section 5, pp. 53-761 which we assume known in what follows.
The symmetric group 9, acts on @'A according to u-yu10 *** 0 u,) = 1(,(l) 6 -** 0 U,(,) .
A fact we shall need later is that for each u E YD and each t E 8" A we have
where l 0 denotes the sign of a. The group algebra Z[YJ acts on 89 A. For our purposes its most important element is the antisymmetrization operator a = a9 = c F&J.
A basic relationship is this: N < Ker a.
We are particularly interested in those modules for which N = Ker a. hence vi A ---A v, is linearly dependent. Remark 1. The Corollary 2 is precisely Exercise 2, p. 97 of Bourbaki [I] , to which we previously referred. It is easy to see that Corollary 2 implies Theorem 1. Indeed, let e, , e2 ,..., e, be a basis of B and suppose for some p, 1 < p < m, the exterior products eil A *--A ei, are linearly dependent in A, Caril...i,ei,h...Aeip=O (iI<i2<**-<iD).
If we suppose, say 01 = 01is..., # 0, then we exterior multiply by %+1 A -*-he, to get aYe1 A"' Aem = 0. Now Corollary 2 applies.
Remark 2. A rather simple application of Corollary 2 is the following. Let A and B be free of rank n and let be an epi~phism. Then 4 is an tiomorphism. The result is obvious when n = 1. But /\" + is an epimorphism of k B onto h A, both free of rank one. Hence k$ is an isomorphism which implies that 4 is also. Remark. A consequence of Corollary 3 which is worth noting is the following.
Let A be a module with n generators and let B be a free submodule of rank n. Then A is free. Remark. We noted above that Theorem 1 and Corollary 2 are equivalent. It is evident that Corollary 4 has the same force as either of these two results, But Corollary 3 does not seem to be as strong. In other words while by adding rows to the matrix one can deduce the theory of n homogeneous equations in more than n unknowns from that of n unknowns, one cannot seem to deduce from this the theory with less unknowns than equations. Proof. This follows directly from the theorem because if n = dim A, then p A = 0. (The result is true for infinite-dimensional free modules by an entirely different argument, which we omit. Note however that this proof works with only the assumption that dim A is finite.)
The following result serves to show the power of Theorem 1. Remark 2. In the course of investigating the possibility of prolonging a multilinear functional we were led to this question. How does one prove in categorical manner that projectives are flat, i.e., without falling back on the fact that projectives are direct summands of free modules? Here is a proof which uses the existence of enough injectives in the category of R-modules.
Let P be projective and B >+ A. We must prove that P @B >+ P @ A.
Let Q be any injective. Then X---f Horn (X, Q) is an exact functor, hence so is X + Horn (P, Horn (X, Q)) = Horn (PO X, Q) since P is projective. Consequently, Hom(P@A,Q)--++ Horn (P @B, Q).
This plus the existence of an injection P @ B >------+ Q for some Q implies P@B >---+P@A. This follows because any functor preserves direct sums.
SOME EXAMPLES
We shall take up the question of conditions under which a module is regular p-alternate.
We first note that this is not always the case. The only example in Bourbaki [I] is given in Exercise 6, p. 74 as follows. Thmkera=Non@A. For i#j we set v~~=u~@z+-u~@u~, so that the n,j, the ui@uz, and the ui @ Uj (i < j) span @ A. The Vij satisfy the relations j5j CQVij = 0 (j = 1, 2,..., f2).
We claim that these generate all relations. For suppose C BjjVjj = 0. i#j As a relation between the set of ui @ ui , this involves no ui 0 Ui . Also this relation must be a consequence of the relations defining 0" A. Suppose say that CQ # 0. Then a linear combination of the relations defining @A which eliminates u1 0 u1 must involve C oliui 0 ur and C aiur Q ui with coefficients y and -y because 01~ is not a zero divisor. Hence the contribution is
On the other hand, if 01~ = 0 and say 01a # 0, the quantity ur 0 ua only enters one of the relations defining @A as does u2 @ u1 , so again these relations make their contributions with coefficients y and -y, etc.
Having this we see that a tensor t = Ci<j PijuG @ Uj is in the kernel of a if and only if t E N. Since each finitely generated module over a principal ideal domain is such a direct sum of cyclic modules, hence regular alternate, Lemma 1 gives us the following. Proof. Let A be an R-module so that N < Ker a < @A.
Let P be any prime ideal in R and localize at P. We have 
FREE SUBMODULES
In Theorem 1 we showed that if A and B are free and B < A then A" B (resp. @a B) may be considered as a submodule of /\a A (resp. @a A). In Examples 4 and 5 of Section 5 we showed that this does not hold if we assume only that the larger module A is free, even when R is a domainThe situation in which we assume that the submodule B is free but assume nothing about A is considerably more subtle. ;
Thus the tensor products bil @ *** 0 hip are linearly independent over K when considered as elements of @' AIY so a fortiori they are linearly independent elements of 0" A over R. The proof for A" is similar.
THJIOREM 11. Let I3 be a free module with basis e, ,..., e, (n > 1) and let
Then the mapping 4, = 0" + (resp. 4, = /\" 4 for p < n) does not vanish.
Indeed, given any relation t*> C ~d&k) = 0 where H = (h, ,..., h,), eH=ehlQ-*-Qehp, (resp. H = (h, ,..., h,), h, < h, < *-* < h, , eH = eh, A eh2 A **-A e,J, then each coe@ient mE is nilpotent.
Proof. The proofs for either functor are identical, we shall write out the tensor case only. Suppose we have a relation (*). By Lemma 1 of Section 1 we may assume A is finitely generated. By Lemma 2 the relation (*) is a consequence of a finite number of relations among the generators of A. This means that we may pass to a finitely generated subring R' of R, a finitely generated RI-module A'
and the free R'-submodule B' generated by e, ,..., e,, , still preserving the relation (*).
The ring R' is Noetherian being a homomorphic image of a Z polynomial ring. Let P' be any prime ideal of R' which is the annihilator of a non-zero element of R'. (It is standard that such P' exist, e.g., an ideal of R' which is maximal with respect to the property of being the annihilator of a nonzero element.) Then S = R'IP' is a domain and we consider the S-modules A,, = A'/P'A' and B, = B'/P'B', noting that B, is a free S-module on n generators qO,..., e,O, the images of the ei modulo P'B'. The essential point of the proof is the observation that the natural S-homomorphism Bo-A0 is injective. This is precisely the assertion P'B' = (P'A') n B'.
Inclusion, left side in right side, is obvious. Conversely, suppose
We have P' = Annih (y), Fj=O, C piei = 0, yc+ = 0, OIi E P', C aiei E P'B'.
By Theorem 10 we have
This means that the assumed relation, C ol,e, = 0 in @' A', becomes trivial when reduced modulo P', i.e., Q E P'. We have shown that the LX, lie in each prime ideal P' of R' which is an annihilator of an element.
But the intersection of all such prime ideals is known to be a nilpotent ideal (see Bourbaki [-#I, p. 136, Cor. 2); hence each aH is nilpotent.
Theorem 11 can probably be improved to give explicit bounds on the index of nilpotency. By calculations we have established the following results in this direction. One easily checks that au + CT # 0, and that b and d are non-zero divisors, hence R < A, R < B.
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