At ambient conditions, the light alkali metals are free-electron-like crystals with a highly symmetric structure. However, they were found recently to exhibit unexpected complexity under pressure [1] [2] [3] [4] [5] [6] . It was predicted from theory 1,2 -and later confirmed by experiment 3-5 -that lithium and sodium undergo a sequence of symmetry-breaking transitions, driven by a Peierls mechanism, at high pressures. Measurements of the sodium melting curve 6 have subsequently revealed an unprecedented (and still unexplained) pressure-induced drop in melting temperature from 1,000 K at 30 GPa down to room temperature at 120 GPa. Here we report results from ab initio calculations that explain the unusual melting behaviour in dense sodium. We show that molten sodium undergoes a series of pressure-induced structural and electronic transitions, analogous to those observed in solid sodium but commencing at much lower pressure in the presence of liquid disorder. As pressure is increased, liquid sodium initially evolves by assuming a more compact local structure. However, a transition to a lower-coordinated liquid takes place at a pressure of around 65 GPa, accompanied by a threefold drop in electrical conductivity. This transition is driven by the opening of a pseudogap, at the Fermi level, in the electronic density of states-an effect that has not hitherto been observed in a liquid metal. The lowercoordinated liquid emerges at high temperatures and above the stability region of a close-packed free-electron-like metal. We predict that similar exotic behaviour is possible in other materials as well.
At ambient conditions, the light alkali metals are free-electron-like crystals with a highly symmetric structure. However, they were found recently to exhibit unexpected complexity under pressure [1] [2] [3] [4] [5] [6] . It was predicted from theory 1,2 -and later confirmed by experiment [3] [4] [5] -that lithium and sodium undergo a sequence of symmetry-breaking transitions, driven by a Peierls mechanism, at high pressures. Measurements of the sodium melting curve 6 have subsequently revealed an unprecedented (and still unexplained) pressure-induced drop in melting temperature from 1,000 K at 30 GPa down to room temperature at 120 GPa. Here we report results from ab initio calculations that explain the unusual melting behaviour in dense sodium. We show that molten sodium undergoes a series of pressure-induced structural and electronic transitions, analogous to those observed in solid sodium but commencing at much lower pressure in the presence of liquid disorder. As pressure is increased, liquid sodium initially evolves by assuming a more compact local structure. However, a transition to a lower-coordinated liquid takes place at a pressure of around 65 GPa, accompanied by a threefold drop in electrical conductivity. This transition is driven by the opening of a pseudogap, at the Fermi level, in the electronic density of states-an effect that has not hitherto been observed in a liquid metal. The lowercoordinated liquid emerges at high temperatures and above the stability region of a close-packed free-electron-like metal. We predict that similar exotic behaviour is possible in other materials as well.
The negative melting slope of sodium is in a pressure range in which the stable solid structures are known to be body-centred cubic (b.c.c.) and, above 65 GPa, to be the more compact face-centred cubic (f.c.c.). At around 103 GPa, solid sodium undergoes a Peierls distortion towards a cubic structure with a 16-atom cell (cI16 space group) [4] [5] [6] , and the melting curve recovers 6 a positive slope. The anomalous melting behaviour of sodium suggests marked changes in the properties of the liquid that are of a different nature from what has been observed in other alkali metals previously. Indeed, the melting anomaly in sodium is one order of magnitude in temperature and two orders of magnitude in pressure larger than in caesium 7, 8 . A negative melting slope in caesium is caused by charge transfer, from s to more localized d states, which commences at a slightly lower pressure in the liquid than in the solid 9 . Because of a lack of d states in the valence shell, a similar mechanism is not possible in sodium. Furthermore, an analogy with the melting curve of hydrogen 10 , which has also been predicted to have a negative slope above that of a closepacked solid, is inappropriate as well because the unusual melting behaviour of hydrogen is explained by enhanced intermolecular charge transfer in the liquid phase.
To investigate the structural and electronic changes in compressed sodium that are responsible for the shape of its melting curve, we carried out a series of first-principles molecular dynamic (FPMD) simulations between 5 and 120 GPa and up to 1,500 K. First, we computed the melting curve over this pressure range. Our melting calculations were carried out in the NVT ensemble (where N, V and T are the number of particles, volume and temperature, respectively), in which the solid phases are heated gradually until melting occurs. Although more accurate methods for melting computations exist (for example, two-phase simulations 10, 11 or free energy matching 12 ), the 'heat-until-it-melts' approach used here is sufficient if there are no large overheating effects. This is the case for sodium, in which the bonding properties do not change significantly on melting and the local order in the liquid and solid phases, as shown below, is similar. Thus, melting temperatures are computed by progressively heating the three solid structures of sodium known to be stable at room temperature (300 K) up to 130 GPa, namely b.c.c., f.c.c. and cI16 (ref. 13 ). The simulations are carried out with supercell sizes of 128, 108 and 128 atoms, respectively, which are sufficiently large for reproducing the sodium equation of state at room temperature 4 . The melting curve obtained in this manner is shown in Fig. 1 and can be compared with existing experimental measurements. The 6 and with filled blue circles 14 . The inset shows the evolution of the first peak maximum of S(q) with pressure. Red circles are the theoretical results (error bars represent s.d.), black squares indicate measurements 6 , and the solid line is the b.c.c. (100) peak position.
computed melting temperatures (T m ) are slightly lower than the experimental data in ref. 6 and are slightly higher than the data in ref.
14. The overall agreement is good and the shape of the theoretical melting curve, in particular, closely mimics the experimental data. The agreement of the computed structure factor, S(q), with measurements is also excellent. From our simulations we can also estimate the finite-temperature phase boundaries between b.c.c., f.c.c. and cI16 (grey areas in Fig. 1 ). Simulations of any phase outside the indicated stability regions led to amorphous deformations of the structures within a few picoseconds. The first notable feature of the melting curve is the appearance of a maximum between 20 and 40 GPa and a negative slope at higher pressures. This turnover is above the stability region of the solid b.c.c. phase, which according to the Clausius-Clapeyron equation indicates that structural changes in the liquid are taking place that make it denser than the b.c.c. solid. Such changes are not entirely surprising. In the b.c.c. phase each atom has eight nearest neighbours, whereas in the higher-pressure f.c.c. crystal each atom has 12 nearest neighbours. It is generally assumed, but rarely shown quantitatively, that molten metals exhibit local orders similar to those of their crystalline phases 15 . Furthermore, because finite temperature fluctuations enable structural changes in liquids to take place gradually, they may commence at lower pressures than their analogous solidsolid transitions. This opens up the possibility for a melting curve maximum if the sequence of solid phase transitions with increasing pressure is from less-compact to more-compact structures.
We therefore focused on identifying changes in the local order of the liquid structure along the melting curve that have similarities with the b.c.c.-to-f.c.c. transition. However, comparison of such a compact yet disordered local order to an ideal crystalline structure is not straightforward. In particular, the order parameters on the basis of the characteristics of the first coordination shell, such as pair correlation functions, angular bond distributions, Steinhard's angular cluster parameters 16 and individual neighbour distance distributions, are nearly invariant up to approximately 60 GPa, as was found in another recent study 17 . Instead, we focused our examination on the second coordination shell. Distance distribution analysis (Fig. 2a) showed that, starting at 30 GPa, the interatomic distances in the second shell decrease more rapidly with pressure compared to those in the first shell. To interpret these changes as a progressive transition from b.c.c.-to-f.c.c.-like local order, it is helpful to compare them with the interatomic distributions of finite-temperature b.c.c. and f.c.c. solids (the atomic arrangements in b.c.c. and f.c.c. crystals are shown in Fig. 2b ). Such a comparison has to be made at the same density so we used a simplified model for finite-temperature solids (Fig. 2c) . The result of this comparison is that, with increasing temperature, the first coordination shells of b.c.c. and f.c.c. become almost identical. However, the second coordination shell of the heated f.c.c. is contracted compared to the second coordination shell of the heated b.c.c., in exactly the same way as it is observed in the liquid between 0 and 60 GPa. This model, together with the analysis of the FPMD simulations, demonstrates that: first, there are changes in the liquid structure, noticeable in the second coordination shell, that correlate well with the shape of the melting curve; and, second, these changes are characteristic of a transition from b.c.c. to f.c.c. local order at a finite temperature.
The structural changes in the liquid to an f.c.c.-like local order, however, cannot be used to explain the anomalous melting above 60 GPa where the solid itself assumes the close-packed f.c.c. structure. Indeed, we observed significant structural changes above 65 GPa. These are already evident from the shapes of the pair correlation functions, g(r) (see also Supplementary Fig. 2 ) and become quite clear from the neighbour distance distributions. The data in Fig. 2a , in particular, demonstrate that the first coordination shell splits and the coordination, determined by counting the neighbour-peak positions up to the first g(r) minimum, drops from about 13 at 60 GPa to approximately 8 at 105 GPa. The new coordination in the liquid indicates that its local order bears similarities to a distorted b.c.c.-like structure. One such crystalline structure is cI16, which is the stable solid phase found at much higher pressure [4] [5] [6] , namely above 103 GPa (for a detailed description of cI16, see ref.
3). In the solid, the Peierls mechanism that stabilizes cI16 corresponds to a symmetrybreaking of b.c.c. and to the appearance of a pseudogap at the Fermi level, thus lowering the electronic energy.
To confirm the parallel between molten sodium and the cI16 crystal, we computed the S(q) of the liquid at several pressures above the melting curve and compared it with that of the finite-temperature b.c.c., f.c.c. and cI16 solids (Fig. 3a) . As pressure is increased, the changes in the liquid S(q) match the variations observed over the three solid phases extremely well. Just as in the cI16 crystal, the liquid structure factor above 65 GPa plotted against q/q 1 , where q 1 is the first peak position of S(q), develops a pronounced shoulder next to the principal maximum and there is a phase change in the large q oscillations. The parallel between the liquid and solid phases is further supported by evidence in our calculations of electronic structure modifications in the liquid that drive the structural changes under pressure (Fig. 3b) . We found that the electronic density of states (DOS) of liquid and solid sodium are similar at lower pressure (,40 GPa) and do not deviate noticeably from the ideal b.c.c. crystal. However, above 65 GPa, a pseudogap opens at the Fermi level in the liquid DOS that is not present in the underlying f.c.c. solid, but is similar to the pseudogap in the high-pressure cI16 crystal. As a result, the valence states in liquid sodium are pushed towards lower energies; at 91 GPa, for instance, we measured a decrease in band energy of 40 meV per atom in the liquid compared to the f.c.c. solid (see inset in Fig. 3b) . This large gain in band energy is sufficient to overcome the cost in increased repulsion associated with local distortions and the loss in entropy compared to the non-distorted liquid. The melting temperature continues to decrease with pressure as the modifications in the liquid progress, until the f.c.c. to cI16 solid phase transition takes place around 100 GPa. At this point, a pseudogap opens in the solid as well and the system recovers a positive slope in the melting curve.
This symmetry-breaking in molten sodium is totally counterintuitive for a high-pressure and high-temperature liquid. It is clearly related to a Peierls-like mechanism, as indicated by the appearance of a pseudogap together with the split of the first coordination shell 18 . A pseudogap opening by means of a Peierls-like distortion has indeed been observed in simulations of semiconductor liquids (for example, arsenic 19 , GeTe and GeSe 20 ) , but only at ambient pressure, and in these cases it coincides with Peierls distortions in the underlying solids. Furthermore, the Peierls distortion observed in the stable crystalline phases of arsenic and antimony is known to be destroyed under pressure 21 , and in GeTe and GeSe under heating 22 . Any evidence for a Peierls distortion in antimony disappears on melting 19 . To understand why this phenomenon occurs in sodium, we examined the effects of pressure and temperature on the angularmomentum projections of the electronic DOS. The distortion from b.c.c. to cI16 at 0 K brings additional p states below the Fermi level (Fig. 4a, bottom) . At low pressure, the very small lowering of the band structure energy is not sufficient to overcome the ionic core repulsion associated with the distortion. The effect is much more pronounced at higher pressures at which the interatomic distances are shorter and the formation of 'bonding' p states is more favourable. Increasing temperature, on the other hand, introduces disorder that results in further broadening of the p band and additional p states below the Fermi level (Fig. 4a, upper curves) . This broadening is seen at finite temperature for both the solid and the liquid phases. However, the inherent disorder in the liquid enables the sampling of configurations with a local order similar to that of cI16.
These are general observations, which imply that similar symmetry-breaking by means of a s-to-p transfer mechanism could be expected in other liquids. It should be borne in mind, however, that the symmetry-breaking and the corresponding decrease in volume come at the expense of increased short-range ionic repulsion. Therefore, they are only feasible as long as these repulsions are 'soft' enough that they can be compensated for by the lowering of the electronic band structure energy 18 . This is the reason why similar effects in semiconductors are only observed in the low-pressure liquids of the lighter group-V elements, for example, in phosphorus and arsenic, but not in antimony or bismuth 19, 23 . However, we predict that unusual liquid phases and melting behaviour is likely to be observed in other alkali and alkali-earth metals at high pressuresystems in which pressure-induced electronic instabilities produce lower-symmetry crystalline phases. There is already strong evidence that similar effects exist in lithium (I. Tamblyn, J. Y. Raty & S. A. Bonev, unpublished work).
According to these observations, the physical properties of liquid sodium are expected to change in the pressure range above 60 GPa. Indeed, the electrical conductivity computed by means of the KuboGreenwood formula (Fig. 4b) shows a very strong decrease, by a factor of ,3 between 40 and 80 GPa. The conductivity curve actually deviates from the Drude shape towards a semiconductor-like shape. Although the extrapolation to zero frequency is difficult, we estimate the direct-current conductivity to decrease from about 32,000 V 21 cm 21 in the f.c.c. solid at 94 GPa and 300 K to less than 10,000 V 21 cm 21 in the liquid at 470 K (91 GPa). This large drop is due to the combination of two effects, namely a decrease of the DOS and an increase in their localization near the Fermi level. To illustrate this, we have computed electron localization functions (ELFs) 24 . The ELFs (Fig. 4b, inset) indicate stronger electron localization in the broken symmetry phase compared with both the lower-pressure liquid and the finite-temperature f.c.c. solid. We have also confirmed this by computing maximally localized Wannier functions 25 , which exhibit decreased spread in the liquid above 65 GPa. Other unusual optical properties in this phase are likely. These findings could be confirmed by combined structure and conductivity measurements performed at modern synchrotron sources. We anticipate that our work will stimulate future experiments to confirm our predictions for sodium and to follow our suggestions for discovering similar behaviour in other dense liquid metals.
METHODS SUMMARY
The electronic structure was computed using ab initio density functional theory calculations 26 . We used the Perdew, Burke and Ernzerhof generalized gradient approximation to the exchange and correlation potential and a 20 Ry planewave basis expansion. This level of accuracy allows for relatively fast calculations. Also, it reproduces the FLAPW (full-potential linear augmented plane wave method) b.c.c. and f.c.c. crystal equation of states 4 up to 120 GPa within a 1 GPa error at the highest pressure, and the experimental phase boundaries between the b.c.c., f.c.c. and the cI16 solids. The Troullier-Martins atomic pseudopotential includes the valence 3 s electrons and nonlinear core corrections. The molecular dynamics trajectories were integrated using our implementation of the velocity Verlet algorithm in the Quantum Espresso package (http://www.pwscf.org). To obtain accurate melting temperatures, the equations of motion were integrated with a time step as small as 30 atomic units (a.u.) (40 a.u. was used after melting occurred). The temperature was controlled by means of a Berendsen thermostat 27 with a relaxation time of 0.1 ps. The analysis of electronic properties was performed using the ABINIT package (ref. 28 and http://www.abinit.org).
The 'heat-until-it-melts' approach was effective at pressures above 25 GPa, at which melting leads to a densification of the structure. At these pressures, melting was observed within a few picoseconds. Overheating effects are possibly present below 25 GPa, because very long simulation times were necessary to melt the system (30 ps were necessary to melt the system at 20 GPa and 800 K). Therefore, the data points corresponding to the liquid phase below 30 GPa on Fig. 1 should be considered as upper boundaries for the melting temperatures.
To detect fine features of the DOS and to converge the conductivity calculations it is necessary to carry out a very careful k-point sampling of the Brillouin zone. Our results were obtained by performing calculations with 1,000 k points on 108 or 128 atomic configurations taken from the FPMD simulations. For the FPMD simulations, in contrast, a C-point-only sampling is sufficient; as illustrated in Fig. 3a , the resulting DOS profile is identical to that obtained from FPMD simulations carried out with an 8-k-point mesh. The comparison was established for two selected pressures at which fully independent molecular dynamics trajectories have been generated using either a single-k-point (C) or an 8-k-point sampling of the Brillouin zone. Both the structures and the electronic properties (melting temperature, local order, electronic densities of states and conductivities) were indistinguishable. All other simulations were then performed with the C-point-only sampling of the Brillouin zone.
