Abstract-The classic polynomial interpolation approach is used to derive a sampling theorem for the class of signals that are the response of systems described by differential equations with constant coefficients. In particular, the polynomial that interpolates the signal between the sampling points for increasing order will give increasing accuracy for stable one-sided sequences, if the sampling rate is at least six times the highest pole frequency (Bolgiano sampling rate [7] ). The convergence is ensured also for nonstable poles that lie in a certain region of the complex plane.
We also have to mention that the same result was published in the Russian communication literature in 1933 by Kotel'nikov [23] .
Ever since, many investigations have been carried out to evaluate the performances of the cardinal interpolation formula applied to real data. In particular, the purpose has been to predict the degree of accuracy produced by its truncated version applied to signals that have a band-limited Fourier transform [32] - [36] or band-limited power spectral densities [23] .
Unfortunately, when we are faced with the problem of reconstruction of signals that are not band-limited, it is not always clear if the cardinal interpolation formula can give a reasonable approximation.
The class of nonband-limited functions that will be conManuscript received July 10, 1985; revised December 13, 1985 . The author is with the Electrical Engineering Department, University of Delaware, Newark, DE 19716. IEEE Log Number 8608129. sidered in this paper includes superposition of exponentially damped sinusoids that, in general, cannot be interpolated at the Nyquist rate using the cardinal interpolation formula. Our attempt is to look at the polynomial approach that preceded and resulted in the discovery of the cardinal interpolation formula. Polynomials, in fact, represent a wider class of functions [4] and can be useful for the reconstruction, from evenly spaced samples, of signals that are the response of linear systems described by differential equations with constant coefficients. Basically, we will address the problem of selecting the sampling rate according to the position of the poles in the complex plane. In many practical cases, in fact, the use of higher order polynomials may not improve the quality of the reconstruction. Thus, we will derive, using a very simple test, a condition for the convergence of the interpolation process. Furthermore, since in many situations the Lagrange remainder gives an unreasonably large estimation for the error, we will use the condition for uniform convergence to derive some tighter bounds.
POLYNOMIAL INTERPOLATION
Given a real functionf(t), t E R , and (n + 1) values at the points (to, tl, -* -, t n > , the unique polynomial p,(t) of degree n that interpolates the given values can be expressed in the Lagrange form [l] where
and w;(tk) = ( t k -to)
or in the Newton form [l] n Pn(t> = C f~t o , . * 3 tk> (t -to) Basically, an integral function is a function that has only one pole at infinity.
It can be shown [l, p. 1231 that for integral functions, the sequence of interpolating polynomials corresponding to a matrix of the kind (5) converges uniformly tof(t), if t belongs to a finite interval [a, b] .
However, the problem we are usually interested in for digital processing of signals deals with uniformly spaced samples that span an infinite range, and the above result cannot be applied.
Since, as we said before, to ensure convergence of the interpolation process we need some hypothesis on the structure of the signal, we will restrict our attention to the class of functions very common in the engineering liter-, ature
where we will refer to the parameters sl = ( x 1 + j w , as the "poles" of the Laplace transform of f(t). We will use such a denomination even if it is, in general, arbitrary because it requires the definition of the Laplace transform of f(t) and its domain of convergence. However, if we assume that f(t) = 0 for t < to, (10) corresponds to the plained by expanding in series and observing that resentation. Now if its polynomial representation converges V t for increasing order, it will converge to the corincreasing n, does not 'Onverge tof(t)* This could be ex-finite point. In particular, it will have a polynomial rep-
only for It( < &.
ONE-SIDED SEQUENCES
The problem of the convergence has been largely studied in the literature, and since many of the results are reLet US consider the following triangular matrix correferred to integral functions, it is probably useful to remind sponding to evenly spaced samples: the reader of the following simple definition. 0
An integral (or entire) function f(z) is an analytic function which is regular for all finite z. In particular, it can be represented in the form of a Taylor series
. . .
+ -* + a,(z -zo)" + -* , (9) the corresponding interpolating polynomial in the Lawhich converges for all values of z.
grange form is
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where A(k)fdenotes the kth finite descending difference on the set of points (0, T, ---, nT) . (The series {pn(t) )
written in the form (14) for T = 1 was discovered in 1670 by James Gregory, and is usually referred as the GregoryNewton series [ 131 .) Let us restrict our attention to the case of the pole with multiplicity one.
The finite descending difference for this function on the
It is interesting to derive also the divided difference using the Peano theorem [5]
where f k ) ( x ) is the kth derivative of f(x) and M(x; to, t l , -* * , tk) is the kth-order B-spline defined as the divided difference on the points {to, tl, * * , tk) of the Peano kernel
Therefore, in our case
The Newton interpolation formula will be Sufficient condition for uniform convergence of (20) can be found using the ratio criterion
where gk(t) is the kth term of (20). In particular, and for any finite t, Therefore, the condition to satisfy is lesT -11 < 1, that can be rewritten as a T < In (2 cos UT), -< UT < -. 
-a a
The condition (24) not only ensures uniform convergence, but also a series with terms decreasing in absolute value. In fact (22) for t E [0, kT] can be bounded and if lesT -11 < 1,
The condition (24) was found by by a different means and is depicted graphically in Fig. 1 as the area in the plane esT included in the circle with radius 1 and center (0, 1). Sufficient condition on the sampling rate for stable poles will reduce to [UTI < a/3, that is,
Bolgiano sampling rate T
where f = d 2 a . Notice that the Bolgiano sampling rate depends only on the natural frequency of the poles. Practical use of the condition stated above requires some measure of the error when the interpolating series is truncated to a finite number of terms. An expression for the residual in polynomial interpolation is the well-known Lagrange remainder
where 4 is some point in the interval [O, nT] . In our case (29) would become This expression, unfortunately in 'our case, gives an unreasonably large estimation of the error, and it is probably of little practical interest. Nevertheless, due to the condition (24), the inequality (26) allows us to derive a tighter bound for the error in the following simple way. From (24) and (26),
The condition (24) leads to a bound for the error that is a geometric succession approaching zero for increasing n as (esT -11".
If instead of considering the simple pole ( 1 3 , we refer to a pole with multiplicity q > 0, the condition (21) becomes and applying 1'Hopital rule backward for t E [0, kT] we get Therefore, (24) is still a sufficient condition for uniform convergence for the case of multiple poles. However, it is easy to show that the inequality (27) will be satisfied only for q = 1, and consequently, the bound (35) will be valid only for simple and double poles.
The above results could be summarized in the following theorem.
Theorem I .-Given a signal of the form (lo), a sufficient condition for uniform convergence of the interpolation process on the points (12) is that all the poles s = C Y + jo satisfy the condition (24) that corresponds to the region inside a circle with radius 1 centered at (1, 0) in the complex plane esT. This condition will ensure, for poles of multiplicity less or equal to two, convergence with a series that has terms decreasing in absolute value corresponding to an error bounded by the monotonically decreasing sequence (35). The above theorem can be very useful if we are dealing with segments of a signal that can be reconstructed between the sampling points via the unique polynomial p,(t), namely, in the range [0, n T ] . The reco.nstructed signal could be, for instance, used to compare the alias-free short-time Fourier transform [ 101.
At this point, it is worthwhile to make further comments on the range for the variable t in which we consider the convergence of the polynomial interpolation process.
Since the results of theorem 1 are valid V t E [0, k T ] , they will hold in particular for t E [0, T I . This means that the sampling criterion given by theorem 1 can also be used if we consider the polynomial of degree n on the points {iT, (i + 1)T, * -, (i + n ) T ) and we are interested in the reconstruction of the signal in the interval [iT, (i + 1)T], Vi = 0 , 1, --. This is the approach usually referred as the one-sided piecewise polynomial interpolation, since in each interval between sampling points the signal will be approximated by a different polynomial. . . .
The above expression can be bounded for
The Newton polynomial, that in this form is usually rek ferred to as the Gauss-Newton series, can be written explicitly in terms of the finite central differences
therefore, a sufficient condition for the two series to be convergent and with terms decreasing in absolute value for t E [0, T ] is (44) . A(2k-1) f ( -( k -1)T, . * * , 0 , * * . , kT)
that can be rewritten as
or where n = 2k + 1. If we find convergence conditions for the central interval [0, T I , the result will apply for shift invariance to any interval centered with respect to the knots considered. The series ( p , ( t ) } can be seen as the sum of two series formed, respectively, with the even and odd terms. Applying the ratio test to both of them, the condition for uniform convergence will be
The corresponding regions of the complex planes (aT, U T ) and esT for which the condition (48) is satisfied, are depicted in Figs. 2 and 3 .
It can be proved, in a way similar to the one used for one-sided sequences, that the uniform convergence is verified in the same region for multiple poles. Also, a bound for the error can be derived in a similar way. We will restrict our attention to the case of simple poles. The bound will be the sum of the two bounds corresponding, respectively, to the series with even terms and the series with odd terms. Namely, defining A as But gdt> = a and gl(t) can be bounded for t E [0, TI
Finally, since n = 2k + 1 we have
Notice that the sufficient condition still holds, even if the bound (55) would not be the same, in general, if we consider any finite value of t instead of the only interval [0, TI. This implies that (45) is a sufficient condition for uniform convergence of the symmetrical polynomial interpolation also for t E [ -iT, (i + 1)Tl.
The above results can be summarized in the following theorem. Theorem 2: Given a signal of the form (lo), a sufficient condition for uniform convergence of the symmetrical polynomial approximation is that the poles and the sampling rate are such that the condition (45) is satisfied. The central piecewise approximation for simple poles will converge with terms decreasing in absolute value and a bound for the error is given by (55). Theorems 1 and 2 will allow us to select, according to the specific application, the sampling rate for polynomial reconstruction if the signal is assumed to have the form (10). In particular, for piecewise approximation, as dis- It is well known [27], [31] that the above formula (56) can be used to design a digital filter that simulates H ( j w ) for input of the form (10) as
where A,( j w ) is the Fourier transform of the interpolation pulse a,(t) that can be easily computed in the way suggested in [l5].
V. COMPARISON TO THE SHANNON-WHITTAKER
SAMPLING THEOREM As already pointed out in the Introduction, the cardinal series was originally derived from the Lagrange interpolation formula. In fact, we can rewrite (1) on the set of points {--tn, -* , to, -* , tn> in the following way (-19110, n14 
converges, we say that the series h k is convergent by the method of De la Valee' Poussin (lln2) [4, p. 641 . Now since (64) can be rewritten as
is convergent, the Gauss-Newton series (64) converges to the same sum. If the Gauss-Newton series (64) is convergent, the cardinal interpolation series (65) is convergent by the method of De la Vallee'
Poussin to the same sum. In our case for the signals that are responses of natural systems, we can say the following.
If the poles of the system are inside the region of the complex plane (aT, U T ) depicted in Fig. 2 , the cardinal interpolation (Shannon-Whittaker formula) converges with the method of De la Vallee' Poussin. Vice versa if the signal is represented by the cardinal interpolation formula, the interpolating series (64) will converge uniformly to the same sum. Therefore, the Newton-Gauss expansion represents a class of functions larger than the cardinal interpolation formula. As a particular case, the band-limited functions of the Shannon-Whittaker sampling theorem will be located on the unit circle that is contained in the regions of convergence for the polynomial interpolation.
Notice that the above result cannot be, in general, applied to one-sided sequences since the cardinal expansion has a symmetrical kernel. 
VI. NUMERICAL EXAMPLES
We consider the signal
and T = 1.
One-sided Sequences: Defining B = (esT -1 1, the condition for convergence for one-sided sequences is B < 1. Central Piecewise Approximation:
For the central piecewise approximation, we consider the polynomial of degree n that goes through the points { i -(n -1)/2, --, 0, i + (n + 1)/2}, and we compute the maximum error in the interval [iT, (i + 1)T] i = 0 , 1, 2, 3 . Fig. 9 (a) and (b) shows two divergent cases in which the parameter A in (49) is greater than one. Figs. 10 and 11 show convergent cases with the bound (55). Fig. 12(a) and (b) shows the maximum error for poles of multiplicity 2 and 5. It . can be noticed that in the latter cases there is still convergence, but it is slower.
VII. CONCLUSIONS We have given in this paper a practical criterion to select the sampling rate for polynomial interpolation of signals of the form (IO) that can be considered as the response of systems described by linear differential equations with constant coefficients. A condition is derived for uniform convergence of the one-sided interpolation process that leads to a useful bound for the truncation error. The same reasoning is used to derive a very simple condition on the sampling rate for symmetrical polynomial approximation. In practice, for both cases, the choice of the sampling rate can be made by computing only one parameter that defines also the rate of convergence for increasing order. Some numerical examples confirm the simple theory.
Finally, a direct comparison to the Shannon-Whittaker sampling theorem based on the results reported by Whittaker in [4] is presented.
It is the intention of the author to pursue or stimulate further investigations for evaluating the effect that external or modeling noise would produce on the interpolating process.
The same convergence considerations could perhaps be used to evaluate the effectiveness of extrapolating the signal outside the range in which the samples are contained.
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