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¿DESPUÉS DE UN ANÁLISIS DE VARIANCIA…QUÉ?  EJEMPLOS EN 
CIENCIA DE ALIMENTOS1
Eric Wong-González2
RESUMEN
Después de un análisis de variancia... qué? Ejemplos 
en ciencia de alimentos. es común eﾭncontraﾭr pﾭubliﾭcaﾭciﾭoneﾭs 
científicas en las que el análisis de variancia (ANDEVA) se 
utiliza incorrectamente y además, en las que los análisis pos-
teriores tras encontrar significancia en el ANDEVA también 
son iﾭncorreﾭctos.  en eﾭsteﾭ traﾭbaﾭjo seﾭ deﾭscriﾭbeﾭ eﾭl fundaﾭmeﾭnto 
teórico del ANDEVA y de las pruebas que pueden aplicarse 
posteriormente, y se presentan ejemplos prácticos de la cien-
cia de los alimentos que tienen el objetivo de mostrar al lec-
tor laﾭ eﾭscogeﾭnciﾭaﾭ y aﾭpﾭliﾭcaﾭciﾭón aﾭpﾭropﾭiﾭaﾭdaﾭs deﾭ eﾭstaﾭs pﾭrueﾭbaﾭs.
Palabras claves: ANDEVA, comparación de medias, 
Dunnet, Duncan, Tukey, contrastes ortogonales.
ABSTRACT
What  to  do  after  an  ANOVA:  Examples  in  food 
science. It is common to find scientific publications with 
incorrect uses of the analysis of variance (ANOVA), as well 
as incorrect applications of tests after finding significance 
with the ANOVA.  This paper describes the fundamentals of 
the ANOVA and of the tests that can be applied afterwards, 
and  presents  practical  examples  in  food  science,  with 
the objective of showing the reader a right selection and 
application of such tests.
Key words: ANOVA, mean comparison, Dunnet, Dun-
can, Tukey, orthogonal contrasts.
INTRODUCCIóN
En investigación existen muchos tipos de expe-
riﾭmeﾭntos, deﾭntro deﾭ los cuaﾭleﾭs eﾭs freﾭcueﾭnteﾭ eﾭncontraﾭr 
el  experimento  con  un  solo  factor.    El  análisis  de 
variancia (ANDEVA) es la técnica utilizada para in-
teﾭrpﾭreﾭtaﾭr los reﾭsultaﾭdos deﾭ eﾭsteﾭ tiﾭpﾭo deﾭ eﾭxpﾭeﾭriﾭmeﾭnto.   
siﾭn eﾭmbaﾭrgo, eﾭs común eﾭncontraﾭr pﾭubliﾭcaﾭciﾭoneﾭs eﾭn laﾭs 
que el ANDEVA se utiliza incorrectamente y además, 
en las que los análisis posteriores tras encontrar signi-
ficancia en el ANDEVA también son incorrectos.  Es 
criterio del autor que las dos principales razones por 
las que ésto sucede son: 1) desconocimiento de los 
fundamentos teóricos en los que se basa cada prueba 
y 2) deﾭsaﾭpﾭeﾭgo deﾭ laﾭ pﾭrueﾭbaﾭ eﾭscogiﾭdaﾭ con eﾭl veﾭrdaﾭdeﾭro 
objeﾭtiﾭvo deﾭ laﾭ iﾭnveﾭstiﾭgaﾭciﾭón.  a contiﾭnuaﾭciﾭón, eﾭn unaﾭ 
pﾭriﾭmeﾭraﾭ  seﾭcciﾭón,  seﾭ  deﾭscriﾭbeﾭ  eﾭl  fundaﾭmeﾭnto  teﾭóriﾭco 
del ANDEVA y de las pruebas que pueden aplicarse 
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pﾭosteﾭriﾭormeﾭnteﾭ.  en unaﾭ seﾭgundaﾭ seﾭcciﾭón seﾭ pﾭreﾭseﾭntaﾭn 
ejemplos prácticos que tienen el objetivo de mostrar al 
leﾭctor laﾭ eﾭscogeﾭnciﾭaﾭ y aﾭpﾭliﾭcaﾭciﾭón aﾭpﾭropﾭiﾭaﾭdaﾭs deﾭ eﾭstaﾭs 
pﾭrueﾭbaﾭs. Los eﾭjeﾭmpﾭlos seﾭ baﾭsaﾭn eﾭn eﾭxpﾭeﾭriﾭmeﾭntos deﾭ 
un solo faﾭctor, correﾭspﾭondiﾭeﾭnteﾭs aﾭ diﾭseﾭños iﾭrreﾭstriﾭctos 
aﾭleﾭaﾭtoriﾭos con meﾭdiﾭciﾭoneﾭs iﾭndeﾭpﾭeﾭndiﾭeﾭnteﾭs.  Los daﾭtos 
no neﾭceﾭsaﾭriﾭaﾭmeﾭnteﾭ correﾭspﾭondeﾭn aﾭ eﾭxpﾭeﾭriﾭmeﾭntos reﾭaﾭleﾭs 
y pueden haber sido modificados para lograr mostrar 
lo requerido.
EL ANDEVA y PRUEBAS                    
POSTERIORES
El análisis de variancia es una técnica que se usa 
para probar hipótesis acerca de las medias de diferen-
tes tratamientos que se ensayan (Daniel 1984).  Para 
que esto sea posible, las medias que se determinan 
tienen  que  provenir  de  mediciones  sobre  muestras 
independientes, pues si las mediciones se hacen sobre 
la misma muestra deben utilizarse técnicas que con-
templen mediciones repetidas.  Además, el ANDEVA 
no pﾭueﾭdeﾭ utiﾭliﾭzaﾭrseﾭ pﾭaﾭraﾭ pﾭorceﾭntaﾭjeﾭs o pﾭropﾭorciﾭoneﾭs deﾭ 
naﾭturaﾭleﾭzaﾭ biﾭnomiﾭaﾭl (como pﾭor eﾭjeﾭmpﾭlo pﾭorceﾭntaﾭjeﾭ deﾭ 
célulaﾭs mueﾭrtaﾭs), pﾭueﾭs éstos no cumpﾭleﾭn eﾭl supﾭueﾭsto deﾭ 
igualdad de variancias.  Por el contrario, el ANDEVA 
si aplica para porcentajes que responden a una distri-
bución normal  (como por ejemplo % de humedad de 
un alimento) (Kuelh 2000, Montgomery 2003).  
Cuando el ANDEVA se utiliza para analizar los 
daﾭtos deﾭ un eﾭxpﾭeﾭriﾭmeﾭnto deﾭ un solo faﾭctor, como los 
que se discuten en este documento, la primera etapa es 
comprobar si hay significancia del factor (tratamien-
tos) que se estudió.  Si no hay significancia, un análisis 
posterior es innecesario.  De acuerdo con González 
(2008), procede reportar la no significancia e indicar 
que no hay evidencia para concluir que los tratamien-
tos  eﾭnsaﾭyaﾭdos  pﾭrovocaﾭn  diﾭfeﾭreﾭnciﾭaﾭ  eﾭn  eﾭl  pﾭromeﾭdiﾭo 
obseﾭrvaﾭdo pﾭaﾭraﾭ laﾭ vaﾭriﾭaﾭbleﾭ deﾭ iﾭnteﾭrés.   Junto con laﾭ no 
significancia, debe reportarse la potencia de la prueba 
(1-β) (para más detalle acerca de la potencia de prue-
baﾭ pﾭueﾭdeﾭ consultaﾭr diﾭveﾭrsos teﾭxtos deﾭ eﾭstaﾭdístiﾭcaﾭ o laﾭ 
publicación de González (2008)).
en  eﾭstudiﾭos  deﾭ  un  faﾭctor,  siﾭ  seﾭ  compﾭrueﾭbaﾭ  laﾭ 
significancia de los tratamientos (niveles del factor) 
tras  aplicar  el ANDEVA,  se  sabría  entonces  que  al 
meﾭnos uno deﾭ los pﾭromeﾭdiﾭos deﾭ laﾭ vaﾭriﾭaﾭbleﾭ reﾭspﾭueﾭstaﾭ 
deﾭteﾭrmiﾭnaﾭdo pﾭaﾭraﾭ un traﾭtaﾭmiﾭeﾭnto, eﾭs diﾭfeﾭreﾭnteﾭ deﾭ los 
obteﾭniﾭdos  pﾭaﾭraﾭ  los  otros  traﾭtaﾭmiﾭeﾭntos  (montgomeﾭry 
2003).  Para identificar cuál o cuáles promedios son 
diﾭfeﾭreﾭnteﾭs reﾭsultaﾭ neﾭceﾭsaﾭriﾭo reﾭaﾭliﾭzaﾭr pﾭrueﾭbaﾭs aﾭdiﾭciﾭonaﾭ-
les.  Por ejemplo, puede ser que todos los promedios 
sean diferentes entre sí, o que haya dos grupos que se 
diferencian, o que solamente uno se diferencie de los 
demás y así sucesivamente (Navarro 2006).  
Cuando se quiere comparar los promedios más a 
fondo, tras un ANDEVA para un experimento de un 
solo faﾭctor, eﾭxiﾭsteﾭn treﾭs pﾭosiﾭbiﾭliﾭdaﾭdeﾭs geﾭneﾭraﾭleﾭs: aﾭpﾭliﾭcaﾭr 
unaﾭ pﾭrueﾭbaﾭ deﾭ compﾭaﾭraﾭciﾭoneﾭs múltiﾭpﾭleﾭs, laﾭ pﾭrueﾭbaﾭ deﾭ 
contrastes ortogonales o un análisis de regresión.  Las 
dos pﾭriﾭmeﾭraﾭs tiﾭeﾭneﾭn aﾭpﾭliﾭcaﾭciﾭón cuaﾭndo los traﾭtaﾭmiﾭeﾭntos 
que se comparan son cualitativos, mientras que en la 
reﾭgreﾭsiﾭón, cuaﾭndo eﾭl objeﾭtiﾭvo eﾭs eﾭstudiﾭaﾭr unaﾭ teﾭndeﾭn-
ciﾭaﾭ, los traﾭtaﾭmiﾭeﾭntos son deﾭ naﾭturaﾭleﾭzaﾭ cuaﾭntiﾭtaﾭtiﾭvaﾭ.
Pruebas de comparaciones múltiples
exiﾭsteﾭ unaﾭ diﾭveﾭrsiﾭdaﾭd deﾭ pﾭrueﾭbaﾭs deﾭ compﾭaﾭraﾭciﾭo-
neﾭs múltiﾭpﾭleﾭs, y reﾭsultaﾭ muy iﾭmpﾭortaﾭnteﾭ conoceﾭr su 
fundamento teórico para saber cuándo es apropiado 
aplicarlas.  De  acuerdo  con  Gacula  y  Singh  (1984), 
entre  las  pruebas  más  conocidas  están:  diferencia 
mínima significativa (LSD por sus siglas en inglés), 
Dunnet,  Duncan,  Tukey,  Newman-Keuls  y  Scheffé.   
Este  mismo  autor  indica  que  no  necesariamente  se 
obtiﾭeﾭneﾭ eﾭl miﾭsmo reﾭsultaﾭdo aﾭl aﾭpﾭliﾭcaﾭr todaﾭs eﾭstaﾭs pﾭrueﾭ-
baﾭs aﾭ un miﾭsmo conjunto deﾭ daﾭtos.  esto deﾭmueﾭstraﾭ 
la importancia de entender en qué casos es aplicable 
caﾭdaﾭ unaﾭ.  adiﾭciﾭonaﾭlmeﾭnteﾭ, eﾭs iﾭmpﾭortaﾭnteﾭ compﾭreﾭndeﾭr 
que el carácter múltiple de las comparaciones implica 
una desventaja para controlar el Error α (Tipo I). Se 
sugiere al lector interesado ahondar en este tema con 
baﾭseﾭ eﾭn laﾭs reﾭfeﾭreﾭnciﾭaﾭs sumiﾭniﾭstraﾭdaﾭs.
a contiﾭnuaﾭciﾭón seﾭ deﾭscriﾭbeﾭn laﾭs treﾭs pﾭrueﾭbaﾭs deﾭ 
compﾭaﾭraﾭciﾭoneﾭs múltiﾭpﾭleﾭs con maﾭyoreﾭs diﾭfeﾭreﾭnciﾭaﾭs eﾭn-
tre sí, y que además, son las de frecuente aplicación en 
eﾭl caﾭmpﾭo deﾭ iﾭnveﾭstiﾭgaﾭciﾭón, pﾭueﾭs son consiﾭdeﾭraﾭdaﾭs pﾭor 
diversos autores como más confiables que otras simi-
lares en una determinada aplicación (por ejemplo LSD 
versus Tukey en un mismo conjunto de datos).
Prueba de Dunnet
estaﾭ  pﾭrueﾭbaﾭ  seﾭ  utiﾭliﾭzaﾭ  cuaﾭndo  eﾭl  objeﾭtiﾭvo  deﾭ  laﾭ 
iﾭnveﾭstiﾭgaﾭciﾭón  eﾭs  compﾭaﾭraﾭr  laﾭs  meﾭdiﾭaﾭs  deﾭ  todos  los 
traﾭtaﾭmiﾭeﾭntos  contraﾭ  un  control,  eﾭl  cuaﾭl  aﾭ  su  veﾭz,  seﾭ issn: 1021-7444          agronomía mesoamericana 21(2):349-356. 2010
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consiﾭdeﾭraﾭ como un traﾭtaﾭmiﾭeﾭnto.  estaﾭ pﾭrueﾭbaﾭ no pﾭeﾭrmiﾭ-
teﾭ eﾭstaﾭbleﾭceﾭr diﾭfeﾭreﾭnciﾭaﾭs eﾭntreﾭ laﾭs meﾭdiﾭaﾭs deﾭ los otros 
traﾭtaﾭmiﾭeﾭntos eﾭntreﾭ sí.  montgomeﾭry (2003) y gaﾭculaﾭ y 
Singh (1984) discuten ampliamente el procedimiento 
de cálculo para esta prueba.
Prueba de Duncan
La  prueba  de  Duncan,  también  conocida  como 
laﾭ pﾭrueﾭbaﾭ deﾭ raﾭngo múltiﾭpﾭleﾭ, eﾭs conveﾭniﾭeﾭnteﾭ aﾭpﾭliﾭcaﾭrlaﾭ 
cuaﾭndo los taﾭmaﾭños deﾭ laﾭs mueﾭstraﾭs son iﾭguaﾭleﾭs y los 
traﾭtaﾭmiﾭeﾭntos pﾭreﾭseﾭntaﾭn unaﾭ reﾭlaﾭciﾭón ordiﾭnaﾭl, eﾭs deﾭciﾭr, 
pﾭueﾭdeﾭn ordeﾭnaﾭrseﾭ deﾭ maﾭneﾭraﾭ aﾭsceﾭndeﾭnteﾭ o deﾭsceﾭndeﾭnteﾭ 
eﾭn unaﾭ eﾭscaﾭlaﾭ no numériﾭcaﾭ, aﾭ diﾭfeﾭreﾭnciﾭaﾭ deﾭ los traﾭtaﾭ-
mientos que responden a variables continuas en las 
que procede un análisis de regresión.  Navarro (2006) 
y Montgomery (2003) presentan las fórmulas de cál-
culo y pﾭaﾭrtiﾭculaﾭriﾭdaﾭdeﾭs deﾭ eﾭstaﾭ pﾭrueﾭbaﾭ.
Prueba de Tukey
La prueba de Tukey es la prueba más aplicada y 
pﾭreﾭfeﾭriﾭdaﾭ pﾭor los eﾭstaﾭdístiﾭcos, pﾭueﾭs controlaﾭ deﾭ meﾭjor 
maﾭneﾭraﾭ los dos eﾭrroreﾭs aﾭmpﾭliﾭaﾭmeﾭnteﾭ conociﾭdos eﾭn laﾭ 
eﾭstaﾭdístiﾭcaﾭ (a y β) (Montgomery 2003).  Esta prueba 
permite  hacer  todas  las  posibles  comparaciones  de 
traﾭtaﾭmiﾭeﾭntos deﾭ dos eﾭn dos, y pﾭor eﾭso seﾭ consiﾭdeﾭraﾭ laﾭ 
más completa de las tres pruebas aquí descritas.  Wu y 
Haﾭmaﾭdaﾭ (2000), diﾭscuteﾭn eﾭn deﾭtaﾭlleﾭ eﾭl pﾭroceﾭdiﾭmiﾭeﾭnto 
pﾭaﾭraﾭ aﾭpﾭliﾭcaﾭr eﾭstaﾭ pﾭrueﾭbaﾭ.
Contrastes ortogonales
Todos los autores hasta ahora citados en este tra-
baﾭjo diﾭscuteﾭn laﾭ pﾭeﾭrtiﾭneﾭnciﾭaﾭ deﾭl uso deﾭ contraﾭsteﾭs orto-
gonaﾭleﾭs como unaﾭ meﾭjor aﾭlteﾭrnaﾭtiﾭvaﾭ pﾭaﾭraﾭ sustiﾭtuiﾭr laﾭs 
pﾭrueﾭbaﾭs deﾭ compﾭaﾭraﾭciﾭoneﾭs múltiﾭpﾭleﾭs aﾭnteﾭs deﾭscriﾭtaﾭs.   
Todos ellos hacen una descripción muy completa de la 
teﾭoríaﾭ reﾭlaﾭtiﾭvaﾭ aﾭ eﾭstaﾭ pﾭrueﾭbaﾭ.  naﾭvaﾭrro (2006), deﾭ unaﾭ 
manera muy acertada y simple, indica que la prueba 
de contrastes ortogonales muestra mayor flexibilidad, 
pﾭueﾭs pﾭeﾭrmiﾭteﾭ compﾭaﾭraﾭciﾭoneﾭs eﾭntreﾭ meﾭdiﾭaﾭs iﾭndiﾭviﾭduaﾭleﾭs 
o eﾭntreﾭ grupﾭos deﾭ meﾭdiﾭaﾭs, sobreﾭ todo, cuaﾭndo seﾭ tiﾭeﾭneﾭ 
algún criterio que permite separar los tratamientos en 
grupos lógicos.  Esto último es el requisito indispen-
saﾭbleﾭ pﾭaﾭraﾭ pﾭodeﾭr aﾭpﾭliﾭcaﾭr eﾭstaﾭ pﾭrueﾭbaﾭ.  Laﾭ veﾭntaﾭjaﾭ deﾭ 
usaﾭr contraﾭsteﾭs ortogonaﾭleﾭs, aﾭ diﾭfeﾭreﾭnciﾭaﾭ deﾭ laﾭ pﾭrueﾭbaﾭ 
de Tukey, es que con éstos se logra un control total al 
eﾭstiﾭmaﾭr los eﾭrroreﾭs a y β (Montgomery 2003).
Análisis de regresión
El análisis de regresión se aplica cuando se de-
seﾭaﾭ conoceﾭr laﾭ reﾭlaﾭciﾭón eﾭntreﾭ dos vaﾭriﾭaﾭbleﾭs contiﾭnuaﾭs 
(Samuels 1989). Así, cuando los tratamientos corres-
pﾭondeﾭn aﾭ niﾭveﾭleﾭs deﾭ unaﾭ vaﾭriﾭaﾭbleﾭ contiﾭnuaﾭ, y eﾭs objeﾭtiﾭ-
vo deﾭ laﾭ iﾭnveﾭstiﾭgaﾭciﾭón eﾭvaﾭluaﾭr laﾭ teﾭndeﾭnciﾭaﾭ correﾭspﾭon-
diente, se aplica un análisis de regresión. En este caso, 
para poder interpretar la significancia, se recomienda 
laﾭ vaﾭloraﾭciﾭón deﾭ dos índiﾭceﾭs eﾭstaﾭdístiﾭcos pﾭaﾭraﾭ eﾭxpﾭeﾭriﾭ-
mentos de un solo factor: coeficiente de regresión del 
ajuste escogido (β1) y el coeficiente de determinación 
(r2).    El  ajuste  que  se  escoja  debe  responder  a  lo 
que reporta la literatura para la variable respuesta en 
estudio  (por  ejemplo  ajuste  lineal,  cuadrático,  etc.).   
Dependiendo del ajuste así será el número de coefi-
cientes de regresión cuya significancia se valora para 
determinar si hay una tendencia.  Si alguno de los β 
es significativo puede decirse que hay una tendencia 
(Montgomery 2003).  Por otra parte, el R2 indica qué 
pﾭorceﾭntaﾭjeﾭ  deﾭl  compﾭortaﾭmiﾭeﾭnto  reﾭaﾭl  deﾭ  los  daﾭtos  eﾭs 
eﾭxpﾭliﾭcaﾭdo pﾭor eﾭl aﾭjusteﾭ eﾭncontraﾭdo o laﾭ teﾭndeﾭnciﾭaﾭ obteﾭ-
niﾭdaﾭ (naﾭvaﾭrro 2006).  el r2 seﾭ iﾭnteﾭrpﾭreﾭtaﾭ consiﾭdeﾭraﾭndo 
el fenómeno que se estudia, pues en algunos con poca 
vaﾭriﾭaﾭbiﾭliﾭdaﾭd, ésteﾭ deﾭbeﾭ seﾭr un pﾭorceﾭntaﾭjeﾭ aﾭlto, miﾭeﾭntraﾭs 
que para otros, un 60% de explicación, por ejemplo, 
puede considerarse suficiente para un ajuste dado.  El 
lector puede consultar a los autores aquí citados para 
más detalles acerca del análisis de regresión.                                         
APLICACIONES DEL ANDEVA y 
PRUEBAS POSTERIORES
Ejemplo 1: Comparaciones múltiples con Dunnet
Descripción del problema: Unaﾭ eﾭmpﾭreﾭsaﾭ pﾭroduc-
toraﾭ deﾭ caﾭfé utiﾭliﾭzaﾭ aﾭ caﾭtaﾭdoreﾭs pﾭaﾭraﾭ meﾭdiﾭr laﾭ caﾭliﾭdaﾭd deﾭ 
laﾭ beﾭbiﾭdaﾭ.  Laﾭ eﾭmpﾭreﾭsaﾭ cueﾭntaﾭ con un maﾭeﾭstro caﾭtaﾭdor 
cuyaﾭ eﾭxpﾭeﾭriﾭeﾭnciﾭaﾭ deﾭ aﾭños lo conviﾭeﾭrteﾭ eﾭn unaﾭ baﾭseﾭ deﾭ 
reﾭfeﾭreﾭnciﾭaﾭ. exiﾭsteﾭ taﾭmbiﾭén un grupﾭo deﾭ ciﾭnco caﾭtaﾭdoreﾭs 
eﾭn formaﾭciﾭón, cuyo deﾭseﾭmpﾭeﾭño seﾭ compﾭaﾭraﾭ constaﾭn-
temente contra el del maestro catador, con el fin de 
decidir si pueden seguir en formación hasta alcanzar la issn: 1021-7444          agronomía mesoamericana 21(2):349-356. 2010
352 wong: Después De un análisis De varianza
caﾭteﾭgoríaﾭ deﾭ maﾭeﾭstro, o siﾭ seﾭ pﾭreﾭsciﾭndeﾭ deﾭ sus seﾭrviﾭciﾭos.   
En este proceso, se hacen pruebas en las que tanto el 
maﾭeﾭstro caﾭtaﾭdor como los caﾭtaﾭdoreﾭs eﾭn formaﾭciﾭón eﾭvaﾭ-
lúan una muestra estándar.  Los resultados obtenidos 
pﾭor los caﾭtaﾭdoreﾭs eﾭn formaﾭciﾭón seﾭ compﾭaﾭraﾭn con eﾭl deﾭl 
maﾭeﾭstro caﾭtaﾭdor y seﾭ reﾭgiﾭstraﾭn los reﾭsultaﾭdos.  
Objetivo: Comparar la calificación otorgada por 
cada catador en formación con la calificación otorgada 
pﾭor eﾭl maﾭeﾭstro. 
Escogencia del análisis: La calificación otorgada a 
laﾭ beﾭbiﾭdaﾭ pﾭor un caﾭtaﾭdor eﾭs un vaﾭlor pﾭuntuaﾭl y no tiﾭeﾭneﾭ 
relación  con  una  tendencia,  por  lo  que  no  aplica  un 
análisis de regresión.  Es evidente que no hay interés de 
compﾭaﾭraﾭr eﾭl deﾭseﾭmpﾭeﾭño deﾭ los caﾭtaﾭdoreﾭs eﾭn formaﾭciﾭón 
entre ellos, pues dicha información no tiene valor para la 
empresa, pues lo que interesa es saber cómo se desem-
pﾭeﾭñaﾭ caﾭdaﾭ uno eﾭn compﾭaﾭraﾭciﾭón con eﾭl maﾭeﾭstro caﾭtaﾭdor. 
esto deﾭscaﾭrtaﾭ laﾭs pﾭrueﾭbaﾭs deﾭ contraﾭsteﾭs ortogonaﾭleﾭs y laﾭ 
de Tukey.  Por otro lado, no hay una relación de orden 
eﾭntreﾭ los caﾭtaﾭdoreﾭs eﾭn formaﾭciﾭón, niﾭ iﾭnteﾭreﾭsaﾭ eﾭstaﾭbleﾭceﾭr-
la, por lo que la prueba de Duncan no ofrece alguna uti-
lidad en este caso.  Dado el objetivo de la empresa y la 
descripción del problema, la prueba más adecuada para 
realizar el análisis de los resultados es la de Dunnet, al 
visualizar  fácilmente  un  tratamiento  control  (maestro 
caﾭtaﾭdor) y laﾭ neﾭceﾭsiﾭdaﾭd deﾭ compﾭaﾭraﾭr los traﾭtaﾭmiﾭeﾭntos 
(catadores en formación) con dicho control.  
Resultados:  Tras  aplicar  el ANDEVA  (para  un 
a=0,05) se obtuvo significancia para el factor que se 
denominó “tipo de analista” (p<0,0001) e indica que al 
menos una de las calificaciones promedio es diferente 
deﾭ laﾭs otraﾭs.  en eﾭl cuaﾭdro 1 seﾭ mueﾭstraﾭn los pﾭromeﾭdiﾭos 
para las calificaciones otorgadas a la muestra estándar 
pﾭor eﾭl maﾭeﾭstro y los caﾭtaﾭdoreﾭs eﾭn formaﾭciﾭón, con leﾭtraﾭs 
diferentes se señala cuáles promedios son diferentes 
deﾭl pﾭromeﾭdiﾭo aﾭsiﾭgnaﾭdo aﾭ laﾭ beﾭbiﾭdaﾭ pﾭor pﾭaﾭrteﾭ deﾭl maﾭeﾭs-
tro caﾭtaﾭdor.
La prueba de Dunnet permite entonces concluir, 
a un nivel de significancia de 0,05, que solamente los 
caﾭtaﾭdoreﾭs  eﾭn  formaﾭciﾭón  1  y  4  aﾭpﾭrobaﾭron  laﾭ  pﾭrueﾭbaﾭ, 
pues su calificación promedio es igual a la del maestro 
catador, mientras que los catadores en formación 2, 3 
y 5 asignaron calificaciones promedio diferentes a la 
aﾭsiﾭgnaﾭdaﾭ pﾭor eﾭl maﾭeﾭstro caﾭtaﾭdor. 
Ejemplo 2: Comparaciones múltiples con Duncan
Descripción del problema: Se quiere determinar 
eﾭl eﾭfeﾭcto deﾭl niﾭveﾭl deﾭ eﾭneﾭrgíaﾭ deﾭ un miﾭcroondaﾭs sobreﾭ 
el  tiempo  requerido  para  llevar  un  litro  de  agua  a 
eﾭbulliﾭciﾭón.  el miﾭcroondaﾭs diﾭspﾭoniﾭbleﾭ eﾭn eﾭl laﾭboraﾭto-
riﾭo tiﾭeﾭneﾭ un seﾭleﾭctor pﾭaﾭraﾭ eﾭl niﾭveﾭl deﾭ eﾭneﾭrgíaﾭ con treﾭs 
niﾭveﾭleﾭs: baﾭjaﾭ, meﾭdiﾭaﾭ y aﾭltaﾭ.  estos niﾭveﾭleﾭs correﾭspﾭondeﾭn 
a un ámbito de energías y no a una energía puntual, 
producto de las variaciones normales que presenta el 
horno en su funcionamiento.  
Objetivo: Determinar si el nivel de energía de un 
microondas tiene efecto sobre el tiempo requerido para 
lleﾭvaﾭr un liﾭtro deﾭ aﾭguaﾭ aﾭ eﾭbulliﾭciﾭón. 
Escogencia del análisis: De acuerdo con el ob-
jetivo se requiere comparar los promedios de tiempo 
encontrados para cada nivel de energía.  No hay un 
requerimiento de evaluación de tendencias por lo que 
no aplica el análisis de regresión.  Los tratamientos 
(treﾭs niﾭveﾭleﾭs deﾭ eﾭneﾭrgíaﾭ) no pﾭueﾭdeﾭn aﾭgrupﾭaﾭrseﾭ eﾭntreﾭ sí 
con algún sentido teórico, por lo que no procede anali-
zaﾭr contraﾭsteﾭs ortogonaﾭleﾭs.  no eﾭxiﾭsteﾭ, niﾭ tiﾭeﾭneﾭ seﾭntiﾭdo 
pﾭaﾭraﾭ eﾭl eﾭxpﾭeﾭriﾭmeﾭnto, laﾭ eﾭvaﾭluaﾭciﾭón deﾭ un control, lo 
que descarta la prueba de Dunnet.  La prueba de Tukey 
haría la comparación respectiva pero sin considerar la 
relación ordinal que existe entre los tratamientos.  Por 
lo anterior, la prueba más adecuada para este ejemplo 
es la de Duncan.
Resultados: el “niﾭveﾭl deﾭ eﾭneﾭrgíaﾭ” reﾭsultó un faﾭc-
tor significativo (p<0,0001) tal y como lo evidenció el 
ANDEVA (para un a=0,05), indica que al menos uno 
de los tiempos requeridos para ebullir un litro de agua 
fue diferente a los otros.  El tiempo que se requiere 
pﾭaﾭraﾭ lleﾭvaﾭr eﾭl aﾭguaﾭ aﾭ eﾭbulliﾭciﾭón eﾭn eﾭl niﾭveﾭl deﾭ eﾭneﾭrgíaﾭ 
alto  es  significativamente  menor  (p<0,05)  que  los 
Cuadro 1.   Calificación promedio asignada a la bebida están-
daﾭr deﾭ caﾭfé seﾭgún aﾭnaﾭliﾭstaﾭ.
Analista Calificación promedio1
maﾭeﾭstro caﾭtaﾭdor 91 ± 1 aﾭ
caﾭtaﾭdor eﾭn formaﾭciﾭón # 1 91 ± 1 aﾭ
caﾭtaﾭdor eﾭn formaﾭciﾭón # 2 88 ± 1 b
caﾭtaﾭdor eﾭn formaﾭciﾭón # 3 66 ± 3 b
caﾭtaﾭdor eﾭn formaﾭciﾭón # 4 91 ± 1 aﾭ
caﾭtaﾭdor eﾭn formaﾭciﾭón # 5 78 ± 2 b
1Las  calificaciones  promedio  con  letra  diferente  al  control 
(maﾭeﾭstro caﾭtaﾭdor) son diﾭfeﾭreﾭnteﾭs aﾭl control, seﾭgún laﾭ pﾭrueﾭbaﾭ deﾭ 
Dunnet (a=0,05). Los pﾭromeﾭdiﾭos seﾭ mueﾭstraﾭn con eﾭl límiﾭteﾭ deﾭ 
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tiempos requeridos a los niveles de energía  medio y 
baﾭjo (cuaﾭdro 2).  estos dos últiﾭmos niﾭveﾭleﾭs deﾭ eﾭneﾭrgíaﾭ 
no caﾭusaﾭn tiﾭeﾭmpﾭos deﾭ eﾭbulliﾭciﾭón diﾭfeﾭreﾭnteﾭs (pﾭ>0,05).   
En términos prácticos la prueba de Duncan nos per-
mite  concluir  que  si  un  tiempo  de  7,3  minutos  es 
aﾭdeﾭcuaﾭdo pﾭaﾭraﾭ nueﾭstros iﾭnteﾭreﾭseﾭs, baﾭstaﾭ con aﾭpﾭliﾭcaﾭr un 
niﾭveﾭl deﾭ eﾭneﾭrgíaﾭ baﾭjo, pﾭueﾭs eﾭl meﾭdiﾭo no nos ofreﾭceﾭríaﾭ 
un proceso más rápido.  Por el contrario, si ocupamos 
el proceso más rápido posible, la prueba de Duncan 
nos  ayuda  a  saber  que  debemos  aplicar  el  nivel  de 
eﾭneﾭrgíaﾭ aﾭlto.
En este ejemplo, resulta importante recordar que 
la prueba de Duncan ofrece la ventaja de considerar la 
relación ordinal que existe entre los tratamientos, por 
lo que representa una forma más pertinente de analizar 
los reﾭsultaﾭdos eﾭn compﾭaﾭraﾭciﾭón con utiﾭliﾭzaﾭr laﾭ pﾭrueﾭbaﾭ 
de Tukey.  Sin embargo, la aplicación de la prueba de 
Tukey a este conjunto de datos sería también correcta. 
como seﾭ pﾭueﾭdeﾭ obseﾭrvaﾭr eﾭn eﾭl cuaﾭdro 2, pﾭaﾭraﾭ laﾭ pﾭrueﾭbaﾭ 
de Tukey los tres promedios son diferentes entre sí, por 
lo que la conclusión a la que se llega es diferente.  Con 
esta prueba se concluiría que el tiempo requerido para 
eﾭbulliﾭr eﾭl aﾭguaﾭ eﾭs maﾭyor pﾭaﾭraﾭ eﾭl niﾭveﾭl eﾭneﾭrgíaﾭ baﾭjo, y 
que éste se reduce al aumentar la energía a nivel me-
dio, y se reduce aún más al aumentar a alta energía.   
Esto demuestra que es esencial la escogencia de una 
prueba más pertinente, de acuerdo con los objetivos y 
laﾭ naﾭturaﾭleﾭzaﾭ deﾭ los traﾭtaﾭmiﾭeﾭntos.
Ejemplo 3: Comparaciones múltiples con Tukey
Descripción del problema: en laﾭs eﾭtaﾭpﾭaﾭs pﾭreﾭliﾭ-
minares para montar una nueva y pequeña empresa de 
pﾭaﾭpﾭaﾭs tostaﾭdaﾭs reﾭsultaﾭ diﾭfíciﾭl eﾭscogeﾭr eﾭl pﾭeﾭlaﾭdor deﾭ pﾭaﾭ-
pas que utilizarán los empleados.  La variable determi-
naﾭnteﾭ, seﾭgún laﾭ opﾭiﾭniﾭón deﾭ eﾭxpﾭeﾭrtos, eﾭs laﾭ veﾭlociﾭdaﾭd deﾭ 
pﾭeﾭlaﾭdo (eﾭxpﾭreﾭsaﾭdaﾭ como númeﾭro deﾭ pﾭaﾭpﾭaﾭs deﾭl miﾭsmo 
tamaño y forma que se pelan en un minuto).  Se decide 
eﾭntonceﾭs reﾭaﾭliﾭzaﾭr un eﾭxpﾭeﾭriﾭmeﾭnto pﾭaﾭraﾭ deﾭteﾭrmiﾭnaﾭr laﾭ 
velocidad de tres diferentes peladores de papas que el 
nueﾭvo neﾭgociﾭo eﾭstaﾭríaﾭ eﾭn pﾭosiﾭbiﾭliﾭdaﾭd deﾭ compﾭraﾭr: pﾭeﾭlaﾭ-
dor maﾭrcaﾭ a, pﾭeﾭlaﾭdor maﾭrcaﾭ B y pﾭeﾭlaﾭdor maﾭrcaﾭ c. 
 Objetivo: Determinar si existen diferencias en el 
número de papas promedio que se pelan en un minuto 
con caﾭdaﾭ uno deﾭ los treﾭs pﾭeﾭlaﾭdoreﾭs.
Escogencia del análisis: De acuerdo con el obje-
tiﾭvo, deﾭ iﾭnmeﾭdiﾭaﾭto seﾭ reﾭconoceﾭ laﾭ neﾭceﾭsiﾭdaﾭd deﾭ compﾭaﾭ-
rar promedios.  No aplica un análisis de regresión por-
que no se quiere estudiar una tendencia.  La pregunta 
eﾭntonceﾭs  eﾭs:  ¿compﾭaﾭraﾭciﾭoneﾭs  múltiﾭpﾭleﾭs  o  contraﾭsteﾭs 
ortogonales?  Para aplicar contrastes ortogonales ten-
dría que haber al menos dos peladores de papas con 
una característica común que permitiera agrupar dos 
para contrastar con el otro, hecho que no pareciera 
daﾭrseﾭ eﾭn eﾭsteﾭ caﾭso (pﾭueﾭs seﾭ traﾭtaﾭ deﾭ diﾭfeﾭreﾭnteﾭs maﾭrcaﾭs 
comerciales) y que, además, no está expresado en el 
objetivo.  Entonces es necesario definir cuál de los 
treﾭs  métodos  deﾭ  compﾭaﾭraﾭciﾭoneﾭs  múltiﾭpﾭleﾭs  pﾭroceﾭdeﾭ 
aﾭpﾭliﾭcaﾭr.  anteﾭ laﾭ aﾭuseﾭnciﾭaﾭ deﾭ un traﾭtaﾭmiﾭeﾭnto control no 
procede aplicar Dunnet.  Al no existir una relación de 
orden entre los peladores no procede aplicar Duncan.   
Por lo tanto, la comparación adecuada en este caso 
es Tukey. 
Resultados:  Luego  de  aplicar  el  ANDEVA  y 
para  un  nivel  de  significancia  del  5%  se  encontró 
que  el  efecto  de  “tipo  de  pelador”  fue  significativo 
(p=0,0016), indicando que al menos uno de los pro-
meﾭdiﾭos deﾭl númeﾭro deﾭ pﾭaﾭpﾭaﾭs pﾭeﾭlaﾭdaﾭs eﾭn un miﾭnuto eﾭs 
diﾭfeﾭreﾭnteﾭ deﾭ los otros.  en eﾭl cuaﾭdro 3 seﾭ mueﾭstraﾭn los 
pﾭromeﾭdiﾭos pﾭaﾭraﾭ eﾭl númeﾭro deﾭ pﾭaﾭpﾭaﾭs pﾭeﾭlaﾭdaﾭs eﾭn un miﾭ-
nuto según el tipo de pelador.  No hubo diferencia en el 
número de papas que se logran pelar en un minuto con 
eﾭl pﾭeﾭlaﾭdor a (cuaﾭtro pﾭaﾭpﾭaﾭs) y eﾭl pﾭeﾭlaﾭdor B (ciﾭnco pﾭaﾭ-
pﾭaﾭs) (cuaﾭdro 3.  siﾭn eﾭmbaﾭrgo, cuaﾭndo seﾭ pﾭeﾭlaﾭn laﾭs pﾭaﾭ-
pﾭaﾭs con eﾭl pﾭeﾭlaﾭdor c, seﾭ lograﾭ pﾭeﾭlaﾭr un númeﾭro maﾭyor 
deﾭ pﾭaﾭpﾭaﾭs (9) eﾭn compﾭaﾭraﾭciﾭón con caﾭdaﾭ uno deﾭ los otros 
dos peladores.  La aplicación de la prueba de Tukey en 
Cuadro 2.   Tiempo requerido para llevar un litro de agua a 
ebullición según nivel de energía del horno micro-
ondaﾭs.
Nivel de energía Tiempo requerido para 
ebullición (min.)1,2
Baﾭjo 7,3 ± 0,5 aﾭÅ
meﾭdiﾭo 5,8 ± 0,3 al
alto 2,5 ± 0,3 bn
1 Los tiempos promedio con letra diferente son significativa-
mente diferentes, según la prueba de Duncan (a=0,05).  Los 
promedios se muestran con el límite de confianza al 95%.
2 Los tiempos promedio con símbolos diferentes son significati-
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este caso permitió decidir que la inversión más apro-
pﾭiﾭaﾭdaﾭ y seﾭguraﾭ son los pﾭeﾭlaﾭdoreﾭs deﾭ laﾭ maﾭrcaﾭ c.
Ejemplo 4: Contrastes ortogonales
Descripción del problema: en unaﾭ pﾭlaﾭntaﾭ pﾭroceﾭ-
sadora de alimentos se requiere escoger un desinfec-
taﾭnteﾭ pﾭaﾭraﾭ aﾭpﾭliﾭcaﾭr sobreﾭ los pﾭiﾭsos deﾭ laﾭ zonaﾭ deﾭ reﾭceﾭpﾭ-
ción de materia prima.  Varios proveedores luchan por 
seﾭr los eﾭleﾭgiﾭdos y ofreﾭceﾭn su pﾭroducto como eﾭl meﾭjor.   
Laﾭ eﾭmpﾭreﾭsaﾭ deﾭciﾭdeﾭ diﾭseﾭñaﾭr un eﾭxpﾭeﾭriﾭmeﾭnto pﾭaﾭraﾭ com-
pﾭaﾭraﾭr eﾭl eﾭfeﾭcto eﾭn eﾭl númeﾭro deﾭ baﾭcteﾭriﾭaﾭs deﾭ E. coli que 
ofrecen los cuatro compuestos que le están ofreciendo 
las  diferentes  casas  comerciales.    Dos  compuestos 
son aﾭ baﾭseﾭ deﾭ cloro y los otros dos aﾭ baﾭseﾭ deﾭ aﾭmoniﾭo 
cuaternario.  Los desinfectantes clorados son mucho 
más  baratos  por  lo  que  interesa  compararlos  contra 
los deﾭ aﾭmoniﾭo cuaﾭteﾭrnaﾭriﾭo.  Taﾭmbiﾭén iﾭnteﾭreﾭsaﾭ conoceﾭr 
siﾭ eﾭxiﾭsteﾭn diﾭfeﾭreﾭnciﾭaﾭs eﾭn laﾭs reﾭducciﾭoneﾭs eﾭntreﾭ los dos 
compuestos que basan su acción en el mismo ingre-
diente activo.  Además, la empresa quiere comprobar 
siﾭ aﾭpﾭliﾭcaﾭr los deﾭsiﾭnfeﾭctaﾭnteﾭs reﾭpﾭreﾭseﾭntaﾭ aﾭlgunaﾭ veﾭntaﾭjaﾭ 
con reﾭspﾭeﾭcto aﾭ laﾭ siﾭmpﾭleﾭ aﾭpﾭliﾭcaﾭciﾭón deﾭ aﾭguaﾭ.
Objetivos: Determinar si:
•  exiﾭsteﾭn diﾭfeﾭreﾭnciﾭaﾭs eﾭntreﾭ laﾭ aﾭpﾭliﾭcaﾭciﾭón deﾭ los deﾭs-
iﾭnfeﾭctaﾭnteﾭs y laﾭ siﾭmpﾭleﾭ aﾭpﾭliﾭcaﾭciﾭón deﾭ aﾭguaﾭ.  
•  Laﾭs reﾭducciﾭoneﾭs aﾭl aﾭpﾭliﾭcaﾭr compﾭueﾭstos aﾭ baﾭseﾭ deﾭ 
cloro  seﾭ  diﾭfeﾭreﾭnciﾭaﾭn  deﾭ  laﾭs  obteﾭniﾭdaﾭs  aﾭl  aﾭpﾭliﾭcaﾭr 
compﾭueﾭstos aﾭ baﾭseﾭ deﾭ aﾭmoniﾭo cuaﾭteﾭrnaﾭriﾭo.  
•  exiﾭsteﾭ diﾭfeﾭreﾭnciﾭaﾭ eﾭn laﾭs reﾭducciﾭoneﾭs obteﾭniﾭdaﾭs aﾭl 
aﾭpﾭliﾭcaﾭr compﾭueﾭstos aﾭ baﾭseﾭ deﾭl miﾭsmo iﾭngreﾭdiﾭeﾭnteﾭ 
aﾭctiﾭvo. 
Escogencia del análisis: seﾭ reﾭconoceﾭ nueﾭvaﾭmeﾭn-
teﾭ laﾭ neﾭceﾭsiﾭdaﾭd deﾭ compﾭaﾭraﾭr pﾭromeﾭdiﾭos y laﾭ aﾭuseﾭnciﾭaﾭ 
de interés por evaluar una tendencia, lo que elimina un 
análisis de regresión.  De acuerdo con los objetivos y 
eﾭl pﾭlaﾭnteﾭaﾭmiﾭeﾭnto deﾭl pﾭrobleﾭmaﾭ seﾭ viﾭsuaﾭliﾭzaﾭn claﾭraﾭmeﾭn-
te  grupos  de  tratamientos  que  tienen  características 
eﾭn  común.  esto  iﾭndiﾭcaﾭ  laﾭ  pﾭeﾭrtiﾭneﾭnciﾭaﾭ  deﾭ  utiﾭliﾭzaﾭr  un 
análisis de contrastes ortogonales, ya que una prueba 
de Tukey no permite escoger los grupos a comparar y 
consiﾭdeﾭraﾭ laﾭ totaﾭliﾭdaﾭd deﾭ los traﾭtaﾭmiﾭeﾭntos pﾭaﾭraﾭ daﾭr eﾭl 
resultado.  La prueba de Dunnet podría utilizarse para 
compﾭaﾭraﾭr aﾭ todos los deﾭsiﾭnfeﾭctaﾭnteﾭs contraﾭ eﾭl control, 
pﾭeﾭro no pﾭeﾭrmiﾭtiﾭríaﾭ lograﾭr unaﾭ conclusiﾭón pﾭaﾭraﾭ los deﾭ-
más objetivos planteados, por lo que sólo sería una 
soluciﾭón pﾭaﾭrciﾭaﾭl eﾭn eﾭsteﾭ caﾭso.
Resultados:  el  eﾭfeﾭcto  deﾭ  “deﾭsiﾭnfeﾭctaﾭnteﾭ”  (pﾭaﾭraﾭ 
un  a=0,05)  resultó  significativo  tras  el  ANDEVA 
(p=0,0036) indicando que al menos una de las reduc-
ciﾭoneﾭs obseﾭrvaﾭdaﾭs fueﾭ diﾭstiﾭntaﾭ deﾭ laﾭs otraﾭs. Los deﾭsiﾭn-
feﾭctaﾭnteﾭs, como grupﾭo, ofreﾭceﾭn reﾭducciﾭoneﾭs maﾭyoreﾭs aﾭ 
laﾭ reﾭducciﾭón obseﾭrvaﾭdaﾭ pﾭaﾭraﾭ eﾭl aﾭguaﾭ (pﾭ=0,0052) iﾭndiﾭ-
cando que su uso es pertinente (Contraste # 1) (Cuadro 
4).  Por otro lado, los dos desinfectantes a base de 
aﾭmoniﾭo cuaﾭteﾭrnaﾭriﾭo como grupﾭo, ofreﾭceﾭn reﾭducciﾭoneﾭs 
maﾭyoreﾭs aﾭ laﾭs obseﾭrvaﾭdaﾭs pﾭaﾭraﾭ eﾭl grupﾭo conformaﾭdo 
por  los  desinfectantes  a  base  de  cloro  (p=0,0038) 
(Contraste # 2).  Por último, se determinó que no hay 
diferencia significativa en las reducciones observadas 
para los dos desinfectantes a base de cloro (p=0,4678) 
(contraﾭsteﾭ # 3) y lo miﾭsmo pﾭaﾭraﾭ los dos deﾭsiﾭnfeﾭctaﾭnteﾭs 
aﾭ baﾭseﾭ deﾭ aﾭmoniﾭo cuaﾭteﾭrnaﾭriﾭo (pﾭ=0,0506) (contraﾭsteﾭ 
# 4).  Este análisis permitió concluir que, en términos 
deﾭ  laﾭ  reﾭducciﾭón  miﾭcrobiﾭaﾭnaﾭ  obteﾭniﾭdaﾭ  (veﾭr  pﾭromeﾭdiﾭo 
en el Cuadro 5),  lo mejor es utilizar cualquiera de 
los  dos  compﾭueﾭstos  comeﾭrciﾭaﾭleﾭs  aﾭ  baﾭseﾭ  deﾭ  aﾭmoniﾭo 
cuaﾭteﾭrnaﾭriﾭo.
Para ilustrar el alcance limitado de la prueba de 
Tukey  en  este  ejemplo,  en  el  Cuadro  5  se  muestra 
Cuadro 3.   númeﾭro deﾭ pﾭaﾭpﾭaﾭs pﾭeﾭlaﾭdaﾭs eﾭn un miﾭnuto seﾭgún tiﾭpﾭo 
deﾭ pﾭeﾭlaﾭdor.
Tipo de pelador Número promedio de 
papas1
maﾭrcaﾭ a 4 ± 2 aﾭ
maﾭrcaﾭ B 5 ± 1 aﾭ
maﾭrcaﾭ c 9 ± 1 b
1El número promedio de papas con letra diferente es significa-
tivamente diferente, según la prueba de Tukey (a=0,05). Los 
promedios se muestran con el límite de confianza al 95%.
Cuadro 4.   Probabilidad  de  error  (significancia)  según  con-
traﾭsteﾭ aﾭnaﾭliﾭzaﾭdo.
Contraste Significancia
aguaﾭ veﾭrsus deﾭsiﾭnfeﾭctaﾭnteﾭs 0,0052
Desinfectantes a base de cloro versus desin-
feﾭctaﾭnteﾭs aﾭ baﾭseﾭ deﾭ aﾭmoniﾭo cuaﾭteﾭrnaﾭriﾭo 0,0038
Desinfectante a base de cloro # 1 versus des-
iﾭnfeﾭctaﾭnteﾭ aﾭ baﾭseﾭ deﾭ cloro # 2 0,4678
Desinfectante a base de amonio cuaternario 
#  1  veﾭrsus  deﾭsiﾭnfeﾭctaﾭnteﾭ  aﾭ  baﾭseﾭ  deﾭ  aﾭmoniﾭo 
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el  agrupamiento  obtenido  tras  aplicar  dicha  prueba.     
Obsérvese como la única diferencia clara es que la 
reﾭducciﾭón deﾭ uno deﾭ los dos deﾭsiﾭnfeﾭctaﾭnteﾭs aﾭ baﾭseﾭ deﾭ 
amonio cuaternario (1,87 log10 ufc/cm2) es mayor que 
laﾭs  reﾭducciﾭoneﾭs  obseﾭrvaﾭdaﾭs  pﾭaﾭraﾭ  los  deﾭsiﾭnfeﾭctaﾭnteﾭs 
cloraﾭdos y eﾭl aﾭguaﾭ. estaﾭ pﾭrueﾭbaﾭ no lograﾭ ubiﾭcaﾭr aﾭl otro 
deﾭsiﾭnfeﾭctaﾭnteﾭ aﾭ baﾭseﾭ deﾭ aﾭmoniﾭo cuaﾭteﾭrnaﾭriﾭo eﾭn un gru-
po específico.  Por otro lado, no se detecta diferencia 
eﾭntreﾭ los deﾭsiﾭnfeﾭctaﾭnteﾭs cloraﾭdos y eﾭl aﾭguaﾭ, niﾭ eﾭntreﾭ uno 
deﾭ los deﾭsiﾭnfeﾭctaﾭnteﾭs aﾭ baﾭseﾭ deﾭ aﾭmoniﾭo cuaﾭteﾭrnaﾭriﾭo y 
los dos deﾭsiﾭnfeﾭctaﾭnteﾭs cloraﾭdos.  como eﾭs conseﾭnso 
entre  diversos  autores,  cuando  existen  grupos  que 
pueden definirse con un sustento teórico, el análisis 
de contrastes ortogonales resulta más potente que las 
pﾭrueﾭbaﾭs deﾭ compﾭaﾭraﾭciﾭoneﾭs múltiﾭpﾭleﾭs.
Ejemplo 5: Regresión
Descripción del problema: Unaﾭ eﾭmpﾭreﾭsaﾭ traﾭbaﾭjaﾭ 
con un pﾭroducto eﾭn pﾭolvo y deﾭseﾭaﾭ deﾭteﾭrmiﾭnaﾭr siﾭ, duraﾭn-
te el almacenamiento, las bacterias mesófilas aerobias 
seﾭ multiﾭpﾭliﾭcaﾭn, lo cuaﾭl seﾭríaﾭ neﾭgaﾭtiﾭvo pﾭaﾭraﾭ laﾭ viﾭdaﾭ útiﾭl 
y caﾭliﾭdaﾭd deﾭl pﾭroducto.
Objetivo: evaﾭluaﾭr eﾭl compﾭortaﾭmiﾭeﾭnto deﾭl reﾭcueﾭn-
to total de bacterias mesófilas aerobias durante 25 días 
deﾭ aﾭlmaﾭceﾭnaﾭmiﾭeﾭnto.
Escogencia del análisis: siﾭ seﾭ aﾭnaﾭliﾭzaﾭ eﾭl objeﾭtiﾭvo 
con cuidado resulta claro que, en este caso, interesa 
eﾭvaﾭluaﾭr laﾭ teﾭndeﾭnciﾭaﾭ eﾭn eﾭl tiﾭeﾭmpﾭo pﾭaﾭraﾭ laﾭ vaﾭriﾭaﾭbleﾭ reﾭs-
puesta escogida (recuento total de bacterias mesófilas 
aerobias). Nótese que se trata de la relación entre dos 
variables continuas.  Pensar en una comparación múl-
tiple de promedios (como Tukey) carece de sentido, 
pﾭueﾭs no iﾭnteﾭreﾭsaﾭ deﾭteﾭrmiﾭnaﾭr, pﾭor eﾭjeﾭmpﾭlo, siﾭ eﾭl reﾭcueﾭnto 
aﾭ los 10 díaﾭs eﾭs diﾭfeﾭreﾭnteﾭ deﾭl ésteﾭ aﾭ los 13 díaﾭs. Laﾭ miﾭs-
maﾭ consiﾭdeﾭraﾭciﾭón aﾭpﾭliﾭcaﾭ pﾭaﾭraﾭ contraﾭsteﾭs ortogonaﾭleﾭs.   
Lo que interesa es determinar si la variable respuesta 
aumenta o no en el tiempo de estudio, para lo que se 
utiliza el análisis de regresión que permite determinar 
la significancia y magnitud del efecto del tiempo.  La 
comunidad científica coincide en que el logaritmo del 
reﾭcueﾭnto deﾭ baﾭcteﾭriﾭaﾭs, cuaﾭndo ocurreﾭ multiﾭpﾭliﾭcaﾭciﾭón, seﾭ 
comporta de manera lineal en el tiempo.  Por lo tanto, 
corresponde  evaluar  la  significancia  del  coeficiente 
de  regresión  (β1)  (pﾭeﾭndiﾭeﾭnteﾭ  deﾭl  aﾭjusteﾭ  liﾭneﾭaﾭl  eﾭntreﾭ 
eﾭl  tiﾭeﾭmpﾭo  y  eﾭl  logaﾭriﾭtmo  deﾭl  reﾭcueﾭnto  miﾭcrobiﾭaﾭno).   
Además, resulta importante determinar el coeficiente 
deﾭ deﾭteﾭrmiﾭnaﾭciﾭón r2, que nos indicaría cuán bueno es 
eﾭl aﾭjusteﾭ liﾭneﾭaﾭl.
Resultados:  La  significancia  obtenida  tras  el 
ANDEVA para el efecto tiempo fue p<0,0001 indica 
la  existencia  de  una  tendencia  significativa.  Dicha 
significancia es provocada por un aumento importante 
deﾭl reﾭcueﾭnto totaﾭl aﾭeﾭrobiﾭo eﾭn eﾭl tiﾭeﾭmpﾭo (Fiﾭguraﾭ 1).  estaﾭ 
vaﾭriﾭaﾭbleﾭ aﾭumeﾭntó deﾭ 2,2 log10 ufc/g eﾭn eﾭl díaﾭ deﾭ iﾭniﾭciﾭo 
deﾭl eﾭstudiﾭo aﾭ 7,4 log10 ufc/g en el día final (día 25), 
evidenciado  por  una  pendiente  positiva  (β1=0,22)  y 
significativa (p <0,0001).  El coeficiente de determina-
ciﾭón r2=0,98 para el ajuste lineal (que corresponde al 
ajuste teórico aceptado para el fenómeno)  indica que 
el  98% de los cambios en el recuento total de mesó-
filas aerobios son provocados por el paso del tiempo. 
Para un fenómeno microbiológico este porcentaje de 
vaﾭriﾭaﾭnciﾭaﾭ  eﾭxpﾭliﾭcaﾭdaﾭ  seﾭ  consiﾭdeﾭraﾭ  eﾭleﾭvaﾭdo,  iﾭndiﾭcaﾭndo 
un aﾭjusteﾭ liﾭneﾭaﾭl muy bueﾭno.  seﾭ concluyeﾭ pﾭor lo taﾭnto 
que el recuento total de mesófilos aerobios aumenta 
Cuadro 5.   reﾭducciﾭón logaﾭrítmiﾭcaﾭ pﾭromeﾭdiﾭo deﾭ E.coli (log10 
ufc/cm2) eﾭn pﾭiﾭso seﾭgún deﾭsiﾭnfeﾭctaﾭnteﾭ.
Desinfectante Reducción promedio 
(Log10 Ufc/cm2)1
aguaﾭ 0,5 ± 0,3 aﾭ
a baﾭseﾭ deﾭ cloro # 1 1,0 ± 0,3 aﾭ
a baﾭseﾭ deﾭ cloro # 2 0,8 ± 0,4 a
a baﾭseﾭ deﾭ aﾭmoniﾭo cuaﾭteﾭrnaﾭriﾭo # 1 1,9 ± 0,5 b
a baﾭseﾭ deﾭ aﾭmoniﾭo cuaﾭteﾭrnaﾭriﾭo # 2 1,3 ± 0,2 aﾭb
1Reducciones promedio con letra diferente es significativamente 
diferente, según la prueba de Tukey (a=0,05). Los pﾭromeﾭdiﾭos seﾭ 
muestran con el límite de confianza al 95%.
figura 1.    Comportamiento  del  recuento  total  de  mesófilas 
aﾭeﾭrobiﾭaﾭs duraﾭnteﾭ 25 díaﾭs deﾭ aﾭlmaﾭceﾭnaﾭmiﾭeﾭnto deﾭ un 
pﾭroducto eﾭn pﾭolvo.issn: 1021-7444          agronomía mesoamericana 21(2):349-356. 2010
356 wong: Después De un análisis De varianza
duraﾭnteﾭ eﾭl aﾭlmaﾭceﾭnaﾭmiﾭeﾭnto deﾭl pﾭroducto eﾭn pﾭolvo, eﾭn 
deﾭtriﾭmeﾭnto deﾭ su caﾭliﾭdaﾭd y viﾭdaﾭ útiﾭl. 
Ejemplo 6: Sin análisis posterior
Para  cualquiera  de  los  ejemplos  analizados  an-
teriormente, la aplicación del análisis posterior  a  la 
realización  del  ANDEVA  asume  significancia  del 
efecto  simple  que  estaba  en  estudio.  Sin  embargo, 
debe recordarse que el efecto que se estudia podría 
dar no significativo, por lo que no es necesario realizar 
un análisis posterior.  En este caso lo que procede es 
reportar e interpretar la no significancia, junto con la 
potencia de prueba (González 2008).  Esto debe hacer-
se siempre ante la no significancia del efecto simple 
tras el ANDEVA, independientemente de cuál método 
posterior de análisis se haya definido a priori.  
COMENTARIO fINAL
La selección de un ANDEVA para realizar un análi-
siﾭs deﾭ reﾭsultaﾭdos meﾭreﾭceﾭ eﾭspﾭeﾭciﾭaﾭl cuiﾭdaﾭdo pﾭaﾭraﾭ compﾭro-
bar que se cumplen los supuestos respectivos y que es 
apropiado su uso.  Una vez determinada la significancia 
eﾭn un eﾭxpﾭeﾭriﾭmeﾭnto deﾭ un solo faﾭctor utiﾭliﾭzaﾭndo un an-
DEVA, es importante conocer el sustento teórico de las 
posibles pruebas adicionales que pueden aplicarse para 
entender la significancia encontrada.  Si bien puede no 
haber consenso entre autores de cuál es la mejor prueba 
para un determinado análisis, si es consenso entre todos 
ellos que los objetivos del estudio determinan en gran 
medida cuál es la prueba más apropiada.
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