We introduce two classes of discrete quasiconvex functions, called quasi M-convex and L-convex functions, by generalizing the concepts of M-convexity and L-convexity due to Murota (1996 Murota ( , 1998 . We investigate the structure of quasi M-convex and L-convex functions with respect to level sets, and show that various greedy algorithms work for the minimization of quasi M-convex and L-convex functions.
Contents
The concept of convexity for sets and functions plays a central role in continuous optimization (or nonlinear programming with continuous variable), and has various applications in the areas of mathematical economics, engineering, operations research, etc. [2, 19, 22] . The importance of convexity relies on the fact that a local minimum of a convex function is also a global minimum. Due to this property, we can nd a global minimum of a convex function by iteratively moving in descent directions, i.e., so-called descent algorithms work for the convex function minimization. Therefore, convexity for a function is a sucient condition for the success of descent methods. Most of descent methods, however, work for a fairly larger class of functions called quasiconvex functions.
A function f : R n ! R [ f+1g is said to be quasiconvex if it satises f(x + (1 0 )y) maxff(x);f(y)g (8x;y 2 domf; 0 < 8 < 1); and semistrictly quasiconvex if it satises f(x + (1 0 )y) < maxff(x);f(y)g (8x;y 2 domf with f(x) 6 = f(y); 0 < 8 < 1); where domf = fx 2 R n j f(x) < +1g.
It is easy to see that convexity implies semistrict quasiconvexity, and semistrict quasiconvexity implies quasiconvexity under the assumption of lower semicontinuity. Although (semistrict) quasiconvexity is a weaker property than convexity, it still has nice properties as follows:
A strict local minimum of a quasiconvex function is also a strict global minimum. A local minimum of a semistrictly quasiconvex function is also a global minimum. Level sets of quasiconvex functions are convex sets. Due to these properties, quasiconvexity also plays an important role in continuous optimization. See [1] for more accounts on quasiconvexity. Remark 1.1. In the literature, semistrictly quasiconvex functions above are sometimes called \strictly quasiconvex functions," \explicitly quasiconvex functions," etc. In this paper, we follow the terminology in Avriel et al. [1] . Remark 1.2. A function f : R n ! R [ f+1g is said to be strictly quasiconvex if it satises f(x + (1 0 )y) < maxff(x);f(y)g (8x;y 2 domf with x 6 = y; 0 < 8 < 1): The concept of strictly quasiconvex functions is a generalization of that of strictly convex functions. A strictly quasiconvex function attains its minimum at only one point if the minimum exists. It is clear that any strictly quasiconvex function is semistrictly quasiconvex.
In the area of discrete optimization, on the other hand, discrete analogues of convexity, or \discrete convexity" for short, have been considered, with a view to identifying the discrete structure that guarantees the success of descent methods, i.e., the so-called \greedy algorithms." Examples of discrete convexity are \discretely-convex functions" by Miller [11] , \integrally-convex functions" by Favati{Tardella [5] , and \M-convex and L-convex functions" by Murota [12, 13, 14, 15, 16] as well as their variants called \M \ -convex functions" by Murota{Shioura [17] and \L \ -convex functions" by Fujishige{Murota [7] .
A function f : Z V ! R [ f+1g is called M-convex if dom f = fx 2 Z V j f(x) < +1g 6 = ; and f satises the following property:
(M-EXC) 8x; y 2 domf, 8u 2 supp + (x 0 y), 9v 2 supp 0 (x 0 y) such that f(x) + f(y) f(x 0 u + v ) + f(y + u 0 v ); (1.1) where supp + (x 0 y) = fw 2 V j x(w) > y(w)g, supp 0 (x 0 y) = fw 2 V j x(w) < y(w)g, and w 2 f0; 1g V is the characteristic vector of w 2 V . A function g : Z V ! R [ f+1g is called L-convex if domg 6 = ; and g satises the following properties: (SBM) g is submodular, i.e., for all p; q 2 Z V we have g(p) + g(q) g(p^q) + g(p _ q);
(TRF) 9r 2 R such that g(p + 1) = g(p) + r (8p 2 Z V ; 8 2 Z) , where p^q; p _ q 2 Z V are dened by Table 1 : Possible sign patterns of 1f (x;v;u) and 1f(y;u;v) in (M-EXC) 1f (x;v;u) To extend the concept of M-convexity to quasi M-convexity, we relax the condition (1.1) while keeping the possible sign patterns of values 1f(x;v;u) = f(x 0 u + v ) 0 f(x) and 1f(y; u; v) = f(y + u 0 v ) 0 f(y) in mind. Table 1 shows the possible sign patterns of those values. Let f : Z V ! R [ f+1g be a function. Then, we call f quasi M-convex if domf 6 = ; and it satises (QM): (QM) 8x; y 2 dom f, 8u 2 supp + (x 0 y), 9v 2 supp 0 (x 0 y) such that 1f (x; v; u) 0 or 1f(y;u; v) 0. Similarly, we call f semistrictly quasi M-convex if domf 6 = ; and it satises (SQM): (SSQM) 8x; y 2 dom f, 8u 2 supp + (x 0 y), 9v 2 supp 0 (x 0 y) such that (i) 1f(x; v; u) 0 =) 1f (y;u; v) 0, and (ii) 1f(y; u; v) 0 =) 1f(x;v;u) 0. We introduce the concept of quasi L-convex functions by generalizing the submodularity of functions to quasi-submodularity. We consider two dierent generalizations of the submodularity (SBM):
(QSB) For all p; q 2 Z V we have g(p^q) g(p) or g(p _ q) g(q).
(SSQSB) For all p; q 2 Z V we have both (i) and (ii) :
We call a function g : Z V ! R[f+1g quasi-submodular (resp. semistrictly quasi-submodular) if it satises (QSB) (resp. (SSQSB)). We dene a quasi L-convex (resp. semistrictly quasi L-convex) function as a function g : Z V ! R [ f+1g with domg 6 = ; satisfying (QSB) (resp. (SSQSB)) and (TRF). Remark 1.3. The condition (SSQSB) was introduced by Milgrom{Shannon [10] , in which a function g : Z V ! R [f+1g is called quasi-supermodular if the function 0g satises (SSQSB) above. We adopt the terminology \semistrict quasi-submodularity" for the property (SSQSB) in view of our results shown in Section 5.
The organization of this paper is as follows. We rst review some fundamental results on M-convex and L-convex functions in Section 2. In Sections 3 and 5, we show some properties of level sets of quasi M-convex/L-convex functions and prove that the classes of quasi Mconvex/L-convex functions are closed under various fundamental operations. These results justify the denitions of quasi M-convex/L-convex functions. Finally, we show that various greedy algorithms work for the minimization of (semistrictly) quasi M-convex/L-convex functions in Sections 4 and 6. We also show proximity theorems on (semistrictly) quasi M-convex/L-convex functions, which guarantee the applicability of the so-called \scaling technique" to the quasi M-convex/L-convex function minimization.
The concepts of M \ -convex functions by Murota{Shioura [17] and L \ -convex functions by Fujishige{Murota [7] can be also extended to quasi M \ -convex and L \ -convex functions, and the results in this paper can be restated in obvious ways in terms of quasi M \ -convex and L \ -convex functions.
We denote by R the set of reals, and by Z the set of integers. Also, we denote by R ++ the set of positive reals. For any nite set X, its cardinality is denoted by jXj. Throughout this paper, we assume that V is a nonempty nite set with jV j = n(> 0). The characteristic vector of a subset X V is denoted by X (2 f0; 1g V ), i.e., X (w) = ( 1 (w 2 X); 0 (w 2 V n X):
In particular, we use the notation 0 = ; , 1 = V .
For any p; q 2 R V , p^q and p _ q denote the vectors in R V such that (p^q)(w) = minfp(w);q(w)g; (p _ q)(w) = maxfp(w); q(w)g (w 2 V ): 
The eective domain domf of f is dened by dom f = fx 2 Z V j f(x) < +1g:
We denote by arg minf the set of the minimizers of f, i.e., arg minf = fx 2 Z V j f(x) f(y) (8y 2 Z V )g:
Note that arg min f = L(f; inf f) and domf = L(f;+1) are special cases of level sets. For any vector p 2 R V , the function f [p] : Z V ! R [ f+1g is given by
For a set S Z V , the indicator function S : Z V ! f0; +1g of S is given by S (x) = ( 0 (x 2 S); +1 (x 6 2 S):
We dene (semistrict) quasiconvexity for functions ' 
For a set T , a total order on T , denoted by , is a binary relation satisfying the conditions (i) 8a 2 T, a a, (ii) For the set of real vectors R n , the lexicographic order is the total order lex dened as follows: for a; b 2 R n , a lex b if either a = b or there exists some k 2 f1; 2; 1 1 1 ; ng such that a i = b i for i = 1;11 1 ; k 0 1 and a k < b k .
M-convex Functions
A function f : Z V ! R [ f+1g is called M-convex if domf 6 = ; and f satises the following property:
(M-EXC) 8x; y 2 domf, 8u 2 supp + (x 0 y), 9v 2 supp 0 (x 0 y) such that
For any x 2 domf and u; v 2 V , the directional dierence of f at x w.r.t. u and v by 1f(x;u;v) = f(x + u 0 v ) 0 f(x): Then, the inequality (2.4) can be rewritten as follows in terms of directional dierences:
1f(x;v;u) + 1f(y;u;v) 0: M-convex functions can be characterized by the following (seemingly) weaker property: 9 (M-EXC w ) 8x; y 2 domf with x 6 = y, 9u 2 supp + (x 0 y), 9v 2 supp 0 (x 0 y) satisfying (2.4) . Theorem 2.3 ([13, Th. 3.1] 
is an M-convex function, whereṼ = fv 0 g [ V . M \ -convex functions are essentially equivalent to M-convex functions, whereas the class of M \ -convex functions properly contains that of M-convex functions; i.e., M \ n ' M n+1 ; M n M \ n ; where M n (resp. M \ n ) denotes the class of M-convex (resp. M \ -convex) functions dened over Z n . 
We see that L \ -convex functions are essentially the same as L-convex functions, while the class of L \ -convex functions properly contains that of L-convex functions; i.e.,
where L n (resp. L \ n ) denotes the class of L-convex (resp. L \ -convex) functions dened over Z n . We also consider weaker properties than (QM) and (SSQM):
(QM w ) 8x; y 2 domf with x 6 = y, 9u 2 supp + (x0y), 9v 2 supp 0 (x0y) such that 1f (x; v; u) 0 or 1f(y;u; v) 0. It may be noted that the properties (Q-EXC) and (Q-EXC w ) are labeled (EXC) and (EXC w ) in [21] , respectively.
The following properties for B Z V can be shown easily from the fact that 1 B (x;v;u) 2 f0; +1g for x 2 B and u; v 2 V .
(Q-EXC w ) for B () (QM w It is easy to see that the properties of (semistrictly) quasi M-convex functions shown in this paper still hold true. For simplicity and convenience, however, we assume in this paper that the codomain of a function is R [ f+1g. 
where the total order on the codomain R V of f is dened by the lexicographic order. Then, f satises (SSQM) in the extended sense (see Remark 3.4 
, from which follows f(x0 u + v ) = f(x) and f(y+ u 0 v ) = f(y).
The relationship among various quasi M-convexity for sets and functions is summarized as follows. Note that the claim (i) of Theorem 3.6 is already shown in [21, Remark 11] . 
The converses of the statements \(B-EXC w ) =) (Q-EXC)" and \(Q-EXC) =) (Q-EXC w )" do not hold in general (see [21, Remark 11] ). This fact shows that neither of the implications \(QM) =) (SSQM w )" and \(QM w ) =) (QM)" hold.
In the following, we present several examples to show that implications not mentioned in (3. 3) () (3.4) . Proof. It is easy to see that (3.4) implies both (QM w ) and (3.3) . Hence, we prove \(QM w ) =) (3.4)" and \(3.3) =) (3.4)" below. Suppose that f : Z V ! R [ f+1g satises (QM w ) or (3.3) . Let x; y 2 domf be vectors such that f(x) f(y). We show by induction on the value jjx 0 yjj 1 that there exist some u 2 supp + (x0y) and v 2 supp 0 (x0y) such that 1f(x;v;u) 0. We may assume jjx0yjj 1 > 2, since otherwise the claim holds obviously.
Suppose rst 
Level Sets of Quasi M-convex Functions
We show various properties of level sets of quasi M-convex functions.
The following two theorems claim that level sets of quasi M-convex functions have quasi M-convexity. Furthermore, the weaker version of quasi M-convexity (QM w ) for functions can be characterized by quasi M-convexity (Q-EXC w ) of level sets. Lemma 3.9 ([21] ). Let [\if" part] Let x; y 2 domf be distinct vectors, and assume f(x) f(y). By Lemma 3.9 (ii) , the level set L(f;f(x)) satises (Q-EXC w+ ), from which follows x 0 u + v 2 L(f;f(x)) for some u 2 supp + (x 0 y) and v 2 supp 0 (x 0 y), i.e., f(x 0 u + v ) f(x) holds. An M-convex function can be characterized by quasi M-convexity of level sets of functions perturbed by linear functions. Recall the denition of a function f [p] in (2.1). Theorem 3.16 ([21, Th. 1] (i = 1;2) be functions with (3QM 3 ). Then, the function f : Z V 1 2 Z V 2 ! R ++ [ f+1g dened by f(x 1 ; x 2 ) = f 1 (x 1 )f 2 (x 2 ) ((x 1 ; x 2 ) 2 Z V 1 2 Z V 2 ) satises (3QM 3 ). Proof. We prove (iv) only. We consider the case when (3QM 3 ) = (SSQM). Let x = (x 1 ; x 2 );y = (y 1 ; y 2 ) 2 domf 1 (i) If f satises (QM) (resp. (QM w )) and ' is nondecreasing, thenf satises (QM) (resp. (QM w )).
(ii) If f satises (SSQM) (resp. (SSQM w )) and ' is strictly increasing, thenf satises (SSQM) (resp. (SSQM w )). We show that semistrict quasi M-convexities can be characterized also by the localized version of (SSQM) and (SSQM w ). Then,
Proof. For both (i) and (ii), the \=)" parts are obvious.
[\(=" part of (i)] Assume, to the contrary, that (SSQM) does not hold for some x; y 2 domf and u 3 2 supp + (x 0 y). We also assume that (x;y) minimizes the value jjx 0 yjj 1 of all such pairs. Note that jjx 0 yjj 1 6 and x(V ) = y(V ) by Lemma 3.9 (i). Next, we assume v 2 S 0 => . If 1f(y;u 3 ; v 0 ) > 0, then (3.8) implies that the rst inequality in (3.10) holds with strict inequality, i.e., (3.7) holds. Hence, we assume 1f(y;u 3 ; v 0 ) = 0; (3.11) which implies v 0 = v 0 2 S 0 >= since v 2 S 0 => . Due to the choice of v 0 , we have f(y 0 ) < f(y + u 0 0 v ): (3.12) By (3.11) and (3.9), we have f(y 00 ) f(y 00 + v 0 0 u3 ) = f(y + u 0 0 v ): (3.13) From (3.12) and (3.13) follows (3.7) .
[End of Claim 2] Since u 3 2 supp + (x0y 0 ) and jjx 0 y 0 jj 1 < jjx 0 yjj 1 , Claim 2 contradicts the choice of x and y. This concludes the proof.
[\(=" part of (ii)] We show (SSQM w ) for x; y 2 domf by induction on the value jjx0yjj 1 . We may assume that jjx 0 yjj 1 > 4 and 1f(x;v;u) 0; 1f(y;u; v) We show the inequality f(x i+1 ) f(x i ) by induction on i. The inequality f(x 1 ) f(x 0 ) follows from (3.14) and the fact that supp We rst prove (Q-EXC w ) forx;ỹ 2 S 0 with jjx0ỹjj 1 < jjx0yjj 1 . By the inductive hypothesis, we can apply (SSQM w ) tox andỹ to obtain (a) 1f(x;v; u) < 0, (b) 1f(ỹ;u;v) < 0, or (c) 1f(x;v; u) = 1f(ỹ;u; v) = 0 for some u 2 supp + (x 0ỹ) and v 2 supp 0 (x 0ỹ). Sincẽ x0 u + v ;ỹ + u 0 v 2 [x^y;x_y], we have 1f(x;v; u) 0 and 1f(ỹ;u; v) 0. Therefore (c) must hold, i.e.,x 0 u + v 2 S 0 andỹ + u 0 v 2 S 0 . This fact also yields (B-EXC-loc) forx;ỹ 2 S 0 with jjx 0ỹjj 1 = 4.
We next prove (Q-EXC w ) forx;ỹ 2 S 0 with jjx 0ỹjj 1 = jjx 0 yjj 1 . Then, we have fx;ỹg = fx; yg. For y 0 = y and i = 0;1;11 1 ; jjx 0 yjj 1 , dene x i 2 Z V by (3.15) . By Claim 1, we have The condition (4.2) is also considered in in [18] . 
Properties of Minimizers of Quasi M-convex Functions
Global minimality of quasi M-convex functions is characterized by local minimality. (ii) Assume (SSQM 6 = w ) for f. Then, 1f(x; v; u) 0 (8u; v 2 V ) () f(x) f(y) (8y 2 Z V ). Proof. We show the \=)" part of (ii) only. The \(=" part of (ii) is easy to prove, and the proof of (i) can be done in a similar way as that of (ii) by using Theorem 3.8.
Assume, to the contrary, that there exists some y 2 domf such that f(y) < f(x). By Theorem 4.1, f satises (4.2), which implies that there exist some u 0 2 supp + (x 0 y) and v 0 2 supp 0 (x 0 y) such that 1f(x;v 0 ; u 0 ) < 0, a contradiction to the assumption for x.
If f satises (SSQM 6 = ), then any vector in domf can be easily separated from some minimizer of f (cf. [20, Th. 2.2, Cor. 2.3] ). This property will be used as a basis of the domain reduction method in Section 4.2. Proof. (i) : Put x 0 = x 0 u + v . We may assume x 0 6 2 arg minf, since otherwise the claim holds immediately. Assume, to the contrary, that there is no x 2 arg min f with x(u) x 0 (u). Let x 3 2 arg minf minimize x 3 (u). Then, we have x 3 (u) > x 0 (u). Since f(x 3 ) 6 = f(x 0 ), we can apply (SSQM 6 = ) to x 3 , x 0 , and u to obtain some w 2 supp 0 (x 3 0 x 0 ) such that if 1f(x 3 ;w; u) > 0 then 1f(x 0 ;u;w) < 0. Due to the choice of x 3 , we have 1f(x 3 ; w; u) > 0. Hence, f(x 0 ) > f(x 0 + u 0 w ) = f(x 0 w + v ) holds, a contradiction to the denition of u 2 V .
(ii): The proof is similar to that for (i) and therefore omitted. (iii) : Put x 0 = x 0 u + v (6 = x). We may assume x 0 6 2 argmin f, since otherwise the claim holds immediately. By (i) , there exists some x 3 2 arg minf such that x 3 (u) x(u) 0 1, and we may assume that x 3 maximize x 3 (v) among all such vectors. To the contrary assume x 3 (v) < x 0 (v). Since f(x 3 ) 6 = f(x 0 ), we can apply (SSQM 6 = ) to x 0 , x 3 , and v 2 supp + (x 0 0 x 3 ) to obtain some w 2 supp 0 (x 0 0 x 3 ) satisfying at least one of the following: where the second equality is by Lemma 3.9 (i). Step 2: Find u; v 2 V with f(x 0 u + v ) < f(x).
Step 3: Set x := x 0 u + v . Go to Step 1. Algorithm Descent M terminates in at most jdom fj (L+1) n01 iterations since it generates a distinct x in each iteration.
To the end of this section we assume (SSQM 6 = ) for f. Based on Theorem 4.6, we apply the scaling technique to Algorithm Descent M to obtain a faster algorithm. Algorithm Scaling Descent M
Step 0: Let x be any vector in dom f. Put := 2 dlog 2 Le , B := domf.
Step 1:
Step 1-1: If f(x) = minff(x0( s 0 t )) j s; t 2 V; x 0 ( s 0 t ) 2 Bg, then go to Step 2.
Step 1-2: Find u; v 2 V with x 0 ( u 0 v ) 2 B satisfying f(x 0 ( u 0 v )) < f(x).
Step 1-3: Set x := x 0 ( u 0 v ). Go to Step 1-1.
Step 2: If = 1 then stop. [x is a minimizer of f.]
Step 3: Put B := B \ fy 2 Z V j jy(v) 0 x(v)j (n 0 1)( 0 1) (v 2 V )g and := =2. Go to Step 1. The number of scaling phases is dlog 2 Le, and each scaling phase terminates in (4n) n01 iterations. Therefore, Algorithm Scaling Descent M runs in (4n) n01 dlog 2 Le iterations.
We then propose another elaboration of Algorithm Descent M. Note that the algorithm Steepest Descent M reduces the set B iteratively in Step 3 by exploiting Theorem 4.3 (iii) . Algorithm Steepest Descent M
Step 0: Let x be any vector in dom f. Set B := domf.
Step 1 . It is shown in [20] that the minimization of an M-convex function can be done in polynomial time by the domain reduction method explained below. We show that the domain reduction method also works for the minimization of a function with (SSQM 6 = ) if its eective domain is a bounded M-convex set.
Given Lemma 4.7 ([20, Th. 2.4] ). N B is a (nonempty) M-convex set.
The next algorithm maintains a set B ( domf) which is an M-convex set containing a minimizer of f. It reduces B iteratively by exploiting Theorem 4.3 (iii) and nally nds a minimizer.
Algorithm Domain Reduction
Step 0: Set B := domf.
Step 1: Find a vector x 2 N B .
Step 2: If f(x) = min s;t2V f(x 0 s + t ) then stop. [x is a minimizer of f.]
Step 3: Find u; v 2 V with x 0 u + v 2 B satisfying (4.7).
Step 4: Set B by (4.8) . Go to Step 1.
We analyze the number of iterations of Domain Reduction. Denote by B i the set B in the i-th iteration, and let l i (w) = l B i (w), u i (w) = u B i (w) (w 2 V ). It is clear that u i (w)0l i (w) is nonincreasing w.r.t. i. Furthermore, we have the following property: Lemma 4.8 ([20, Lemma 3.1] ). u i+1 (w)0l i+1 (w) < (101=n)fu i (w)0l i (w)g for w 2 fu; vg, where u; v 2 V are the elements found in Step 3. This lemma implies that Algorithm Domain Reduction terminates in O(n 2 log L) iterations. We now consider the time complexity of each step. Steps 2, 3, and 4 can be done in O(n 2 ) time. In Step 1, we use the exchange capacity to compute the values l B (w) and u B (w) and to nd a vector in N B . For any w 2 V , the values l B (w) and u B (w) can be computed by evaluating the exchange capacity at most n times, provided that a vector in B is given [6, Th. 3.27] . A vector in N B can be found by evaluating the exchange capacity at most n 2 times, provided that a vector in B is given [20, Th. 2.5] . The exchange capacity can be computed in O(log L) time by binary search. Hence, Step 1 requires O(n 2 log L) time. To extend the concept of L-convexity to quasi L-convexity, we relax the submodularity condition (SBM) while keeping in mind the possible sign patterns of the values g(p^q) 0 g(p) and g(p _ q) 0 g(q). Table 2 shows the possible sign patterns of those values.
Let g : Z V ! R [ f+1g be a function. We call g quasi-submodular if it satises (QSB):
(QSB) For all p; q 2 Z V we have g(p^q) g(p) or g(p _ q) g(q), and call g quasi L-convex if dom g 6 = ; and it satises (QSB) and (TRF). Since p and q are interchangeable, (QSB) implies g(p^q) g(q) or g(p_q) g(p). Similarly, we call g semistrictly quasi-submodular if it satises the following property:
(SSQSB) For all p; q 2 Z V we have both (i) and (ii): (i) g(p _q) g(q) =) g(p^q) g(p), and (ii) g(p^q) g(p) =) g(p_ q) g(q), and call g semistrictly quasi L-convex if domg 6 = ; and it satises (SSQSB) and (TRF).
We also consider weaker properties than (QSB) and (SSQSB) by keeping in mind the possible sign patterns of the four values g(p^q)0g(p), g(p^q)0g(q), g(p_q)0g(p), and g(p_q)0g(q).
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(QSB w ) For any p; q 2 domg, we have maxfg(p); g(q)g minfg(p^q); g(p_q)g. (SSQSB w ) For any p; q 2 dom g, we have either of (i) and (ii): (i) maxfg(p); g(q)g > minfg(p^q);g(p_q)g, (ii) g(p) = g(q) = g(p^q) = g(p_q). The property (SSQSB w ) says that either (i) at least one of the values g(p^q)0g(p), g(p^q)0g(q), g(p_q)0g(p), and g(p_q)0g(q) is negative or (ii) all the four values are equal to zero. Similarly, (QSB w ) says that at least one of the four values is nonpositive.
The set version of quasi-submodularity can be obtained by translating the property (QSB) for the indicator function D : Z V ! f0; +1g of a set D Z V in terms of D. . It is easy to see that the properties of (semistrictly) quasi submodular/L-convex functions shown in this paper still hold true. For simplicity and convenience, however, we assume in this paper that the codomain of a function is R [ f+1g. 
where the total order on the codomain R V 0 of g is given by the lexicographic order. Then, g satises (TRF) with r = 0 and (SSQSB) in the extended sense (see Remark 5.4) . Proof. We show (SSQSB) for g only. Let p; q 2 [a;b] . Then, p^q; p _ q 2 [a;b] , and at least one of (a), (b) or (c) holds for each i 
. If (c) holds for all i 2 V 0 , then we have g(p _ q) = g(q) and g(p^q) = g(p), implying (SSQSB). Otherwise, let i 3 2 V 0 be the minimum element satisfying (a) or (b). Then, we have g(p _ q) g(q) or g(p^q) g(p) since (c) holds for all i 2 f1; 2; 1 1 1 ; i 3 0 1g.
The relationship among various quasi-submodularity is summarized as follows. Theorem 5.6 . For a function g : Z V ! R [ f+1g, we have (SBM) =) (SSQSB) =) (QSB) + + (SSQSB w ) =) (QSB w ). Remark 5.7. It is easy to see that (DL) =) (QDL), but the converse does not hold in general, even under the condition (TRS). For example, the set f(p 1 + ; p 2 + ; ) 2 Z 3 j 2 Z; (p 1 ; p 2 ) is either (0;0);(1;0); or (0; 1)g satises (QDL) and (TRS) and not (DL). This fact shows that the implication \(QSB) =) (SSQSB w )" does not hold necessarily, even under the condition (TRF).
We present some examples to show that implications not mentioned in Theorem 5.6 do not hold in general, even if functions are assumed to satisfy (TRF). ). Then, g 1 satises (SSQSB w ) and (TRF) and not (QSB), andg 2 satises (SSQSB) and (TRF) and not (SBM).
Due to the denitions of quasi L-convexity/submodularity, most of the properties of quasisubmodular functions can be naturally restated in terms of quasi L-convex functions, and vice versa. In the following sections, we state properties mainly in terms of quasi-submodular functions and omit those for quasi L-convex functions whenever the restatements are immediate.
Level Sets of Quasi L-convex and Submodular Functions
We show various properties of level sets of quasi L-convex/submodular functions.
The following two theorems claim that level sets of quasi-submodular functions have nice properties such as (DL) and (QDL). Furthermore, the weaker version of quasi-submodularity (QSB w ) for functions can be characterized by the property (QDL) of level sets. A submodular function over integer lattice can be characterized by using level sets of functions perturbed by linear functions. Recall the denition of the function g [x] : Z V ! R [f+1g in (2.1). Theorem 5.12 ([10, Th. 10] It is easy to see that g 1 satises (SSQSB) (and not (SBM)), and that g 2 is linear. The sum g = g 1 + g 2 , however, does not even satisfy (QSB w ) since g(1; 0) = g(0; 1) = 01 < 0 = minfg(0;0); g(1; 1)g. (i) Suppose that ' is nondecreasing. If g satises (QSB) (resp. (QSB w )), theng also satises (QSB) (resp. (QSB w )). (ii) Suppose that ' is strictly increasing. If g satises (SSQSB) (resp. (SSQSB w )), theng also satises (SSQSB) (resp. (SSQSB w )). (1) The function r, however, does not satisfy (QSB) since g(1; 0; 0) = 2; g(0; 1;0) = 01; g(0; 0;0) = 0; g(1; 1;0) = 3:
6 Minimization of Quasi L-convex Functions
In this section, we consider the minimization of quasi L-convex functions. To the end of this section we assume r = 0 in (TRF) since otherwise quasi L-convex functions have no minimizer. Under this assumption, the minimization of a function g : Z V ! R [ f+1g is equivalent to the minimization of g 0 : Z V nfv0g ! R [ f+1g which is dened as g 0 (p 0 ) = g(0; p 0 ) ((0;p 0 ) 2 Z 2 Z V nfv 0 g ) (6.1) with an element v 0 2 V .
Properties of Minimizers of Quasi L-convex Functions
Global minimality of quasi L-convex functions is characterized by local minimality. (6.4) (ii) Assume (SSQSB w ) for g. Then, for all p; q 2 Z V with g(p) 6 = g(q) and 2 Z we have the inequality (6.2) with strict inequality. In particular, for all p; q 2 domg with g(p) 6 = g(q) and the relationship between a global minimum of g and a local minimum of g . Let q 2 dom g be a local minimum of g , i.e., p = p 0 + q satises g(p ) g(p + X ) (8X V ): (6.6) The following theorem shows that a global minimum of a semistrictly L-convex function exists in the neighborhood of p . This generalizes an observation in [9] . i=1 i X i + X j and suppose p 2 domg. Then, arg max v2V fq 3 (v)0 p(v)g = X j . Since X j supp + (q 3 ), we have g(q 3 0 X j ) > g(q 3 ) by (6.8) . This fact, together with (6.5), yields g(p + X j ) < g(p).
[End of Claim 1] Claim 2 g( X j ) > g(( + 1) X j ) holds for any j = 1; 1 1 1 ; k and 2 [0; j 0 1].
[Proof of Claim 2] Suppose X j 2 domg. Put p = P j i=1 i X i and q = X j . Then, argmax v2V fq(v) 0 p(v)g = V n X j . Since g(p + V nX j ) = g(p 0 X j ) > g(p) by Claim 1, (6.5) implies that g(q) > g(q 0 V nX j ) = g(q + X j ).
[End of Claim 2] Let g : Z V ! R [ f+1g satisfy (SSQSB w ) and (TRF) with r = 0, and dene g 0 : Z V nfv 0 g ! R [ f+1g by (6.1) . In the following, we explain two minimization algorithms for g 0 . By Corollary 6.3, we can nd a minimizer of g 0 by a descent method. Algorithm Descent L
Step 0: Let p be any vector in dom g 0 .
Step 1: If g 0 (p) = minfg 0 (p 6 X ) j X V g then stop. [p is a minimizer]
Step 2: Find X V and 2 f1; 01g such that g 0 (p + X ) < g 0 (p).
Step 3: Set p := p + X . Go to Step 1. If domg 0 is bounded, the algorithm Descent L terminates in at most jdom g 0 j K n01 iterations, where K is given by K = maxfjp(v) 0 q(v)j j p; q 2 domg 0 ; v 2 V g: We further assume (SSQSB) for g. Based on Corollary 6.7, we apply the scaling technique to Algorithm Descent L to obtain a faster algorithm. Algorithm Scaling Descent L Step 0: Put := 2 dlog 2 Ke , D := domg 0 . Let p 3 be any vector in domg 0 .
Step 1: Find q 2 Z V nfv 0 g such that p 3 + q 2 D and g 0 (p 3 + q) = minfg 0 (p 3 + q 0 ) j q 0 2 Z V nfv 0 g ; p 3 + q 0 2 Dg:
Step 2: If = 1 then stop. [p 3 + q is a minimizer of g 0 .]
Step 3: Put p 3 := p 3 + q, D := D \ fp 2 Z V j jp(v) 0 p 3 (v)j (n 0 1)( 0 1) (v 2 V )g, and := =2. Go to Step 1. The number of scaling phases is dlog 2 Ke. Therefore, if we could perform Step 1 in each iteration in polynomial time, Algorithm Scaling Descent L would run in polynomial time. Unfortunately, we do not know yet such a polynomial-time algorithm for Step 1.
