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I. ABSTRACT
In this article we will derive the exact expression for the electrostatic potential of an
extended charged system for points outside the source. We illustrate the significance of this






II. ELECTROSTATIC POTENTIAL OF AN EXTENDED CHARGED SYSTEM
In this article we will discuss a few aspects on the electrostatic potential of an extended
charged system. For convenience we can use the spherical-polar coordinate system.
We will first consider points outside the source. Let ~r′(r′, θ, φ) be the position vector
for an infinitesemal volume element dv within the source which makes an angle θ with the
positive Z polar axis and an azimuthal angle φ w.r.t the positive X -axis. Let ~r(r, θT , φT ) be
the position vector of the point of observation (P) making an angle θT with the polar axis
and an angle φT with the positive X -axis. The magnitude of the position vector ~R between
dv and P is then given by:
R2 = r2 + r′′






[sin2θcos2(φT − φ) + cos2 θ], tan θ′′ = tan θcos(φT − φ) (2)
The electrostatic potential at P is given by,




ρ(r′, θ, φ)r′2sin θdr′dθdφ
[r2 + r′′2 − 2rr′′cos(θT − θ′′)]1/2 (3)
where r′′, θ
′′
are determined through equ.(47). This expression is valid for all (θT , φT )
and (θ, φ) as cos(α) = cos(−α). It is obvious from the above expression that apart from
the monopole term [i.e, the 1
r
term] the electrostatic potential for an extended charged
system is anisotropic and depends on the distance (r) and orientation (θT , φT ) of the point of
oberservation [apart from it’s dependence on ρ(r′, θ, φ)]. This is expected as the electrostatic
potential of an ideal electric dipole (with dipole moment ~p) along the positive Z axis and
centered at the origin is [1]:




which is anisotropic, i.e, dependent on both r and θ.
The commonly known text book [1] expression for the potential (outside the source) is:




ρ(r′, θ, φ)r′2sin θdr′dθdφ
[r2 + r′2 − 2rr′cos(θ)]1/2 (5)
For an arbitrary charge distribution characterized by an arbitrary charge-density function
ρ(r′, θ, φ) and an arbitrary field point “P (r, θT , φT )” equation (3) agrees with equ.(5) only for
the 1
r
terms (the monopole potential terms). Even for a spherically symmetric charge density
the higher order terms differ (for r >> r′) in numerical factors and also through dependence
on θT . We will illustrate this aspect later. Equation (5) for electrostatic potential also suffers
from the following limitation:
The electric field as obtained from eqn.(5) has only a radial component as the θ-dependent
terms are integrated out. Let us consider an arbitrarily shaped conductor,e.g, a positivly
charged ellipsoidal conductor centerred at the origin. The static electric field obtained from
eqn.(5), being radial, will be normal to the conductor surface only at the two poles and at
the equator in contradiction to the electrostatic property of the conductors.
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We should note that the exact expression, eqn.(3), for the electrostatic potential at points
out-side the source (for r >> r′) of an extended charged body is in general dependent on
θT , φT . Consequently equ.(3) is not well-defined for points on the polar axis, θT = 0 and
θT = π. This is due to the degeneracy of the azimuthal angle φT at the polar axis and is
discussed in detail in Appendix:E [2]. However, as is apperent from symmetry and is evident
from eqn.(3), this situation arises only when ρ(r′, θ, φ) is explicitly φ dependent. In this case,
the charge density ρ(r′, θ, φ) also is not defined on the polar axis in terms of the azimuthal
angle φ and the only unambigous way to calculate the potential is to use the Cartezian
coordinate system.
For a φ-independent source the integrand in eqn.(3) reduces to the integrand in eqn.(5)
for points on the Polar axis. To calculate the electric field for such a source we should first
perform the φ integration [with (φT − φ) ranging from 0 to 2π; see App.E (i),(ii) [2]] and
thereafter take derivatives w.r.t r, θT . We will justify this method in the following discussions.
We now calculate the electrostatic potential for a few spherically symmetric charge dis-
tributions centered at the origin using the expression (3).
We first consider the electrostatic potential of a uniformly charged conducting spherical
shell centered at the origin, i.e, we have ρ(r′, θ, φ) = δ(r′ − rs)σ where rs is the radius of the
shell. The surface charge density, σ, is independent of θ, φ. For outside points the potential
is given by eqns.(1),(2),(3):




δ(r′ − rs)σr′2sin θdr′dθdφ
[r2 + r′′2 − 2rr′′cos(θT − θ′′)]1/2 (6)
The potential calculation simplifies considerably if we note that,
r′′ cos(θT − θ′′) = r′[cos θT cos θ + sin θT sin θ cos(φT − φ)] (7)
where eqn.(2) and the expansion of cos(θT − θ′′) is used. Consequently θT and θ terms
in eqn.(3) appear as products justifying a previous discussion regarding the calculation of
the electric field. This relation also indicates that for a φ-independent ρ the potential is
independent of φT as discussed earlier.
For points infinitsemally close to the surface of the shell we have,






[1 + sin2θcos2(φT − φ) + cos2 θ − 2(sin2θcos2(φT − φ) + cos2 θ)1/2cos(θT − θ′′) + f( ǫrs )]1/2
(8)
Here r = rs + ǫ and f(
ǫ
rs
) is a term involving ǫ, rs, θT , φT , θ, φ. The denominator can be
binomially expanded for all θ, φ, θT , φT as ǫ→ 0.
The static electric field is given by:
~E = −~∇V (9)
We know from the electrostatic properties of a conductor that the out-side electric field






From eqns.(8),(9) and (10) we can obtain the values of three definite integrals. For
example comparing the radial component (the only non-vanishing component) of the electric
field on surface of the shell we have:















The other two definite integrals obtained from eqn.(9) have values zero.
We now consider the electrostatic potential of spherically symmetric charged sphere,i.e,
ρ = ρ(r′). We first make some comments regarding the binomial expansion of the expression:






)cos(θT − θ′′)] (12)
Using eqns. (2) and (7) we have,
R′ = 1 + (
r′
r
)2[sin2θcos2(φT − φ) + cos2 θ]− 2(r
′
r
)[cos θT cos θ + sin θT sin θ cos(φT − φ)] (13)
It can be shown, considering points near the South pole, the convensional binomial
expansion [1] is not valid in general for ( r
′
r
) ≥ √2− 1. Cosequently we will consider only
points for which r >> r′ for all r′. We have,












cos(θT −θ′′) and ǫ < 1 for r >> r′. The binomial expansion of [1+ ǫ]− 12
together with eqn.(7) give us a series expansion of V (P ) in terms of 1
r
and θT (as discussed
below eqn.(7) V (P ) is independent of φT for a spherically symmetric charge distribution).
For example it can be shown that the 1
r2
term, conventionally the dipole term, for V (P )
vanishes indicating that the dipole moment of a spherically symmetric charge distribution
w.r.t any axis vanishes and can be easily verified by calculating the Z-component of the total
dipole moment. The 1
r3










r′4ρ(r′)dr′. This expression is θT dependent as discussed earlier. Thus
although the extended charged system is geometrically spherically symmetric, Coulomb’s law
(a fundamental law of Electrodynamics unlike Newton’s law in Gravitation) together with the
principle of superposition (not valid in the General Relativistic description of Gravitation)
give a finite θT -dependent quadrapole-like term in the binomially expanded expression of
the electrostatic potential. In practice the choice of the polar axis will depend on how the
charged system is configured.
For points close to the source we will have to use two consequitive binomial expansion:
the first one is factoring out (r2+r′′2) in the denomenator of V (P ) and performing a binomial
4
series expansion in terms of 2 rr
′′
(r2+r′′2)
cos(θT − θ′′). The second one is in terms of r′′2r2 as is
evident from the following expresion:











This expression gives the usual result Q
4πǫ0r
for the monopole potential term. In this
expression any power of (r2+r′′2) can be binomially expanded in terms of ( r
′′
r
)2 for all r > r′
,i.e, for all points out-side the source.
To find the potential on the suface of the source we can follow the procedure used to
study the electrostatic properties of the conductors.
Similar discussions are also valid for points inside the charged system.
III. DISCUSSIONS
In this article we have derived the exact expression for the electrostatic potential of
an extended charged system for points outside the source. It differs from the cnventional
expression through it’s dependence on θT , φT . The anisotropy discussed in this article will
give rise to many interesting predictions in both Celestrial and Terestial electromagnetic
effects.
This article is the only one which gives the proper physical description of the electromag-
netic field of an arbitrarily shaped extended system and is capable to describe the behavior
of conductors.
The θT dependence of the far region potential for spherically symmetric charged system
also gives rise to a new set of polynomials. These are the proper set of polynomials to
describe the field in the corresponding situation.
The method of derivation provides a mathematically perfect description of the field in
situations where the extended nature of the source is relevant and the priciple of superposition
is valid.
The quadrapole-like term of the radial field is opposite in direction to that of the
monopole-like term for cos(2θT ) < 2/9, i.e, it gives a screening term.
This article will also have important cosequences in other branches of Physics where the
extended nature of the source is relevant. To illustrate, eqn.(3) gives the proper framework to
study the descripancies between the two descriptions (General Relativistic and Newtonian)
of gravity. To illustrate we conclude the above discussions with a few comments on the
quadrapole-like potential eqn.(60) in the context of the Newtonian description of Gravity
assuming that the principle of superposition is valid. In the following discussions 1
4πǫ0
= G.
The quadrapole-like potential energy of the configuration for an infinitesimal element of
mass ρ′(r)r2 sin θTdrdθTdφT at (r, θT , φT ) is:
EP = −[9cos(2θT )− 2
6ǫ0r3
]Iρ′(r)r2 sin θTdrdθTdφT (17)
The force acting on the infinitesimal mass-element is
~Fqp = −~∇EP (18)
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where the gradient is taken w.r.t (r, θT , φT ). The θT component of the force is proportional
to: 7cos θT − 54sin2θT cos θT which is vanishing at θT = π/2.
The total θT component of the force acting on a test-body (with radius r
′′) extended






Iρ′(r)r2 sin θT ]
∂θT
drdθTdφT (19)
where the range of the integrations is same as the extention of the test-body.
The net θT component of the quadrapole-like force acting on a test body extended from
θT1 = π/2− δ to θT2 = π/2 + δ is zero.
It can further be shown that for small deviations from the equatorial plane (θT = π/2) the
net θT -component of the quadrapole-like force on the extended test-body is always directed
towards the equatorial plane.
Similar results as above regarding the stability of the motion in the equatorial (θT = π/2)
plane are valid in the case of the monopole force which are of more relevance for r >> r′.
However in the limit r >> r′ the net θT force is very small.
Similar comments are valid in the corresponding electrosttic situation with opposite
charges.
IV. COMMENTS ON THE ELECTROSTATIC AND MAGNETOSTATIC LAWS
In this section we will make a few comments regarding the basic laws of Classical Elec-
trodynamics.
We first consider the Gauss’s law for the electrostatic field of a point charge Q situated
at the origin. The charge density in spherical polar coordinates is given by: ρ(r) = Q
r2
δ(r).







The divergence of ~E for r 6= 0 is given by:
~∇. ~E = 0 (21)
which is in accordance with the Gauss’s law for r > 0:
~∇. ~E = 0 (22)
However for an extended charge distribution ,for points outside the source, we have the
following result for the surface integral ~E. ~da over a spherical surface of radius r (for r >> rs,
























we have a screening-like term, even for the monopole field, for the suface integral of ~E as
discussed earlier in the context of the the quadrapole-like potential term.(15).
As usual the curl of ~E is zero.
The no-work law can be regained for the electrstatic field of an extended charge distri-
bution if we generalize the derivation properly. The line-integral of ~E over a closed contour








dR = 0 (25)
and the total work done for the whole source is obviously zero.
Proceeding as above it can be shown that the divergence of ~E outside the source vanishes.
If we consider an annular region outside the source this feature togethar with eqn.(23) show
that the Gauss’s divergence theorm is not valid for an arbitrary source not situated at the
origin.
We now consider the divergence of ~E inside the source. To calculate the divergence at a
point ~r within the source we break the source into two parts: one is an infinitesimal spherical
volume element of radius r′s centered at ~r and the other is the rest of the source. The electric
field is sum of two parts: one due to the infinitesimal volume element (∆v), ~E∆v, and the
other due to the rest of the source, ~Erest. The divergence of ~Erest vanishes for points within
∆v as can be shown from straight-forward calculation. To calculate the divergence of ~E∆v
we can use a spherical coordinate system centered at ~r. The position vector is given by ~r′−~r.
The boundary of (∆v) is given by |~r′ − ~r| = r′s. We also break the charge density into two
parts:
ρ(~r′) = ρ∆v(~r′) + ρrest(~r′) (26)
ρ∆v(~r′) is non-zero [= ρ(~r′)] for points within ∆v [|~r′−~r| < r′s] while ρrest(~r′) is non-zero
[= ρ(~r′)] for points not within ∆v [|~r′ − ~r| ≥ r′s].












)](|~r′ − ~r|)2sin θ′dθ′dφ′ =
(27)
Here ~R = (~r − ~r′) and to obtain the second expression we have used the fact that
ρ∆v do not depend on the unprimed coordinates. As we will discuss in the last section
~∇(~r′−~r).(− RˆR2 ) = 4πδ3(~r′ − ~r). Thus we have Poisson’s equation for points inside an extended
source:
~∇. ~E(~r) = ρ(~r)
ǫ0
(28)
For a volume charge density ρ(~r) the charge density should vanish at the surface of the
source. Otherwise we will have a non-trivial surface charge density. For non-trivial surface
and line charge densitis the divergence of ~E can be found following the above procedure and
the results are same as replacing the source through proper delta functions. For a point
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charge the charge desity is given by a delta function measured at the source and the proof
of the ~∇. ~E law is trivial.
We now consider the divergence and curl of the magnetostatic field: ~B. The Biot-Savart









where R is given by eqn.(1), (2).
We have the following expression for the divergence of ~B [1]:






For points outside of the source the r.h.s vanishes as ~J(~r′) do not depend on the unprimed
variable ~r. For points inside the source, proceeding as in the ~∇. ~E law, we can break the
source into two parts: a small element ∆v centered at ~r and the rest, vrest. As discussed for
the outside points, the contribution of vrest to the integral at the r.h.s vanishes for points
within ∆v. For points within ∆v we can always chose ∆v small enough so that ~J∆v(~r′) within
∆v is φ′-independent and don’t have a φˆ′ component If required ∆v may be small enough so
that the most elementary charge carriers move along the polar axis of ∆v. In terms of the
most elementary charge carriers (say electrons) the current density is given by ρ(|~r′ − ~r|)~v
where the electron is centered at ~r. Here we have assumed that the charge distributions of
the elementary particles are isotropic. We can always chose ∆v, centered at ~r, small enough
so that ~v = |~v(~r)|Rˆ and
Rˆ.[~∇× ~J∆v] = −Rˆ.[~∇(~r′−~r) × ~J∆v] = 0 (31)
If the elementary charged carrier is spinning around some direction with angular velocity
~ω = |~ω|Rˆ′, Rˆ′ characterized by a given pair of values (θ′′, φ′′) of (θ′, φ′), the current density
is given by ~J∆v = ρ(|~r′ − ~r|)(~r′ − ~r)× ~ω(θ′′, φ′′). Consequently, using vector product rules
and the fact that for an elementary particle or a rigid body ~ω can not vary with r′ we have






.[~∇(~r′−~r) × ~J ]dv′ = 0 (32)
as the integral of a function which is finite at an isolated point but zero elsewhere is zero
which is consistent with the discussions of App.B,gr-qc/0503003,v6.
It is easy to extend the above arguments to show that the r.h.s of eqn.(30) vanishes for
ideal surface and ideal line current densities where the charge densities can vary with (θ′, φ′).
Thus for points both inside and outside the source we have,
~∇. ~B = 0 (33)
and this law is valid for both steady and non-steady currents.
The curl of ~B is given by,







Here the integration is over the source volume. The first term arises from the source
volume integrand (apart from a multiplicative factor): ~J ~∇.(Rˆ/R2). Following the same
procedure as to obtain the ~∇. ~E law we obtain the first term in eqn.(34).


























The integration gives terms dependent on ~J on the boundary of the source. This is
apparent if we use the Cartezian coordinate system. As discussed in the context of ~∇. ~E law,
~J should vanish on the boundary of the source otherwise we will have a non-trivial surface







2 the above integral
vanishes for the same boundary condition on ~J as above.
For surface current density we can follow similar procedure. For a closed surface
current density source [where the surface is characterized by rs





















′dφ′. The second term vanishes trivially out of uniqueness while the
first term vanishes provided K ′θ′ doe’s not diverge like [sin(θ
′)]−k, k ≥ 1. It can be
shown that for the ideal situation of an infinite surface current density the integral in
the above equation doe’s not vanish unless the current density is non-steady. This is
in accordance with the coventional procedure to derive Ampere’s law. For a finite open
curved surface: z = g(x, y) the metric on the surface can be put into the canonical form:
ds2 = h1
2(u, v)(du)2 + h2
2(u, v)(dv)2. The component of the surface current perpendicular
to the edges of the surface must vanish and there can only be a tangential current along the
edges. Thus the current density consists of two parts: a surface current density, ~Ks, which
vanishes at the edges and the integral, − ∫ ~∇(u,v).[ (x−xs′)R3 ~Ks]h1(u, v)h2(u, v)(du)(dv), vanishes




ially as the boundaries are the same point. Let us consider a surface with an wedge, i.e, two
surfaces joined joined along a curve making an angle which can, in general, vary along the
curve. If a surface current density originates at one surface the current can not propagate to
the second surface as the only way that the current can have vanishing component perpen-
dicular to both the surface is to propagate along the wedge (geometrically for two surfaces
making an wedge the only way that the ideal surface current density can remain tangential
to both the surfaces at the wedge is to flow along the wedge) and we can apply the above
arguments to show that the integral
∫ ~∇′.[ (x−xs′)
R3
~K ′]dv′ vanishes for the first surface. Similar
arguments can be applied to show that the current on any kink of a surface vanishes. If
the current is due charge flow around an axis passing through the kink the current at the
kink vanishes due to vanishing linear velocity. If the kink is charged and the current is due
to the motion of a charged surface the kink can produce a closed line current density in
which case the integral vanishes out of uniqueness while if the current is not along a closed
curve the boundary terms vanishes as the current at the end points are vanishing. For an
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infinite straight line-current density these arguments can easilly be extended and the inte-
gral vanishes provided the line-current density do not diverge like λ(|x′|)2−k, 0 ≤ k < 1 for
|x′| → ∞. Similar boundary conditions have to imposed for an arbitrary ideal line-current
density. However the above discussions show that, apart from planes and straight lines,
surface current and line currents cannot be produced due to the motion of charge carriers
as a curved surface is a collection of infinitesimal planes with the normals to the adjuscent
area-elements are not parallel while a curve is a collection of infinitesimal line-elements and
the adjuscent line-elements are not parallel. Ideal surface and non-straight line currents can
be produced only through the motions of charged sufaces and line-elements. The boundary
conditions discussed for closed ideal surface-current densities and ideal non-straight line cur-
rent densities justify the validity of eqn.(37) as it is physically impossible to have divergent
asymptotic motions. This also leads us to define the boundary of the elementary charged
particle as the surface at which the charge density vanishes. For an ideal closed line-current
density source the boundaries are the same point. In many practical situations a pair of
boundaries will be the same surface (may be within a battery with the current density, apart
from a few regions, vanishing at the surface of the battery). For the above two situations
the contrbution of the corresponding boundaries vanish trivially. These discussions together
with the principle of superposition also complete the arguments below eqn.(28).
Thus we have,
~∇× ~B = µ0 ~J(~r) (37)
For ideal surface and line current densities the results will same as replacing ~J(~r) by
suitable delta functions meausured on the the source provided the sources satisfy the required
regularity conditions as discussed above.
The well-known integral law for a physical line current density
∫
contour
~B.~dl = µ0I, where
the contour is a closed circle concentric with the source and lies on a plane perpendicular to
the physical line-source, can be easily derived following the procedure used to establish the
no work law for the electrostatic field although for a physical line-source ~B will have a small
non-vanishing radial component on the plane of the circle.
Similar results as eqn.(23) will be obtained for
∫
surface
~B. ~da with the counterpart of the
first term of the righthand-side of eqn.(23) vanishing due to the cross-product present in
eqn.(29).
Faradey’s law together with the above discussions and the current density equation (dif-
ferential version of the electric charge conservation law) reproduces Maxwell’s laws of Classi-
cal Electrodynamics even in the presence of non-steady currents. However these laws should
be supplemented, to the leading order, by eqn.(23) and its counterpart for the magnetic field
as dicussed in the preceding paragraph. We should note that this article also demonstrates
the validity of Maxwell’s laws even in the extreme relativistic limit through proper exten-
tions of the arguments to establish eqn.(33) and eqn.(37). Fields found using symmetries and
integral laws are only excellent approximations in the sence that either we have neglected
the contribution from the asymmetric part of the source or valid for limited regions, e.g,
electrostatic field found for a conductor infinitesimally close to the surface (where, as can
be shown using the Coulomb’s law, one can use the convensional Gaussian pillbox proce-
dure to calculate the field). After that we have reestablished Maxwell’s equations we should
note that the finite volume of the elementary charge carriers indicates that ideal line/surface
charge densities cannot exist in nature unless the charge carriers can move with velocity c in
one or two directions. While the discussions regarding the curl of ~B law show that to have
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ideal line/surface current densities the charge carriers should move with speed greatar than
c.
V. COMMENTS ON GAUSS’S DIVERGENCE THEOREM IN ELECTROSTATICS
For a point charge the surface integral of the static electric field, determined by an
inverse square law, over a clossed surface is Q/ǫ0 provided the electric field is parallel with
the normal to the surface at each point. This is only possible if the origin of the coordinate




] = 4πδ3(~R) (38)
For two non-coincident point charges it is not possible to find a closed surface such
that the normal to the surface at each point is parallel to both the directions of the two
corresponding electric fields. Thus the inverse square law for a point charge and the priciple
of superposition for the electrostatic field indicate that for an extended source it is not













is no longer valid. This discussion is also valid for the magnetic field. For magnetic field
tangentiality to the boundary should be replaced by orthogonality, i.e,
∫
surface
~B. ~da will be
vanishing for an arbitrary closed surface provided ~B is everywhere tangential on the surface.
For an ideal electric dipole placed at the origin along the positive Z-axis we should note
that although the surface integral of the Electrc field for an S2 centered at the origin vanishes
the volume integral of the divergence of ~E is not defined at the origin.
We now consider the electric field for a circular disc carrying a uniform surface charge












For negative z zˆ is replaced by −zˆ. If we use an infinitesimally thin tube along the








. The screening term vanishes and the divergence theorem is valid
only for points infinitesimally close to the suface (z → 0) [this is expected as the transverse
dimention of the source is vanishing] and for R → ∞ which is geometrically same as the
previous situation. The tangential components of the electric field for a plane with a surface




































]. Where (x′, y′) = (x/z, y/z). In the limit |xb′|, |yb′| → ∞, i.e, for points
perpendicularly infinitesimally close to the surface compared to it’s areal dimension Ex, Ey
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vanishes. Appendix:B allows us to apply this arguments for points close to the edges of the
surface. While for points on the edges the electric field has a logarithmically divergent Ey
component outward from the surface for points on the edges parallel to the X-axis and a
similar Ex component for points on the edges parallel to the Y -axis. This can be shown by
cosidering the fact that for points on the edges one of the x′-limits for Ex and y
′-limits for
Ey in the above integrals are 1. Similar situations will arise for an ideal line charge density.
In reality even the most elementary charge carriers, the elementary charged particles, are of
finite volume and the screening terms are finite in the context of Classical Electrodynamics.
The above discussions show that Gauss’s diveregence theorem remains valid for conduc-
tors if the surface of integration be same as the boundary of the conductor or infinitesimally
close and parallel to the surface of the conductor and for configurations similar to these.
As there can not be any tangential component of ~E on the surface of a conductor and ~E
vanishes for points within the conductor, for each element of area ~da(r, θ, φ) infinitesimally
close or on the surface of the conductor, the source behaves as if a point charge of strength
σ(rs, θ, φ)rs
2(θ, φ) is situated at the origin.
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