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Abstract
We study the Non-minimally Coupled Curvature-Matter Gravity (NMC) theory in two
different perspectives: firstly, with the purpose of constraining the parameters of the NMC
model; secondly, in a theory with an affine connection not compatible with the metric,
specifically, a Non-minimally Coupled Weyl Connection Gravity (NMCWCG). The results
of the first part of this thesis are based in the work developed in Ref. [1].
The first part deals with a Yukawa force that arises in the non-relativistic limit of the
NMC model and with constraints that appear on this force from ocean experiments reported
in Ref. [2]. The results of the previous reference allow us to obtain an upper bound on both
the range, λ, and strength, α, of the Yukawa potential. This bound is related to the existence
of an extra force, specific of the NMC model, which depends on λ and on the gradient of
mass density, and has an effect in the ocean because of the compressibility of seawater.
The second part considers a Weyl connection such that the covector field is non-abelian.
This leads to a different form for the Riemann, Ricci and Scalar Curvature tensors that
is unphysical (in the sense that it is impossible to measure any of these tensors) due to
representation of the non-abelian symmetry. Although this is the case, we compute the new
field equations and check if such a theory would allow a Space-form. In a final remark, we
look for the presence of Ostrogradsky instabilities in this model. This part follows the work
done in Ref. [3] and will be reported elsewhere.
Key-words: Alternative Theories of Gravitation; Ocean Experiments; Weyl Connection;
Yang-Mills Theory; Space-form; Ostrogradsky Instabilities
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Resumo
Estudamos a teoria gravitacional com acoplamento não-mínimo entre a curvatura e a
matéria (NMC) em duas perspectivas diferentes: primeiro, com o intuito de constrangir
parâmetros do modelo NMC; segundo, numa teoria com uma conexão afim não compatível
com a métrica, particularmente, uma gravidade gerada por uma conexão de Weyl com aco-
plamento não-mínimo (NMCWCG). Os resultados da primeira parte desta tese são baseados
no trabalho desenvolvido na Ref. [1].
Na primeira parte, considera-se uma força de Yukawa que surge no limite não-relativista
do modelo NMC e estudam-se constrangimentos que aparecem na dita força devido a expe-
riências no oceano reportadas em Ref. [2]. Os resultados da referência anterior levam-nos a
obter um limite superior quer no alcance, λ, quer na intensidade, α, (em inglês, «range» e
«strength», respectivamente) do potencial de Yukawa. Este limite está relacionado com a
existência de uma força extra, específica do modelo NMC, que depende de λ e do gradiente
da densidade mássica, e que tem um efeito no oceano devido à compressibilidade da água
do mar.
Na segunda parte, considera-se uma conexão de Weyl tal que o campo de covectores
é não-abeliano. Devido a esta hipótese, obtém-se uma forma diferente para os tensores
de Riemann, Ricci e para a Curvatura Escalar que os torna não-físicos (no sentido em
que se torna impossível medi-los) e que provém da representação da simetria não-abeliana.
Ainda assim, calculam-se as novas equações de campo e verifica-se se esta teoria permite
uma «Space-form». Numa consideração final, procuram-se instabilidades de Ostrogradsky
neste modelo. Esta parte segue proximamente o trabalho feito em [3] e será reportado
posteriormente.
Palavras-chave: Teorias Alternativas da Gravitação; Experiências no Oceano; Conexão
de Weyl; Teoria de Yang-Mills; Space-form; Instabilidades de Ostrogradsky
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Notation and Conventions
Because of the amount of different definitions and notations used throughout the text, I
think it is better to make a small glossary. Firstly, the metric signature is assumed to be
(−,+,+,+). It is also better to separate the definitions used throughout the text from those
only in either Chapter 2 or Chapters 3−6.
Notations relevant for all text
M Space-time Manifold (pseudo-Riemannian, Lorentzian of dimension 4)
TM =
∐
p∈M TpM Tangent bundle of M , the disjoint union of tangent spaces
TpM = {[γ]p | γ : (−, )→M, γ(0) = p}
T ∗M =
∐
p∈M T
∗
pM Cotangent bundle of M , with T ∗pM = {ω : TpM → R |ω is linear}
C∞(M,N) Set of infinitely differentiable maps f : M → N , with C∞(M) ≡ C∞(M,R).
X(M) Set of vector fields in M
Ωn(M) Set of n-forms in M
With important quantities
f∗(p) : TpM → Tf(p)N Derivative map of the function f : M → N at p ∈M
(g ◦ f)∗(p) = g∗(f(p)) ◦ f∗(p) Chain Rule for two maps f : M → N and g : N → P at p ∈M .
Df(x) Euler’s notation for differentiation of a map f : R→ R
d : Ωk(M)→ Ωk+1(M) Exterior derivative
g : TM × TM → C∞(M) Metric tensor
? : Ωk(M)→ Ωm−k(M) Hodge star isomorphism (m ≡ dim(M)).
d† : Ωk(M)→ Ωk−1(M) Codifferential operator.
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xviii
FCUP
Notation and Conventions
{dxµ |µ = 0, . . . , 3} Standard basis of T ∗M
{∂µ |µ = 0, . . . , 3} Basis of TM dual to the standard basis of T ∗M
g = gµν dx
µ ⊗ dxν Local expression of g
∇ = d + Γ Total affine connection, with coefficients Γ
D = d + θ Levi-Civita connection, with coefficients θ
Γλµν =
{ λ
µν
}
+Kλµν +Aλµν Total connection coefficients dependent on,
respectively, the Christoffel symbols, the Contortion
and the Disformation (c.f. Eq. (3.12))
Γαβ = Γ
α
γβ dx
γ Connection 1-form
Riem : TM × TM × TM → TM Riemann curvature tensor with components
Rλµσν = dx
λ(Riem(∂σ, ∂ν)∂µ)
Rαβ =
1
2R
α
βµν dx
µ ∧ dxν Curvature 2-form
Rµν , R Ricci tensor and Scalar Curvature
S = 1c
∫
M
(?L) = 1c
∫
M
L√|g|d4r Action functional for the Lagrangian L, with
g = det{g} and d4r = cdt ∧ dx ∧ dy ∧ dz
L = 12κf1(R) + (1 + f2(R))Lm Lagrangian for the NMC theory dependent on
arbitrary maps f1, f2 : R→ R for a matter Lag-
rangian Lm, with κ = 8piGc4 .
Θ Abbreviation of Df1(R) + 2κLDf2(R) for NMC
maps f1 and f2
Chapter 2
a2 Quadratic parameter in the Taylor series expansion of f1 (c.f. Eq. (2.1a))
q1 Linear parameter in the expansion of f2 (c.f. Eq. (2.1b))
Y(t, ~x) Yukawa force
θ = q1a2 Strength of the Yukawa force to be constrained by the ocean experiments
λ =
√
6a2 Range of the Yukawa force to be constrained by ocean experiments
δφP Precession of the orbit of a test body in a static, spherical
symmetric gravitational field
∆gm(S, t, p, λ, θ) Gravity residual as a function of salinity, S, temperature, t, pressure, p
and parameters λ, θ.
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Notation and Conventions xix
Chapters 3-6
Considered spaces and representations
G Lie Group with SO(3) as one of its irreducible sub-groups
(represents the internal symmetry of the Weyl 1-form)
g Lie Algebra of G
R Representation of the Lie algebra
M =
∐
t∈R Σt Space-time as a foliation of space-like hipersurfaces Σt with a real
line parametrised by a time-like vector ~t.
The following are definitions:
taR Infinitesimal generators of the Lie algebra, g
fabc Structure constants of the Lie algebra
C(R) Casimir of the representations R
A = Aaµt
a
R dx
µ Weyl covector field (with given local expression)
F = dA−A ∧A Field Strength 2-form: F = 12F aµνtaR dxµ ∧ dxν
Rλµσν , Rµν , R Riemann, Ricci and Scalar Curvature tensors for the
Levi-Civita connection (the total curvature tensor are
represented with a bared upper case letter, R¯).
Λ Space-form of the Space-time Manifold
Λ0 Vacuum ‘energy’ density of matter fields: Lm = −Λ0/κ.
L∗(q, q˙) = L(q, q˙) +
∑
i λiϕ
i Extended Lagrangian for a system with n degrees
of freedom, Lagrangian L and constraints ϕi
Hc(q, p) =
∑
i piq˙i − L(q, q˙) Canonical Hamiltonian, with pi = ∂L
∗
∂q˙i
gµν = hµν − nµnν Metric tensor dependent on the metric of Σt, h, and on
the unit vector normal to Σt, ~n.
hµa˜ = g
µνhνa˜ Projection map onto Σt
Ka˜b˜ = −hµa˜hνb˜g(~eµ,∇ν~n) Extrinsic Curvature of Σt.
R˜αβγδ, R˜αβ , R˜ Riemann, Ricci and Scalar Curvature tensors of Σt.

Chapter 1
Introduction
There is no doubt that Albert Einstein changed the world with his interesting and bright
ideas. One of his brightest ideas came in the form of four articles published in 1915 in
which he detailed what would become known as General Relativity (GR), (c.f. Refs. [4–7]).
Naturally, in the atmosphere of the 20th century, scientists like Weyl [8], Cartan [9] or even
Einstein himself tried to expand on GR from its simplest form. It is not an easy task, though:
the incredibly complex mathematics and the surprising physics GR encodes is so well studied
and its behaviour has adapted so well to reality, that any attempt to generalise it has to
pass an enormous amount of theoretical and experimental tests to even be considered an
acceptable alternative to Einstein’s General Theory of Relativity. Perhaps not surprisingly,
GR is still to this day a fundamental theory and we still use it for our every day routines.
Nevertheless, many physicists believe that GR is not the complete theory of gravitation,
not only since it should be compatible with a quantum theory but also because of the prob-
lems it still does not solve in, for example, cosmology. In the search for a more fundamental
theory of gravity we encounter theories such as f(R)-theories or the Non-minimally Coupled
Curvature-Matter Gravity theory (or NMC theory for short). The latter is the subject of
study of the present dissertation.
In the present chapter we shall explore the mathematics behind relativity and treat it as
general as possible. So, in Section 1.1, we give a basic review of the theory of Differential
Manifolds. In such discussion, we shall follow the notation used in Refs. [10,11]. In Section
1.2, we explore the structure of space-time as a pseudo-Riemannian manifold. In a final
Section, we get closer to our problem by studying GR and generalisations of it.
1
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The rest of this thesis is divided into two distinct parts: the first one deals with the results
obtained in Ref. [1], where we have considered the NMC model to check for constraints of
such a theory according to results obtained in Ref. [2]; whilst in the second part we consider
the NMC model coupled with a Weyl connection (also known throughout the text as Non-
-minimally Coupled Weyl Connection Gravity) and we study the existence of instabilities
on the theory as well as try to check if there are cosmological solutions with a ‘flattish’
space-time.
1.1 A brief review of Differential Geometry
Let1 M be a smooth manifold of dimensionm and let A = {(ϕα, Uα)} be an atlas of charts
ϕα : Uα → ϕα(Uα) ⊆ R with Uα ⊆M open. Then, the coordinate changes, θαβ = ϕα ◦ϕ−1β ,
are diffeomorphisms in ϕα(Uα ∩ Uβ).
Differential Maps on a Manifold
Differentiability of a function at a point of the manifold can easily be defined:
Definition 1.1. A function f : M → Rm is said to be differentiable at p ∈ M if for some
chart (ϕ,U) at p, f ◦ ϕ−1 is differentiable at ϕ(p).
We obviously state that f is differentiable in M if it is differentiable for all p ∈M . Also,
we can easily extend this definition for any two manifolds M and N and a map f : M → N ,
by considering charts (ϕ,U) and (ψ, V ) in M and N , respectively, and letting ψ ◦ f ◦ ϕ−1
be differentiable at ϕ(p). To the set of smooth maps we call C∞(M,N) and, in particular,
C∞(M) ≡ C∞(M,R).
Following the definition of a differentiable map, we can define tangent vectors,
Definition 1.2. Let γ : (−, )→M be such that γ(0) = p. If we construct an equivalence
class ∼ so that γ ∼ δ ⇐⇒ D(ϕ ◦ γ)(0) = D(ϕ ◦ δ)(0) for a given chart ϕ, then the
equivalence class [γ]p is a tangent vector at p.
Here, we used D as Euler’s notation for differentiation of any map α : R → R. Then,
the tangent space is defined as
TpM ≡
{
[γ]p | γ : (−, )→M, γ(0) = p}, (1.1)
1This section follows very closely Ref. [11].
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and its respective fibre bundle: the Tangent Bundle of M as
TM =
∐
p∈M
TpM, (1.2)
where
∐
represents the disjoint union. It is easily shown that TM is a smooth manifold.
We now construct the derivative of a map f : M → N of manifolds M and N :
Definition 1.3. If f : M → N is differentiable, then the derivative of f at p is the map
f∗(p) : TpM −→ Tf(p)N
[γ]p 7−→ [f ◦ γ]f(p). (1.3)
This definition is consistent with the Chain Rule. Thus, given f : M → N and
g : N → P , functions of the manifolds M , N , and P , we have (g ◦ f) : M → P and
(g ◦ f)∗(p)([γ]p) = [(g ◦ f) ◦ γ](g◦f)(p) = [g ◦ (f ◦ γ)]g(f(p))
= g∗(f(p))([f ◦ γ]f(p)) =
(
g∗(f(p)) ◦ f∗(p)
)
([γ]p),
which can be written compactly as
(g ◦ f)∗(p) = g∗(f(p)) ◦ f∗(p). (1.4)
Also, we find the following proposition:
Proposition 1.1. If f : M → N is a (smooth) map, then the derivative f∗(p) : TpM →
Tf(p)N is linear.
We shall also define the dual of the Tangent Space as the Cotangent Space
T ∗pM ≡ {ω : TpM → R |ω is linear}, (1.5)
and the respective Cotangent Bundle of M
T ∗M =
∐
p∈M
T ∗pM. (1.6)
Given the bases {~ea | a = 1, . . . ,m} and {ωa | a = 1, . . . ,m} of TM and T ∗M , respect-
ively, dual to each other, we may define a vector ~v and a covector α : TM → R such that
~v = va ~ea and α = αa ωa. Then
α(~v) = αa ω
a(vb ~eb) = αav
b ωa(~eb) = αav
bδab = αav
a. (1.7)
4
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Vector Fields and k-forms
Let pi : TM →M and $ : T ∗M →M be the fibre projections of TM and T ∗M onto M ,
respectively.
Definition 1.4. A smooth map ~v : M → TM such that pi ◦ ~v = idM is called a vector field
on M . Similarly, a map ω : M → T ∗M such that $ ◦ ω = idM is called a covector field or
1-form on M .
In the previous definition2, idM is the identity map on M . The respective sets of vector
and covector fields are
X(M) = {~v : M → TM |~v is a vector field} (1.8a)
Ω1(M) = {ω : M → T ∗M |ω is a covector field}. (1.8b)
The definitions of covectors and 1-forms can be extended to arbitrary alternating3 k-linear
functions, whose set is
ΛkT ∗M = {α : TM × . . .× TM → R |α are k−linear functions of TM},
and to differential k-forms,
Ωk(M) = {ω : M → ΛkT ∗M |ω is linear}. (1.9)
The vector space Λ∗T ∗M =
⊕dim(T∗M)
k=0 Λ
kT ∗M is actually a graded algebra because of the
wedge product, ∧. This exterior product is such that, given θ ∈ ΛkT ∗M and ω ∈ ΛlT ∗M ,
we have θ ∧ ω ∈ Λk+lT ∗M and the following properties:
i) θ ∧ (λ1ω1 + λ2ω2) = λ1 θ ∧ ω1 + λ2 θ ∧ ω2;
ii) θ ∧ ω = (−1)klω ∧ θ;
iii) d(θ ∧ ω) = dθ ∧ ω + (−1)k θ ∧ dω, where d : Ωk(M) → Ωk+1(M) is the exterior
derivative.
2It is also possible to define a vector field as the map ~v : C∞(M) → C∞(M) and a covector field as
ω : TM → C∞(M).
3By alternating, we mean antisymmetric in the exchange of any two arguments.
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1.2 Mathematical Structure of Space-time
When studying space-time, we shall consider a smooth pseudo-Riemannian manifold M
with boundary ∂M and dimension 4; with a metric tensor4
g : TM × TM → C∞(M), (1.10)
whose signature is (−,+,+,+). Let, also, ∇ = d+Γ be an affine connection with coefficients
Γ. Then, we define compatibility of ∇ with the metric tensor as follows
Definition 1.5. Let M be a pseudo-Riemannian manifold with metric tensor given by g.
An affine connection ∇ is said to be compatible with the metric g if, for any ~v ∈ TM ,
∇~vg = 0. (1.11)
If we now consider an atlas A, we can ‘give’ local coordinates to M (we shall call them
the usual xµ) and, therefore write Eq. (1.11) as
∇λgµν = 0,
where we defined {∂µ |µ = 0, . . . , 3} as the basis5 for TM and {dxµ |µ = 0, . . . , 3} the
respective dual basis in T ∗M , allowing us to write the metric tensor as
g = gµν dx
µ ⊗ dxν . (1.12)
Another important feature is that the affine connection coefficients can be decomposed
into three distinct terms (c.f. Refs. [12, 13]):
Γλµν =
{ λ
µν
}
+Kλµν +Aλµν , (1.13)
where
{ λ
µν
}
are the usual Christoffel symbols,
{ λ
µν
} ≡ 1
2
gλσ (∂µgσν + ∂νgµσ − ∂σgµν) ,
Kλµν is the Contortion:
Kλµν ≡
1
2
Tλµν + T
λ
(µ ν),
4It is also possible to define the metric tensor in each point of the manifold: for p ∈M ,
g(p) : TpM × TpM → R
.
5In fact, this is the basis of the set of derivations in M , but it is easily proved that the tangent bundle
and this set are isomorphic (see Ref. [11] for further details).
6
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where Tλµν = 2Γλ[µν] is the torsion, and Aλµν is the Disformation6:
Aλµν ≡ −
1
2
gλσ(∇µgσν +∇νgµσ −∇σgµν).
This analysis was made locally. From these local expressions, we may as well define the
connection 1-forms by multiplying the previous expressions by dxµ:
Christoffel Symbols: θαβ =
{ α
γβ
}
dxγ
Contortion: Kαβ = K
α
γβ dx
γ
Disformation: Aαβ = Aαγβ dxγ
Affine connection: Γαβ = Γ
α
γβ dx
γ = θαβ + K
α
β +Aαβ
From these definitions, we are able to compute the Curvature 2-form by means of Cartan’s
2nd structure equation
Rαβ = dΓ
α
β + Γ
α
γ ∧ Γγβ , (1.14)
where Rαβ =
1
2R
α
βµν dx
µ ∧ dxν and the Riemann tensor coefficients are given by Rαβµν .
Two other very important objects are the Ricci tensor and the Scalar Curvature. These can
be computed from the Curvature 2-form as
Rµν = R
λ
µ(∂λ, ∂ν), (1.15a)
R = gµνRµν . (1.15b)
With all of these definitions, it is now possible to study General Relativity or one of its
generalisations.
6The usage of A for the disformation instead of the usual L will become clear in the future.
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1.3 General Relativity and Beyond
Let us now consider General Relativity and further generalisations introduced over the
years. The action functional for GR is given by the Einstein-Hilbert action, which, when
coupled with arbitrary matter fields Ψm, gives rise to the (local) action
S =
1
c
∫
M
(
1
2κ
R+ L(Ψm,∇µΨm, gµν)
)√
|g|d4r, (1.16)
where κ = 8piGc4 , G is the gravitational constant; g ≡ det{g} and d4r ≡ cdt ∧ dx ∧ dy ∧ dz.
The field equations generated by the metric tensor are Einstein’s Field Equations:
R(µν) − 1
2
Rgµν = κTµν , (1.17)
with Tµν as the usual energy-momentum tensor given by
Tµν = − 2√|g| δ(
√|g|L)
δgµν
, (1.18)
and R(µν) = 12 (Rµν + Rνµ) (this appears if the connection is not the usual Levi-Civita
connection considered when studying in GR). Obviously, in the case of the Levi-Civita
connection, D, the system is such that the energy-momentum tensor is covariantly conserved,
id est, DµTµν = 0.
It is also worth mentioning the three different formalisms that exist in order to obtain
the field equations of GR, or generalisations of it:
– Metric Formalism;
– Palatini Formulation;
– Metric-Affine Formalism.
The difference between these formulations is the change in treatment of the relation between
the metric tensor and the affine connection. In the metric formalism, the action is considered
to be only dependent on the metric tensor whilst in the Palatini formalism the metric and the
connection are thought to be independent. The metric-affine formulation works as the Pal-
atini formalism but abandons the hypothesis of independence between the metric and affine
connection. Thus, we still vary the action with respect to both fields but the equation that
arises from the variation of the affine connection is considered a constraint to be introduced
in the metric equation7. This shall be the formulation we use throughout this dissertation
unless explicitly indicated otherwise. For a full explanation of these formulations, using
f(R)-theories as an example, see Ref. [14].
7In practice, we just do the variation of the action with respect to the metric tensor but still consider
δΓαβγ
δgµν
= 0.
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1.3.1 f(R)-theories
As a natural extension of GR, f(R)-theories first appear as a test to obtain inflation and
to explain the Cosmic Microwave Background (see Refs. [14, 15] for a far more complete
study of such theory). It is then, a first good test8 that shall lead us to the NMC model.
In a f(R)-theory, the action functional is changed so that the term depending on the
Scalar Curvature becomes an arbitrary map f : R → R. In this case, the action functional
becomes
Sf(R) =
1
c
∫
M
(
1
2κ
f(R) + L(Ψm,∇µΨm, gµν)
)√
|g|d4r,
and the metric field equations are:
Df(R)R(µν) − 1
2
f(R) gµν = κTµν ,
where D is Euler’s notation for differentiation (in this case, equal to ddR ). It is also easily
proved that, in this system, the energy-momentum tensor is still covariantly conserved.
1.3.2 Non-minimally Coupled Curvature-Matter Gravity Theory
The Non-minimally Coupled Curvature-Matter Gravity (NMC) model, first proposed in
Ref. [16], is a natural extension of f(R)-theories, where we instead consider two maps
f1, f2 : R → R, with f1 acting as the f in the f(R)-theories and f2 as a coupling to
the Lagrangian of the matter fields. The action functional for this theory is
S =
1
c
∫
M
(
1
2κ
f1(R) + (1 + f2(R))L
)√
|g|d4r. (1.19)
The field equations of this system (at least the ones regarding the functional derivative
of the action with respect to the metric tensor coefficients) are9, as computed in Ref. [16],
ΘRµν − 1
2
f1(R)gµν = κ(1 + f2(R))Tµν +µνΘ, (1.20)
with µν = DµDν − gµνDαDα, where Dα is the previously introduced Levi-Civita covariant
derivative, and Θ = Df1(R) + 2κLDf2(R).
For completion, we also note that the trace of these equations can be written as
ΘR− 2f1(R) = κ(1 + f2(R))T − 3DαDαΘ. (1.21)
8By test we mean that, because f(R)-theories are, in principle, easier to compute with, we can first
check whatever we are computing with it and then move forward to the NMC model.
9The last term on the r.h.s. of Eq. (1.20) is a result of the metric formalism explained in the beginning
of this section. Also notice that, due to the derivatives present, this is a boundary term.
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One of the most important features of this model is the fact that the energy-momentum
tensor is not covariantly conserved:
DµTµν = Df2(R)
1 + f2(R)
(gµνL − Tµν)DµR. (1.22)
Another interesting feature comes from the fact that this theory deviates from geodetic
motion, since the action for the motion of a particle is given by [17]:
S[~r ] = mc
∫
R
(1 + f2(R))
∣∣∣∣g(d~rdτ , d~rdτ
)∣∣∣∣1/2 dτ, (1.23)
where ~r = rα ∂α is the 4-position of the particle and m its mass. Varying this action
with respect to each component of the position of the particles, yields a modified geodesic
equation [16,18]:
drλ
dτ
+
{ λ
µν
}drµ
dτ
drν
dτ
=
Df2(R)
1 + f2(R)
∂λR. (1.24)

Chapter 2
Constraining NMC model
parameters from Ocean
Experiments
This chapter was, mostly, the result of the work done by Riccardo March. Nevertheless,
the part is based on Ref. [1] which comes from the cooperation between the groups March-
-Muccino-Dell’Agnello and Bertolami-Baptista.
The main contributions made by our group were:
– to check the validity of expressions1;
– to produce the graphs with the results from the constraint inequalities.
Since the reader might be lost without the exposition of some defining properties of the
system, I shall introduce said explanations in a very brief way. For a far more complete
examination see Ref. [1].
In the first section of this chapter, we shall look for the non-relativistic limit of the
NMC model, given a certain assumption for the NMC maps f1, f2. In Section 2.2 we give a
basic description of the experiment performed in Ref. [2], show the expressions obtained in
Ref. [1] for the gravity residual and plot the graphs of parameter space with the constraints
obtained.
1By check the validity of expressions I mean that we re-solved the expressions that correspond to Section
2.1 and followed the the computations performed to obtain the solutions presented in Section 2.2.
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2.1 Non-relativistic Limit
To obtain the constraints to the NMC parameters, we first need to obtain the non-
-relativistic limit, as well as the parameters of the maps present in the NMC model. Firstly,
we remember the action functional, Eq. (1.19):
S =
1
c
∫
M
(
1
2κ
f1(R) + (1 + f2(R))L
)√
|g|d4r.
The parameters of this theory arise from the assumption that the functions f1(R) and f2(R)
admit the following Taylor expansions around R = 0:
f1(R) = a1R+ a2R
2 +O(R3), (2.1a)
f2(R) = q1R+O(R
2). (2.1b)
In order to recover GR where f1 = idR, the identity in R, and f2 = 0, we set a1 = 1. As
we shall see, both the parameters a2 and q1 will influence the non-relativistic limit of this
model.
The linear field approximation assumes that the metric can be written as gµν = ηµν+hµν ,
where ηµν is the Minkowski metric and hµν a perturbation to the Minkowski metric. Then,
the metric can be written in powers of 1/c as (c.f. Ref. [19], Chapter 4.1):
g00 = −1 + h00 +O
(
1
c4
)
, (2.2a)
gij = δij +O
(
1
c2
)
, g0i = O
(
1
c3
)
, (2.2b)
where h00 = O(1/c2). The energy-momentum tensor in powers of 1/c is just the case of a
perfect fluid:
T 00 = ρc2 +O (1) , (2.3a)
T 0i = ρcvi +O
(
1
c
)
, (2.3b)
T ij = ρvivj + pδij +O
(
1
c2
)
, (2.3c)
with density ρ, velocity field ~v = vi ∂i, and pressure p. The trace of the energy-momentum
tensor is T = −ρc2 + O(1) and the matter Lagrangian is chosen to be: Lm = −ρc2 + O(1)
(see Ref. [20]).
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2.1.1 Field Equations
The trace of the field equations, Eq. (1.21), at order O
(
1/c2
)
is given by(
∇2 − 1
6a2
)(
R− 8piG
c2
θρ
)
= − 4piG
3c2a2
(1− θ)ρ, (2.4)
where ∇ represents the usual 3-dimensional gradient. Considering a2 > 0, the solution is
easily obtained by using Green’s method [17]:
R =
8piG
c2
θρ+
(1− θ)
3c2a2
Y, (2.5)
where Y denotes the Yukawa potential
Y(t, ~x) = G
∫
ρ(t, ~y)
e−‖~x−~y‖/λ
‖~x− ~y‖ d
3y, (2.6)
and
θ =
q1
a2
, λ =
√
6a2. (2.7)
The range λ of the Yukawa potential depends on the NMC parameter a2 and θ is a dimen-
sionless quantity (see Ref. [17] for further details).
Next, we obtain the 00 component of the field equations, Eq. (1.20). First, we expand
the Ricci tensor Rµν as
R00 = −1
2
∇2h00 +O
(
1
c4
)
.
Using expression (2.3a) of T 00 = T00, the 00 component of the field equations, written at
order O
(
1/c2
)
, is
∇2
(
h00 + 4a2R− 2q1
κ
ρc2
)
= R− 1
κ
ρc2. (2.8)
The solution of this equation is, again, obtained by Green’s method (see Ref. [17]):
h00 =
2
c2
[
U +
1
3
(1− θ)Y
]
, (2.9)
where U is the usual Newtonian potential,
U(t, ~x) = G
∫
ρ(t, ~y)
‖~x− ~y‖d
3y. (2.10)
Hence, the perturbation of the 00 component of the Minkowski metric at order O(1/c2)
(non-relativistic limit) is just the Newtonian potential plus a Yukawa potential with range
λ and strength α0, given respectively by (see Ref. [17] for further details):
λ =
√
6a2, α0 =
1
3
(1− θ) = 1
3
(
1− q1
a2
)
. (2.11)
14
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2.1.2 Equations of Hydrodynamics
The equations of Hydrodynamics are a direct result of the covariant non-conservation of
the energy-momentum tensor, Eq. (1.22), which we repeat for convenience:
DµTµν = Df2(R)
1 + f2(R)
(gµνL − Tµν)DµR.
First we compute the 0 component of this equation. Using the components of the energy-
-momentum tensor, Eq. (2.3), and taking into account that terms involving Christoffel sym-
bols give a contribution of order O(1/c) to the 0-th component of the covariant divergence
of Tµν , the left-hand side of Eq. (1.22) yields
DµTµ0 = ∂T
µ0
∂xµ
+O
(
1
c
)
= c
∂ρ
∂t
+ c
∂
∂xi
(ρvi) +O
(
1
c
)
.
The right-hand side (r.h.s.) of Eq. (1.22) yields
Df2(R)
1 + f2(R)
(gµ0Lm − Tµ0) ∂R
∂xµ
= O
(
1
c
)
.
Neglecting terms of order O(1/c2), the 0 component of Eq. (1.22) gives the usual continuity
equation:
∂ρ
∂t
+∇ · (ρ~v) = 0. (2.12)
The NMC term on the r.h.s. of Eq. (1.22) gives a distinctive contribution to the spatial
part of this equation. The l.h.s. yields
DµTµi = ∂T
µi
∂xµ
+
{ i
00
}
T 00 +O
(
1
c2
)
,
where, using Eqs. (2.2a) and (2.9) for the metric tensor, the Christoffel symbol
{ i
00
}
is{ i
00
}
= − 1
c2
[
∂U
∂xi
+
1
3
(1− θ) ∂Y
∂xi
]
+O
(
1
c4
)
,
and all other Christoffel symbols give contributions of order O(1/c4) to the i-th component
of the covariant divergence of Tµν , which are, therefore, neglected. This leads to,
DµTµi = ρdv
i
dt
− ρ ∂U
∂xi
− 1
3
(1− θ)ρ ∂Y
∂xi
+
∂p
∂xi
, (2.13)
where d/dt = ∂/∂t+ vi∂/∂xi is the time derivative following the fluid.
For i = 1, 2, 3, using Eqs. (2.1) for functions f1, f2, the solution for R, Eq. (2.5), and
formulae (2.11), the r.h.s. of Eq. (1.22) at order O(1) yields
Df2(R)
1 + f2(R)
(gµiLm − Tµi) ∂R
∂xµ
= −1
3
θ(1− θ)ρ ∂Y
∂xi
− 2
3
piGλ2θ2
∂ρ2
∂xi
. (2.14)
Combining this expression with Eq. (2.13), for spatial components, gives the equations of
NMC hydrodynamics for a perfect fluid in the non-relativistic limit:
ρ
d~v
dt
= ρ∇U −∇p+ 1
3
(1− θ)2ρ∇Y − 2
3
piGλ2θ2∇(ρ2). (2.15)
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2.1.3 Motion of a test body in a static, spherically symmetric field
On this final subsection, we consider the motion of a test particle in the gravitational
field produced by the NMC model. The geodesic equations, Eq. (1.24), are repeated for
convenience,
d2xα
dτ2
+
{ α
µν
}dxµ
dτ
dxν
dτ
=
Df2(R)
1 + f2(R)
gαβ
∂R
∂xβ
. (2.16)
These equations lead, after tedious computations (see Ref. [1, 17]), to the precession of the
orbit, altered by the existence of a Yukawa potential [17, 21]:
δφP = (1− θ)2 pi
3
{
1 + e2
[
3
2
− L
λ
+
1
8
(
L
λ
)2]}[
1 +
1
10
(
RS
λ
)2](
L
λ
)2
exp
(
−L
λ
)
,
(2.17)
where e and L are the eccentricity and the mean radius of the orbit, respectively.
If the Yukawa range λ reaches values of the order of either Sun-planet distances or
the Earth-Moon distance, astronomical tests of the Yukawa force, based on observations
of planetary precessions and Lunar Laser Ranging measurements (LLR) [22], impose the
constraint:
(1− θ)2  1 =⇒ a2 ' q1, (2.18)
where Eq. (2.11) has been used. Hence, if the NMC parameter q1 is close enough to a2,
the range, λ, of the Yukawa force can reach astronomical values in the Solar System, still
evading the stringent constraints from astronomical tests on the Yukawa perturbation.
Nevertheless, if (1− θ)2  1 and λ is large in comparison with the radius of the Earth,
the extra force in Eq. (2.15),
−2
3
piGλ2θ2
∂ρ2
∂xi
, (2.19)
can become a significant perturbation of the hydrostatic equilibrium of a compressible fluid
(∂ρ/∂p 6= 0) on Earth. Hence, an upper bound on λ has to follow from suitable experiments
devised to test the presence of a Yukawa force in a compressible fluid. That is, in essence,
the result we obtained in Ref. [1] as a result of an experiment performed in Ref. [2].
16
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2.2 Effects of NMC Gravity in Ocean Experiments
We start by giving a brief overview of the experiment performed in Ref. [2]. In such
experiment, it was chosen a place in the north-east Pacific ocean in which the ocean bottom
is relatively flat and far from either ocean-continent boundaries and oceanic fracture zones.
Also, given the depth of 5000 m of the ocean floor, we can consider that the surface and
bottom of the ocean are far enough to be considered as parallel. Then, it was measured the
gravitational field with a gravimeter inside a submarine as this submarine is pulled from the
ocean floor to its surface. This experiment allowed to measure the gravitational constant
considering just the Newtonian gravity plus the effects of a centrifugal force. Since our
model also contains a Yukawa interaction, we may constrain the range and strength of this
Yukawa force in order to obtain the equivalent effects of changing the gravitational constant.
Hence, let γ be the magnitude of the gravitational acceleration (Newtonian plus centri-
fugal) computed for z ≥ 0 by means of the layered model. This model basically treats Earth
as a layered ellipsoidal (see Refs. [23–25]) with three regions:
(i) seawater with mass density ρw(z) for 0 < z ≤ zw;
(ii) oceanic crust with mass density ρc(z) for zw < z ≤ zc;
(iii) mantle with mass density ρm(z) for zc < z.
For our computations, we use the values
zw = 5000 m, zc − zw = 7000 m,
ρc = 2860 kg m
−3, ρm = 3400 kg m
−3, (2.20)
and ρw = 1037.05 kg m−3. Then, we write γ(0) as the international gravity formula on the
ellipsoid [26], plus a height correction dependent on h:
γ(0) = 9.780327
(
1 + 0.0053024 sin2 φg − 0.0000058 sin2 2φg
)
+ ∆(h) m s−2, (2.21)
with φg = 35o13′N the geographic latitude of the experimental site of Ref. [2] and ∆(h) the
height correction which we drop from the following computations.
As explained in the beginning of the chapter, most of the calculations of this chapter were
performed by Riccardo March. In this section, we give the expressions obtained in Ref. [1]
and the graphs that show the constraints obtained for the Yukawa range and strength, as
well as for the NMC parameters.
FCUP
2.2. Effects of NMC Gravity in Ocean Experiments 17
The inequalities that give rise to the constraints are
−0.232× 10−8zw ≤ ∆gm(Sw, tw, pw, θ, λ) ≤ 0.112× 10−8zw, (2.22)
where ∆gm(Sw, tw, pw, θ, λ) is the modelled gravity residual [21, 23], which is the excess
of total gravity, dependent on the Yukawa range and strength, λ and θ, the salinity and
temperature of seawater, Sw and tw, respectively, the pressure,
pw ' ps + 1
2a2
{
1− a1(φg)−
[
(1− a1(φg))2 − 4a2zw
]1/2}
, (2.23)
obtained from inverting the quadratic approximation given in Ref. [27], with ps the atmo-
spheric pressure and
a1(φg) =
(
5.92 + 5.25 sin2 φg
)× 10−3 m dbar−1,
a2 = 2.21× 10−6 m dbar−2,
where dbar denotes decibar.
The gravity residual ∆gm is
∆gm(S, t, p, θ, λ) =
2piG
1 + α(θ)Φ(λ)
{
N(S, t, p, θ, λ)
D(p, θ, λ)
+ α(θ) [F(zw, λ)−F(0, λ)]
}
, (2.24)
with the numerator N(S, t, p, θ, λ) given by
N(S, t, p,θ, λ) = A(θ, λ) [Q(p) + Ψ(S, t, p)] + c1(p) [βN + c0α(θ)Φ(λ)]×
×
{
− α(θ) [V(zw, λ)− V(0, λ)] + 2
3
λ2θ2 [ρw(S, t, p)− ρw(Ss, ts, ps)]
}
, (2.25)
A(θ, λ) = 2α(θ)Φ(λ) (1 + α(θ)Φ(λ)) ρwγ(0),
whilst the denominator D(p, θ, λ) is
D(p, θ, λ) = c1(p) [c1(p) + α(θ)Φ(λ)c2(p)] . (2.26)
Furthermore, α(θ) = (1− θ)2/3,
Φ(λ) =
(
1 +
r∗
λ
)
exp
(
−r
∗
λ
)
, r∗ = 0.1454 m, (2.27)
where we set this specific value for r∗ to better approximate the curve in Appendix B of [21];
c0 = βN + 4piGρw,
c1(p) = γ(0) +
1
2
βN
Q(p)
γ(0)
, c2(p) = c1(p) + 2piGρw
Q(p)
γ(0)
,
18
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where βN = 2.226× 10−6 s−2,
Q(p) = 9.72661(p− ps)− 2.2530× 10−5(p− ps)2 + 2.377× 10−10(p− ps)3
− 1.66× 10−15(p− ps)4 + . . . , (2.28)
with Q measured in m2 s−2 and (p − ps) in decibars. Since Ψ(Sw, tw, pw)  Q(pw) and
(Q + Ψ) is multiplied in (2.25) by a factor proportional to α(θ), the impact of Ψ on the
constraints on NMC gravity parameters turns out to be negligible. Also,
ρw(Sw, tw, pw)− ρw(Ss, ts, ps) = 1050.5− 1023.6 = 26.9 kg m−3; (2.29)
and, finally,
V(zw, λ)− V(0, λ) = −λ2
[
(ρm − ρc)
(
1− ezw/λ
)(
e−zw/λ + e−zc/λ
)
− ρw
(
1− e−zw/λ
) ]
,
(2.30a)
F(zw, λ)−F(0, λ) = −λ
[
(ρm − ρc)
(
1− ezw/λ
)(
e−zw/λ + e−zc/λ
) ]− ρw (e−zw/λ − 1) ].
(2.30b)
The results of the constraints are represented in Figs. 2.1, 2.2 and 2.3. In all of these
plots, the admissible regions for the NMC model parameters are plotted in white2, whilst
the excluded regions are represented in grey. Fig. 2.1 shows the admissible region in the
plane of parameters with coordinates (λ, θ), Fig. 2.2 in the plane (λ, α), and Fig. 2.3 in the
plane (a2, q1) (we remind that θ = q1/a2 and λ2 = 6 a2).
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Figure 2.1: Constraint of Eq. (2.22) on the parameter plane λ, θ.
2The black line is also admissible by the constraint equation, Eq. (2.22).
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These plots show an upper bound on the Yukawa range, λ, located at λmax = 57.4 km.
Fig. 2.2 shows that, for λ ∈ (1 m, λmax), we find an upper bound on α = (1−θ)2/3 consistent
with the constraint α < 0.002 found in Ref. [2].
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Figure 2.2: Values of α(θ) as a function of λ constrained by Eq. (2.22).
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Figure 2.3: Values of q1 as a function of a2 constrained by Eq. (2.22).
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2.2.1 Relation to Astronomical Tests
Finally, we can compare our results with similar ones from the data of the observations
of Mercury from the NASA orbiter MESSENGER (Mercury Surface, Space Environment,
Geochemistry and Ranging) spacecraft, Refs. [28,29], and those from the geodetic precession
of the Moon’s perigee by means of Lunar Laser Ranging (LLR) [30]. These, respectively,
give inequalities for the precession of the orbit, δφP ,
δφP (θ, λ) < 6.2TM 4.848× 10−11 (2.31a)
δφP (θ, λ) < 0.0128× 19.2Ts 4.848× 10−9, (2.31b)
where TM = 0.241 yr is the orbital period of Mercury, Ts = 0.075 yr is the sidereal period
of the Moon, and, to obtain the constraints, we set, in Eq. (2.31a), L = 5.546× 1010 m and
e = 0.206; and, in Eq.(2.31b), L = 3.832× 108 m and e = 0.0549.
The solutions to inequalities (2.31) and (2.22) are plotted in Fig. 2.4 and Fig. 2.5, which
represent the (λ, θ) plane and the parameter space, (a2, q1), respectively.
In both cases, the region in white represents the values of the parameters admissible
by both inequalities, in grey the parameters permitted by constraints (2.31) and excluded
by Eq. (2.22), whilst the region plotted in darker grey represents values of the parameters
prohibited by both inequalities.
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Figure 2.4: Constraint of Eqs. (2.22) and (2.31) on the parameter plane λ, θ.
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Figure 2.5: Values of q1 as a function of a2 constrained by Eqs. (2.22) and (2.31).
Due to the upper bound on λ at the geophysical scale from the ocean experiment, it
turns out that excluded regions in parameter planes, resulting from astronomical tests, are
strictly contained in the excluded regions resulting from the ocean experiment.
To conclude this first part of the dissertation, we summarise the essential points obtained
throughout the chapter. Firstly, when obtaining the non-relativistic limit of the NMC model
with a quadratic Taylor expansion for the maps f1, f2, we find a Yukawa potential with
strength θ = q1/a2 and range λ =
√
6a2. Furthermore, we find a new term dependent
on the gradient of the mass density squared on the equations of hydrodynamics. This
extra force affects seawater in the ocean and, therefore, we may observe its affects when
measuring the gravitational field in seawater. Hence, we may constrain the parameters λ
and θ by experiments such as the ones described in Ref. [2].
When analysing the constraints to parameter space arising from ocean experiments, as
plotted in Fig. 2.1, we obtain an upper bound on the range of the Yukawa force: λmax =
57.4 km. Moreover, the bound α = (1 − θ)2/3 < 0.002 found in Ref. [2] is consistent for
λ ∈ (1 m, λmax), as plotted in Fig 2.2. Also, we can compare these results to astronomical
tests from Mercury and the Moon’s orbit. The results, represented in Figs. 2.4 and 2.5,
show that the ocean constraints are more restrictive than the astronomical tests. Thus,
experiments inspired by the one of Ref. [2] should be repeated in order to obtain better
constraints to the parameters of the NMC model.

Non-minimally Coupled Weyl
Connection Gravity
23

Chapter 3
Weyl Connection Gravity
As explained in the Introduction, the original publications of General Relativity by Albert
Einstein, Refs. [4–7], led to a plethora of tests, from different authors, to expand GR; some of
which with electromagnetism included into them. One such attempt was made by Hermann
Weyl in 1918 [8]. Although not successful on its original purpose, the now called Weyl
connection is extremely useful in a wide range of topics (see, for example Refs. [31, 32]).
In this chapter, we shall explore a gravitational theory whose affine connection is a Weyl
connection with a Yang-Mills covector field (so, with a non-abelian symmetry) together with
the NMC model. This chapter follows closely the work done in Ref. [3]1.
The first section starts by giving a basic description of the ideas involved in a Weyl
Connection, such as the definition, a study of the internal group symmetry and the dynamics
of the Weyl 1-form to be introduced in the NMC model Lagrangian. A second section deals
with the changes in the affine connection. A third and last section treats the curvature of
the space-time manifold.
1Even though in Ref. [3] the proposed model was referred to as ‘Weyl gravity’, it is preferable to use
‘Weyl connection gravity’ instead, so to avoid confusion with models involving the square of the Weyl tensor
in the action.
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3.1 The Weyl 1-form
We recall Definition 1.5 of a metric-compatible affine connection: A connection ∇ is
compatible with the metric tensor g if ∇~vg = 0, ∀~v ∈ TM . A Weyl connection is an affine
connection not compatible with the metric such that, given a covector field A,
∇~v g = A(~v) g, ∀~v ∈ TM (3.1)
or, in a given coordinate system, for A = Aµ dxµ,
∇λgµν = Aλ gµν . (3.2)
3.1.1 Internal Symmetry: The Group G
An essential feature of the Non-minimally Coupled Weyl Connection Gravity (NMCWCG)
that we are going to study is the fact that the Weyl covector field is not abelian. In fact,
we shall suppose the existence of an internal symmetry for the aforementioned 1-form.
Let G be a Lie Group with a corresponding Lie algebra g related by the general expo-
nential map
exp : g→ G.
As usual, the Lie algebra can be considered as the subalgebra of all vector fields left-invariant,
id est, is the set of all X ∈ X(G) such that
(Lx)∗ ◦X = X ◦ (Lx)∗ ∀x ∈ G, (3.3)
where Lx(y) = xy, ∀x, y ∈ G, with the product defined as the Lie bracket of said left-
-invariant vector fields.
Furthermore, let R be a representation of g. Then, let {taR | a = 1, . . . ,dim(g)} be a basis
of R(g) with taR called the generators of the Lie algebra, g. These generators are such that
[taR, t
b
R] = if
abctcR, (3.4)
where fabc are the structure constants of the algebra. Another important definition is the
Casimir of the representation R, C(R). This is defined as
tr
{
taRt
b
R
}
= C(R) δab, (3.5)
where tr{·} represents the trace.
Since the Lie Group G shall be the internal group symmetry of the Weyl 1-form, we
require that G has SO(3) as one of its irreducible sub-groups. This requirement arises from
cosmological arguments: since the Universe is homogeneous and isotropic, the system is
invariant under rotations in 3d spatial hypersurfaces.
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3.1.2 Dynamics of the Weyl 1-form
Besides the internal group symmetry G, our model also includes a dynamic term for the
Weyl covector field. Thus, in the Lagrangian of expression (1.19), there is a Yang-Mills term
arising from this 1-form. This Lagrangian contains the field strength 2-form, defined as
F = dA−A ∧A, (3.6)
which, in a given coordinate system and noting that F = 12Fµν dx
µ ∧ dxν , is
Fµν = ∂µAν − ∂νAµ −
[
Aµ, Aν
]
, (3.7)
where [·, ·] represents the commutator. Naturally, if A is an abelian field, the second term
in previous expressions disappears. In our particular case, we are looking for a field whose
internal symmetry is the group G. Then, we may as well write A = A
a
µ t
a
R dx
µ
F = 12F
a
µν t
a
Rdx
µ ∧ dxν
with
F aµν = ∂µA
a
ν − ∂νAaµ − ifabcAbµAcν .
From this definition, we can construct the Weyl Lagrangian density, similar to a Yang-
-Mills Lagrangian, as:
LW[Aµ, gµν ] = − 1
4µA
tr {FµνFµν} − V [A] (3.8)
= − 1
4µ
F aµνF
µνa − V [A],
where µA = µ C(R) is the equivalent of Electromagnetism’s magnetic permeability and
V [A] is a potential2 dependent on the Weyl covector field. Also, we can compute the
energy-momentum tensor by using Eq. (1.18):
TWµν =
1
µ
(
gαβF aµαF
a
νβ −
1
4
gµν F
a
αβF
αβa
)
−
(
gµν − 2 δ
δgµν
)
V [A], (3.9)
whose trace is given just by the second term
TW = gµνTWµν = −2
(
2− gµν δ
δgµν
)
V [A],
since, similarly to the electromagnetic counterpart,
gµν
δ
δgµν
(
√
|g|F aαβFαβa) = 0.
2A perceptive reader may argue that the introduction of a potential term of a gauge field breaks Lorentz
invariance. Even though this is true, the appearance of this term is a result of our assumption that the
spontaneous symmetry break of the Higgs field has already happened.
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3.2 Affine Connection
We now recall the study made in Section 1.2 about the affine connection. In a system
described by the NMCWCG model, there is no torsion and, therefore, no contortion term
in Eq. (1.13). Also, the disformation term now becomes
Aλµν = −
1
2
gλσ(Aµgσν +Aνgµσ −Aσgµν). (3.10)
Converting this equation to a similar 1-form equality, we get
Aαβ = −
1
2
(Aδαβ +Aβ dx
α −Aαgβγ dxγ). (3.11)
Thus, the total connection 1-form is Γαβ = θ
α
β +Aαβ with coefficients
Γλµν =
{ λ
µν
}
+Aλµν ≡
1
2
gλσ(dµgσν + dνgσµ − dσgµν), (3.12)
where dµ = ∂µ−Aµ, similar to a gauge covariant derivative found in Quantum Field Theory.
3.3 Curvature Forms
After the discussion of the affine connection, we compute the Curvature forms and its
contractions. Since the affine connection has now a term characteristic of the Weyl connec-
tion3, the Riemann curvature tensor will change. From the given definition of the Curvature
2-form, that we recall:
R¯αβ =
1
2
R¯αβµν dx
µ ∧ dxν ,
we make use of Cartan’s 2nd Structure Equation, given in (1.14) and again repeated for
convenience,
R¯αβ = dΓ
α
β + Γ
α
γ ∧ Γγβ .
Notice that, when substituting Γαβ by the sum θ
α
β +Aαβ , it will appear a term dθαβ +θαγ ∧θγβ
in the expansion of the second term of the r.h.s. of the previous expression. This last
term corresponds to the Levi-Civita curvature 2-form, Rαβ . Therefore, the expression for the
curvature 2-form becomes
R¯αβ = R
α
β +
(
dAαβ + θαγ ∧Aγβ +Aαγ ∧ θγβ +Aαγ ∧Aγβ
)
.
3This characteristic term is just the disformation of Eq. (3.10).
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This expression can be simplified, leading to (see Appendix A for the full computations):
R¯αβ = R
α
β −
1
2
[
δαβ ∂[µAν] + δ
α
[ν ∂µ]Aβ − ∂[µ
(
Aαgν]β
)
+Aγgβ[µ
{ α
ν]γ
}
+ δα[µA|γ|
{ γ
ν]β
}−Aαgγ[µ{ γν]β}− 14(δαβ [Aµ, Aν ] + [Aα, Aµ]gνβ − [Aα, Aν ]gµβ
+ 2AαA[µgν]β + 2δ
α
[µA|β|Aν] + 2A
γAγδ
α
[νgµ]β
)]
dxµ ∧ dxν . (3.13)
Finally, we obtain the Ricci tensor and the Scalar Curvature. These can be computed by
using Eq. (1.15). Performing these computations (again, see Appendix A) and writing all
derivatives as the covariant derivative ∇, we obtain
R¯µν = Rµν +
1
2
gµν (2Aλ +∇λ)Aλ − 3
2
AµAν − Fµν + 1
2
Eµν , (3.14)
with Rµν the Ricci tensor for the Levi-Civita connection; Eµν = ∇µAν +∇νAµ + {Aµ, Aν}
and {·, ·} representing the anti-commutator.
For the Scalar Curvature, we just need to take the trace of the previous equation, so,
R¯ = R+ 3∇λAλ + 3
2
AλAλ (3.15)
= R+ 3DλAλ − 3
2
AλAλ,
where we recall that D represents the covariant derivative with the Levi-Civita connection.
This result agrees with the one obtained in Ref. [3].

Chapter 4
Field Equations for the
NMCWCG model
Having studied the effects of NMCWCG in the details of the space-time manifold, M , we
now focus on the field equations of the system. We, firstly, ought to consider the action func-
tional of the system. Since we want to work in a Non-minimally Coupled Weyl Connection
Gravity, the action functional can be written as follows
S =
1
c
∫
M
?
(
1
2κ
f1(R) + (1 + f2(R))Lm
)
− 1
c
∫
M
(1 + f2(R))
(
1
4µA
tr {F ∧ ?F}+ ?V [A]
)
, (4.1)
where Lm is the matter Lagrangian of generic matter fields Ψm, which depends on the field
Aµ only through the covariant derivative. In this expression of the action, we made use of
the properties of the Hodge star operator, ? : Ωk(M)→ Ωm−k(M),
?(1) =
√
|g|dmr,
and
T ∧ ?T = Tαβ···γTαβ···γ
√
|g|dmr,
for a given p-form T = 1p!Tαβ···γ dx
α ∧ dxβ ∧ · · · ∧ dxγ and p ≤ m = dim(M).
When specifying a local coordinate system, we can write expression (4.1) as
S =
1
c
∫
M
(
1
2κ
f1(R¯) + (1 + f2(R¯))Lm
)√
|g|d4r
− 1
c
∫
M
(1 + f2(R¯))
(
1
4µA
tr {FµνFµν}+ V [A]
)√
|g|d4r. (4.2)
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The field equations are obtained from the Action Principle
δS
δgµν
= 0 =⇒ Metric Equations; (4.3a)
δS
δAµ
= 0 =⇒ Gauge Field Equations. (4.3b)
When obtaining these equations, we notice that the Weyl covector field is A(p) : TpM →
R(g), ∀p ∈ M . Hence, the Scalar Curvature obtained in Eq. (3.15) is R¯ ∈ R(g), and we
have to change the definition of the maps f1, f2 to
f1, f2 : R(g)→ R. (4.4)
Also, in Appendix B, we give a possible expansion of these computations for an arbitrary
non-abelian vector spaceN and show that if (N ,+,×) is a Division Ring, then it is equivalent
to compute the field equations for Aµ or for its internal symmetry components.
As we shall see in the final discussion of the chapter, we reobtain the same results of
Ref. [3], when certain approximations to our equations are made.
4.1 Metric Equations
Firstly, we shall obtain the field equations related to the metric. This becomes much
easier by recalling Eq. (1.20):
ΘRµν − 1
2
f1(R)gµν = κ(1 + f2(R))Tµν +µνΘ,
with Θ = Df1(R) + 2κLDf2(R). The differences that arise in the equations for our model
occur in the boundary term (that we simply ignore) and in the Ricci tensor term. The
change on the latter term reflects the new definitions of the maps f1 and f2, Eq. (4.4).
Thus, when varying the action with respect to the metric tensor (which we denote as δg)
we get
δgS =
∫
M
(
δgf1(R¯)
2κ
+ δgf2(R¯)L+ 1 + f2(R¯)√|g| δg(√|g|L)− f1(R¯)2κ δg
√|g|√|g|
)√
|g|d4r.
The third and last terms are − 1+f2(R¯)2 Tµνδgµν and − 14κf1(R¯)gµνδgµν , respectively. We
further expand the energy-momentum tensor to
Tµν = − 2√|g| δ
(√|g|Lm)
δgµν
− 2√|g| δ
(√|g|L(V )YM)
δgµν
= T (m)µν + T
W
µν .
The other terms depend on the variation of the maps fi, i = 1, 2. By the chain rule we get
δgfi(R¯) = δg(fi ◦ R¯) = fi,∗(R¯) ◦ δgR¯ = fi,∗(R¯)(δgR¯), (4.5)
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where fi,∗(R¯) : TR¯R(g) → R, with TR¯R(g) ∼= R(g), is a linear map as explored in Section
1.2. Then, by considering the Scalar Curvature to be a function of
{ λ
µν
}
, gµν and Aµ, we
obtain (vide Eq. (3.15))
δgR¯ = δg
µν
(
Rµν + 3D(µAν) − 3
2
A(µAν)
)
. (4.6)
Joining the results of Eqs. (4.5) and (4.6), we get
δgfi(R¯) = δg
µν fi,∗(R¯)
(
Rµν + 3D(µAν) − 3
2
A(µAν)
)
. (4.7)
Therefore, the final expression for the metric field equations is:
Θ
(
Rµν + 3D(µAν) − 3
2
A(µAν)
)
− 1
2
f1(R¯)gµν = κ(1 + f2(R¯))(T
(m)
µν + T
W
µν ), (4.8)
where Θ = f1,∗(R¯) + 2κL f2,∗(R¯) should be thought of as a linear map Θ : R(g)→ R.
We should also compute the trace of the metric equations. This is done by contracting
Eq. (4.8) by means of the inverse metric coefficients, gµν :
Θ(R¯)− 2f1(R¯) = κ(1 + f2(R))(T (m) + TW),
or, explicitly,
f1,∗(R¯)(R¯) + 2κL f2,∗(R¯)(R¯)− 2f1(R¯)
= κ(1 + f2(R¯))
[
T (m) − 2
(
2− gµν δ
δgµν
)
V [A]
]
, (4.9)
where T (m) = gµν T (m)µν . Again, we recall that the energy-momentum tensor term corres-
ponding to the FαβFαβ is traceless.
4.2 Gauge Field Equations
The next step is to compute the equation of motion for the Weyl covector field. For that
purpose, we vary the action with respect to this 1-form (which we represent by δA):
δAS =
1
c
∫
M
(
1
2κ
δAf1(R¯) + δAf2(R¯)L+ (1 + f2(R¯))δA(Lm − V [A])
− 1
4µA
(1 + f2(R¯))δAtr {FµνFµν}
)√
|g|d4r.
Building on the ideas of the previous section, we use the chain rule in the first two terms:
δAfi(R¯) = fi,∗(R¯)
(
3DλδAλ − 3
2
δAλA
λ − 3
2
AλδAλ
)
= fi,∗(R¯)
(
3DλδAλ − 3
2
{δAλ, Aλ}
)
, i = 1, 2;
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the third term is just
1
C(R) tr
{
δ(Lm − V [A])
δAµ
δAµ
}
;
and the last term, using the fact that tr {AB} = tr {BA} , ∀A,B ∈ R(g), becomes
δA tr {FµνFµν} = 2 tr {FµνδAFµν} = 2 tr {Fµν(∂µδAν − ∂νδAµ − [δAµ, Aν ]− [Aµ, δAν ])}
= 4 tr
{
Fµν
(
∂µδAν − [δAµ, Aν ]
)}
.
Also, it is easily seen that tr {Fµν [δAµ, Aν ]} = tr {[Aν , Fµν ]δAµ}. Thus, the variation of
the action becomes
δAS =
1
c
∫
M
(
3
2κ
Θ
(
DλδAλ − 1
2
{δAλ, Aλ}
)
+
1 + f2(R¯)
C(R) tr
{
δ(Lm − V [A])
δAµ
δAµ
}
− 1
µA
(1 + f2(R¯))tr {Fµν∂µδAν − [Aν , Fµν ]δAµ}
)√
|g|d4r.
Next, we eliminate all the terms containing derivatives on δAµ, first by writing
Θ(DλδAλ) = Dλ (Θ(δAλ))− (DλΘ)(δAλ)√
|g|(1 + f2(R¯))Fµν∂µδAν = ∂µ
(√
|g|(1 + f2(R¯))FµνδAν
)
− ∂µ
(√
|g|(1 + f2(R¯)Fµν
)
δAµ
and then by making use the following theorem1:
Theorem 4.1. Let M be a compact smooth Lorentzian2 manifold of dimension m with
boundary ∂M , and let α ∈ Ω1(M) be a 1-form. Then,
∫
M
∂µ(
√
|g|αµ) dmr =
∫
∂M
?α. (4.10)
1This theorem is actually frequently used without proving it or even without mentioning it. Since it is
such an easy proof and such an important result, I decided to include it here.
2This basically means that the signature has one negative component whilst the remaining ones are
positive.
FCUP
4.2. Gauge Field Equations 35
Proof. The proof of this statement is simple if we use Stokes’ Theorem and the definition of
the codifferential operator, d† : Ωk(M)→ Ωk−1(M) (c.f. Ref. [10]). This operator acts on a
p-form T as
d†T = sgn{g}(−1)m(p+1)+1 ? d ?T. (a)
In particular, for a 1-form,
d†α = − 1√|g|∂µ
(√
|g|gµναν
)
.
Therefore, ∫
M
∂µ(
√
|g|αµ) dmr = −
∫
M
?d†α = −
∫
M
? ? d ?α =
∫
M
d ?α,
where we have used that for a p-form T, ? ?T = sgn{g}(−1)p(m−p)T and d ?α is a 4-form.
Now, by Stokes’ Theorem the result follows,∫
M
∂µ(
√
|g|αµ) dmr =
∫
∂M
?α. (b)
q.d.e.
Hence, allowing δAµ = 0 in ∂M , and noticing that√
|g|Dλ(Θ(δAλ)) = Dλ(
√
|g|Θ(δAλ)) = ∂λ(
√
|g|Θ(δAλ)),
the variation of the action is
δAS =
1
c
∫
M
(
3
2κ
[
−∂λΘ(δAλ)− 1
2
Θ({δAλ, Aλ})
]
+
1 + f2(R¯)
C(R) tr
{
δ(Lm − V [A])
δAµ
δAµ
}
− 1
µA
√|g| tr
{
−∂µ
(√|g|(1 + f2(R¯))Fµν)δAν −√|g|(1 + f2(R¯))[Aν , Fµν ]δAµ})√|g|d4r.
Finally, we need to write the term inside square brackets as a trace. This can be accomplished
if the Lie algebra, g, is semi-simple. Then, tr
{
taRt
b
R
}
= C(R)δab and, when we consider
Aµ = A
a
µt
a
R,
Θ(δAλ) =
1
C(R) tr {Θ(t
a
R)t
a
RδAλ} .
Therefore, the variation of the action with respect to the Weyl 1-form is
δAS =
1
c
∫
M
√|g|
C(R) tr
{(
− 3
2κ
[
∂µΘ(taR)t
a
R +
1
2
Θ({taR, Aµ})taR
]
+ (1 + f2(R¯))
δ(Lm − V [A])
δAµ
− 1
µ
√|g|∂ν(√|g|(1 + f2(R¯))Fµν)+ 1µ (1 + f2(R¯))[Aν , Fµν ]
)
δAµ
}
d4r.
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and the respective field equations are
1
µ
√|g|∂ν(√|g|(1 + f2(R¯))Fµν)− 1µ (1 + f2(R¯))[Aν , Fµν ] + (1 + f2(R¯)) δVδAµ
= (1 + f2(R¯))
δLm
δAµ
− 3
2κ
[
∂µΘ(taR)t
a
R +
1
2
Θ({taR, Aµ})taR
]
. (4.11)
Notice that Eq. (4.11) is similar to the equation of motion of a Yang-Mills field with an
external potential V − Lm. This equation also contains a final term due to the fact that
this particular gauge field is the Weyl covector field in a theory with an action similar to
the one of the NMC model. Throughout this demonstration we assumed that the matter
Lagrangian depended on the Weyl 1-form only through the covariant derivative ∇µ.
Before ending this chapter, I would like to engage in a small discussion about the equa-
tions obtained previously compared to those found in Ref. [3] and, in particular, demonstrate
how to obtain the field equations present in this paper from Eqs. (4.8) and (4.11). The first
obvious difference between our model and that of Ref. [3] is the non-existence of the Lag-
rangian of the Weyl 1-form. This difference eliminates all terms on the l.h.s. of Eq. (4.11).
Also, it is supposed in said article that the matter fields do not depend on the Weyl cov-
ector field which eliminates the first term of the r.h.s. of Eq. (4.11). A final approximation
assumed in Ref. [3] is that A : TM → C∞(M). Thus, fi,∗(R¯)(R¯) = R¯Dfi(R¯) and Eq. (4.8)
becomes3: (
Rµν + 3D(µAν) − 3
2
A(µAν)
)
Θ¯− 1
2
f1(R¯)gµν = κ(1 + f2(R¯))T
(m)
µν , (4.12)
with the usual definition of Θ¯ = Df1(R¯) + 2κLDf2(R¯). Also, the trace of these equations
becomes the usual
R¯Θ¯− 2f1(R¯) = κ(1 + f2(R¯))T (m). (4.13)
On the other hand, Eq. (4.11) is
taRt
a
R∂
µΘ¯ +
1
2
taRA
µtaRΘ¯ = 0 =⇒ taRtaR
(
∂µΘ¯ +AµΘ¯
)
= 0.
Since taRt
a
R is just a constant, we reobtain the results of Ref. [3]:
∂µΘ¯ = −AµΘ¯. (4.14)
3In Ref. [3] it is also used the metric formalism. Hence, there are a few other terms that we do not find
in Eq. (4.12) that appear in the results of Ref. [3].
Chapter 5
Space-form
Now that we have all ingredients of the theory, we shall explore some of its applications.
Firstly, we start by studying the concept of a Space-form Manifold. In particular, we are
interested to see if, for a given vacuum state of the Weyl covector field and, therefore, for
dA = 0, we are able to find solutions to the metric equations (or the trace of said equations)
that allow a ‘flattish’ space-time with a given vacuum energy, equivalent to a ‘cosmological
constant’ Λ0.
Since we now have the field equations, we may introduce some approximations to the
system to ease the computations on the Space-form approach. The essential approximation
that we consider is to set the Weyl covector field to be an abelian field (as well as the
aforementioned consideration of a vacuum expectation value for this 1-form). The theory
that results from this approximation is rather similar to the NMC model coupled with the
Weyl Lagrangian, when studying the Space-form formalism.
The structure of the chapter is as follows: in a first section, we study the Space-form in
a mathematical context. We, then, proceed to show the similarities between the NMCWCG
model with a trace in the Riemann tensor and the NMC model coupled with the Weyl
Lagrangian and finish the chapter studying the Space-form formalism for a NMC system
coupled with the Weyl Lagrangian for different definitions of the NMC maps.
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5.1 Space-form in Mathematics
First and foremost, we define the Sectional Curvature of a manifold1:
Definition 5.1 (Sectional Curvature). Given a metric tensor g in a pseudo-Riemannian
manifold M and the respective Riemann Curvature tensor2 Riem, the Sectional Curvature,
K, is given by
K(~u,~v) =
g
(
Riem(~u,~v)~v, ~u
)
g(~u, ~u)g(~v,~v)− (g(~u,~v))2 , (5.1)
for any two ~u, ~v ∈ TM .
Particularly, in a given coordinate system, we can show that
K(~u,~v) =
gαβR
α
γδεu
βvγuδvε
(gµλgνσ − gµνgλσ)uµvνuλvσ .
This definition allows us to write
Definition 5.2. A pseudo-Riemannian manifold is said to be a Space-form if its Sectional
Curvature, K, is constant for any two vectors in TM , id est, if
K(~u,~v) = Λ ∈ R, ∀ ~u, ~v ∈ TM.
A simple generalisation of this result is to allow the Space-form constant, Λ ∈ R, to
vary only with the coordinates of the manifold. This means that, Λ ∈ C∞(M) and, in
coordinates, we may write
gαβR
α
γδε = Λ(x)(gβδgγε − gβγgδε).
Obviously, the curvature 2-form becomes
Rαβ = Λ(x)δ
α
µ gβν dx
µ ∧ dxν . (5.2)
From this result we are able to obtain the Ricci tensor as Rµν = 3Λ(x)gµν , and the Scalar
Curvature as R = 12Λ(x).
For the case of Λ ∈ C∞(M) we have the following theorem:
1This section follows Ref. [33] but with the opposite sign convention as in Ref. [10].
2In this context we are considering the map Riem : TM × TM × TM → TM and not the previously
used curvature 2-form, Rαβ .
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Theorem 5.1 (Schur). Given a pseudo-Riemannian manifold, M , such that dim(M) ≥ 3,
and the Levi-Civita connection, D = d + θ, if the sectional curvature is K(~u,~v) = Λ, with
Λ ∈ C∞(M), ∀ ~u, ~v ∈ TM , then Λ(x) = Λ ∈ R, ∀x ∈M .
Proof. The proof of this theorem is simple, using Bianchi’s Identity3,
dRαβ + θ
α
γ ∧Rγβ −Rαγ ∧ θγβ = 0.
Each of the terms on the l.h.s. turns out to be
dRαβ =
[
∂µΛ δ
α
λ gβσ + Λδ
α
λ ∂µgβσ
]
dxµ ∧ dxλ ∧ dxσ, (a)
and
θαγ ∧Rγβ −Rαγ ∧ θγβ = Λ
[
δγλ gβσ
{ α
µγ
}− δαµ gγλ{ γσβ}]dxµ ∧ dxλ ∧ dxσ
=
Λ
2
[
2gβσ
{ α
µλ
}− δαµ (∂σgβλ + ∂βgσλ − ∂λgσβ)]dxµ ∧ dxλ ∧ dxσ.
Now notice that the Christoffel symbols are symmetrical in the exchange µ ↔ λ and the
second term inside the curved parenthesis is symmetrical in the change λ↔ σ. Then,
θαγ ∧Rγβ −Rαγ ∧ θγβ = Λ δαµ ∂λgβσ dxµ ∧ dxλ ∧ dxσ
= −Λ δαλ ∂µgβσ dxµ ∧ dxλ ∧ dxσ. (b)
Comparing expressions (a) and (b), we get
∂µΛ δ
α
λ gβσ dx
µ ∧ dxλ ∧ dxσ = 0 =⇒ ∂µΛ = 0 =⇒ Λ ∈ R. (c)
q.d.e.
Notice that we only use the fact that dim(M) ≥ 3 in order to have dxα ∧ dxβ ∧ dxγ 6= 0.
Since we are not working with the Levi-Civita connection, this result is not valid. Nev-
ertheless, Bianchi’s Identity still gives us a constraint to Λ. Because the difference from the
calculations of the previous proof is the appearance of the Weyl connection coefficients, we
get the constraint4:
∂µΛ = AµΛ ⇐⇒ ~v(Λ) = A(~v)Λ, ∀~v ∈ TM. (5.3)
3This identity is obtained easily from the exterior derivative of Cartan’s 2nd Structure equation.
4The introduction of the Weyl connection is equivalent to change ∂α to dα = ∂α − Aα in the proof of
Schur’s theorem.
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5.2 Space-form in NMC Coupled with the Weyl Lag-
rangian
We now focus on the study of the Space-form in the NMCWCG theory. First, since we have
obtained the field equations, we may assume that the Weyl 1-form is A : TM → C∞(M).
This leads to the simplification: R¯ ∈ C∞(M). The trace of the metric equations, Eq. (4.9),
becomes:
R¯ Θ¯− 2f1(R) = κ(1 + f2(R¯))
[
T (m) − 2
(
2− gµν δ
δgµν
)
V [A]
]
, (5.4)
where, now, f1, f2 : R → R and Θ¯ = Df1(R¯) + 2κLDf2(R¯). This expression is similar to
the trace of the metric equations of the NMC model coupled with the Weyl Lagrangian, and
identical when we consider the Space-form formalism. Actually, the only major difference
between these two theories (again, in the Space-form context) comes from the fact that, in the
NMC+Weyl Lagrangian model, the Space-form must be a constant, as seen in Theorem 5.1,
whilst, in the NMCWCG theory with a real Weyl covector field, we find a constraint equation
for this Space-form, Eq. (5.3). The differences between these two models are succinctly
expressed in Table 5.1.
NMC+Weyl Lagrangian NMCWCG with A : TM → C∞(M)
Scalar
Curvature
Levi-Civita: R = 12Λ R¯ = 12Λ
Space-form Λ ∈ R ~v(Λ) = A(~v)Λ, ∀~v ∈ TM
Table 5.1: Comparison between the NMC+Weyl Lagrangian model and the NMCWCG
model with real Weyl 1-form in the context of a Space-form.
Beyond those differences, we may treat the two theories in the same way.
We proceed by writing the trace of the metric equations for the system after substituting
Eq. (5.2):
12Λ
[
Df1(12Λ) + 2κDf2(12Λ)
(
−Λ0
κ
− 1
4µA
tr
{
FαβF
αβ
})]− 2f1(12Λ)
= κ(1 + f2(12Λ))
(
−4Λ0
κ
)
,
where we have set Lm = −Λ0/κ and5 V [A] = 0. This equation can be simplified to
6Λ [Df1(12Λ)− 2Λ0Df2(12Λ)(1 + F)]− f1(12Λ) = −2Λ0(1 + f2(12Λ)), (5.5)
5The choice V [A] = 0 was just to eliminate the term TW. We may allow V [A] = GµνλσAµAνAλAσ
with Gµνλσ quadratic in the metric (for example gµνgλσ) and still obtain TW = 0.
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where we have defined F ≡ κ4µΛ0F aαβFαβa. Also, remember that, because we have set
dA = 0, Fαβ = −[Aα, Aβ ]. Naturally, this equation can only be solved in terms of Λ if we
know f1 and f2. For that reason, we shall consider that f1(R¯) = R¯ + aR¯2, a ∈ R\{0} and
the following cases:
– f2(R¯) = (R¯/R0)n, R0 ∈ R\{0} and n ∈ Z\{0};
– f2(R¯) = r2R¯2 + r−1/R¯, r2, r−1 ∈ R\{0};
– f2(R¯) =
∑
n∈U rnR¯
n, U ⊆ Z\{0} and rn ∈ R\{0};
– f2(R¯) = exp(R¯/R0)− 1, R0 ∈ R\{0}.
Let me now justify the previous choice of functions. There are two major reasons for this
choice of f1: one is that this is the model proposed by Starobinsky for inflation [34] and,
according to Ref. [35], it is still in agreement with the data from Planck 2018; the other
reason is that, in Eq. (5.5), the only dependence on f1 is R¯Df1(R¯) − 2f1(R¯) which, for a
quadratic term, is always zero. Therefore, introducing a second order term in f1 will not
change anything in expression (5.5), compared to the linear term of GR.
The choices of the maps f2 are the usual ones: we start with a single power coupling
and we increase the number of them finishing with an analytical function. The exponential
is the most natural choice in this type of situation. These considerations are valid as far as
f2(R¯) does not affect the inflationary dynamics (vide Ref. [36])
5.2.1 Power Coupling: f2(R¯) =
(
R¯/R0
)n
For the case of a power coupling, we are able to compute an algebraic equation that relates
Λ and Λ0 from Eq. (5.5). Thus,
6Λ
[
1 + 2a(12Λ)− 2nΛ0 (12Λ)
n−1
Rn0
(1 + F)
]
− 12Λ− a(12Λ)2 = −2Λ0
(
1 +
(
12Λ
R0
)n)
=⇒ 3Λ
[
1 + 2nΛ0
(12Λ)n−1
Rn0
(1 + F)
]
= Λ0
(
1 +
(
12Λ
R0
)n)
.
Rearranging the terms, we get:
12n
2Rn0
Λn
[
nF + (n− 2)]+ 3
Λ0
Λ− 1 = 0. (5.6)
This is a polynomial equation of type p(Λ) = 0 for p(Λ) = αΛn + βΛ− 1. It is easily shown
that this type of polynomial has at most two or three real roots depending on the parity
and sign of n (see Appendix C for a proof of this statement).
We can now solve Eq. (5.6) for several values of n and check for constraints to the
coupling constant R0 that allow a flat space-time solution:
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n = 2:
Λ =
−3/Λ0 ±
√
9/Λ20 + 4
144F
R20
288F/R20
=
R20
Λ0
(
−1±
√
1 + 64Λ20F/R20
96F
)
n = 1:
Λ =
1
6
R0
(F − 1) + 3Λ0
=
Λ0/3
1 + 2Λ0(F − 1)/R0
n = −1: We firstly have to multiply the whole expression by Λ. Therefore, Eq. (5.6)
becomes
−R0
24
(F + 3) + 3Λ
2
Λ0
− Λ = 0,
whose solutions are, naturally,
Λ =
1±
√
1 + 4 3Λ0
R0
24 (F + 3)
6/Λ0
=
Λ0
6
(
1±
√
1 +
R0
2Λ0
(F + 3)
)
Notice that in all of these cases, to have a solution in which Λ/Λ0 → 0 we must have
R0 → 0 (for n = 2, |R0| → ∞ also yields the same effect). For the positive values of n we
can also obtain Λ/Λ0 → 0 by allowing F → ∞. Clearly, these choices are not acceptable.
For n = −1, although the choice F = −3 seems to give a flat space-time solution, we have
multiplied the whole equation by Λ, invalidating this solution. Thus, for this case, we can
only get Λ/Λ0 ' 0, when F ' −3.
For values of n larger than 2 and smaller that −2, an analytical solution becomes difficult
to get (and, in the majority of the cases, impossible due to Abel-Ruffini theorem). Hence, we
shall try the approximation6 Λ Λ0 directly in Eq. (5.6). To do that, we just approximate
the linear term to zero. Thus,
12n
2Rn0
Λn
(
nF + (n− 2)) ' 1.
Now, the solution to this expression is trivial: for n odd:
Λ ' R0
12
(
−1 + n
2
(F + 1))−1/n ; (5.7)
and for the case of n even:
Λ ' ±R0
12
(
−1 + n
2
(F + 1))−1/n . (5.8)
Again we see that for any n, Λ is arbitrarily small for R0 arbitrarily small or for F large for
positive n or F = −1 + 2/n for n negative.
6This approximation is valid in the sense that, observationally, Λ . 10−52 m−2 [37] whilst the value
of the vacuum energy given by quantum field theory is Λ0 ∼ 1063 m−2, when considering the vacuum
energy density to be, in natural units, ρvac ∼ 1071 GeV4. Consequently, when comparing these values,
Λ/Λ0 . 10−115.
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5.2.2 Series Coupling: f2(R¯) =
∑
n∈U rnR¯
n
The next test is to consider f2 to be the sum of several finite or infinite number of powers.
For that reason let U be a subset of Z\{0} so that:
f2(R¯) =
∑
n∈U
rn R¯
n, rn 6= 0 ∀n ∈ U. (5.9)
Then,
3Λ
(
1 + 2Λ0(1 + F)
∑
n∈U
nrn(12Λ)
n−1
)
= Λ0
(
1 +
∑
n∈U
rn(12Λ)
n
)
,
which leads to, ∑
n∈U
rn12
nΛn
(n
2
(1 + F)− 1
)
= 1− 3 Λ
Λ0
. (5.10)
Obviously, we cannot solve this equation without knowing the full set U . Let us then
consider U = {−1, 2}. The choice of a negative power and a positive power are motivated
by the fact that a negative power tends to mimic dark energy [38], whilst a positive power
is useful to mimic dark matter [39–41]. So,
r−1
12Λ
(
−1
2
(1 + F)− 1
)
+ 144r2Λ
2F = 1− 3 Λ
Λ0
. (5.11)
Multiplying the whole equation by Λ, we are able to find the expression
(144r2F)Λ3 +
(
3
Λ0
)
Λ2 − Λ− r−1
24
(F + 3) = 0.
Because, computationally, it is easier to work with dimensionless quantities, we divide
the equation by Λ0 6= 0:
(144ρ2F)λ3 + 3λ2 − λ− ρ−1
24
(F + 3) = 0, (5.12)
where ρ2 ≡ r2Λ20, ρ−1 ≡ r−1/Λ0 and λ ≡ Λ/Λ0. From a simple analysis of this equation, if
we either set ρ2 = 0 or F = 0, we reobtain the solution for n = −1 from the previous section.
If, instead, we assume7 F = −3, we get the solutions of n = 2 of the previous section, as
well as the solution λ = 0. Even though this is exactly the solution we would want, Λ = 0
is not an acceptable solution when considering Eq. (5.11).
We can also solve Eq. (5.12) numerically. The graphs in Fig. 5.1 represent the solutions
depending on the parameters ρ−1, ρ2 for F = 7. In Fig. 5.2, we plot the solutions to said
equation dependent on F for different values of ρ−1 and ρ2. In this latter Figure, we have
set, in the graph on the left, ρ2 = 2, and in the one on the right, ρ−1 = 2.
7One could say that we could also set ρ−1 = 0. That is not the case, since to get to this Eq. (5.12), we
had to assume r−1 6= 0.
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Figure 5.1: Solutions to Eq. (5.12) dependent on parameters ρ−1 and ρ2 for F = 7.
Unfortunately, for a constant value of F , we notice that the only possible way for λ ' 0 is
when either ρ−1 or ρ2 are large, which is not an interesting result (it is the case f2 → ±∞).
The same is not true for varying F . By analysing Fig. 5.2, we find solutions for Λ ' 0 for
values F ' −3. This means that, for 14µF aαβFαβa ' −3Λ0κ or, for
〈LW〉0 ' −3〈Lm〉0, (5.13)
where 〈 · 〉0 represents the vacuum expectation, we find solutions for Λ ' 0.
−10.0 −7.5 −5.0 −2.5 0.0 2.5 5.0 7.5 10.0
F
−0.6
−0.4
−0.2
0.0
0.2
0.4
0.6
Λ
/Λ
0
ρ−1=-10
ρ−1=-7
ρ−1=-3
ρ−1= 2
ρ−1= 4
ρ−1= 6
−10.0 −7.5 −5.0 −2.5 0.0 2.5 5.0 7.5 10.0
F
−0.4
−0.3
−0.2
−0.1
0.0
0.1
0.2
0.3
0.4
Λ
/Λ
0
ρ2=-10
ρ2=-7
ρ2=-3
ρ2= 2
ρ2= 4
ρ2= 6
Figure 5.2: Solutions to Eq. (5.12) dependent on F for different values of ρ−1 and ρ2.
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5.2.3 Exponential Coupling
The last test we shall consider is to set 1 + f2(R¯) = eR¯/R0 . The trace of the metric
equations, Eq. (4.9), becomes8
R¯
(
1 + 2aR¯− 2
R0
eR¯/R0
(
Λ0 +
κ
4µ
F aαβF
αβa
))
= 2(R¯+ aR¯2)− 4Λ0eR¯/R0 .
Defining r ≡ R¯/Λ0 = 12Λ/Λ0, r0 ≡ R0/Λ0 and, again, F ≡ κ4µΛ0F aαβFαβa, we obtain:
1
4
r e−r/r0 = 1− 1
2
r
r0
(
1 + F), (5.14)
which is a transcendental equation. It is easily seen from a graphical analysis of both sides of
the equation that the system has at most three solutions. Nevertheless, we are interested in
solutions with r  1, corresponding to Λ Λ0. In Fig. 5.3, we plot the numerical solutions
of Eq. (5.14) as a function of the free parameters r0 and F .
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Figure 5.3: Solutions to Eq. (5.14) for different values of r0 and F
This plot highlights that the solutions to the trace equation are only in the regime
Λ  Λ0, when R0 ∼ 0 for any value of F . This means that we only expect to see small
values of Λ for any Λ0 if the coupling map f2 diverges.
8We now return to the trace of the metric equations because it is simpler to analyse it that way.
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The results we have found in this chapter are interesting: for the power coupling, it
is possible to have a solution for Λ ' 0 if the coupling power, n, is negative and if F '
−1 + 2/n; for the square term plus an inverse term, we find F ' −3; finally, we find no
acceptable solutions for the exponential coupling. Naturally, these results show that, instead
of fine-tuning the parameters of the map f2, solutions arise more naturally on the vacuum
expectation value of the Weyl covector field. This is rather an interesting result. Since we
are able to ‘cancel’ the contributions to the vacuum energy of the matter fields, this tells us
that the method is, in principle, capable to set up cosmological models for the choices of f2
described above.
Chapter 6
Ostrogradsky Instabilities
It was on his paper from 1850, Ref. [42], that Mikhail Ostrogradsky first introduced
what we today call Ostrogradsky instabilities. He showed that a theory with a Lagrangian
depending on higher order derivatives in time will have unbounded1 states of energy. Given
that we expect energy-bounded theories, this type of instabilities constrain the field theories
we can explore, since most of them (and, in particular, many gravitation theories) include
higher order derivatives. Nevertheless, many theories we use today escape Ostrogradsky
instabilities by violating one of the principles Ostrogradsky used to prove his theorem. We
shall discuss these issues in more detail in this chapter.
The first section of this chapter details Ostrogradsky’s construction of his theorem of
instability for classical mechanics. Naturally, this idea can be extended to the realm of
Classical Field Theory and, in particular, for a system with constraints, the latter being the
subject of the second section. In a third section we explore the method of 3+1 Split of Space-
-time in order to obtain a Hamiltonian Formulation for Classical Field Theories and apply
it to General Relativity. In the last section of the chapter, we redirect our efforts to explore
generalised theories of gravity and test whether they contain Ostrogradsky instabilities.
1In this context we mean states with arbitrarily negative values of energy.
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6.1 High-Order theories and Instabilities
We first consider a system with N degrees of freedom (d.o.f.), with the i-th d.o.f. depend-
ing on the time derivative to the αi-th order, with αi ≥ 2, ∀ i.
Definition 6.1. (i) A Lagrangian of the type L(qi, Dqi, . . . , Dαiqi) is called a high-order
Lagrangian.
(ii) A Lagrangian L(qi, Dqi, . . . , Dαiqi) such that
∂2L
∂(Dαiqi)2
6= 0 is said to be non-degenerate.
In this definition and in the rest of the chapter that follows, we use Euler’s notation for
differentiation: Dkqi ≡ d
kqi
dtk
.
Then, Ostrogradsky’s theorem follows:
Theorem 6.1. Let L(qi, Dqi, . . . , Dαiqi) be a non-degenerate high-order Lagrangian of a
certain system with N degrees of freedom. Then, this system has states with energy unboun-
ded (below).
Proof. Let L be the Lagrangian of the system. We know that the equations of motion are
αi∑
ki=0
(
− d
dt
)ki ∂L
∂(Dkiqi)
= 0. (a)
Obviously, to fully solve each equation with index i we need 2αi initial conditions, implying
2
N∑
i=1
αi canonical coordinates. Ostrogradsky’s proposal for these phase space coordinates
are
Qkii = D
ki−1qi, (b1)
P kii =
∂L
∂(Dkiqi)
+
αi−ki∑
pi=1
(
− d
dt
)pi ∂L
∂(Dpi+kiqi)
, (b2)
for all i = 1, . . . , N and ki = 1, . . . , αi. Now we can compute the Hamiltonian for the system
(or a slight modification of it) by performing a Legendre transform in the Lagrangian:
H(Q,P) = sup
DQ∈R
∑
αi
{
N∑
i=1
αi∑
ki=1
P kii DQ
ki
i − L(Q1i , . . . , Qαii , DQαii )
}
. (c)
The solution to this equation comes from the fact that non-degeneracy means that equa-
tion Pαii =
∂L
∂(Dαiqi)
has the solution
DQαii = D
αiqi = χi(Q
1
j , . . . , Q
αj
j , P
αj
j ). (d)
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Thus, Eq. (c) becomes
H(Q,P) =
N∑
i=1
(
αi−1∑
ki=1
P kii DQ
ki
i + P
αi
i χi
)
− L(Q1i , . . . , Qαii , χi), (e)
where we see that the dependence of H on the generalised momenta, P 1i , . . ., P
αi−1
i , appears
only linearly (first term inside parenthesis). This means that, because this Hamiltonian is
a constant of motion, we can have a state with P 1i , for example, as small as we want
and, obviously, the energy as negative as we want, hence, states with energy unbounded
below. q.d.e.
Thus, what we find out is that any system with a non-degenerate high-order Lagrangian has
an instability that allows the system to have states with energy arbitrarily negative.
Even though unbounded energy is a problem that appears to be bad enough, it is not the
worst that arises in these types of systems (see Ref. [43] for a more complete description).
Indeed, an Ostrogradsky instability is ‘the end’ of a theory.
6.2 Higher-Order theories and Constraints
So far, we have been introduced to theories with high order time derivatives without any
constraints. However, as we shall see, it is of extreme importance to study the case in which
such constraints might exist.
Let L(qi, Dqi, . . . , Dαiqi) be a high-order Lagrangian. Then, we consider the following
coordinate transformation:
Q1i = qi, Q
βi
i = χ
βi
i (qj , Dqj , . . . , D
θij−1qj), θij = min{βi, αj}, (6.1)
with βi = 1, . . . , αi and where χ
βi
i are invertible maps. Then, we invert these expressions so
that
qi = Q
1
i , D
βiqi = ξ
βi
i (Q
1
j , . . . , Q
θij−1
j ). (6.2)
As pointed out in Ref. [44], if we assume αi = α, ∀ i, which can always be done by
adding total derivatives to the Lagrangian, we can write θij = βj and
DQβii = Qβi+1i (Q1j , . . . , Qβjj ), βi = 1, . . . , α− 1. (6.3)
The expression in Eq. (6.3) represents a constraint we shall introduce in our system. Thus,
by using Lagrange multipliers, λβjj , we may write a first-order Lagrangian,
L∗(Q,DQ, λ) = L(Qβii , DQ
α
i ) +
N∑
j=1
α−1∑
βj=1
(DQ
βj
j −Qβj+1j )λβjj , (6.4)
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This Lagrangian only depends on the first time derivatives of Qβii and we can now apply
the theory of constraints (c.f. Refs. [45, 46]). Thus, we define the canonical Hamiltonian by
performing a Legendre transform in the original Lagrangian:
Hc(Q,P ) =
N∑
j=1
α∑
βj=1
P
βj
j DQ
βj
j − L(Q,DQ), (6.5)
where P βjj =
∂L∗
∂(DQ
βj
j )
. Also, we can define a total Hamiltonian simply by adding the
primary constraints of the system. Nevertheless, the canonical Hamiltonian is enough for
our purposes. Hence, by using Eq. (6.3),
Hc(Q,P ) =
N∑
i=1
α−1∑
βi=1
P βii Qβi+1i + Pαi DQαi
− L(Q,DQ), (6.6)
where, again we find linear terms in the canonical momenta (the second term inside paren-
thesis) and, consequently, an Ostrogradsky instability.
6.3 ADM Formalism and 3+1 Space-time Split
We now explore a fundamental concept that arises in Field Theories: the 3+1 space-
-time split. This idea appears when trying to define the Hamiltonian formulation for fields
since this formulation is ‘time-dependent’, meaning that the Hamiltonian theory is intrins-
ically dependent on a concept of time. This section will follow closely Chapter 14 of Ref [10]
as well as Section 3.3 of Ref. [44]. Both references treated the case ∇~vg = 0. We, instead,
consider the more general case: ∇~vg 6= 0.
Firstly, consider the space-time manifold, M . Given the Lorentzian characteristic of
the metric tensor, we choose ~t ∈ TM to be a time-like vector, hence, g(~t,~t ) < 0. This
vector shall be our time direction. Also, we assume that, locally, M can be foliated2 by
3-dimensional spatial sections Σt. Therefore,
M =
∐
t∈R
Σt, with M ∼= R× Σt,
where R represents the line guided by the vector ~t. Let h be the metric tensor for each Σt
and ~n a normal (unit) vector to Σt. Then, ~n is time-like and we may write
~t = N~n+ ~N, (6.7)
2A foliation like this is possible if, for example, space-time is a globally hyperbolic manifold. See Ref. [47]
for further discussion.
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allowing us to express the metric tensor as3
gµν = hµν − nµnν (6.8)
and
g(~t,~t ) = −N2 +N iNi (6.9a)
g(~t,~ea˜) = Na˜ (6.9b)
g(~ea˜, ~eb˜) = ha˜b˜, (6.9c)
where Na˜ = ha˜b˜N
b˜ and {~ea˜ | a˜ = 1, . . . , 3} is a basis of TΣt normal to ~n. With this met-
ric tensor, we may also write
√|g| = N√h, where h is the determinant of h. Also, the
components hαa˜ = g
αβhβa˜ work as the projection coefficients of elements in M onto Σt.
Notice that we can compute different quantities in two different bases for TM :
(i) The standard basis {∂µ |µ = 0, . . . , 3};
(ii) The basis of TΣt together with the vector ~n.
For convenience, elements of (ii) are always denoted with a tilde. Thus, this basis is
{~eµ˜ | µ˜ = 0, . . . , 3} = {~ea˜ | a˜ = 1, 2, 3} ∪ {~n}, (6.10)
and ~e0˜ ≡ ~n.
Given this structure of space-time, we are able to define the time derivative as the Lie
derivative in the direction of the vector ~t:
d
dt
≡ £~t. (6.11)
An important concept in this theory is the extrinsic curvature of Σt, whose components
are defined as
Ka˜b˜ = −hµa˜hνb˜ g (~eµ,∇ν~n) . (6.12)
To better understand why we need the extrinsic curvature and what it encodes, consider
the following picture: a torus. Intrinsically, we know it is flat since the torus can be made
by glueing two parallel sides of a sheet of paper (for example) resulting in a cylinder and
then doing the same for the circles on each border. This transformation is homeomorphic
and so, the Riemann tensor is zero (there is no local curvature). On the other hand, when
you look at a torus, it is clearly curved! That curvature is only seen from outside the torus
itself, hence, its extrinsic curvature is not zero.
3We could have also written this expression as maps:
g = h− ~n[ ⊗ ~n[,
where [ : TM → T ∗M is the musical isomorphism such that, for a given vector, ~v, ~v[(·) = g(~v, ·).
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The principal focus of the rest of the section is to obtain the Scalar Curvature of M in
terms of the extrinsic curvature, the Scalar Curvature of Σt and possible boundary terms, as
well as to relate the ‘time’ derivative of the metric tensor in Σt with the extrinsic curvature.
Given the amount of calculations we have to perform to obtain these expressions, we give
the general idea here and redirect the interested reader to Appendix D for the complete
computations. Firstly, we start by computing the Scalar Curvature of Σt. To do that, we
require Cartan’s 2nd structure equation, Eq. (1.14), embedded in Σt:
R¯a˜
b˜
= dΓa˜
b˜
+ Γa˜α ∧ Γαb˜ = dΓa˜b˜ + Γa˜c˜ ∧ Γc˜b˜ + Γa˜0˜ ∧ Γ0˜b˜ . (6.13)
Notice that the first two terms in the last equality of Eq. (6.13) are just the Curvature
2-form of the space Σt. Then the coefficients obtained from this expression simplify to
R¯a˜
b˜c˜d˜
= R˜a˜
b˜c˜d˜
+ 2Γa˜
0˜[c˜
Γ0˜
d˜]b˜
, (6.14)
where R˜a˜
b˜c˜d˜
is the Riemann tensor for Σt. We can show that
Ka˜b˜ = −Γb˜a˜0˜ = (∇b˜g)(~ea˜, ~n)− Γ0˜b˜a˜, (6.15)
which means that we can obtain a modified Gauss equation. This equation can be written
covariantly as4:
R˜αβγδ = R¯
λ
µσνh
α
λh
µ
βh
σ
γh
ν
δ − 2Kα[γKδ]β + 2Kα[γ(∇|β|g)(~eδ], ~n). (6.16)
Contracting this expression and performing several algebraic computations, we obtain
R¯ = R˜+K2 −KαβKαβ − 2R¯αβnαnβ
+Kgβδ(∇βg)(~eδ, ~n)−Kαβ(∇βg)(~eα, ~n), (6.17)
which, after calculating R¯αβnαnβ by means of the definition of the Riemann tensor, becomes
R¯ = R˜+K2 − 3KαβKαβ − 2ha˜b˜£~nKa˜b˜ − 2(∇~nha˜b˜)Ka˜b˜ −K(∇~ng)(~n, ~n)
−Khβδ(∇βg)(~eδ, ~n) +Kαβ(∇βg)(~eα, ~n) (6.18)
Finally, by using properties of the Lie Derivative and Definition (6.8), we find that
(
£~th
)
(∂µ, ∂ν) = (∇~th)(∂µ, ∂ν)− 2NK(µν) + 2hα(µ∇ν)Nα. (6.19)
4Remember that the extrinsic curvature and the Riemann tensor of Σt are invariant under the projection
map.
FCUP
6.3. ADM Formalism and 3+1 Space-time Split 53
6.3.1 Hamiltonian Formulation of GR
When obtaining the Hamiltonian formulation of General Relativity, we must lose all terms
with the covariant derivative of the metric since we now will be considering a Levi-Civita
connection. Also, because the Einstein-Hilbert action is linear on the Scalar Curvature, we
are able to drop any boundary term that we have previously considered in Eq. (6.17) (see
Section 14.5 of Ref. [10] for further details). Therefore, we may write the action as5
SEH =
1
2κ
∫ t2
t1
(∫
Σt
(R˜+K a˜b˜Ka˜b˜ −K2)N
√
h
)
dt. (6.20)
Then, we compute the corresponding canonical momenta:
Πa˜b˜ =
∂
∂(£~tha˜b˜)
(
(R˜+K a˜b˜Ka˜b˜ −K2)N
√
h
)
=
√
h(K a˜b˜ − ha˜b˜K), (6.21a)
ΠN =
∂
∂(£~tN)
(
(R˜+K a˜b˜Ka˜b˜ −K2)N
√
h
)
= 0, (6.21b)
Πi =
∂
∂(£~tNi)
(
(R˜+K a˜b˜Ka˜b˜ −K2)N
√
h
)
= 0. (6.21c)
Thus, the Hamiltonian is computed as
H =
∫
Σt
(
Πa˜b˜£~tha˜b˜ − (R˜+K a˜b˜Ka˜b˜ −K2)N
√
h
)
=
∫
Σt
(NH+Na˜H
a˜), (6.22)
where the Super-Hamiltonian and the Super-Momentum are, respectively,
H = −
√
h
[
R˜+
1
h
(
Πa˜b˜Πa˜b˜ −
1
2
Π2
)]
, (6.23a)
Ha˜ = −2
√
hDb˜
(
1√
h
Πb˜a˜
)
. (6.23b)
Notice that we have not used the method that was introduced in Section 6.2. In fact, it
was not needed yet. To check whether a theory has Ostrogradsky instabilities, we recall
the proof of Ostrogradsky’s theorem. When we computed the Hamiltonian of the system,
we found that there were terms whose power in the conjugate momenta was odd (in fact,
those terms were linear). This is the mark of an Ostrogradsky instability. Furthermore,
the Hamiltonian for GR has two terms: the aforementioned super-Hamiltonian and the
super-momentum. Since the super-momentum contains only constraints such as Lorentz
invariance, the Ostrogradsky instabilities only appear in the super-Hamiltonian. As we can
see in Eq. (6.23a), H has no linear (or odd powered) terms in Π. This implies that GR has
no Ostrogradsky instability, as we suspected.
5We choose to omit the integration measure d3x = ~e [1 ∧~e [2 ∧~e [3 from the integral over Σt, for simplicity.
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6.4 Ostrogradsky and Generalised Theories of Gravity
For the case of generalised gravity theories we should consider the methods introduced in
Sections 6.2 and 6.3. Firstly we should apply this method to f(R)-theories and show that
this type of theories do not contain instabilities. After that, we tackle the NMC model and
finally the NMCWCG model.
In any case, the choice of generalised coordinates is:
(q0)a˜b˜ = ha˜b˜, (q1)a˜b˜ = Ka˜b˜, (6.24)
constrained to Eq. (6.19). Then, we can compute the extended Lagrangian by introducing
a Lagrange multiplier to set the aforementioned constraint:
L∗ = N
√
hL+ λa˜b˜
(
£~t(q0)a˜b˜ + 2N(q1)a˜b˜ − 2(q0)c˜(a˜∇b˜)N c˜
)
,
where we should replace L by the f(R)-theories Lagrangian, NMC or NMCWCG.
6.4.1 Ostrogradsky and f(R)-theories
Following the ideas already considered, we can now compute the canonical momenta
and the canonical Hamiltonian for f(R)-theories. For this system, we consider the Scalar
Curvature of Eq. (6.18) without the terms of the derivative of the metric tensor6:
R = R˜− 3K a˜b˜Ka˜b˜ +K2 − 2ha˜b˜£~nKa˜b˜.
The canonical momenta are
pa˜b˜0 =
∂L∗
∂(£~t(q0)a˜b˜)
= λa˜b˜; (6.25a)
pa˜b˜1 =
∂L∗
∂(£~t(q1)a˜b˜)
= N
√
h
Df(R)
2κ
∂R
∂(£~tKa˜b˜)
= −N
√
h
Df(R)
2κ
2ha˜b˜
N
, (6.25b)
and the canonical Hamiltonian is easily computed as
Hc =
∫
Σt
[
pa˜b˜0
(
£~t(q0)a˜b˜
)
+ pa˜b˜1
(
£~t(q1)a˜b˜
)− N√h
2κ
f(R)
]
.
6Here, we also consider a Levi-Civita connection, as usual, hence R¯ → R. For further explanations of
the Hamiltonian formulation for f(R)-theories, see Ref. [44].
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Thus,
Hc =
∫
Σt
[
N
√
h
Df(R)
2κ
(
R− R˜+ 3Ka˜b˜K a˜b˜ −K2 −
2
N
ha˜b˜£ ~NKa˜b˜
)
+ pa˜b˜0 (£~t(q0)a˜b˜)−
N
√
h
2κ
f(R)
]
=
∫
Σt
[
N
(√
h
[
RDf(R)− f(R)
2κ
]
R=F (p1)
+
p1
6
(R˜+K2 − 3Ka˜b˜K a˜b˜)− 2pa˜b˜0 Ka˜b˜
)
+ 2pa˜b˜0 hc˜(a˜∇b˜)N c˜ −
p1
3
ha˜b˜£ ~NKa˜b˜
]
,
where p1 = pa˜b˜1 ha˜b˜ = −6
√
hDf(R)2κ is inverted to R = F (p1). Also, we can perform an
integration by parts in the last two terms to obtain a term of the type Na˜Ha˜f(R), which
would correspond to the super-momentum. Since the Ostrogradsky instability appears only
in the super-Hamiltonian, we only need to take the term multiplied by N :
Hf(R) =
√
h
[
RDf(R)− f(R)
2κ
]
R=F (p1)
+
p1
6
(R˜+K2 − 3Ka˜b˜K a˜b˜)− 2pa˜b˜0 Ka˜b˜. (6.26)
By solving second class constraints, we find out that pa˜b˜0 =
√
hK a˜b˜ (see Ref. [44] for a
more profound explanation) and, remembering the definition of canonical momenta given
in Subsection 6.3.1, Πa˜b˜ =
√
h(K a˜b˜ − ha˜b˜K), we can study the Ostrogradsky instabilities
by looking for the powers of the extrinsic curvature in the super-Hamiltonian. Checking
back on Eq. (6.26), we can see that there is no term with an odd power on the extrinsic
curvature, hence, no term that would lead to arbitrarily negative value for the energy and,
consequently, no Ostrogradsky instability.
We could now perform the same calculations for the NMC model, but it is easily seen
that the only changes that shall appear in the computations are: the change from Df(R)2κ to
Θ
2κ =
Df1(R)
2κ +Df2(R)L; and the additional canonical momenta of the arbitrary fields Ψm.
Therefore, the super-Hamiltonian becomes
HNMC =
√
h
[
RΘ− f1(R)− 2κ(1 + f2(R))E
2κ
]
R=G(p1)
Πm=
∂L
∂(£~tΨm)
+
p1
6
(R˜+K2 − 3Ka˜b˜K a˜b˜)− 2pa˜b˜0 Ka˜b˜, (6.27)
where G(p1) is obtained from inverting p1 = −6
√
h Θ2κ and E is an energy functional:
E ≡ (£~tΨm)
∂L
∂(£~tΨm)
− L.
Thus, we find no Ostrogradsky instability in the NMC model.
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6.4.2 The search for Ostrogradsky Instabilities in the NMCWCG
model
When studying the case of the NMCWCG model, we have to consider that the non-
-compatibility of the affine connection leads to new terms that we considered to be zero in
previous discussions. Nevertheless, in the case of a Weyl connection we still have that
(∇b˜g)(~ea˜, ~n) = Ab˜ g(~ea˜, ~n) = 0,
since ~n is a normal vector to Σt. Also, because of Definition 6.8, we can compute the
covariant derivative of hµν to be
∇~ngµν = −A(~n)gµν =⇒ ∇~nhµν −∇~n(nµnν) = −A(~n)gµν
=⇒ ∇~nhµν − nµ
(
1
2
A(~n)nν
)
− nν
(
1
2
A(~n)nµ
)
= −A(~n)(hµν − nµnν)
=⇒ ∇~nhµν = −A(~n)(hµν − 2nµnν), (6.28)
where, following Eq. (1.7), A(~n) = Aαnα = A0˜ and, since we only work with components
a˜b˜, the second term inside parenthesis vanishes. Therefore, Eq. (6.18) simplifies to
R¯ = R˜+K2 − 3KαβKαβ − 2ha˜b˜£~nKa˜b˜ + 3KA(~n). (6.29)
In this case, the conjugate momenta are still
pa˜b˜0 = λ
a˜b˜, pa˜b˜1 = −2
√
hha˜b˜
Θ
2κ
. (6.30)
Since this theory contains an added covector field, we further have to compute the conjugate
momentum to Aaµ. This momentum is readily computed as:
Πµa =
∂L∗
∂(£~tA
a
µ)
= N
√
h(1 + f2(R¯))pi
µa, (6.31)
where piµa = ∂
∂(£~tAaµ)
(
− 14µF aµνFµνa
)
is the usual conjugate momentum found in Yang-Mills
theory. Therefore, the canonical Hamiltonian is
Hc =
∫
Σt
[
pa˜b˜0
(
£~tha˜b˜) + p
a˜b˜
1 (£~tKa˜b˜) + Π
µa£~tA
a
µ −N
√
h
(
1
2κ
f1(R¯) + (1 + f2(R¯))L
)]
,
where we omitted the term containing the momentum of matter fields.
Now, we perform similar computations to the ones previously done to obtain the canon-
ical Hamiltonian for f(R)-theories:
Hc =
∫
Σt
[
pa˜b˜0
(
£~tha˜b˜) +
N
√
h
2κ
Θ
(
R¯− R˜−K2 + 3K a˜b˜Ka˜b˜ − 3KA(~n)−
2ha˜b˜
N
£ ~NKa˜b˜
)
−N
√
h
(
1
2κ
f1(R¯) + (1 + f2(R¯))E
)]
,
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which, grouping together similar elements, becomes
Hc =
∫
Σt
[
N
√
h
(
Θ(R¯)− f1(R¯)− 2κ(1 + f2(R¯))E
2κ
)
+
N
6
p1(R˜+K
2 − 3Ka˜b˜ + 3KA(~n))
+
ha˜b˜
3
p1(£ ~NKa˜b˜) + p
a˜b˜
0
(
∇~tha˜b˜ − 2NKa˜b˜ + 2hc˜(a˜∇b˜)N c˜
)]
,
where, once again, we defined
E ≡ (£~tΨm)
∂L
∂(£~tΨm)
+ (£~tAµ)
∂L
∂(£~tAµ)
− L.
Since we only care for the super-Hamiltonian of the theory, we can search only for the
terms that depend on N and not in ~N . This, then, leads to the super-Hamiltonian
H =
√
h
[
Θ(R¯)− f1(R¯)− 2κ(1 + f2(R¯))E
2κ
]
R¯=G(p1)
Πm=
∂L
∂(£~tΨm)
+
p1
6
(R˜+K2 − 3Ka˜b˜K a˜b˜)
− 2pa˜b˜0 Ka˜b˜ +
1
2
p1KA(~n) + p
a˜b˜
0 ∇~nha˜b˜, (6.32)
which now contains a term KA(~n), linear in the extrinsic curvature, as well as the term
pa˜b˜0 ∇~nha˜b˜. These terms give us an expression that constrains the system to the non-existence
of an Ostrogradsky instability:
1
2
p1KA(~n) + p
a˜b˜
0 ∇~nha˜b˜ = 0. (6.33)
With a simple calculation, we can obtain ∇~nha˜b˜,
∇~ngµν = A(~n)gµν =⇒ ∇~nhµν −∇~n(nµnν) = A(~n)gµν
=⇒ ∇~nhµν = A(~n) + nµ∇~nnν + nν∇~nnµ
=⇒ ∇~nhµν = A(~n)gµν + nµ(A(~n)gνλnλ + gλν∇~nnλ)
+ nν(A(~n)gµλn
λ + gλµ∇~nnλ)
=⇒ ∇~nhµν = A(~n)gµν + 2A(~n)nµnν + n(µgν)λnαAαnλ
=⇒ ∇~nhµν = A(~n)(gµν + 3nµnν) = A(~n)(hµν + 2nµnν).
Substituting this expression, as well as the solution to the second class constraints,
pa˜b˜0 =
√
hK a˜b˜, on Eq. (6.33), we finally obtain(
1
2
p1 +
√
h
)
KA(~n) = 0. (6.34)
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Since the other solution to the second class constraints is pa˜b˜1 = −2
√
hha˜b˜, the only possible
solution (beyond the uninteresting K = 0) that discards an Ostrogradsky instability is
A(~n) = Aαn
α = 0. Written in the basis (ii) introduced in Section 6.3,
A0˜ = 0. (6.35)
This is a very interesting result. In fact, in Ref. [3], it is found that a theory similar to this
one is of second order and, in that case, there is no Ostrogradsky instability. The difference
between these two theories is just the matter Lagrangian: our theory contains the Weyl
Lagrangian term, whilst the one from the aforementioned paper does not. Interestingly,
there would be no difference in our computations if we had not considered this additional
Lagrangian. Thus, the introduction of the Weyl Lagrangian on the theory also introduces
the constraint of Eq. (6.35) on the NMCWCG model.
Chapter 7
Conclusion
In this work, we have studied the Non-minimally Coupled Curvature-Matter Gravity
theory in two different perspectives: one in which we studied the constraints to such a
model arising from ocean and astronomical experiments; another in which we generalise this
model to account for a Weyl connection.
In the first case, we concluded that, if we suppose that the NMC functions f1 and f2
admit a Taylor series expansion to second order, we obtain a Yukawa interaction in the
geodetic motion, and in the equations of hydrodynamics (which also gain a term of the
gradient of the mass density squared). This force should be observable when we measure
the gravitational field in a submersible gravimeter. The results of such an experiment,
reported in Ref. [2], allow us to find an upper bound on the range of the Yukawa force,
λmax = 57.4 km. We also find an upper bound on α = (1−θ)2/3 for λ ∈ (1 m, λmax), as it is
shown in Fig. 2.2. This bound is consistent with the constraint α < 0.002 found in Ref. [2].
The upper bound on λ arises from an extra force, only existing in the NMC model, that
depends on λ and that affects any environment having a gradient of the mass density, like
seawater in the ocean. Thus, the experiment of Ref. [2] allows us to obtain an upper bound
on λ at the geophysical scale.
It is also interesting that experiments of the type of those of Ref. [2] generate a more
restrictive bound on the NMC parameters, than astronomical tests from the MESSENGER
spacecraft and the LLR. The results are succinctly shown in Figs. 2.1−2.4.
The second part of this work deals with the existence of a connection which is not
compatible with the metric tensor: a Weyl connection.
We started by obtaining the connection coefficients and the curvature tensors which now
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depend on the representation of the Lie algebra. A simple way to solve this problem is to
introduce the trace of the matrices (or their products), whenever a term with a covector
field appears. This, though, leads to an effective action whose equations of motion might
not be the same as treating the theory as general as possible. Therefore, we should proceed
with the general theory and do the approximations on the field equations.
We, then, explore the possibility of the Space-time Manifold being a Space-form. For the
purpose of simplifying the treatment, we consider a vacuum expectation value for the Weyl
1-form, take the matter Lagrangian as just a vacuum energy term, and study the case of a
system described by the NMC model with the addition of the Weyl Lagrangian, a theory
almost identical, in the Space-form context, to our model with a real covector field. We also
set f1(R¯) = R¯ + aR¯2, which corresponds to the Starobinsky model for inflation, and allow
f2(R¯) to be any power of R¯, multiple powers of R¯ and the exponential. When looking for
values such that the Space-form is small compared to those of the vacuum energy of arbitrary
matter fields, the results we find are surprising. For the power coupling with power n, we
only find acceptable solutions for n < 0: F = −1 + 2/n. For f2(R¯) = r2R¯2 + r−1/R¯, we find
that if F ' −3 or, similarly, if 〈LW〉0 ' −3〈Lm〉0, then Λ ' 0, which is the result we were
looking for. Lastly, for the exponential coupling, regardless of F , the only solution is for a
divergent term for the function f2, which is not allowed in the action. This shows that, at
least in principle, the model admits a viable cosmological description.
Finally, we search for Ostrogradsky instabilities in the system by studying the Hamilto-
nian Field Theory for GR, and for theories with constraints such as: f(R)-theories, the NMC
model and, in a final attempt, the NMCWCG model. Whilst the first three theories show no
Ostrogradsky instability, as expected, the super-Hamiltonian of the NMCWCG theory con-
tains terms that would generate this type of instabilities. To avoid the instabilities arising
from these terms, we need to impose the condition A0˜ = 0 (the Weyl covector has no ‘time’
component). This is an important result and, since the difference between the theory studied
in this thesis and the one of Ref. [3] is the existence of the Weyl Lagrangian, the introduction
of this Lagrangian term induces the aforementioned constraint for the non-existence of an
Ostrogradsky instability.
Summarising, the Non-minimally Coupled Curvature-Matter Gravity Theory still has a
lot of potential as a more complete theory of gravity: further experiments on the ocean will
better indicate the regime in which the NMC model is valid, and the combination of this
model with other types of gravity theories, with generalised mathematical properties for
space-time, can lead to very interesting and unexpected physics.
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Appendix A
Full calculation of Curvature
2-form
In this Appendix, we shall compute the Curvature 2-form from Cartan’s 2nd Structure
Equation (1.14), that we repeat here for convenience:
R¯αβ = dΓ
α
β + Γ
α
γ ∧ Γγβ . (A.1)
Remembering that the curvature 1-form has two terms: the Levi-Civita and the Weyl dis-
formation term, Eq. (3.12),
Γαβ = θ
α
β +Aαβ =
({ α
γβ
}
+Aαγβ
)
dxγ ,
we can now solve for the curvature 2-form. We start by expanding the products:
R¯αβ = R
α
β + dAαβ + θαγ ∧Aγβ +Aαγ ∧ θγβ +Aαγ ∧Aγβ ,
where, once again, Rαβ = dθ
α
β + θ
α
γ ∧ θγβ is the Levi-Civita curvature 2-form.
Now, remembering Eq. (3.11),
Aαβ = −
1
2
(Aδαβ +Aβ dx
α −Aαgβγ dxγ),
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we can compute the term inside the trace (multiplied by −2 to simplify the treatment):
δαβ dA + ∂µAβ dx
µ ∧ dxα − ∂µ(Aαgβγ) dxµ ∧ dxγ + θαβ ∧A +Aβ θαγ ∧ dxγ
−Aγgβµ θαγ ∧ dxµ + A ∧ θαβ +Aγ dxα ∧ θγβ −Aαgγµ dxµ ∧ θγβ
− 1
2
(
δαβA ∧A + A ∧Aβ dxα −A ∧Aαgβγ dxγ +Aβ dxα ∧A
+AγAβ dx
α ∧ dxγ −AγAγgβµ dxα ∧ dxµ −Aαgβµ dxµ ∧A
−AαgγµAβ dxµ ∧ dxγ +AαgγµAγgβν dxµ ∧ dxν
)
,
where the terms in red cancel each other and similarly for the ones in blue, due to the
antisymmetry of wedge products of 1-forms. Also, the last term of the first line is zero
since θαγ ∧ dxγ =
{ α
µγ
}
dxµ ∧ dxγ and, whilst the Christoffel symbols are symmetric in the
permutation µ ↔ γ, the wedge product dxµ ∧ dxγ is antisymmetric. For the same reason,
the first term of the last line is also zero.
Therefore, the previous expression is
[
δαβ ∂µAν + δ
α
ν ∂µAβ − ∂µ(Aαgνβ) +Aγgµβ
{ α
νγ
}
+ δαµAγ
{ γ
νβ
}−Aαgµγ{ γνβ}
− 1
2
(
δαβAµAν −AµAαgνβ + δαµAβAν +AγAγδαν gµβ −AαAνgµβ +AαAµgνβ
)]
× dxµ ∧ dxν .
Since, by definition of the Riemann tensor, Riem : TM × TM × TM → TM and
Riem(~u,~v)~z = −Riem(~v, ~u)~z, ∀ ~u, ~v, ~z ∈ TM , the components of the Riemann tensor
obey R¯αβµν = R¯
α
β[µν]. Using, again, the antisymmetry of the wedge product dx
µ ∧dxν , we
may as well introduce the antisymmetry on the indices µ and ν in the previous expression
without loss of generality:
[
δαβ ∂[µAν] + δ
α
[ν ∂µ]Aβ − ∂[µ(Aαgν]β) +Aγgβ[µ
{ α
ν]γ
}
+ δα[µA|γ|
{ γ
ν]β
}
−Aαgγ[µ
{ γ
ν]β
}− 1
2
(
δαβA[µAν] −A[µAαgν]β + δα[µA|β|Aν]
+AγAγδ
α
[νgµ]β −AαA[νgµ]β +AαA[µgν]β
)]
dxµ ∧ dxν .
Focusing now only on the term inside curved parenthesis, note that
A[µAν] =
1
2
(AµAν −AνAµ) = 1
2
[Aµ, Aν ] .
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Also, we can expand the antisymmetrised indices to obtain,
=
1
2
(δαβ [Aµ, Aν ]−AµAαgµβ +AνAαgµβ + δαµAβAν − δανAβAµ
+ 2AγAγδ
α
[νgµ]β −AαAνgµβ +AαAµgνβ +AαAµgνβ −AαAνgµβ)
=
1
2
(δαβ [Aµ, Aν ] + [A
α, Aµ]gµβ − [Aα, Aν ]gµβ + δαµAβAν − δανAβAµ
+ 2AγAγδ
α
[νgµ]β −AαAνgµβ +AαAµgνβ +AαAµgνβ −AαAνgµβ)
=
1
2
(δαβ [Aµ, Aν ] + [A
α, Aµ]gµβ − [Aα, Aν ]gµβ
+ 2AαA[µgν]β + 2δ
α
[µA|β|Aν] + 2A
γAγδ
α
[νgµ]β).
Finally, joining all these results, we shall obtain the curvature 2-form,
R¯αβ = R
α
β −
1
2
[
δαβ ∂[µAν] + δ
α
[ν ∂µ]Aβ − ∂[µ
(
Aαgν]β
)
+Aγgβ[µ
{ α
ν]γ
}
+ δα[µAγ
{ γ
ν]β
}−Aαgγ[µ{ γν]β}− 14(δαβ [Aµ, Aν ] + [Aα, Aµ]gµβ
− [Aα, Aν ]gµβ + 2AαA[µgν]β + 2δα[µA|β|Aν] + 2AγAγδα[νgµ]β
)]
× dxµ ∧ dxν , (A.2)
which corresponds to the Riemann tensor coefficients,
R¯αβµν = R
α
βµν + δ
α
β∂[νAµ] + δ
α
[µ∂ν]Aβ + ∂[µ
(
Aαgν]β
)
+Aγgβ[ν
{ α
µ]γ
}
+Aγδ
α
[ν
{ γ
µ]β
}
+Aαgγ[µ
{ γ
ν]β
}
+
1
4
(
δαβ [Aµ, Aν ] + [A
α, Aµ]gβν
− [Aα, Aν ]gβν + 2AαA[µgν]β + 2δα[µA|β|Aν] + 2AλAλδα[νgµ]β
)
, (A.3)
where Rαβµν is the usual Riemann tensor from the Levi-Civita connection.
The next step is to compute the Ricci tensor and the Scalar Curvature from Eq. (1.15):
R¯µν = Rµν + ∂[νAµ] + 2∂νAµ − 1
2
∂νAµ +
1
2
gµν(∂ ·A)− 1
2
gµλ∂νA
λ
+
1
2
Aλ∂λgνµ − 1
2
Aλ∂νgµλ +
1
2
gµν
{ λ
λα
}
Aα − 1
2
Aαgµλ
{ λ
να
}
+
1
2
{ α
νµ
}
Aα
− 2{ α
νµ
}
Aα +
1
2
Aα
{ α
νµ
}− 1
2
Aλgαν
{ α
λµ
}
+
1
4
(
[Aµ, Aν ] + 0− [Aµ, Aν ]
+AλAλgµν − 4AλAλgµν +AλAλgµν −AµAν + 4AµAν −AµAν
)
,
where Rµν is the Levi-Civita Ricci tensor. Notice that the teal coloured elements are equal
to 12A
αDαgµν = 0, and D represents the Levi-Civita covariant derivative. Also, the terms
in red correspond to 12gµνDλAλ and the blue ones correspond to − 12∂νAµ. So,
R¯µν = Rµν +
3
2
∂νAµ − 1
2
∂µAν +
1
2
gµνDλAλ −
{ α
µν
}
Aα
+
1
4
(
2AµAν − 2AλAλgµν
)
.
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Now we just write this result in terms of the total covariant derivative, ∇. For that purpose,
we note that
∇λAλ = DλAλ +AλλαAα = DλAλ −
1
2
gλβ(Aλgβα +Aαgβλ −Aβgαλ)Aα
= DλAλ − 1
2
(Aα + 4Aα −Aα)Aα = DλAλ − 2AαAα,
and
2∇[νAµ] +∇(µAν) = 3
2
∇νAµ − 1
2
∇µAν
=
3
2
∂νAµ − 3
2
{ λ
µν
}
Aλ − 3
2
AλµνAλ −
1
2
∂µAν +
1
2
{ λ
µν
}
Aλ +
1
2
AλµνAλ
=
3
2
∂νAµ − 1
2
∂µAν − 1
2
{ λ
µν
}
Aλ +
1
2
gλα(Aµgαν +Aνgµα −Aαgµν)Aλ
=
3
2
∂νAµ − 1
2
∂µAν − 1
2
{ λ
µν
}
Aλ +
1
2
(AµAν +AνAµ −AαAαgµν).
With these results, the Ricci tensor becomes
R¯µν = Rµν + 2∇[νAµ] +∇(µAν) − 1
2
AνAµ +
1
2
gµν∇λAλ + gµνAλAλ.
Now, we remember the definition of the field strength tensor:
Fµν = 2∂[µAν] − [Aµ, Aν ] = 2∇[µAν] − [Aµ, Aν ],
where we obtain the second equality because the connection coefficients are symmetric.
Thus, we might write
R¯µν = Rµν +∇(µAν) − Fµν − [Aµ, Aν ]− 1
2
AνAµ +
1
2
gµν∇λAλ + gµνAλAλ.
So, the Ricci tensor can be written covariantly as
R¯µν = Rµν +
1
2
gµν (2Aλ +∇λ)Aλ − 3
2
AµAν − Fµν + 1
2
Eµν , (A.4)
with Eµν = ∇µAν +∇νAµ + {Aµ, Aν} and {·, ·} representing the anti-commutator.
As for the Scalar Curvature, we have the following:
R¯ = gµνR¯µν = R+ 2(2Aλ +∇λ)Aλ − 3
2
AλAλ +
1
2
gµνEµν
= R+ 2∇λAλ +∇λAλ + 7
2
AλAλ,
where, as usual, R is the Scalar Curvature of the Levi-Civita connection and we used that
gµνEµν = 2∇λAλ + 2AλAλ. Now, noting that because the non-compatibility with the
metric, ∇λAλ = ∇λAλ −AλAλ, we obtain the final result for the Scalar Curvature,
R¯ = R+ 3∇λAλ + 3
2
AλAλ, (A.5)
as presented in Section 3.3.
Appendix B
A Generalisation of the Gauge
Field Equation
In this appendix, we shall formulate a generalised version of the Yang-Mills equation in
the NMCWCG model. Firstly, we shall consider (N ,+,×) to be a non-abelian ring with a
vector space structure. We also set the following properties for N :
(i) TqN ∼= N , ∀ q ∈ N , id est, the tangent space of N and N itself are homeomorphic;
(ii) There are elements σ1, . . . , σn ∈ N such that {σ1, . . . , σn} is a basis of N (we con-
sidered n = dim(N )).
This set allows us to write A : TM → C∞(M,N ), with coefficients Aµ = A(∂µ). Then, we
can define a linear map ζ : N × N → R which would be the generalisation of 1C(R) tr{·}.
The properties in (ii), together with ζ, give us the coefficients of Aµ:
Aaµ = ζ(Aµ, σ
a), (B.1)
such that1 Aµ =
∑
a
Aaµσ
a. This choice reflects itself on the field strength 2-form:
F = 12
∑
a
Faµνσ
a dxµ ∧ dxν , with
Faµν = ∂µA
a
ν − ∂νAaµ − AbµAcν ζ([σb, σc], σa);
and on the Riemann tensor: R¯λµσν ∈ N .
1The change of font for the coefficients of the linear combination in Aµ reflects the difference between
the Lie Algebra generators, taR, and the arbitrary elements σ
a.
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Notice that, in the case of the representation of the Lie algebra,
ζ([σb, σc], σa) −→ 1
C(R) tr
{
[tbR, t
c
R]t
a
R
}
= ifabc.
In Table B.1, we summarise the basic differences between the definitions we have made for
N and for the representation of the Lie algebra, R(g).
Set N R(g)
Basis {σ1, . . . , σn} {taR | a = 1, . . . ,dim(g)}
‘Contraction’ Map ζ 1C(R) (tr ◦ ×)
Structure Constants ζ([σb, σc], σa) ifabc
Weyl Field, Aµ Aaµσa Aaµ taR
Field Strength, Fµν Faµνσa F aµν taR
Table B.1: Differences between N and R(g).
We now turn our focus to the field equations for this 1-form. Given the (local) action
functional,
S =
1
c
∫
M
(
1
2κ
f1(R¯) + (1 + f2(R¯))(Lm)
)√
|g|d4r
− 1
c
∫
M
(1 + f2(R¯))
(
1
4µ
ζ(Fµν , F
µν) + V [A]
)√
|g|d4r, (B.2)
and using the chain rule, we find that
δS
δAaµ(x)
=
∫
M
ζ
(
δS
δAν(y)
,
δAν(y)
δAaµ(x)
)
d4y =
∫
M
ζ
(
δS
δAν(y)
, σaδµν δ(x− y)
)
d4y
= ζ
(
δS
δAµ(x)
, σa
)
. (B.3)
Thus, if δSδAµ = 0 is satisfied, so is
δS
δAaµ
= 0. The inverse is not necessarily true (which is
easily seen in the case of N = R(g)). If N is a Division Ring, all elements in N\{e0}, where
e0 is the neutral element for the addition, have an inverse. Then, we could have performed
the computations in Eq. (B.3) the other way:
δS
δAµ(x)
=
n∑
a=1
∫
M
δS
δAaν(y)
δAaν(y)
δAµ(x)
d4y
n∑
a=1
∫
M
δS
δAaν(y)
(δµν δ(x− y)(σa)−1) d4y
=
n∑
a=1
δS
δAaµ(x)
(σa)−1, (B.4)
where (σa)−1 is the inverse of σa. Then, because of the existence of this inverse, if δSδAaµ = 0
is satisfied, so is δSδAµ = 0. Hence, if N is a Division Ring, it is equivalent to obtain the field
equations for Aµ and for Aaµ.
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To obtain the equation δSδAaµ = 0, we note that there are two important contributions it:
(i) One from the Lagrangians (of matter and Weyl);
(ii) One from the Scalar Curvature present in the arbitrary maps f1 and f2.
The contribution of (i) is similar to the Yang-Mills equation we find in Quantum Field
Theory with an added interaction term Lm − V [A]. Therefore, the dynamic term (the
ζ(Fαβ , F
αβ) one) has a variation given by
−δAaµ
1
µ
√|g| (δab∂ν + ζ([σb, σc], σa)Acν)(√|g|(1 + f2(R¯))Fµνb).
The added interaction has a variation simply given by δAaµ(1 + f2(R¯))
(
δLm
∂Aaµ
− ∂V∂Aaµ
)
. The
full computation of the dynamic term is performed in Section B.1.
The contribution of (ii) has similar computations to the one made in Chapter 4. Thus,
δAR¯ = 3Dµ(δAaµσa)−
3
2
gµνδAaµA
b
ν(σ
aσb + σbσa).
Joining this result with the variation of the NMCWCG maps, we obtain that the term
corresponding to (ii) has a variation given by
− 3
2κ
∫
M
(
δAaµ∂
µΘ(σa) +
1
2
gµνδAaµA
b
νΘ({σa, σb})
)√
|g|d4r. (B.5)
Thus, collecting all the terms of previous paragraphs, the field equations for Aaµ are
1
µ
√|g| (δab∂λ + ζ([σb, σc], σa)Aλc)(√|g|(1 + f2(R¯))gµνFbνλ)+ (1 + f2(R¯)) δVδAaµ
= (1 + f2(R¯))
δLm
δAaµ
− 3
2κ
[
∂µΘ
(
σa
)
+
1
2
Θ
({σa, σb})Aµb] , (B.6)
where L = Lm+LW is the total Lagrangian of dynamical fields (not including the dynamics
of the metric tensor, of course) and, once again, Θ = f1,∗(R¯) + 2κL f2,∗(R¯) is a linear map.
Expressing Eq. (B.6) with the zeta function,
1
µ
√|g|(ζ(σa, σb)∂λ + ζ([σb, Aλ], σa))(√|g|(1 + f2(R¯))gµνFaνλ)+ (1 + f2(R¯))ζ
(
δV
δAµ
, σa
)
= (1 + f2(R¯))ζ
(
δLm
δAµ
, σa
)
− 3
2κ
[
∂µΘ
(
σb
)
ζ(σb, σa) +
1
2
Θ
({σb, Aµ})ζ(σb, σa)] .
(B.7)
Following Eq. (B.3), the field equations for the Weyl 1-form are
1
µ
√|g|∂ν
(√
|g|(1 + f2(R¯))Fµν
)
− 1 + f2(R¯)
µ
[
Aν , F
µν
]
+ (1 + f2(R¯))
δV
δAµ
= (1 + f2(R¯))
δLm
δAµ
− 3
2κ
[
∂µΘ
(
σa
)
σa +
1
2
Θ
({σa, Aµ})σa] . (B.8)
70
FCUP
Appendix B. A Generalisation of the Gauge Field Equation
B.1 Computation of the Contribution of the Dynamic
B.1 term to the Field Equations
We start by expanding the product FaµνFµνa,
FaµνF
µνa = gµλgνσ
(
∂µA
a
ν − ∂νAaµ − ζ([σb, σc], σa)AbµAcν
)(
∂λA
a
σ − ∂σAaλ − ζ([σd, σe], σa)AdλAeσ
)
= gνσ ∂λAaν ∂λA
a
σ − ∂λAaν ∂νAaλ − ζ([σb, σc], σa) ∂µAaν Aµb Aνc − ∂σAaµ ∂µAaσ
+ gµλ ∂σAaµ ∂σA
a
λ + ζ([σ
b, σc], σa) ∂νA
a
µ A
µb Aνc − ζ([σb, σc], σa)Aλb Aσc ∂λAaσ
+ ζ([σb, σc], σa)Aλb Aσc ∂σA
a
λ + ζ([σ
b, σc], σa) ζ([σd, σe], σa)Abµ A
c
ν A
µd Aνe
= 2gµν ∂λAaµ ∂λA
a
ν − 2∂µAaν ∂νAaµ − 2ζ([σb, σc], σa)Aµb Aνc (∂µAaν − ∂νAaµ)
+ ζ([σb, σc], σa) ζ([σd, σe], σa)Abµ A
c
ν A
µd Aνe
= 2gµν ∂λAaµ ∂λA
a
ν − 2∂µAaν ∂νAaµ − 4ζ([σb, σc], σa)Aµb Aνc ∂µAaν
+ ζ([σb, σc], σa) ζ([σd, σe], σa)Abµ A
c
ν A
µd Aνe.
Therefore, the variation of this term is
δ(FaµνF
µνa) = 2gνσ
(
∂µ(δA
a
ν) ∂
µAaσ + ∂µA
a
ν ∂
µ(δAaσ)
)− 2(∂λ(δAaν)∂νAaλ + ∂λAaν ∂ν(δAaλ))
− 4ζ([σb, σc], σa)δAµbAνc ∂µAaν − 4ζ([σb, σc], σa)Aµb δAνc ∂µAaν
− 4ζ([σb, σc], σa)AµbAνc ∂µ(δAaν) + ζ([σb, σc], σa)ζ([σd, σe], σa)
(
δAbµ A
c
ν A
µd Aνe
+ Abµ δA
c
ν A
µd Aνe + Abµ A
c
ν δA
µd Aνe + Abµ A
c
ν A
µd δAνe
)
= 2∂νδA
a
µ
(
gµσ∂νAaσ + g
µσ∂νAaσ − ∂µAaλgλν − ∂µAaλgλν − 2ζ([σb, σc], σa)AνbAµc
)
+ δAaµ
(
− 4ζ([σa, σc], σb)∂µAbν Aνc − 4ζ([σc, σa], σb)Aνcgλµ∂νAbλ
+ 4ζ([σa, σc], σf )ζ([σd, σe], σf )Acν A
µd Aνe
)
= 4∂ν(δA
a
µ)g
µσgνλ(∂λA
a
σ − ∂σAaλ − ζ([σb, σc], σa)AbλAcσ)
+ 4δAaµζ([σ
b, σc], σa)Aνcgλµ(∂λA
b
ν − ∂νAbλ − ζ([σd, σe], σb)AdλAeν)
= −4∂νδAaµFµνa + 4δAaµζ([σb, σc], σa)Acν Fµνb
To get rid of the derivative of the first term, we use Theorem 4.1 with the definition
α = 1µ (1 + f2(R¯))δA
a
µF
µνa and take δAaµ = 0 in the boundary ∂M . Then, the variation of
the action with respect to the 1-form coefficients Aaµ for the dynamical term is
− 1
µ
√|g|δAaµ(δab∂ν + ζ([σb, σc], σa)Acν)(√|g|(1 + f2(R¯))Fµνb). (B.9)
Appendix C
Propositions and Proofs for Zeros
In this Appendix, we shall prove the statement made in Subsection 5.2.1.
Proposition C.1. Let p : R → R be a polynomial given by p(Λ) = αΛn + 3Λ + β, with
α, β ∈ R\{0} and n ∈ N\{1}. Then p has at most 2 real roots if n is even and 3 real roots
if n is odd.
Proof. First, consider the derivative of the given polynomial:
Dp(Λ) = αnΛn−1 + 3. (a)
Setting this derivative to 0 lets us find the extrema of p:
αnΛn−1 + 3 = 0 =⇒ Λn−1 = − 3
αn
(b)
If n is even, then n− 1 is odd and there is only one extremum of p,
Λext = −
(
3
nα
) 1
n−1
.
Then p has two roots in an open neighbourhood of Λext (one on the left of Λext, and one on
the right).
Also, p cannot have a third root. Suppose p has roots a, b and c such that Λext ∈ (a, b)
and a < b < c. Then by Rolle’s theorem, there is a point d ∈ (b, c) such that Dp(d) = 0.
Well, this is in contradiction with the fact that p has only one extremum: Λext ∈ (a, b).
Therefore, we conclude p has only two roots if n is even.
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In the case of n odd, expression (b) has to solutions:
Λ+ext =
(
− 3
nα
) 1
n−1
,
Λ−ext = −
(
− 3
nα
) 1
n−1
,
as long as α is negative1. In such case, p has three roots (one left of Λ−ext, one right of Λ
+
ext
and one in between). Naturally, by the same argument as in the previous paragraph, we
conclude that p cannot have more than three roots in R.
This concludes the proof of the proposition. q.d.e.
Another important result comes when the power is negative. In that case, notice that
the roots of a polynomial of the type αΛn + 3Λ + β are the same as of α + 3Λ
|n|+1 + βΛ|n|.
Therefore, we may consider the following proposition:
Proposition C.2. Let p : R→ R be a polynomial given by p(Λ) = 3Λm + βΛm−1 +α, with
α, β ∈ R\{0} and m ∈ N\{1}. Then p has at most 3 real roots.
Proof. As in the previous proposition, we start by computing the derivative,
Dp(Λ) = 3mΛm−1 + β(m− 1) Λm−2
= Λm−2
(
3mΛ + (m− 1)β). (a)
It is easy to see that the extrema are 0 and − (m−1)β3m . Again, by Rolle’s theorem and the
argument of the previous proof, we see that p can only have, at most, three roots. q.d.e.
1In the case of α positive, p would have no extrema and, therefore, p has at most one root.
Appendix D
Scalar Curvature for a Foliated
Space-time
We start by remembering the definition of the extrinsic curvature:
Ka˜b˜ = −hµa˜hνb˜g(~eµ,∇ν~n).
We can compute the extrinsic curvature using the two bases referenced in Section 6.3. The
one in (i) leads to
Ka˜b˜ = −hµa˜hνb˜ g(∂µ, ∂νnα ∂α + nαΓλνα ∂λ)
= −hµa˜hνb˜ ∇νnλ g(∂µ, ∂λ) = −h
µ
a˜h
ν
b˜
gµλ∇νnλ
= −ha˜λhνb˜ ∇νnλ. (D.1)
For the second case, we use the linearity of g and the fact that ~ea˜ = h
µ
a˜ ∂µ, to obtain
Ka˜b˜ = −g(~ea˜,∇b˜~e0˜) = −Γλ˜b˜0˜ g(~ea, ~eλ˜)
= −Γb˜a˜0˜ = −Γ0˜a˜b˜. (D.2)
Since we assume non-compatibility of the connection with the metric, we can also compute
the covariant derivative of the metric using the definition of a Koszul connection:
(∇b˜g)(~ea˜, ~n) = ∇b˜(g(~ea˜, ~n))− g(∇b˜~ea˜, ~n)− g(~ea˜,∇b˜~n).
Because ~ea˜ is orthogonal to ~n,
(∇b˜g)(~ea˜, ~n) = −Γα˜b˜a˜gα˜0˜ +Ka˜b˜ = Γ0˜b˜a˜ +Ka˜b˜, (D.3)
where we used the fact that gα˜0˜ = −δα˜0˜ (~n is a time-like vector).
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As we shall see, it is also useful to write the covariant derivative of the vector ~n in the
basis indicated in (ii):
∇λ~n = g(~n,∇λ~n)~n+ projΣt {∇λ~n} . (D.4)
The first term of this expression is readily computed by using the non-compatibility of the
metric:
(∇λg)(~n, ~n) = ∇λ(g(~n, ~n))− g(∇λ~n, ~n)− g(~n,∇λ~n).
The first term of this expression vanishes since g(~n, ~n) = −1. Thus,
g(~n,∇λ~n) = −1
2
(∇λg)(~n, ~n). (D.5)
The term of the projection in Σt in Eq. (D.4) can be easily read from the definition of the
extrinsic curvature, Eq. (D.1). Hence,
∇λ~n = −1
2
(∇λg)(~n, ~n)~n− ha˜c˜Kc˜λ ~ea˜. (D.6)
The next step is to relate the Riemann tensors of M with the one from Σt. This is done
by embedding Cartan’s 2nd Structure Equation in Σt:
R¯a˜
b˜
= dΓa˜
b˜
+ Γa˜α ∧ Γαb˜ = dΓa˜b˜ + Γa˜c˜ ∧ Γc˜b˜ + Γa˜0˜ ∧ Γ0˜b˜ .
Notice that the first two terms in the last equality of Eq. (6.13) are just the Curvature
2-form of the space Σt. Then, the coefficients obtained from this expression simplify to
R¯a˜
b˜c˜d˜
= R˜a˜
b˜c˜d˜
+ 2Γa˜
0˜[c˜
Γ0˜
d˜]b˜
. (D.7)
Now, using expressions (D.2) and (D.3), and making the expression expressibly covariant,
we get a modified Gauss equation:
R˜αβγδ = R¯
λ
µσνh
α
λh
µ
βh
σ
γh
ν
δ − 2Kα[γKδ]β + 2Kα[γ(∇|β|g)(~eδ], ~n). (D.8)
We may now contract this expression to obtain the Scalar Curvature:
R˜ = hβδR¯λµσνh
α
λh
µ
βh
σ
αh
ν
δ −K2 +KαβKαβ +Khβδ(∇βg)(~eδ, ~n)−Kαβ(∇βg)(~eα, ~n),
where we defined K ≡ ha˜b˜Ka˜b˜. The first term of this expression can be computed by using
properties of the projection map hαβ :
(hβδhνδh
µ
β)h
σ
αh
α
λ = h
µνhσλ = h
µνgσρhρλ
= gσρ(gµν + nµnν)(gρλ + nρnλ)
= gσρ(gµνgρλ + g
µνnρnλ + gρλn
µnν + nµnνnρnλ).
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When multiplied by R¯λµσν , the last term of the previous expression disappears, since this
term is symmetric in the change σ ↔ ν. Therefore,
R˜ = R¯+ R¯λµσνg
µνnλnσ + R¯µνn
µnν −K2 +KαβKαβ
+Khβδ(∇βg)(~eδ, ~n)−Kαβ(∇βg)(~eα, ~n).
Using the fact that R¯λµσν = R¯µλνσ, we obtain, finally,
R˜ = R¯+ 2R¯µνn
µnν −K2 +KαβKαβ
+Khβδ(∇βg)(~eδ, ~n)−Kαβ(∇βg)(~eα, ~n),
or
R¯ = R˜+K2 −KαβKαβ − 2R¯µνnµnν
−Khβδ(∇βg)(~eδ, ~n) +Kαβ(∇βg)(~eα, ~n). (D.9)
We now need to compute the term R¯µνnµnν . This can be done by remembering the
definition of the Riemann curvature map:
Riem(~u,~v)~w = (∇~u∇~v −∇~v∇~u −∇[~u,~v])~w. (D.10)
Thus,
R¯µνn
µnν = −nµ(∇µ∇ν −∇ν∇µ)nν
= −nµ∇µ(∇νnν) +∇ν(nµ∇µnν)− (∇νnµ)(∇µnν)
= −nµ∇µ
(
−1
2
(∇νg)(~n, ~n)nν − hνa˜Ka˜ν
)
−∇ν
(
nµ
(
1
2
(∇µg)(~n, ~n)nν + hνa˜Ka˜µ
))
−
(
1
2
(∇νg)(~n, ~n)nµ + hµa˜Ka˜ν
)(
1
2
(∇µg)(~n, ~n)nν + hνb˜Kb˜µ
)
.
The first terms in the first and second lines of the last equality simplify to− 12∇νnν (∇µg)(~n, ~n)nµ.
Also, the terms corresponding to nαKa˜α are zero since they can be expanded as
−nαha˜λhνα∇νnλ = 0,
and hναnα is the projection of ~n in Σt. Because ~n is always orthogonal to Σt, this is always
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zero. Then, the expansion R¯µνnµnν is
R¯µνn
µnν = −1
2
∇νnν (∇~ng)(~n, ~n) +∇~nK − 1
4
(∇~ng(~n, ~n))2 −KαβKαβ
= −1
2
(
−1
2
(∇~ng)(~n, ~n)−K
)
(∇~ng)(~n, ~n) +∇~nK
− 1
4
(
(∇~ng)(~n, ~n)
)2 −KαβKαβ
=
1
2
K (∇~ng)(~n, ~n) +∇~nK −KαβKαβ .
The final thing to do is to expand the term ∇~nK = £~nK = ha˜b˜£~nKa˜b˜ +£~nha˜b˜Ka˜b˜ and
£~nhµν = ~n(hµν)− hµλ∂λnν − hλν∂λnµ = ∇~n(hµν)− hµλ∇λnν − hλν∇λnµ
= ∇~n(hµν)− hµλ
(
−1
2
(∇λg)(~n, ~n)nν − hνa˜Ka˜λ
)
− hλν
(
−1
2
(∇λg)(~n, ~n)nµ − hµa˜Ka˜λ
)
= ∇~n(hµν) + 2Kµν + (∇λg)(~n, ~n)hλ(νnµ).
Obviously, since we want to compute this expression in the spatial a˜b˜ components, the last
term is zero (recall that ~n = ~e0˜). Finally, the Scalar Curvature can be written as
R¯ = R˜+K2 − 3KαβKαβ − 2ha˜b˜£~nKa˜b˜ − 2(∇~nha˜b˜)Ka˜b˜ −K(∇~ng)(~n, ~n)
−Khβδ(∇βg)(~eδ, ~n) +Kαβ(∇βg)(~eα, ~n). (D.11)
One final computation we must perform is the Lie derivative (in the direction ~t) of the
metric tensor of Σt:(
£~th
)
(∂µ, ∂ν) = ~t(h(∂µ, ∂ν)) + hµα∂νt
α + hαν∂µt
α
= (∇~th)(∂µ, ∂ν) + hµα∇νtα + hαν∇µtα
= (∇~th)(∂µ, ∂ν) + hµαnα(∂νN) + hµαN(∇νnα) + hµα∇νNα
+ hανn
α(∂µN) + hανN(∇µnα) + hαν∇µNα.
Because ~n is orthogonal to Σt, any contraction h(~n, ·) is zero. Therefore,(
£~th
)
(∂µ, ∂ν) = (∇~th)(∂µ, ∂ν) + 2hα(µ∇ν)Nα −Nhα(µ(∇ν)g)(~n, ~n)nα
− 2Nhα(µhαc˜K|c˜|ν)
= (∇~th)(∂µ, ∂ν)− 2NK(µν) + 2hα(µ∇ν)Nα. (D.12)
Bibliography
[1] R. March, O. Bertolami, M. Muccino, R. Baptista and S. Dell’Agnello, Phys. Rev. D
100 (2019) no.4, 042002 [arXiv:1904.12789 [gr-qc]]
[2] M.A. Zumberge et al., Phys. Rev. Lett. 67, 3051 (1991).
[3] C. Gomes and O. Bertolami, Nonminimally coupled Weyl gravity, arXiv:1812.04976
[gr-qc].
[4] A. Einstein, Grundgedanken der allgemeinen Relativitätstheorie und Anwendung dieser
Theorie in der Astronomie, Preuss. Akad. Wiss Berlin, Sitz.ber. 315 (1915).
[5] A. Einstein, Zur allgemeinen Relativitätstheorie, Preuss. Akad. Wiss Berlin, Sitz.ber.
778 (1915); Nachtrag (supplement) Preuss. Akad. Wiss Berlin, Sitz.ber. 799 (1915).
[6] A. Einstein, Erklärung der Perihelbewegung des Merkur aus der allgemeinen Relativ-
itätstheorie, Preuss. Akad. Wiss Berlin, Sitz.ber. 831 (1915).
[7] A. Einstein, Die Feldgleichungen der Gravitation, Preuss. Akad. Wiss Berlin, Sitz.ber.
844 (1915).
[8] H. Weyl, Gravitation and Electricity, Sitzungsber. Preuss. Akad. Berlin 465, 1 (1918).
[9] É. Cartan. Sur une généralisation de la notion de courbure de Riemann et les espaces
à torsion; C. R. Acad. Sci. (Paris) 174, 593–595 (1922).
[10] Øyvind Grøn, Sigbjørn Hervik; Einstein’s Theory of General Relativity with Modern
Applications in Cosmology ; Springer, 2007.
[11] Dennis Barden, Charles Thomas; An Introduction to Differential Manifolds; Imperial
College Press, 2003.
[12] F. W. Hehl, J. D. McCrea, E. W. Mielke and Y. Ne’eman, Phys. Rept. 258, 1 (1995).
77
78
FCUP
Bibliography
[13] Tomás Ortin; Gravity and Strings; Cambridge University Press, 2004.
[14] T. P. Sotiriou and V. Faraoni, f(R) Theories of Gravity, Rev. Mod. Phys. 82, 451
(2010) [arXiv:0805.1726 [gr-qc]].
[15] A. De Felice and S. Tsujikawa, f(R) Theories, Living Rev. Relativity 13, 3 (2010)
[arXiv:1002.4928 [gr-qc]].
[16] O. Bertolami, C. G. Boehmer, T. Harko and F. S. N. Lobo, Phys. Rev. D 75, 104016
(2007) [arXiv:0704.1733 [gr-qc]].
[17] R. March, J. Páramos, O. Bertolami and S. Dell’Agnello, Phys. Rev. D 95, 024017
(2017).
[18] T.P. Sotiriou and V. Faraoni, Class. Quant. Grav. 25, 5002 (2008).
[19] C.M. Will, Theory and Experiment in Gravitational Physics, Revised Ed. Cambridge
University Press, Cambridge 1993.
[20] O. Bertolami, F. S. N. Lobo and J. Páramos, Phys. Rev. D 78 (2008) 064036.
[arXiv:0806.4434 [gr-qc]].
[21] E. Fischbach and C.L. Talmadge, The Search for Non-Newtonian Gravity, Springer
Verlag, 2000.
[22] E.G. Adelberger, B.R. Heckel and A.E. Nelson, Annu. Rev. Nucl. Part. Sci. 53, 77
(2003).
[23] F.D. Stacey, G.J. Tuck, S.C. Holding, A.R. Maher and D. Morris, Phys. Rev. D 23,
1683 (1981).
[24] F.D. Stacey, G.J. Tuck, G.I. Moore, S.C. Holding, B.D. Goodwin and R. Zhou, Reviews
of Modern Physics 59, 157 (1987).
[25] A. Dahlen, Phys. Rev. D 25, 1735 (1982).
[26] H. Moritz, Journal of Geodesy 74, 128 (2000).
[27] P.M. Saunders, Journal of Physical Oceanography 11, 573 (1981).
[28] A. Fienga et al., Celest. Mech. Dyn. Astr. 111, 363 (2011).
[29] A. Fienga, J. Laskar, H. Manche and M. Gastineau, Proceedings of the 14th Marcel
Grossmann Meeting, Rome, Italy, World Scientific Publishing, pp. 3694-3695 (2018).
FCUP
Bibliography 79
[30] J.G. Williams, S.G. Turyshev and D.H. Boggs, Phys. Rev. Lett. 93, 261101 (2004).
[31] J. Attard, J. François and S. Lazzarini, Weyl gravity and Cartan geometry, Phys.
Rev. D 93 (2016) no.8, 085032; doi:10.1103/PhysRevD.93.085032 [arXiv:1512.06907
[gr-qc]].
[32] E. E. Flanagan, Fourth order Weyl gravity, Phys. Rev. D 74 (2006) 023002;
doi:10.1103/PhysRevD.74.023002 [astro-ph/0605504].
[33] Jürgen Jost; Riemannian Geometry and Geometric Analysis; Springer, 2011
[34] A. A. Starobinsky, A New Type of Isotropic Cosmological Models Without Singularity,
Phys. Lett. B 91 (1980) 99
[35] Y. Akrami et al. [Planck Collaboration], Planck 2018 results. X. Constraints on infla-
tion, arXiv:1807.06211 [astro-ph.CO]
[36] C. Gomes, O. Bertolami and J. G. Rosa, Phys. Rev. D 97 (2018) no.10, 104061
[arXiv:1803.08084 [hep-th]].
[37] N. Aghanim et al. [Planck Collaboration], Planck 2018 results. VI. Cosmological para-
meters, arXiv:1807.06209 [astro-ph.CO].
[38] O. Bertolami, P. Frazão and J. Páramos, Phys. Rev. D 81 (2010) 104046
[arXiv:1003.0850 [gr-qc]].
[39] O. Bertolami, P. Frazão and J. Páramos, Phys. Rev. D 83 (2011) 044010
[arXiv:1010.2698 [gr-qc]].
[40] O. Bertolami, P. Frazão and J. Páramos, Phys. Rev. D 86 (2012) 044034
[arXiv:1111.3167 [gr-qc]].
[41] O. Bertolami and J. Páramos, Journal of Cosmology and Astroparticle Physics 1003
(2010), 009 [arXiv:0906.4757]
[42] M. Ostrogradsky; Mem. Ac. St. Petersbourg VI 4 (1850) 385
[43] R. P. Woodard, Ostrogradsky’s theorem on Hamiltonian instability, Scholarpedia 10
(2015) 32243, arXiv:1506.02210.
[44] L. Querella, Variational principles and cosmological models in higher order gravity,
Ph. D. thesis, University of Liege, 1998, arXiv:gr-qc/9902044
80
FCUP
Bibliography
[45] M. Henneaux, C. Teitelboim; Quantization of Gauge Systems; Princeton University
Press, 1992
[46] M. Oksanen, Hamiltonian Analysis of Modified Gravitational Theories: Towards a
Renormalizable Theory of Gravity, Ph. D. thesis, University of Helsinki, 2013
[47] E. Gourgoulhon, 3+1 formalism and bases of numerical relativity, arXiv:gr-qc/0703035
[GR-QC].
