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We study the problem of identifying macroscopic structures in networks, characterizing
the impact of introducing link directions on the detectability phase transition. To this
end, building on the stochastic block model, we construct a class of non trivially detectable
directed networks. We find closed form solutions by using belief propagation method showing
how the transition line depends on the assortativity and the asymmetry of the network.
Finally, we numerically identify the existence of a hard phase for detection close to the
transition point.
I. INTRODUCTION
Networks play a crucial role in the study
of many complex systems, since a large variety
of such systems, derived from different scientific
fields, are naturally described with nodes and
edges. A particularly interesting problem is the
identification of network macroscopic structures,
such as communities, multi-partite organization,
core-periphery structures, etc. These are charac-
terized by the fact that nodes can be divided into
groups in such a way that nodes in the same group
have the same linking attitude toward nodes of the
same or of different groups. The community orga-
nization is a special case observed when each node
prefers to connect with nodes of its group [1, 2].
Recently, there is a growing interest in under-
standing the limitations of community detection
[3–6] and interpreting results obtained for empir-
ical networks [7]. To this end, considering classes
of networks, one looks for difficult cases where
the community structure is undetectable. The no-
tion of detectability threshold was first introduced
for sparse graphs with block structure of connec-
tions in [3] and the results were later found using
Bayesian inference [4, 5] and Random Matrix The-
ory [6]. The work was also extended to dynamic
case [8], bipartite structures [9] and weighted net-
works [10]. Detectability threshold refers to a
sharp transition in parameters space separating
two distinct regimes: (i) when it is possible, at
least in part, to infer communities of nodes and
(ii) when inference cannot work better than ran-
dom assignments. This intriguing phase transition
is of practical importance and sheds a new light
on the problem of community detection algorithms
optimality. A rigorous proof of the advocated phe-
∗Electronic address: mateusz.wilinski@sns.it
nomenon in static and symmetric case was given
by [11, 12]. A recent summary on the subject can
be found in [13]. One should also remember that
even though the results were shown for block mod-
els, the conclusions are more universal [14].
Simple graphs are often just an approximation
of real-world networks. Neglecting weights, mul-
tiple links or self loops may be justified in some
cases but it also implies a loss of information. An
important generalization of a simple graph is a
directed network. Community detection in such
networks is already an active field [15]. There is,
however, no work, at least to our best knowledge,
that describes the impact of introducing directions
on the detectability phase transition. In this pa-
per we fill this gap by introducing belief propaga-
tion technique [16, 17] to the directed case of the
stochastic block model [18, 19]. As in the standard
symmetric case, we first identify an entire class of
non trivially detectable models, where both the
average in- and out-degree are the same across all
groups. Later, we will concentrate on the case
of many groups, where varying the assortativity
leads to a hard detectable phase and a first order
phase transition. We will show how the asym-
metry affects the size of this hard phase and the
existence of discontinuity. Finally, as expected, we
show that by introducing asymmetry in the affin-
ity matrix, we are able to significantly increase the
range of the detectable phase.
II. MODEL
Directed Stochastic Block Models (DiSBM). We
consider a network of N nodes. Links between
nodes can be described by the N × N adjacency
matrix A whose generic element Aij takes value
1 if a link goes from i to j, 0 otherwise. Since
the network is directed, each couple of nodes may
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2share two links, one for each direction, and, in
general, the adjacency matrix is not symmetric.
A random directed graph is generated accord-
ing to DiSBM as follows. Each node i has a
label ti ∈ {1, 2, ..., q} indicating which group it
belongs to among q possibilities. Node labels
are chosen independently, where for each node
i the probability that ti = a is na. Once the
groups are defined, for each pair of ordered nodes
(i, j), we put a link from i to j (Aij = 1) with
probability ptitj , where pab are the entries of the
q × q affinity matrix p. We are interested in the
sparse regime where, i.e. pab = O(1/N). In
this case, let us define the rescaled affinity ma-
trix cab = Npab. The total average degree of the
graph is then c = 2
∑
ab cabnanb, whereas the to-
tal average degree of a generic node in the group a
is ca =
∑
b(cab + cba)nb, with c
out
a =
∑
b cabnb and
cina =
∑
b cbanb being respectively the average out-
and in-degree in the same group. Let Na be the
number of nodes in the group a and Mab the num-
ber of links from the group a to the group b for a
specific graph realization. Then limN→∞Na/N =
na and limN→∞NMab/NaNb = cab.
Inference with Belief Propagation. In the de-
tection setting, the adjacency matrixA is the only
information available to us and the goal is to infer
the true group assignments {ti} together with the
parameters θ = (q,n, c) of the model. The pos-
terior probability that the model parameters take
the value θ, conditioned to the observed adjacency
A is
P (θ|A) = P (θ)
P (A)
∑
t
P (A, t|θ). (1)
The sum is over all possible assignments t, where
ti ∈ {1, . . . , q} for each node i. The prior P (θ)
includes all the information about the parame-
ters that does not depend on the graph and that
we assume agnostically uniform. P (A, t|θ) is the
likelihood of a graph A with community assign-
ments t according to DiSBM. Analogously, assum-
ing that we know, or have learned, the parameters
θ, the posterior probability that the assignments
take the value t conditioned to A and θ is given
by
P (t|A,θ) = P (A, t|θ)∑
a P (A,a|θ)
. (2)
To maximize the number of correctly assigned la-
bels we need to compute the marginals ψi(a) =∑
{tj}j 6=i P ({tj}j 6=i, ti = a|A,θ) for each node i of
the posterior [20], from which the most probable
assignment is
tˆi = argmaxa∈{1,...,q} ψ
i(a). (3)
Generalizing results from [5], marginals can be es-
timated in a Belief Propagation approach, using
messages from neighbors as
ψi(a) =
nae
−ha
Zi
∏
k∈∂i
∑
b
cAikab c
Aki
ba ψ
k→i(b), (4)
where ha =
1
N
∑
k
∑
b(cba + cab)ψ
k(b) and the
messages ψi→j(a), for generic neighbors (i, j) and
a ∈ {1, . . . , q}, are the fixed point of the BP equa-
tions
ψi→j(a) =
nae
−ha
Zi→j
∏
k∈∂i\j
∑
b
cAikab c
Aki
ba ψ
k→i(b) (5)
The terms Zi and Zi→j are normalization factors,
since ψi(a) and ψi→j(a) are probabilities. The
neighborhood ∂i of a node i is intended as those
nodes for which Aij = 1 or Aji = 1. Thus it
is important to stress that message information
propagates along the undirected skeleton of the
network, while directions only change the type of
information transmitted. Marginals and messages
are used also to maximize (1), finding the optimal
parameters
na =
∑
i ψ
i(a)
N
, (6)
cab =
1
N
cab
nanb
∑
(i,j)∈E
ψi→j(a) · ψj→i(b)
Zij
, (7)
where E is the set of all, directed edges. We use
an Expectation-Maximization procedure of alter-
natively solving until convergence the BP equa-
tions (4)-(5) and the equations (6)-(7). More de-
tails regarding the messages form and inferring the
parameters, can be found in the appendix.
To measure the accuracy of the estimator (3)
we introduce the overlap between planted and in-
ferred assignments as
Q =
maxpi
1
N
∑N
i=1 δ(pi(tˆi), ti)−maxa na
1−maxa na , (8)
where pi iterates the permutations on q elements
and δ(·, ·) is the Kronecker delta. Q = 1 for per-
fect matching while Q = 0 when all nodes are
assigned to the largest group (for equally sized
groups Q = 0 when community inference performs
as a random guess).
As highlighted in [5] for the case of undirected
graphs, the problem of community detection is
3trivial when different groups have different total
average degree ca. In this case the total degree
distribution is multimodal (linear combination of
Poisson distributions with different means) and
nodes can be classified according to their degree,
since each mode of the distribution is correlated
with the corresponding group. The addition of
directions make the detection even easier, since
nodes can be classified according to their in(out)-
degree even when the groups have homogeneous
total average degree. For example an affinity ma-
trix
(
c/2 c
0 c/2
)
generates a directed network with
a strong bipartite structure that becomes com-
pletely undetectable without the directions. Thus
the problem becomes non trivial once
cina = c
out
a = ca/2 = c/2, ∀a = 1, . . . , q. (9)
Circulant models. Without losing generality we
consider the case of equally sized group, i.e. na =
1/q, for which the conditions (9) means that the
affinity matrix must be a multiple of a doubly
stochastic matrix, i.e. with constant sums along
rows and columns. This implies it can be repre-
sented as a linear combination of permutation ma-
trices, i.e. there exist coefficients cin, c
(1)
out, . . . , c
(k)
out
and permutations pi1, . . . , pik, pii : {1, . . . , q} →
{1, . . . , q} such that
c = cinI + c
(1)
outP
pi1 + . . .+ c
(k)
outP
pik , (10)
where P piij is defined as 1 if j = pi(i) and 0 oth-
erwise. Of particular interest is the case when
the permutations pi are cycles of different order
Ck(i) = (i + k mod q) + 1 because they bring
to asymmetric affinity matrices where the role of
the directions emerge. They produce the class
of non trivial directed models where the affinity
matrix c = cinI + c
(1)
outP
C1 + . . . + c(k)outP Ck is a
circulant matrix, i.e. with constant diagonals of
any order. A special, yet important, case is what
we call Asymmetric Planted Partition model, in
which the affinity matrix depends on just three
parameters cin, c
(1)
out, c
(2)
out as
c =

cin c
(1)
out c
(2)
out . . . c
(2)
out
c
(2)
out cin c
(1)
out . . . c
(1)
out
c
(1)
out c
(2)
out cin . . . c
(2)
out
...
...
...
. . .
...
c
(1)
out c
(2)
out c
(1)
out . . . cin
 . (11)
A schematic representation of the simplest case
of a q = 3 network generated by such a model is
p(1)out
p(2)out
p(2)out p(2)out
p(1)out
p(1)out
pin pin
pin
FIG. 1: Schematic plot showing a network generated
with asymmetric planted partition in case of q = 3.
Probabilities of given edges are described by pin, p
(1)
out
and p
(2)
out.
shown in Fig. 1. Note that from the perspective of
asymmetry in the model, it is only interesting to
analyze the above case when q is odd. Otherwise,
we end up with a symmetric affinity matrix and
the detectability is described only by the network
assortativity. Let us define
ε =
c
(1)
out + c
(2)
out
2cin
, γ =
c
(1)
out
c
(2)
out
, (12)
to measure, respectively, the level of assortativ-
ity, similarly to the undirected case [4, 5], and the
level of asymmetry in the direction of connections
between each pair of groups.
III. RESULTS
Detectability transitions. When Eq. (9) holds,
the BP equations always have the so called para-
magnetic fixed point ψi→jti = nti , which does not
carry any information on the group structure.
When the paramagnetic solution is locally stable
the inference becomes impossible or at best ex-
tremely hard, as solving the hardest known opti-
mization problems [21, 22]. To check the stabil-
ity we study how a small random perturbations
of the paramagnetic fixed point propagates as the
BP equations are iterated. To do this we use the
tree like approximation, which is justified in the
sparse network regime. Let us consider the path
from a leaf kd to a root k0 to be kd, kd−1, . . . , k1, k0
and assume that on the leaves the paramagnetic
4fixed point is perturbed as
ψkdt = nt + 
kd
t . (13)
Following the idea of leaves perturbation, taken
from the undirected case [5], we calculate the
transfer matrix
T abi =
∂ψkia
∂ψ
ki+1
b
∣∣∣∣∣
ψt=nt
= na
cAki,ki+1ab · cAki+1,kiba
c/2
− 1
 . (14)
Unlike in the undirected case, the transfer ma-
trix does depend on i. Nevertheless, if we assume
that two way links are neglectable, we only ob-
tain either Tab = na
(
cab
c/2 − 1
)
or its transposition
T Tba = na
(
cba
c/2 − 1
)
, depending on the direction of
the link. The perturbation k0t0 on the root due to
the perturbation kdtd on the leaf kd can then be
written in matrix notation as
k0 := Tkd→k0
kd =
(
d−1∏
i=0
Ti
)
kd . (15)
If we consider the total perturbation induced to
the root by all the leaves at distance d on the tree
we obtain
k0 :=
∑
kd
Tkd→k0
kd , (16)
whose strength, if we consider uncorrelated per-
turbations on the leaves, reads as
〈k0 , k0〉 =
∑
kd
〈kd , T Tkd→k0Tkd→k0kd〉
6
∑
kd
λkd〈kd , kd〉,
(17)
where λkd is the largest eigenvalue of the matrix
T Tkd→k0Tkd→k0 . In principle λkd does depend on
the path, i.e. the leaf kd. However, as soon as
[T, T T ] = 0 we have that T Tkd→k0Tkd→k0 = (T
TT )d,
independently from kd. As a result, assuming nor-
malized perturbations on the leaves, we get
〈k0 , k0〉 6 λd
∑
kd
〈kd , kd〉 ∼ λdcd, (18)
where λ is the largest eigenvalue of T TT and cd is
the expected number of leaves at distance d. This
leads to a following detectability threshold:
cλ = 1, (19)
As soon as cλ < 1, the perturbation vanishes as
we go through the network and the paramagnetic
fixed point is locally stable: it can either be glob-
ally attractive (paramagnetic/undetectable phase,
where the network is indistinguishable from an
Erdos-Renyi graph) or coexist with solutions
correlated with the original assignments (hard
phase). On the other hand, for cλ > 1 the per-
turbation is amplified exponentially: the param-
agnetic fixed point is unstable and BP easily in-
fers the original communities (ordered/detectable
phase). In the special case described with Eq. (11)
the detectability condition is as follows:
cq2 < (2cin−(c(1)out+c(2)out))2+(c(1)out−c(2)out)2 cot2
(
pi
2q
)
.
(20)
The first term in the r.h.s. represents the sig-
nal carried by the symmetrized adjacency matrix,
thus for c
(1)
out = c
(2)
out we get the original equation
for the largest eigenvalue in the undirected case of
planted partition model [5]. Conversely, the sec-
ond term represents the signal carried by the di-
rections because of the asymmetry in the affinity
matrix.
For low number of groups, for example q = 3
in the left panel of Fig. 2, there are only two dis-
tinct phases, the ordered phase with positive over-
lap and the paramagnetic phase with zero overlap,
and the observed phase transition is continuous at
the critical line described by Eq. (20). In this
case BP recursion converges quickly to the glob-
ally attractive fixed point (many equivalent up to
a permutation in the ordered phase) for any ran-
dom initial conditions for messages and marginals:
convergence time diverges at the transition. In-
terestingly, one can reach the detectable phase by
either increasing the assortativity ε or by decreas-
ing the symmetry γ. In both cases there is a range
of values that guarantees detectability, regardless
of the other parameter value. It should also be
pointed out that the case of γ = 1 is equivalent to
the undirected case. As a result, one can compare
different values of γ and see the actual result of
taking into account asymmetry of connections.
From Eq. (20) one gets that increasing the
average degree decreases the size of the paramag-
netic (i.e. undetectable) phase. As shown on the
middle panel of Fig. 2, this behaviour is the same
to all effects from assortativity and connections
symmetry perspective. The right panel shows a
different behaviour when varying the number of
groups. The critical value of ε, below which the
network is detectable regardless of γ, decreases
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FIG. 2: Left: Two dimensional phase diagram of an asymmetric planted partition model with q = 3 groups
and average degree c = 6, obtained numerically [23] for network with N = 9 · 104 nodes. The colour scale
corresponds to the overlap between the inferred and the real nodes’ assignment. Dashed black line represents
the analytical approximation of Eq. (20). Middle: analytical critical lines when number of groups equal to
q = 3 and varying average degree c. Right: analytical critical lines when network average degree is equal to
c = 6 and varying number of groups q.
by increasing q. This is somehow intuitive be-
cause higher number of groups increases the task
complexity. Surprisingly, however, the critical
value of γ, below which the network is detectable
regardless of ε, does not change much. More-
over, although the change is small, this value is
increasing, making even more important not to
disregard the information about edge direction.
When q → ∞ the assortativity becomes irrele-
vant and one finds that there is only critical value
γc = (
2
pi
√
c− 1)/( 2pi
√
c+ 1).
Similarly to the undirected case [4, 24], increas-
ing the number of groups above q = 4 leads to
the appearance of the hard phase. Moreover, it
changes the order of the transition from second
to first, which means that there is a discontinu-
ous jump in the overlap. The hard phase can be
identified by studying the sensitivity of BP fixed
points to initial conditions: in the hard phase the
fixed point correlated with the original assignment
coexists with the paramagnetic one and has a very
small basin of attraction. Thus, starting the re-
cursion from random messages and marginals, BP
will never reach a solution with positive overlap.
Nevertheless such a solution does exist and still
can be found by initialising marginals and mes-
sages close enough to it, for example ψi(a) =
ψi→j(a) = δa,ti . The left and the middle pan-
els of Fig. 3 indicate that, in this case, not only
the transition point moves towards lower assor-
tativity with increasing asymmetry, but also the
size of the hard phase is decreasing. Furthermore,
looking at the phase diagram for the asymmetry
parameter, (right panel of Fig. 3) we find a differ-
ent behaviour. Although for  = 0.8 we can still
observe a small jump in the overlap, the presence
of the hard phase cannot be confirmed with nu-
merical simulations. When the assortativity dis-
appears completely, the jump seemingly vanishes
as well.
IV. CONCLUSIONS
This paper studies the limits of community
detection in the directed stochastic block model
with an asymmetric affinity matrix. We showed
the detectability condition for a broad range of
cases with commuting transfer matrices. We pro-
posed and focused on the asymmetric planted par-
tition and obtained the detectability threshold as
a function of its parameters. The results show
that correlation with the correct assignments can
be achieved not only by increasing assortativity
but also by increasing asymmetry. Both param-
eters, above a given threshold, lead to positive
detectability regardless of the value of the other.
This was also confirmed by extensive numerical
simulations. Moreover, similarly to the undirected
case, the phase transition type depends on the
number of groups. For small number of groups we
observe a first order phase transitions. When the
number of groups is exceeds four, the phase transi-
tions becomes discontinuous. The observed jump
is, however, decreasing with increasing asymme-
try and so is the size of the hard phase. Fur-
thermore, for high asymmetry it becomes indis-
tinguishable from a continuous phase transition.
Varying the number of groups also affects the crit-
ical line. Larger number of groups require a higher
assortativity level in order for the network to have
detectable community structure. Interestingly, it
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FIG. 3: Phase diagrams of an asymmetric planted partition with q = 9 groups and average degree c = 9. Results
obtained numerically [23], for networks with N = 3.6 · 105 nodes, using belief propagation with random initial
conditions (red pluses) and initiated with the correct assignments (blue crosses). The great area approximates
the hard phase regime, according to numerical results. Left: Results for fixed asymmetry parameter γ = 0.8.
Middle: Results for fixed asymmetry parameter γ = 0.6. Right: Results for fixed assortativity parameter
 = 0.8.
does not affect the critical level of symmetry much.
A more intuitive effect is observed when we vary
the average degree. In this case, both the critical
assortativity and dissymmetry do increase with in-
creasing degree.
Our, purely theoretical, work has important
implications on the study of empirical networks.
Majority of real-world networks are directed but
researchers tend to neglect that and use the undi-
rected projection. As a result, they loose an im-
portant information which, as shown in this ar-
ticle, may affect the detectability properties of a
network. In the worst case scenario, which is not
very likely but still possible, the network may even
shift from the detectable phase toward the unde-
tectable regime. Otherwise, using undirected pro-
jection will result in decreasing the achievable cor-
relation with the actual assignments, when trying
to infer them. Importantly, the process is irre-
versible without getting back to the directed rep-
resentation of a given network. In future work, we
plan to analyse empirical networks and show how
big is the effect of neglecting directions. Broader
question that emerges from the analysed prob-
lem is to what extend information that are of-
ten neglected in network analysis, like directions,
weights etc., do affect community detection or
other, similar tasks.
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Appendix A: Parameters and Assignments
Inference
The probability that a directed stochastic
block model, described with parameters θ =
{q, {na}, {pab}}, generates a graph G, with adja-
cency matrix A, is equal to
P (A, t|θ) =
∏
i 6=j
(
p
Aij
ti,tj
(1− pti,tj )1−Aij
)∏
i
nti .
(A1)
Using Bayes’ rule we can find a probability of a
given assignment t, as a function of the matrix A
and model parameters θ
P (t|A,θ) = P (A, t|θ)∑
r P (A, r|θ)
. (A2)
In the directed case above equations lead to be-
lief propagation messages that differ from their
undirected counterparts. They need to take into
account both incoming and outgoing links which
results with following equations for messages and
marginals accordingly:
ψi→jti =
nti
Zi→j
∏
k 6=i
k 6=j
(∑
tk
cAiktitkc
Aki
tkti
(
1− ctitk
N
)1−Aik (
1− ctkti
N
)1−Aki
ψk→itk
)
, (A3)
ψiti =
nti
Zi
∏
k 6=i
(∑
tk
cAiktitkc
Aki
tkti
(
1− ctitk
N
)1−Aik (
1− ctkti
N
)1−Aki
ψk→itk
)
, (A4)
where cab = Npab. For large sparse networks,
when N  1 and cab = O(1) we can rewrite
the message passing by neglecting terms of sub-
leading order in N .
ψi→jti =
ntie
−hti
Zi→j
∏
k∈∂i\j
(∑
tk
cAiktitkc
Aki
tkti
ψk→itk
)
,
(A5)
where
hti =
1
N
∑
k
∑
tk
(ctkti + ctitk)ψ
k
tk
. (A6)
Similarly for marginals
ψiti =
ntie
−hti
Zi
∏
k∈∂i
(∑
tk
cAiktitkc
Aki
tkti
ψk→itk
)
. (A7)
In this case the partition function can be written
as a sum
Zi =
∑
ti
ntie
−hti
∏
k∈∂i
(∑
tk
cAiktitkc
Aki
tkti
ψk→itk
)
.
(A8)
Moreover, we can write the free energy estimate
for BP
fBP(q, {na}, {cab}) = 1
N
∑
(i,j)∈E
logZij
− 1
N
∑
i
logZi − c
2
,
(A9)
where E is the set of all directed edges, which
may include separately edges (i, j) and (j, i). In
8the first term we have
Zij =
∑
a,b
cab ψ
i→j
a ψ
j→i
b = Ψ
i→j cΨj→i. (A10)
Using this form of the free energy we can calculate
the Nishimori conditions and obtain
na =
∑
i ψ
i
a
N
, (A11)
cab =
1
N
cab
nanb
∑
(i,j)∈E
ψi→ja · ψj→ib
Zij
. (A12)
This way, we can infer both the group assign-
ments and the underlying directed stochastic
block model parameters.
Appendix B: Asymmetric Planted Partition
Case
Let us consider the asymmetric planted parti-
tion matrix, defined by a following affinity matrix:
p =

pin p
(1)
out p
(2)
out . . . p
(2)
out
p
(2)
out pin p
(1)
out . . . p
(1)
out
p
(1)
out p
(2)
out pin . . . p
(2)
out
...
...
...
. . .
...
p
(1)
out p
(2)
out p
(1)
out . . . pin
 (B1)
and equal group fractions. It is a special case of a
circulant matrix, which is a matrix of a following
form
S =

s0 s1 s2 . . . sn−1
sn−1 s0 s1 . . . sn−2
sn−2 sn−1 s0 . . . sn−3
...
...
...
. . .
...
s1 s2 s3 . . . s0
 (B2)
As a result, both T and T TT matrices are also
circulant. The transfer matrix, in this case, is
parametrised by three values
sk(T ) =

X if k = 0
Y if k odd
Z if k even
(B3)
where k = 0, 1, 2, . . . , q − 1 and
X =
1
q
(
cin
c/2
− 1
)
,
Y =
1
q
(
c
(1)
out
c/2
− 1
)
,
Z =
1
q
(
c
(2)
out
c/2
− 1
)
.
(B4)
We can use the above parameters to describe the
matrix T TT as a circulant matrix
sk(T
TT ) =

X2 + q−12 (Y
2 + Z2) if k = 0
k−1
2 (Y
2 + Z2) + (q − k − 1)Y Z +X(Y + Z) if k odd
q−k−1
2 (Y
2 + Z2) + (k − 1)Y Z +X(Y + Z) if k even
(B5)
The next step is to find the largest eigenvalue
of the above matrix. For circulant matrices it is
known that the eigenvalues are given by
λm =
q−1∑
k=0
ske
− 2piimk
q , (B6)
where m = 0, 1, 2, . . . , q − 1. Since sk(T TT ) =
sq−k(T TT ), all the eigenvalues are real and we can
concentrate on the real part of the above equation.
λm =
q−1∑
k=0
sk cos
(
2pim
k
q
)
. (B7)
This form of the equation is still difficult though.
In order to sum the elements, we will use a simple
trigonometric identity
9cos
(
2pim
k
q
)
cos
(
2pim
1
2q
)
=
1
2
cos
(
2pim
2k − 1
2q
)
+
1
2
cos
(
2pim
2k + 1
2q
)
. (B8)
Combining Eq. (B5), (B7) and (B8) leads to
λm = X
2 +
q − 1
2
(Y 2 + Z2) + (q − 2)Y Z +X(Y + Z)
+
q−2∑
k=1
[
q − 2± 1
2
(Y 2 + Z2) + (q − 2∓ 1)Y Z + 2X(Y + Z)
]
·
cos
(
2pim2k+12q
)
2 cos
(
pimq
) , (B9)
where ± means + when k is odd and − when k
is even, vice versa for ∓. To eventually get rid off
the dependence on the parity of k we will need to
use one more trigonometric identity
cos
(
2pim
2k + 1
2q
)
cos
(
2pim
1
2q
)
=
1
2
cos
(
2pim
k
q
)
+
1
2
cos
(
2pim
k + 1
q
)
. (B10)
Applying it to Eq. (B9) give
λm = X
2 +
q − 1
2
(Y 2 + Z2) + (q − 2)Y Z +X(Y + Z)
+
(
q − 3
4
(Y 2 + Z2) +
q − 1
2
Y Z +X(Y + Z)
) cos(2pimq )
cos2
(
pimq
)
+
[
(q − 2)(Y 2 + Z2) + 2(q − 2)Y Z + 4X(Y + Z)] q−3∑
k=1
cos
(
2pimk+1q
)
4 cos2
(
pimq
) .
(B11)
The final sum can be calculated using
n−1∑
k=0
cos(2pik) = 1, (B12)
where n is odd. Finally, after simplifying all the
parts we get
λm =
1
c2q2
(
(2cin − (c(1)out + c(2)out))2+
(c
(1)
out − c(2)out)2 tan2
(
pi
m
q
))
.
(B13)
This form makes it easy to get the two largest
eigenvalues, which leads to the final form of Eq.
(20).
