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SUMMARY
Rapid developments in the search for means to provide detailed 
seabed mapping has led to the introduction of the Bathymetric Side 
Scan Profiling Sonar (BSSPS) System, %̂ hich uses a two-transducer
interferometer to map seabed features. Error in the resolved 
relative phase of the BSSPS system has crippled its application for 
resolving very detailed seabed features. This present %#ork is
concerned with the study, analysis and evaluation of the sources 
contributing to the system relative-phase error.
Most of the sources of noise contributing to the relative-phase 
error can be prevented or reduced by good instrumentation and careful 
design, except the glint and the newly introduced source of noise, 
sliding ladder (SL). These sources were found to be unavoidable and 
cannot be eliminated, being part of the backscattered signal. Glint 
is only influenced by the angle of incidence, y, transducer 
separation, d, and pulse duration r. Sliding ladder noise is
influenced by the grazing angle, ©, (angle of reception relative to 
the boresight), pnjlse duration, t , and transducer separation, d. 
Reducing r has the effect of slightly reducing the relative-phcuse 
error due to glint, but greatly increasing it due to SL.
Alternatively, reducing d has the effect of reducing the error due to 
both glint and SL, but it degrades the system resolving power. The 
choice of d and t is decided by the type of application and required 
resolution.
ITiis work also develops the design and implement at ion of the 
inverse tan method used to separate the relative-phause and envelope
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of the two received signals. The inverse tan method for resolving the 
relative phase (complex signal processor) is found to be simple, easy 
to implement, and accurate.
In order to study the contribution and effect of the individual 
sources of noise on the relative-phEise error, the BSSPS system was 
simulated. The designed computer model proved to be flexible, 
reliable and very useful. It was extensively used to test 
theoretical analysis as well as to achieve individual and collective 
glint amd SL effects. Also the system was employed to test the 
influence of some of the system parameters on the sources of noise.
Using the BSSPS simulated system we were able to provide some 
valuable guidelines for the sonar design and application concerning 
resolution, optimum mapped distance and an aipproach to reduce the 
relative-phase error (averaging). Applications of the present 
findings are not restricted to sonar systems, but would be just as 
useful to similar radar applications.
(iii)
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1.
CHAPTER 1 
INTRODUCTION AND LITERATURE SURVEY
1.1 General Introduction
Detailed mapping of the seabed has always been wanted since man 
conquered the sea, and has recently acquired great isnproveinent owing 
to the increasing utilisation of the submarine resources for military 
and civil purposes.
Most of the existing techniques for seabed surveying depend on 
the use of vertical echo sounders. The echo sounder is the most 
suitable and accurate system for the measurement of bottom depth 
information. It is only capable of providing depth information along 
the track traversed by the ship carrying the system, ie. 2D system. 
In order to survey a wide area, the ship has to travel along a series 
of parallel tracks, the normal spacing between tracdcs amounting to 
tens of metres. This echo sounder profiling system has several 
dravbacks smd limitations, and the following are some of them( ).
* Significant topographic and sediment structure variation can 
be missed in the area between the scanned sea bottom along 
the tracks.
* The uncertainty in the position of the surveying vessel will 
introduce inherent error in the true position of the track 
relative to the sea bottom.
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* Higher density contouring cam only be achieved by the use of 
closer spacing between tracks, %fhich, alternately, requires 
greater time and cost.
As a result of the above mentioned drawbacks, mamy attempts have been 
made in recent years to find an alternative technique for seabed 
mapping. One of the solutions preferred was the side scam sonair 
system. The historical background of the development of the side 
scan sonair system will be given in the next section. The side scam 
sonar system, aæ the name indicates, is that system used to provide 
Information about the seabed on one or two sides of the boat or towed 
fish, (Fig 1.1). (Note: The towed fish is normally used to provide 
the required system physical stability. ) The side scan system may be 
used to provide profile information (three dimension (3D)) for a 
swathe ramge many times greater them the bottom dep>th( ). The 
system is am active sonair system employing one transmitting and two 
receiving transducers. The two vertically separated receiving 
transducers are used to provide the range and direction information 
about the seabed features. The information is obtained from the 
phase-difference between the two received signals. The system 
transmits short pulses modulating a high frequency sinusoidal sound 
signal. The transmitter and two receivers have identical beam 
patterns of narrow êizimuth, in the order of one degree, and large 
elevation cmgle, normally less than 90®, with negligible sidelobes. 
The separation between the two receiving transducers is normally 
small, less than twenty wavelengths. In the present work this system 
will be called the "Bathymetric Side Scan Profiling Sonar (BSSPS)".
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As mentioned earlier, the seabed structural information is 
contained in the resolved phase-difference between the two received 
signals. This means that any error in the resolved phase-difference, 
due to noise, will be reflected in a reduction of the accuracy of the 
calculated bottom information. Results obtained from actual tests on 
a stationary system carried out by Bath University at Bristol Docks 
has indicated that the probability of phase-difference error is 
greater than would be expected from the glint effect alone.
The present work has studied the sources of error in the resolved 
phase-difference. Theoretical analysis of the causes is presented in 
Chapter Two. The BSSPS was also simulated to study the contribution 
of the main sources of error, as explained in Chapters Three auid Four. 
A hardware resolver unit was built, using different techniques from 
that employed by Edwards(*2), in order to test the phase error 
contribution due to phase resolving technic[ues and also to present a 
simple and accurate alternative means for resolving the 
relative-phase. (Note: Both "relative-phase" and "phase-difference" 
used in this text mean the phase between the two received signals in 
the BSSPS system. ) Tests carried out on the two phase resolving 
methods, the inverse tan (quadrature resolver) developed as part of 
the present work, and the zero crossing developed by Edwards( *% ), 
using actual recorded back-scattered signals has indicated very close 
results. This means that the resolving technique does not contribute 
much to the phase error. As a result, the present work has 
concentrated on that aspect where there is a lack of information - the 
statistics of the sonar system returns. Statistical study of the 
sonar returns has proved that the major factor causing the error in 
the resolved phase-difference, neglecting error due to multipath
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interference, surface and volume reverberations, shadowing and 
receiver noise, is not glint only but the collective effects of the 
glint and the newly introduced effect given the name "Sliding Ladder 
(SL)". Details showing the statistical analysis of the individual 
and collective effects of both glint and SL are given in Chapter Two. 
The probability of error caused by SL is due to the fact that the two 
receivers, being spatially separated, sample from two different 
backscattered wavefronts. Theoretical tests on the individual and 
collective effects indicate that the SL has a greater effect on the 
probability of phase error thsui the glint, especially at the angle of 
reception away from the receiving transducers boresight. In the 
boresight directon SL has zero effect and only glint noise will be 
present.
Part of the present work is to identify, smalyse and study the 
main sources of error affecting the accuracy of seabed mapping. To 
study the main sources of error and test their individual effects, 
the BSSPS system was simulated. The ccxnputer simulation of the BSSPS 
was acconplished using the Avon University Multics System. Special, 
efforts were made to ensure that the system simulation model was a 
close approximation to the actual system, using similar 
specifications to the actual system developed at Bath University^ ̂ 2 ), 
Phase error distributions obtained frcxn theoreticcil and simulation 
models were found to be very close. The similarity between the two 
distributions was tested using the chi-square test ëuid the results 
found to be greater than 99% similar.
Limited work has been done on certain methods to reduce the glint 
and SL effects. Two such methods were suggested and tested; the
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transmitted pulse shape and the averaging of the resolved 
phase-difference for a number of shots. Use of a cosine squared or 
truncated gaussian pulse shape, of equal half level duration and 
equal peak level to the rectangular pulse, is found to reduce the SL 
effect to greater than half, but it has little improvement on the 
glint effect. The averaging method is found to reduce both glint amd 
SL effects. The improvement in phase error due to averaging depends 
on the averaged number of shots, m. The greater the value of m the 
greater is the improvement. Fig 6.6.
1.1.1 Backscattered signal
The BSSPS system employs the backscattered signai from the seabed 
to generate 3D structurai details of the bottom. This meams that the 
system cam only be used to map rough bottoms. Smooth bottoms, 
relative to the tramsmitted signai frequency, will introduce 
negligible backscattered signal ( for incident amgles greater than 
zero), amd the system will not see it. Normal sedimentary seabed, 
however, is never too smooth for a high frequeny signal ( in the order 
of 300kHz), which meams that there is always some level of 
backscattered return with the level dependent on the type of 
sediment.
A backscattered signai received at a point close to the 
transmitter is normally due to three types of reverberation, volume, 
surface amd bottom. Contribution of each of the mentioned 
reverberations depends on several factors, as explained in section 




In order to achieve the aims of the pi^ent work mamy references to 
the underwater acoustics amd relative subjects had to be consulted. 
For example, to carry out the statistical amalysis of the sonair 
return it is required to go through all the literature which deals 
with the statistical distribution of the scattered field, scattering 
of sound at rough surfaces, reverberation amd ramdcxn process. 
Similairly, for the modelling of the side scam sonau: environment, 
several subjects are consulted, such am reverberation, statistics of 
the irregular surfaces and shadowing. Literature relating to side 
scan profiling sonar amd related system am well am system simulation 
aure also surveyed. Since the present reseaurch work covers several 
unrelated subjects, the literature survey of the different topics is 
going to be presented under separate headings in the following 
subsections.
1.2.1 Side scam profiling sonar
The first profiling sonau: system wam the echo-sounder. It wam 
used to provide depth information about the seabed for a naurrow strip 
underneath the ship. To map large areas the ship has to divide the 
aurea into several lines amd then obtaiin the contouring of one line at 
a time. This method is found to be time consuming amd not very 
accurate, due to difficulties in making the surveying ship move in 
exactly parallel lines. The swathe sounding wam introduced am a 
replacement of the echo sounder sonair. The first development in the 
direction of side scan profiling sonar was presented by Tucker in 
1960. The system uses a transducer arrangement which provides a
number of beams pointing sideways from the ship, am well am 
vertically. Fig 1.2. The echoes from these beams are all received by
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the same receiver, but will usually have different ranges and can 
therefore be distinguished on the recording chart, particularly if 
the beams are narrow compared with the angle between them. Narrow 
beams can be achieved by designing special transducers, or by using 
the multiplicative system described by Dunn( ). However, with this 
type of beam pattern there is no means of distinguishing port and 
starboard beams. This system was able to map lateral ranges of 
distance less than the sea bottom depth. One of the difficulties of 
this, otherwise simple, system is the method used to identify the 
different beams mentioned cbove. To overcome the difficulty of 
identifying returns from beams on both sides of the vertical. Tucker, 
196l( ) has introduced the first side looking sonar system by
tilting the multiple side-lobes echo sounder to point to one side of 
the ship. The port and steurboard beams will be identified by their 
intensity and time delay relative to the main beam. This method also 
proved to be impractical due to the difficulty of identifying the 
main beam return, especially if the side lobe returns are received 
with higher intensity than the main beam.
A more complex system was introduced by Glenn in 1970. It was 
considered as a major advance over the conventional echo-sounders as 
well as the previous multibeam sonars. This system was capable of 
collecting and processing up to sixty depths on both sides of the 
ship, depending on the survey accuracy required. The beam-forming 
networks generate separate outputs within a ninety degree ( ± 45 
degrees) fern of sound. These outputs are fed to an equal number of 
signal processors. The signal processors work to recognise the beam 
amd time the seaüsed returns. The recorded multiple depths delineate 
a wide strip of oceaui bottom perpendicular to the ship track.
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This system hau3 the capability of deep ocean surveying, %diere a 
typical sector of ±45 degrees gives a few miles swath about the track. 
But it will not be practical on the continental shelves, where 
sectors of ±45 degrees will only give a swathe width of tens of 
metres. Therefore, an alternative method capable of surveying a 
swathe of range equal to several times that of the bottom depth was 
required. As a result, the Bathymetric side scan sonar was 
introduced by Belderson in 1972. A comprehensive literature 
outlining the development amd applications of the side scan sonair 
system can be found in a vamt number of published papers, such as 
Belderson( ̂  ), McKinney^ ), Wemer( ), Bryand( ) amd 
Denbigh(33-3® ).
The first practical side scam profiling sonar wam introduced by 
Stubbs in 1974, and was called the "Telesounder". The system uses two 
receiving tramsducers, one on top of the other. The telesounder 
system is based upon a multiple beaun side scam sonar which is not 
actually generated by separate tramsducers, but by the interference 
between the two receiving tramsducers, in a similar mauiner to the 
Lloyd Fringes.
Display techniques
The side scan profiling sonar systems are used to provide depth 
and direction information of seabed features to one side of the 
track, amd to derive a quamtitative three-dimensional picture of the 
bottom topography along the track. Also, information about features 
on both sides of the track cam simultaneously be recorded using dual 
tramsducer aurramgements - one on each side of the towed fish. The 
towed fish is designed to provide stability to the sonar system.
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Phase fringes were first used to display seabed topographic features 
by Stubbs in 1974. The idea was initiated from the Lloyds Mirror 
effect, which was observed to modulate the topographic seabed 
pictures by alternate light and dark bands during calm %#eather. The 
bands, or phaise fringes, are substantially parallel to the track when 
the seabed is flat and they fluctuate in sympathy with the 
topographic features of the seabed. Raines, 1963, has indicated that 
the bands are caused by interference between the directly received 
backscattered sound and the second reflection by the sea surface 
acting as a mirror. Similarly, Chesterman, 1967, and Heaton, 1971, 
have shown that the depth profile may be extracted from the fringes on 
the sonograph caused by the Lloyd Mirror effects.
The seabed profiling display method introduced by Stubbs, being 
developed from the Lloyds Mirror interference, was presented by 
contour lines fluctuating in sympathy with the bottom structure, with 
no information about the sea bed structure in between the lines. The 
number of lines in the mapped band depends on the receiving 
transducers separation and tramsmitted signal wavelength. In this 
method the fringe ambiguity is resolved by identifying the boresight 
fringe, being the darkest one. This fringe identification technique 
is not reliable, as mentioned earlier.
Graham, 1974, introduced a land profiling system using synthetic 
aperture radar. The synthetic aperture technique is used to produce 
a topographic map of the terrain, and the interference between the 
two receivers was used, in the same way as Stubbs, to identify the 
topographic structure of the mapped area of the ground. Graham was 
able to generate land images with contouring lines. The fine
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resolution image of the terrain is provided by the synthetic aperture 
radar technique and contouring is made possible by the two receivers' 
interferometric action. Graham used the same method suggested by 
Stubbs for fringe identification.
The system developed at Bath University (Edwards) works on the 
saune principle presented by Stubbs and Graham of interference between 
time delayed signals representing the same scattering region. The 
received signal amplitude, au3sumed to be equal in both receivers, amd 
the resolved phase can be used to provide all the information about 
the seabed structure. Along the track contouring can be represented 
by the phase-difference fringes, due to the 360 degrees phame 
ambiguity. Also, the resolved phaise difference trace, when plotted 
against time or range, will present information about the bottom 
features along the swathe, ie. provide feature information between 
the contouring lines along the track. As a result, an error in the 
resolved phase difference will have great effect on the mapping 
resolution. To obtain accurate amd detailed mapping of the sea bed 
features the phaise difference has to be resolved accurately.
Edwards, 1980, had used the zero crossing technic[ue to resolve 
phase-difference. The resolved phase difference obtained from a test 
on the recorded data of a static test on the Bristol docks wall using 
the zero crossing resolver, was found to contain unwanted noise. One 
of the sources of error in the resolved phase-difference is due to the 
angle noise (glint)(®5). Extensive work has been done on the glint 
effects in radar and sonar(35'103'10*).
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As part of the present work, the backscattered signal is 
statistically analysed and the result of that analysis has indicated 
that the major factors causing the phase difference error are the 
glint and another cause given the name "Sliding Ladder". The Sliding 
Ladder (SL) error is due to the fact that the two receivers are 
sampling frcan two successive wavefronts, assuming that the two 
wavefronts are generated from semi-overlapping scattering regions.
As part of the present work of signal processing, a technique was 
introduced to resolve the relative-phase "the inverse tan or 
queidrature method". The inverse tarn resolver unit was built as part 
of the present investigation into the factors causing the 
phase-difference error. The same approach wcis used to resolve the 
relative-phase of the actual as well as the simulated data.
1.2.2 Scattering theory of sound signal
The scattering of signals from rough surfaces has recently 
received increasing attention, due to the growing application of 
electrcanagnetic and sound short wave signals. Most of the open 
literature written about the reverberation and scattering of sound 
and electrcanagnetic waves frcxn rough surfaces is deeply involved in 
complicated mathematical analysis, which is described by Leonard 
"Marvellously Ccanplex". Looking at the problem from an engineering 
point of view, only the practical side of the subject will be dealt 
with, and special attention is given to the literature related to the 
present work. The aim is to justify the approximations used in the 
model simulating the environment.
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Periodically corrugated surface
The first attempt to explain the scattering sound wave at rough 
surfaces was by assuming the surface to be of periodical roughness, 
Rayleigh, 1945. Since then, several attenpts have been made to 
simplify the conplex mathematical analysis, such as March 1963, 
Beckmann 1963 and Urisky 1963.
Measurements of the backscattering of sound
The importance of the backscattering of the sound from the sea 
bottom has two practical sides, depending on the type of application. 
For target detection and communicaton systems, the backscattered 
signcLl is considered els an unwanted noise (clutter), which could mask 
the target or fade the signal. The second application is when the 
backscattered sound is considered sis the wsuited signal, in such 
applications as bottom imaging cuid mapping. Urick hcLS published
extensive work on the subject^ 110”H 2  ) ̂
McKinney 1964 presented a ccaiprehensive result about the 
dependence of the backscattered signal level on incident angle, 
incident signal frequency and bottcan type of material. Some of 
McKinney's findings are:
* Backscattering wais found to increcLse with the grazing angle 
according to the sin or sin^ of the amgle, depending on the 
type of sediment, for the incident single range from about 4 
to about 70 degrees (diffusing range, see Fig 6.6).
* Scattering is initiated from effective scattering centres of 
dimensions comparable to the incident signal, wavelength.
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* As the bottom roughness increeises, the scattering level 
dependence on the incident angle approximates Lambert's law 
of scattering.
1.2.3 Reve rberation
Sea reverberation is defined by 01-Sheviskii(*1) as the process 
describing the time variation of the total scattered sound field 
observed at the point of reception following the transmission of the 
sound signal.
Reverberation %ras investigated by Suharevsky(). He hsLS 
permitted the reverberation process to be regarded, to scane 
approximation, as the sum of a large number of elementary scattered 
signals.
Reverberation in the sea includes the contribution of several 
irregularities such as:
Air bubbles
Fish and other marine creatures
Floating solid particles in the volume or on the sea surface 
Roughness of the sea surface 
Roughness of the sea bottom
Irregularities in the sea volume due to thermal effects
The contribution of each of the above-mentioned irregularities to the 
total received reverberation depends on several factors, such as 
incident angle, beam shape, pulse width and the most important factor 
which is the signal frequency. The individual contribution of each
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of the above irregularities wslb discussed by several authors(113'*9). 
Indications were given that, for a transmitted pulse of short 
duration, the volume reverberation contribution to the received 
signal can be neglected.
01-sheviskii() considered the bottom reverberation to be like 
any quaisi-harmonic, stochastic function, and was permitted to express 
it in the form:
B(t) = a(t) cos(Wct + 4>(t) 
where a(t) and 4>(t) are slowly varying envelope and phause functions 
of time and is the transmitted signal carrier frequency.
Cooper 1972 represented the radar backscattered signal from the 
ground, by the sum of angular distributions of plane waves with 
frequency equal to the transmitted signal. Neglecting the beam 
pattern, the backscattered signal can simply be given by:
s(t) • £ a„. cos(Wct + 4>n)
n
where
aŷ  Rayleigh distributed random amplitude of the nth point 
scattersr in the instantsmeously illuminated region
Uniformly distributed random phase of the nth scatter
Denbigh 1979 represented the scattering region by a one—dimensional 
array of sources ( scatterers ), %^ere each scatterer in the array was 
considered to introduce Rayleigh distributed random amplitude and 
uniformly distributed randcxn phase.
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The bottom scattering region model used by Denbigh is considered 
in the present work for the BSSPS simulation system.
1.2 4 Side scan sonar system simulation
The literature survey shows that a considerable amount of work 
has been done on the development of meaningful computer models of 
radar systems and on the environment in which they operate. These 
models have contributed greatly to the planning and design of the 
proposed systems.
A great deal of the modem raidar system simulation and 
environmental modelling contributions are related to Mitchell®^®^ ), 
He has dealt with Eümost all cuspects required in radeur system 
simulation^ ®® ). Work was also presented by Cram( ̂ 2 ) on the 
evaluation of radars using computer programs. The programs %fere 
designed to enable the performance of a number of multi-function 
radars to be evaluated cuid compared.
Tickle, 1977, designed a computer simulation of a complete radar 
defence system, with an overcill cost of less than that of a single 
cd.rcraft engagement involving teurget destruction. He employed a 
modular method of construction, by dividing the system into several 
unit functions where each unit can be tested separately. He also 
adapted a method to employ interfaces corresponding to the real 
system.
Simulation of sonar systems is negligible %dien compared with the 
work done on radar system simulation. The reason may be attributed to 
the fact that sonar systems are normally much simpler than radars aind
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cêui easily be made in the laboratory operated scale model( ̂ 3 ),
The first published work on computer simulation of side scan 
sonar systems was presented by Denbigh( ). The system was designed 
for high frequency side scan sonar to study the angle noise (glint ) 
effect on the accuracy of a seabed profiling sonar system. The 
environment model, which is the most important part in the system, 
was represented by a one-dimensional curray simulating the scattering 
region. All other contributors to the environment, like volume and 
surface reverberation, were not considered. The single dimensional 
array representing the instantaneously illuminated region was assumed 
to consist of an odd number of uniformly distributed equally spaced 
scatterers. Each scatterer introduces a Rayleigh distributed rcuidom 
amplitude amd uniformly distributed random phcLse to the incident 
signcLl. Denbigh has confirmed that the actual seabed irregularity 
might fall within the simulated model category. He aiso concluded 
that a good depth accuracy is related to the range resolution, and for 
high accuracy of depth measurement the pulse length should be kept as 
short gls possible. Other factors affecting the accuracy of the slant 
range or resolution are the multipath interference, transducers' 
dissimilarity and glint(35). Th@ multi-path interference can largely 
be eliminated by the use of side baffles (declination), and the 
tramsducers dissimilcurity is avoided by careful design and 
construction. As a result the major limitaton to the accuracy is 
glint. The system simulation of the side scan sonar in the present 
work is based on the same assumptions presented by Denbigh. The 
simulated system is made flexible to test the effect of al.1 the 
variable parameters on the resolved phase difference, and also 
enables the test of the individual and collective effects of the
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glint and SL. The receiver is assumed to ccxipensate for the two way 
attenuation and to introduce no noise to the signal.
1 8 .
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THEORY OF SEABED BACKSCATTERED SIGâ AL
2.1 Introduction
The Bathymetric Side Scan Profiling Sonar System (BSSPS) is based 
on the acoustic interferometer, where two vertically displaced 
identical transducers are simultaneously receiving the seabed 
backscattered return. The system is used to provide range and 
direction information about the scanned seabed structure for a side 
swathe. It provides slant rcinge and direction for the
instamtaneously illuminated region on the swathe. These items of 
information are contained in the resolved phase difference. The 
BSSPS is an active system, which means that the received 
backscattered return is due to the incident energy transmitted by the 
system. The transmitted signal is either achieved by introducing an 
additional transducer to function as a trauismitter only, or one of 
the two receiving transducers is used for transmit-receive 
application. The platform carrying the transducers may be tilted to 
make a declination angle a with the vertical, ie. the line connecting 
the transducers makes an angle a with the vertical, as shown in Pig 
2.15.
The transmitting amd receiving transducers are assumed to be 
designed for high frequency application, having rectangular 
cross-section beam shcipe, ie. no side lobes and all the instanta­
neously illuminated scatterers are receiving an equal level signal. 
The beam shape has a narrow beam width (azimuth single), less than 2 
degrees, and wide elevation angle. The elevation angle amd direction 
of the beam may be chosen to minimise surface reverberation and
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specular reflection. The side scan sonar system has received great 
attention in the past(105,lll), and research work on this system is 
still in progress at Bath and Birmingham Universities.
The aim of the present work is to assist the signal processing 
part of the Bath University research project on the side scan 
profiling sonar system. It is meant to identify the main causes of 
error in the resolved phsise difference and to obtain a statistical 
method of analysing these causes. Several sources of noise could 
introduce error to the resolved phase difference, see section 2.4, 
but the analysis will be confined to the consideration of glint and 
Sliding Ladder (SL) noise. These two sources of noise are part of the 
backscattered signal employed for the identification of the seabed 
structure. They are singled out for analysis because of their great 
effect on the resolved phase-difference error, and not enough 
ansLlysis has been done on their causes and effects. Glint effects 
have been analysed by Denbigh(), using the signal angular spectral 
density function introduced by Cooper^ 20 ) ̂ in the present research 
work, the glint and SL effects are analysed individually and collec­
tively using a statistical method. The correlation coefficient, 
being the only variable in the probability density function of the 
phase difference error as given in eqn (27), is taken as a parameter 
for the effectiveness of each of the sources of noise on the phase 
difference error. It is found that when the receiving transducers 
are separated by a distance greater than five signal wavelengths, the 
SL noise is the dominant factor in the total effect.
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2.2 Theory of Reverberation
2.2.1 Introduction
In any sonar system the wanted signal will always be contaminated 
with noise. The unwanted noise can be due to breaking waves, sound 
produced by marine organisms, forming or collapsing of air bubbles 
around the body of the towed-fish or ship sonar system, or motors of 
ships. All these sources do contribute some noise to the wanted 
signal, and to avoid main-made noise and any others - like sea waves 
and sea creatures which normally give low frequency sounds - the new 
generation of sonar systems use high frec[uency signals, in the order 
of 300kHz.
Echo-ranging, or Bathymetric systems, e3q>erience additional 
sources of noise caused by the movement of the transmitted pulse into 
the volume of the sea water or sweeping along the sea surface and 
bottom. This noise is called reverberation.
Reverberation is defined by 01shevskii( ) as the result of 
adding together at the reception point the elementary scattered waves 
which arrive simultaneously at the receiver. When a sound energy 
pulse is transmitted into the body of the sea water some of its energy 
returns to the receiving transducers. This backscattered energy is 
caused by the water irregularities, boundaries and floating particles 
in the volume of the water. Reverberation is always the result of the 
sum of a large number of very weak echoes arising frcan small bodies or 
irregularities in the path of the sweeping sound energy pulse. These 
tiny targets are called "scatterers" - they may be air bubbles, 
suspended solid particles or irregularities in the sea surface and 
bottom.
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2.2.2 Properties of Reverberation
The scatterers producing reverberation are assumed to be 
identical auid uniformly distributed throughout the volume of the sea. 
Ihe reverberation from a short pulse of energy in the sea is inversely 
proportional to the square of the range to the scatterers producing 
it, that is, neglecting the possibility of sound energy being 
absorbed by the scatterers. The result is a continuous smooth curve 






The smooth dotted curve in Fig 2.1 is not a true representation of 
the volume reverberation, since there is a fluctuation of the 
reverberation intensity about its average value, which is the dotted 
curve in Fig 2.1. This fluctuation is associated with the phenomenon 
of interference which arises because of the wave-like character of 
sound. For example, the reverberation from n similar scatterers 
which are illuminated by the ping does not usually have n times the 
intensity of one scatterer. At a particular instant of time the 
reverberation intensity from the n scatterers may interfere destruc­
tively at the receiver to produce zero intensity, or they may combine 
constructively and the result is a level of n times the intensity of a 
single scatterer^ ).
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Similar discussions can be carried out to show the effect of 
interference due to surface and bottom reverberation.
The theoretical formulation of reverberation intensity can be 
obtained, based on the following principal assumptionsf?!'*^):
( a ) Reverberation is sound scattered by irregularities and scatterers 
in the sea volume, surface or bottom.
(b) Scattering from a point scatterer begins the instant sound energy 
arrives at the scatterer and ceases at the instant the energy 
stops arriving.
(c) Secondary scattering csm be neglected, ie. only sound scattering 
the first time will be considered.
(d) The intensity of backscattered sound from a small volume AV is 
directly proportional to the following quantities:
* the small volume element AV
* the intensity of the incident sound
* the backscattering coefficient, m, which depends on the
properties of the water in the neighbourhood of AV
(e) The average reverberation intensity, which is a function of the 
time elapsed since the emission of the ping,is the sum of the 
average intensities received from all the illuminated individual 
scatterers in the ocean. This assumption is expressed 
mathematically as g(t).AV at time t seconds after the 
transmission of the ping.
The average reverberation intensity received frcan the illuminated 
volume of the sea water, which is the shell occupied by the ping 
duration, is given by:
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1 M
G(t) - - E Gi(t) . . .  (2.1)
” i-1
where:
Gi(t) » the reverberation intensity of the ith ping measured at 
time t after the transmission of the ping
M * number of pings used on average
The number of pings used for the average M should be large enough to 
smooth out the interference fluctuation. 5 to 12 are found to be 
practical values ( ).
Ping Length
The ping length may be defined as the thickness of the shell which 
contains all the scatterers contributing to the reverberation at one 
time. It has been calculated by several authorsf*^'?!) to be cr/2, 
where c is the speed of sound in water and t the pulse duration. To 
find the ping length we have adapted the following siirple analysis.
As shown in Pig 2.2a, the transmitted pulse will travel into the 
volume of water bounded by two concentric spherical surfaces with 
centre at the transmitter and radii Rjj and R^, and the spherical shell 
between the two surfaces is of thickness given by Rjj - Rt = cr. Not 
all the scatterers within the shell contribute to the reverberation - 
only those which generate signals which arrive at the receiver in the 
same instant of time. To calculate shell thickness which contributes 
to the reverberation, assume that the leading edge of the transmitted 
pulse reaches a scatterer at range R^ and arrives back at the receiver 
in time to, while the trailing edge takes the same time to to travel
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from the transmitter to a scatterer at range R2 and back to the 
source, arriving at the same time as the leading edge. Assume that 
timing starts frcwi the instant the midpulse point leaves the 
transmitter into the water, since the trailing edge leaves the 
transmitter at a time r later than the leading edge:
r where t̂ , t£ = time taken by the sound to travel
* 2 2Ri and 2R2 respectively (see Fig 2.2)
2Ri 2R2
tl - —  - t; . —
2Ri 2R2
ti - t? = T =   - ---^ C C
2X
Therefore, r = —c
where X = (Ri - Rg) is the ping length
CT
2
2.2.3 Theory of bottom reverberation
The surface and volume reverberation are not analysed einy further 
in this thesis. They are assumed to have negligible effects on the 
BSSPS system. Refer to (49,112) for further advanced analysis of 
volume and surface reverberation. As for the bottcan reverberation, 
this is now analysed in such a way as to emphasise points which will 
be valuable for further analysis.
Particle size in the sea bottcan sediment is taken aus the means of 
classifying bottom roughness^ , Tests in model tanks with smooth 
bottcxns relative to the employed wavelength have indicated little 
b a c k s c a t t e r i n g ^ )̂  since the roughness of the sea bottom depends
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upon the wavelength of the incident wave. For example, a bottcan that 
appears to be smooth for some low frequency signal may not appear to 
be as smooth if the transmitted signal frequency is increased.
Although Marsh theoryfllZ'?^) is developed for the sea surface, 
it is still applicable to sea bottom reverberation statistical 
analysis. This theory deduced that the reverberation wave spectrum 
depends on the incident signal frequency, the incident angle and the 
wind speed. The wind speed is only effective with surface
reverberation. The Marsh formula applied to the scattering strength 
of a sinusoidal corrugated bottom, no energy being lost to the solid 
below, is given by:
= 10 log
cos*y
TTSiny . A2(kt>) . . . (2.3)
where
Sg = the backscattering strength
y = the incident angle
A(kij) = the amplitude of the bottom irregularities
A2(kb) = the bottom roughness power spectral density
kg = the incident signal wave number
kb = the bottom contour wave number
ka * 2TT/Â, kb = 2TT/Xb
Aa, \b * signal and bottcxn roughness wavelength
If the Xb is chosen such that the scattering frcxn points A and C
are in phase, see Fig 2.3, for a large number of the scatterers within
the illuminated range, then the backscattered intensity will be high, 






2siny . . . (2.4)
If the sea bottom model is as shown in Pig 2.3 throughout the 
illuminated region, then the reverberation is maximum because all the 
scatterers are in the constructive position. This is a very rare 
possibility due to the fact that scatterers in a true seabed have 
random cunplitude and are distributed randomly along the surface of 
the seabed. Therefore, the reverberation intensity from the true sea 
bed will fluctuate about an average value in the same way ais for the 
case of volume reverberation shown in Fig 2.1. The relation between 
the signal wavelength and the scatterers separation is given by eqn 
2.4 for maximum apparent roughness at a given angle of incidence.
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2.3 Seabed Backscattered Signal Analysis
2.3.1 Introduction
Consider a single-frequency transmitted pulse. The instanta­
neously insonified area of the seabed is assumed to have a large 
number of scattering particles. Each of these particles returns part 
of the incident energy back into the sea volume. The backscattered 
energy from each particle will have the same frequency as the 
incident signal, but with independent phase suid amplitude. The 
received sample frcxn the backscattered energy is equal to the sum of 
the backscattered energy from all the instantemeously illuminated 
scatterers. In other words, the amplitude and phase information of 
each of the backscattered sinewaves may be represented by a vector of 
length equal to the amplitude, and direction equal to the phase. The 
phaise and amplitude of the individual scatterers are assumed to be 
independent randcwn variables; therefore the received signal is 
represented by the vector sum of all the returns from the individual 
scatterers(24). Fig 2.4 gives a simple example, where only five 
scatterers are assumed to be instantaneously illuminated by the
trsmsmitted pulse. Each vector is representing the backscattered 
energy frcan one particle on the insonified region of the seabed. The 
sample function is expressed mathematically in the form
N
s( t ) = E a(i) cos( u>ct + *(i)) . . .( 2 .5 )
i-1
which could be expressed as
s(t) = A cos(coQt + v̂) . . .  (2.6)
where A and vp aure statistically independent slowly vsirying randean






2.3.2 Amplitude and phase probability distribution
In this subsection we shall attempt to show that for a narrowbcind 
signal the envelope amd phase are of Rayleigh amd uniform distribu­
tions respectively.
Eqn (2.5) can be expressed in the following form: 
s(t) = X coswct - Y sinwct 
where
X = E a( i ) cos(t>( i )
= A cosvp 




X amd Y are the sum of Gaussian random variables and hence are Gaussian 
reindcan variables. Therefore, their means are zero.
E{X) - O
E(Y) = 0  . . .  (2.9)
31.
Variances
E{x2) - E{y2) « q2 . . .  (2 .10)
and covariance is zero because they are independent
E{XY) « 0 . . .  (2.11)
The joint probability density of X and Y is given as follows - for 
more detail see Appendix A.
P(x,y) = 2naÎ exp
+ y2 
20^ . . . (2.12)
And the joint probaüDility density function of phase and envelope 
random variables can be obtained by the transformation of variables 
from X & Y to A & Vi/ using eqn (2.8). The Jacobian of transformation 
is given by 
|J| = A
P(A,V) 2TTCT" e)q) 2â . . . (2.13)
The individual probability density function of the envelope and phase 
are obtained by integrating eqn (2.13) over A and over vp respectively 
and the results are;
P(A) exp
a2
for A > 0 
otherwise
. . . (2.14)
P(vp) = —  for O < vp < 2tt
otherwise
. . . (2.15)
Therefore, eqn (2.14) and (2.15) show that the amplitude and phase of 
the narrowband signals are of Rayleigh and uniform distributions.
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2.3.3 Joint probability densities of two receiving channels
In the previous section the joint probability density of a single 
receiver has been explained. As a result, the phase and amplitude of 
a narrowband signal are found to be uniform and Rayleigh distributed 
random variables respectively. This section is dedicated to the 
joint probability between the in-phase and quadrature ccxnponents of 
the two received signals. This ancQysis will lead finally to the 
formulation of the probability density function of the phase 
difference between the two received signals.
The output responses of the two narrowband received signals can 
be presented in the following form;
S2(t) = ai(t) cos(Wct + 4>i(t))
S2(t) * a2(t) COS((i>ct + *2(t)) • • • (2.16)
The two signals given in eqn ( 2. l£>) are analysed aus for the single 
receiver (section 2.3.2) to obtain the in-phase and quadrature 
components ;
N
Xi = E &i(i) cos(4>i(i)) 
i=l
N
Yl = E ai(i) sin(4>i(i))
i=l
. . . (2.17)
N
%2 = E &2(i) cos(<t>2(i))
i=i
N
Y2 = E &2(i) sin(*2(i))
i-=l
The joint probability density function of X^, Y%, X2 and Y2 is given
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by Davenport^ ).
P(X2 ,Yi,X2/Y2 ) -= 4^2 |m|0.5 GXp 2(M 0.5 a2(Xi2+Yi2+X22+Y22)
- 2P(XiX2 + YlYz) - 2n(XiY2 - Y1X2 ) ] . . . (2.18)
Where,
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For the Bathymetric side scan sonar system, where the in-phase and 
quadrature ccxnponents for the two channels are considered to be 
Gaussian.
Therefore, the meam
E{XiYi) = E{X2Y2) - 0
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Variance « E{XiZ) « E[Yi^) - EfX^Z} - E{Y22) . . . (2.20)
and covariances
p - E(XiX2) - E{YiY2) Xi and Y2 are independent
T) - E{XiY2> - E{X2Yi) - 0 X2 and Yi
i = E(XiYi) » E(X2Y2) = 0 again because X^ and Y^ are
independent
Substituting the cüxîve covariamce values in the matrix M:
|M| = [cr̂  - p2]2
and the matrix cofactors
Mil = a2 = 0-2( 0̂ 4 ~ P2 )
^ 2 - 0
Mi3 = -plMI®*^ * -p(C* - p2 )
Ml4 = 0 . . .  (2.21)
Substituting these values in eqn (2.10):
P(xi,yi,X2,y2 ) = 4^-2^4— eap
a2(xf+Yi+x|+Yi) - 2p(XiX2+YiY2 ) 
2(p4 - p^)
. . . (2 .22)
The next step in the process to obtain the probability density 
function of the phase difference is to transform the variables from 
Xi,Yi,X2 and Y2 to ai,4>i,a2 and 02*
The Jacobian of transformation is ; 
IJI = ai a2 
Therefore,
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P ( a i , 4 > i / a 2 , 4 > 2  )  “  I j |  •  P ( X l , Y l , % 2 ' Y 2 )  
and, after simplification.
ai a2
p(ai,$i,a2,$2 ) = 4„2(j,4 _ p2 ) e*p
Where <t>D *= 4>2 -
c2(ai2 +a2^) - p(aia2Cos4>D) 
(a^ - p^)
. . . (2.23)
The joint probability density function of <t>i and <t>2 can be obtained by 
integrating eqn (2.19) with respect to a^ and a2 .
00 00
4Tr2(â  - p^ )
■ g2(ai2 +&22)-2p(aia^cosOD)
exp 2(ct̂  - p2 ) da%da2
0 0
. . . (2.24)
The solution for the double integration, eqn (2.24), is obtained by 
De(venport( ®8) ̂ and the result, simplified to the present work 
application, is given in eqn (2.25).
1 - r2
P(4>1/4>2) “ 4tt2( l-r^cos&Oo)
rcos4>D(Tr - cos l(rcos*D)) 
 ̂^ (1 - r&cos2$g)0 'S
. . . (2.25)
where
r = ^  (correlation coefficient) . . . (2.26)
The relation between r and the relative distribution is shown in Fig 
2.5.
The solution for the double integral, eqn (2.24), presented by 
Coopéré 21 ) is different frcan the Devenport( ) solution by a factor
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of 2tt. The Cooper solution after simplification is given by:
1 - r% rcos(t>D (tt/2 + sin“  ̂(rcosOp))
 ̂^ (1 - r2coS*$D)b'5
. . . (2.27)
P( <t>l.4>2 ) *= 2tt( l-r2cos2*D)
The solution presented in eqn (2.27) is normalised such that the area 
under the probability density distribution curve is unity. The same 
solution was employed for all the present calculations.
2.4 The Glint and Sliding Ladder Effects in the BSSPS System
This section is devoted to the study of the causes of the glint 
and SL effects, %^at they are and how they affect the resolved phase 
difference.
The glint is defined by Skolnik( ) as the apparent wander of 
the source (scattering region) back and forth about the physical 
centre of the source. This wander of the apparent target or 
scattering region with respect to the centre of gravity of the 
distribution of the scattering area is called angle noise or glint. 
In the case of a single receiver system the apparent fluctuation of 
the target position is caused by the instantaneous change in the 
target gecxnetry or, in other words, change of incident angle on the 
extended target as a result of the chcuige in its geometry. In the 
case of BSSPS, where two receivers are used to obtain interference 
between the two received signals, the two receivers will have 
different incident angles, and y£/ see Fig 2.6, relative to the 
scattering region, amd as a result glint will have some effect on the 
resolved phase difference. The glint effect in this case is due to
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sainpling from the same wavefront at two separate points - see Pig 2.6, 
Tig and T2g. For examnple, if the scattering region has single 
scatterers then the wavefront will be a smooth circle and the phaise 
difference error due to glint will be zero. Similarly, if the 
distance between the two receivers is reduced to zero then the two 
receivers will be sampling frcxn the same wavefront at the same point 
amd again the result is zero phaise difference error. Therefore, the 
phase difference error due to glint only depends on the three 
parameters: incident amgle y, ping length or scattering region
length, and receiver separation d. Glint effect is explained with 
some theoretical detail in Section 2.5.
Sliding ladder (SL) effect (noise) is due to the non-coherence 
between the two received signals. The effect may be e3q>lai.ned as 
follows. Assuming a single receiver, then the instantaneous back- 
scattered signal at the receiver observed at time t and at a short 
time later t + At. These will not be the same, but will have scxne 
spatial relationship with each other, if At is very small. The term 
non—coherence can be used for showing how different the two received 
signals are and coherence for showing how similar they are. The 
measure of coherence is given by the correlation function between the 
two signals and is given by:
Fii(At) = [Si(t)][Si(t + At)] (bar means average)
This is equivalent to having two receivers on the same line of 
reception relative to the scattering region, with time separation 
equal to At, see Fig 2.7. Therefore, the SL effect on the resolved 
phase difference can be defined as the probability of error on the 
phase difference due to the non—coherence between the signals
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received by the two assumed receivers. If the time delay between the 
two receivers is large such that the reverberation at receiving 
transducer is due to scattering from a region independent from 
that contributing to reverberation at T2, then this case is shown in 
Pig 2.7a, where scattering region A contributes to reverberation at 
Ti and region B contributes to reverberation at T2 . Regions A and B 
are independent and have no ccmmon scattering region. As a result, 
the correlation function will be zero and the SL effect will be 
maximum. The SL effect will become less as the common region B, Fig 
2.7b, between the two scattering regions gets larger relative to the 
uncorrelated region A or B. The SL will have no effect on the 
resolved phase difference when the two scattering regions are in 
total overlap and the correlation function reaches the maximum value. 
Fig 2.7c.
The resolved phase difference error in the BSSPS system is due to 
the contribution of the two sources of noise, the glint and the SL 
effects. Although these factors cure inseparable in the physicaJ. 
system, they sure emalysed independently for the sake of understanding 
the cause and effectiveness of each. In order to represent their 
actual contributions to the system noise, they cure extracted from the 
one dimensional system structure shown in Fig 2.6. Pig 2.6a shows an 
exaggerated geometry of the BSSPS system. The receivers T^ and T2 are 
transformed to four vertical images. T%g and T2g represent the case 
v^ere only glint will be effective and neither SL nor the 
interferometric effects will be present when the receiver's frame is 
normal to the direction of the scattering region. T%g and T2s 
represent the case where only the SL and interferometric effects will 
be present, since T^g and T2g are in line with the scattering region.
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At any instant of time the receivers and T2 axe sampling two 
different wavefronts, and W2, except when the scattering region is 
in the direction of the boresight. The wavefronts and a>2 are 
different because they are formed by the two semioverlapped 
scattering regions and L3, see Fig 2.6b. (For the wavefront
formation refer to Denbigh^ ).
The system resolved phaee difference contains error due to glint
emd SL effects because the two receivers are sampling from separated
wavefronts at different angles of reception relative to the 
scattering regions.




4>d is the system resolved phase difference at any instant of 
time
4>i is the ideal interferometer phase delay, ie. no noise 
included
4>i » 2TT.d sine 0 : mean grazing angle
4>g and : the random phase error due to glint and SL effects
respectively
The phase difference error due to glint only is obtained from the 
phase difference between T2g and T^g. This is because T^g and T2g are 
at equal distances from the scattering region and they will be 
sampling from the same wavefront, but at different singles of
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reception. The distance between the assumed receivers is variable 
and given by:
dg = d cos© . . . (2.29)
where
0 = the average grazing angle, see Fig 2.9
d * system transducer separation
The glint noise calculated by this arrangement is equal to its true 
contribution to the BSSPS system.
Similarly, the phase difference between the assumed receivers,
T2s afid Tig is equal to the noise free interferometer delay plus the 
phase error contribution due to the SL noise. The phase difference 
can only have an error due to SL noise since the receivers have the 
same angle of reception but are sampling from the time separated
wavefronts, and W2 . The phase difference error due to SL noise
only is obtained by subtracing the interferometer phase delay from 
the resolved phase difference between T2s and Tig. Therefore, 4>g at 
any instant of time is given by:
2md sin© 2n.ds
4>s “ 4>d ~  ̂ ^ • * • (2.30)
The value of 4>g will depend on the separation between the sampled 
wavefronts, dS, because the greater the value of dS the greater are 
the uncorrelated regions A and C explained in Fig 2.6.
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2.5 Angle Noise (Glint) Contribution to the Probability of Error in 
the Resolved Phase-Difference
2.5.1 Introduction
Glint or scintillation is defined as the fluctuation of the 
apparent scattering source or target about its true position^ ). 
The scintillation of the complex extended target or the scattering 
area, in the case of mapping, is caused by the change in target
geometry relative to the receiver. Theoretically the received 
bacJcscattered signal is equal to the vector sum of all the echo
signals from the instantaneously illuminated scatterers. The 
resultant vector will have a certain angle and amplitude, v^en the 
same backseattered signal is now received by two identical receivers. 
The receivers are cissumed to be at the same range from the midpoint of 
the illuminated region, and separated by a distance, d, ie. the
boresight of the two receivers passes through the midpoint of the 
scattering region, see Pig 2.6. Because the geometry of the
scattering region is seen differently when viewed by the individual 
receivers, the systematic delay of each scatterer will be different 
for each of the two receivers. Therefore, the vector sum will be 
different for each receiver, and, as a result, the phase difference 
between the two signals will not be zero. The change in the amplitude 
and phase of the two resultant vectors is not caused by the random 
phase and amplitude of the individual scatterers because the same 
scattering region is assumed to contribute to both receivers, but by 
the change in the geometry, ie. the change in systematic delay of the 
individual scatterers in the region relative to each receiver, see 
Pig 2.9. Being a statistical problem, the glint effect is analysed by 
statistical means. The following section is devoted to the analysis 
of the glint effect on the probability of error in the phase
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difference between the two receivers of the BSSPS system. To 
simplify analysis, the following assumptions are used.
* Flat horizontal seabed.
* One dimensional scatterers array, situated on the line of
crossing of the vertical plane containing the two receivers 
and the horizontal seabed plane, see Fig 2.8.
* The array consists of equally spaced point scatterers, with 
spacing, b. b is taken to be greater them or equal to the 
transmitted signal wavelength.
* Each scatterer in the array has uniformly distributed random 
phase and Rayleigh distributed remdom amplitude.
* Well defined transmitted pulse (rectangular).
* No side lobe effect.
* No surface, or volume reverberation.
* No shadowing.
*■ Identical linear receivers.
* No receiver noise.
* Stationary system.
2.5.2 Statistical analysis of glint effects
To simplify analysis, the instantaneously illuminated region is 
assumed to contain an equally spaced odd number of point scatterers, 
N. As stated earlier, the point scatterers in the scattering array, 
assumed / single dimension array, are assumed to have uniformly 
distributed phase limited to (0 to 2n) and Rayleigh distributed 
amplitude of values greater than zero.
The in-phase and quadrature components of the backscattered
/ antx,y
signal from the instantaneously illuminated/shown in Fig 2.9 obtained
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at the output of the receivers are given by;
(2.31)
(2.32)
Output of Channel One
N
Xi = E a( i) cos(*r(i) + 4>dl( i) ) 
i-1
N
Yi = E a(i) sin(*r(i) + 4»di( i ) ) 
i=l
Output of Channel Two 
N
%2 = E a(i) cos(<t>r(i) + <t>d2(i))
i-1
N
Y2 *= E a(i) sin(*r(i) + <t>d2(i)) 
i-1
Note; The receivers are cussumed to be linear, and they compensate for 
the dispersion attenuation.
where,
a(i), 4>r( i) = The random amplitude and phase of the ith
scatterer in the array contributing to the back 
scattered signal
$dl( i)/4)d2( “ Systematic phase delays of the ith scatterer
relative to receivers T% & T2 respectively, as 
indicated in Fig 2.9.
Equations (2.31) and (2.32) are assumed to include factors due to 
the random amplitude and phase of the point scatterers in the array.
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and glint effects.
The only difference between eqns (2.31) and (2.32) is in the 
systematic delays. This is only true because the same illuminated 
array is contributing to the backscattered signal of both receivers.
The systematic phase delays, 4>di(i) and <t>d2(i) the ith
scatterer are calculated from the geometry of Figs 2.9a, b. Their 
values are given in eqn (2.33).
2TT.b
*dl(i) = — —  (i - n - 1) sin(y - Ay/2 )
. . . (2.33)
2TT.b
<*)d2( = —:—  (i - n - 1) sin (y + Ay/2 )
where:
N-1
N = odd number of scatterers in the scattering array
b = scatterers spacing in meter
y = the reception direction angle. It varies as the
transmitted pulse sweeps along the seabed.
Ay = the angle subtended by the distance between T%g and T2g
The parameters N, y and Ay are variable and are given by:
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Ay = — r—
COS ^
N * ~ ( odd )
where,
R the range between the midpoints of the scattering region and 
the distance between the receivers.
L length of scattering array. Fig 2.9b.
For small Ay, eqns 2.33 cure reduced to;
21Tb
<t>di( i ) = ( i-n-1 ) sin y - A*
2rrb
&d2(i) “ “5^ (i-n-1) sin y + A<t>
. . . (2.35)
where
2rrb Ay
A4> = (i-n-1) . —  cos(y)
for normal applications (where Ay is small, b in the range of one 
wavelength and n < 100 at an incident angle of 10 degrees). A4> is 
considered small such that:
COSA0 = 1
sinA4> 4 0
Substituting the values of $ai(i) and 4>(j2(i) from eqn (2.35) into
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eqns (2.31) amd (2.32):
N
Xi * E a(i) cos(<j>(i) + A4>)
i-1
N
“ E %i(i), xi(i) » a( i )cos(4K i ) + Ad>)
i=l
N






%2 = E a( i ) cos( $(i) - A4> )
1=1
N
* E X2(i )
1=1
N
Y2 = E a(i) sin(<j>(i) - A$)
1=1 . . . (2.36)
where 4>(i) is constant for both channels amd given by:
2TTb
<J>( i ) = 4>r( i ) + ( i-n-1 ) siny
y and b are defined in Fig 2.9.
The variance and covariances of Xi, Y%, X2 and Y2 shown in eqn 
(2.36) are obtained as follows :
Variance
Cg2 = E{Xi2) = E{Yi2) = EtXgZ) - E(Y22)
Cg2 will be calculated for X%. 
9̂aq2 = E{Xi2) = E{(EXi(i))2)
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a.ssuming that
E(xi(i) . X2(j)) - 0 for j / i
Since %2( i ) is a Gaussian random variable, then we can use the central 
limit theorem to express the variance of the glint probability of 
error in the following form:
Cg2 = E{Xi2(D) + E{Xi2(2)} ... E{Xi2(N))
.2
Co2.N . . . (2.37)
And, similarly for the covarisuices: 
Pg = E{Xi .X2) = E{Yi .Y2)
N N




E E xi(i) X2(j)
i=l j=l
0 for i Z j
Therefore, using the same approach as for the variance,
Pg = E{Xi(1).X2(1)> + E(Xi(2).X2(2)) ... + E(Xi(N).X2(N))




. . . (2.38)
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SimilaLTly, we can prove that
Tig » E(Xi Y2) - E{X2 Yi)
and (g = E(Xi Yi) = E{X2 Y2)
- O
The correlation coefficient for the glint noise is given by:
Pg
N
E cos 264) 
i=l
N . . . (2.39)
The probability density function of the phase difference error due to 
glint noise is calculated for several points along the swathe, using 








Variation of the correlation coefficient with the incident angle
The relationship between the correlation coefficient and incident 
angle for several values of pulse duration t and transducer 
separation d are shown in Fig 2.10 a and b. Fig 2.10c shows the 
relationship between the correlation coefficient and the standard
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deviation.
2.6 Sliding Ladder (Spatial Separation) Effects
2.6.1 Introduction
The previous section "haa dealt with the theoretical analysis of 
glint noise effects on the resolved phase difference. Since the 
glint noise is caused by the change of the scattering region geometry 
relative to each receiver, it is e3q>ected that relative changes in 
the scattering region geometry to be greater at small incident angle. 
The results given in Table 2.1 confirm this fact, where glint is found 
to be effective at small incident angles, and have negligible effects 
for incident angles greater than 45 degrees.
The sliding ladder (SL) noise is due to the time lag between the 
two receivers( ) .  Because the receivers are sampled at the same 
instant of time, they will be sampling from two different wavefronts, 
see section 2.4. These wavefronts are formed by semi-overlapped 
scattering regions. Since the scattering regions %rtiich contribute to 
the received signals are not totally overlapped, then there will be 
some scatterers which contribute to one receiver but not to the 
other, ie. uncorrelated scatterers. The distribution of the phase 
difference error due to the SL effect is related to the uncorrelated 
region scatterers. Therefore, the error will be high at large 
grazing angles, both positive and negative values, smd zero at the 
boresight region, ie. zero grazing angle. This proposition will be 
proved by statistical analysis in the following subsection.
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2.6.2 Statistical analysis of the SL effects
The effective in-line separation, <5s, is given by the distance 
between T^g and T2s, see Fig 2.11.
ds = d.I sin©I . . . (2.40)
Transferring ds into time,
ds
to * ~  to is the time separation between T^g and T2g
c is the speed of sound in water (m/sec)
Therefore, for the case of SL noise only, T^g is receiving a 
backscattered signal from a region illuminated at a time to earlier 
than the region contributing to T2s* Therefore the reverberations at 
T^ and T2 at the same instant of time will be due to the slightly 
shifted scattering regions indicated by the scattering arrays and 
L2 respectively, see Fig 2.11b. Because the shift is small we can 
assume that there will be no change in the array length, which means 
Li equals L2, and as a result the uncorrelated regions A and C, Fig 
2.11b, will be of equal lengths and equal to AX, the distance between 
centres of the scattering regions. In order to find the correlated 
and uncorrelated regions B, C and A, \^ich are required in the 
emalysis of SL effects, we have to obtain one of the scattering 
arrays, say L2, and the displacement AX between their centres. The 
scattering curray length can be obtained from the ping length and the 
Incident angle:
CT
Irt = :—  y = incident angle ̂ 2siny
AX can be calculated from the geometry of Fig 2.11a. The geometry is 
built on the assumption that to calculate the phase difference the 
two received signals are sanpled at the same instcuit of time, 
relative to the transmitted pulse, and as a result the time taken by
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the transmitted pulse to travel from T2 to Pi and the scattered signal 
to reach Ti is equal to the time taken by the pulse to travel from T2 
to P2 and the scattered signal back to T2 . Therefore, the distance T2 
to Pi plus the distance Pi to Ti is equal to twice the distance from 
T2 to P2 .
T2P1 + PiTi » 2T2P2
and
ds « 2AR . . . (2.41)
where
ds = dsin© = dcos(y + a)
AR = AXsiny
dcos(y+a)
^  -  T u r r  • • • ( = 4 = )
AX - A * C
B — L2 ~ AX
To calculate the number of scatterers in each of the regions A, B and 
C:
A d I Sin© I d lcos(yfa)
"s - 5 - Sslny “ 5 • 2 sin y ' ' ' <= *3)
L2
where
b - scatterers spacing 
d - transducer's separation
The in-phase smd quadrature components of the received 
backscattered signal, at smy instant of time t, may be expressed in 
the following form. (NB. The interferometric delay, ds, is
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considered to be zero, and the two-way delay of the transmitted pulse 
and received back scattered signal is neglected since it has no 
effect on the phase difference. )
Output of Receiver One 
N




i=l x%( i ) = a( i )cos( 4>r( i ) )
Since the scattering region contributing to the in-phase component of 
Xi is identified in two regions A and B, then X% can be expressed
Xi = E Xi(i) + E Xi(i) . . .  (2.44)
icA ieB
Xa  + Xg . . . ( 2.45 )
Similarly, for the quadrature components 
N
Yi = E a(i) sin(4>r(i)) 
i«l
N
E Yi(i), yi(i) * a(i)sin(*r(i)) i=l
Using the same argument as for the in-phase component above.
Yi = E Yi(i) + E yi(i) . . . (2.46)
icA ieB
Ya  + Yb  . . .  (2.47)
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Output of Receiver Two
Receiver two is assumed to be receiving backscattered signal from 
the array L2, which covers the regions B (common) and C, see Fig 
2 .11.
The same auialysis as for receiver one shown above is employed for 
the receiver two output signal to obtain the inphase and quadrature 
component of the backscattered signal.
N+Ns
%2 "= E a(i) cos(4>r(i))
1-Ns+l
E X2(i) + E X2(i) . . .  (2.48)
ieB ieC
X2 * Xb + Xc . . .  (2.49)
and the quadrature component
N+Ng
Y2 = E a(i) sin(*r(i)) 
i-Ng+1
- E y2(i) + E Y2(i) • • • (2.50)
ieB ieC
Y2 = Yb + Yc . . .  (2.51)
where: N = Number of scatterers in each of the two airrays
contributing to each of the received signals.
Ng = Number of scatterers in each of the uncorrelated 
regions A and C, see Fig 2.11.
The variance and covarismces of X^, Y^, X2 and Y2 for the case of
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Independent sliding ladder effect are calculated using similar 
methods to that employed for the glint in section 2.5.2.
Variance :
CgZ _ E{Xi2) - E(Yi2) - ECXgZ) -
- ffô .N . . .  <2-52)
Covariances :
Ps - E(Xi.Xz) - E{Yi .Y2)
Substituting for X^ and X2 front eqns (2.45) and (2.49);
Ps - + Xb ).(Xb + Xc))
= E(Xa .Xb ) + E(Xb .Xc ) + E(XB^) + E{Xb .Xc )
Because regions A, B and C are uncorrelated, see Fig 2.11, then:
E{Xa .Xb ) = 0
E{Xa .Xc ) = 0
E(Xb .Xc ) = 0
therefore,
Ps - E(XB^) . . . (2.53)
Since Xb is common in both scattering regions L% and Ii2/ then it cam 
be presented in the form of summation xi(i) or X£(i) within the region 
B.
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Substituting for Xg from eqn (2.45) into eqn (2.53)
Ps
N
E xi2(i ) 
i-Ng+1
E{Xi2(Ng+l) + Xi2(Ng+2) ... + Xi2(N-l) + Xi2(N))
Using the central limit theorem as for the glint effects:
Ps ^Ng+1 °Ng+2
Since xi(i) are Gaussian random vairiables of equally probable 
distribution, then:
*Ng+l “ *Ng+2 “ ‘ “ *0
Therefore,
Ps = (N-Ng) . . . (2.54)
Similarly, we can prove that 
T)g * 0 and (g = O
The correlation coefficient for the sliding ladder effect is given by
Ps
1 - ÜÎÎT . . . (2.55)
At any instant of time, rg is obtained from the ratio of the 
uncorrelated number of scatterers Ng to the total number of 
scatterers contributing to each channel. Both N and Ng vary as the
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transmitted pulse sweeps along the seabed swathe 
L CT
N b Zbsiny




where d = distance between transducers Tl and T2
© = single between boresight direction and direction of
reception of signal, 
c - speed of sound 
T - pulse width
and d.I sin©I
1 - -------  . . . (2.56)CT
The vsuriation of rg with the grsizing angle © for several values of t  
is as shown in Pig 2.12 smd for variation of d as shown in Fig 2.13.
2.7 The Collective Phase-Difference Error due to Glint and Sliding 
Ladder Effects
2.7.1 Introduction
For the physical BSSPS system the resolved phSLse difference 
contains inseparable noise contributions due to both glint and 
sliding ladder effects. The causes and calculation of the individual 
effects are discussed in the previous sections of this chapter. It 
has been noted that the sliding ladder effect is the most effective
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out of the two sources of noise (see Figs 2.12, 2.13 and 2.14). The 
sliding ladder effect will be minimal, theoretically zero, along the 
system boresight direction (see Fig 2.12), where the correlation 
coefficient of the SL peaks up to maximum at the boresight direction. 
This phenomenon of the SL effect can be employed, if ever wanted, to 
obtain the effect due to glint only at any point along the mapped 
swathe. It is done by changing the declination angle a until the 
system boresight peisses through the point (region ) where the required 
independent glint effect is to be measured.
2.7.2 Statistical analysis of the phase difference error due to 
glint and sliding ladder effects 
The collective effect of the two sources of noise, glint and 
sliding ladder can be obtained using similar analysis to those used 
to calculate the phase-difference error due to the individual effects 
of glint and sliding Isidder, sections 2.5 and 2.6. In this case, the 
inphase and quadrature ccxnponents of the received backscattered 
signal, at any instant of time t after the transmission of the sound 
pulse, will contain factors from both effects. These may be 
expressed in the following form (neglecting the interferometric delay 
4>i defined in eqn (3.12).
Output of Receiver One 
N
Xi » E a(i) cos(4>r(i) + 4>di(i)) 
i=l




xi(i) » a( i)cos(4>r( i) + 4>di( i))
4*di is defined in eqn (2.31) and Figs 2.9 and 2.13.
Eqn (2.57) can be presented in the following form:
Xi - Xa + Xb . . .  (2.50)
and, similarly, for the quauîrature ccxnponents :
Yi - Ya + Yb . . .  (2.59)
Output of Receiver Two
N+Ng
X2 = E a(i) cos(*r(i) + $32(1 )) 
i»Ng+l
and alternatively,
X2 = E X2(i) + E X2(i) . . .  (2.60)
ieB ieC
- Xb + Xc . . .  (2.61)
where X2(i) = a(i)cos(*r(i) + 4>d2(i))
4*32 is defined in eqn (2.32) and in Figs 2.9 and 2.13,
cmd the quadrature component
Y2 = E X2(i) + E X2(i) . . . (2.62)
ieB ieC
- Yb + Yc . . .  (2.63)
The variances amd covariamces are calculated in the same way as 
in section 2.6.2. At any instant of time the sea bottom reverberation 
is due to contribution of all the instamtaneously illuminated 
scatterers. Therefore, the variance in this situation will be the
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saune au3 for the case of glint or SL individual effect.
Ot^ - E{Xi2) = E{Yi2) = E(Y22} - E(X22}
Using similau: amalysis as for the glint,
* co2.N . . . (2.64)
The covariamces are :
Pt « E{Xi X2) - E{Yi Y2)
- E((Xa + Xb )(Xb + Xc))
and as for the sliding ladder effect, see section 2.6.2,
Pt = E{Xb 2)
* E COS2A4>( i ) . . . (2.65)
leB
It can be proved that
nt = E{Xi Y2) = E{X2 Yi ) = 0
and
ft * E(Xi Yi) = E{X2 Y2) = O
The difference between pg, eqn (2.38) amd pt# eqn (2.65) is that for 
Pt the summation is limited to the common region B, while for pg it is 
over all the scattering array. For example, if the uncorrelated 
region becomes zero, then the common region B will be equal to the 
scattering region L amd pt, Pg will be equal. The correlation
coefficient for the collective effect is given by:
Pt
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E cos 2A4>( i ) 
leB
    . . . (2.66)N
2.8 Effect of Receiver Noise on the Resolved Phase Difference
Receiver noise may mask the back scattered signal in cases of low 
signal to noise ratio. Low signal to noise ratio is caused by either 
low magnitude backscattered signal, or high receiver noise. Normally 
there is very little to be done about improving a receiver's noise 
figure ( they have good signal to noise ratio if they operate within 
the set recommendations). As for the backscattered signal, it may 
have low intensity if:
* The transmitted signal is of low intensity to start with.
* The incident signal has small grazing angle (or high 
incident angle).
» The mapped sea bottom appears smooth relative to the 
transmitted signal frequency.
* The environment introduces high attenuation at the employed 
signal frequency.
The receiver noise can be considered as a fundamental limitation to 
the BSSPS mapping range.
The best way to avoid receiver noise limitation is not by 
spending more on the receiver design, but by increasing the 
transducer gain and the transmitted signal power, Skolnik [103]. The
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effect of receiver noise on the resolved phase difference can be 
theoretically explained as follows.
The additive narrowbemd receiver noise in each channel, assuming 
the noise to be Gaussian, can be represented by its qucuJrature 
components and as a result the total receiver outputs
Sin(t) « (Xit + Xin)coswct - (Yit + Ym)sina)ct
“ XitnCoswct + YitnSinwct . . . (2.68)
S2n(t) “ (X2t + X2n)coswct - (Y2t + Y2n)sinuct
* X2tnCoswct + Y2tn8inwct . . . (2.69)
%^ere,
X)ct' Ykt 3Lre the quadrature components of the kth channel 
backscattered signals, k = 1, 2.
X)ui' Yxn sure the quadrature components of the kth channel receiver 
noise
a>c = carrier frequency
^tn ~ X^t ^̂ tn ' X^tn “ X^t X%n
Therefore, the variances and covariances of the resultant quadrature 
components of the baseband signal are:
"Itn* - E(Xltn^) - E(Yitn2)
- E(Xitn^ + Xinf + 2Xit Xin)
and, since X%t and X ^  are independent random processes, then, 
E{2XifXln) - O
oitn^ - E{Xit* + XinZ) - Pit: + • • • (2.70)
Similarly,
62.
+ ^2n^ * • • (2-71)
The covariances
Ptn " E(Xitn • X2tn) “ E(Yitn • ^2tn)
« E(Xi + X2t + Xln%2n + Xln%2t + X2nXit)
Since receiver noise and bac)tscattered signal noise are independent 
as well as the receiver noise of channel one and two being
independent, there fore :
EfXinXzn) “ E{XinX2t) " EfX^nXit) - 0
Ptn • E{XitX2t) “ Pt • • • (2.72)
And, the correlation coefficient of the receiver and signal, noise, 
assuming that “ ^in^ = &2n^ â nd &tn^ “ ^Itn^ =
C2tn^' i® given by:
Ptn
Substituting for fftn̂  and ptn from eqns (2.71, 2.72),
P t
rtn = («̂ t + *n^)
1 + (®ni/ct^)2/rr̂ 2\ • • • (2.73)
Substituting for
P t
— 2  «  r t  f r o m  e q n  ( 2 . 6 6 ) ,  a n d  a s s u m i n g  t h a t
atZ
2 ̂ » (S/N) power ratio
ftn - 1 + 1/(S/N) • • • (2-74)
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The variation of the signal and noise correlation coefficient r^n 
a result of change in the signal to noise ratio is shown in Table 2.2. 
Table 2.2 indicates that if the signal to receiver noise power ratio 
is 3, then the correlation coefficient will be reduced from 0.8 (with 
receiver noise assumed zero) to 0.6, which when cccipared with Fig 
2.10c indicates a great increase in the probability of the phase- 
difference error. The results shown in Table 2.2 indicate that the 
receiver noise will have a great influence on the resolved phase 
difference, especially when the signal to noise power ratio is less 
than 100.
rt .8 .9 .99 .999
S/N 
(power) rtn rtn rtn rtn
3 0.6 0.675 0.7425 0.74925
10 0.727 0.818 0.9 0.908
100 0.792 0.891 0.9802 0.9891
1000 0.799 0.899 0.989 0.998
Table 2.2 Receiver noise effect on correlation coefficient
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2.9 Longitudinal Transducers Staggering Effect on the Resolved Phajse
Difference Probability of Error
During the preliminary static trials on the BSSPS physical system 
at Bath University, the two piezoelectric transducers had to be 
mounted in such a way as to allow the minimum possible spacing between 
the receiving transducers T% and T2. To achieve minimum spacing d, 
the transducers were mounted with some side displacement ( longitu­
dinal stagger) g, to allow for the cabling arrangement (see Fig 
2.15). The phase relationship between the two receiving transducers, 
with such mounting arrangements, was found to exhibit far greater 
noise content than was anticipated^^2)̂ This section will present 
scxne theoretical justification for the causes and effects of the 
longitudinal stagger. Similar statistical analyses to those used for 
the study of the sliding ladder effect ea^lained in section 2.6 will 
be employed to eaq>lain the stagger effect and to show how critical is 
the stagger parameter g.
2.9.1 Independent longitudinal stagger effect statistical analysis
Ihe stagger effect is caused by the sideways displacement between 
the two receiving transducers, as explained in Fig 2.15. 
Displacement equal to the longitudinal stagger will be introduced on 
the seabed scattering regions contributing to each receiving 
transducer. Figs 2.16 and 2.17. The scatterers contributing to T% 
are contained in E and F regions, while those contributing to T2 are 
contained in regions F and G. Since T2 is considered to be the 
trêuismit-receive transducer, then the only regions illuminated by the 
transmitted pulse are those contained within the T2 beam, ie. regions 
F and G. Therefore, scatterers in region E, being not illuminated by 
the transmitted pulse, will not contribute any backseattered signal.
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and the bacXscattered signal received by T% will only be due to region 
F, the common region.
Since we are considering the stagger effect only, ie. glint and 
sliding ladder effects ignored for the time being, then the two 
dimensional scattering array. Fig 2.17(b) can be represented by a one 
dimensional array to simplify the statistical analysis. The array 
will be in the longitudinal direction of the scattering regions, see 
Fig 2.18.
Calculation of scattering sirray length
The scattering array contributing to each transducer 
bacXscattered signal is calculated using the beamwidth (3 and the 
slant range R.
Assuming that the two transducers have identical beamwidth, euid 
approximately the same slant range, then:
Ki * K2 * K * Rsin/3 . . . (2.75)
where cuid K2 are the longitudinal arrays length, see Figs 2.17(b) 
and 2.18.
Knowing K we can calculate the odd number of scatterers in the 
arrays.
K/2
"h ' I T
b is the scatterers spacing considered to be the same in the 
longitudinal direction as in the radial direction.
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Nx * 2nk + 1
Nk is the total number of scatters in the array contributing to each 
receiving transducers. It depends on R, /3 amd b.
Nk is taken to be odd to simplify analysis. In fact in this case 
it does not have to be odd.
Calculation of the Correlation Coefficient for Stagger Effects
The inphase and quadrature components of channel 1 and channel 2 
output baseband signals can be represented in the following form, as 
for the sliding ladder effects of section 2.6.
Channel One
Xi « E %i(i) + E xi(i)
ieF i«E
. . . (2.76)
?1 = [ yi(i) + E yi(i)
i€F ieE
The summation will be considered in region F only because region E is 
not illuminated by the transmitted pulse. As a result, eqn (2.76) 
will be rewritten in the following form:
%1 - E xi(i) 
i6F
. . . (2.77)
?1 = E yi(i)
ieF
Channel Two
X2 - E X2(i) + E X2(i)
ieF ieG
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Yz = E Y2(i) + E Y2(i)
ieF ieG
. . . (2.78)
Variances
“id - ^ E %i(i) ieF
Using the central limit theorem aa in the glint and sliding ladder, 





“o . . . (2.79)
Number of scatterers in the common region F 
Total number of scatterers in K region 




SimilcLrly, for channel 2
N,K . (2.80)
Covariances
Pd E{Xi .X2) = ao^.Np . (2.81)
and, for the same reason given in section 2.6: 
hd “ EfXi.Yz) = 0
2d = E{Xi.Yi) - 0






"  CNK(%-Ng)]°-® ■ ■ ■
N g  is constant for each transducer stagger arrangement.
Njç is a veuriable parameter which depends on slant range R, beamwidth /3 
and scatterer spacing b. /3 and b are normally constant, so %  will 
only depend on R.
Table 2.3 shows the values of rg for several values of slant range 
and transudcer longitudinal displacement. The result indicates that 
the correlation coefficient depends on the following parameters.
(a) The beamwidth 0; The greater the beamwidth, the greater the 
correlation coefficient, and as a result the effect is reduced of the 
transducer's longitudinal displacement on the probability of the 
phase difference error; see relation between correlation coefficient 
and standard deviation of the phase difference error distribution. 
Fig 2.10c.
(b) Slant range, R: The greater the value of R the less is the effect 
of the transducer longitudinal displacement on the resolved phase 
difference; or in other words, the greater the value of R the greater 
the value of the correlation coefficient.
(c ) Transducer longitudinal displacement, q ; For fixed slant range 
and beamwidth, the effect on the resolved phase difference error 




equal to the width of the scattering region K at a given
p = 1° p = 2°
Rm g ■* lOA g - 20A g = lOA g = 20A
rd ra ra ra
32 0.954 0.91 0.977 0.954
40 0.963 0.925 0.982 0.963
70 0.979 0.958 0.989 0.979
100 0.985 0.97 0.992 0.985
TABLE 2.3 Relation between slant range R and correlation 
coefficient rg for system depth H = 30m and 
scatterer spacing b = A
2.9.2 Longitudinal stagger, sliding ladder and glint collective 
effects
In order to be able to calculate the collective glint, sliding 
ladder smd stagger effects, we have to consider the two dimensional 
scattering array shown in Fig 2.19. As in the case of the independent 
staggering effect, the region E is not going to be included in the 
analysis, and for the same reason. Therefore, the inphsise and 
quadrature components of the two channels are given ais follows :
Channel 1
Xi - E E xi(i,j)
ieF je(A+B)
Yi = E E yi(i.D)
ieF j€(A+B)
. . . (2.83)
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Channel 2
X2 » E E X2(i,i)
i6(F+G) j€(B4C)
. . . (2.84)
Y2 - E E y2(i'i)
ie(F+G) j€(B4C)
The same approach used in the previous subsection is used to 
calculate the variances and covariances of the two chsinnels.
Variances
( N  * (Nr - N g ) )  . . . (2.85)
Similarly,
“zat - ®
CQ (N * Nr ) . . . (2.86)
Covariances
The covariances will only exist in the shaded region of Fig 2.19
Using similar methods to those used in section 2.7,
p. = ( %  - Ng) • E cos2A*(i) . . . (2.87)
leB
= 0 for the same reasons as
€dt “ 0 given in section 2.5.2
Therefore, the correlation coefficient is given by:
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( Nr-Nb ) E cos2A4>( i )
Pdt
rat * ' ~ ~ % —  = ----      (2.88)
’'^IdV^ldt /(N.NK)(N(NK-Ng)
where A*(i) is the same sls in eqn (2.35).
Results of rat for several slant ranges shown in Table 2.4 
comparing the r^t results with Fig 2.10(c), indicate high probability 
of phase difference error. The same approach can be used to explain 
the effect of the transducer's dissimilarity and misalignment, ie. 
when the two transducer main lobes do not coincide due to not being 
identical or due to mounting errors.
y
/3 = 2°
R g “ lOX g = 20X
rdt rdt
20.36 32 0.879 0.858
41.4 40 0.94 0.924
64.6 70 0.927 0.918
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Simulation in general is a rapidly growing science, especially in 
recent years. There are several reasons for the populzirity, but only 
those with direct relation to the present work are mentioned.
* Modern conciunication systems are becoming increasingly more 
complex and less tractable to direct analysis amd cannot easily 
be tested using the physical, haxdwaxe.
* In many cases it is too costly amd time consuming to build a 
complete physical system just to test if it will perform as hoped 
for in a complex environment.
* Computers are becoming larger, faster, cheaper, but more 
convenient to use.
* Many software packages aire available to make system simulation, 
signal processing and displaying simulation results much easier.
The computer is one of the many tools available to system engineers 
which is frequently used to solve complex problems, and can be used to 
represent both the physical system as well as its environment.
There are many means and methods for ccxnputer implement at ion of
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the same simulation, and the most successful is the one which 
incorporates the least cost and complexity to produce results %*hich 
adequately represent the actual physical system.
3.1.2 The BSSPS System Simulation
In the previous chapter on theory the BSSPS system was 
theoretically analysed in order to study the sources of error 
affecting the system resolved phase-difference. The theory hae 
proved that, apart from errors due to volume reverberation, surface 
reverberation, shadowing and system dissimilarity (the system two 
channels are not ideally the same), the most effective sources of 
error are glint, sliding ladder and receiver noise. The individual 
amd collective effects of the above three sources of error were 
theoretically analysed. The theoretical amalysis hats indicated that 
the sliding ladder effect is the most prominent when compared with 
the other two sources. To prove the theoretical findings, the BSSPS 
system weis simu^dted using the Multics ccmç>uter system. The computer 
simplified model of the BSSPS system was nade simple by the use of 
several approximations smd assumptions, such as:
* The scattering area weis approximated to a one dimensional surray 
with uniformly distributed point scatterers.
* The scatterers in the array introduce uniformly distributed 
random phaise and Rayleigh distributed random amplitude on the 
incident wave.
* Both receivers are sissumed to be identical and they compensate 
for the two way range attenuation of the signal.
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* The receiver noise, if considered, is taken in the form of signal 
to receiver noise ratio in the same way as shown in eqn (2.74).
* The modulated signal is considered at the baseband in order to 
reduce computing time.
Special care was taken to ensure that the simulation system is a 
close approximation to the physical one. It includes units which 
generate the random phase and amplitude for the scattering array, and 
calculates the number of scatterers in the scattering array which is 
made variable and depends on the incident amgle. When testing for the 
sliding ladder effects the number of uncorrelated scatterers 
( scatterers which contribute to the backseat te red signal of one 
receiver and not the other) was calculated for each range sample. 
Care was also taken to ensure that the semi-overlapped scattering 
array was selected from the same sequence of random numbers for both 
amplitude and phase. The simulation system Weus designed to enable 
the individual and collective effects of the glint and sliding ladder 
to be tested for each different signal frequency, transducer 
separation, transducer frame declination angle, scatterer spacing, 
pulse duration and pulse shape. Tests on the simulated BSSPS system 
and results of the tests will be explained in the next chapter. This 
chapter will be mainly to eaq>lain the BSSPS simulation approach.
3.2 What is the BSSPS System and how it is Simulated
3.2.1 The physical system
As previously explained, the BSSPS physical system is designed to 
provide depth and location matrix for the sea bottom topography over 
a wide swathe. The system is based on the acoustic interferometers.
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where two vertically side-looking transducers are employed to receive 
the backscattered signal simultaneously. The phase difference 
information between the two simultaneously received backscattering 
signals is used to provide the required depth and direction about the 
seabed topographic information. The baisic units in the physical 
BSSPS system are shown in the schematic diagram, Fig 3.1. The 
specifications of the main units are e3q>lcLined as follows.
(a) Two identical, fan beam, transducers
The transducers, T^ and T2, used for the physical system 
developed at Bath University are the commercial piezo-electric 
transducer assemblies manufactured by Messrs Grazeby Ltd. The design 
specification was for a far-field main lobe of 1 degree at 3dB down, 
at right angles to the longest axis of the assembly. The static 
IcLboratory test undertaken by Bath University^ ) at the transducers 
gives the following typical parameter values :
* Resonant frequency, 291 to 292kHz
* Quality factor, Q 11
* Static capacitance at ff 2000pF
* Impedance at f^ 400 ohm resistive
* Main lobe (narrow beamwidth)
at 3dB down, p 1 degree
* Main lobe (wide beamwidth)
at 20dB 90 degrees
* Side lobes are present at approximately 25and 60 degrees on 
either side of the main lobe, with about 35dB down relative 
to the main lobe.
* Very close specifications are recorded for both transducers.
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* Transducers have the same characteristics for both transmit 
and receive applications.
(b) Transducer Alignment
Knowing the longitudinal stagger between the two transducers 
effect on the relative phase probability of error, the transducers 
have to be installed in such a way to prevent any stagger. For more 
detail about the stagger effect refer to section 2.9 and reference 
(42). The transducers' longitudinal stagger is explained in Fig 2.15 
and the effect is schematically shown in Fig 2.16.
The transducer housing has to account for the alignment of the 
two transducers' main lobes such that to instal the transducers in 
such a way to ensure far distance overlap of the two main lobes.
The Bath University system was eible to prevent stagger and to
achieve the desirable transducer separation to less than 12
wavelengths and the required alignment.
(c) The Sonar Transmitter
The sonar transmitter is required to drive one of the two 
receiving transducers, as shown in the schematic diagram. Fig 3.1, or
to drive an additional transducer installed to be used sm an
independent transmitting transducer. Both alternative methods are 
used in physical systems. The design specifications of the 
transmitter used at Bath University^ ) &re :
* Working frequency, f^ 292kHz
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* Transmit burst 
(transmitted pulse duration)
* Maximum delivered power
* Frequency control
* Marker output
0.1, 0.5, 1 amd 2ms selectable 
by internal switching or vari­
able by external gating 
280 watts 
Crystal
Pulse at preselected time
More details about the transmitter can be found in reference (43).
(d) The Sonar Receiver
Normally two receivers are used in the BSSPS system in order to 
achieve the interferometric effect. For seme applications more than 
two receivers are used. For example, three receivers are used to 
obtain the vernier effect employed to identify the phase fringe 
numbers. Whatever the number of receivers used, the important thing 
is to have them all of the same specification.
The sonar receivers used for the Bath University system have the 
following design specifications :
* Working centre frequency
* Frequency eidjustment
* Overall 3dB bandwidth
* Sensitivity
* Mean signal output voltage
* Envelope detector
292kHz
lOOkHz to IMHz preset 
20kHz to 60kHz around 292kHz 
centre frequency 
3^V at 292kHz 
IV pp
Sensitivity 2mV at 292kHz, 
range DC to 33kHz
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* Fast AGC recovery Overload threshold, 0 to 8V
peak, adjustable response time 
< 2ms on lOOdB
* Main AGC Adjustable,response time
adjustable over 10 decades
The receiver also has an input Mask Command Which serves to quench the 
receiver gain during the transmitting time.
(e ) Detectors
To obtain the received signal in-phase and (Quadrature components 
for each channel, one method is to use two balanced modulators and two 
lowpass filters for each detector. Details of this type of detectors 
are shown in Chapter Five.
( f) Phase Difference and Envelope Resolver Unit
Several methods are used to resolve the phase difference. One of 
these is to use the tan”^(Y/X). The amplitudes are given by;
- (Xi.2 + Yĵ 2)0.S
»2 - (XgZ + Y22)° S 
Details about resolving the amplitudes and relative phase are given 
in Chapters Four and Five.
(g) Environment
The physical systm environment depends on several variable 
factors concerning the sea water, sea surface, sea bottom, volume 
reverberation, surface reverberation smd sea bottom reverberation.
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3.2.2 The BSSPS simulation system
Because the BSSPS simulation system was intended mainly to study
the relative phase error due to noise caused by the seabed
backscattered signal, only the following units of the physical system 
être found necessary to simulate. Other units, which are not
simulated, are 2U3sumed to be ideal. For example, a receiver is
assumed to have no noise and band limitation as it compensates for the 
signal two way attenuation. While the detector and low pass filter 
action is only to allow the inphase and quadrature components of the 
modulating signal (basebamd signal) on the backscattered signal to 
come out, and stop the carrier frequency components.
(a) The environment
The only part of the environment simulated is the seabed. Other 
parts are assumed, for the present work, to be ideal and do not 
introduce any contribution to the backscattered signal. The sea bed 
is assumed to be horizontal with equally spaced point scatterers. 
The point scatterers introduce randcxn phase and amplitude to the 
incident signal. Details of the environment model are given in
section 3.3.
(b) Transducers
The simulated transducers are assumed to have the following
characterist ics:
* The main lobes have rectangular cross-section.
* The two transducers main lobes overlap at far distance.
* Side lobes are assumed to have negligible effect amd are not
considered in the simulation.
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* The narrow beamwidth, /3, although not required in the simulation 
system, was only used for the stagger effect. Tests were carried 
out for /3 - 1 and 2 degrees.
* The elevation bandwidth (wide beamwidth) is assumed to be within 
90 degrees.
* Transducer frame declination angle a is made variable. Tests 
were carried out using different values of a. Ideally the best 
choice for the declination angle is a = 45 degrees, so to be 
midway between the minimum reception angle of 20 degrees and 
maximum of 70 degrees. But for the best mapping resolution the 
choice for a was found to be 30®, section 6.3.3.
(c) The transmitter
The simulated parts of the transmitter are represented by the 
pulse duration t , pulse shape and time betwen pulses T. The pulse 
duration is used to calculate the length of the scattering region L 
(or to calculate the number of scatterers in the array contributing 
to the backscattered signal).
(d) The inphase smd quadrature components of the baseband signal
The simulated inphase and quadrature components represent the 
backscattered signal at the output of the detection stage by assuming 
ideal detector and a lowpass filter %^ich covers sill the baseband 
signals. The components are simulated in the form given in eqn 
(2.8). The method adopted for the simulation of the components is 
explained in section 3.4.
(e) Phase difference and envelope resolver unit
Part of the simulation system is to resolve the relative phase
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and the envelopes of the two received signals. Because the inphaise 
and quadrature components are independently simulated for each 
channel, this has made it easy to resolve the envelope for each
channel. As for the relative phase, the inverse tan method was 
attempted to resolve the phase difference. Details of the method 
will be given in Chapter Five.
3.3 Environment Models
The most important part of the BSSPS simulation is the 
mathematical model describing the system environment( .  The
overall success of the simulation system depends on the choice of the 
environment model. Since there will not always be a ready made model 
for the particular system, the choice is either to design the 
required model from the staurt or to develop a related existing model 
to suit the requirements. For the present work the environment model 
was developed from that introduced by Denbigh^ 3^). A complete model 
for the sonar system environment has to account for:
(a) Volume reverberation ; which is due to scattering by the air 
bubbles, fishes, microrganisms, thermal irregularities, solid
particles floating in the volume, etc.
(b) Surface reverberation; which is caused by the scattering of 
sound energy from the sea surface roughness, air bubbles on the 
sea surface and solid particles flating on the surface.
( c ) Bottom reverberation ; due to the scattering of sound power by 
the sea bottom irregularities.
(d) Multipath interference; due to the rescattering of sound not the 
first time.
(e) Shadowing; %fhich is only effective at very small grazing angles.
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Most of the above mentioned effects cam be greatly reduced by 
careful design and system manipulation; for example, multipath 
interference can greatly be reduced by the use of suitable 
declination amgle in the transducer's frame. Volume reverberation is 
reduced by the use of transducers with a small solid angle beam 
pattern, short duration transmitted pulse and low transmitted power. 
Surface reverberation cam be reduced by the introduction of a 
declination angle on the transducer's frame and the use of 
transducers with small side lobes.
Contributions from all the above effects, other than bottom 
reverberation, can be lumped together to form a noise which cam be 
added to the bottom reverberation and treated theoretically in the 
same way as the receiver noise, section 2.8. In the case of a side 
scam bottom mapping system, the sea bottom backscattered signal is 
the only means used to identify the bottom structure.
3.3.1 Bottom reverberation model
Bottom reverberation is due to scattering from the 
instamtameously illuminated two dimensional region on the sea bottom.
The sea bed is considered to be am effective reflector and 
scatterer of sound. Contributions of reflected amd scattered sound 
intensities will depend on the type amd roughness of the sea bottom, 
as well as the grazing angle and wavelength of the incident sound 
power. McKinney( ) ham indicated that sea bottom reverberation is
independent of incident angle in the range of approximately 20® to 
70® for most types of bottcxns. Therefore, the intended bottom 
scattering model will be limited to the above mentioned incident
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angle limits, and as a result the bottom scattering strength is 
assumed constant.
3.3.2 Rectangular gridded formats
The bottom reverberation is defined as the collection of the 
backscattering from all the instantaneously illuminated scatterers on 
the seabed. The scattering region, for a short transmitted pulse, 
can be assumed to be a flat surface with several scattering points, no 
matter what the bottom structure is. The scatterers are likely to 
occur in an irregular and unpredictable pattern. This kind of 
scatterer distribution is not practical for use in numerical 
computation; it would be preferable to represent the scattering 
region by uniformly spaced rectangular samples (areas). All the 
scatterers within each small area are lumped together and presented 
by a single point scatterer, see Fig 3.2 (a) amd (b). The two 
dimensions of Fig 3.2 represent the range X along the seabed in the 
direction of the mapped swathe and the Doppler frequency Y due to the 
motion of the sonar platform relative to the individual scatterers 
within the region.
The Doppler shift effects can be neglected for the cause of a 
stationairy system test amd also for mobile systems, because, if the 
two receiving transducers have identical beam patterns and are 
correctly aligned in the direction normal to the line of motion and 
seeing the same swathe, Doppler will have no effect on the resolved 
phase difference. Therefore, to reduce simulated system processing 
time, the Doppler effect was neglected amd as a result the two 
dimensional, scattering array shown in Fig 3.2 will be reduced to a 
single dimension array along the swath where only ramge along the
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seabed is considered. Fig 3.3(a) shows a one-dimensional array for
the case where only one scattering array L contributes to
reverberations at the two receivers, while (b) shows, again, a one­
dimensional array with two semi-overlapped scattering regions Li and 
1,2» each contributing to the reverberation at one receiver. Fig 
3.3(b) shows the scattering region arrangement in the case of the SL, 
where L2 is the scattering region position at time At after the 
scattering region position L^.At is the small time delay between the 
two successive wavefronts contributing to the two receivers T% and
T2 . The spacing between scatterers is taken to be equal to one
wavelength, see section 2.2.
Each scatterer in the array is considered to introduce a remdom 
phase and amplitude on the incident wave.
3.3.3 Generation of the random phaise and amplitude
As mentioned earlier, each point scatterer in the scattering 
curray introduces random phase and anplitiude to the incident signal. 
The random phase is selected from a uniform distribution over the 
interval of 0 to 2tt, and the random amplitude is selected from a 
Rayleigh distribution.
The procedure employed to generate the random phase amd amplitude 
can be explained in the following steps :
* Generation of two independent sequences of uniformly distributed 
randcxn numbers over the range 0 to 1. The random numbers in each 
sequence is equal to the number of scatterers in the sweep along 
the swathe.
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* The uniformly distributed random phaise is obtained by multiplying 
by 2tt each ramdom number in the secjuence allocated for phase.
* Several methods were suggested for the generation of the Rayleigh 
distributed amplitudes. The methods are eaplained in Appendix B. 
Methods I amd II can be used in the simulation of the 
backscattered signal because they are simple and require less 
processing time. Method II is a special case of method I, where a 
- 1//2. It is only used to represent one type of sea bottom, 
while Method I can be used to generate different Rayleigh 
distirbutions to represent various types of sea bottoms, as shown 
in Fig 2b. For the present work only Method II was used, for the 
reasons given in Appendix B.
The distributions of the phase amd amplitudes aure shown in Fig 
3.4(a) and (b).
3.4 Backscattered Signal Simulation
The backscattered signal field at the input of the transducer 
consists of contributions from aü.1 possible reverberations in the 
system environment such as volume, surface and bottom reverberation. 
Contributions from each of the mentioned reverberations will not 
depend on the environment only, but on the system structure and 
design. Let us assume that the system is structured in such a way as 
to minimise the volume and surface reverberation to the level at 
%vhich they may be neglected. Using this model, where the environment 
is represented by the bottom reverberation only, in the form 
described in section 3.3, the received signal is given by 
superimposing the instantaneously illuminated scatterer responses. 
To reduce computation time, the received signals are simulated at the
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baseband level with the assumptions:
* Transducers are identical amd introduce no bandwidth limitation 
to the backscattered signal.
* Receivers compensate for the two-way spreading attenuation.
* The system is operating in the range outside the Fresnel region,
otherwise the simulation will be more complex but possible.
* The signal is provided in the form of inphase amd (Quadrature
co m p o n e n t s .
Therefore, the simulated signal will be dealing with a voltage 
relationship describing the reflection properties of each individual 
point scatterer in the array contributing to the backscattered 
signal.
As a result, the mth samples of the BSSPS system simulated signal 
are presented in the (Quadrature components form as follows. ( Both
received samples are assumed to be range sampled at the same instant 
of time).
Channel 1
Xi(m) -  E a(i) cos(*r(i) + dyiCi))
i
Yi(m) = E a(i) sin(*r(i) + <l>di(i))
i
Channel 2
X2(m) - E a(i) cos(*r(i) + *32(1 ))
i






Xi(m), Yi(m), X2(m) and Y2(m) axe the received backscattered signals 
inphase and quadrature components for Channel 1 and Channel 2 
respectively at same m.
a(i), 4>r(i) * independent random amplitude and phase of the ith 
scatterer within the mth sample, of Rayleigh and uniform 
distributions. Fig 3.4, respectively.
4)dl(i), 4>d2(i) * systematic phase of the ith scatterer relative to 
Channel 1 and Chaume 1 2 respectively. They aire given by;
2rrb
4»dl( i) “ (i - n - 1) sin yi(m)
2nb
<t»d2(i) * (i - n - 1) sin y2(m)
b » scatterer spacing in metres 
A - transmitted signal wavelength
yi(m), y2(m) = direction of reception relative to transducers T% 
and T2 for the mth range sample 
n » number of scatterers in half the scattering region 
m - range sample number
The scattering array length L at the same m is given by;
“ 2siny(m) ' ' ' ^
c * speed of sound in water
T - pulse duration in seconds
With simulation system, the range sample m cam be represented by 
either equal time interval T or by equal shifts along the horizontal
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distance of the seabed swathe. The two methods of range sampling 
intervals are to be described in the following subsection.
3.4.1 Range sample interval
Range sampling with the physical system is normally done by
sampling the signal at equal time intervals. And, ais a result, the 
above equations (3.1) to (3.3) will be changed into mfT, where T is the 
ramge sample interval. In the case of the simulated system, because 
we have access to the environment and the seabed is considered 
horizontal, then any sampling interval can be used, such as time
interval or spatial interval.
3.4.1.1 Sampling at equal time intervals
With the simulation system, the first range sample is taken at 
time, tg. It is measured from the instant that the midpoint of the 
transmitted pulse leaves the transducer into the sea water. The 
second sample is taken at time tg + T amd the mth sample taken at time 
tg + mT. Neglecting tg, being common to all samples, the range
samples will be designated by mT, where T is the ramge sampling time 
interval amd m is the number of samples. Using the ramge sample time, 
the simulated system generates the slant range for that particulair 
ramge sample, the ccanmon incident angle y, the incident amgles y^ amd 
y2 relative to transducers T^ and T2, the length of the scattering 
region L, number of scatterers N in the scattering region amd then 
generates the random phase and amplitude for the N number of
scatterers in the scattering region. With this method of range 
sanpling, there will be no relation between the random phase and 
amplitude of the successive samples even if they have/common region. 
This might not represent the situation in the actual physical system
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where all the scatterers in the swathe are fixed and the number of 
scatterers in the common region between successive samples are 
correlated.
Sampling at equal time intervals is necessary if the system
employs digital filters, integrators, differentiators or FFT circuits 
for the signal processing, otherwise spatial range sampling can
equally be used.
3.4.1.2 Spatial range sampling interval
Because for most tests the BSSPS simulation system did not
require the use of digital filters, integrators, differentiators or 
FFT circuits, we were as a result able to use range sampling at equal 
horizontal intervals. This form of range sampling interval can only 
be used for a simulated system with flat horizontal seabed containing 
equally spaced point scatterers. In spite of the above-mentioned 
limitations, this method of range sampling will give closer 
representation to the actual physical system environment. The method 
is explained in the following points :
(a) A set of random phase and amplitude for all the equally spaced 
scatterers in the mapped swathe is generated in one sequence. 
Here it is different from the method using range sampling at 
equal time intervals, where the randcxn phase cuid amplitudes are 
independently generated for each range sanple.
(b) The first scattering region is decided by the choice of the 
starting horizontal distance, Dg, see Fig 3.6. Using Dg and the 
other known system geometry, to calculate the incident angles y.
104.
y I and y2 . Knowing y amd the pulse duration, the number of 
scatterers in the first sample aure calculated. Then the 
backscattered signal for the first sample is obtained.
(c) The second scattering region is decided by shifting the centre of 
the first scattering region a fixed number of scattering spacings 
NX. And, am a result, a new set of values for y, ŷ , y2 and N aure 
calculated with respect to the new horizontal distance. Then the 
backscattered signal for the second range saimple is calculated 
using the new parameters.
(d) Point (c) above is repeated for the successive scattering regions
until the last region along the swathe.
The shift between the successive ramge samples cam be a minimum
of one scatterer spacing. Fig 3.5, amd a matximum of not greater tham 
the number of scatterer spacings in the shortest scattering aurray 
along the scanned paurt of the swathe. Fig 3.5(b).
3.4.2 Simulation of the received signal, assuming independent glint 
effect
The simulated signal representing the independent glint effect 
has to be in the same form am that obtained by the theoretical 
analysis given in eqns (2.31) amd (2.32). Therefore, eqns (3.1) and




Xig(m) - E a(i) cos(*r(i) + <1>di(i)) 
i=M+l
N+-M






X2g(m) = E a(i) cos(<t>r(i) + <t>d2(i) + 4>c(®)) 
i=M+l
N+M
Y2g(m) -= E a(i) sin(*r(i) + 4>d2(i) + 4>c(*)) 
i=M+l
where
N = nuHüDer of scatterers in the mth range sample (odd integer)
M = number of scatterer spacings which have elapsed since the
first range sample, amd is given by M = m.N^ 
m = number of range samples (for the 1st range sample m*l)
Nx = number of scatterer spacings in the range sample along the
swathe
4>c(®) ■=. %7Tcl ^In Om J\ 9 See 3-7
The other parameters are the same aus in eqns (3.1) and (3.2).
The following procedure is used to calculate the number of 
scatterers N in the scattering array at range sample m.
First ; The length of the scattering array L is calculated using eqn
(3.3).
Second ; The number of scatterers in half the scattering aurray L is 




2.b - .5 , n - integer . . . (3.6)
Third; Number of scatterers in the scattering array is calculated 
N(m) = 2n+l , N(m) « odd integer 
Eqn (3.3) indicates L(m) and as a result N(m) as the transmitted pulse 
sweeps along the swathe.
-1For example, given c “ 1500ms, \ * 0.5cm, r * 0.2ms. Then, the 







TARTE 3.1: Relationship between incident angle
and number of scatterers in the 
scattering array for X = .5cm and 
T » 0.2ms
N(m) hcLS to be odd to simplify computation of the received signal. 
The procedure employed to calculate the received signals along the 
swathe is described in the following points.
(a) Decide a starting point along the swathe by choosing the starting 
horizontal range, Dg, Fig 3.6.
(b) Select a value for the range sample interval. It is chosen in
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terms of the number of scatterer spacings along the swathe, which 
is denoted by , see Fig 3.5.
(c) Decide on the required number of range samples along the swathe 
( required mapped range).
Supplying the above data, the computer program will calculate ŷ , y£, 
y and N required for generation of the received signal employing the 
geometry of Fig 3.6.
The values of y, y^ and y2 at any range sample m are given by:
yi( m ) = tan-1
dcosa
Do + m.Ny.b —
bsina
H +
. . . (3.7)
y2(m) - tan-1
dcosa
Do + m.Ny.b +
bsina
H -
. . . (3.8)
y(m) - tcui-1
Dg + m.N*.b
H . . . (3.9)
where
Dg - starting rêuige along the swathe. Fig 3.6
m - nunber of samples
Nx - number of scatterers spacing shifted each range sample
b * scatterer spacing, metres
d - transducer separation
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a - declination angle of the transducer's frame 
H » depth of sea bottom
3.4.3 Received signal simulation assuming independent sliding laidder 
effect
As explained in chapter two, the sliding ladder effect is due to 
the spatial separation of the two scattering regions contributing to 
the two channels' received signals. It was shown that the Sliding 
Ladder (SL) effect is controlled by the number of scatterers in the 
uncorrelated regions A and C, Fig 2.11. Independent SL is not related 
to the incident angles, since the two receiving transducers have the 
same angle of reception y. Fig 2.11. The number of the uncorrelated 
regions is obtained using simulation in the same way as in section 
2.6. Therefore, simulation of the received signals for the 
independent SL effect at the mth range sample is (Fig 3.7):
Channel 1
N+M
Xig(m) - E a(i) cos(*r(i) + <t»di(i))
i=M+l
. . . (3.10)
N+M




X2s(m) - E a(i) cos(*r(i) + <t>di(i) + <t>c(“ ))
i-(Ng+M+l)
. . . (3.11)
N+Ng+M




N, M, a(i), <t>r( i ) are the same as in eqns (3.4) amd (3.5)
Ng = number of scatterers in the uncorrelated regions. Fig 3.7 
4»di( i ) “ systematic delay of the ith scatterer in the array 
contributing to Chamnels 1 amd 2 
4>c(®) “ the interferometric delay. It is constant within a
ramge sample.
2Tr.dsinem
4>c(®) “  ̂ • • • (3 12)
is the graizing angle amd equal to the amgle between direction 
of the boresight amd reception at the mth range sample,Fig 3.7
3.4.4 Received signal simulation assuming collective glint amd 
sliding ladder effects 
The same procedure, developed in section 2.7, is audapted to 
generate the in-phase and quau3rature components of the simulated 
signals which acquire glint amd sliding ladder effects. It has been 
shown that the sliding ladder effect is due to the receivers not being 
at the same distance from the midpoint of the scattering region, and 
glint is due to the receiving tramsducers having different amgles of 
reception, and y2 , Fig 2.5.
The signal simulation for the collective effects may be developed 
from the analysis used for the signal simulation of their individual 
effects, eqns (3,4), (3,5), (3,10) amd (3,11). As a result, taking 
collective effects, the simulated signal quaulrature components for 




Xit(®) * E a(i) cos(<t>r(i) + *dl(i)) 
i—M+1
N+M
Yit(m) - E a(i) sin(<t>r(i) + 4>dl(i))
i-M+1
. . . (3.13)
Channel 2
. . . (3.14)
N+Ng+M
X2t(m) -  E a(i) cos(*r(i) + 4>t(i))
i-(Ng+M+l)
N+Ng+M
Yzt(m) -  E a(i) sin(*r(i) + 4>t(i))
i-Ng+M+1
All variables in eqns (3.13) and (3.14) are the same as those 
explained in eqns (3.4), (3.5), (3.10) and (3.11) except for the new 
term <t>t(i) which is given by:
4>t(i) - (4>d2(i) + 4>c(m) . . . (3.15)
where
4)̂ 2 is the same as in eqn (3.5)
<t>c(m) is the same as in eqn (3.12)
Fig 3.8 describes the scattering region contributing to the received 
signals of the two channels, and shows the contributions from the 
individual effects to the received signals. The two wavefronts 
and V»2 are no longer paurallel when compared with Fig 3.7(b). The 
difference between the two slant ranges AR is given by:
dsine
AR = — -—  (Fig 3.8)
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3.5 Calculation of the Phase Difference amd Amplitudes of the 
Received Signals in the two Channels 
To study the individual and collective effects of glint and 
sliding ladder on the resolved phase difference, the simulation 
system was designed to calculate the phase difference for each effect 
employing the in-phase and quadrature ccaoponents given in eqns (3.4),
(3.5), (3.10) and (3.11). The mathematical analysis of the phase
difference and amplitude is shown in section 2.3.1. The method 
adopted for the calculation of phase difference is explained 
mathematically for a general case, as follows.
* Calculation of the inphase and quadrature components for the 
phase difference signal of the mth sample
Xo(m) = Xi(m) %2(m) + Yi(m) YgCm)
Yo(m) = Xi(m) YgOm) - Xz(m) Yi(m) . . . (3.17)
Cos > Vj (*^ j -
Substituting for Xi(m), Yi(m), X2(m) and Y2(m), we get:
Xo(m) = A(m) cos(*2(m) - V^(m)
YD(m) = A(m) sin(v̂ 2(m) - vpi(m) . . . (3.18)
where
A(m) = ai(m) » a^fm)
4/l(m), vi»2(m) are the resultant phase of signals received by
channel 1 and 2 respectively
ai(m), a2(m) are the resultant amplitudes of channel 1 and
channel 2 respectively
Xi(m), X2(m) and Yi(m), Y2(m) are the two chamnels inphase and 
quadrature components for a general case
112.
* calculation of the phase difference for the mth ramge sample is 
given by:
4>p(m) - tan ^
Yo(m)
. . . (3.19)3^(m)
* Calculation of the amplitudes for the mth range sample axe:
“  ✓ Xi2(m) + YiZ(m) 
' / X^^(m) + Y2*(m)
3.6 BSSPS Simulation System Descriptor
The Bathymetric side scan profiling sonar system is simulated to 
test the effect of glint and sliding ladder noise on the resolved 
phase-difference error. Using the simulated system, the individual 
and collective effects of glint and sliding ladder can be tested, 
where it will not be so easy to test separate effects with the 
physical system.
The computer program was designed using the Honeywell Mu Itics 
system. The program was written in FORTRAN IV and set to achieve the 
following targets.
* Closely simulate the BSSPS physical system signaJ. at the 
baseband level.
* Capable of testing the individual and collective effects of 
glint êmd sliding ladder.
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* Provide flexible range sampling interval starting from a 
minimum of one scatterer spacing along the seabed to a 
maximum of (N-1) scatterer spacing, where N is the number of 
scatterers in the shortest scattering array in the scanned 
swathe.
* Capable of providing range samples at equal time intervals.
* To study the variation of phase-difference error at
different system parameters and for each of the two effects.
* Calculate the probability density function of the
phase-difference error for the theoretical, and simulation 
cases.
* To calculate the standard deviation or confidence interval 
to any degree of confidence for the phase-difference error.
* To compaxe theoretical and simulation phase-difference error 
using the chi-square test for goodness of fit.
The program was built on the aissumption that the system is
static, ie. no Doppler shift to be considered, and that the seabed is 
flat and horizontal with point scatterers equally spaced along the 
swathe. Each scatterer introduces uniformly distributed random phase 
and Rayleigh distributed remdom amplitude to the incident signal. 
Several versions of the system simulation program were developed to 
include different signal processing models and data presentation.
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3.6.1 Description of the general system simulation program
In this subsection, the operation of the general version of the 
BSSPS simulated system program is described in the sequence of the 
flowchart shown in Fig 3.9.
3.6.1.1 Running the program
The final program can be commanded to start processing in two 
ways:
(a) Direct interaction: The operator commands the computer to start 
processing the program functions, and supplies ail the variable 
data required for a specific operation of the system directly 
through the ccwnputer terminal. This procedure could be slow and 
time consuming, since there is a large amount of data to be 
entered and the program processing might take a very long time. 
Direct interaction is only performed when the computer is lightly 
loaded - late at night, or early in the morning - when it will be 
faster and cheaper, or during the preliminary system tests using 
a short processing time.
(b) Using Multics absentee job facility: The BSSPS system simulation
program was designed to benefit from this facility by organising 
the vauriable parameters to be requested from a file before 
processing the program. Multics provides the facility whereby 
users can run jobs in batch mode. This facility is called running 
"absentee" jobs, which enables the user to have an absentee job 
logged in, and be logged in interactively at the same time or to 
have the absentee job logged in or in a queue waiting for the time 
when the ccxnputer is lightly loaded, while the user is logged 
out. Most of the jobs were run using this facility.
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3.6.1.2 Generation of the random phaise and amplitude
As explained earlier, each scatterer in the instantaneously 
illuminated region presents independent random phase and amplitude to 
the incident signal. The random phase is uniformly distributed in 
the range between 0 to 2n and the random amplitude is of Rayleigh 
distribution.
The random phase and amplitude are obtained from the equiprobable 
uniformly distributed random numbers between 0 to 1 (generation of 
the random phase and amplitude from the 0 to 1 uniformly distributed 
random numbers is given in Appendix C). Generation of uniformly 
distributed random numbers (between O and 1) is achieved by using the 
NAC( ̂  ) Library subroutines e3q>lained in Appendix C.
* NAG: Numerical Algorithm Group, Fortran Library Manual, Mark 9,
Volume 6.
3.6.1.3 Length of the scattering array
Subroutine "scatterers" is defined to calculate the number of 
scatterers in the scattering region for each range sample. Ihe 
region is assumed to change as the sweeping pulse travels along the 
horizontal seabed swathe. The same subroutine is also used to 
calculate the mth range sanple incident angles y(m), yi(m) and y2(m) 
and to calculate slant range R(m), the length of the uncorrelated 
region AX(m) and the number of the uncorrelated scatterers.
3.6.1.4 Generation of pulse shape coefficients
The system simulation program provides the choice of one out of 
three different pulse shapes for the simulation of the transmitted
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pulse. They eire considered to be of approximately equal power, but 
have different shcipe and duration. The choices of pulse shape axe:
* Square pulse : The transmitted pulse is theoretically
assumed to have the same intensity throughout the pulse 
duration. Therefore, the raindom amplitudes of the 
scatterers contributing to the backscattered signal will be 
multiplied by equal coefficients, which are normalised to 
one. Ping length is equal to c t /2. Fig 3.10a.
* Cosine squared pulses : The scatterers within the 
instantaneously scattering region will be modified in 
intensity in accordance with the pulse shape. This means 
that the random amplitude of the scatterers, within the 
scattering region, will be multiplied not by equal 
coefficients as in the case of the sqpiare pulse, but by the 
corresponding intensities of the transmitted pulse shape 
coefficients, psc(i) as shown in Fig 3.10. The maximum 
coefficient is normalised to one. The coefficients for the 
cosine scjuare pulse are generated by subroutine "COSQUARE". 
Ping length will be twice the rectamgulax, ie. cr. Fig 
3.10b.
* Truncated Gaussian pulse shape; The coefficients for the 
Gaussian pulse shape are generated using "GAUSS". The 
Gaussian shaped pulse is truncated such as to limit the 
pulse width to Cr, Fig 3.10c. The maximum intensity is 
normalised to one, as for the cosine squared.
117.
Most of the system tests were carried out using the square pulse 
shape. Other shapes were only used to test their effects on the 
probability density function of the phase difference due to glint and 
sliding ladder noise.
3.6.1.5 Option of testing the effects
The simulated system provides the option of testing the 
individual glint and sliding ladder or their collective effects. To 
test the glint effect independently from the sliding ladder effect, 
the uncorrelated region is considered to be equal to zero, ie. total 
overlap of scattering regions. And for the sliding ladder 
independent effect, the systematic delay relative to the two 
receivers is taken to be the same, ie. the virtual images of the 
receivers are in line with the direction of the scattering region T^g 
and T2g, Fig 3.7. For the collective effect leave the calculated 
uncorrelated region amd the systematic delay unchanged.
3.6.1.6 Calculation of the quadrature components
The subroutine "QUADCOMP" is called twice during each range 
sample to calculate the inphase and quadrature components for the two 
channels. One call to calculate Xi(m) and Yi(m) and the other to 
calculate X2(m) and Y2(m), m is the range sangle.
The quadrature components of the two channels atre used to 
calculate the phase difference between the two received signals using 
one of the two methods explained in Fig 3.11(a) and (b). Methods for 
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INVESTIGATION OF THE RELATIVE PHASE ERROR USING BSSPS SDC^ULATED
SYSTEM
The general design, description and operation of the BSSPS 
simulated system was given in the previous chapter. Chapter Two had 
analysed some of the sources of noise causing the relative phase 
error, using statistical methods.
In this chapter the simulated BSSPS system is used to generate 
the two received signals and to investigate the independent auid 
collective effects of glint and sliding ladder noise on the resolved 
phase-d i f ference.
4.1 Methods for Presenting the Phase-Difference Error
Simulation results are presented with the equivalent theoretical 
results, whenever found practical and useful. The reason for 
presenting the theoretical results is mainly to indicate the good 
agreement between simulation and theoretical results. The simulation 
system has proved that glint noise is only effective at small 
incident angles y, ie. it is found to introduce negligible 
phase-difference error at incident angles y > 45®. While, in the case 
of the independent sliding ladder noise, the probability of relative- 
phase error is a function of the absolute value of the grazing angle 
101, the transducer separation d emd the pulse width t.
Tests were carried out on the transducer separation, pulse width 
and pulse shape to evaluate their variation and effect on the
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relative phase error due to individual and collective glint and 
sliding ladder noise. The results of tests carried out on the BSSPS 
system are presented in three different forms :
(i) Phase difference fringes : The relat ive-phase error contribution
is displayed in the form of fluctuation on the ideal 
phase-difference. The phase difference, including error, is 
displayed against the seabed horizontal range D. This method of 
display gives an indication of the level of the relative-phase error 
due to the individual and collective effects of the glint and sliding 
ladder noise, but does not give a measured estimate for the error 
level, as the system p>arameters change. Also, the phase error is 
displayed in the form of fluctuation about the zero reference 
phase-difference. This is done by not including the interferometric 
delay between the two receiving transducers.
( ii ) A more informative form of displaying the phase error is 
obtained by using the probability distribution. Sangle tests are 
used to obtain the phase-difference error histogram for the received 
backscattered signals from selected points along the seabed. The 
theoretically calculated phase — difference error probability 
distribution is simultaneously displayed on the same plot in order to 
present comparison between the theoretical and simulation error 
distributions. The information about the phase-difference error is 
observed from the shape of the distribution. The spread distribution 
indicates a greater phase-difference error, while distribution 
concentrated near the mean value indicates small phase-difference 
error.
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(iii) Confidence interval display: Before proceeding with this
method we have to define the terms "confidence interval" emd "degree 
of confidence". The area under the phase error distribution can help 
to introduce another important idea for displaying the relative phase 
error contributions. The total area under the distribution curve is 
unity, ie.
00
P(^ - œ 3 ^ + œ) = J P(4>d ) d$[) = 1 = 100% . . . (4.1)
— 00
Eqn (4.1) means that we are 100% confident that any sanple of the 
phase-difference error will lie within the ±oo of the mean 
phase-difference. Equation 4.1 can be rewritten to represent a 
general form:
/^t k
P(p - k < < # + k) - J P(*D) aU>D - A% < 1  . . .  (4.2)
where
^ is the mean value of the phase-difference and is equail to
zero when the interferometric delay is not included in the 
resolved phase-difference.
P(4>d ) is the pdf of the phase-difference 4>d
k is the chosen interval such that A% of the variate will fall
within the ±k interval.
The value of k will be called the "confidence interval" and A% is 
called the "degree of confidence". For detail about the confidence 
interval and the degree of confidence, refer ref (*).
* Barks, R. A.: Distribution Theory, Hutchinson Educational Ltd,
London, 1972, pp.100.
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Two methods were employed to calculate the confidence interval of 
the phase-difference distribution. The first method is to calculate 
the standard deviation, a, as the root mean square deviation of the 
phase difference data, measured from the mean value. The area under 
the phase-difference distribution curve within one standard deviation 
is found to vary between .80 to .84. Therefore, we are confident to 
say that 80% to 84% of the phase-difference variant is within one 
standard deviation. The reason for the inconsistency in the degree 
of confidence (varies between 80 to 84) will be explained later in 
this chapter.
The second procedure is to work in the reverse way, ie. by
specifying a degree of confidence (a value for A in eqn (4.2)) and
then work back to calculate the confidence interval around the mean.
4.2 Simulation System Parameters
The parameters aissumed in the simulation system are chosen to be 
similar to those used by the actual physical system developed at Bath 
University. The reason for choosing parameters similar to the 
physical system is to enable a comparison of the simulation results 
with their equivalent in the physical system. Table 4.1 gives the
parameters used in the simulation system compared with their






1. Carrier frequency ^C 300kHz 300kHz
2. Pulse duration T 200fiSec 200/isec
3. Pulse width 30A 30A
4. Wavelength A 5mm 5mm
5. Speed of sound in water C 1500m/sec + iSOOn̂ /sec
6. Azimuth half-power beam 
width (main lobe) /3 2 degrees + 2°
7. Side lobes Neglected 17dB down
8. Elevation beamwidth 
(main lobe) As required ± 30°






10. Pulse repetition frequency Static test Static test
11. Number of processed pulses Normally 1* Normally 1*






13. Vertical depth H 6000A (30m) +6000A (30m)
14. Scattering sea bottom Flat ** Nearly flat
15. Scatterer's spacing b One cycle Randomly
spread
16. Scatterer *s an$)litude a Rayleigh
17. Scatterer's phase <hr Uniformlydistributed
18. Transducer spacing d No restric­
tion
5A to 24A
19. Scattering region L Variable Veuriable
20. Declination angle a 0 to 45° 0 to 45°
21. Receiver bandwidth Br Not used lOkHz
22. Transducer bandwidth Bt Not used 20kHz
TABLE 4.1 System Parameters
* More than one pulse is processed for the case of averaging. 
Chapter 6.
** Flat horizontal simulated by equally spaced point scatterers.
*** The symbol + is used to mean approximately equal to
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4.3 BSSPS Simulation System Phase Relationship
Ideally the phase relationship between the sonar return data 
received by the two receiving transudcers should vary depending upon 
the direction of the return relative to the boresight. Returns from 
scattering regions in the direction of the boresight, ie. from a 
distant scattering region falling on the perpendicular to the active 
faces of the receiving transducer pair, will reach the two 
transducers at the same instant of time. As a result the resolved 
phase-difference between the two receiver outputs will be zero. 
Signal returns from scattering regions at 2uiy direction other than 
the boresight will introduce a relative-phase between the two 
receiver outputs. Since the phase-difference can only be resolved in 
the range -rr to tt, or O to 2tt, then the resolved relative phase 
response for a wide range of reception angles will be in the form of 
phase fringes shown in Fig 4.1.
4.3.1 Ideal phase fringe generation
Using the BSSPS simulation system, it is possible to generate the 
phase-difference response over an increasing horizontal distance. 
The ideal fringe plot is generated by considering only the time delay 
between the two receiving transducers, ie. interferometric delay 
only, and neglecting all sources of noise. It was mentioned earlier 
that all the information about the illuminated seabed structure is 
contained in the resolved phase-difference. Any error in the 
resolved phase difference, whether due to methods used to resolve the 
relative-phëuse or due to sources of noise such as glint, sliding 
ladder effect, receiver noise, etc, will be reflected in the 
accuracy with which the bottom features are identified. If the 
phase-difference cem be resolved free of noise, which is the aim of
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the BSSPS system signal processing, then all bottom features in the 
order of the pulse duration will be clearly identified, assuming that 
the fringe ambiguity is resolved. This ideal hypothesis cannot be 
achieved as long as the transmitted pulse hcis a finite width and there 
is spatial delay between the two receiving transducers as e3q>lained 
theoretically in Chapter 2.
This section is devoted to a study of the individual and 
collective effects of glint and sliding Ictdder noise contributions to 
the resolved relative-phcise error. All other possible sources of 
noise, which might introduce error to the relative-phase are 
neglected.
4.3.1.1 How fringes indicate seabed structure
The number of phase fringes displayed relative to the distance 
along the horizontal svrathe is shown in Fig 4.2(b). The trace 
represents the ideal relative-phase fringes for a horizontal seabed 
has the following system parauneters:
* Vertical depth 20m
* Transducer separation 20A
* Pulse width 60X
* Wavelength A = 5mm
* Seabed assumed horizontal
Using the number of fringes traced for the aissumed horizontal seabed 
as the transmitted pulse sweeps the horizontal range from 20m to 
140m, Fig 4.2(b) is our reference for the slope of the seabed. Fig 
4.2(b) indicates that 9 fringes are formed during the 20m to 140m 
horizontal range. Changing the simulated horizontal seabed to a
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rising up flat bed, which makes an auigle 10 degrees with the 
horizontal, the result is that more fringes are formed within the 
same horizontal range, 20 to 140m. Fig 4.2(a) shows that 12 fringes 
are present during the same horizontal range sweep, as in the case of 
the horizontal bed, ie. an increase of 3 fringes is caused by change 
of the seabed slope. Similarly, if the seabed is simulated to sloping 
down by 10 degrees, a lesser number of fringes will be formed within 
the same horizontal distance. Fig 4.2(c) shows that only 8 fringes 
are formed in the 20 to 140m horizontal sweep. The results in Fig 4.2 
show that the fringes can be used to indicate changes in the Ictrge 
features of the seabed. Small changes in the seabed structure will 
have the effect of producing fluctuations in the plotted 
phase-difference in between fringes. Small seabed features cam only 
be identified if the resolved re lat ive-phaise is free of emy form of 
error, otherwise it will be lost in the phaise error.
Many sources of noise could introduce error in the resolved 
relative-phcuse, such as glint, sliding lau3der, stagger, misalignment, 
receiver noise, etc. Most of the sources of noise cam be eliminated 
by careful design, except the glint and sliding ladder noise, as long 
as the two tramsducers have different incident angles amd spatial 
separation delay. The contribution of the individual amd collective 
glint and sliding laidder to the relative-phase error will be 
demonstrated in the next subsections.
4.3.2 Glint effect on the resolved phase difference
The BSSPS simulation system has the capability of including one 
source of noise and neglecting other sources. The present test is 
designed, using the BSSPS simulated system, to produce a phase fringe
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plot which displays the phase-difference error variation along the 
assumed horizontal seabed due to glint noise only. The simulation 
results shown in Fig 4.3 represent the glint error without the use of 
any method of signal processing. It indicates that the probability 
of relative pheise error is greater at smaller horizontal distances, 
ie. at smaller incident angles, and the error reduces as the 
horizontal distance increases. These results sure consistent with
the theoretically analysed results given in Section 2.5.
Quantitative assessments eure not possible with this method of error 
display.
The relative-phcLse error display shown in Fig 4.3 is not 
informative, because it only represents the error for one set of 
scatterer's rsmdcm phase and amplitude, but it does give an 
indication of the sort of error e3Ç>ected from glint noise. A more 
informative representation of the phase error due to glint noise will 
be given in Secton 4.4.
Fig 4.3 compaures the error-contaminated phase fringes (Fig 
4.3(b)) with the ideal no-error case (Fig 4.3(a)). It also displays 
the error fluctuation about the zero mean (Fig 4.3(c)) by subtracting 
the interferometric delay out.
4.3.3 Sliding ladder effect on the resolved phase-difference
The previous subsection shows the contribution of the glint 
independent noise to the relative-phase error. Here the error 
contribution due to the independent sliding ladder noise will be 
demonstrated using the same system parameters as for the glint. The 
phase-difference error due to sliding ladder noise, expressed in Fig
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4.4(b), gives am indication of the sort of error expected. The error 
is zero for reception in the boresight direction. For detail see Fig 
3.6, amd the probability of error increases as the reception amgle 
chamges a±x>ve or below the bores ight direction. The results shown in 
Fig 4.4 cure in line with the statistical analysis e^^lained in 
Section 2.6. As in the case of independent glint error, this 
representation of the relative phase error does not provide a 
numerical assessment for the error level - it only gives am 
indication of the possible error. For example, the relative-phase 
error spikes represent the results obtained frcxn one set of ramdom 
phase and amplitude for the simulated scatterers. The level and 
position of these spikes will be different for each independent set 
of random phase and amplitudes.
The error-free phase fringes plot shown in Fig 4.4(a) is 
presented for compaurison purposes, while Fig 4.4(c) displays the 
phase error fluctuation about the zero mean. It is obtained by 
neglecting the interferometric delay.
4.3.4 Glint and sliding ladder collective effect on the resolved 
phase difference
The collective effect of glint amd sliding ladder on the 
probability of the relative-phase error is not necessarily equal to 
the sum of the individual, effects. It is very close, but not exactly 
equal, to the sum.
The same procedure used in subsection 4.3.3 is employed for the 
collective effects. The only difference is that the in-phase and 
quadrature components will contain systematic delay in the case of
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the collective effect, while it does not for the independent sliding 
ladder effect. The simulation system test results for the phase 
fringes are given in Fig 4.5. It indicates that the error in the 
boresight directon is no longer zero, but equal to the relative phase 
error due to independent glint noise. The phase error fluctuation 
about a zero mean is shown in Fig 4.5(c). It indicates that the error 
spikes are more frequent and of higher level at closer horizontal 
range. Then they reach a minimum at the bores ight reception angle, 
where only error due to glint is present. And the error level starts 
to increase as the horizontal range increases beyond the boresight 
position. But the rate of increase in the phase error relative to the 
horizontal distance in this region will be slower. The reaisons are 
e>q>lained in the following points.
* The relative-phase error in this region is mainly due to sliding 
ladder effect, since glint effect contribution is negligible at 
largis incident angle (see Fig 4.3(c)).
* The level of phase difference error due to sliding ladder effect 
is related to the grazing angle ©, and in this region a small 
increase in © will cover a large horizontal distance.
Fig 4.6 ccxnpares the simulation data with the actual seabed data for 
approximately the same system parameters. The actual physical system 
phase fringes plot shown in Fig 4.6a is obtained from the recorded 
seabed data obtained using the Bath University profiling sonar system 
tests at Bristol Docks Wall. The phase-difference was ̂reduced using 
the ccxnplex processor designed as part of the present work (Chapter 
5). Fig 4.6 indicates very close similarity between the two sets of data.
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4.4 Comprehensive Methods for Phase-Difference Error Measurement
The results obtained in the previous section do not give 
measurable values of the phase-difference error, but only show an 
indication of the probability of error along the simulated horizontal 
seabed.
In this section, more comprehensive tests and measurements are 
used to obtain the probability of the relative-phase error 
contributions. The tests are carried out for the individual and 
collective effects of glint and sliding ladder sources of noise.
Also, histograms are generated for the phase error at sample points 
along the seabed. Histograms are plotted simultameously with the 
theoretically calculated probability distribution. The histogram and 
distribution for each plot are generated using the same system
parameters. The parallel results of eaq>erimental (simulation) and 
theoretical are presented together to demonstrate the good agreement 
between the two methods.
The histogram generated at sample points along the seabed gives a 
good indication about the phase error probability distribution for 
each of the test points' condition, but does not give measurable 
assessment of the phase error. It only shows the dispersion of data 
about the mean value. For this case, the phase error could have
dispersion of up to n on each side of the meaui. Frcxn the phase er^ror
distribution it is clear frcxn Fig 4.9 that the maximum dispersion 
does not happen frequently, ie. it has low frequency of occurrence, 
%^ile/phase error closer to the mean haf^ns more frequently. The 
most important measure of dispersion is the standard deviation, 
usually denoted by a. The stamdard deviation is generally used as the
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assessment meaisure for the dispersion of the phase-difference error.
4.4.1 Generation of the phase-difference error distribution
4.4.1.1 Generation of the theoretical phase error distribution
The phase-difference error distribution is generated 
theoretically using eqn (2.27) with a chosen value of the correlation 
coefficient r between one and zero. Then, calculating P(4>d ) for
different values of 4^ in the range -n to n, the value of r will
decide the shape of the distribution. For large r, ie. 1 > r > 0.9, 
the distribution will be concentrated around the meain of the 
phase-difference error, forming a peaky shape. For smaller values of 
r the distribution will tend to be flatter and wider. Fig 4.9
displays several distributions for values of r between 1 and 0.7
plotted on a linear-log scale.
4.4.1.2 Generation of the phaise error histogram
The histogram is required to describe the probability of phase 
error, due to auiy source of noise, for different system parameters 
and at any seabed geometry. It has been introduced to give an 
alternative and more descriptive method to that shown in section 4.3 
for the phase error. For example, to describe the probability of the 
f^ase-difference error due to glint noise, %^en the incident angle y 
= 20°, see Fig 4.3, the procedure adopted is to form the phase error 
histogram for the backscattering from that region with given incident 
angle. The histogram describes most of the possible phase errors and 
their frequency expected due to the source of noise and at the 
specified system geometry. The method used to plot the histogram is 
described in Appendix E.
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4.4.2 Using the probability distribution to describe glint amd 
sliding ladder contribution to the relative-phase error
The probability dist^^utions are generated for the system 
parameters given in Table 4.1 and at several incident angles 20, 30, 
45 and 70 degrees. The test is repeated to express the contributions 
to the error of the glint, sliding ladder and their collective 
effects on the relative phase. All tests are carried out with the 
interferometric delay neglected and the seabed assumed horizontal.
The independent glint effect results are shown in Fig 4.10, vAiich 
presents the theoretical distribution amd the simulation histogram 
simultaneously for the above-mentioned incident angles. The results 
indicate that for glint noise the probability of a large relative 
phase error is high at small incident amgles (20 degrees), where the 
distribution spreaids over the whole phase-difference ramge and 
reduces am the incident angle increases. The distribution is 
concentrated to ±0.05 radians for an incident angle of 70 degrees. 
Therefore, the independent glint noise contribution is only effective 
at small incident angles; this is true if the system parameters are 
kept constant.
The independent sliding ladder effect along the horizontal seabed 
is shown in Fig 4.11. The sliding ladder effect, as explained in 
Chapter 2, is independent of the incident angle. It only depends on 
the spatial delay between the two receiving transducers. In other 
words, it depends on the grazing angle ©. Because the seabed is 
assumed horizontal, then the grazing angle © is transferred into the 
equivalent incident angle y to be inconsistent with the presentation 
of the glint effects shown in Pig 4.10. The transformation is © * rr/2
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- (y+a), where a is the declination angle. The phase error due to 
independent sliding ladder effect is high at incident angles 20 and
70 degrees, where the distribution spreads to ±n, and reduces as the
incident amgle gets closer to the boresight direction, where it will 
be zero.
The collective effect of glint and sliding ladder is displayed in 
Fig 4.12. Results indicate that the sliding ladder is the dominamt 
effect. Fig 4.11 shows that the probability of phase error is high at 
y » 20 amd y » 70 degrees, greater at y » 20 degrees because the
independent effects both have high error at that system condition.
The error reduces to a minimum at the bores ight direction (y+a = rr/2), 
which in fact represents the error due to the independent glint.
The reason for this test is to give a more informative 
representation for the error contributions of the glint and sliding 
ladder effects amd to prove that the theoretical amd simulation 
probability distributions are closely related for the studied two 
sources of noise throughout the mapped range.
The agreement between theory and simulation shown in Figs 4.10, 
4.11 and 4.12 gives the following information.
* First, that the simulation system is functioning correctly amd
the program is free of bugs.
» Secondly, that the theoretical anailysis of the correlation 
coefficient devised for the present work is functioning normally 
for both the glint amd sliding ladder cases.
= E " fi)
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4.4.3 Using the standard deviation to indicate glint amd sliding 
ladder contributions to the phase-difference error
The stamdard deviation a was calculated frcxn both theoretical
distribution and from the simulation histogram using the method
described in eqn (4.3).
. . . (4.3)
i-1 /  i«l
where
fi is the frequency with which the phame-difference 4>d( i )
cxzcnirs.
^ is the me am of the phase difference. It is zero when the 
interfercxnetric delay is subtracted.
amd the stamdard deviation is the square root of equation (4.3). It 
is defined as the root mean square deviation of the relative-phame 
data measured from the meam.
The area under the cnirve within one standard deviation of each 
side of the meam is found to be in the range 0.8 to 0.84 out of the 
total aurea which is unity, ie. 80% to 84% of the population will be 
within one stamdard deviation. That is;
aJ t»( 4»D “ 0.8 to 0.84 ...(4.4)
-g
ie, the degree of confidence for one standaurd deviation is equail to 
80% to 84%. Ccxnpairing these results with that of the normal 
distribution, the degree of confidence for one stamdard deviation of 
the normal distribution is given by 68.27%. We can see that the phause 
error distribution, although it is close to normal distribution, is
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not the same. Frcxn the degree of confidence calculated for one 
stamdcurd deviation we cam confirm that the phase error distribution 
is more concentrated round the meam. The variation in the calculated 
degree of confidence, ie. 80% to 84%, warn experienced in both 
theoretical and simulation phase error distributions. [Note: The 
degree of confidence and confidence interval terms are defined in 
Section 4.1.] It was found to be 80% for the distributions with large 
phase error, ie. for the glint noise at small incident amgles amd 
sliding ladder noise at both small and large incident amgles, amd 84% 
for small phase error distributions. The reason for the change in the 
degree of confidence cx>uld be due to change in the shape of the phase 
error distribution as the probability of phaise error chamges, see Fig 
4.9.
Another methcxi warn used to calculate the interval around the meam 
of the distribution, other than the stamdard deviation method. This 
method works in the reverse way. It is done by specifying the degree 
of confidence, say 90%, then working out the confidence interval k. 
The value of k will be greater than the stamdard deviation a because 
we are including more area within the interval, ie. 90% of the total 
area. For example, if the degree of confidence is required to be 90%, 
then a confidence interval k is to be obtained, such that:
P(p - k < ^ + k) - 90%
ie.
fitk




P(0 < *D < ^ + k) * 45%
^+XJ  t»(4>D)d4>D - 0.45 . . .  (4.6)
M
The value of k is calculated using the subroutine "interval.". It 
divides the distribution into very thin slices amd staurts adding 
slice aareaus in one half of the distribution, eqn (4.6). Adding small 
areas starts from the mean point ^ amd continues until the 
accumulated aurea becomes very close to 0.45. If the accurate area is 
not reached, the program repeats the summation with even thinner 
slices until a very accurate value is obtained. Then k is calculated 
from the number of added slices amd their thickness, see Fig 4.13.
ie. k “ n * A4>d » . . (4.7)
where
k “ confidence interval
n “ number of slices
* slice thickness
The area of the ith slice is given by:
AA * 64%). fi
where f± is the frequency of the ith phase-difference.
The value of the "confidence interval" k depends on the phaise error 
distribution. For a flat distribution k will be large amd for peaky 
distribution "small error" the value of k will be small. Therefore, k 
cam be used as an assessment measure for the phase difference error, 
amd this will be adopted in the next subsection.
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4.4.4 Phase-difference error variation along the horizontal distance 
indicated by the confidence interval
This test is done to show the vairiation of the phase-difference 
error, indicated by the confidence interval k or by the standard 
deviation a along the horizontal distance. The test is carried out to 
indicate the phase-difference error variation along the horizontal 
distance due to the independent glint and sliding ladder and their 
collective effects.
The test staurts by generating the phase error distribution. The 
distribution could be the experimentally generated histogram or the 
theoretical probability distribution (because we have proved that 
simulation and theoretical results are in good agreement, amd to save 
computation time, the distribution was generated theoretically using 
eqn (2.27)).
The computer program was designed to calculate system geometry 
and the correlation coefficients rg, rg and r^ for the glint, sliding 
ladder amd their collective effects respectively at each point along 
the seabed. Fig 4.14(a). Using the calculated correlation 
coefficients the phame error distributions for the glint, sliding 
laudder and their collective effects aure generated for the same system 
geometry. The subroutine "interval" was then used three times to 
calculate kg, kg amd k̂ / the confidence intervals of glint, sliding 
ladder amd their collective effect distributions respectively. Wie 
above procedure is repeated 200 times, each time with different 
system geometry, ie. different horizontal distance along the 
seabed.
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The results of this test are shown in Fig 4.14(b). These results 
are considered a more comprehensive assessment for the phaise error 
contribution, due to each of the sources of error. It gives their 
variation relative to the horizontal distance. Fig 4.14(b).
4.5 Effect of Changing the Pulse Duration on the Relative Phase Error 
due to Glint and Sliding Ladder Noise
In the previous section the effect of glint and sliding launder 
noise on the relative phame error was investigated for the system 
paurameters listed in Table 4.1. This section will now investigate 
the effect of varying the pulse duration r hais on the probability of 
the phame-difference error caused by the two sources of noise, glint 
and sliding ladder. The tests were caurried out using a pulse duration 
close to that considered in the system parameters, while other 
parameters are kept as in Table 4.1.
4.5.1 Effect of pulse duration on the error contribution due to glint 
noise
The effect of pulse duration can be explained theoretically from 
eqn (2.39), which is repeated here for convenience.
N
£ cosA4>( i ) 
i»l
rg «     . . . (4.8)
where





A4> “ —^  ( i-n-1 ) . —  cosy
<3 cos©
Ay -
N “ odd number of scatterers in the scattering regions 
n * ( n-1 )/2
Increasing t  will increase N, see above, and at the same time increase 
the maximum value of A4>, since n will be increased ( n = (N-1/2)). As 
a result, rg will be smaller for a large pulse duration, which means 
cm increased probability of larger errors. Pig 2.10(c).
The theoretical test results are shown in the continuous curve of 
Fig 4.15, and the simulation system results are indicated by the sign
4.5.2 Effect of pulse duration on the error contribution due to 
sliding ladder noise
The sliding ladder effect, as explained theoretically in eqn 
(2.55), depends on the ratio of the common region to the total 
scattering region. In other words, it depends on the ratio of the 
number of scatterers in the common region, Ng, to the number of 
scatterers in the total scattering region N. Eqn (2.55) is repeated 
to explain the effect.
Nb Ns
rs - 5" - 1 - 5" • • • (4 9)




Ng “ number of the uncorrelated scatterers. It is independent 
of T.
Therefore, increasing r will reduce the ratio of Ng/N and as a 
result will increase the value of the correlated coefficient, rg. A 
greater value of rg means a smaller relative-phase error Fig 2.10(c ).
The theoretically calculated results of the confidence interval 
along the horizontal distance D are given by the continuous curve of 
Fig 4.16, amd the simulation system results are given by the sign *. 
The simulation results are only obtained at discrete points along the 
horizontal distance.
4.5.3 Effect of pulse duration on the error contribution due to the 
collective glint and sliding ladder noise 
As for the individual noise, the error contribution due to the 
collective noise is theoretically given by eqn (2.66), which is 
rewritten below.
£ cos2A4>( i ) 
icB
rt -     • • *(4.10)
%diere
and N are as for the caise of the individual glint.
B represents the common region.
The results shown in Fig 4.17 indicate, for both theoretical and 
simulation, that increasing the pulse duration will slightly inprove
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the relative phase error, ie. the results are influenced by the 
individual sliding ladder noise.
4.6 Transducer Separation Effect on the Relative Phase Error
In this section, the variation of the transducer separation d 
effect on the relative phase error will be investigated in the same 
way as for the pulse duration.
4.6.1 Effect on the glint noise contribution
The only relation between the correlation coefficient, developed 
theoretically for the glint effect, and the transducer separation d, 
is explained in Section 2.5. The relative equation is given in eqn 
( 2.39( and repeated in eqn (4.8).
Increasing d will increase the value of Ay, and, as a result, |A4>I 
will be increased and from eqn (4.8) the correlation coefficient will 
be maximum for Ay « O and will decrease as |A$I increases above zero. 
This indicates that the relative-phase error will be greater for a 
larger transducer separation.
The results shown in Fig 4.18 indicate the relation between the 
confidence interval of the relative phase error k, where k is
calculated for 90% degree of confidence, and the seabed horizontal 
distance D for four values of the transducer separation d = 5X, lOA, 
15X and 20X. The continuous curve represents the theoretically
calculated results and the simulation results are marked with the 
sign *.
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4.6.2 Effects on the sliding ladder noise contribution
The correlation coefficient is considered as a reference for the 
probability of phase difference error, see Fig 2.10(c). A high 
correlation coefficient indicates a low probability of phase 
difference error. For the sliding ladder effect the correlation 
coefficient is given by eqn (2.55) and repeated in eqn (4.9). It cam 
be shown that the number of scatterers in the region contributing to 
the backscattered signal N is not a function of the transducer 
separation. Therefore, the correlation coefficient will depend on 
Ng, which is given by eqn (2.43) and repeated below.
d IsinSl
"s - • • • (*11)
substituting the value of Ng from eqn (4.11) into eqn (4.9) gives: 
d I sine I
=8 - 1 - z.N.bsTny • ■ • (*1=)
Eqn (4.12) indicates that theoretically the transducer separation d 
will have the inverse effect on the correlation coefficient, ie. 
increasing the value of d will give a smaller correlation coefficient 
and, as a result, will introduce a higher probability of relative 
phase error. Fig 4.19 shows the effect of varying d on the relative 
phase error confidence interval. The continuous curves are 
calculated theoretically cmd the simulation test results are 
indicated by the sign *.
4.6.3 Effect on the collective glint emd sliding ladder noise
contribution
For the collective noise the correlation coefficient is given by 
eqn (4.10). For details about this equation, refer to Section 2.7.
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It heu3 been explained earlier that N is not a function of d, the 
transducer separation in metres. Therefore, the effect of variation 
of d on the correlation coefficient will be due to the numerator of 
eqn (4.12). The numerator is affected by d in two ways through the 
value of A4>, as in the case of glint (Secton 4.5.1), amd by the number 
of summations, ie. the number of scatterers in the ccanmon region, Ng.
Ng = N - Ng . . .  (4.13)
The relation between d and Ng is explained in Secton 4.6.2. 
Therefore, Ng will be closer to N for a smaller d, amd the opposite is 
true. Therefore, the collective noise contribution to the relative 
phase error will be greater than the individual, ais indicated in Pig 
4.20. Agaiin, the continuous curve of Pig 4.20 represents the 
theoretical test results and the star ( *) represents the simulation.
4.7 Choice of t  and d
The previous section was devoted to testing the effect of the 
variation in the pulse duration t and the transducer separation d, on 
the relative-phase error due to glint amd sliding ladder noise. The 
results indicate that increaising t  will have the effect of improving 
the relative phaise error due to sliding ladder and degrading that of 
the glint. The net result will be a slight improvement as shown in 
Pig 4.17. But increasing d will degrade the relative phase error due 
to the individual glint and sliding lau3der noises, and the net error 
due to the collective noise will be greater tham the highest of the 
two individual components. The results obtained in Section 4.6 
indicate that d is a factor which should be kept as low as possible in 
order to reduce the relative phase error due glint and sliding laulder
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effects. The extent to which d cam be reduced has physical 
limitations. Also, it will be shown in the next chapter that 
resolution power is influenced by the choice of the transducer 
sepairation. The resolution is degraded as the value of d reduces. Up 
to this stage the choice of d is still debatable.
Judging from the results obtained in the previous section, the
pulse duration t has less influence on the relative phase error when
ccxnpared with the transducer separation, d. Increasing t will 
improve the relative phase error, but at the same time it will reduce 
the system resolution power, amd increase the noise due to the volume 
reverberation. Therefore, the value of t is normally chosen 
according to the required resolution. These probabilistic factors 
must also be considered when calculating the resolution of the 
system.
Note; The volume reverberation effect on the relative phase has not 
been amalysed in the present work.
4.8 Pulse Shape Effect on Re lat i ve-Phase Error
4.8.1 Introduction
All the previous system tests caurried out on the BS5PS simulated 
system assume pure rectamgular transmitted pulse shape. Although 
rectangular pulse shapes aure required to improve ramge resolution, 
pure rectamgular pulse shapes are not realised in practice due to the 
system band limitation. Pulse shaping has been employed in 
pulsed-radar to reduce spectral sideband levels^ ). For the 
present work, the pulse shaping is introduced to test the effect of 
different pulse shapes on the relative-phase error due to glint and
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sliding ladder noise. The pulse shapes employed for this test are
chosen from those commonly used in radar, such as cosine squared and
truncated gaussian pulses. The envelopes for the two mentioned pulse
shapes and the rectangular have approximately equal energy content






Fig 4.21; Some of the commonly used pulse shapes
Both cosine squared and truncated gaussian pulse shcipes %#ere found to 
have the same effect on reducing the collective phaLse-difference 
error when compared with that recorded when using rectangular pulse. 
The increase in the shaped pulse duration, compared with the 
rectamgular pulse, from t to T such that T » 2t , Pig 4.21, has the 
effect of greatly reducing the phame error due to the independent 
sliding ladder noise. This reduction in the relative-phase error is 
mainly due to the increase in the pulse duration relative to that of 
the square pulse. But, the increase in the shaped pulse duration warn 
found to have no effect of increasing the phaise error due to the 
independent glint noise. In fact, a slight improvement in the phaise 
error warn recorded. As a result, pulse shaping, aü. though it 
deteriorates the range resolution due to the increase in the pulse
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duration, has the effect of greatly improving the relative-phase 
error of the collective noise. Improving the relative-phase error 
will have the effect of reducing the ambiguity in resolving the 
direction of reception, and as a result improves the mapping 
resolution.
The following subsection will explain the pulse shaping effect on 
the individual and collective glint amd sliding ladder noise 
contribution to the relative-phase error.
4.8.2 Test procedure
The BSSPS simulation system is adopted to carry out a test of the 
pulse shaping effect on the independent amd collective glint amd 
sliding ladder noise. The test procedure is explained in the flow 
chart (Pig 4.22). It processes the effect of pulse shaping of one 
source of noise at a time, such as glint, sliding lauider, or their 
collective noise, then proceeds am follows:
* Choose the system parameters and geometry which specify the 
region, ailong the seaü>ed swathe, selected for the test.
* Generate histograms for the phaise error at or around the selected 
region; refer to Appendix E for the generation of the histogram.
* Construct the cumulative distribution using the generated 
histogram.
* Plot the cumulative distribution on linear gaussiam scale. The 
reason for using the gaussian scale is to expand the cumulative
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distribution at the end parts of the distribution, see Pigs 4.24 
to 4.26, 4.28 to 4.30 and 4.31 to 4.33.
* Por each source of noise the above points aure repeated three
times, once for each of the rectamgular, cosine squared amd
truncated gaussian pulse shapes. The cumulative distributions 
constructed for each pulse shape are plotted simultameously on 
the same graph in order to e3q>ress the comparison between
distributions for the different pulse shapes.
* The procedure described above is repeated for the independent
glint and sliding ladder sources of noise and for their
collective effect.
The procedure explained in the above points cam be performed on 
several sample points selected along the horizontal seabed, in order 
to shew the effect of changing the system geometry.
4.8.3 Pulse shaping effect on glint re lat ive-phause error
contribution
When the transmitted pulse is shaped (not rectamgular) the 
illuminated scatterers will not be under the same signal level, ie. 
different from the case with the sc[uare pulse where all illuminated
scatterers are under equal pressure, but each scatterer will be under
pressure equal to the pulse level at that point (see Fig 4.23).
The inphase and quauSrature components of each of the two received 




Xi - E Pi.a(i)cos(*r(i) + <t>di(i))
i-1
N
Yi - E Pi.a(i)sin(*r(i) 4- 4\ai(i))
i-1
N
^2 • E Pi.a(i)co8(*r(i) + $dz(i))
i-1
N
Yz - E pi.a(i)sin(*r(i) + «I>a2<i)) 
i-1
Eqns (4.14) and (4.15) are the same as eqns (2.31) and (2.32) except 
for the transmitted pulse level coefficient, pj_.
The variance and covariance are calculated in the same %fay as in 
Section 2.5, and the results are given by:
(4.15)
N
CTĝ  * E Pi^ • • • (4.16)
i-1 
N
Pg * E Pi^.cx>S2A4K i ) • • • (4.17)
i-1
Where A4> is defined in eqn (2.35).
The variamce and covariance are calculated for different pulse 
shapes and at several incident angles y. The corresponding 
correlation coefficients are calculated using eqn (4.18).
N
E Pî oos2d4>( i ) 
i-1




The values of rg for different pulse shapes and selected incident 
angles are given in Table 4.2. The values of rg for cosine squared 
and truncated gaussian pulse are found to be the same, and for that 
reason the values of rg are calculated for cosine squared and 
rectangular pulse. It is clear from Table 4.2 that rg is the same for 
both rectangular and cosine squared and at all the test points along 
the swathe.
The simulation test results are shown in Figs 4.24 to 4.26. Only 
three of the cumulative distirbutions are selected, at incident 
angles y *= 20, 45 and 70 degrees. The distributions for the three 
pulse shapes are seen to overlap in the three selected system 
geometries.
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20 0.97 0.909 0.992 0.932 0.978 0.977
35 0.992 0.956 0.997 0.962 0.995 0.994
45 0.998 0.9979 1 1 0.998 0.9979
70 0.9935 0.939 0.9936 0.9394 0.99995 0.99944
80 0.983 0.9032 0.9836 0.9032 0.9999976 0.9999973
Table 4.2: Correlation Coefficients
For different error sources amd pulse shapes at severaü. locations
along the insonlfied range of the seabed and the system 
specification.
Transducer separation, d = lox
Half-aniplitude pulse length = 30X
Vertical depth, H = 30m
Declination amgle, a - 45 degrees
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4.8.4 Pulse shaming effect on sliding ladder relative-phame error 
contribution
As explained in Section 4.6, the sliding ladder error is caused 
by the uncorrelated regions between the two scattering arrays 
contributing to the backscattered signals of each receiver. When the 
two scattering arrays overlap reception in the boresight direction, 
the sliding ladder effect will be zero. The variance and covariance 
are calculated in the same way as in Section 2.6. The only difference 
is the introduction of the pulse shaping coefficient p^.
The variance is given by:
N
a? = ffo* E Pi 
® i-1
which is the same as for the glint eqn (4.17), and the covariance is 
given by:
« E E E{Pi.Pj.Xi(i).X2(D)) 
i«B jeB
which is simplified to,
N-Ng ’
Pi • Pj+Ns • • • <* 20)
Where,
i » 3 + Ng




rg »     . . . (4.21)A
The correlation coefficient for the sliding leulder rg is found to 
be the same when calculated for the cosine square and the truncated 
gaussian pulses. Table 4.2 shows the conparison between rg for the 
cosine squared pulse and the rectemgular pulse. The results indicate 
a great improvement v^en using cosine squared compared with the 
rectangulzur pulse shape.
Very little or no difference exists between the results obtained 
using cosine square and gaussian pulse shape, but great reduction in 
relative-phase error is indicated due to the use of gaussian amd 
cosine squared pulses when compared with the rectangular pulse. The 
improvement is described by the cumulative distribution showing 
simultaneously on each graph the result of each of the pulse shapes, 
compared with the gaussian distribution, which is represented by the 
straight line. Figs 4.27 to 4.29 show the comparison of the 
relative-phase error for the different pulse shapes at three regions 
aiong the simulated horizontal seabed swathe.
4.8.5 Pulse shaping effect on the collective glint and sliding 
ladder relative-phase error 
% e  same mathematical emalysis as for the sliding ladder effect 
is used for the collective glint and sliding ladder in order to 
calculate the correlation coefficient, r̂ , of the collective effects.
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The variance and covariemce are calculated using similar emalysis 
to that used in Section 2.7. The only difference is the introduction 
of the pulse shape coefficient p^.
The variance is the same eis in eqn (4.19) and repeated here to 
provide continuity.
and the covêiriance is given by;
N-Ng
Pt = E Pi . p..„ . COS2A* . . . (4.22)
3=1
And, as a result, the correlation coefficient of the collective 
effect will be given by:
H-Ng
E Pj . p..* cos26*( 3 )
Pt 3-1 ]
rt - —  - -----------     • • • (4 23)
If, assuming rectangular pulse, pj and pj+Rg are both equal to one, 
pulse level is normalised to unity. But N, the number of scatterers 
in the illuminated region, will be equal to half that of the shaped 
pulse, see Table 4.3. Therefore, eqn (4.23) for the rectangular 
pulse will be in the form given in eqn (4.24).
N/2 - Ng
E COSZA4K 3) 
i-1
rt - —  . . • (4.24)
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The correlation coefficients for cosine squared and rectangular
pulses are calculated 
Table 4.2.
for several system geometries and are given in
Rectangular Cosine Truncated
Speci fication pulse square gaussian
Pulse duration, sec T 2t 2r
Half amplitude
duration T T T
Normalised maximum
level 1 1 1
Number of illuminated
scatterers N/2 N N
TABLE 4.3: Transmitted Pulse Specifications
The standard deviation for the case of collective glint and 
sliding ladder effect is calculated for the cosine squared pulse 
shape, using the probability distribution as explained in Section 
4.4.2. Table 4.4 shows the standard deviation for the cosine squared 














TABLE 4.4; Pulse shaping effect on the standard deviation for 
the system specification
Tramsducer separation, d » lOX
Vertical depth, H = 30m
Eialf amplitude pulse length = 30X
Declination angle, a =45 degrees
The test results for the collective effect test are stressed in the 
cumulative distributions shown in Figs 4.30 to 4.32.
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Fig 4 . 1  I n t e r f t r o m e h n c  P h a s e  Relahonship
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Fig 4.2  Phase f r in g e s  r e l a t i o n s h i p  w i th  the f l a t  seabed
slope
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Fig 4 .3  Independent g l i n t  e f f e c t  on the reso lved  phase-
d i f f e r e n c e
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Fig  4 .4  Independent SL e f f e c t  on r e l a t i v e - p h a s e  e r r o r
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F ig  4 .5  C o l l e c t i v e  g l i n t  and SL noise e f f e c t s
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(a)  Ph ys ica l  system phase f r i n g e s  f o r  approx im ate ly  the same 
system parameters as th a t  of  the  s im u la t io n  below
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(b) Simulated system phase f r i n g e s  f o r  c o l l e c t i v e  g l i n t  and 
SL noise and system parameters
d = 20X
b = 1A
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Fig  4 .7  P h a s e -d i f fe r e n c e  e r r o r  d i s t r i b u t i o n  showing the  
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Fig  4 . 8  Comparison between gaussian d i s t r i b u t i o n  
and r e l a t i v e - p h a s e  e r r o r  d i s t r i b u t i o n  f o r  
the same standard d e v i a t i o n
* Continuous curve : gaussian
* Histogram : s im u la t io n  phase e r r o r
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Fig 4 .9  T h e o r e t i c a l l y  c a l c u la t e d  phase d i f f e r e n c e  
e r r o r  d i s t r i b u t i o n  f o r  d i f f e r e n t  va lues  of  
the c o r r e l a t i o n  c o e f f i c i e n t  r  (using log  
normal  s ca le )
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Fig  4 .1 0  P h a s e - d i f f e re n c e  e r r o r  d i s t r i b u t i o n s  due to g l i n t
noise
*  Histogram : s im u la t io n  r e s u l t s
*  Dotted d i s t r i b u t i o n  : t h e o r e t i c a l  r e s u l t s
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F ig  4.11 P h a s e -d i f fe re n c e  e r r o r  d i s t r i b u t i o n  f o r  s l i d i n g  
ladder no ise
* Histogram: s im u la t io n  r e s u l t s








Fig 4 .1 2  P h a s e - d i f f e r e n c e  e r r o r  d i s t r i b u t i o n  f o r  c o l l e c t i v e
g l i n t  and SL noise
* Histogram: s im u la t io n  r e s u l t s
*  Dotted d i s t r i b u t i o n :  t h e o r e t i c a l  r e s u l t s
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Fig  4 .15  Pulse d u r a t io n  e f f e c t  on g l i n t  r e l a t i v e  phase
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Fig  4 .17  Pulse d u r a t io n  e f f e c t  on c o l l e c t i v e  g l i n t  + SL
r e l a t i v e - p h a s e  e r r o r
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Fig 4 .18  Transducer se p ara t io n  e f f e c t  on g l i n t  r e l a t i v e -
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Fig  4 .19  Transducer sep ara t io n  e f f e c t  on SL r e l a t i v e - p h a s e
e r r o r
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Fig  4 .2 0  Transducer se p a ra t io n  e f f e c t  on g l i n t  + SL
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Fig 4 .24 Pulse shape e f f e c t  on the r e l a t i v e - p h a s e  e r r o r
due to g l i n t  for  in c id en t  angle y = 20,  a = 3 0° ,  
H = 30, d = 10, T = 0 .2  msec.
188.
c($o)













3 .0  - 2 . 4  - 1 . 8  - 1 . 2  - 0 . 6 0 1 . 20.6 8 2 .4 3 .01 .
PHASE D I F F .  ERROR r a d -
Fig 4.25 Pulse shape e f f e c t  on the r e l a t i v e - p h a s e  e r r o r  due 
to g l i n t  f o r  in c id e n t  angle y = 45° .  The o th e r  
parameters are as in Fig 4 .24 .
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Fig  4 .26  Pulse shape e f f e c t  on the r e l a t i v e  phase e r r o r  
due to g l i n t  f o r  inc id ent  angle y = 7 0° .  Other  
system s p e c i f i c a t i o n s  are as in F ig  4 . 2 4 .
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Fig 4 .27 Pulse shape e f f e c t  on r e l a t i v e  phase
e r r o r  due to s l i d i n g  lad der  at  in c id e n t  
angle > = 20“ and unchanged system 
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Fig  ^ . 2 8  Pulse shape e f f e c t  on r e l a t i v e - p h a s e  e r r o r  due to 
s l i d i n g  ladder at inc id ent  angle 45° and unchanged 
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Fig 4.29 Pulse shape effect on relative phase error due to
sliding ladder at incident angle 70° and unchanged
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Fig 4 .3 0  Pulse shape e f f e c t  on r e l a t i v e - p h a s e  e r r o r  due 
to g l i n t  and s l i d i n g  ladder  at  in c id e n t  angle  
> = 20° and unchanged system parameters as 
Fig 4 .24 .
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Fig 4.31 Phase shape effect on relative phase error due to
glint and SL at incident angle > = 45° and unchanged
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Fig 4.32 Pulse shape effect on relative-phase error due to
glint and sliding ladder at incident angle y = 70





As mentioned earlier, information about the seabed structure is 
contained in the phase and amplitude of the backscattered signal. 
The interferometer system is used to enable us to extract not only 
information about the seabed structure, but also the exact 
whereabouts of each scattering region of the scanned seabed. This 
information about the bottom structure and location is obtained from 
the phase—difference between the signals of the two vertically 
separated transducers of the interferometer. Therefore, the 
phase-difference is the essential part of the BSSPS system and the 
method employed to resolve it has to be accurately and carefully 
designed. As explained in Chapter 2, the received signal from the two 
transducers can be expressed in the following form:
Si(t) » ai(t)co8(Wct + $i(t))
. . . (5.1)
S2(t) = a2(t)cos(Wet + *2(t))
where
Si(t) and S2(t) are the output of the two receivers at time t 
ai(t), a2(t) are the envelopes of Si(t) and S2(t) at time t 
4>l(t), $%(t) cure phases of Si(t) and S2(t) at the same time t 
We « 2trfe/ fe the carrier frequency of the transmitted signal
Normally and 02 &re not equal due to the spatial position of the 
two receiving transducers T% and T2 relative to the scattering
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region. The aim is to obtain the relation between 0% and 02 as the 
transmitted signal sweeps along the sea bottcwi swathe. If the 
relative phase is accurately resolved and assumed error free, then 
the scattering region could be exactly located in space. It ha;j been 
shown theoretically and by simulation that it is not possible to 
obtain error free relative phase due to the presence of several 
sources of noise (section 2.2). But, at the same time, we have to 
prove that the physical resolver unit does not contribute any further 
error to the resolved phase difference.
Part of the present work was involved in the development of the 
"inverse tan (quadrature)" method for resolving the relative phase. 
The procedure of this method is to transform the received signals 
into their inphase and quadrature components then use the inverse tan 
to obtain the relative phase. The procedure can be achieved by one of 
the following two approaches.
(a ) Solution I
This approach requires the presence of the carrier frequency 
signal. It transforms the carrier signal into its inphase and 
quadrature components and then uses the following processes to 
resolve the relative phase.
* Mult iplicat ion
Six = Si * cosw^t = 1/2 ai(t)cos(0i(t)) + (terms with frequency > fc)
SiY * Si » sinwct = 1/2 ai(t)sin(0i(t )) + (terms with frequency > fg)
S2X = S2 * coswct » 1/2 a2(t )cos(02(t)) + (terms with frequency > fc)
SzY - S2 * sinwct » 1/2 a2(t)sin(02(t )) + (terms with frequency > fc)
. . . (5.2)
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* Filtering
Using low pass filters, which only allow the baseband signal to 
go through, the signals in eqn (5.2) will produce the quadrature 




Y2(t) - a2(t)sin(*2(t)) . . . (5.3)
* Generation of the relative phase
Using the results in eqn (5.3) to obtain the inphase and 
quadrature components of the phase difference:
I * a cos( 0D ) * a cos( 02 " *l)
« a%a2(cos02 COS01 + sin02 sin0i)
* &1&2 (^2^1 '*■ ^1^2 ) • • * (5.4)
And similarly for the quadrature conponent:
Q = aia2 ( Y2X1 - Y%X2 ) ...(5.5)
Using eqn (5.4) and (5.5) to calculate the relative-phase
0[) » tan-1 . . . (5.6)
and the separate envelopes can be obtained using the results in eqn 
(5.3).
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ai(t) = V Xi2(t) + Yi2(t)
. . . (5.7)
a2(t) - / X2%(t) + Y2^(t)
(b) Solution II
In this approach, instead of using the Ccirrier signal, one of the 
two received signals is passed through a limiter (clipper) circuit to 
suppress the amplitude modulation and provide the required reference 
signal. Assuming that the amplitude modulation in Si(t) is
completely suppressed to generate the reference signal S^ (t):
Si'(t) = rect(Wot + 01(t ) ) ...(5.8)
Si'(t) is a rectangular shape signal, which could be expressed by
Fourier series for real function in the following form:
+00
Si'(t) - E 
n= 00
bn—  cos (nwot + 0i) t ~  sin (nwot + 0i)
. . . (5.9)
The signal given by eqn (5.8) is shifted by tt/2 to provide the 
quadrature ccm^nent. Therefore, the inphase and quadrature 
components of the clfpped signal Si'(t) could be e3q>ressed in the 
Fourier series by sinplifying eqn (5.9) using only positive n, as 
follows :
A 00 sin X
5x'(t) “ - E — -—  . cos(nwct + n0i(t))
 ̂ n-o *
. . . (5.10)
A 00 sin X
Sy'ct) - - E — -—  . sin(nwct + n0i(t))
 ̂ n-o *
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t#)ere
Sx (t), Sy(t) aire the inphase euid quadrature components of the
cl ipped SjL ' ( t ) signal.
X « nwcT/4, T « 1/fc . . .  (5.11)
^ h rr/2
From the value of x in eqn (5.11) sin x will be zero for n even 
Therefore, eqn (5.10) will be rewritten in the following form:
A




— ~ cos (nwct + n0i) for n = odd
for n » even
. . . (5.12)
A




— ~ sin ( nwgt + n0i) for n = odd
* O for n = even
. . . (5.13)
The results of multiplying the value of S2(t) by eqn (5.12) and (5.13) 
will result in the following:
S2(t) X Sx*(t) » - . a2(t) cos(02 “ 4>i) + terms with frequency > f^
. . . (5.14)
A
S2(t) X Sy’(t) = - . a2(t) sin(02 - *i) + terms with frequency > fg
. . . (5.15)
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Lowpass filtering the results of multiplication given in eqn (5.14) 
and (5.15), assuming that the used filters to have gain of 
yields :
1 « a2(t) cos(0D)
Q « a2(t) sin(0D) . . . (5.16)
The relative phase 0Q is obtained as in eqn (5.6), and the envelope of 
channel 2 is given by:
a2(t) = / 1̂  + . . . (5.17)
From the implementation point of view, solution 11 requires less 
processing and the carrier signal is not required (see Fig 5.1(b)), 
while solution 1 requires much more processing than solution II and 
the carrier signal is essential, as explained in Fig 5.1(a). If the 
clipping in solution II is achieved in such a way as to prevent 2uiy
airplitude modulation to be present in the reference signal (t),
then the best choice for implementation is solution 11.
Both solutions of the inverse tan method for resolving the 
relative-phase and envelope are considered accurate and easy to 
implement. And for that reason it was employed in the present work. 
The only difference between the two solutions is that solution 1 
requires more thaui double the number of hardwcure ccwponents and
separate carrier frequency source f̂ . And the superiority it has
over solution 11 is that it is capable of resolving, separately, the 
envelopes of the individual channels: ai(t) and a2(t). Because the 
envelopes are approximately the same( ), then resolving the envelope 
of one channel will be sufficient. Both solutions were used.
202.
Solution I was employed to resolve the envelope and relative-phase in 
the simulation system to give us the ability to compare the separate 
envelopes, while solution II was developed using hardware because it 
requires less hardware.
The inverse tan method was used, in addition to being an accurate 
method, to give am alternative approach to the "zero crossing" method 
designed amd used as part of the signal processing for the BSSPS 
physical system research work carried out at Bath University, School 
of Electrical Engineering. For further details about the 
zero-crossing method refer to Edwards(^2,43) For the implementation 
of solution II, Fig 5.1(b), analog circuits were suggested for the 
limiter, 90^ phase shifter, multipliers (balanced modulators) and 
lowpass filters. Digital processing was suggested (using the Intel 
2920 microprocessor) to achieve the division (Q/I), squaring (I^/Q^)
and to approximate the inverse tan (tan  ̂), and square root (/I^ + Q^) 
functions.
Because of the limited number of instructions in the 2920, used 
for the digital processing part, the square root approximation was 
not done. The signal processor unit was built els shown in Fig 5.1(b), 
tested at the laboratory, and finally tested on real data obtained 
from static tests carried out at Bristol Docks. The relative-phase 
estimates of the final tests aire shown in Figs 5.17 and 5.18, compared 
with those of the zero crossing method for the same ping. The results 
shown in Fig 5.17 visually indicate that the inverse tan method 
presents less relative phase error.
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5.2 Analog Processor
The signal processor unit was designed with the aim of resolving 
the envelope and relative phase on a real time basis. Digital signal 
processing of the BSSPS received signal, in real time, is not an easy 
task, especially with the available digital hardware and the number 
of operations required on a signal with frequency around 300kHz. 
Therefore, the complex signal processor unit was divided into two
sections: one realised using analog, and the other using digital
circuits. The processing of the high frequency signals was done
employing analog circuits which include the following.
* Limiter or clipper circuit
* 90° phcise shifter
* Demodulation using balanced modulators
* Lowpass filters (4th order Butterworth LP active filters)
* Interfacing circuits
* Freezing circuits
The digital signal processing part is used to operate on the baseband 
I and Q signals, eqn (5.17), to resolve the envelope and relative 
phase which will be described in the next section. The function of 
the analog processor is to operate on the two received signals Si(t) 
and S2(t), eqn (5.1), to generate the inphase and quadrature 
components I, Q of the baseband signal. The steps of operation 
required in this section are ejq)lained in Figs 5.1(b) and 5.2.
Description of each circuit employed in the analog part of the 
complex signal processor will be presented in the following 
subsections.
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5.2.1 Clipper (limiter) circuit
The clipper circuit shown in Fig 5.3 is used to limit one of the 
received signals, Si(t), and to eliminate all the amplitude 
modulation on the particular received signal, allowing the frequency 
modulation only to go through. The two identical diodes and D2, 
Fig 5.^ are chosen for their low forward resistance in order to limit 
the signal voltage level to well below the amplitude modulation 
depth. The clipper circuit was tested on recorded backscattered 
signal and found to allow negligible amplitude modulation to pass 
through.
The limiting action can be e:q)lained mathematically as follows :
limiter
ai(t)cos(w^t + 01 (t )) = = = = = >  Acos(Wgt + 0i(t)) . . . (5.18)
For total elimination of the amplitude modulation the value of A will 
be constant. In the actual limiter circuit A is found to have a 
slight fluctuation 2ütx>ut an average constant level B.
A = B ± A ai(t) . . .  (5.19)
where
B = constant amplitude level of (t)
Aai = the small amplitude modulation voltage passing through the 
limiter circuit
The test carried out on the limiter circuit indicated that Aai( t ) is 
less than 5% of the level B. The effect of Aai(t) on the resolved 
phase and amplitude will be explained in subsection 5.2.4.
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5.2.2 Generation of the 90° phase shifted signal
As shown in Fig 5.1, either the carrier frequency, f̂ , or one of 
the two received signals Si(t) and S2(t) has to be transformed into 
inphase and 90° out of phase signals. The two 90° out of phase 
signals are required to generate the baseband inphase and quadrature 
components I and Q respectively. The first circuit built for that 
purpose is explained in Fig 5.4. It requires two stages of 
multiplication to generate four times the carrier frequency, 4fc/ and 
two stages of division in order to achieve the 90° phase shifting. 
The division is done using two stages of flip-flop circuits which can 
produce the 90° out of phase accurately as long as the 4fc is 
generated exactly. Because the actual data recorded on tape does not 
include the carrier signal and due to the great amount of hardware 
involved, this method was considered impractical for testing the 
complex signal processor on actueil data. It was only used during the 
lcüx>ratory test, where 4fc can be obtained from the harmonics of the 
signal generator.
Another method, the tuned circuit, was introduced as an 
alternative to that mentioned above, see Fig 5.3(b) This method is 
simpler, requires less hardware and introduces less delay on the 
processed signal. It can be tuned to any frequency, cmd provides 
approximately 90° phase shift to a band of greater than lOkHz around 
the carrier of 300kHz. Only one p>arameter R is used to tune the 
circuit to any carrier frequency. For example, if the input signal is 
given by Acos( w^t + <p) then the output will be given by A cos(Wct + 0 




_  2RCWc 
1 - (RCwc)2 . . . (5.20)
For a fixed f^ the value of © is only influenced by changing R or C, 
or both.
For the case of © * 90° eqn (5.20) will be reduced to:
. . . (5.21)
Choosing a practical value for the capacitance C, the value of R can 
be calculated for any frequency using eqn 5.21. For example, if 
fc = 300kHz 
C » . 001/iF
then R * 5300
Dsing a variable resistance of 0 to 5kO for R will enable the circuit 
to be tuned to a wide range of frequency around the 300kHz.
Consider that the circuit is tuned for 300k, ie. the phase shift 
at fc = 300kHz is 90°, then the phase shift at frequencies of f = fc  ̂





The tuning of the circuit was done using the oscilloscope vertical 
and horizontal inputs at equal gain for the input amd output signals 
to the circuit, and then varying R until an accurate circle is traced
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on the screen.
This circuit was used as an integral part during the processor 
circuit final, test on actual seabed recorded data.
5.2.3 Interface circuit 1
The interfacing circuit 1 shown in Fig 5.2 is used as an integral 
part of the analog section of the signal processor. It is employed to 
provide buffering between the balanced modulators auid the input 
signals, and at the same time used to adjust the signal levels to the 
"carrier" and "modulating signal" inputs of each balanced modulator. 
It employs operational amplifiers for that purpose. The operational 
amplifiers were found useful to eliminate the dc offset of the 
signals fed to the balanced modulators.
5.2.4 The amaloq multipliers (balamced modulators)
Two identical Balanced Modulators (BM), type Motorola MCI496, 
provide the multiplications between the two received signals, see Fig 
5.5. The recommended input signal levels of
60mV ( rms ) for the carrier input
300mV( rms ) for the modulating signal input 
are accurately adjusted using the interfacing circuit 1, Fig 5.2
The action of the balanced modulator is to multiply the two input 
signals, and as a result the outputs will be in the form shown in eqns 
(5.14) and (5.15). All factors with frequency equal to or greater 
than the carrier frequency will be stopped by the two identical LP 
filters, leaving only the inphase and quadrature ccmponents of the 
relative-phase I and Q respectively, eqn (5.16). The two filters are
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also designed to have gain such as to compensate for the BM 
adjustment, ie. bringing the signal level back to 2 volt (pp). The 
outputs of the LP filters are given in eqn (5.16). The effect of the 
error in the reference signals (ie. the error in the limited signal 
given in eqn (5.19)) on the inphase and quadrature components may be 
explained as follows.
The reference signals are given by:
Sx'(t) = (B + Aa(t))cos(wct + *i(t))
Sy’(t) - (B + Aa(t))sin(wct + *i(t)) . . .  (5.22)
where
Aa( t ) » the amplitude modulation assumed to have passed
through the limited circuit
Outputs of the BMs are given by:
S2(t) * Sx'(t) » 1/2 a2(t).(B + Aai(t))cos(02-*i) + high 
frequency terms
and
S2(t) * Sy'(t) « 1/2 a2(t).(B + Aai(t))sin(02-*i) + high 
frequency terms
. . . (5.23)
Filtering the high frequency terms will produce
I' “ &2(t)(B ± Aai(t))cos(02 - 4>i)
q' * a2(t)(B ± Aai(t))sin(02 “ 01 ) • • . (5.24)
Eqn (5.24) shows that the error in the reference signals will only 
affect the envelope of the inphase and quadrature components. And 
the effect will be small when Aai(t) is small.
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5.2.5 Active low pass filters
Two identical 4th order active low pass filters were designed 
using Butterworth approximations. They were designed to cut off at 
lOkHz, but due to the components tolerance they were found to deviate 
slightly from the aimed cut off frequency. These deviations have no
significant affect on the system performance. Both filters have
practically flat resonse and introduce equal phase for the frequency 
range from zero up to 6kHz. This means they introduce no effect on 
the processed signals which are limited by the digital processor to 
about 4kHz. The two filters are designed to have a gain of three to 
compensate for the balanced modulator signal adjustment. The filter 
circuit diagram is shown in Fig 5.6 and for the design procedure see 
reference (*).
5.2.6 Freezing circuit
A hardware circuit was found necessary in order to freeze, in 
time, both input signals until they are completely sampled by the 
digital processor unit. The reason for introducing such a circuit is 
to enable the digital circuit channels to sample the two inputs at
identical time, which will be explained further in section 5.4 on
digital signal processor.
The freezing circuit consists of two sample and hold type 
Analog Devices, AD582KH, and one monostable circuit, type SN74121N, 
Fig 5.7. The action of the freezing circuit is to sample the I and Q 
signals at the same instant of time. Sanpling starts at the rising
[*] Millman, J., Integrated Electronics 
McGraw Hill, Tokyo.
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edge of the sampling command signal Q, Fig 5.7(b), and given a sample 
time interval equal to Tg - Xf, where Tg is the digital processor 
sampling period and Xf is the hold time interval. Tg is constant and 
equal to the time for processing a certain number of instructions in 
the Intel 2920. Each instruction requires four clock cycles, while 
Xg should be greater than or equal to the time required by the digital 
processor to input the I and Q samples. For the Intel 2920 
microprocessor chip 70 instructions are required to input the I and Q 
samples, the processing time of each instruction is 666 nsec.
Therefore :
188 > Xf > 70 instruction time 
125*isec > Xf > 47 ^ec . . . (5.25)
The selected value for Xf will be used to calculate the monostable 
timing resistor R and capacitor C.
Xf = RC . . . (5.26)
Choosing C = O.OljuF,
The sample and hold command pulse Q is obtained by feeding the 2920 
microprocessor EOF (the inverse of the End of Operation pulse 
explained in Fig 5.7) pulse to the monostable. The monostable output 
Q will provide the required command. Fig 5.7b.
5.2.7 Interfacing circuit 2
This circuit is designed for a similar function to the 
interfacing circuit, as described in subsection 5.2.3. It is used to 
interface between the digital signal, processor unit and the analog 
section of the complex processor. It employs operational amplifiers
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with variable gain and adjustable dc offset levels. The varicüDle 
gain is used to adjust the level of the I amd Q signal to that 
recommended for the Intel 2920 microprocessor signal input level. 
Also the dc offset is used to balamce out the microprocessor dc offset 
at the amalog-digital converter input.
5.3 Digital Signal Processor Unit
5.3.1 Description of Digital Signal Processor
The main task for the digital signal processor is to calculate 
separately the envelope and phase angle of the signal provided in the 
inphcLse I and quauîrature Q form. For the values of I and Q see eqn 
(5.16). It should be capable of inputting at least two independent 
signals and outputting two independent signals (envelope and phase). 
Also, the required digitaQ system must have the speed to process, in 
real time, a signal of about 5kHz bandwidth. The Intel 2920 
microprocessor specification appeared to be ideal for our
requirements. It is a programmable, single chip analog and digital 
signal processor. Analog in the sense that it accepts analog inputs 
and provides the output in an analog form also. And digital because 
all the actual signal processing is done digitally. As shown In Fig 
5.8 the main parts of the microprocessor are:
(a) The input circuit: This consists of an input multiplexer, which
selects the predetermined inputs, the sairple and hold and the
analog to digital circuits.
(b) Digital Processor: This performs all the controlling and digital
processing. It consists of the following main peurts, see Fig
5.9.
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( i) Program storage and control (EPROM): The EPROM is made up of 192 
instruction words with 24 bits each. The 24 bit words contain six 
instruction fields, ie. the instructions field 0 to 5 shown in 
Table 5.1.
AI B1 A2 B2 A3 B3 A4 B4 A5 B5 AD
ADK AD F MEMORY ADDRESS
BO
SHIFT ALU
Table 5.1 Word Instruction Fields
(ii) Clock and timing logic; The 2920 can use an external clock 
or generate its own clock. The program counter increased by one 
for every 4 master clock cycles, which is the time required for 
the processing of one instruction. The counter starts with O and 
counts up to 191, then resets back to zero aund so on. 
Instructions are executed sequentially and no program jumps are 
provided. The sample rate is determined by the number of 
instructions employed in the processing program. Using a 6MHz 
clock means an instruction processing time of 666 nsec, and the 
field 192 instructions will result in a saunple rate of 7.8 kHz.
(iii) RAM: The Random Access Memory consists of a read/write
array organised as 40 words of 25 bits each. The address space is 
extended to provide access to the register (DAR). The DAR is a 9 
bit Data Access Register. It can be accessed as a memory location 
and is also tied directly to the D/A converter input and used as a 
successive approximation register for the A/D conversion. In 
addition to the above each bit position of the DAR can also be
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selected and tested for conditional arithmetic operations.
(iv) Binary shifter; This feature of the 2920 allows the "A" 
operand, see Fig 5.9, to be scaled by any magnitude between 2^ to 
2^13 ( 2 left shift and 13 right shift ). When a number is shifted 
right all the vacated bit positions will be filled with the sign 
bit (2's complement arithmetic). For further information refer 
to 2920 publications.
(v) Arithmetic Logic Unit (ALU): The ALU arithmetic instructions
are ADD, SUB and IDA which mean addition, subtraction and data 
transfer (load) respectively. These instructions can be modified 
by the use of the conditional instructions to perform
multiplication, division by a variable or conditional switching.
(c) Output circuit : This consists of a D/A converter output
multiplexer and sample and hold circuits.
As for the disadvantages, the following limitations have caused 
inconvenience during the 2920 microprocessor applications:
* During the first attempt using the 2920 for the required digital 
signal processing we were faced with high cross talk between 
inputs. To overcome this meant using more instructions for
inputting, and also outputting the signal, ie. in order to input 
one signal sample we require 35 instructions and to output one 
processed signal requires 16 instructions, which means more than 
half the available instructions are for the input and output.
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* Output and input DC offset was also ea^rienced. The input DC
offset was small, about ISmvolt, and W2LS overcome by the use of an
external circuit, while the output DC offset was found to be 
about -lOOmV. To reduce this offset an additional two feedback 
instructions have to be introduced for the input and the other 
for the output. For details refer to the Intel 2920-16
publications.
5.3.1.1 The effect of a limited number of instructions
As mentioned earlier, the 2920-16 has a fixed number of 
instructions, and as a result they should be used efficiently.
At the start we had high hopes that the number of instructions 
would be sufficient to achieve all the required processing on the I 
and Q signals to resolve, separately, the envelope and relative
phase. But because we had to use more than half the available 
instructions to input and output the signals then the available 
instructions were found not to be sufficient to approximate the 
square root of the envelope. The available instructions were just 
enough to achieve the essential processing and to approximate the 
inverse tan to obtain the relative phase.
5.3.2 Envelope processing
The square of the envelope is obtained by squaring I and Q and 
adding them. From eqn (5.5): 
l2 = â ( t )coŝ ( <t> )
and
q2 « r  a2(t)sin2(*)
l2 + 0% = a2(t) . . .  (5.28)
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Therefore, to calculate the square of the envelope the processor has 
to square the sampled values of I and Q auid add them. The sampled I 
and Q values axe squared using the procedure for multiplication of 
two varieûDles, which is explained in the Intel 2920-16 literature. 
Eight bit precision was used for the squaring of both I and Q due to 
the limited number of instructions, although it is possible to 
achieve higher precision. The two squares were added and either sent 
out as soon as they are calculated or can be stored in one of the 40 
RAM locations and then sent out at the end of the processing. The 
2920 program used to process the envelope is shown in Appendix G.
5.3.3 Relative phase processing
The procedure used to obtain the relative phase angle starts by 
evaluating the tangent of the relative phase amgle. It is done by 
dividing IQ I by HI using the division of two variables procedure 
eaq>lained in the Intel 2920-16 literature. Again, 8 bit precision 
was used for the division process and for the same reason is mentioned 
in the envelope processing.
tan(4>(t)) = IQI/III . . .  (5.29)
The absolute values of the inphase amd quadrature components sure used 
during the division process because it is part of the division 
procedure and their signs are not required at this stage. In order to 
evaluate the relative phase *(t) we have to calculate:
tan-1
IQI
I . . . (5.30)
The only method to calculate the inverse tan, using the 2920 micro-
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processor, is to approximate the tan$ plot by straight lines. This 
method will be explained later.
Because the arithmetic range of the microprocessor is limited to 
±1.0, the realisable value of the ratio IQI/III is between 0 and ±1. 
Therefore, the maximum resolvable relative angle will be 45°, ie:
tan( ( t ) ) 
tan( <t>( t ) )
0, 0( t ) « 0
1.0, *(t) = 45°
To overcome this limitation the value of IQI has to be scaled down to 
some known value emd then the final result will be scaled up to 
compensate for it.
5.3.3.1 Scaling down the quadrature component




k tan<t>(t) . . . (5.31)
*(t) tan-1 . . . (5.32)
where k is a real positive constant and less than 1. The maximum
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possible phase angle is obtained when Z is maximum, ie. Z = 1 because 
of the processor limitation.
and the minimum phase angle is when Q = 0
*min(t) = 0.0
Also, when Z = k, (IQI = III) the relative phase will be: 
<j>( t ) = tt/4




The maximum value of Z is 1 and it is digitally represented by 8 bits, 
ie. 256 possible increments, ie. the smallest value of Z next to zero 
is (1/256). The last part of range is suppressed, ie. (rr/2 - 4>max) 
radians. Also, the first part of range (less than tt/4), which is 
almost linear, is subdivided into 256.k increments. The angular
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resolution in this range is, approximately, given by:
Angular resolution - Tr/l024K.rad per increment
The suitable choice for the scaling factor "k" can be obtained from
eqn (5.33):
® • • • (S 33)
Where 6 is the suppressed value and is given by (tt/2 - 4>max)*
Therefore, to reduce unnecessary additional instructions, the value 
of 1/K must be a multiple of 2, ie:
K = 2-" . . . (5.34)
The final value of K is decided by the choice of an acceptable value
for 6, then the nearest value of n is considered.
For the present work, the following values are selected.
K = 1/16, 6 - 4° and $max = 86°.
5.3.3.2 Approximation procedure for the inverse tan
Instead of the usual continuous tan curve, we have approximated 
the curve by five straight lines, see Fig 5.12. The choice of these 
lines is decided by the conditions that each line must start and end 
with an input range.
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First the tan(4>) curve was accurately plotted for the phase range 
4> * O to (tt/2). Then, to simplify matters and to reduce unnecessary 
additional instructions, the lines end points were chosen as powers
of two, 2—4 0—3 0—2 0—1 2°. The equations of the approximation
lines and their scaled input range are shown in Table 5.2.





1 Y = aiZ 0 0.0625
2 Y = a£Z + b2 0.0625 0.125
3 Y * agZ + bg 0.125 0.25
4 Y = aî Z + b4 0.25 0.5
5 Y “ agZ + bg 0.5 1.0
Table 5.2
Fig 5.12 shows the resultant approximation curve with the phase amd
tan scaled down by a factor K = 1/16. And then the values of the 
/€variab^ a^ to ag and i>2 to bg aure calculated from the lines slopes 
and crossing of the phaise axis respectively. The decimal and binaury 













The binary numbers are arranged in such a way to reduce the number of 
instructions. The program to approximate tan“^ is explained in the 
flow chart shown in Fig 5.13 and the instruction program given in 
Appendix F.
5.3.3.3 Phase guadramt identification
Up to now we have only resolved the phase angle within one 
quadrant, ie. the phase is identified within the range 0 to tt/2 only. 
The following procedure was adopted to identify the phase angle in 
the range 0 to 2n.
In order to be able to measure phaise angle from 0 up to 2n, the 
phase angle has to be scaled down again by a factor of 2“'̂ , to prevent 
phase angle overflow. This scaling is found necessary due to the 
limited internal level of the digital processor to a maiximum of ±1. 
The scaling down is to be ccanpensated by scaling up ( amplifying ) the
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outputted phase by the same factor.
The method employed is to identify the quadrant of the received 
phase sample. Is it in quadrant 1, 2, 3 or 47 To achieve this, a 
test condition is set to identify the sign of the I and Q samples used 
to calculate the phase angle separately. Using these signs the 









1 + + 4>
2 + - rr-<t>
3 - - TT+4»
4 - + 2n—<t>
Table 5.4
The microprocessor program was designed to test the sign bit of each 
of the I and Q input samples, then arrange the resolved phaise angle 
according to the appropriate quadrant in the format shown in Table
5.4. For example, if the sign of I and Q aire both positive this 
indicates that the resolved phase angle is in the first quadrant amd 
should be sent out as it is. But, if their signs are both negative 
then the resolved phaise angle must be in the third quadramt and it 
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(a) Sign of I and Q 
in each quadrant
(b) Phase angle representation
Fig 5.14
5.3.4 Description of the assembly code program
The 2920 microprocessor structure employs the sequence Input/ 
Calculate/Output in series. Fig 5.15(a) shows the flow diagram for a 
typiccal application, where the program repeatedly performs the same 
set of instructions at a constant rate. However, there may be some 
parallel operations in the actual program because the input output 
operations do not require the Arithmetic and Logic Unit (ALU) field 
for their process. They only require the Input/Output (I/O) field. 
Therefore, emy operations which only require arithmetic can be 
executed in parallel with the input amd output operations. For 
example, in the program shown in Appendix G and described in the flow 
chart (Fig 5.12), most of the two digital low pass filter operations 
are executed in parallel with the INC smd INI operations. The 
inputting of the I sample is executed in parallel with the 
mathematical ccanputation of the I signal digital filter, and the saune
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is done for the Q signal.
The assembly code program shown in Appendix G is designed to 
achieve most of the digital processing required to separate the phase 
angle and envelope using the inphase amd quadrature components of the 
signal. To explain the op^tions of the program it is divided into 
the following sections.
(a) Sampling and A/D conversion of the I amd Q signals
This part of the program first samples the I signal, then 
transfers the sample into digital form. The converted digital sample 
is stored in the DAR eight bits and the sign of that sample located in 
the ninth bit of the DAR. At the saune time the ALU field is used in 
parallel with the I/O to process the digital IJ? filter of the Ith 
previous sample. It requires 35 instructions to sample and A/D 
convert the I signal. The digital sample, saved in the DAR, is 
transferred into one of the RAM locations, given the address XIO. 
Secondly, the input signal Q is processed in the same way ats the I 
signal above. The sampling of the Q signal starts at instruction 
number 36 and ends at instruction 72. And the digital sample of the Q 
signal is stored in another location of the RAM with am address X20. 
The filtered I amd Q samples are stored in the RAM locations with 
addresses YlO and Y20 respectively. We must note here that the Q 
signal will be sampled seconds after the I signal, where is 
equal to the time taken by the processor to perform 35 instructions. 
If the freezing circuit is not used, then Tj will introduce phase 
delay between the two signals.
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(b) Calculation of the envelope
This part of the program is used to square the filters' outputs 
and add the two squares to obtain the square of the envelope. Also 
included in this part are the instructions required to output the 
envelope sc[uared from output 0UT2.
(c) Calculation of the (aQ/I )
As described in subsection 5.3.3.1 the Q sample has to be scaled 
down by 2”^ due to the processor internal level limitations before 
performing the division. Therefore, the filtered Q sample is scaled 
down by shifting right (R04) and storing into location Z21. Then the 
division by variable procedure is used to divide Z21 by Zll, where Zll 
contains the filtered I sample. The result of the division is loaded 
into location "TAN" for further processing. See Fig 5.12 euid 
Appendix G.
(d) AFproximation of the tan
As e^lained earlier, the tan~^ curve was approximated by five 
linear sections. The equations for these sections amd the range of 
inputs for ^ich each equation is used are given in subsection 
5.3.3.2. The processor uses one bit of the received sample to 
determine whether that sample falls within that section. To do this 
the sample under test is loaded to the DAR to be used for the 
condition tests. Because the received signal is normalised, then it 
will always be greater than one. Therefore no condition test is used 
for section 1, which is between zero and 0.0625. However, all input 
signals, regardless of their amplitude, are processed by the equation 
for section 1. All the following operations are conditional and are 
performed only if the tested bit of the DAR is "one". Each bit of the
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DAR is tested, starting with the second least significant bit until a 
"one" is found. Once a "one" is located, then that section of the 
characteristic approximation line will be used to evaluate the phase 
angle. This result will replace any previously computed result. But 
is no "ones" are located, then the input will be considered less than 
0.0625 and the equation for section 1 will be used to calculate the 
approximated tan” .̂
(e) Deciding the quadrant of the resolved phase angle
As explained earlier in Section 5 the sign of the two input 
signals are used to decide the quadrant of the resolved phase angle 4>. 
The procedure adopted in the program is to load the Q sample to DAR, 
then load the (a.2TT-4>) into location w, and (a.Tr+4>) into u>2 under the 
condition that the Q sample is negative, ie. if the Q sample is 
positive these two loadings will not take place. Then invert the sign 
of the signal in the DAR ( ie. DAR contains -Q ) and repeat the sign 
condition as follows.
Load (4>) to location if DAR is negative,
and
Load (a.Tr-<t>) to location U4 if DAR is negative.
Since the Q signal could either be +ve or -ve then either and a>2 
will be loaded, or (1)3 and W4 . -
Next replace the Q sample in the DAR by the I sample and do the 
following sign bit test.
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Load (*>2 to location OUT if DAR is negative, and adding W4 to 
content of OUT if DAR is negative. This means, that if I and Q 
samples are both negative then location "OUT" will only contain (*>2 
which is equal to (a.Tr+4>) because W4 will be zero. But if Q is 
positive and I is negative, W2 will be zero and "OUT" will contain the 
value of (1)4 only.
The final test is to invert the sign of DAR, ie. DAR will be 
containing -I, and proceed with sign bit tests as follows:
Load the content of to OUT if DAR sign -ve 
Add the content of wg to OUT " " " "
Which means that if I and Q are both positive, «1 * 0  and OUT will 
only contain the value of wg = $. And if I is positive and Q is 
negative, then tog * 0 and "OUT" will contain the value of toi = 
(a.2TT-<t>).
5.3.5 Testing the final program
In order to make sure that the prepsured programme behaves in the 
normal way and is producing the expected results at the expected 
time, and to ensure that it produces the correct output if fed with 
the right input, the digital signal program was simulated using the 
2920 simulator software. ( Detailed description about the 2920
simulator software is provided in the Intel SH2920 literature.) The 
simulated program was tested under similar conditions to those 
e3q>ected at the real application. We were able to edit the program 
whilst in the simulation mode to test the effect of changes in certain 
parameters. During simulation we have discovered the effect of the
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sampling delay between the I and Q input which had led us to introduce 
the freezing circuit described in section 5.2.6.
Finally, the optimum structure of the complex processing program 
was obtained. The program was assembled using the Intel 2920 
Assembler, and the assembler object code output is loaded into the 
2920 microprocessor EPROM using the Intel Universal PROM Programmer.
5.3.5.1 Testing the programmed 2920 microprocessor
Several tests were carried out on the programmed 2920 
microprocessor to test the functioning of the complex processing 
program in the chip environment. The following are some of these 
tests :
(a) DC tests
According to the program listed in Appendix E, the chip inputs 
"INO" and INI" are chosen to sample the I and Q signals respectively.
* Envelope separation test
The first DC test carried out on the loaded chip was meant to find 
the capability of the programmed chip to separate the envelope 
squared. To do that the following procedure wsls carried out:
INO = 100 mV
INI was made to vary in steps of DC voltage between -1 to 1 volts
The DC voltage at the envelope output "OUT2" was mecLsured. The result 
of this test, compared with the theoretical, is shown in Fig 5.17. 
The same test was repeated with INC = -lOOmV and INI varied in the
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same range as above. The results are also shown in Fig 5.16. Ideally 
the envelope should be equal to the sum of the square of the two 
inputs, but the result, shown in Fig 5.16, indicates a presence of 
input and output DC offset. The calculated DC offsets using the curve 
(Fig 5.15) are:
Input offset +20 mV 
Output offset -70 mv
The offsets are due to the chip internal A/D and D/A conversion, vRiich 
could be reduced by introducing OUTX to INX FEEDBACK LOOP. This loop 
was not included due to the limited number of instructions; instead 
external analog heurdware circuits were used to balance out the DC 
offset.
* Phaise angle separation DC test
The arithmetic operations carried out by the 2920 program, in 
order to obtain the separate phaise angle, are:
- CcLlculate the absolute value of both "INO" amd "INI" 
samples.
- Scale down "INI" by a » 1/16.
- Divide the scaled value of "INI" by "INO".
- Approximation of the tan”  ̂characteristic.
- Resolving the phase angle in the range 0 to 2rr.
- The phase output "0UT3" represents the phase angle scaled
down by a factor of 1/8, and had to be amplified 8 times to
be brought to the normal O to 2n levels. The amplification 
is done by an external analog hardware.
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For the test to cover the four quadrant phaise angle range the two 
inputs are fed with the signal shape shown in Fig 5.17(a), where;
1st Quadrant 2nd Quadramt 3rd Quadrant 4th Quadrant
INO = 150 mV INO = -150 m INO = -150 mV INO = +150 mV
INI « 0 to IV INI » 1 to 0 INI « 0 to -1 INI « -1 to 0
When the outputs of the aüx>ve four sweeps of the inputs are put 
together in the same sequence, the result will be as shown in Fig 
5.17(b). The experimental results are presented simultaneously with 
the throetically calculated phase using the same inputs, voltage 
levels and scaling.
The test results indicate that, apart from the output DC offset, 
the program is resolving the phase correctly by comparison with the 
theoretically calculated phase. The output DC offset is again in the 
order of -70mV. By compensating the DC offset, using external analog 
techniques as for the envelope, and amplifying the output to overcome 
the scaling down used to prevent the phase overflow, the phase angle 
can be resolved accurately.
Frc«n the above DC tests on the programmed chip it is certain that 
the complex digital processing programme is behaving within the 
expectation.
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5.4 Behaviour of the Complete Complex Signal Processor
The complete signal processor unit was thoroughly tested in the 
laboratory using amplitude and frequency modulated signals. All the 
variable parameters of the unit were adjusted to produce the intended 
envelope and phase angle measurements. Finally, the unit was tested 
on an actual seabed backscattered signai. Fig 5.18 ccxnpcires the 
resolved phase difference fringes, obtained from the same ping, of 
the complex signal processor unit (quadrature phase meter) with that 
of the zero crossing relative phase resolver unit (digital phase 
meter). Fig 5.18 displays the difference between the methods used to 
resolve the relative phase of the two received signals from one ping.
The difference between the two resolved phases shown in Figs 5.18 
and 5.19 can be attributed to the following reasons:
* The two methods use independent and different sampling 
rates. We have seen in the simulated system that the phase 
error, being random, could be very large at one sample and 
low at the next.
* The smaller error recorded with the qucidrature phase method 
(the complex signal processor) could be due to lower 
sampling rate which is decided by the 2920 microprocessor to 
a maximum of 7.8kHz.
In spite of the differences between the two approaches ( zero 
crossing and quadrature detector) used to resolve the relative-phase, 
most of the phase error spikes are present in the two resolved phases. 
This can be seen clearly in the expanded one-phase fringe shown in Fig 
5.19.
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At this stage we feel confident to say that the quadrature 
detector (inverse tan) is a worthwhile approach to resolve the 
relative-phase in the BSSPS system. With careful design and by 
replacing the old version of the 2920 by its newly introduced 
version, this could present a reliable and very accurate method.
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Fig 5 . 18  R e la t ive -p h as e  f r in g e s  d i s p la y  f o r  one ping r e t u r n .
Bottom p lo t  using inverse  t a n ,  middle  p l o t  using zero 
cross in g  and top t ra ce  express ing  the d i f f e r e n c e  
between the two methods.
Fig 5 . 19  Expanded phase f r i n g e  from Fig 5 . 18  d is p la y
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CHAPTER 6 
GUIDELINES FOR SONAR SYSTEM DESIGN
6.1 Introduction
The previous chapters were concerned to:
* Identify sources of noise contributing to the resolved 
phase-difference error.
* Form a mathematical framework for the behaviour of each of 
the sources of error.
* Build the BSSPS simulation system to test the contribution 
of some of the very important sources of noise such ats glint 
and sliding ladder noise; and to test the system parameter 
effects on the level of phase difference error.
* Compare simulation results with the theoretical and physical 
system results.
* Describe the complex signal processor unit built to resolve 
the relat ive-phase and amplitude of the actual seabed 
return.
This chapter enploys all the previous results and analyses to 
suggest some guidelines for users of similar systems. It provides 
aspects concerning the limitation and optimal capability of the BSSPS 
system. The first section (6.2) introduces methods which relate the
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resolved phase fringes to the actual scattering sea bottcxn features 
( ie. resolving the fringe ambiguity). It also provides plots showing 
the system resolving power (the BSSPS system capability to resolve 
seabed features). Section 6.3 deals with the relation between the 
optimal mapped distance along a horizontal seabed and the consequent 
resolution. It also gives results showing the effect of declination 
angle on the resolution, and on mapped distance and position along 
the swathe. Section 6.4 explains the use of an averaging technique to 
reduce the relative-phase error, suid to provide results showing the 
relation between the number of the averaged data and the relative 
reduction in the phase difference error.
6.2 Ambiguity and Resolution
6.2.1 Introduction
As mentioned earlier, the performance of a msipping system is 
judged by the accuracy and precision with which the various objects 
and structure details, within the mapped region, are spatially 
located. An accurate mapping method will identify all structural 
detail of the region by an angular direction auid range relative to the 
system platform.
The BSSPS system employs the resolved phase-difference between 
two spatially separated transducers to provide the meauis for 
identifying and locating structure and aspects of the seaû̂ ed. 
Assume, hypothetically, that pheise-difference can be resolved without 
error, then fluctuations present in the resolved phase-difference 
will be a result of the seabed structural changes. But it has been 
explained previously that phase error will always be present, and as 
a result fluctuation of the resolved phase will not only represent
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the mapped seaibed structure, it also represents error due to sources 
of noise as well as seabed structural fluctuations. Therefore, the 
resolvable seabed structure detail will depend on the level of the 
phase error. This section will be devoted to describing the method 
designed for resolving the phase-fringes ambiguity and to studying 
the BSSPS system resolving power.
6.2.2 Resolving the fringe aunbiguity
The resolved phase-difference is displayed in the form of phase 
overflow fringes ( 2tt phase ambiguity). The displayed number of 
fringes depends on the mapped distance (swing in the grazing angle ©) 
and the transducer separation distance d. To identify the displayed 
number of fringes, ie relate them to the mapped region, each of the 
displayed fringes is related to the direction of reception (measured 
by the grazing angle © ).
Because the simple fringe counting method is not reliable due to 
ambiguity introduced by the noise at/large grazing angle ©, and there 
is no theoretical method which can be used to relate fringes to the 
direction of reception, a novel method was introduced by
Edwards(42,43) to resolve the fringe ambiguity and is called the
Vernier.
The Vernier method employs three vertically spaced transducers. 
The single frequency ping is transmitted by one transudcer and the 
backseattered return is received by the three transducers. Because 
the spacing between each of the two transducers d^ and d£ is not equal
(normally lA < Id̂  - d2 1 < 2A ) and the phase difference at the
boresight direction for each pair is zero, then the relative phase of
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the two pairs will be approximately zero at the same point. The 
relative phases of the two pairs are used to generate the Vernier 
phase-difference. The Vernier phase-difference will only display a 
small number of fringes, ie. equal to d^ ( = d£ ) in number of 
wavelengths, and has a zero relative phase in the boresight 
direction. From the Vernier display we can identify the boresight 
direction, which resolves the phase fringe ambiguity starting frcxn 
the boresight(*2'*3). The Vernier method has been simulated and the 
simulation results are shown in Fig 6.1 using transducer spacing for 
the two pairs, d^ = 5A and d£ = 7A.
6.2.3 BSSPS resolving power
It is valuable to devise a method which gives the resolution at 
each point along the insonified seabed swathe. To achieve such a aim 
we have to recognise the sources of noise which might influence the 
resolution. The possible sources of noise are listed below:
(a) The exact location and orientation of the sonar system 
platform.
(b) The instability of the towed fish, such as rolling and 
yawing.





(g ) Receiver noise.
(h) Bottom reverberation, glint and sliding ladder noise.
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Since the fringe ambiguity is considered resolved by the 
technique developed by Edwairdsl̂  ) and eaqplained in the previous 
subsection, only the sources of noise given in point (h) above will be 
considered in the present analysis. The reason is that the glint and 
sliding ladder noise are part of the processed seabed backseat te red 
signal, and because their effects always exist in the practical 
interferometric mapping system. The other sources of error and 
noise, listed above in points (a) to (g ) can be made to have 
negligible effect on the resolved phase-difference error by careful 
consideration of system parameters euid technical cipproach.
The aim is to find the effect of the individual and collective 
glint and sliding ladder noises on the BSSPS system resolving power 
at any point along the insonified horizontal seabed distance. To 
achieve this, the standard deviation a or the confidence interval k 
(defined in section 4.1) is calculated for several points along the 
swathe, amd then the equvialent confidence interval for the error in 
the direction of reception © is calculated. This method could be done 
using the BSSPS simulated system, but would require an unnecessarily 
large computation time. Instead, the confidence interval for both 
relative-phae amd the reception single error are calculated 
theoretically. The procedure is explained in the following 
mathematical analysis.
6.2.3.1 Mathematical analysis of the BSSPS resolving power
Assuming that fringe ambiguity is resolved, and that the range to 
any point along the mapped swathe P^ is accurately calculated,
Rl * £”̂ 1/2 * * * (G'l)
252.
Where is the time measured from the instant that half of the 
transmitted pulse is half-way in the water until the reception of the 
backseattered signal from point P̂ .
C is the speed of sound in water
= slant range (meter) to point P^
The direction of reception of the backseat tered signal relative to 
the boresight direction is calculated from the number of fringes, n, 
starting frcan the boresight direction up to the considered point at 
time ti.
©1 = sin-1
n * 2n + $1 
2TT.d ^  < 1 T T
sxn-I
<t>D





number of fringes counted from the boresight up to the
point under consideration
the resolved phase-difference at time t^
the transducer separation measured in number of wavelengths 
K
If ti, c, n and are accurately measured and the sonar system 
platform accurately positioned, then ©i will represent the true 
direction of reception and as a result point Pi will be exactly 
located in space.
Let us assume that ti, c, d, n and location of the platform can
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accurately be measured, which is possible with careful design, then 
the exact position of depends on the accuracy with which the 
relat ive-phase ëmgle <j>i is obtained. For the ideal case, pheise error 
is assumed zero, and can exactly be measured. Because the ideal 
case is not obtainable in a real system, then 4>i will always have 
probability of error, as explained in section 4.1. Ihe accuracy with 
which the relative phase-angle is measured depends on the probability 
of the phase error at the point under test, ie:
*1 ' . . . (6.3)
where
<t>l' the phase difference for the backscattered signal from 
point Pi, ie. the non-ideal case
the confidence interval, as defined in section 4.1
The error in the estimated grazing emgle © due to a phase-difference 
error of kg is calculated as follows.
The probability density function of the grazing angle is given
by;
d<J>D




d© 2rrd. cos© (6.5)
Substituting eqn (6.5) into eqn (6.4):
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P(0) = 2TTd . cos© . P(4>d ) . . . (6.6)
©1
The probability distribution of the error in the grazing angle © is 
generated using eqn (6.6) and the probability distribution of the 
phase difference.
The confidence interval kg of the grazing emgle error is 
calculated using the generated probability distribution for the error 
in © employing a similar approach to that explained in section 4.1.
Translating the error ±kg frcxn the direction of reception to an 
error along the horizontal seabed (resolution AD) is done as follows :
AD « R sin ( 2kg ) . sin©
« R . 2kg . sin© for small kg . . .  (6.7)
as explained in Fig 6.2.
6.2.4 Implementation
A computer program was designed to process the following 
functions.
(a) Generate the probability distribution of relat ive-phase 
error, according to eqn (2.27).
(b) Choose ©% and calculate the slope of the phase-difference 
curve at ©i using eqn (6.5).
(c) Use the values from (a) and (b ) above to generate the proba­
bility distribution of the reception angle error, eqn (6.6).
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(d) Use the distribution generated in (c) above to calculate the 
confidence interval of the reception angle error for 90% 
degree of confidence.
(e) Then calculate the resolution AD along the horizontal 
seabed.
The program repeats the above functions for each point along the 
seabed and uses the generated array to plot the variation of 
resolution along the horizontal seabed. Fig 6.3(a). The results 
shown in Fig 6.3(b) and (c) express the variation of the confidence 
interval along the horizontal seabed for phae-difference and grazing 
angle error respectively. The two confidence intervals are 
calculated for 90% degree of confidence. These results are presented 
here to give a feeling for the expected error in both 
phase-difference and grazing angle and their variation for different 
system geometries
6.2.5 Effect of variation of system parameters on resolution
This test is included to explain the effect of variation of scmte 
of the BSSPS system parameters on the mapping resolution. The effect 
of two parameters will be studied, transducer separation d and pulse 
duration r.
6.2.5.1 Effect of changing the transducer separation on system 
resolution
This test was carried out with all the variable parameters of the 
system kept at their recommended values stated in Table 4.1, and the 
pulse length is taken to be 30A, with the declination angle a=30° and 
depth H = 30m. The test results on glint noise. Fig 6.4(a), indicate
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a slight improvement in the resolution as the transducer separation d 
is increased. The improvement is due to the increase in the slope of 
the phase difference, eqn (6.5), as d increases. The change in the 
slope is enough to cancel the deterioration of the relat ive-phase 
error, as a result of increasing d, and introduces the slight 
Improvement indicated in Fig 6.4(a). The same argument used for the 
glint is true for the independent sliding ladder and collective glint 
and sliding ladder effects, as shown in Fig 6.4 (b) and (c).
The results given in Fig 6.4 indicate that although increasing d 
will increaise the probability of the phase-difference error level, 
(Figs 4.18 to 4.20) it has the effect of improving the resolution 
along the horizontal seabed.
6.2.5.2 Effect of pulse duration on system resolution
Increasing the pulse duration r has the effect of increasing the 
relative-phase error due to glint and decreasing it for sliding 
ladder. The net result of both glint and sliding ladder results in an 
improvement in the phase error for the case of the collective noise; 
for more detail refer to section 4.5.
Therefore, incresising t will introduce an improvement to the 
relative-phase error only, but not to the slope since d is kept 
constant at lOA. Fig 6.5(a) indicates slight deterioration in the 
resolution as the pulse length changes from 15A to 45A in three steps, 
while the same changes in r indicate improvement in the resolution if 
only sliding ladder noise is considered. Fig 6.5(b). In the case of 
the collective noise, increasing r has indicated improvement in the 
resolution.
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6.3 Mapping Range Interval
The BSSPS system is designed to provide a means for sea bottom 
mapping. It employs the side scan sonar to scan the sea bottom on 
both sides of the towed fish or boat, the system can be used to scan 
distances on each side and process the return to calculate the bed 
profile.
This section deals with the question of what is the maximum
possible mapped range along the swathe? And what are the
restrictions which limit the mapped range interval? The answers may 
be extracted from the following points :
* Two-way attenuation of the trëuismitted signal will make a 
signal returning from the far distance lower in magnitude 
than receiver noise. This introduces a limitation to the 
far distance mapping.
» Noise sources affecting the resolved phase difference, like
receiver, glint and sliding ladder noise, could have great 
influence on the mapped interval.
* Shadowing effect, which is very effective at large incident 
Euigles, could cause a great reduction to the backscattered 
signal and ajs a result limit the mapping at far distances.
* Backscattered signal level depends on the normal ccmponent
of the incident signal to the seabed, which means that the 
backscattered signal level reduces au5 the incident angle
increases, amd again will have the effect of limiting the
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far distance bottom mapping.
* Increasing the transmitted signal power, for the sake of 
improving the signal to noise ratio, will have the effect of 
increasing the volume and surface reverberation as well ajs 
the second-time-around scattering.
* The backscattered signal level also depends on the bottom
roughness relative to the transmitted signal frequency. For 
the case of a smooth bottom, relative to the tremsmitted
signal frequency, the backscattered signal level will be
very small.
* The maximum mapped distance will depend on the required 
detail for the mapped sea bottom structure. As explained in 
section 6.2, only a small range can be mapped with high 
resolution (Fig 6.8).
This section will attempt to study the relations between the
mapped interval and some of the BSSPS system parameters.
6.3.1 Diffused scattering range and level
The Bathymetric Side Scan Profiling Sonar (BSSPS) system depends 
on the diffused backscattered return for the seabed mapping process. 
The diffused backscattered signal is mainly due to noncoherent 
returns from a rough surface, so that the system will only see rough 
bottcxns ( roughness is measured relative to the transmitted signal 
frequency, for detail refer to section 2.2.3). The backscattered 
signal level depends on the normal conponent of the incident signal.
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as well as the type of material the mapped sea bottom is composed 
of(77). As a result, the diffused backscattered signal level 
relative to incident angle y is shown in Fig 6.6 compared with the 
specular reflection (specular reflection is mainly due to coherent 
return). Fig 6.6 shows the ideal signal return level distribution in 
the specular and diffused region for some hypothetical material. The 
plot is drawn with reference to the experimental results calculated 
by McKinney(77), and with reference to Mitchell^). For a single 
material along the swathe, the diffused backscattered signal level is 
approximately constant for the incident angle range 20 to 70 degrees. 
This range may change slightly depending on the type of material smd 
transmitted signal frequency(). Scattering from regions with 
incident auigles less than 20® will fall in the specular rcuige, where 
coherent reflection occurs. Scattering frcxn regions with incident 
cuigles greater than 70® can be of small level v^en compared to the 
receiver noise. This means that the mapping range interval is 











An additional mapping range interval limitation is due to the above 
mentioned cause, which introduces further errors to the resolved 
phase-difference. To reduce this error to an acceptable level the 
mapping range interval has to be reduced by some factor. The 
reduction factor depends on the choice of allowed error level (or 
resolution), which is a factor of the phase-difference probability 
distribution. The choice of acceptable resolution is debatable; it 
depends on the intended application amd the required seabed structure 
details.





The maximum mapped distance along the horizontal distance within the 
linear diffused region return level is Djnax' Fig 6.7. In practice 
this range cannot be achieved; instead a range D^ap is considered 
within the 20 to 70 degree incident angle sweep. The choice, as
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ejqjlained earlier, depends on the accepted resolution. The distance 
Dmap is best chosen between points with equal resolution on the 
resolution/distance plot. Fig 6.8.
Because the phase error along the seabed is mainly influenced by 
the sliding Isidder noise, whose contribution to the reiative-phaise 
error is influenced by the angle 0, section 2.6, then the range Dmap 
is chosen around the boresight direction, such that = 0^, Fig
6.9. If the whole distance D̂ âx i® to be mapped, then 0^ « ©2, which 
means :
0 “ 0^ = 1021 = 25 degrees . . . (6.7)
Therefore, to map the maximum rauige with equal relative-phase error 
level at the two limits the choice of the declination angle will be a 
* 45®. This is only true for the case when the glint and receiver 
noise are neglected, leaving the sliding ladder noise only. When 
glint noise is included, the phase error for the region near to y = 
20® will be increased, which means that the declination angle a must 
be less than 45® to make equal phase error at the lower and upper 
incident angles, ie. at y = 20 and 70®. Phase-difference error levels 
used to decide the declination angle are not the best approach. It is 
best to use the resolution as the reference for the choise of the 
declination angle a.
6.3.3 Evaluation of the optimal declination angle using the 
resolution distribution along the horizontal seabed
The change in the system resolving power, considering the two 
sources of noise (glint and sliding ladder) along the assumed 
horizontal seabed for three different declination angles is shown in
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Fig 6.8. As explained in the previous section the system resolving 
power does not depend on the relative-phase error only; in addition 
it depends on the slope of the phase-difference-grazing angle plot 
(dt̂ jyd©). The slope at close horizontal range is greater than at the 
far range, which means that for equal phase error the system
resolving power at closer range will be better them at far range, see
Fig 6.8. As a result, the declination angle which gives maximum 
mapped range along the horizontal seabed will no longer be a = 45®, 
but a smaller value. In fact, the declination angle a = 45® will only 
be practical for mapping horizontal distances in the range 1.2 ^ 
Dynap/H y 0.36. Within this range a resolution of less than 25cm is 
possible, see Fig 6.8. To map ranges greater than Dmap/H » 1.2 the 
choice is a smaller declination angle. Pig 6.9 is obtained from Fig
6.8. It represents resolution agaiinst normalised mapped interval for 
different declination angles (a « 45, 30 and 20 degrees). Fig 6.9(a) 
shows the effect on both resolution auid mapped interval of changing 
the declination angle, with the assumption that the maximum mapped 
range is limited to an incident angle sweep of y = 20 to 70®. Outside 
this range the resolution is assumed poor or not practical for the 
reasons given in section 6.3.1. The plot shown in Fig 6.9(a) 
indicates that the declination angle of a * 20® gives better
resolution for very small range, less than half the depth. For 
greater range the choice is a = 30®. Therefore, a = 30® may be
considered as the optimal value in the case where the incident angle
sweep is restricted to 20® - 70®. If the incident angle sweep is 
changed to 20® - 78® (assuming low receiver noise, ie. S/Nr > 100 
otherwise receiver noise will be effective, where S/Nr is the signal 
to receiver noise power ratio, see Table 2.2), then the result will be 
as shown in Fig 6.9(b). For the extended incident angle sweep, the
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choice of declination angle is a » 20®
We conclude that for a system with low receiver noise the choice 
of declination angle is a - 20®, but for relatively higher receiver 
noise (S/Nr < 100) then the best choice is a = 30®.
6.4 Using the Averaging Technique to Reduce the Relative-Phaae Error
All the previous results of the relative-phase error apply for 
the processing of a single pulse return, which have indicated that 
high relative phase error is inevitable and could cause a great 
reduction in the BSSPS system resolving power. However, the 
processing of several pulse returns from practically the same 
illuminated region (ie. from the same beamwidth region where the 
system geometry is assumed to remain unchanged ) will considerably 
reduce the relative phase error. This reduction in the phase error 
depends on the number of processed pulses M. A similar method is used 
in radar to improve target detection, ie. reduce the false-alarm 
rate. For radar M can be very large due to the high speed of the 
electromagnetic wave used in radar, while for the case of sonar, 
where the speed of sound is small compared with the speed of light, 
the pulse repetition frequency fr is normally low. As a result, the 
number of simultaneously processed pulses will depend on several 
system parameters such as speed of travel of the platform, depth of 
mapped seabed and transmitting transducer beamwidth.
6.4.1 Calculation of the number of processed pulses M in BSSPS 
system
The number of processed pulse returns can be defined as all the 
pulse returns arriving from the same seetbed region as illuminated by
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the beamwidth. Therefore, the number of processed pulses M depends 
on the following parameters:
* Speed of the BSSPS system platform V.
♦ Depth of the seabed H.
* Beamwidth /3.
♦ The maximum amd minimum horizontal distances of the mapped 
swathe.
For example, it is required to process 10 pulse returns (M=10) for the 
following system parameters:
- Depth H * 30 metres
- Maximum and minimum horizontal distances of the mapped 
region
Droax “ 140m 
Dmin * 20m
- Beam width B = 2®
- Platform speed V = ?
Using the above information to calculate the pulse repetition 
frequency f^ and speed of the system platform V:
fr = 1/T
T *» 2P/C
R » /h2 + ĵoax. (assuming horizontal seabed)
Then,
fr = 5 pulses per second
265.
where
R * slant range to the maximum of the mapped range 
T * time interval between transmitted pulses
Because the illuminated seabed region is not rectangulaur, see Fig.
2.8, then the short side of the trapezoid line will be considered as
the maocimum distance to be travelled by the platform during the time 





Rgiin * ( slant ramge to the nearest point of the




V  < 0.56 m/sec
V < 2.016 kn^H (=1.2 knot) . . . (6.9)
Eqn (6.9) indicates that for the BSSPS system to process ten 
sequential pulses, the platform hais to travel at very low speed. This 
speed might not be practical, but it gives an indication of the 
matximum number of pulses to be processed in the BSSPS system. 
Therefore, using this method of processing, a reduction of the randcm 
phase-difference error will be achieved at the ê q̂ ense of the speed 
of mapping.
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6.4.2 Statistical analysis of averaging
The averaged phase-difference value for M successive pulses is 
given by:
1 M
Z(k) » - E O)D(i'k) . . . (6.9)
” i-1
where:
Z(k) = averaged phase-dif ference at the kth range saitç>le 
<*)[)( i,k) = ith shot kth range sampled phase-dif ference 
M = number of processed pulse returns
The resolved phase difference 4>£)(i,k) consists of two components; the 
ideal interferometric delay component pX%), and the randcm phase
error component 4>(i). If the averaged pulse returns are within one 
beamwidth, ie. the seabed strucrture is assumed to be unchanged, then 
;z(k) can be considered constant for the processed M returns.
Therefore, eqn (6.9) can be rewritten in the following form:
1 M
Z(k) = M(k) + - E 4>(i) . . . (6.10)
“ i-1
It was found that the pulse to pulse phase-difference 4>(i) was 
independently random even for the static test carried out at the 
Bristol Docks Wall( ). The randcm phase components *(i) to (*>(M) are 
statistically independent randcm variables with distribution given by 
eqn (2.27). Therefore it can be proved that the pdf of the sum of the 
M randcm variables is equal to the multiple convolution of the 
individual pdfs (W.S. Burdic, Radar Signal Analysis, Prentice-Hall 
Inc., 1968).
Zi - *(1) + *(2) + ... + *(M)
P(Zi) = P(*(l) * P(*(2)) * ... * P(*(M)) . . . (6.11)
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Eqn (6.11) indicates that the larger the number M, the closer is the 
distribution of 2% to the zero mean, and for large M then Z% will be 
approximately gaussian.
6.4.3 Simulation test results
The effect of "averaging" on the phase error is eaqpressed in two 
different ways. One is to compare the one shot phase error level 
along the whole mapped distance with the averaged phase error ̂ sults 
(Pig 6.10). The other method is to ccanpare the averaged phase error 
cumulative distribution with that of a single shot (Fig 6.11). Each 
of the two ways are explained in the following subsections. The
presented phêuse error is due to both glint and sliding ladder noise.
6.4.3.1 Phase error comparison along the swathe
This approach is used to provide visual coirparison between the 
one shot and the averaged M shot phase error along the mapped
distance. Fig 6.10. The procedure used to achieve the display shown 
in Fig 6.10 is explained in the following steps employing the special 
version of the BSSPS simulated system "SYSAV.FORTRAN".
(a ) Choose the first scattering region aiong the swathe by fixing the 
starting horizontal distance.
(b) Calculate the relative-phase error (ie. the interferometric delay 
is not included) for a set of random phase and amplitude for the 
point scatterers in the region.
(c) Repeat point (b) above M times, using an independent set of
randcm phase and amplitude for the same point scatterers in the
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region. Accumulate the M samples of the phase error, then tcüce 
the average by dividing the accumulated value by M. Store the 
averaged value in a location in an array.
(d) Repeat (a) to (c) for 500 range samples along the same, forming an 
array Which contains the averaged phase error at different 
locations along the mapped horizontal distance and their 
corresponding horizontal distances.
5
(e) Plot the averaged phaje error as a function of the normalised 
horizontal distance along the swathe. (The normalised horizontal 
distance is given by the horizontal distamce divided by the depth 
of the seabed, H = 30 m.)
(f) The one-shot phase error is plotted, for comparison, on the same 
frame by shifting its zero mean value by 8 radians. Fig 6.10.
The averaging routine is repeated for M=10 and M=20, smd the 
results of the two averaged phase error levels with the one shot phase 
error are shown in Fig 6.10. The results displayed in Fig 6.10 give 
visual information about the level of improvement achieved with the 
averaging technique. A more informative display will be presented in 
the following subsection. (Note: The results of the averaged 10
shots was shifted by 4 radians in order to be presented on the same 
plot, Fig 6.10.)
6.4.3.2 Cumulative distribution
This method of representation is used to provide a measure of the 
reduction in the pheise error, as a result of averaging, at any point
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along the mapped seabed.
The procedure used to generate the cumulative distribution may be 
explained as follows:
(a) Select a scattering region along the swathe - any region within 
the practical illuminated seabed can be selected. For the 
present work, the scattering area was chosen at a horizontal 
distance D * 111 m. The reason for this choice is to have a 
region with high phase error and a small number of scatterers 
within the scattering region, which reduces the ccmnputation time.
(b) Calculate the averaged sample of phase error for the selected 
region in the same way as in subsections 6.4.3.1 (b) and (c).
(c) Repeat (b) above lOOO times for the same scattering region, to 
generate the averaged and the single shot phase error arrays 
required for the building of the histograms. The array length is 
selected to be 1000 because of the computer time limitation. The 
500 sample takes about 60 min of computing time.
(d) The cumulative distributions for the averaged cases and the one 
shot were generated using the three phase-error histograms.
The cumulative distributions shown in Fig 6.11 were plotted using 
a linear gaussian scale to expand the tail part of the distribution. 
The improvement achieved at 96% degree of confidence is about 2.5 
times for averaging 20 shots auid about two times for averaging 10 
shots. Greater improvement is obtained at larger degrees of
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1 shot 10 shots 20 shots
95% 0.253 0.13 0.1
.997 0.453 0.226 0.16
.9999 0.787 0.34 0.267
TABLE 6.1
Confidence intervals are calculated from Fig 6.11 for single shot 
(no averaging) and for averaging 10 shot then 20 shot at difference 
degrees of confidence.
6.4.4 Conclusion
With the BSSPS system only a very small number of pulse returns 
can be processed due to the low speed of sound in water. To process 
up to 10 pulse returns means the system platform speed must not exceed 
2.Okm/hour (1.2 knot). Even if such low speeds can be provided, it 
will greatly reduce the rate of seabed mapping.
The number of processed pulse returns can only be increased by 
either increasing the beamwidth /3 or increasing the pulse repetition 
frequency f^. Increasing /3 will degraude the along-the-t rack 
resolution by the same factor, and increasing the pulse repetition 
frequency haus the effect of reducing the mapped distance.
As explained above, the choice is a complex and involved one, and 
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CHAPTER 7
Discussion, Further Work and Conclusion
7.1 Discussion
A certain amount of discussion has already been introduced 
throughout the text in the auialysis of the theory, systems and 
results. This section will only present a summary of some of the 
important results and queries in the text.
7.1.1 Review
The principal, objective at the outset of the present study was to 
investigate the different sources.of noise contributing to the phase 
difference error of the Bathymetric Side Scan Profiling Sonar (BSSPS) 
system. Their individual and collective contribution? to the 
relative-phase error have been discussed, and how the different 
sources axe influenced by chemges in the system paxameters. Two of 
the most effective sources of the phase-difference error, glint and 
sliding ladder, were thoroughly investigated using statistical 
analysis and by the BSSPS simulated system. Other sources of noise 
such as receiver noise, volume and surface reverberation, staggering, 
and misalignment were found to be less effective than glint and 
sliding ladder noise. Their effect can be made negligible by careful 
design and choice of system components. Part of the present work was 
also devoted to the design, building and testing of a hardware 
"complex signcLl processor unit". The unit was built to resolve the 
relative pheise and envelope of the backscattered signal, in real time, 
but was tested on recorded data. The ccxnplex signal processor waus 
built to be am alternative approach to the zero crossing resolver
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unit developed by Edwards( ) ,  and most of all to see if the resolver 
would introduce further errors to the relat ive-phase estimate. 
Furthermore, the present work was able to present some guidelines 
which could be useful in the design of similar systems, and gave data 
showing the system resolving power and limitations upon it.
The good agreement obtained between theory and simulation for 
tests carried out on glint and sliding ladder noise (chapter 4) 
indicates that the sigAnulation system is free of error and represents 
the well established theory.
Tests carried out on the BSSPS simulation system indicate that 
glint noise is only effective when the incident auigle y is less than 
45®. The sliding ladder noise contribution to the relative-phase 
error does not depend on the incident angle, but on the angle of 
reception relative to the boresight |©l, aissuming ail other system 
parameters remain constant. The greater the value of I©) the greater 
is the probability of a large re lat ive-phase error. Simulation and 
theoretical results show that out of these two sources of noise the 
sliding ladder effect is the most important, aind this restricts the 
mapped distance, at a reasonable resolution, to a very short length 
along the seabed around the boresight direction (Pig 6.8).
7.1.2 Estimation of the phase-difference error due to the individual 
and collective noise contributions from glint and sliding 
Ictdder
Three different approaches %^re used to display the error in 
relative-phase. These approaches or forms are described as follows :
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(a) The phase error is displayed in the form of phause fluctuations 
around the mean or ideal relative-phase. In this form, the phaise 
error effect can be judged visually according to the phase error 
spikes.
(b) Phase error is displayed in the form of a probability 
distribution or histogram. The shape of the histogram, when
normalised to unit area, will give an indication of the
probability of phase error. The histogram will give an 
indication of the level of phase error at one point along the
seabed. It has to be generated at several points along the swathe
in order to e2q>ress the phase error variation along the seabed 
swathe, (Figs 4.9 to 4.11).
(c) The standard deviation c or confidence interval k are used to 
give an estimate of the practical level of the relative-phase 
error. For exaznple, if the confidence interval calculated for 
the degree of confidence 90% is k=0.2 rad, assuming the mean to be 
zero, it me sms that 90% of the phase samples have error level 
within the range ±0.2 radian. To indicate the phase-difference 
error SLlong the simulated horizontal seabed, the value of 
confidence interval, k corresponding to 90% degree of confidence 
is calculated at several points along the seabed, and a curve of k 
against seabed distsmce is plotted (Fig 4.14b). The plot 
indicates that 90% of measured phase errors are less than the 
curve level. The degree of confidence, standard deviation and 
confidence interval are defined in section 4.1. The cumulative 
probability distribution wsus also employed, to represent the 
effect of pulse shape and averaging on the relative phase error.
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7.1.3 Method for resolving the relative-phase aind envelope
The inverse tan or quadrature resolver method for estimating 
relative-phase, which was designed, implemented and used in the 
present work, has proved to be simple to implement and an accurate 
approach for resolving the relative phase. Tests on the inverse tan 
method using recorded backscattered signals have demonstrated that it 
reduces the relative-phase error when compared with the zero crossing 
resolver unit (Fig 5.18).
7.1.4 Pulse shape effect on the relative-phase error
Although it is not possible in a physical system to generate a 
purely rectamgular pulse due to band limitations, with the BSSPS 
simulated system we were able to realise a pure rectamgulair 
transmitted pulse.
Tests carried out using the BSSPS simulated system have proved 
that when employing shaped pulses less phase error is introduced 
compared with the rectangular pulse (two shaped pulses were used; 
cosine squared and truncated gaussian). The test was carried out on 
pulses with equal, maximum voltage levels amd equal half level 
durations. A greater reduction in the phase error was recorded with 
the sliding lauider effect, mainly due to the increase in pulse 
duration. Only a slight improvement was introduced in the 
relative-phase error with the independent glint noise. For the caise 
of the independent glint noise the phase error was expected to 
increase aus a result of the increase in the pulse duration, but the 
pulse shaping had the effect of cancelling the expected increase and 
introducing a slight improvement. The reason for this effect is 
explained in section 4.8.3 and table 4.2.
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7.1.5 BSSPS system resolving power
The BSSPS system resolving power, ie. the capability of the 
system to identify closely spaced seabed structure, is found to be 
influenced by the slope of the relative-phase curve d<*^de (where 4>d 
is the relative-phase and © is the grazing angle) amd the level of the 
relative-phase error ( expressed by the standard deviation a or the 
confidence interval, k ).
It has been proved that the greater the slope, ie. the larger the 
transducer separation d, the better is the system resolution 
(resolving power), but the resolution is worsened by the level of the 
relative phase error. This indicates that the resolution will be 
better at smaller incident angles (aussuming a horizontal seabed), 
where d̂ jy'd© is high, in spite of the high relative phase error level 
in this region. This argument has been proved theoretically and by 
simulation, amd the test results shown in Fig 6.4 indicate that the 
larger the tramsducer separation the better is the system resolving 
power, y^en other system parameters are kept constamt. The effect of 
pulse duration on the system resolving power is seen by its effect on 
the relative-phase error. Increasing pulse duration reduces the 
relative-phaise error due to the sliding ladder effect but slightly 
increases it due to glint noise. As a result, the resolution will be 
influenced by these chamges, and the results shown in Fig 6.5(c) 
indicate an improvement in the resolution as the pulse duration 
increaises.
7.1.6 Choice of declination angle
Changing the declination angle, a, has no influence on the 
relative phase error through the glint noise effect; it only alters
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the boresight direction and as a result will change the minimum phase 
error position caused by the sliding Icidder noise. Tests caucried out 
on the BSSPS simulated system, to obtain the declination angle which 
provides the best resolution for the largest mapped distance along 
the assumed horizontal seabed swathe, come up with the results shown 
in Fig 6.9 and abbreviated in the following points:
* The widest mapped distance along the horizontal seabed for 
resolution better thaui 20cm is achieved for the declination angle 
a = 30®. The mapped range covers the distance from approximately 
1 to 2.5 times the depth, assuming the depth H « 30 metre, d * 
lox, T = 0.2 msec.
* If it is required to map the seabed with good resolution, say
better than 20cm, at horizontal distances close to the system
platform, then the choice for the declination angle is a>30®, as 
explained in Fig 6.8.
* To profile horizontal distance far away from the platform with 
good resolution (rsolution less than 20cm) the declination angle 
should be chosen less than 30® (a < 30®), Fig 6.8.
The above three conclusions can be explained by referring to Figs
6.8 smd 6.9, which describe the effect of the declination angle on
mapping distance and resolution.
7.2 Suggestions for Further Work
7.2.1 Further development on the complex signal processor unit
The inverse tan method (complex signal processor unit), has been
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developed as part of the present work, for resolving the
interferometric system relative-phase and envelope. Chapter 5. The 
method has proved to be a competitive approach compared with the 
existing zero crossing resolver developed at Bath University by
Edwards(42,43) Although the inverse tan resolver was carefully 
designed and developed to a reasonable standard, especially in
resolving the relative-phase (Chapter 5), it still requires further
improvement. The following suggestions are for further improving the 
unit.
(a) The Analog Section
Not much caui be done to digitise the section, which requires
processing at the carrier frequency level,at least for the present 
time. Therefore, the only improvement to this section is to
introduce more accurate and reliable circuits to generate the two 90® 
out of phase carrier or the limited backscattered signal other than 
the tuned circuit used in the present unit.
The drawbacks of the tuned circuit are:
* It only gives exact 90® pheLse shift to a single frequency, f̂ .
Any frequency in the signal band will have less than 90® phase
shift, as explained in section 5.2.2.
* If it is required to change the carrier frequency, then the tuned 
circuit has to be manually adjusted in accordance with the new 
carrier frequency.
* The circuit tuning depends on the RC components, which are liable 
to change due to ageing or change of environment. This means
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circuit tuning has to be checked frequently.
The circuit explained in Fig 5.4 can be further developed by 
using two stages of frequency doublers to generate the 4fc signal 
essential to the circuit. The only difficult part in this, otherwise 
reliable, method is to generate the 4fc signal. It might require the 
use of bandpass filter stages after each frequency doubler to stop 
all the unwanted harmonics. If filters are used, then care must be 
taken to ccanpensate for the filters' delay, otherwise the resolved 
relative phase will be in error.
(b) The Digital Section
The digital section of the complex signal processor has proved to 
be simple, easy to implement, accurate and reliable. The only 
limitations with the present approach are the following.
* The limited number of instructions in the 2920 microprocessor 
were not enough to achieve all the required processing. We had to 
output the envelope in a squared form (section 5.3.2).
* The input and output DC offset e3q>erienced with the old version 
of the 2920.
* The low sampling frecguency, which limits the maximum processed 
signal to a frequency less than 4kHz (section 5.3.1).
The immediate development to the digital section is to use the 
newly introduced version of the 2920. This change will not require 
any hardware alteration. It only requires the change of the
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instruction program to suit the new version.
The other alternative to the digital signal processor is to 
redesign the whole section using a bit-slice microprocessor with 
pipeline operation. This method might prove faster, but would be 
much hsurder to implement.
7.2.2 Further work on the BSSPS system development
There is a very limited amount of literature published on the 
Bathymetric Side Scan Profiling Sonar (BSSPS) system, which indicates 
that there is a great deal of further investigation required to 
introduce new ideas in the actual design and methods of signal 
processing.
7.2.2.1 Immediate further work
The immediate further work is to develop the BSSPS simulation 
system to include contributions from all the possible sources of 
noise, such as receiver noise, volume auid surface reverberation, and 
shadowing effects.
Receiver noise and surface reverberation can easily be included 
in the present simulation system. The receiver noise has alrecuiy 
been analysed and the correlation coefficient calculated in terms of 
the signal to receiver noise power ratio, whilst surface 
reverberation can be analysed in the same way as the bottom 
reverberation. The only difference is that the surface backseatte red 
signal is normally of smaller level. Several backscattered signal 
levels can be employed. For volume reverberation, a three 
dimensional analysis is required to study the back-scattered
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contribution, due to volume reverberation, to each of the two 
receiving transducers, which might be tackled in a similar way as for 
the staggering effect analysed in section 2.1.
Immediate work can be done to develop a single system simulation 
program which can achieve all the required processing and present all 
the required outccanes using external commands fed through the 
absentee instructions, or by direct interaction through the ccanputer 
terminal. Most of the simulation programs are available, either in 
the directory or on tape. Each program contains all the required 
subroutines adapted to provide several outcomes, but not all.
7.2.2.2 Further work to reduce the phase-difference error
The BSSPS simulation system Is available and could be used to 
develop and test other methods and ideas for signal processing, which 
might lead to means for reducing the phase-difference error.
7.2.2.3 Improvements to the BSSPS simulated system
The present simulation system can be further developed to study 
the system capability of reseolving seabed features of various sizes 
and shapes, located at different positions along the swathe. These 
features can be modelled and stored in files prior to actual system 
simulation tests, in order to use the simulator within the multics 
storage and processing time limitations.
The first attempt is to model the features in two dimensions 
using the present simulator. Further development of the simulator 
system would simulate a 3D seabed structure. A subroutine can be 
introduced to the system for false alarm detection by modelling
290.
methods used in radar for target detection. This subroutine can be 
used to assess the BSSPS system feature resolving caped)ility.
7.3 Conclusions
(a) BSSPS System Sources of Noise
All sources of noise contributing to the relative-phase error of 
the BSSPS inter ferometric system have been described and well 
defined. The main sources of noise, which cannot be eliminated or 
reduced by careful design and system structure, such as glint and 
sliding ladder, were extensively studied. Their individual and 
collective effects were theoretically studied using statistical
analysis. The following sources of noise were found to be the most 
effective for the practical system parameters.
* Glint noise: Found to be most effective at small incident
angles. Its effect on the re lat ive-phase error was found to be 
negligible at incident angles greater than 45® (y > 45®).
* Sliding ladder noise: Most effective when the spatial, separation
between the two receiving transducers is large. The effect of 
this source on the re lat ive-phase error is zero when the directon 
of reception is at the system boresight, ie. the two receiving 
transducers are at equal distances from the scattering region. 
The effect of the source increases as the angle of reception 
relative to the boresight (grazing angle) direction, increases.
* Receiver noise: This was analysed theoretical.ly amd found to be
only effective vrtien the receiver signal to noise power ratio was 
less than 100.
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* Stagger effect: The stagger between the two receiving
transducers was found to introduce great effect on the relative- 
phase error. It is found to be most effective when the system is 
employed to profile seabed in shallow water.
(b) BSSPS Simulated System
The simulation system was designed on the basis of a flat 
horizontal seabed, with point scatterers at equal, intervals. 
Although most tests carried out on the system were with scatterer 
spacing assumed to be one wavelength, the system was designed to be 
flexible in such a way as to operate on any desired spacing, b. The 
system was found to be simple to operate and flexible in a way which 
enabled it to operate under most geometrical and environmental, 
variations. It was found very useful for carrying out many important 
tests on the effect of individual glint and sliding ladder noise, 
providing a display of the phase error level, testing the pulse shape 
effect, pulse duration and transducer separation effects on the phase 
error. Using the simulation system, we were able to provide a display 
showing the system resolving power along the seabed swathe.
Results based on the theory developed were found to be in good 
agreement with the simulation and actual results.
Finally, although the present work has been principally concerned 
with the causes of the re lat ive-phase error in the bSSPS 
interferometric system, it has also produced interesting results 
showing the veuriation of the system resolving power along the seabed 
swath with pulse shcipe, and most of all scxoe guidelines to the design 
and application of the BSSPS and similar systems.
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In this appendix we shall only introduce the part of the central 
limit theorem with direct relation to the present work.
Al. 1 Sum of Random Vaxiables
Consider a real random variable z composed of the sum of large 
number of uniformly distributed ramdom variai)les, x̂ , all statically 
independent with densities Pi(x). From the law of large numbers that 
the variance of the mean x, where:
X * (Xi + X2 + X3 ... XM )/N . . . ( Al )
is small for large N. Hence the density P%(x)is concentrated near its 
mean considering:
Z = xi + X2 + X3 + ... + XN . . . ( A 2 )
Then the pdf of Z will be the multiple convolution of the individual 
pdfs [Burdic(13)],
P(z) = P(xi) * (PX2 ) * P(X3 ) * ... * P(XN) . . . (A3)
A simple result is obtained if all the random vauriables x^ in Z are
gaussian with equal vauriauices
Given
N





2ÔZ? . . . (A4)









= <̂ Xl̂  + ^X2^ + (Tx3̂  + ... +
If the statically independent random variables x± have the same 
variance ctq̂  , then
N
= E ctq 
i«l
. . . (A6)
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B1 Generation of Rayleigh Distributed Randcam Amplitudes
During the simulation of the BSSPS environment we required the 
generation of Rayleigh distributed random numbers for the amplitude 
of the scatterers in the scattering array. Several methods were 
employed in the literature for the generation of the Rayleigh 
distributed randcxn numbers. Three methods are explained in this 
appendix.
Method I : Probability Integral Trans format ion Method
This method is only applicable to distributions when inverse 
integration of their cumulative distribution is possible. Starting 
with the probeLbility density function of the Rayleigh distribution. 
Fig Bl(a), P(x).
P(x) = ^  exp 2(7" for X > 0 . . . (Bl)
- 0 otherwise.
The cumulative distribution. Fig Bl(b), of P(x) is given byi
X
C(x) = J  P(x) dx 
— 00
Substituting for P(x) frcan eqn (Bl):
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C(x) - J  ^  exp x 22? dx . . (B2)








2a- . . . (83)
We have the uniformly distributed random number in the rsmge 0 to 1 
available, generated by subroutine 'RANDOM*. Therefore, to generate 
the Rayleigh distributed random amplitude we must use the cumulative 
distribution as follows :
From eqn (B3)
-x2/2a- 1 - C(X)
^  - In [1 - C(x)]
(-2a2 In [1 - C(x)])0.5 . . . (B4)
C(x) represents the uniformly distributed random numbers generated by 
the NAG Library, see section 3.3.3 and x is the Rayleigh distribution 
randean numbers of the scatterer asplitude. a has the effect of 
changing the position of the peak value of the distribution. For very
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large values of a the probability density distribution will no longer 
be Rayleigh, but a normal distribution as shown in Pig B2. The choice 
of c is decided by the seabed model. For the present seabed model a 
is given by 1//2. For detail see Method II.
Method II
This method is a special case of Method I, ie. by taking the 
second moment to be unity and = 1. Substituting for Za^ in eqn 
(B4) by one, which gives:
1
a = —r = 0.707v2
Therefore
X - (-In (U))0 5 . . . (B5)
where U is a uniformly distributed ramdom number in the range O to 1 
[80].
Method III
The Rayleigh distributed rcuidom sample can be generated using two 
independent normally distributed random numbers as presented by eqn 
(86).
X = ✓ Xi2 + X2^ . . . (86)
where
X = Rayleigh distributed random sample





. . . (B7)
P(x) * ^  e . . . (B8)
where
The mean value ( 1st moment ) = X = /ri/2 ^ 
The mean square value (2nd moment)
X^ » 2«2 = ( a^2 + (̂ 2̂  )
If cti2 = #2^' then a2 = cr2
B2 Generation of Uniformly Distributed Random Phase
The uniformly distributed random phase required for the 
environment model is generated as follows. The set of uniformly 
distributed random numbers (between 0 and 1) are generated using the 
NAG Library subroutines, G05CCF, G05CBF and G05CAP by one of the two 
methods explained in Appendix C. Then the random phase is obtained by 
simply multiplying the random numbers by 2tt.
P( x )  and C(x)
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GENERATION OF RANDOM NUMBERS
Cl. Uniformly Distributed Random Numbers
In order to obtciin the random phase and amplitude for the 
scatteres in the array contributing to the backscattered signal, we 
found it necessary to generate uniformly distributed random numbers 
in the range of 0 to 1.
The NAG library subroutines G05CCF, G05cbf and GOScaf are used to 
generate the two sets of independent random numbers. One set is to be 
used for the generation of the uniformly distributed random phase, 
and the other set is used to generate the Rayleigh distributed random 
amplitudes of the scattering region. The procedure employed to 
convert the uniformly distributed random numbers into random phase 
and amplitude is ej^lained in Appendix B. The uniformly random 
numbers (between 0 to 1) can be generated by one out of two ways: a
repeatable set of random numbers where the same set of random numbers 
sure generated each time the subroutine is called, or am unrepeatable 
set of random numbers, vAiere a different set of ramdom numbers are 
generated each time the subroutine "random" is called.
* Repeatable Random Numbers
The same repeatable sequence of random numbers is obtained by 
using subroutine "gOScaf" to generate the uniformly distributed 
random numbers after initialising by calling subroutine "g05cbf". 
The initialising subroutine gOScbf decides that the sequence will be 
repeatable.
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* Unrepeatable Random Numbers
The two sets of unrepeatable uniformly distributed random numbers 
are obtained in the same way as in the case of the repeatable sets. 
The only difference is that in this case the initialisation is done by 
calling subroutine gOSccf instead of gOScbf.
C2. The Actual Subroutine "Random"
The actual subroutine used in the BSSPS system simulation 
generates double precision random numbers because the NAG Library 
subroutine gOSccf, gOScbf and gOcaf aure designed for double 
precision. The generated random numbers are converted into single 
precision in order to be used in the system program.
Subroutine ramdom (nsd)
Real * 8 goScaf, X, Y 
Real * 4 randamp, randph
Common/blk9/randamp (10000), randph( 10000)
Caill gOSccf (0) 
do 20 i-1, nsd 
Y - gOScaf(Y)
X - gOScaf(X)
randamp ( i) * Y







This appendix describes the tool used to test the goodness of fit 
between the error histogram generated from the simulated BSSPS system 
and the theoretical error distribution. It is also used to test how 
close to normal is the relative phase error distribution.
Dl.1 Goodness of fit test
The chi-square test can be used to determine whether observed 
frequency of occurrence in a set of samples drawn at random appears to 
be dra%m frcxn an assumed distribution^ ^. In this way one can judge 
whether the differences between the observed and expected frequencies 
are real or due to chance.
The observed similarity between the two sets of figures is not 
enough and the qualitative assessment has to be replaced by a 




Oi = observed frequency of the ith sample 
Ei = the expected frequency of the ith sample 
P = number of the processed histogram pockets 
g = the number of degrees of freedom of the experimental data 
used in specifying the theoretical data, such as mean and
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variance, etc
m » p - l - g  . . . ( D 2 )
m is the number of degrees of freedom
In order to apply the chi-square test to the goodness of fit of the 
histogram and theoretical error distribution, the value of is 
calculated using eqn (Dl) for the two generated distributions.
The calculated values of chi-square were found to be less than 
unity for the number of pockets used, p = 21, g = 0, ie. the number of 
degrees of freedom m *= 20. Therefore, using the chi-squared
distribution table for the degree of freedom of 20 we find that the 
probability of chi-square exceeding the vsQue of unity is greater 
than 0.99 and the level of significant is greater than 99%. This 





El Generation of BSSPS Simulation System Relative Phase Error 
Histogram
This appendix eaqplains the methods adopted to generate the BSSPS 
simulated system phase error distribution histogram.
El.1 Number of Histogram Pockets, P
By the number of pockets, we mean the number of columns used to 
represent the phase-difference error distribution. P has to be an 
odd number, and the greater the number of pockets the closer the 
histogram is to the theoretical error distribution. The histogram 
generated for the present work was built using 1000 samples and a 
variable number of pockets, see Fig El.
El.2 Pocket Width
Because the phase difference is unanbiguous in the range ±rr, then 
the probability of phase difference error will be limited to the 
range ±tt.
The probability of phase difference error depends on the system 
parameters and system environment. For a high noise contribution the 
error distribution covers the whole ±n range. Pig El(a), but for a 
small noise contribution only a small phase difference range is 
covered. Fig El(b). Therefore, the pocket width will be decided by 
the phase difference range occupied by the distribution.
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El.3 Calculation of the Histogram Interval
The histogram interval ± phi ideally should represent the two 
points along the phase axis where the probability of the phase 
difference error tends to zero, ie. the two points where p($D) is just 
zero. These two points, whre P((J)d) is just zero, are not easily 
determined. Therefore, instead the intervals are selected where:
n
I d*D * approximately zero . . . (El)
Vi/
For example, the histogram is plotted within the phase difference 
range = ±*, such that :
n
I P(4>d ) < 0.005 . . . (E2)
4/
To save computing time, the theoretical error distribution was used 
to calculate the ±v|/ intervals required for plotting the histogram. 
(Note: theoretical distribution and simulation histograms are found
to be in good fit for all system parameters. ) The procedure used to 
calculate the ±vl/ interval is explained in the following points :
* Calculate the system parameters using the BSSPS simulated 
system.
* Use the calculated parameters to evaluate the correlation 
coefficient.
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* Substitute the correlation coefficient into eqn (2.27), to 
calculate the value of cjjp for which P(4>d) » 0.01. This value 
of the phase difference represents the required histogram 
range.
♦ Use the calculated histogram intervals to calculate the 
pocket width and generate the histogram distribution.
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Fig El Phas e - d i f f e r e nc e  e r r o r  d i s t r i b u t i o n
* Histogram : s i mu l a t i on  r e s u l t s
* Dotted ; t h e o r e t i c a l  r e s u l t s
Û '
Û • i
4)  ̂ r ad i an
(a)  Er ror  d i s t r i b u t i o n  f o r  the case of  high noise
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(b) Er ror  d i s t r i b u t i o n  f o r  the case of  low noise
c o n t r i b u t i o n
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4 1  
4 2  
4 3  
4 4 
4 5  
4 6  
4 7  
4 8  
4 9
000B4E 
0 0 0 8 8 C 
0ÜÜ82B  
0 0 0 8 6 8  
00C6EF  
02Ü02C  





42 0 8 4C  
7 3 0 8 8 C  
4 2 0 8 2 B  
420Q6B  
6 9 0 0 0 C  
4Q004C  
4 8 00EA  
5 9 0 0 2 B  





3 1 00 E F  
CFIOEF  
4B1ÜFF  
2 1 1 0 E F  
CFI OEF  
4 6 0 0 F F  
150BF.F 
CFI OEF  
4Ü0ÜEF 
OlOUEF  
4 0 2 2 FF 
lOUOEF 
lOOOEF 
14 305E  
1 4309C  
14 303B  
14 3Ü7B 
1 4 3 8 3 C  
1ÜC6EF 
4 4 387C  
4 4 3 8  IB 
6 4 385B  
E B E 6 E I )  
4 6 3 0 5 0  
4 6 3 0 9 C  
773D3B
f 1 I I L F  
E D A  Y I O
ADD 
S U B  
S U B  
I D A  
A D D  
A D D  
I N O  
S U B  
A D D  
S U B  
A D D  
A D D  
S U B  
S U B -  
A D D  
A D D  
S U B  
S U B  
N O P  
S U B  
A D D  
A D D  
S U B  
C V T 3  
E D A  X  
E D A  
E D A  
E D A  
E D A  
E D A  
E D A  
N O P  
C V T O  
E D A  X I 0  
I N I  
INI 
E D A  
A D D  
S U B  
S U B  
A D D  
L DA 
A D D  
S U B  
S U B  
A D D  
A D D  
A D D  
S U B
Y  1 0
Y  1 0  
Y I O  
D A R
Y  1 0
Y  1 0
Y I O
D A R
Y  1 0  
Y I O  
Y1 0 
Y I O  
Y I O  
Y I O
Y  1 0  
Y I O
Y  1 0
Y  1 0  
Y I O  
Y I O  
Y I O
X
Y  1 2  
Y l l  
X ,  X
X  1 2
X I  1 
X/X
( ' C O M P L E X  P R O C E S S I N G  O F  C A R R I E R  S I G N A L
r X 1 0 f R 0 3 , I N 0
, X 1 0 , R 0 5 , I  N O
. X I  O r  R I O , I  N O
, X I 0 , R 1 2 , I  N O
r K P O / R O O , I N O
, X l l , R G 2 , I  N O
r X l l / R 0 4 r I N 0
/ X  1 1  
. K M 2  
/ X  1 1  
, X 1 2
r X 1 2
, X 1 2  
r X  1 ?. 
, Y l l  
r Y  1 1 
, Y l  l 
, Y l l
Y 2 0
Y  2 0  
Y 2 0
Y  2 0  
Y 2 0  
D A R  
Y 2 0  
Y 2 0
Y  2 0  
D A R
Y 2 0  
Y 2 0  
Y 2 0
/ R 0 9 ,  
, R O D ,  
r R  1 1 r 
> R 0 3 ,  
rR05r 
, R I O ,
rR12r
, R O l ,  
r R 0 3 r  
, R 0 8 ,  
r R l O r
C V T S
C N D 6
N O P
N O P
C V T 7
N O P
N O P
C V T 6
N O P
N O P
C V T 5
r Y 1 2 / R 0 2 r N 0 P  
, Y 1 2 , R 0 7 , C V T 4  
/ Y 1 2 / R 0 9 r N 0 P  
, Y 1 2 , R 1 2 >  N O P
, R O , C N D 4  
, Y l l , R O D , N O P  
r Y 1 0 r R 0 0 r C V T 2  
, R 0 . C N D 4  
r X l l r R O D , N O P  
, X I O , R O D , C V T l  
r R 0 r C N D 4
> D A R , R O D , N O P
. X 2 0  
r X 2 0  
, X20 
rX20
, X 2 1
r K P O  
, X 2 1
r X 2 1
, X 2 1
/ K M 2  
, X 2 2  
r X 2 2  
, X 2 2
> R 0 3  
r R G 5  
, R I O  
r R  1 2  
, R 0 2  
r R O O  
, R Ü 4  
r R 0 9  
, R l l  
.• R O D
> R 0 3
/ R 0 5  
, R 1 0
, I N I  
r I N  1 
, I N I  
/ I N 1 
, I N I  
r I N  1 
, N O P  
. N O P  
, C V T S  
r C N D 6  
, N O P  
.. N O P  
, ( V I  7
; L O A D I N G  R E C E N T  INPI.IT
; S T A R T  O F  F I L T E R I N G  O F  0
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1 0 4 
105  
1 0 6
LOC OBJECT SOURCE STATEMENT 
50 4 6 3 0 7 B  SUB Y 2 0 , X 2 2 , R 1 2  NOP 
31 4 6 3 8  1C ADD Y 2 0 . Y 2 1 , RO1 rNOP
52  6 7 3 B 5 C  ADD Y 2 0 , Y 2 1 , R 0 3 , C V T 6
5 3  4 6 3 8 F A  SUB Y 2 0 , Y 2 1 , R 0 8 , NOP
54 46383P.  SUB Y 2 0 , Y 2 1 , R 1 0 , N 0 P  
33  5 1 0 Ü E F  CVT3
56 4 C 3 0 3 A  SUB Y 2 0 , Y 2 2 >R 0 2 , NOR 
37  4C3ÜDC ADD Y 2 0 . Y 2 2  R 0 7 . N 0 P
58 4 D 3 0 1 D  ADD Y2 0 , Y2 2 , R 0 9 . CVT4
59  4C3 0 7 B  SUB Y 2 0 . Y 2 2 r R  1 2 . NOP
60 4 0 0 0 E F NOP
61 3 3 7 8 E F  LDA Y 2 2 , Y 2 1 rROD, CVT3
62 C F 1ÜE F LDA X , X , ROO, CND4
63  4 E 4 8 F F  LDA Y 2 1 . Y 2 0 r R 0 0 . N 0 P
64 25 6 8 EL  LDA X 2 2 , X 2 1 , R 0 0 , C V T 2  
63  CF I OE F  LDA X . X . R O O . C N D A
66 4 0 6 0 F F  LDA X 2 1 , X 2 0 , R 0 0 , N 0 P
67  l l O O E F  CVTl
68  CFIOEF LDA X , X , R O O , C N D 4
69  4Ü00EF NOP
70 01 DOEF CVTO
71 4 0 6 2 E F  LDA X 2 0 , D A R , R O O , N O P
72  4 8 7 8 F B  SUB 7 1 2 , 2 1 2 , ROO.NOP
73 4E70EB SUB 2 2 2 , 7 2 2 , ROO,NOP
74 4E7 8 FB SUB 7 1 1 . 7 1 1 , ROO.NOP
75  4 0 8 1 E B  SUB 7 2 1 , 7 2 1 , ROO,NOP
; TO PROCESS 1 * * 2  : :
76 4 A 0 9 E 7  ABS 7 2 1 , Y 2 0 , R O O , N O P
77 4 4 3 0 F 7  ABS 7 1 1  , Y 10 , ROO. NOP
78 40C6EF LDA DAR, KPO, ROO, NOP
79 4A6CEF LDA DAR. 7 1 1  . ROO. NOP
80 FB781C ADD 7 1 2 , 7 1 1 , RO1 , CND7
81 EB783C ADD 7 1 2 . 7 1 1  R 0 2 . C N D 6
82 DB785C ADD 7 1 2 , 7 1 1 , R 0 3 , CND5
83 CB787C ADD Z 1 2 . 7 1 1 r R 0 4 . C N D 4
84 BB789C ADD 7 1 2 , 7 1 1 , R Ü 5 , CND3 
83  AB7BBC ADD 7 1 2  . 711  . R 0 6 . CND?
86 9B78DC ADD 7 1 2 , 7 1 1 , R 0 7 , CND1
87 8 B7 8 F C ADD 7 1 2 . 7 1 1 . R0 8 . CND0
; TO PROCESS 0 * * 2
88  4 0C6EF  LDA DAR, KPO, ROO. NOP
89 40C4EF LDA D A R , 7 2 1 , ROO,NOP
90  F5DÜ0C ADD 7 2 2  . 72 1 .• RO 1 . CND7
91 E5D02C ADD 72.2 , 721  , R02 . CND6
92  D3D04C ADD 7 2 2 . 7 2 1 . R 0 3 . CND3
93 C5D06C ADD 7 2 2 , 7 2 1 , R 0 4 , CND4 
9 4 B3D08C ADD 7 2 2 . 7 2 1
95 A5D0AC ADD 7 2 2 , 7 2 1
96  93D0CC ADD 7 2 2 , 7 2 1
97 85D0EC ADD 7 2 2 , 7 2 1
98  40C6EF LDA DAR. KPO. ROO, NOP
99  4C78ED ADD 7 2 2 , 7 1 2 , ROD,NOP 
DO 4A64EF LDA D A R . 7 2 2 , ROO NOP 
01 AOOf'FL NOP
40 ODE!- NOP
R 0 3 . C N D 3  
R 0 6 , C N D 2  
R 0 7 , C N D l  
R08 , CNDO
; SAVE RECENT 0 INPUT
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MPi.EX PROCESSING OF CARRIER SIGNAI 
LINE LOC OBJECT SOURCE STATEMENT
VERSION 2
1 U 7 
108  
109  
1 1 0 




1 1 s  
1 1 6 
1 I  7 
1 1 8 
1 19 
1 2 0 

















1 3 8 
139  
1 4 0 
141  























I 0 7 
108 
109 
1 1 0 
1 1 1 
1 1 2
II 3 
1 1 4 
1 1 5 












































1 4 0 































W1 rKPO rRO. NOP 
W 2 ,KPO > R O ,NOP 
W3 rKPO rRO. NOP 


























4 A4 CL I 
7AQ9FF 
7A81FB
7 2 1 , 7 2 1 , R03,0UT2 
7 2 1 r7 1 1 rROOrOUT2
721.711 ,R 01,CND 7  
721r711 rR 02rCND 6
7 2 1 . 7 1 1 , R03,CND5 
7 2 1 r711rR04rCND4
7 2 1 . 7 1 1 , R05,CND3 
721r711 rR0 6,CND 2
72 1 . 7 1 1 , RG7,CNDl 
7 2 1 r711rROGrCNDO
,’START OF DIVISION
? FORMING LSB





























SECTION 1 0 < X <0.125, 
RADrTANrROlrN OP  
R A D ,1 AN,R02,NOP 
RADrTANr R05rNOP  
R A D , T A N , R 0 6 ,NOP ;
RA Dr TA N,R 08rNOP  
RAD,TAN,R0 2, CND5 
RAD/ TA N,R04rC ND 5  
R A D , K P l ,ROl,CND5 
RAD rK Pl rR06/C ND 5  
SECTION 3 0.25<X<0.5
RA D . TANrR0 3/ CND6  
R AD ,T AN,R06,CND 6 
RAD rT ANrR08r CN D6 
RAD,KP7,R0 3, CND6 
RADrKPl rR 05rCND 6  
SECTION 4 0.5<X<1.0
RADrTANrR 05 rCND7 
RADr TAN,RIO,CND7  
RADrKPlrRO Or CND7 
R A D , K P 3 , R 0 4 ,CND7 
RADrKPlrR 08 /CND7 
TO LOCATE THE PHASE ANCLF 
W1rWlrROOrNOP 
P I ,KP 6, ROO ,NOP 
PIrKPlrR02r N0P 
P I ,K P l ,R05,NOP 
PI rK Pl rR09/N0P  
DAR,Y20, R00,N0P  
Wl rPI rPOOrCN DS  
W 1 : RAD > R O O ,ENDS
Y^O.SX
SECTION 2 0. 125<X<0.25
Y--0.0317X 0.149
PI 3.1415/4
PI PHI INTO W1
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TSIS-TT 2920 assembler V I . 0
COmPLFX PROC ESSING OP CARRIER SIGNAL. - VERSION 2
LINE LOC OBJECT SOURCE S T A 1EMENT
161
1 6 2 152 7L89E! LOA W 2 , P I ,ROO,CNOS
1.63 153 7E81ED ADD W2.RADrROOr CNDS
164
16 5 154 4066CB SUB O A R , D A R , L O I , NOP
166 155 7E81EF LDA W3,RA DrR 00/CNDS
167
1 6 B 156 7A99CF LDA W4 , PI , l.Ol , CNDS
169 1 5 7 7A91ED ADD W4 /RAD, R00/CNDS
1 7 0
171 158 4044EF LDA DA R, YIO,ROO,NOP
1 7 2 159 72C1EF LDA OUT.W2.R0 0.CNDS
173 160 78C1ED ADD 0U T,W4, R00,CNDS
1 7 4 1 6 1 4066CB SUB D A R . D A R . L O I . NOP
175 1 6 2 70C9ED ADD OU T,W1,R00, CNDS
176 1 6 3 72C9ED ADD OU T.W 3.R00.C NDS
177 : TO SEND PHA
178 164 40C6EF LDA DAR.KP O.ROO.NOP
179 165 4000EF NOP
180 166 4000EF NOP
181 167 4 0E4 2E LDA DAR,O UT,R02,NO P
182 168 4000EF NOP
183 169 4000EF NOP
18 4 170 4000EF NOP
185 171 4000EF NOP
1 8 6 172 4000EF NOP
187 173 4000EF NOP
188 174 4000EF NOP
189 175 40ÜÜEF NOP
190 176 4000EF NOP
191 177 4000EF NOP
192 178 ElOOEF CND6
193 179 EOOOEF 0UT6
19 4 180 EOOOEF 0UT6
195 1 8 1 BOOOEF OUT 3
196 182 BOOOEF 0UT3
197 183 BOOOEF OUT 3
198 184 4 00 O F F NOP
199 185 4000EF NOP
200 186 4000EF NOP
201 187 400ÜEF NOP
202 188 5000EF EOP
203 189 4OOOEF NOP
204 190 4000EF NOP
205 191 4 OOOEF NOP
206 END
SYMBOL ; VALUE
Y I 0 
X 1 0 
X I 1 
y 1
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7. .1. 2 13
722 14
7 X .1. 15
721 16
W.1. 17
W2 18
W3 19
W4 20
TAN 21
RAD 22
PI 23
OUI 24
ASSEMBLY COMPLET E
ERRORS 0
WARNINGS =.- 0
RAMSIZE 25
R0MSÎ7L 1.92
