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Sum ario
As Estruturas Conceptuais sao um formalismo de representa cao de conhecimentos ba
seado em grafos os chamados grafos conceptuais A teoria foi inicialmente desenvol
vida por John Sowa ha dez anos Desde entao uma comunidade cientca cada vez
mais ampla temna utilizado em muitas areas de aplica cao e propos varias altera coes
	a teoria original Tambem esta em desenvolvimento uma implementa cao estadoda
arte gratuita e alem disso os grafos conceptuais foram adoptados num padrao ANSI
em prepara cao Apesar desta actividade nao existe de facto uma deni cao formal
completa consistente e revista da Teoria das Estruturas Conceptuais
Esta disserta cao vem contribuir para essa deni cao ao estender renar e claricar
as no coes basicas da teoria A classica cao dos grafos conceptuais em
  grafos sintacticamente correctos
  grafos bem tipados
  grafos ontologicamente correctos chamados grafos canonicos
  e grafos verdadeiros
e a base da clarica cao do signicado das varias no coes e serve de guia 	as extensoes e
aos renamentos introduzidos As principais extensoes foram feitas no sistema de tipos
e no esquema de dependencias entre vertices de grafos e o renamento de quase todos
os aspectos da teoria 
 em particular das regras de forma cao de grafos canonicos e
das regras de inferencia para os grafos verdadeiros 
 inclui o tratamento formal de
algumas propostas informais de outros autores
 
Abstract
Conceptual Structures is a knowledge representation formalism based on graphs the
so called conceptual graphs The theory was initially developed by John Sowa  years
ago Since then it has been used by a growing scientic community in many appli
cation areas and several changes to the original theory have been proposed Further
more a freely available stateoftheart implementation is under way and conceptual
graphs were adopted by an ANSI standard currently in preparation However there
still doesnt exist a complete consistent and revised formal denition of Conceptual
Structures Theory
This thesis extends renes and claries the basic notions of the theory thus contri
buting to its redenition The classication of conceptual graphs into
  syntactically correct graphs
  welltyped graphs
  ontologically correct graphs called canonical graphs
  and true graphs
is the basis for the clarication of the notions meaning and it is the guideline for
introducing extensions and making renements The main extensions proposed regard
the type system and the dependencies among graph nodes The renements cover
almost every aspect of the theory 
 particularly the formation rules for canonical
graphs and the inference rules for true graphs 
 and include the formal treatment of
some informal proposals done by other authors

Gloss ario
Na tentativa de traduzir toda a nomenclatura e todos os exemplos de Ingles para
Portugues surgiram alguns casos que real co aqui quer pela sua importancia quer pelo
seu desvio 	a regra habitual a da tradu cao literal segundo a qual individual marker
tornouse marcador individual propositional rules of inference foi traduzido como re
gras proposicionais de inferencia etc Inclui igualmente uma listagem dos tipos de
rela cao mais usados no resto deste documento Para alem do termo ou do tipo ori
ginal em Ingles dase uma breve explica cao no caso dos tipos e referese o local em
que o termo ou tipo e denido ou utilizado pela primeira vez
Termos gerais
base de conhecimentos knowledge base
engenheiro do conhecimento knowledge engineer
enquadramento frame
hip otese assumption
lista de distribuicao de mensagens mailing list
padrao standard
signicacao meaningfulness
Termos da Teoria das Estruturas Conceptuais
tipo type label Hipotese  na pagina 
tipos de conceito concept types Hipotese  na pagina 
tipos de relacao relation types Hipotese  na pagina 
relacao de conformidade conformity relation Hipotese  na pagina 
regras can onicas de formacao canonical formation rules Hipotese  na pagi
na 
contexto exterior outer context Deni cao  na pagina 
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com encaixe par evenly enclosed Deni cao  na pagina 
com encaixe  mpar oddly enclosed Deni cao  na pagina 
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restricoes de seleccao selectional constraints na pagina 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Tipos de rela cao
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
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na pagina 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
RCPT RCPT liga um acto ao recipiente da ac cao grafo na pagina 
CLASSE KIND liga uma entidade ao seu tipo Exemplo  na pagina 
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Cap tulo 
Introducao
Nesta disserta cao proponho uma reformula cao e uma extensao das no coes basicas da
Teoria das Estruturas Conceptuais TEC de Sowa Sowa  Neste captulo apre
sento os objectivos do trabalho realizado e descrevo resumidamente tanto a teoria
original como a nova proposta
A primeira sec cao introduz os objectivos e motiva coes da teoria modicada ao
mesmo tempo que a enquadra na fase actual da historia do desenvolvimento do forma
lismo dos grafos conceptuais Na segunda sec cao e feita uma breve introdu cao informal
	a teoria original juntamente com a sua nota cao graca e linear de modo a facilitar
a compreensao dos exemplos e deni coes apresentados no resto desta disserta cao A
terceira sec cao ao dar uma visao global da nova proposta serve de introdu cao 	as
modica coes feitas permitindo ao leitor nao perder o o condutor no meio dos mui
tos detalhes tecnicos apresentados nos captulos que se seguem Finalmente a quarta
sec cao introduz a nota cao utilizada e explica a estrutura deste documento
 Motiva cao e Objectivo
As estruturas conceptuais sao uma tentativa ambiciosa para representar conhecimento
de uma forma natural e expressiva John Sowa come cou a desenvolver este formalismo
nos anos  inspirado pelos grafos existenciais de Charles Sanders Peirce um dos
percursores da logica moderna Como o proprio Sowa diz


As estruturas conceptuais sao um sistema logico com um formalismo ba
seado em grafos que visa um grande poder expressivo O seu objectivo
primario e servir de linguagem intermedia entre lngua natural e outros for
malismos incluindo linguagens de interroga cao de bases de dados enquadra
mentos regras de produ cao e calculo de predicados
A bblia da Teoria das Estruturas Conceptuais continua a ser Sowa  um
livro para ensino publicado ha mais de  anos A idade e o objectivo do livro tem
 
Todas as cita coes pessoais sem men cao de referencia dizem respeito a mensagens enviadas para
a lista de distribui cao de mensagens pelos membros da comunidade cientca aderente que trabalha
em Estruturas Conceptuais Todas as mensagens se encontram arquivadas na directoria users cg do
servidor ftpcsumnedu

 Introduc	ao
varias implica coes Por um lado o estilo tutorial com que o formalismo foi apresentado
levou a que varias no coes introduzidas no incio do livro nao tivessem sido actualizadas
nos captulos posteriores tal como o proprio Sowa reconheceu Assim case por
vezes sem saber como e que os varios apectos da teoria estao interligados Alem disso
a formula cao informal e incompleta de varias deni coes levantou muitas perguntas
sobre a teoria mesmo em rela cao a aspectos fundamentais como se pode observar em
mensagens enviadas para a lista de distribui cao de correio electronico sobre a TEC
Por outro lado os  anos decorridos desde a primeira apresenta cao global da teo
ria permitiram o crescimento de uma comunidade cientca bastante diversicada que
introduziu muitas modica coes e extensoes 	a medida das suas proprias necessidades
Passando em revista as actas das reunioes anuais realizadas de  a  sob a forma
de workshops e sob a forma de conferencias desde  vericamos que as estrutu
ras conceptuais ja foram usadas em muitos domnios destacandose as bases de dados
Boksenbaum et al   Carboneill e Haemmerle  o raciocnio indutivo Mi
neau  a aprendizagem Levinson  Liqui	ere  a engenharia de software
Delugach  e a contabilidade Polovina  No entanto a area de elei cao con
tinua a ser a lngua natural nas suas varias vertentes e aplica coes tais como gera cao
Velardi et al   Nogier e Zock  compreensao de metaforas Way b
analise temporal de um discurso Moulin e Dumas  pesquisa de documentos
Myaeng et al   analise de relatorios medicos Rassinoux et al   Schroder
 etc Como seria de esperar uma tal variedade levou 	a explosao de nota coes ex
tensoes e modica coes muitas vezes apresentadas de forma informal o que nao ajuda
na clarica cao das no coes envolvidas
Apesar da componente aplicacional continuar a ser a mais forte na investiga cao rea
lizada em Estruturas Conceptuais notase ultimamente uma maior sensibiliza cao para
os aspectos mais formais da teoria e para a sua eciente implementa cao Sintoma disso
sao os muitos artigos dedicados a estes dois temas nas ultimas conferencias vejase
por exemplo Wuwongse e Manzano  Pagnucco e Foo  Levinson  Mi
neau  e sobretudo o trabalho de Michel Chein Gerard Ellis e John Esch que sera
referido ao longo da disserta cao Duas causas sao provavelmente o aparecimento do
padrao ANSI sobre Information Resource Dictionary Systems IRDS e o lan camento
do projecto PEIRCE
A crescente divulga cao das Estruturas Conceptuais
 devida em parte 	a publica cao
recente de varias colectaneas de artigos Nagle et al   JETAI  Pfeier e
Nagle  Mineau et al  a Tepfenhart et al  a 
 levou a que a comissao
ANSI XH adoptasse este formalismo como linguagem normativa para os esquemas
conceptuais do padrao IRDS JTC SC WG  Perez e Sarris  A res
ponsabilidade dessa decisao juntamente com a escolha do esquema conceptual para
troca de dados passou recentemente para a comissao XT dedicada a Interpreta cao
e Intercambio de Informa cao que e igualmente um dos grupos de aconselhamento
tecnico do grupo de trabalho ISO IEC JTC SC WG dedicado a Conceptual
Schema Modelling Facilities CSMF Para alem das Estruturas Conceptuais foram
adoptados dois outros formalismos de representa cao de conhecimentos o Knowledge
Interchange Format Genesereth e Fikes  e o Semantic Uni cation MetaModel
IGES PDES Organization  Todos estes tres formalismos largamente divulga
dos e utilizados por comunidades diferentes serao usados na especica cao da semantica
 Motivac	ao e Objectivo  
das CSMF Isto obriga a ter uma deni cao precisa e rigorosa de cada um dos forma
lismos de modo a poderem ser integrados e compatibilizados o que e facilitado pelo
facto de todos eles serem baseados em logica de primeira ordem
Por outro lado um dos maiores travoes ao uso generalizado das Estruturas Concep
tuais e a falta de uma implementa cao do formalismo de facil acesso De facto a maior
parte dos sistemas existentes impoem fortes restri coes ao direito de utiliza cao pelos
investigadores em geral ou quando nao o fazem requerem linguagens e ferramentas
particulares para poderem ser usados Para colmatar esta grave lacuna foi lan cado
em  o projecto PEIRCE Ellis e Levinson  Ellis e Levinson  Levin
son e Ellis  Ellis e Levinson  cujo objectivo e a produ cao de um ambiente
de trabalho estadodaarte que possa ser obtido gratuitamente A linguagem de pro
grama cao usada e o C!! e o ambiente de execu cao sera o Unix opcionalmente com
XWindows Neste momento os dois modulos principais a interface graca e o gestor
da base de grafos estao bastante avan cados

E de real car que o autor do modulo central
responsavel pela gestao da base de conhecimentos tem vindo a desenvolver algoritmos
para armazenar e pesquisar um elevado numero de grafos conceptuais de maneira ex
tremamente eciente Ellis  Ellis  Ellis e Lehmann  A ideia base e
tirar partido da estrutura dos grafos e da sua organiza cao em hierarquias segundo a
rela cao de projec cao O seu algoritmo para pesquisa em conjuntos parcialmente or
denados arbitrarios foi considerado o melhor existente Baader et al   Neste
contexto sera tambem de referir o trabalho de Michel Chein e MarieLaure Mugnier
Chein e Mugnier  Mugnier e Chein a Chein e Mugnier  Mugnier e
Chein b centrado sobre os algoritmos para jun cao e projec cao de grafos
Paralelamente a estes desenvolvimentos John Sowa tem advogado a utiliza cao de
tipos de ordem superior para uma melhor representa cao de ontologias e para poder
usar as estruturas conceptuais no metanvel No entanto tem apresentado e motivado
as suas propostas de maneira informal sobretudo atraves de exemplos Por outro lado
o seu novo livro de momento em fase de prepara cao contem varias novidades visando
uma maior elegancia e expressividade da teoria Infelizmente a versao Sowa 
distribuda na ultima conferencia sobre grafos conceptuais encontrase ainda bastante
incompleta em certos aspectos pelo que se esta para ver como e que as varias altera coes
introduzidas algumas das quais um tanto radicais em rela cao 	a formula cao original de
 vao interactuar
A TEC entra pois na segunda decada de existencia com uma nova dinamica e
enfrentando novos desaos

E neste enquadramento que surje a presente disserta cao
com o intuito de contribuir para a resolu cao dos problemas teoricos assim como para
uma maior divulga cao do formalismo A motiva cao inicial para este trabalho foi a
formaliza cao das ideias de Sowa sobre tipos de ordem superior No entanto e como se
viu pelo que cou atras exposto rapidamente se chegou 	a conclusao que o objectivo
deste trabalho devia ser uma reformula cao de todo o nucleo da teoria A nova proposta
deve ser o mais precisa possvel deve incluir varias das ideias surgidas em artigos
recentes e deve claricar algumas das no coes basicas e suas interdependencias
Espero que esta proposta de uma Teoria Basica das Estruturas Conceptuais uma
versao muito melhorada e aumentada da apresentada em Wermelinger e Lopes 
seja um primeiro passo em direc cao a uma deni cao completa e rigorosa da TEC tao
necessaria 	as actuais tarefas de normaliza cao e de implementa cao
 Introduc	ao
 Grafos Conceptuais
Sendo o objectivo deste trabalho a reformula cao dos fundamentos da TEC apresento
nesta sec cao um breve resumo informal da teoria de Sowa

 A sua apresenta cao deta
lhada e formal farsea ao longo da disserta cao a par com a nova proposta
Basicamente um grafo conceptual e constitudo por conceitos ligados atraves de
relacoes Os conceitos sao representados gracamente por caixas e as rela coes por
crculos Por exemplo a frase Joao ama Maria pode ser expressa pelo grafo
PESSOA  Joao
 
 

AGNT
 
AMAR

 

OBJ

PESSOA  Maria
cuja nota cao linear e
PESSOA Joao  	AGNT
  AMAR  	OBJ
  PESSOA Maria
Para poupar espa co usarei a seguinte nota cao graca alternativa em que as rela coes
sao representadas por rectangulos com os cantos arredondados
PESSOA Joao




AGNT
AMAR 




OBJ
 PESSOA Maria
Uma rela cao tem um tipo e arcos que indicam quais os argumentos da rela cao
Um conceito e um par da forma   	 em que  e o tipo do conceito e 	 e o campo
do referente Como veremos adiante o campo do referente pode conter um ou mais
referentes e ou variaveis Ha diversas especies de referentes algumas das quais sao
indicadas no quadro abaixo
Referente Notacao Leitura
generico GATO " ou GATO algum gato
individual GATO # o gato
nome GATO Morris um gato chamado Morris
conjunto GATO fMorris Felixg os gatos Morris e Felix
universal GATO 	 todos os gatos
quantidade GATO $ dois gatos
quantidade GATO $ exactamente um gato
medida PESO $ kg um peso de  quilos
Os referentes basicos sao os marcadores individuais     

 e o marcador
generico   Como se ve pela tabela dada o marcador generico pode ser omitido
Todos os outros referentes sao denidos 	a custa dos marcadores Por exemplo GATO
Garfielde uma abreviatura de GATO	NOME
Garfield em que Garfield
e um subtipo de PALAVRA

 Por sua vez a forma expandida de PESO  kg e
PESO  	MED
  MEDIDA  	NOME
   kg Estas expansoes denidas

O leitor interessado podera encontrar resumos mais alargados em Sowa 	

 e Way 	

a

O referente  e usado quando o indivduo exacto e desconhecido ou unico

Sowa abandonou entretanto esta concep cao das palavras como tipos conceptuais passando a
encaralas como literais PALAVRA Garfield

 Grafos Conceptuais 
por Sowa sao ontologicamente discutveis mas uma implementa cao de Estruturas Con
ceptuais pode facilmente adoptar outra conven cao pois e apenas disso que se trata
Sempre que a nota cao linear de um grafo nao couber numa unica linha as rela coes
conceitos ligadas ao mesmo conceito rela cao podem ser escritas em linhas separadas
O hfen e usado para introduzir uma tal lista de itens os quais sao separados por
caracteres de mudan ca de linha ver o exemplo seguinte
Um variavel e simplesmente um marcador generico ao qual se deu um nome A
nota cao e % nome As variaveis aparecem no campo do referente e entre outras coisas
sao usadas na nota cao linear para ter em conta circularidades no grafo Por exemplo a
frase Joao gosta de si proprio poderia ser escrita de qualquer das seguintes maneiras
	AGNT
  GOSTAR 
PESSOA Joao   x 	AGNT
PESSOA Joao   x
GOSTAR	OBJ
PESSOA  x 	OBJ
PESSOA  x
que resolvi individualizar para que o leitor possa ver o que acontece quando um grafo
nao cabe numa so linha Estas sao formas lineares do grafo
PESSOA  Joao
 
 

AGNT
 
GOSTAR
 
 

OBJ

Uma rela cao dizse naria se estiver ligada a exactamente n conceitos Embora
formalmente os grafos conceptuais nao sejam direccionados e preciso conseguir saber
a ordem dos argumentos Nesse sentido convencionouse que o arco ligado ao ultimo
argumento aponta sempre na direc cao deste enquanto no caso dos restantes n 
 
argumentos os arcos desenhamse em direc cao 	a rela cao

 Se n   entao esses arcos
devem ser numerados Por exemplo um cubo encontrase entre duas piramides pode
ser representado de pelo menos tres maneiras
PIR

AMIDE


	


ENTRE
 

PIR

AMIDE

CUBO

Esta conven cao tem a vantagem de ser bastante intuitiva no caso da rela cao ser funcional o
ultimo argumento representa o valor da fun cao
 Introduc	ao
	ENTRE
  PIR

AMIDE   	ENTRE
 
  PIR

AMIDE  CUBO
  PIR

AMIDE   PIR

AMIDE
 CUBO
Um contexto e um conceito cujo tipo e PROPOSIC

AO o qual pode ser omitido como
acontece nos exemplos seguintes e cujo referente ou e o marcador generico   ou
um conjunto de grafos Os contextos sao usados para exprimir arma coes cren cas e
modalidades Nesse sentido algumas rela coes como NEG nega cao NECS necessidade
e PSBL possibilidade so podem ser ligadas a contextos A rela cao NEG pode ser
abreviada por  ou 
Os elos de correferencia sao usados para ligar conceitos que se encontram em gra
fos e ou contextos diferentes mas que denotam o mesmo indivduo Visualmente sao
representados por linhas pontilhadas e a nota cao linear usa referentes multiplos Por
exemplo tirado de Sowa  Rosalie nao e Rosann e representada pelo grafo
PESSOA  Rosalie PESSOA  Rosann
 


NEG
ou na nota cao que adoptarei
PESSOA Rosalie   

   PESSOA Rosann
cuja nota cao linear e
PESSOA Rosalie  	NEG
PROPOSITION PESSOA Rosann  Rosalie 
que pode ser abreviada para
PESSOA Rosalie   PESSOA Rosann  Rosalie 
Os pontosevrgula separam os diversos subgrafos
Os tipos dos conceitos formam uma hierarquia mais precisamente um reticulado
cuja rela cao de ordem e representada por 

 O topo e o tipo universal  e a base e o
tipo absurdo  Por exemplo COMUNICAR DAR  ACTO signica que COMUNICAR e um
subtipo de DAR que por sua vez e um subtipo de ACTO pelo que COMUNICAR  ACTO
O facto de t ser um subtipo de t
 
signica que qualquer indivduo de tipo t tambem e
de tipo t
 
 Por outras palavras as instancias de t sao instancias de t
 

Para impedir a forma cao de grafos sem sentido a TEC oferece ao engenheiro do
conhecimento dois mecanismos para especicar restri coes sobre os grafos permitidos
a relacao de conformidade e os grafos canonicos O primeiro limita as combina coes
possveis entre tipos e marcadores Dito de outro modo um conceito t m so sera
permitido se o marcador m for conforme ao tipo t Ao especicar a rela cao de con
formidade o engenheiro do conhecimento esta pois a denir quais os conceitos que
fazem sentido para a aplica cao em causa No entanto e preciso observar algumas res
tri coes o marcador generico e conforme a qualquer tipo e se um marcador individual

No entanto os exemplos apresentados nesta disserta cao sao da forma t   t
 
porque t e t
 
serao
sempre tipos distintos

 Grafos Conceptuais 
for conforme a um dado tipo t tambem o e em rela cao a todos os supertipos de t
Signica isto que para qualquer tipo t o conceito t   e permitido Por outro lado se
por exemplo PESSOA  for considerado conforme entao ANIMAL  tambem o e
visto ser PESSOA  ANIMAL A razao destas restri coes e que basicamente a rela cao de
conformidade serve para especicar quais as instancias possveis de cada tipo
O segundo mecanismo nao actua no nvel local dos conceitos mas antes no nvel dos
subgrafos Enquanto a rela cao de conformidade enumera as combina coes possveis entre
tipos e marcadores os grafos canonicos impoem restri coes de selec cao sobre conceitos
e rela coes evitando assim a gera cao de grafos que nao fazem sentido na opiniao de
quem especica os grafos canonicos

E por isso que tem que existir um grafo canonico
para cada tipo de conceito ou de rela cao indicando como e que outros conceitos e
rela coes se relacionam com ele Por exemplo os grafos canonicos para os tres tipos
acima mencionados poderiam ser
 ACTO  	AGNT
  ANIMADO
Um acto tem como agente um ser animado
 ENTIDADE  	OBJ
  DAR  	RCPT
  ANIMADO
Dar envolve um objecto uma entidade e um recipiente um ser animado
 INFORMAC

AO  	OBJ
  COMUNICAR  	INST
  ENTIDADE
O objecto comunicado e informa cao e o instrumento utilizado e uma entidade
No que se segue assumese que as rela coes hierarquicas entre os tipos ocorrentes sao
INFORMAC

AO  ENTIDADE e ANIMADO  ENTIDADE para alem de COMUNICAR  DAR e
DAR  ACTO Nao se considera ser ACTO  ENTIDADE nem INFORMAC

AO  ANIMADO ou
viceversa
As chamadas regras canonicas de formacao derivam novos grafos canonicos a partir
dos ja existentes Elas tambem denem um hierarquia sobre os grafos conceptuais
se o grafo g

for canonicamente derivavel do grafo g

entao g

e uma especializa cao
de g

escrevendose g

 g

 e g

dizse uma generaliza cao de g

 As regras sao
extremamente simples
c opia Um grafo pode ser duplicado
simplicacao Se duas rela coes estiverem ligadas exactamente aos mesmos conceitos
entao podese eliminar uma delas
restricao Podese substituir o tipo de um conceito por um subtipo ou o referente
generico por um marcador individual caso o conceito resultante seja conforme
juncao Conceitos identicos no mesmo grafo ou em grafos diferentes podem ser juntos
passando os arcos de um deles a estar ligados ao outro
Reparese que as duas primeiras regras mantem o novo grafo equivalente ao original
sendo as duas outras regras responsaveis pela obten cao de grafos mais especializados
que aqueles de onde se partiu
Para os exemplos acima dados no grafo  podese restringir DAR a COMUNICAR e de
seguida juntar o grafo obtido com o terceiro grafo obtendose

 Introduc	ao
COMUNICAR 
 	OBJ
  ENTIDADE
 	RCPT
  ANIMADO
 	OBJ
  INFORMAC

AO
 	INST
  ENTIDADE
Visto ENTIDADE ser um supertipo de INFORMAC

AO fazendo de novo uma restri cao se
guida de uma jun cao chegase a
COMUNICAR 
 	OBJ
  INFORMAC

AO  x
 	RCPT
  ANIMADO
 	OBJ
   x
 	INST
  ENTIDADE
Como se ve ha duas rela coes de tipo OBJ obtidas da jun cao dos grafos para DAR e
COMUNICAR ligadas aos mesmos conceitos Aplicando a regra da simplica cao temse
COMUNICAR 
 	OBJ
  INFORMAC

AO
 	RCPT
  ANIMADO
 	INST
  ENTIDADE
Finalmente restringese no grafo  o tipo ACTO e juntase ao grafo anterior O resultado
e o seguinte grafo canonico completo de COMUNICAR uma especializa cao comumdos tres
grafos acima dados
COMUNICAR 
 	OBJ
  INFORMAC

AO
 	RCPT
  ANIMADO
 	INST
  ENTIDADE
 	AGNT
  ANIMADO
Este exemplo tambemmostra que juntando os grafos canonicos respectivos os tipos
podem herdar novos atributos dos seus supertipos neste caso COMUNICAR herda o
recipiente de DAR e o agente de ACTO e restringir os existentes o objecto passa de
ENTIDADE a INFORMAC

AO As regras canonicas de forma cao alem de gerarem novos
grafos que nao violam as restri coes de selec cao implementam pois um mecanismo de
heran ca entre tipos
Ha ainda as regras de inferencia que derivam sempre grafos verdadeiros ie que
expressam arma coes verdadeiras a partir de grafos verdadeiros Isto contrasta com
as regras canonicas de forma cao em que os grafos derivados fazem sempre sentido mas
podem nao ser verdadeiros mesmo que as premissas o sejam Por exemplo tirado de
Sowa  assumindo que RAPARIGA  PESSOA e que
PESSOA Sue  	AGNT
  COMER  	OBJ
  TARTE
RAPARIGA  	AGNT
  COMER  	MANR
  DEPRESSA

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
sao grafos verdadeiros aplicando as regras canonicas de forma cao obtemse a especia
liza cao
PESSOA Sue  	AGNT
  COMER 
 	MANR
  DEPRESSA
 	OBJ
  TARTE
que pode ser falsa pois o facto de existir uma rapariga que come depressa nao implica
que ela seja Sue Ha dois tipos de regras de inferencia as proposicionais que manipu
lam os grafos como unidades indivisveis e as de primeira ordem que tambem tem em
conta a estrutura dos grafos sobre os quais operam Claro que as regras de inferencia
de primeira ordem incluem as proposicionais
Podese demonstrar que as regras de inferencia sao consistentes isto e nao derivam
grafos falsos a partir de verdadeiros usando o operador  que traduz grafos conceptuais
para formulas de primeira ordem com igualdade Um conceito t m e traduzido para
x tx se m &   caso contrario obtemse simplesmente o termo tm Os contextos
resumemse a parentesis os elos de correferencia a igualdades e os grafos no mesmo
contexto sao ligados atraves da conjun cao Por exemplo
 PESSOA Rosalie   

   PESSOA Rosann   pessoaRosalie  pessoaRosann  Ro
salie&Rosann
Para alem dos grafos normais e dos grafos canonicos a TEC inclui outros generos
de grafos nomeadamente
denicoes de tipos para especicar novos tipos de conceito e de rela cao
esquemas para especicar conhecimento por defeito
agregacoes para especicar indivduos de um dado tipo
prot otipos para especicar indivduos tpicos
grafos de uxo de dados para especicar algoritmos
Todos estes grafos foram considerados como nao fazendo parte do nucleo da teoria pelo
que nao serao abordados nesta disserta cao No entanto seguese uma breve explica cao
das deni coes de tipos por serem usadas em exemplos nos restantes captulos
As abstraccoes permitem denir novos tipos de conceito ou de rela cao deste modo
sendo possvel introduzir novo conhecimento num sistema de grafos conceptuais A
nota cao linear de uma deni cao de um tipo de conceito e tipo t	v
  e u Nesta
nota cao t e o novo tipo e v e uma variavel que indica o seu supertipo no grafo u Por
exemplo tipo GATOGRANDE	x
 e GATO x	ATRIB
GRANDE implicitamente de
clara GATOGRANDE  GATO A deni cao relacao t	v

       v
n

  e u introduz um novo
tipo de rela cao t de aridade n Tendo a rela cao de descendencia entre pessoas podese
ter relacao ANTEPASSADO	xy
  e PESSOA  x	DESCENDENTE
PESSOA  y
Usando as opera coes de contraccao de tipo e de expansao de tipo podese por exemplo
transformar os grafos
GRANDE 




ATRIB
GATO Felix




AGNT
CAC	AR
PESSOA Joao




DESCENDENTE
 PESSOA Pedro


 Introduc	ao
nos grafos
GATO
GRANDE Felix




AGNT
CAC	AR
PESSOA Joao




ANTEPASSADO
PESSOA Pedro
e viceversa
 Panoramica Geral
A base da teoria a desenvolver nos captulos seguintes e uma divisao rigorosa dos
grafos conceptuais em quatro categorias os grafos arbitrarios os bemformados os
canonicos e os verdadeiros Cada um destes conjuntos inclui o seguinte isto e os
grafos verdadeiros sao um subconjunto dos canonicos que por sua vez tem que ser
bemformados Isto signica que nao faz sentido falar da veracidade de um grafo
nao canonico Do mesmo modo a no cao de canonicidade nao se aplica a grafos mal
formados
Cada nvel nesta hierarquia de signica cao obedece a restri coes adicionais 	as do nvel
anterior O primeiro nvel o dos grafos arbitrarios obviamente que nao tem quaisquer
restri coes Os grafos bemformados tem que obedecer a restri coes impostas pelas hie
rarquias de tipos enquanto os canonicos obedecem a restri coes ontologicas dadas pela
base de conhecimentos Para alem da ontologia a usar a base de conhecimentos espe
cica um conjunto de grafos que representam factos sobre o domnio da aplica cao Os
grafos verdadeiros serao entao todos aqueles que podem ser derivados a partir desse
conjunto inicial pelas regras de inferencia
Por outras palavras um grafo arbitrario esta sintacticamente correcto mas pode
nao ter signicado nenhum para a aplica cao em causa um grafo bemformado tambem
pode nao fazer sentido mas pelo menos esta bem tipado um grafo canonico ja esta
ontologicamente correcto mas pode ser falso enquanto os grafos verdadeiros estao bem
tipados fazem sentido e ainda por cima correspondem a factos verdicos segundo a
informa cao contida na base de conhecimentos Vejamos entao o que caracteriza cada
uma das especies de grafos

As no coes de conceito rela cao e grafo conceptual arbitrario mantemse como na
abordagem de Sowa Assim continuam a existir duas categorias de tipos os tipos
de conceito e os tipos de rela cao Estes ultimos sao classicados de acordo com a
sua aridade e ordem A aridade indica o numero de argumentos da rela cao e a or
dem restringe os argumentos possveis Basicamente uma rela cao de ordem n tem
como argumentos outras rela coes de ordem inferior a n excepto se n valer  Nesse
caso os argumentos terao que ser entidades naorelacionais Por exemplo imagine
mos que INVERSADE e uma rela cao entre duas rela coes de primeira ordem Signi
ca isto que tanto a aridade como a ordem de INVERSADE sao  Por outro lado
se LOC e uma rela cao binaria entre objectos e lugares entao e de primeira ordem
Mas se nao ha problema em escrever por exemplo PESSOA 




LOC
 CASA   ja

O texto que se segue nao pretende ser um modelo de rigor e precisao sendo o seu objectivo apenas
o de transmitir as ideias principais
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
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MAIS
BAIXO
nao e um grafo conceptual valido por
que os arcos nao ligam rela coes com conceitos
A existencia de rela coes de ordem superior obriga pois a dois generos de tipos de con
ceito os relacionais e os naorelacionais Por exemplo PESSOA e CASA sao tipos de con
ceito naorelacionais Para representar correctamente o outro exemplo e necessario um
tipo relacional seja ele RELAC

AO RELAC	

AO mais
alto




INVERSA
DE
 RELAC	

AO mais
baixo 
Os tipos de conceito tambem se classicam de acordo com a sua ordem Tanto o genero
como a ordem restringem os referentes que combinam com esses tipos Simplicando
um pouco o referente de um conceito tem que ser do mesmo genero do tipo e nao pode
ser de ordem superior 	a do tipo Caso contrario o conceito nao esta bemformado
De modo semelhante uma rela cao r esta bemformada se todos os conceitos que sao
seus argumentos tambem estiverem bemformados e se nenhum deles representar uma
rela cao de ordem superior 	a de r Assim os grafos bemformados sao aqueles em que
todas as rela coes e conceitos estao bemformados
Tendo visto os tipos necessarios passemos aos referentes Estando o ambito deste
trabalho limitado aos fundamentos da teoria os unicos referentes que vao ser tratados
sao os marcadores deixando de fora as quantidades as medidas e outros referentes
nao primitivos Ao marcador generico   e aos marcadores     que representam
indivduos do domnio de aplica cao foi acrescentado o marcador absurdo

  Assim tal
como os tipos os marcadores tambem podem formar um reticulado com   no topo e

 
na base Desta forma os conceitos que sao pares tipomarcador tambem formam um
reticulado o que por sua vez induz uma hierarquia sobre os grafos em que um grafo
mais especco que outro se designa instancia A organiza cao dos varios componentes
da teoria em reticulados ou simples ordens parciais para alem de tornar o formalismo
mais elegante e regular tem vantagens computacionais
Para alem destes marcadores o campo do referente de um conceito pode tambem
conter tipos A razao vem da propria no cao de ordem superior Um tipo nao
relacional representa um conjunto de entidades Se for de primeira ordem as entidades
sao indivduos se for de segunda ordem as entidades serao tipos de primeira ordem
etc Por exemplo o tipo de primeira ordem GATO denota o conjunto de todos gatos
mas o tipo de segunda ordem ESP

ECIE denota todas as especies possveis as quais sao
dadas por tipos de primeira ordem tais como GATO e C

AO  Fara sentido entao escrever
ESP

ECIE gato  Por outro lado um tipo relacional denota um conjunto de rela coes Por
exemplo RELAC

AO representa todas as rela coes possveis SIM

ETRICA o subconjunto das
simetricas TERN

ARIA as rela coes de aridade  etc Assim como convem poder escrever
conceito RELAC	

AO mais
baixo tambem e util ter SIM

ETRICA inversa
de e TERN

ARIA entre
para especicar as classes a que pertencem essas rela coes Resumindo se no conceito
t  m o tipo t for naorelacional entao m e um indivduo ou um tipo de conceito nao
relacional Se t for relacional entao m tera que ser um tipo de rela cao Como se disse
anteriormente em qualquer caso a ordem de m nao poder ser superior 	a de t Outra
coisa a ter mente e que se t for um subtipo de t
 
entao as entidades denotadas por t
sao um subconjunto das representadas por t
 

Antes de passar ao terceiro nvel de signica cao os grafos canonicos vejamos como
serao classicados os grafos segundo a sua forma Sowa distingue apenas os grafos
simples por oposi cao aos compostos Estes ultimos tem contextos e elos de correfe
rencia os primeiros nao Como se viu na sec cao anterior um contexto e um conceito
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especial em que o tipo e xo e o referente e um conjunto de grafos e um elo de correfe
rencia indica que dois conceitos eventualmente em contextos diferentes tem o mesmo
referente A deni cao de contexto vai ser mantida mas a de elo de correferencia vai ser
estendida para se poder fazer uma melhor utiliza cao dos tipos de ordem superior Por
exemplo para denir rela coes simetricas convem poder escrever a seguinte regra em
que 
c
e o tipo de conceito universal 
se SIM

ETRICA r e 
c
 x 




r  
c
 y
entao 
c
 y 




r  
c
 x
Esta regra envolve quatro igualdades duas entre referentes de conceitos uma entre dois
tipos de rela cao e outra entre um referente e um tipo de rela cao As duas primeiras
igualdades sao representadas pelas variaveis %"x e %"y e as outras igualdades sao
no fundo uma so representada pela partilha da variavel %"r Estas igualdades entre
dois tipos entre um tipo e um referente ou entre dois referentes serao designadas
por dependencias Segundo o que foi dito anteriormente um elo de correferencia e
simplesmente o caso particular de uma dependencia entre dois referentes
A classica cao de grafos conceptuais quanto 	a sua forma passa a ser feita segundo
tres criterios a existencia de contextos a existencia de dependencias e a conectividade
Um grafo dizse hierarquico se contiver contextos caso contrario e raso Se um grafo
com dependencias continuar conexo depois de remover todas as dependencias entao
dizse simples senao composto Estes dois termos tem pois signicados diferentes dos
dados por Sowa A categoriza cao dos grafos baseada na sua forma e independente da
classica cao de acordo com o seu signicado Assim um grafo conceptual hierarquico
esta bemformado se cada um dos grafos contidos nos contextos estiver bemformado
Um grafo com dependencias bemformado tem pelo menos uma instancia bemformada
que satisfaz as igualdades Quanto aos grafos compostos cada um dos seus subgra
fos tem que estar bemformado Na base destas deni coes recursivas estao os grafos
normais isto e simples e rasos para os quais a no cao de boaforma cao ja foi tratada
anteriormente
Passando por m aos grafos canonicos a sua deni cao e feita em tres passos como
em Sowa  relacao de conformidade canone e regras canonicas de formacao
Um grafo canonico e um grafo bemformado que esta ontologicamente correcto O
canone fornece a ontologia e as regras permitem derivar todos os grafos canonicos a
partir de um conjunto inicial designado base canonica Esta base juntamente com as
hierarquias de tipos e com a rela cao de conformidade constitui o canone A rela cao
de conformidade permite seleccionar de todos os conceitos bemformados aqueles que
vao ser considerados ontologicamente correctos Os grafos da base canonica so poderao
entao usar conceitos que estejam conformes Para simplicar a abordagem a base ca
nonica sera apenas composta por grafos sem contextos nem dependencias Assim um
grafo hierarquico sera canonico se os grafos contidos nos contextos o forem De modo
semelhante um grafo com dependencias canonico tem que estar bemformado isto e
as dependencias sao satisfazveis e os subgrafos tem que ser canonicos
A deni cao do quarto e ultimo nvel de signica cao os grafos verdadeiros fazse
igualmente em tres passos O primeiro consiste em denir uma linguagem de primeira
ordem e uma tradu cao de grafos conceptuais para formulas dessa linguagem De seguida
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e preciso dizer como essas formulas serao interpretadas e nalmente o terceiro passo e
a deni cao de regras de inferencia De novo simpliquei o trabalho abordando apenas
os grafos cujas dependencias sejam elos de correferencia pois eles sao sucientes para
cobrir a logica de primeira ordem Como pretendo que os grafos verdadeiros sejam um
subconjunto dos canonicos segui a mais recente abordagem de Sowa  que consiste
em denir as regras de inferencia como combina coes particulares de regras canonicas
de forma cao A tradu cao de grafos conceptuais mantemse praticamente identica 	a
de Sowa As unicas diferen cas devemse 	a correc cao de pequenos erros e 	a sintaxe
diferente da linguagem de primeira ordem devido ao sistema de tipos usado Quanto
	a interpreta cao ela segue as condi coes acima dadas para as hierarquias de tipos
 Nota cao e Estrutura da Tese
Assumo que o leitor esta familiarizado com alguma da terminologia e nota cao ma
tematica habitual sobretudo em rela cao a conjuntos ordenados para boas introdu coes
ver Sowa  Apendice A e Davey e Priestley  Para alem da simbologia
apresentada na pagina  serao adoptadas as seguintes conven coes notacionais
  para qualquer reticulado nito L topoL designa o seu maior elemento baseL
o menor elemento x  y o nmo dos elementos x e y e x  y o seu supremo


  para qualquer conjunto parcialmente ordenado o smbolo  designa a ordem
parcial

 e as rela coes   e  sao sempre denidas pelas seguintes equivalencias
x  y  y  x x  y  x  y  x & y e x  y x  y  x & y
  para um dado operador op  f g a nota cao t

       t
n
op t
 

       t
 
m
e uma
forma compacta de indicar que t
i
op t
 
j
para todas as combina coes possveis de
i &        n e j &       m
De modo a simplicar a nota cao e evitar a prolifera cao de nomes e ou ndices os
smbolos de fun cao serao sobrecarregados isto e fun coes distintas poderao ter o
mesmo nome se forem parecidas Por exemplo f  A  B e f  C  D signica que
f x e um elemento de B se x for elemento de A e que f x  D se x  C Para evitar
confusoes garantese que A e C sao domnios disjuntos
A estrutura deste documento tenta ser o mais linear possvel come cando nos com
ponentes primitivos os tipos e os marcadores passase pelos vertices os conceitos e
as rela coes para nalmente chegar aos grafos Deste modo garantese que todas as
deni coes hipoteses
 
e teoremas se baseiam estritamente em deni coes hipoteses e
teoremas anteriores Apenas no caso dos exemplos e que se abriram excep coes pois
para melhor explicar certas no coes convem por vezes utilizar no coes que formalmente
so serao apresentadas mais adiante Uma situa cao deste genero ocorre logo no incio
do proximo captulo em que a explica cao da hierarquia de tipos envolve o paradoxo

Tambem utilizarei o smbolo   para a conjun cao logica e  para a disjun cao mas o uso pretendido
sera sempre claro a partir do contexto

Os operandos permitirao distinguir a ordem particular a que o smbolo se refere
 	
As deni coes que sao fundamentais para a TEC tais como as de grafo conceptual e hierarquia de
tipos serao designadas por hipoteses Esta separa cao das deni coes vem de Sowa 	

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de Russell pelo que e preciso recorrer a grafos contextos e nega cao 
 no coes que
formalmente so serao apresentadas em captulos posteriores Um dos objectivos da
introdu cao aos grafos conceptuais Sec cao  na pagina  e exactamente o de poder
permitir ao leitor entender os exemplos de forma intuitiva mesmo sem conhecer ainda
os detalhes formais
Outra regra estrutural seguida consistiu em tentar juntar na mesma sec cao todas
os teoremas deni coes e hipoteses que digam respeito 	a mesma no cao mesmo que
apenas sejam utilizados muito mais adiante Pareceme que esta compartimenta cao das
materias a serem tratadas facilita a sua compreensao e a consulta deste documento Em
rela cao aos fundamentos logicos da teoria esta regra da compartimenta cao podia ser
interpretada de duas formas ou a denota cao dos varios componentes e a sua tradu cao
para logica de primeira ordem era apresentada juntamente com as restantes deni coes
para esses componentes ou entao juntavase tudo o que dissesse respeito 	a logica num
captulo 	a parte Segui esta segunda via por me parecer a que tornava a estrutura
global da disserta cao mais equilibrada alem de facilitar a exposi cao
A desvantagem da compartimenta cao de materias e a separa cao de no coes que estao
relacionadas entre si Esta deciencia foi colmatada pela abundancia de referencias
cruzadas que nao so permitem ao leitor uma melhor compreensao das interac coes
entre os varios componentes da teoria como tambem possibilitam a rapida revisao
de deni coes anteriores Alem disso este documento tambem podera ser usado como
manual de referencia da nova teoria proposta gra cas ao ndice remissivo
Cada captulo come ca com um breve sumario da materia que vai tratar Cada
sec cao come ca pela apresenta cao das deni coes originais Apos uma discussao dos
meritos e dos problemas da abordagem original sao apresentadas as novas deni coes
que eu proponho tendo sempre a preocupa cao de explicar a razao das altera coes e
dos acrescentos introduzidos A exposi cao dos detalhes formais da teoria e entremeada
com exemplos da sua aplica cao muitos deles tirados de artigos publicados por outros
investigadores de modo a mostrar como a formaliza cao proposta nesta tese incorpora
as no coes informais apresentadas nesses artigos
As deni coes da teoria original encontramse marcadas com a men cao Sowa e fo
ram traduzidas literalmente excepto quando o uso da nota cao e nomenclatura de Sowa
causaria confusao com as conven coes adoptadas nesta disserta cao Nesses casos optei
por usar a nota cao e nomenclatura deste documento tornando assim a apresenta cao
mais uniforme Para o caso do leitor querer consultar rapidamente a deni cao original
nao deturpada mantive a numera cao dada por Sowa a deni cao hipotese teorema
csn e a nesima da sec cao s do captulo c de Sowa 
O facto das deni coes originais terem sido includas textualmente neste documento
em vez de ter optado por uma simples referencia prendese com as mesmas razoes
que levaram 	a abundancia de exemplos 	a inclusao da Sec cao  na pagina  e 	as
op coes estruturais acima expostas a tentativa de tornar esta disserta cao autocontida
e facilmente compreensvel mesmo para leitores nao familiarizados com a Teoria das
Estruturas Conceptuais
Cap tulo 
Tipos e Marcadores
As no coes basicas da Teoria das Estruturas Conceptuais TEC sao os tipos e os marca
dores a partir dos quais se podem denir conceitos e rela coes que por sua vez formam
os grafos conceptuais Isto obriga a ter tal como na teoria original duas especies de
tipos os tipos de conceito e os tipos de rela cao No entanto em ambos os casos sao
introduzidos tipos de ordem superior o que leva 	a distin cao de dois generos de tipos
de conceito os relacionais e os naorelacionais Tanto os tipos de conceito como os de
rela cao sao organizados em reticulados A classica cao hierarquica fazse para os tipos
de conceito de acordo com a ordem e o genero e os tipos de rela cao sao ordenados
de acordo com a ordem e a aridade Quanto aos marcadores para alem dos habituais
marcadores individuais e marcador generico sera introduzido um marcador absurdo
para que os marcadores tambem formem um reticulado Alem disso devido 	a propria
no cao de ordem superior os marcadores tambem podem ser tipos
 Tipos de Conceito
A componente mais utilizada em qualquer sistema de Estruturas Conceptuais e certa
mente a hierarquia de tipos desde a verica cao dos grafos introduzidos pelo utilizador
quanto 	a sua correc cao ate as regras de inferencia passando pelas regras canonicas de
forma cao nao ha praticamente opera cao que nao consulte a hierarquia de tipos
Em Sowa  a no cao basica e a de conceito a partir da qual se extrai o
conjunto de tipos os quais devem estar organizados num reticulado
Hip otese Sowa A fun cao tipo associa conceitos a um conjunto T  cujos ele
mentos sao chamados tipos Os conceitos c e d sao do mesmo tipo se tipoc & tipod
Hip otese Sowa A hierarquia de tipos e uma ordem parcial denida sobre o
conjunto dos tipos O smbolo  designa a rela cao de ordem Sejam s t e u tipos
  Se s  t entao dizse que s e um subtipo de t e t e um supertipo de s escrevendose
t  s
  Se s  t e s & t entao dizse que s e um subtipo proprio de t escrevendose s  t
e t e um supertipo proprio de s e escrevese t  s


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  Se s e um subtipo de t e um subtipo de u s  t e s  t entao s dizse um subtipo
comum de t e u
  Se s e um supertipo de t e um supertipo de u s  t e s  t entao s dizse um
supertipo comum de t e u
Hip otese  Sowa A hierarquia de tipos forma um reticulado chamado reticu
lado de tipos
  Qualquer par de tipos s e t tem um supertipo comum mnimo escrito s  t Para
qualquer tipo u se u  s e u  t entao u  s  t
  Qualquer par de tipos s e t tem um subtipo comum maximo escrito s  t Para
qualquer tipo u se u  s e u  t entao u  s  t
  Ha dois tipos primitivos o tipo universal  e o tipo absurdo  Para qualquer
tipo t   t  
Para perceber o signicado destas deni coes e das que se seguirao convem ja explicar
com maior precisao o que sao os tipos de conceito naorelacionais

 No fundo os tipos
servem para classicar isto e organizar em classes as entidades do universo de discurso
Dito de outro modo um tipo de conceito t representa um conjunto S de entidades Se
essas entidades forem indivduos t dizse de primeira ordem Se as entidades forem
elas proprias tipos entao t e de ordem superior  Mais precisamente e se encararmos
os indivduos como tipos de ordem zero o conjunto S tem que conter entidades da
mesma ordem n e entao o tipo t que representa S sera de ordem n!  o exemplo que
se segue ajuda a perceber estes detalhes Resumindo um tipo de ordem n representa
um conjunto de entidades de ordem n
  e por sua vez pode ser elemento de um tipo
de ordem n! Por outro lado visto os tipos serem conjuntos podem ser organizados
segundo a rela cao de inclusao Assim t e subtipo de t
 
se e so se o conjunto denotado por
t for um subconjunto do conjunto representado por t
 
 Do mesmo modo t e subtipo
comum de t

e t

se t for um subconjunto da intersec cao de t

e t

 Resumindo a
hierarquia de tipos nao e mais do que a organiza cao dos tipos segundo a ordem parcial
de inclusao de conjuntos Por sua vez isto signica que se t

 t

e t

 t

entao
t

 t

porque a inclusao de conjuntos e transitiva Alem disso se t

 t

entao ambos
os tipos terao que ser da mesma ordem caso contrario os conjuntos que representam
serao necessariamente distintos e portanto incomparaveis
	
A primeira vista os tipos de ordem superior parecem ter apenas interesse ma
tematico No entanto o proprio Sowa embora apenas use tipos de primeira ordem
na teoria original mostra  a necessidade da existencia de tipos de ordem supe
rior para uma melhor modeliza cao de domnios relevantes O exemplo que ele usa e
o seguinte Imaginemos que queremos representar na hierarquia de tipos os seguintes
factos sobre a ordena cao taxonomica usada em Biologia
 Um gato e um felino
 Felino e uma famlia
 
Os relacionais comportamse de maneira ligeiramente diferente e os tipos de rela cao serao apre
sentados na proxima sec cao

 Tipos de Conceito 

 Famlia e uma categoria taxonomica
A representa cao GATO FELINO  FAM

ILIA  CATEGORIA esta errada porque devido
	a transitividade da rela cao  obtemse que um gato e uma categoria Concretamente
o erro consiste em assumir que as palavras e uma nas tres frases anteriores repre
sentam sempre a mesma rela cao e que portanto os tipos sao todos da mesma ordem
Na verdade enquanto na primeira frase a rela cao e de facto a inclusao nas outras
duas ja se trata da rela cao elementode Assim se GATO e FELINO forem de ordem
n FAM

ILIA sera de ordem n!  e CATEGORIA de ordem n !  Ora como as entidades
denotadas por GATO e FELINO sao indivduos que podem ser ctcios tais como o gato
Gareld e o tigre Hobbes ou reais n vale  Assim FAM

ILIA e um tipo de segunda or
dem visto denotar um conjunto de outros tipos de primeira ordem tais como FELINO
BOVINO SU

INO etc

E por isso que o tipo FELINO e um elemento e nao um subtipo
do tipo FAM

ILIA Do mesmo modo CATEGORIA e um tipo de terceira ordem que denota
um conjunto de tipos de segunda ordem tais como ESP

ECIE FAM

ILIA ORDEM CLASSE
REINO etc
Outra das razoes para introduzir tipos de ordem superior na Teoria das Estruturas
Conceptuais e o facto de querer usar os grafos conceptuais como a sua propria meta
linguagem Um dos grandes objectivos da comunidade que trabalha com Estruturas
Conceptuais e representar a propria teoria com grafos conceptuais Por exemplo e
util poder escrever grafos conceptuais que especicam propriedades de rela coes usadas
noutros grafos conceptuais Concretamente uma maneira expedita de exprimir que a
rela cao maiorque e transitiva seria TRANSITIVA    Notese que TRANSITIVA e um
tipo que nao denota indivduos tal como GATO denota nem outros tipos de conceito
tal como FAM

ILIA mas sim tipos de rela cao Por isso vai haver dois generos de tipos
de conceito os naorelacionais tais como os apresentados no exemplo da Biologia e
os relacionais tais como TRANSITIVA SIM

ETRICA REFLEXIVA etc Claro que para
estes tipos convem ter regras que permitam inferir nova informa cao Por exemplo
sabendo que  e transitiva que    e que    devese poder inferir    Como
esta especie de regras envolve no coes avan cadas em particular dependencias entre os
vertices de um grafo so serao abordadas na Sec cao  na pagina  Em particular
vejase o Exemplo  na pagina 
Para terminar esta discussao introdutoria sobre tipos de ordem superior notese que
nao atendendo 	as diferen cas de ordem obtemse o famoso paradoxo de Russell pois
seria possvel denir o tipo S de todos os tipos que nao sao instancias de si proprios
tipo S	x
  e TIPO  x   x  x  Assumese que TIPO e o tipo de todos os
tipos o que impede a variavel  x de ser substituda por um indivduo como Joao O
paradoxo surge ao tentar vericar se S S ou

S S  Substituindo  x pelo referente
S fazendo a expansao do tipo S segundo a sua deni cao e por m eliminando TIPO S
porque e sempre verdade chegase em ambos os casos 	a nega cao do conceito original
S S  TIPO S

S S 

S S

S S 

TIPO S
 
S S 

 
S S  SS
Por todas estas razoes estendo a deni cao da hierarquia de tipos de primeira ordem
dada pela Hipotese  na pagina  e pela Hipotese  na pagina oposta de modo
 Tipos e Marcadores
a incorporar tipos de ordem superior mantendo no entanto a nomenclatura dada por
essas duas hipoteses A nova deni cao sera detalhadamente explicada mais adiante
depois da introdu cao de mais alguma nomenclatura que facilitara essa tarefa
Hip otese  Uma hierarquia de tipos de conceito e um tuplo hT
C
  genero  ordemi tal
que
 T
C
e um reticulado nito e nao vazio com topoT
C
 & 
c
e baseT
C
 & 
c

 genero  T
C

 f
c
 
c
g  frel  nonrelg e uma fun cao total
 ordem  T
C

 f
c
 
c
g  IN e uma fun cao total
 	t  T
C
ordemt    t
 
 T
C
generot
 
 & generot  ordemt
 
 &
ordemt
 
 para quaisquer t  t
 
 T
C
 se t  t
 
entao uma das seguintes arma coes tem que ser
verdadeira
a t
 
& 
c
 t & 
c

b generot & generot
 
 & rel  ordemt  ordemt
 

c generot & generot
 
 & nonrel ordemt & ordemt
 

Denicao  Para cada i  IN a hierarquia dos tipos de conceito naorelacionais de
ordem i e T
nc
i
& ft  T
C
jgenerot & nonrel ordemt & ig e a hierarquia dos tipos
de conceito relacionais de ordem i e T
rc
i
& ft  T
C
jgenerot & rel  ordemt & ig
Denicao  O tipo de conceito universal e 
c
e 
c
e o tipo de conceito absurdo
Segundo a primeira condi cao da Hipotese  o requisito da hierarquia ser um reti
culado mantemse o que tem vantagens computacionais AtKaci et al   alem
de tornar a opera cao de jun cao de conceitos determinista pois cada par de conceitos
tera um unico subconceito comum maximo Proposi cao  na pagina  Assumo
tambem a nitude da hierarquia de tipos condi cao  pois ela tem que ser dada explici
tamente pelo utilizador Notese que embora os tipos tenham sido todos reunidos numa
unica hierarquia a estratica cao e obtida pela fun cao ordem que associa um numero
natural a cada tipo excepto aos tipos universal e absurdo condi cao  visto esses tipos
por estarem acima e abaixo de todos os outros nao terem uma ordem especca Alem
disso a deni cao requer que nao se salte por cima de ordens condi cao  isto e nao e
possvel ter um tipo de terceira ordem sem ter um de segunda ordem do mesmo genero
A fun cao genero permite distinguir os tipos relacionais que denotam tipos de rela cao
dos naorelacionais que denotam outros tipos de conceito naorelacionais condi cao
 Como a denota cao e diferente um tipo relacional nao pode ser subtipo de um
tipo naorelacional e viceversa condi coes b e c Para alem disso um subtipo
naorelacional tem que ter a mesma ordem dos seus supertipos condi cao c ou seja
nao e possvel a um tipo naorelacional ser de ordem  e um seu subtipo ser de ordem
 embora isso seja possvel no caso dos tipos relacionais condi cao b
A razao para este tratamento diferenciado e a seguinte As propriedades mais inte
ressantes das rela coes tais como simetria e transitividade sao independentes da ordem

 Tipos de Conceito 
Assim se um tipo de conceito relacional apenas pudesse denotar um conjunto de ti
pos de rela cao todos da mesma ordem entao teria que haver tipos TRANSITIVA
TRANSITIVA    para representar as rela coes transitivas de primeira ordem as de
segunda ordem e assim adiante Do mesmo modo a aridade e independente da ordem
Convem pois ter um unico tipo de conceito relacional BIN

ARIA para denotar todas as
rela coes binarias em vez de ter tipos separados paras as binarias de primeira ordem
para as de segunda ordem etc Notese que um tipo de conceito naorelacional repre
senta um conjunto de entidades do mesmo genero isto e outros tipos naorelacionais
Assim se um tipo de ordem n representasse um conjunto de tipos tambem de or
dem n isso levaria a paradoxos Mas como um tipo relacional denota entidades de
especie completamente diferente nao ha esse perigo Resumindo um tipo de con
ceito relacional de ordem n representa um conjunto de tipos de rela cao de ordem nao
superior a n Como os subtipos sao subconjuntos se t for de ordem n entao um
seu subtipo t
 
pode ser apenas de ordem n 
  por exemplo Basta imaginar que
t representa tipos de rela cao de todas as ordens de  a n e que t
 
selecciona apenas
o subconjunto dos tipos de rela cao de ordem  a n 
  Como exemplo concreto
podese ter TRANSITIVA  TRANSITIVA em que TRANSITIVA representa to
das as rela coes transitivas de ordem  ou  e TRANSITIVA denota apenas as de
primeira ordem Assim conseguese tambem representar as rela coes transitivas de se
gunda ordem tipo TRANSITIVA	x
  e TRANSITIVA
 x

TRANSITIVA
 x  Claro
que TRANSITIVA  TRANSITIVA
Exemplo   Eis uma possvel organiza cao de alguns tipos naorelacionais a maioria
deles tirados de Sowa 
 
P
P
P
P
P
P
P
P
P
A
A
A
A
A
A















GATO
FELINO
CARN
 
IVORO
ANIMAL










QUADRADO
RECT

ANGULO






CAMARO
CHEVROLET
A
A
A
A
A
A
VERMELHO
Q
Q
Q
Q
Q
Q
Q
Q
Q
Q

CATEGORIA
CARACTER
 
ISTICA
TIPO
  o subreticulado

T
nc

e dado pelo diagrama esquerdo
  TIPO e o topo dos tipos naorelacionais de segunda ordem isto e TIPO& topoT
nc


  os tipos ESP

ECIE G

ENERO FAM

ILIA ORDEM CLASSE REINO COR FORMA MODELO
MARCA pertencem a T
nc

mas nao estao relacionados entre si

Notese que os conjuntos T
nc
i
e T
rc
i
nao tem necessariamente que ser reticulados embora o sejam
frequentemente Pelo menos convem que tenham um topo

 Tipos e Marcadores
  a subhierarquia T
nc

e dada pelo diagrama direito


O Exemplo  na pagina  mostra a rela cao entre os tipos das diferentes ordens isto
e quais sao instancias de quais
Para o exemplo seguinte e para simplicar deni coes futuras vamos denir duas
variaveis para as ordens mais elevadas tanto nos tipos relacionais como nos nao
relacionais
Denicao  Os naturais on  or  IN
 
sao denidos como on & max fijT
nc
i
& g e
or & max fijT
rc
i
& g com a ressalva que max  & 
Exemplo   O topo de T
rc
or
e RELAC

AO com os seguintes subtipos da mesma ordem
ORDEMPARCIAL
H
H
H
H




TRANSITIVA



REFLEXIVA
ANTISIM

ETRICA



BIN

ARIA



UN

ARIA



RELAC

AO
em que TRANSITIVA podera ser denido por ver Exemplo  na pagina 
tipo TRANSITIVA	x
  e RELAC

AO  x	ATRIB
TRANSITIVIDADE
e ter associado a regra do Exemplo  na pagina 
 Tipos de Rela cao
A deni cao e utiliza cao de hierarquias de tipos de rela cao e bastante confusa e omissa
em Sowa  Tudo o que se diz a esse respeito resumese 	as seguintes hipoteses
A primeira trata dos tipos de rela cao no geral e a segunda aborda o caso de eles
formarem uma hierarquia aristotelica isto e quando a base de conhecimentos tem que
conter deni coes explcitas para todos os tipos excepto um
Hip otese 
 Sowa A fun cao tipo pode ser estendida de modo a associar rela coes
a tipos
  As rela coes r e s dizemse do mesmo tipo se tipor & tipos
  Se r e s sao do mesmo tipo entao tem que ter o mesmo numero de arcos

Uma alternativa seria considerar CATEGORIA tal como COR e FORMA Exemplo 	 na pagina 
uma instancia de CARACTER

ISTICA Entao este tipo passaria a ser de ordem  pelo que COR e FORMA
seriam de terceira ordem


 Tipos de Relac	ao 
  Para qualquer conceito c e rela cao r tipoc & tipor
  A ordena cao parcial dos tipos tambem se estende aos tipos de rela coes mas os
tipos dos conceitos nao tem supertipo comum com os tipos das rela coes
Hip otese	 Sowa Numa hierarquia de tipos aristotelica T  existe um tipo ELO
para uma rela cao binaria Se t for um tipo de uma rela cao e t & ELO entao existe uma
deni cao relacao t	a

       a
n

  e u
Segundo a Hipotese  na pagina  a fun cao tipo dene o conjunto T dos tipos
de conceito e a Hipotese  na pagina  diz que T e um reticulado Ora como aqui se
fala em extensao da fun cao em supertipos comuns e novamente em T  a interpreta cao
obvia parece ser a seguinte os tipos de conceito e de rela cao encontramse todos no
mesmo reticulado T  nao havendo misturas entre os dois generos de tipos e sendo
ELO o topo dos tipos de rela cao

 Assim sendo faz perfeitamente sentido que os grafos
conceptuais de uma base de conhecimentos usem apenas os tipos contidos em T Hi
potese  na pagina  pois estao la todos os necessarios No entanto este modo
de encarar as hierarquias de tipos levanta varios problemas A come car pela exigencia
de T ser um reticulado Isso implica que na formaliza cao de Sowa  e supertipo de
ELO pelo que os tipos de conceito e de rela cao passam a ter um supertipo em comum
 contrariamente ao que foi dito E isto e grave pois a regra canonica da restri cao
Hipotese  na pagina  permite entao obter conceitos com tipos de rela cao
Por exemplo a partir de  Joao derivase o conceito OBJ Joao que obviamente nao
faz sentido pois OBJ e o tipo de uma rela cao binaria Uma maneira de resolver esta
contradi cao e dizer que T e um conjunto constitudo por dois reticulados um para os
tipos de conceito e outro contendo os tipos de rela cao
Mas como esta esse segundo reticulado organizado' Como e usado' O que signica
exactamente um tipo de rela cao ser subtipo de outro' Sintoma dos problemas levan
tados por estas perguntas e o facto da hierarquia de tipos de rela cao nao ser usada no
resto de Sowa  Em particular as regras canonicas de forma cao nao manipulam
rela coes e o Catalogo Conceptual Sowa  Apendice B da exemplos de tipos
de conceito e de rela cao mas so indica as rela coes hierarquicas para os primeiros De
facto uma tal hierarquia conteria algo como ENTRE  ELO em que ENTRE e ternaria
enquanto ELO e binaria Uma semantica de preferencia simultaneamente precisa e
intuitiva para explicar tais fenomenos continua por denir tanto quanto eu saiba
Assim compreendese que ninguem tenha ainda dado uma deni cao geral de restri cao
de rela coes 
 ate Sabah e Vilnat  omite o problema do numero de argumentos
diferentes 
 embora seja por vezes dito que ELO pode ser restrito a qualquer outro
tipo de rela cao
Por estas razoes classico os tipos de rela cao segundo a sua aridade e ordem Uma
rela cao de aridade i tambemchamada de rela cao iaria tem exactamente i argumentos
Por analogia 	a no cao matematica de fun cao de ordem superior uma rela cao de ordem
i!  e uma rela cao que tem pelo menos um argumento que e uma rela cao de ordem i
Mais precisamente e porque os grafos conceptuais sao bipartidos isto e nao se pode

Uma hierarquia aristotelica apenas exige que ELO seja o unico tipo de rela cao primitivo isto e
sem deni cao explcita Portanto mesmo que haja outros tipos primitivos ELO continua a ser o tipo
de rela cao basico isto e o topo da hierarquia
 Tipos e Marcadores
ligar rela coes com rela coes e conceitos com conceitos uma rela cao de ordem i! tem
pelo menos um conceito relacional de ordem i como argumento Por deni cao a ordem
maxima dos tipos relacionais e or  Isto signica que tem que haver or !  ordens de
tipos de rela cao porque senao os conceitos relacionais de ordem or nao poderiam ser
ligados a nenhum outro conceito
Como se pode ver pela deni cao que a seguir se apresenta os tipos de rela cao conti
nuam todos numa so hierarquia mas de novo existem fun coes que permitem estraticar
os tipos segundo a sua assinatura ou seja ordem e numero de argumentos Assim
para que o tipo t seja um subtipo de t
 
as suas assinaturas tem que ser compatveis
nomeadamente t e t
 
tem a mesma aridade e a ordem de t nao pode ser superior 	a de
t
 
 A razao e a mesma que a dada para os tipos de conceito relacionais (exibilidade
de representa cao Por exemplo podese ter INVERSADE  INVERSADE em que
INVERSADE tem como argumentos rela coes de primeira e segunda ordem que sao
inversas umas das outras ou podese ter simplesmente um unico tipo INVERSADE de
ordem maxima que englobe todos os casos
Hip otese  Uma hierarquia de tipos de relacao e um tuplo hT
R
  aridade  ordemi tal
que
  T
R
e um reticulado nito e nao vazio com topoT
R
 & 
r
e baseT
R
 & 
r

  aridade  T
R

 f
r
 
r
g  IN e uma fun cao total
  ordem  T
R

 f
r
 
r
g  IN e uma fun cao total com imagem f       or ! g
  	t  t
 
 T
R
t  t
 
 t & 
r
 t
 
& 
r
 aridadet & aridadet
 
  ordemt 
ordemt
 

  para cada i  IN o conjunto ft  T
R
jaridadet & ig e um reticulado
Para facilitar a escrita vamos introduzir mais alguma nota cao e nomenclatura asso
ciada
Denicao 	 O conjunto dos tipos de rela cao de ordem i e T
r
i
& ft  T
R
jordemt & ig
e o reticulado dos tipos de rela cao de aridade i e T
r
hii
& ft  T
R
jaridadet & ig
Denicao 


Se um tipo de rela cao e de aridade i dizse ser iaria Rela coes arias
arias e arias chamamse unarias binarias e ternarias respectivamente
Denicao  O numero a  IN representa a aridade maxima e denese como a &
maxfijT
r
hii
& g
Denicao  O tipo de rela cao universal e 
r
e o tipo de rela cao absurdo e 
r

Gostaria de chamar a aten cao para dois pormenores Em primeiro lugar a nota cao
introduzida permite especicar de uma forma sucinta o conjunto de todos os tipos de
rela cao de ordem i e aridade j basta escrever T
r
i
 T
r
hji
 Em segundo lugar notese

Esta deni cao corresponde a parte da Hipotese 	 na pagina 


 Tipos de Relac	ao  
que T
r
i
e T
rc
i
tem signicados distintos O primeiro e o conjunto de todos os tipos de
relacao de ordem i enquanto o segundo e o conjunto de todos os tipos de conceito
relacionais de ordem i Como seria de esperar e como ja foi dito de maneira informal
ha uma rela cao entre ambos os conjuntos Hipotese  na pagina 
Em termos formais falta apenas assumir como na Hipotese  na pagina  que
os tipos de conceito e os tipos de rela cao sao disjuntos
Hip otese T
C
 T
R
& 
Passemos agora aos exemplos
Exemplo 	  Na presente abordagem o tipo ELO por ser binario apenas e o topo do
reticulado T
r
hi
 e nao de toda a hierarquia T
R

Exemplo 
  Numa base de conhecimentos normal a maior parte dos elementos de T
R
provavelmente pertence ao conjunto T
r
hi
 T
r

dos tipos de rela cao binarios de primeira
ordem De facto a maioria das rela coes usadas em artigos sobre Estruturas Concep
tuais e no Catalogo Conceptual Sowa  Apendice B sao binarias e relacionam
dois conceitos de primeira ordem Casos tpicos sao AGNT agente LOC local OBJ
objecto e PARTE
Exemplo   O conjunto T
r
hi
T
r

contem tambemos tipos de rela cao CLASSE e CARAC ca
racterstica que foram apresentados em Sowa  No entanto estes tipos sao fun
damentalmente diferentes dos do exemplo anterior pois relacionam tipos de conceito

de ordens diferentes enquanto ambos os argumentos de AGNT e das outras rela coes sao
conceitos de primeira ordem A rela cao CLASSE denida no Exemplo  na pagina 
associa uma entidade ao seu tipo e por isso o segundo argumento e sempre de ordem
imediatamente superior 	a do primeiro A rela cao CARAC tambem tem argumentos de
ordens diferentes porque foi denida por Sowa 	a custa de CLASSE
relacao CARAC	xy
  e 
c
 x




ATRIB
 
c





CLASSE
 
c
 y
Eis dois exemplos de utiliza cao destas rela coes
ANIMAL Gareld




CLASSE
 ESP

ECIE gato
BOLA 




CARAC
 COR vermelho
Como estes exemplos deixam antever nao ha nenhuma rela cao hierarquica entre ambos
os tipos isto e nem CLASSE  CARAC nem viceversa ver o Exemplo  na pagina 
No entanto 	a primeira vista pode parecer que CARAC e subtipo de CLASSE por estar
denido 	a sua custa Mas tambem se pode argumentar que CLASSE e uma caracterstica
particular de uma entidade nomeadamente o seu tipo pelo que devia ser subtipo de
CARAC
Exemplo   Um tipo de rela cao de ordem or !  e INVERSADE uma rela cao binaria
entre duas outras rela coes de ordem inferior

Naorelacionais porque senao CLASSE e CARAC nao seriam de primeira ordem
 Tipos e Marcadores
Exemplo   Em Sowa  a rela cao ATRIB atributo e usada no grafo
BOLA 




ATRIB
 VERMELHO
o que indica que ATRIB e uma rela cao entre dois conceitos naorelacionais de primeira
ordem No entanto a mesma rela cao ja e usada entre dois conceitos de generos diferentes
um relacional e outro naorelacional em Sowa  o exemplo concreto e o grafo
RELAC	

AO maior
que




ATRIB
 TRANSITIVIDADE  Se a base de conhecimentos contivesse
apenas estes dois grafos a classica cao de ATRIB em T
R
teria que ser aridadeATRIB
& ordemATRIB &  pois pelo menos um dos argumentos e um conceito relacional de
primeira ordem
 Marcadores
Como se viu na Sec cao  na pagina  um conceito e constitudo por um tipo e um
referente

E este ultimo que contem a maior parte da informa cao pois e o referente
que descreve o indivduo representado enquanto o tipo apenas indica a classe a que
esse indivduo pertence O referente basico e o marcador individual
Hip otese  Sowa Existe um conjunto I & f# # #    g cujos elementos
se chamam marcadores individuais A fun cao referente pode ser aplicada a qualquer
conceito c
  referentec e um marcador individual de I ou o marcador generico  
  Quando referentec pertence a I dizse que c e um conceito individual 
  Quando referentec e   entao dizse que c e um conceito generico
Para alem destes marcadores so ha dois outros tipos de referentes denidos formal
mente por Sowa  grafos ver Sec cao  na pagina  e conjuntos de marcadores
No entanto as deni coes destes dois casos sao bastante menos precisas que a hipotese
anterior Para alem disso nao se encontra dito em lado algum o que a fun cao referente
e suposta devolver nesses casos e nem as regras canonicas de forma cao nem as re
gras de inferencia se aplicam a esse referentes Para complicar ainda mais as coisas
muitos autores usam e abusam dos referentes no intuito de dar maior expressividade
	as Estruturas Conceptuais aproximandoas do poder expressivo das lnguas naturais
Como se pode ver facilmente em qualquer colec cao de artigos sobre grafos conceptuais
existem referentes para denotar quanticadores generalizados todo alguns etc
medidas tempo comprimento etc indexicais eu etc conjuntos distributivos
respectivos colectivos e outros sequencias listas de referentes cadeias de caracteres
etc Embora a semantica de alguns deles seja relativamente facil de denir como no
caso do quanticador universal todo e embora tenha havido algum trabalho por
parte de alguns investigadores

que infelizmente nao foi adoptado pela comunidade em

Por exemplo Tjan et al  	

 Gardiner et al  	

 Pfeier e Hartley 	

 tratam dos referentes
que sejam conjuntos

 Marcadores 
geral o caos formal mantemse O proprio Sowa reconhece o problema e no seu novo
livro Sowa  da um tratamento mais sistematico e aprofundado aos referentes
Como se pode pois constatar a partir do trabalho realizado por dezenas de investiga
dores nesta primeira decada de existencia da TEC um tratamento completo e rigoroso
dos referentes esta muito para alem do ambito desta disserta cao envolvendo questoes
losocas ontologicas e sobre a propria logica subjacente 	a semantica dos referen
tes Nesse sentido abordarseao apenas os referentes mais simples nomeadamente os
marcadores individuais
Ja foi dito informalmente e a Sec cao  na pagina  tornara o assunto mais claro
que os tipos de ordem superior denotam conjuntos de tipos de ordem inferior Ou seja
e preciso tratar os proprios tipos classes de indivduos como indivduos Para usar os
grafos conceptuais como metalinguagem temos que ter marcadores que correspondam
aos indivduos do universo de discurso Portanto se os tipos tambem sao indivduos
o conjunto unico de marcadores individuais da Hipotese  na pagina anterior tem
que ser estendido para multiplos conjuntos um por cada ordem Para alem disso os
marcadores individuais devem re(ectir a ordena cao hierarquica dos tipos a que dizem
respeito O metodo mais simples e natural para obter esta correspondencia entre tipos
e marcadores consiste em deixar os tipos serem tambem marcadores individuais pelo
que passam a aparecer num conceito tanto 	a esquerda como 	a direita do  De facto
visto um tipo ser um conjunto de entidades o conceito t  m corresponde 	a arma cao
m  t Assim se t for um tipo de ordem superior entao tem como elementos outros
tipos e portanto nada mais natural do que o marcador m ser um tipo
Alem disto assumo tal como Mugnier e Chein b que existe um marcador
absurdo o qual juntamente com o marcador generico permitenos classicar os mar
cadores em reticulados seguindo a proposta de Schmidt e Kocura 
Hip otese Os marcadores M &
S
on
i 
T
nc
i
 T
r
or
 f  

 g formam um reticulado tal
que
  topoM &   e baseM &

 
  T
nc
 
e um conjunto nito
  para quaisquer m m
 
 M se m  m
 
entao temse um dos seguintes casos
 m &

  ou m
 
&  
 m m
 
 T
nc
i
com   i  on
 m  T
r
i
 T
r
hji
e m
 
 T
r
k
 T
r
hji
com i  k  or 
Denicao O marcador generico e   e o marcador absurdo e

  Todos os outros
marcadores chamamse marcadores individuais
Reparese que M nao e mais que a uniao dos conjuntos parcialmente ordenados
dos tipos de conceito naorelacionais e dos tipos de rela cao juntamente com um con
junto de indivduos mutuamente incomparaveis aos quais se acrescenta um topo o
marcador generico e uma base o marcador absurdo Esse conjunto de indivduos
designouse por T
nc
 
porque podem ser encarados como tipos de ordem zero no fundo
 Tipos e Marcadores
da estratica cao por ordens No entanto nao sao verdadeiramente tipos porque nao
podem aparecer 	a esquerda do  nos conceitos

E de notar igualmente que nem todos
os tipos de rela cao podem servir de marcadores nomeadamente os de ordem or ! 
A razao e simples Para um tipo de rela cao aparecer no referente de um conceito e
porque o tipo desse conceito e um tipo de conceito relacional Ora a ordem maxima de
um tipo relacional e or pelo que sera tambem essa a ordem maxima do tipo de rela cao
que aparece no referente
A Hipotese  na pagina anterior e omissa em rela cao 	a forma dos elementos de T
nc
 

Podiase adoptar a conven cao da Hipotese  na pagina  que consiste simples
mente em numeralos   etc No entanto para facilitar a leitura seguirsea neste
texto o uso corrente de dar etiquetas descritivas tais como Joao aos marcadores
Estas etiquetas devem ser unicas Se por exemplo a base de conhecimentos contiver
informa cao sobre duas pessoas ambas chamadas Joao devera utilizarse duas eti
quetas Joao e Joao Quando o marcador e um tipo e praticamente inevitavel
usar uma etiqueta em vez de um numero Neste caso adoptouse tambem a graa com
 e letras minusculas para real car o facto do tipo estar a ser usado como marcador
individual ver Exemplo  na pagina 
Cap tulo 
Conceitos e Relacoes
Como foi dito no captulo anterior os marcadores representam entidades e os tipos
agrupamnas em conjuntos As rela coes entre entidades normalmente dependem dessa
classica cao por exemplo AGNT relaciona apenas seres animados com ac coes A
mesma entidade pode pois fazer parte de varias rela coes conforme a sua classica cao
Nesse sentido a representa cao de entidades nao vai ser feita unicamente com marca
dores mas sim com pares tipomarcador os chamados conceitos Uma relacao naria
sera entao formada pelo seu tipo e por n conceitos os seus argumentos No entanto o
agrupamento e o relacionamento das entidades tem em conta o genero e a ordem dessas
entidades por exemplo um tipo de conceito naorelacional de segunda ordem apenas
pode denotar um conjunto de tipos naorelacionais de primeira ordem Dirsea entao
que um conceito esta bemformado se a entidade representada pelo marcador puder ser
um elemento do conjunto representado pelo tipo do conceito De modo analogo uma
rela cao estara bemformada se todos os seus argumentos estiverem bemformados e se
puderem pertencer 	a denota cao do tipo da rela cao
Neste captulo os conceitos e rela coes sao tratados em sec coes separadas mas es
truturadas de forma identica Primeiro dase uma deni cao geral de conceito e de
rela cao como tuplo e apresentamse algumas fun coes auxiliares para extrair os ele
mentos do tuplo No caso de um conceito esses elementos sao um tipo de conceito e
um marcador enquanto para uma rela cao os elementos sao um tipo de rela cao e um ou
mais conceitos De seguida as caractersticas dos tipos sao estendidas aos conceitos e
	as rela coes Assim sabendo a ordem e genero do tipo e do marcador podese calcular
a ordem e o genero do conceito Por sua vez sabendo quantos argumentos tem uma
rela cao e qual o genero e a ordem de cada um e tendo a aridade e a ordem do tipo da
rela cao podese calcular a ordem e a aridade de toda a rela cao Isto levanos a uma
deni cao formal e facilmente computavel dos conceitos e rela coes bemformados sao
aqueles em que nem a ordem nem o genero ou aridade estao indenidos Finalmente
mostrase como as hierarquias dos tipos e dos marcadores induzem hierarquias sobre
os conceitos e rela coes o que tera vantagens para as regras canonicas de forma cao
Sec cao  na pagina 

 Conceitos e Relac	oes
 Conceitos
Na TEC original os tipos e marcadores sao denidos 	a custa dos conceitos nomeada
mente atraves das fun coes tipo Hipotese  na pagina  e referente Hipotese 
na pagina  Isto signica no entanto que a deni cao de conceito e implcita De
facto nada em Sowa  impede um conceito de conter outras coisas para alem
do tipo e do marcador Por esta razao e porque penso serem os tipos e marcadores
entidades mais basicas do que os conceitos segui a ordem inversa Isto permite ter uma
deni cao explcita de conceitos como pares ordenados cujos elementos sao estrados
pelas fun coes auxiliares tipo e referente
Denicao  O conjunto de todos os conceitos e C & T
C
M
Denicao  A fun cao total tipo C  T
C
devolve para cada conceito o seu tipo
tipoht mi & t
Denicao  A fun cao total referente C  M devolve para cada conceito o seu
referente um marcador referenteht mi & m
Os conceitos podem ser classicados segundo o referente A seguinte deni cao ape
nas redene e estende a nomenclatura introduzida pela Hipotese  na pagina 
Denicao 	 Um conceito c dizse generico se e so se referentec &  

E designado
por conceito individual se e so se referentec for um marcador individual e e um
conceito absurdo se e so se referentec &

 
De acordo com a perspectiva dada pelo tipo um conceito representa simplesmente
a entidade correspondente ao marcador Assim um conceito individual representa uma
entidade particular o conceito absurdo representa uma entidade inexistente 
 isto
e que nao faz parte do domnio razao pela qual os conceitos absurdos sao sempre
falsos Captulo  na pagina  
 e um conceito generico representa uma entidade
desconhecida
Neste ultimo caso e pois possvel que o genero relacional ou naorelacional do
conceito que nao e mais do que o genero da entidade representada seja desconhecido
Por conven cao o genero de entidades inexistentes tambem e desconhecido Claro que
se souber a que classe pertence uma entidade o genero ja podera ser determinado com
precisao Por outro lado se o genero do marcador for incompatvel com o do tipo
teremos um conceito de genero indenido Resumindo o genero de um conceito pode
ser relacional naorelacional desconhecido ou indenido Em vez de acrescentar dois
smbolos especiais aos ja existentes rel e nonrel sigo uma via alternativa o genero
de um conceito e o conjunto de todos os generos possveis das entidades que esse
conceito possa representar Assim o conjunto vazio corresponde ao genero indenido
e o conjunto frel  nonrelg e o genero desconhecido O conjunto associado a um dado
conceito e determinado pela fun cao genero A sua deni cao e extremamente simples
calculase os generos possveis segundo o tipo e o marcador e depois intersectase esses
dois conjuntos o que equivale a tentar compatibilizalos
 Conceitos 
Denicao
 Seja c & ht mi um conceito Entao a fun cao total genero C 
frel  nonrelg que devolve para cada conceito os seus generos possveis denese
como generoc & f t  gm em que
f t &

frel  nonrelg se t  f
c
 
c
g
fgenerotg caso contrario
gm &





frel  nonrelg se m  f  

 g
frelg se m  T
r
or
fnonrelg caso contrario
A abordagem adoptada para a ordem de um conceito e igual 	a seguida para o genero
A fun cao ordem devolve para cada conceito o conjunto das ordens de todas as entidades
que ele possa representar De novo o conjunto vazio indica que o conceito e portanto
a sua ordem esta indenido O calculo da fun cao fazse tambem por intersec cao das
contribui coes dos componentes do conceito o tipo e o referente Reparese que visto
a ordem ser dada por um numero natural estes conjuntos sao subconjuntos de IN
 
porque existem entidades de ordem zero os indivduos Em particular sao intervalos
como se vera de seguida Por esta razao utilizarei a nota cao x       y para representar
o conjunto de todos os naturais de x a y inclusive sendo x  y Vejamos entao como
sao calculados estes conjuntos e porque sao intervalos
Seja x a ordem maxima possvel isto e x & max fon  org Se o marcador for
  ou

  entao por conven cao as ordens possveis sao        x porque a entidade
e desconhecida ou inexistente Para as entidades concretas a ordem e dada pelo
marcador individual Quanto ao tipo se ele for 
c
ou 
c
a entidade pode ser qualquer
uma um indivduo de ordem zero um tipo de rela cao de ordem nao superior a or 
ou um tipo de conceito naorelacional de ordem nao superior a on Portanto a ordem
sera de novo        x Por outro lado se o tipo do conceito for relacional e de ordem
i entao a entidade denotada tera que ser uma rela cao de ordem nao superior a i Neste
caso o intervalo e pois        i porque nao ha rela coes de ordem zero Finalmente se
o tipo for naorelacional de ordem i a entidade representada pelo marcador so podera
ser de ordem i
  Juntando isto tudo temse a seguinte deni cao formal
Denicao Seja c & ht mi um conceito e seja x & max for   ong Entao a fun cao
total ordem C  IN
 
 que devolve para cada conceito as suas ordens possveis
denese como ordemc & f t  gm em que
f t &





       x se t  f
c
 
c
g
       i se t  T
rc
i
ordemt
  caso contrario
gm &





       x se m  f  

 g
i se m  T
nc
i
i se m  T
r
i
Visto o genero e a ordem de um conceito serem determinados a partir dos seus
componentes a especica cao das hierarquias de tipos por parte do engenheiro do co
nhecimento revestese de grande importancia Se os tipos forem organizados de maneira
intuitiva entao as fun coes genero e ordem permitirao de forma algortmica determi
nar os conceitos que fazem sentido segundo essa mesma intui cao Vejamos alguns
exemplos
Exemplo   O conceito c & GATO Garfield representa um indivduo Sera pois um
conceito naorelacional de ordem zero De facto aplicando as deni coes formais temse
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generoc & fnonrelgfnonrelg & fnonrelg e ordemc & 
   &  porque
ordemGATO &  e generoGATO & nonrel Exemplo  na pagina  e Garfield 
T
nc
 

Exemplo   O conceito c & BIN

ARIA agnt representa uma rela cao de primeira ordem
Temse pois generoc & frelg  frelg & frelg e ordemc &        or    & 
visto generoBIN

ARIA & rel e ordemBIN

ARIA & or Exemplo  na pagina  e
AGNT  T
r

Exemplo  na pagina 
Exemplo   O conceito c & GATO especie e naorelacional mas e de ordem indenida
Formalmente visto GATO  T
nc

e ESP

ECIE  T
nc

Exemplo  na pagina  temse
ordemc &    &  No entanto generoGATO & generoESP

ECIE & nonrel
implica generoc & fnonrelg
Exemplo   O genero de c & BIN

ARIA gato esta indenido De facto generoc &
frelg  fnonrelg &  A ordem nao coloca problemas ordemc &        or    &

Exemplo   Nos exemplos anteriores os conceitos sao individuais Vejamos agora o
conceito absurdo 
c

	
  e o conceito generico 
c
    Em nenhum caso sao impos
tas quaisquer restri coes quanto ao genero ou ordem pelo que a fun cao genero de
volve para ambos os conceitos o conjunto frel  nonrelg e a fun cao ordem retorna
      max fon  org Reparese que como nao se sabe se os conceitos sao relacio
nais ou nao a sua ordem maxima e a maior das ordens relacionais e das ordens nao
relacionais e a ordem mnima e zero a ordem dos indivduos
Formalizando esta no cao do sentido de um conceito dirsea que um conceito esta
bemformado se nem o seu genero nem a sua ordem estiverem indenidos
Denicao  O conjunto dos conceitos bemformados e
C
f
& fc  Cjgeneroc &   ordemc & g
Esta deni cao impoe condi coes extremamente simples donde faceis de calcular com
putacionalmente sobre os conceitos bemformados Tratase portanto de uma tpica
deni cao geraetesta que poderia ser adoptada por uma implementa cao para veri
car os conceitos introduzidos pelo utilizador Devido ao raciocnio usado para obter
as fun coes genero e ordem a deni cao formal de C
f
corresponde 	a no cao intuitiva
de boaforma cao um conceito t  m estara bemformado se a entidade representada
por m puder pertencer ao conjunto denotado por t Segundo a denota cao dos tipos
informalmente apresentada no captulo anterior obtemse as seguintes possibilidades
  se t for um tipo naorelacional de ordem n entao m e um tipo naorelacional de
ordem n
 
  se t for um tipo relacional de ordem n entao m e um tipo de rela cao de ordem
nao superior a n
  se m for   entao a entidade e desconhecida pelo que t pode ser qualquer tipo
 Conceitos 
  o tipo universal 
c
representa o conjunto de todas as entidades pelo que m pode
ser qualquer marcador
Os casos que faltam t & 
c
ou m &

  sao tratados por conven cao O marcador
absurdo representa uma entidade que nao faz parte do domnio e o tipo absurdo
denota o conjunto vazio Assim os conceitos da forma 
c
 m e t
	
  sao sempre falsos
Como a entidade representada pelo referente nao pode pertencer ao conjunto dado pelo
tipo estes conceitos nao deveriam estar bemformados No entanto um formalismo
de representa cao de conhecimentos que nao seja capaz de representar arma coes falsas
tem menor interesse razao pela qual os conceitos bemformados deverao ser todos os
casos aqui descritos A proposi cao seguinte conrma que assim e dando deste modo
uma visao construtiva dos conceitos bemformados
Proposicao  O conjunto dos conceitos bemformados e
C
f
&
on
 
i
T
nc
i
 T
nc
i
 
or
 
i
T
rc
i
 T
r
i
  T
C
 f  

 g  f
c
 
c
g M
Demonstracao  Segundo a deni cao um conceito c nao esta bem formado se generoc&
 ou ordemc &  Olhando para a Deni cao  na pagina  so ha duas maneiras
de o genero de um conceito nao estar denido o genero do tipo e rel e o do refe
rente e nonrel ou viceversa Ou seja o conjunto dos conceitos de genero indenido
e T
rc
or
 T
nc
on
 T
nc
on
 T
rc
or
 Quanto 	a ordem segundo a Deni cao  na pagina 
ha quatro possibilidades de se obter o conjunto vazio conforme o genero do tipo e do
referente do conceito No entanto ja so interessam os casos em que tipo e referente sao
do mesmo genero Se o tipo for relacional e o referente for uma rela cao basta a sua
ordem ser estritamente maior que a do tipo para a ordem do conceito estar indenida
Se tanto o tipo como o referente forem naorelacionais e se a ordem do referente for i e
a do tipo for j basta ter i & j 
  O conjunto dos conceitos malformados no que diz
respeito 	a ordem e portanto
S
or
i
T
rc
i
 T
r
 i

S
on
i
T
nc
i
 T
nc
i
 T
nc
i
 Se retirarmos
este conjunto e o anterior ao conjunto C de todos os conceitos obteremos o resultado
pretendido  
Exemplo 	  No Exemplo  na pagina  foram apresentados tipos de primeira segunda
e terceira ordem Os seguintes conceitos bemformados se introduzidos como factos
na base de conhecimentos servem para estabelecer as rela coes entre as varias ordens
pois t t

signica que t
 
e uma entidade de tipo t
  ESP

ECIE gato FAM

ILIA felino REINO animal
  COR vermelho
  FORMA rect
angulo FORMA quadrado
  MARCA chevrolet MODELO camaro
  CARACTER

ISTICA cor CARACTER

ISTICA forma
  CATEGORIA especie CATEGORIA famlia CATEGORIA reino
  CATEGORIA marca CATEGORIA modelo
 Conceitos e Relac	oes
Eis mais uma deni cao que sera util na especica cao de rela coes bemformadas
Denicao  Para cada i   os conceitos relacionais de ordem i sao RC
i
& fc 
Cjrel  generoc  i  ordemcg e os conceitos naorelacionais de ordem i sao
NRC
i
& fc  Cjnonrel  generoc  i  ordemcg
Ha duas coisas a salientar em rela cao a esta deni cao Primeiro e como foi dito
anteriormente o mesmo conceito pode pertencer a varios RC
i
e ou NRC
i
 Um exemplo
tpico e 
c
    Segundo pela propria natureza da deni cao um conceito naorela
cional de ordem i e bemformado Nomeadamente tambem poderia ter denido C
f
&
NRC
on
 RC
or

Para nalizar o tratamento dos conceitos mostro como a ordena cao dos tipos e
referentes induz uma hierarquia sobre os conceitos
Denicao  Um conceito c e uma restricao ou especializacao do conceito c
 
e
inversamente c
 
e uma generalizacao de c escrevendose c  c
 
 se e so se tipoc 
tipoc
 
 e referentec  referentec
 

Proposicao  C e um reticulado 
Demonstracao  A arma cao e trivial visto T
C
e M serem ambos reticulados Hipote
se  na pagina  e Hipotese  na pagina  o seu produto cartesiano C tambem
o e Obviamente que a ordem parcial do reticulado de conceitos nao e mais do que a
rela cao de especializa cao  

E obvio que o topo de C e 
c
   e a base e 
c

	
   Ao contrario de C o conjunto C
f
nao e um reticulado
Exemplo 
  Sejam c & 
c
 Joao e c
 
& RELAC	

AO    Entao c  c
 
& RELAC	

AO Joao
nao e um conceito bemformado Mais concretamente c e c
 
tem duas especializa coes
bemformadas incomparaveis em comum nomeadamente 
c
 Joao e RELAC	

AO
	
  
 Rela coes
Tal como aconteceu com os conceitos e pelas mesmas razoes a sequencia de deni coes
seguida por Sowa e invertida Primeiro e baseado na Hipotese  na pagina 
deno explicitamente as rela coes como tuplos em que o primeiro elemento e o tipo
da rela cao e os restantes elementos os argumentos sao conceitos De seguida as
fun coes auxiliares tipo baseada na Hipotese  na pagina  arg e args extraiem
esses elementos Esta ultima ao juntar todos os argumentos de uma rela cao num so
conjunto elimina os conceitos duplicados
Denicao  O conjunto de todas as relacoes e
R & fht  c

       c
i
ijt  T
R
 i    	j  f       ig c
j
 Cg

 Relac	oes  
Denicao A fun cao total tipo R  T
R
devolve para cada rela cao o seu tipo
tipoht  c

       c
i
i & t
Denicao	 A fun cao parcial arg R IN  C devolve para uma dada rela cao r e
um dado numero natural j o jesimo argumento de r
argr  j & c
j
 r & ht  c

       c
j
       c
i
i
A fun cao total args R  C associa a cada rela cao os seus argumentos
argsr & fc

       c
i
g  r & ht  c

       c
i
i
Assim como estendi as fun coes associadas aos tipos de conceito para os conceitos
em geral tambem irei adaptar 	as rela coes as fun coes aridade e ordem que deniam a
hierarquia de tipos de rela cao Quanto 	a aridade de uma rela cao a intui cao por tras
da deni cao formal que se segue e simples uma rela cao tem uma unica aridade e nao
um conjunto delas se a rela cao estiver bem formada entao a aridade e simplesmente o
numero de argumentos senao aridade devolve um valor especial que se convencionou
ser zero visto uma rela cao ter sempre pelo menos um argumento
Denicao
 Seja r & ht  c

       c
i
i uma rela cao Entao a fun cao total aridade R 
IN
 
que devolve para cada rela cao a sua aridade denese como
aridader &

i se t  f
r
 
r
g  aridadet & i
 caso contrario
Um conceito representa uma unica entidade pelo que a sua ordem e a ordem dessa
entidade No entanto uma rela cao tem como argumentos varias entidades Por con
ven cao a ordem de uma rela cao sera a maior das ordens dessas entidades Mas as
entidades naorelacionais nao sao relevantes para o calculo da ordem Por exemplo
uma rela cao binaria em que um dos argumentos e um conceito naorelacional de ordem
 e o outro e um conceito relacional de ordem  sera uma rela cao de ordem  e nao  A
razao dada no captulo anterior e a analogia com a no cao de fun cao de ordem superior
uma fun cao de ordem n tem pelo menos um argumento que e uma fun cao de ordem n

e nao tem nenhum argumento que seja uma fun cao de ordem n ou mais Substituindo
a palavra fun cao por rela cao obtemse a deni cao de rela cao de ordem superior
Mas existe outra razao para ignorar os argumentos naorelacionais Considerese por
exemplo o tipo de rela cao CLASSE do Exemplo  na pagina  Da jeito poder escrever
GATO Garfield




CLASSE
 ESP

ECIE gato




CLASSE
 CATEGORIA especie  Ou seja
CLASSE e usado para relacionar qualquer entidade naorelacional com o seu tipo inde
pendentemente da ordem
Resumindo a ordem de uma rela cao e a maior das ordens dos argumentos relacio
nais Se a rela cao so tiver argumentos naorelacionais entao por conven cao sera de
ordem zero Visto a ordem de uma rela cao se basear na dos seus argumentos que sao
conceitos ela podera ser desconhecida Neste caso calculase o intervalo das ordens
possveis Deste modo podese representar de novo a ordem indenida como o inter
valo vazio Mas como e calculado esse intervalo de ordens' Imaginemos uma rela cao
 Conceitos e Relac	oes
binaria entre conceitos relacionais um de ordem         e outro de ordem   
A rela cao nunca podera ser de ordem inferior a  por causa do segundo argumento
mas podera chegar 	a quarta ordem por causa do primeiro argumento A partir desta
observa cao chegase ao algoritmo pretendido Para cada conceito as fun coes li e ls
calculam respectivamente o limite inferior e superior das ordens possveis Se o con
ceito for naorelacional esses limites serao zero De seguida guardase em x o maior
dos valores devolvidos por li  e y sera o maior dos limites superiores Deste modo a
ordem rela cao tera que estar no intervalo x       y segundo os argumentos Passando
ao tipo da rela cao a fun cao o calcula as ordens por ele permitidas Os tipos universal
e absurdo permitem relacionar quaisquer conceitos O intervalo ira entao de  a or
dem dos conceitos naorelacionais a or  a maior ordem dos conceitos relacionais Caso
contrario isto e se o tipo da rela cao tiver uma ordem especca n entao o intervalo
so podera ir ate n 
  A ordem da rela cao sera entao determinada pela intersec cao
dos intervalos obtidos No entanto caso um dos argumentos tenha ordem indenida
ou seja se nao estiver bemformado a ordem da rela cao tambem estara indenida
Denicao  A fun cao total ordem R  IN que devolve para cada rela cao r de
tipo t as suas ordens possveis denese como
ordemr &

 se c  argsr c  C
f
ot  x       y caso contrario
em que x & max fli cjc  argsrg e y & max flscjc  argsrg sendo
ot &

       or  se t  f
r
 
r
g
       ordemt
  caso contrario
lic &

 se nonrel  generoc
minordemc caso contrario
lsc &

 se nonrel  generoc
max ordemc caso contrario
Tal como acontecia com os conceitos estas fun coes permitem distinguir as rela coes
bemformadas das malformadas Intuitivamente numa rela cao bemformada o tuplo
representado pelos argumentos podera pertencer 	a denota cao do tipo da rela cao Assim
o numero de argumentos tem que ser igual 	a aridade do tipo e cada argumento relacional
tem que ser de ordem inferior 	a permitida pelo tipo Claro que a rela cao esta mal
formada se algum dos seus argumentos o estiver Como para os conceitos a deni cao
formal e sucinta facilmente computavel e corresponde 	a intui cao devido 	a propria
maneira como foram denidas as fun coes aridade e ordem
Denicao  O conjunto das rela coes bemformadas e
R
f
& fr  Rjaridader    ordemr & g
Proposicao  O conjunto R
f
das relacoes bemformadas contem apenas as relacoes
ht  c

       c
i
i que satisfazem uma das seguintes condicoes

 Relac	oes 
  t  T
r
hii
 	j  f       ig c
j
 C
f
 generoc
j
 & frelg  c
j
 RC
ordemt

  t  f
r
 
r
g  	j  f       ig c
j
 C
f
 
Demonstracao  O estilo da demonstra cao e identico ao da Proposi cao  na pagina 
constroise o conjunto das rela coes malformadas e imediatamente vese que o seu
complementar e o conjunto pretendido Em particular para uma rela cao ter aridade
zero so ha uma possibilidade segundo a Deni cao  na pagina  o tipo nao e o
tipo universal nem o tipo absurdo e a sua aridade e diferente do numero de argu
mentos da rela cao Ou seja o conjunto das rela coes malformadas quanto 	a aridade
e fht  c

       c
i
ijt  T
r
hji
 j & ig Quanto 	a ordem Deni cao  na pagina oposta
uma das possibilidades de obter o conjunto vazio e um dos argumentos nao estar bem
formado Outra possibilidade e a ordem maxima de um dos argumentos relacionais
que sao conceitos e portanto podem ter varias ordens ser superior 	a ordem do tipo
da rela cao De facto reparese que os conceitos naorelacionais contribuem sempre
com  para a ordem da rela cao e portanto sao sempre compatveis com o conjunto
       ordemt
  contribuido pelo tipo da rela cao Donde a unica maneira de obter
o conjunto vazio e ter um conceito relacional de ordem superior ou igual a ordemt 
Os exemplos usam a habitual nota cao graca c
 





r
 c

em vez da nota cao
matematica hr  c

  c

i
Exemplo   O tipo de rela cao CLASSE faz a passagem do nvel objecto para o metanvel
ao relacionar um indivduo com o seu tipo A rela cao
GATO Garfield




CLASSE
 ESP

ECIE gato
e de aridade dois porque aridadeCLASSE e igual ao numero de argumentos ver Exem
plo  na pagina  Sendo estes naorelacionais as fun coes auxiliares li e ls devolvem
sempre  donde x & y &  Alem disso temse ordemCLASSE &  pelo que se obtem
       
           o que da  para a ordem da rela cao
Exemplo   Uma rela cao que usa o tipo INVERSADE Exemplo  na pagina  e r &
TRANSITIVA antepassado




INVERSA
DE
 TRANSITIVA descendente  Temse aridader&
 e ordemr &  pois tanto ANTEPASSADO como DESCENDENTE sao rela coes entre pes
soas e portanto sao de primeira ordem Mesmo sendo TRANSITIVA de ordem or isso
nao altera a ordem dos conceitos que neste caso e determinada pelos referentes Alem
disso INVERSADE e de ordem or !  mas a rela cao e de ordem  Por aqui se ve que
a ordem de uma rela cao e a ordem das entidades relacionadas e nao a ordem dos tipos
que sao usados para classicar essas entidades ou a propria rela cao
Exemplo   A rela cao r & FELINO 




ENTRE
 CARACTER

ISTICA e de ordem zero
mas de aridade indenida Aplicando a deni cao obtemse aridader &  porque
aridadeENTRE &  mas r tem dois argumentos De modo analogo ao Exemplo 
ordemr &        
           & 
Exemplo   A rela cao r & FELINO 




AGNT
 ORDEM
PARCIAL e binaria mas de ordem
indenida Pelo Exemplo  na pagina  temse ordemAGNT &  e aridadeAGNT & 
 Conceitos e Relac	oes
Como a rela cao tem de facto dois argumentos vem que aridader &  De acordo com
o Exemplo  na pagina  ORDEMPARCIAL  T
rc
or
pelo que ordem ORDEM
PARCIAL  &
       or Entao ordemr &        
   max f  g      max f  org &  
       or &  Numa rela cao com argumentos relacionais o tipo tem pois que ser pelo
menos de segunda ordem
Para nalizar deno uma ordem parcial sobre as rela coes induzida pela hierarquia
dos conceitos obtida anteriormente e pela hierarquia dos tipos de rela cao
Denicao  Uma rela cao r e uma restricao ou especializacao da rela cao r
 
e in
versamente r
 
e uma generalizacao de r escrevendose r  r
 
 se e so se
  r e r
 
tiverem o mesmo numero de argumentos
  tipor  tipor
 

  argr  i  argr
 
  i para cada i possvel
Proposicao  R e uma particao de reticulados 
Demonstracao  As rela coes de aridade i formam um reticulado pois sao o produto
cartesiano do reticulado T
R
Hipotese  na pagina  com i vezes o reticulado C
Proposi cao  na pagina  Donde R e uma parti cao de reticulados cada um deles
contendo apenas as rela coes da mesma aridade Por deni cao a ordem parcial destes
reticulados e a rela cao de especializa cao  
Por exemplo o topo das rela coes binarias e 
c
  





r
 
c
   sendo a respec
tiva base 
c

	
  





r
 
c

	
   Mas como os conceitos bemformados nao formam um
reticulado as rela coes bemformadas da mesma aridade tambem nao o fazem
Exemplo   A maior especializa cao comum das rela coes bemformadas
ACTO 




AGNT
 
c
 Joao e RELAC	

AO 




INVERSA
DE
 RELAC	

AO
e a rela cao malformada 
c






r
RELAC	

AO Joao  Ha no entanto duas especia
liza coes comuns bemformadas mas incomparaveis Exemplo  na pagina 
Cap tulo 
Grafos
Tendo os ingredientes basicos conceitos e rela coes podese passar aos grafos concep
tuais Como foi dito na introdu cao desta disserta cao os grafos vao ser classicados
segundo o seu signicado e a sua forma Dos quatro nveis de signica cao este captulo
apenas trata os dois primeiros grafos sintacticamente correctos e grafos bemformados
Quanto 	a forma seguirei tres criterios a inexistencia de contextos a inexistencia
de dependencias e a conectividade do grafo
Os contextos sao conceitos cujo referente nao e uma entidade individual mas sim um
conjunto de grafos A sua utilidade principal consiste na representa cao da nega cao e da
conjun cao Assim os grafos com contextos conseguem representar todas as formulas da
logica proposicional Captulo  na pagina  A liga cao de conceitos em contextos dis
tintos e feita atraves dos elos de correferencia os quais juntamente com os contextos
permitem aos grafos conceptuais representarem todas as formulas de primeira ordem
Basicamente um elo de correferencia e uma igualdade entre os referentes dos dois con
ceitos por ele ligados No entanto devido 	a introdu cao de tipos de ordem superior sao
necessarias outras igualdades chamadas dependencias entre os vertices de um grafo
por exemplo entre os tipos de dois conceitos

 Ao contrario de um grafo normal um
grafo com dependencias representa todos os grafos que satisfazem as igualdades As
dependencias tambem permitem ligar vertices de grafos distintos juntandoos deste
modo num so grafo ao qual chamarei grafo composto Removendo as dependencias a
um grafo composto obtemse pois um grafo desconexo
A estrutura deste captulo e extremamente simples As sec coes sao dedicadas 	as
varias formas de grafos Dentro de cada sec cao e feita a distin cao dos dois primei
ros nveis de signica cao grafos sintacticamente correctos e bemformados As duas
primeiras sec coes tratam os grafos sem e com contextos A terceira e quarta sec coes
abordam os grafos com dependencias sendo o caso dos elos de correferencia tratado
isoladamente na terceira sec cao A ultima sec cao e sobre os grafos compostos Por sua
vez cada sec cao tem uma estrutura semelhante Depois da deni cao geral vem o caso
bemformado tratandose por m a hierarquia formada pelos grafos A verica cao da
boaforma cao de um grafo sera computacionalmente eciente
 
Sowa 	

 introduziu os operadores  e  para equacionar o referente de um conceito com o tipo
de um conceito ou rela cao Os operadores foram formalmente denidos em Wermelinger e Lopes
	

 mas a presente abordagem nao so e uma extensao como uma simplica cao desse trabalho

  Grafos
 Grafos Rasos
No caso mais simples um grafo conceptual e apenas constitudo por conceitos e rela coes
ligados entre si por arcos numerados o que permite distinguir os varios argumentos de
uma rela cao
Hip otese  Sowa Um grafo conceptual e um grafo nito conexo e bipartido
  Os dois generos de nos do grafo bipartido sao conceitos e relacoes
  Toda a rela cao tem um ou mais arcos cada um ligado a um conceito
  Se uma rela cao tem n arcos e chamada de naria e os seus arcos sao etiquetados
com os numeros naturais          n O termo unaria e sinonimo de aria binaria
de aria e ternaria de aria
  Um unico conceito pode formar um grafo conceptual mas cada arco de uma
rela cao tem que estar ligado a algum conceito
Esta hipotese introduz tres no coes grafo conceito e rela cao Visto estar a seguir
uma ordem de apresenta cao completamente diferente da de Sowa  e por estar
a seguir uma metodologia em que para cada no cao a sua deni cao ja introduzi
anteriormente as no coes de conceito e de rela cao Assim seguese a deni cao de grafo
conceptual que se mantem equivalente 	a de Sowa embora esteja formulada de maneira
diferente Por oposi cao aos grafos com contextos ver a sec cao seguinte designo os
grafos normais de rasos
Hip otese  Um grafo conceptual raso hV
C
  V
R
  E  etiquetai e um grafo nito bipar
tido e conexo tal que V
C
e o conjunto nao vazio de vertices conceptuais V
R
e o conjunto
de vertices relacionais e a fun cao total etiqueta  V
C
V
R
 CT
R
associa a cada vertice
conceptual um conceito e a cada vertice relacional um tipo de rela cao Alem disso o
conjunto dos arcos E e um subconjunto de V
R
 IN V
C
cujos elementos satisfazem a
condi cao 	r  V
R
	c  V
C
	i   hr  i  ci  E  c
 
 V
C
hr  i
   c
 
i  E
As duas deni coes de grafo conceptual assumem o mnimo possvel Basicamente
apenas se exige que os arcos liguem vertices de especie diferente e que sejam numerados
de forma consecutiva isto e que uma rela cao nao salte sobre argumentos Quanto 	as
diferen cas a minha deni cao nao diz explicitamente que um vertice relacional tem que
ter um ou mais arcos e que esses arcos tem que estar ligados a conceitos porque isso
e implicado pelo facto do grafo ser conexo e bipartido Tambem nao e necessario dizer
explicitamente que um conceito por si so pode formar um grafo conceptual pois esse
e o caso em que V
R
esta vazio mas V
C
nao Por outro lado dois ou mais vertices
conceptuais sem vertices relacionais nao constituem um grafo pois violam a condi cao
da conectividade Resumindo se V
R
estiver vazio so pode haver mesmo um unico
conceito
A separa cao entre vertices conceptuais e conceitos e importante porque vertices
distintos podem estar etiquetados com o mesmo conceito No entanto se o conceito
for generico por exemplo PESSOA    as duas ocorrencias do mesmo conceito podem
 Grafos Rasos  
representar entidades diferentes Devido a esta distin cao entre vertices por um lado
e conceitos e rela coes por outro convem ter as seguintes fun coes auxiliares que serao
bastante usadas no resto da disserta cao
Denicao Seja hV
C
  V
R
  E  etiquetai um grafo conceptual A fun cao total tp V
C

T
C
que devolve para cada vertice conceptual o seu tipo e a composi cao de etiqueta com
tipo ou seja tpc & tipoetiquetac para qualquer c  V
C

Denicao Seja hV
C
  V
R
  E  etiquetai um grafo conceptual A fun cao total rf  V
C

M que devolve para cada vertice conceptual o seu referente e a composi cao de etiqueta
com referente isto e rf c & referenteetiquetac para qualquer c  V
C

Denicao	 Seja hV
C
  V
R
  E  etiquetai um grafo conceptual A fun cao total rl  V
R

R devolve para vertice relacional r a rela cao por ele formada
rlr & hetiqueta r  etiquetac

       etiqueta c
n
i  	i &        n hr  i  c
i
i  E
A no cao de boaforma cao para os grafos rasos e imediata um grafo esta bem
formado se os conceitos e rela coes representados pelos vertices tambem o estiverem Em
termos praticos se V
R
&  basta vericar que as rela coes do grafo estao bemformadas
pois isso inclui automaticamente a verica cao de todos os vertices conceptuais
Denicao
 Um grafo conceptual raso hV
C
  V
R
  E  etiquetai esta bemformado se
	c  V
C
etiquetac  C
f
e se 	r  V
R
rlr  R
f

Tal como aconteceu com os tipos os marcadores os conceitos e as rela coes vamos
querer comparar grafos e organizalos em conjuntos parcialmente ordenados Essa
rela cao de compara cao chamase de novo especializa cao ou generaliza cao dependendo
do ponto de vista que se queira tomar A hierarquia dos conceitos foi induzida pelas
hierarquias de tipos e marcadores e a hierarquia de rela coes foi obtida a partir das
hierarquias dos conceitos e dos tipos de rela cao Assim a hierarquia de grafos vai ser
denida 	a custa das hierarquias dos seus vertices Um grafo g
 
sera uma especializa cao
de g se as etiquetas de g
 
forem uma especializa cao das de g usando a Deni cao  na
pagina  e a Hipotese  na pagina  Mas g
 
tambem tem que manter a topologia

 os arcos 
 de g Para tal usase uma no cao bastante vulgar da teoria de grafos a
de projec cao


Denicao Sejam g & hV
C
  V
R
  E  etiquetai e g
 
& hV
 
C
  V
 
R
  E
 
  etiqueta
 
i dois grafos
conceptuais Uma projeccao  g  g
 
e uma fun cao que associa a g um subgrafo de
g
 
chamado projeccao de g em g
 
tal que
  	c  V
C
c  V
 
C
 etiqueta
 
c  etiquetac
  	r  V
R
r  V
 
R
 etiqueta
 
r  etiquetar

Em Sowa 	
 a projec cao e a especializa cao de grafos sao usadas apenas no ambito das regras
canonicas de forma cao Deni cao 	 na pagina  e Teorema  na pagina  Penso no entanto
que se tratam de duas no coes genericas pelo que devem ser aplicadas aos grafos conceptuais em geral
e nao apenas a um seu subconjunto o dos grafos canonicamente derivaveis
 
 Grafos
  	e & hr  i  ci  E e & hr  i  ci  E
 
Por outras palavras existe uma projec cao de g em g
 
quando g
 
pode ser obtido de g
especializando os vertices e eventualmente acrescentando novos vertices e arcos Por
isso g
 
sera chamado uma especializa cao de g No caso mais simples especializar um
grafo g resumese apenas a especializar os vertices existentes sem acrescentar novos
vertices ou arcos pelo que se obtem um grafo g
 
isomorco ao original g A este genero
de especializa cao chamarei instancia
Denicao  Um grafo conceptual g
 
e uma especializacao ou restricao de um grafo
conceptual g e inversamente g e uma generalizacao de g
 
 escrevendose g
 
 g se existir
uma projec cao de g em g
 

Denicao  Dizse que g
 
e uma instancia de g se houver uma projec cao de g em g
 
que seja uma fun cao bijectiva
Exemplo   Considere os seguintes grafos
g

& 
c





AGNT
 
c
g

& 
c






AGNT
g

& ACTO 




AGNT
 ANIMADO g

& COMER 




AGNT
 PESSOA Joao
As especializa coes sao g

 g

 g

e g

 g

 Mais concretamente g

e uma instancia
de g

que por sua vez e uma instancia de g

 No entanto g

nao e instancia de g

porque a projec cao de g

em g

nao e injectiva donde nao e bijectiva
Um caso particular de instancia e a copia dois grafos iguais sao instancias um
do outro Notese tambem que se os dois grafos a comparar se resumirem a um unico
conceito ou a uma unica rela cao camos no caso particular da especializa cao de conceitos
e rela coes Deni cao  na pagina  e Deni cao  na pagina 
 Grafos Hierarquicos
A par dos referentes uma das fontes de maior expressividade na TEC sao os contextos o
que os torna problematicos do ponto de vista formal Existem varias concep coes do que
deve ser um contexto pelo que um tratamento aprofundado do assunto esta para alem
do ambito deste texto

 Assim limitarmeei a adoptar a deni cao de Sowa  sem
altera coes pois ela serve para o uso limitado que farei dos contextos De facto a teoria
original encaraos apenas como um conjunto de grafos que representam proposi coes
verdadeiras ou falsas que podem ser cren cas de algum indivduo ou descrever uma
situa cao Do ponto de vista logico os contextos traduzemse meramente na conjun cao
dos grafos contidos Hipotese  na pagina  o que os torna pouco expressivos
comparando com outras abordagens

A maior parte do trabalho sobre contextos tem sido feito por John Esch 	

a 	

b 	

a
	

b 	

c que inuenciou parte das extensoes propostas pelo proprio Sowa 	

 	

 Em rela cao
a trabalho feito fora da comunidade das Estruturas Conceptuais vejase Guha 	

	 McCarthy
	

 Buvac e Mason 	



 Grafos Hierarquicos  
Denicao Sowa Seja p um conceito de tipo PROPOSIC

AO cujo referente e o
conjunto fu

       u
n
g de grafos conceptuais PROPOSIC

AO fu

       u
n
g Entao cada
grafo u
i
em referentep dizse asserido pela proposicao p e u
i
dizse ocorrer no contexto
de p
Denicao Sowa Sejam os grafos fu

       u
n
g asseridos pela proposi cao p com
a rela cao NEG ligada a p 	NEG
PROPOSIC

AO fu

       u
n
g Entao o grafo de
NEG ligada a p chamase um contexto negativo Um contexto negativo contendo um
unico grafo que tambem e um contexto negativo chamase uma dupla negacao
Para simplicar a escrita Sowa convencionou que se pode omitir o tipo PROPOSIC

AO
e a rela cao NEG pode ser abreviada como 
Exemplo   A arma cao Joao nao e uma pessoa e representada pelo contexto nega
tivo




NEG
 PROPOSIC	

AO PESSOA Joao  A proposi cao Nenhuma pessoa come e dada
por




NEG
 PROPOSIC	

AO COMER 	




AGNT
	 PESSOA  A conjun cao Ninguem come e
Joao nao e uma pessoa corresponde ao contexto positivo
PROPOSIC	

AO
 
COMER 	




AGNT
	 PESSOA
 
PESSOA Joao
Se cada uma das arma coes e falsa individualmente a sua conjun cao tambem o e

COMER 	




AGNT
	 PESSOA PESSOA Joao 
Exemplo   O uso principal que darei aos contextos sera para a representa cao de regras
seentao ou seja implica coes Visto que segundo a logica classica p implica q e
equivalente a nao se tem simultaneamente p e nao q o grafo

g
 
 
g

representa a
implica cao pretendida assumindo que o grafo conceptual g

representa a proposi cao p
e g

representa q Nomeadamente podese denir
tipo SE	x
  e

PROPOSIC	

AO x tipo ENT

AO	x
  e

PROPOSIC	

AO x
o que permite escrever implica coes na sua forma mais geral do seguinte modo
SE g
 
 g

     g
n
ENT

AO g

 
 g


     g

m
No entanto podiase trocar o tipo SE pelo tipo ENT

AO e viceversa pois semanticamente
sao equivalentes
Exemplo 	  Os contextos tambem sao usados para descrever situa coes tanto estaticas
estados como dinamicas eventos e processos Um exemplo tirado de Sowa  e
SITUAC	

AO GATO 





AGNT

 CAC	AR 	




OBJ
	 RATO 




DUR
 PER

IODO  seg
Para uma representa cao detalhada de discursos em lngua natural em particular de
informa cao temporal vejase o trabalho de Moulin  
A deni cao de boaforma cao para os grafos com contextos e simples
  Grafos
Denicao  Um grafo conceptual dizse hierarquico se pelo menos um dos vertices
conceptuais for um contexto
Denicao  Um grafo conceptual hierarquico esta bemformado se cada grafo con
tido num contexto estiver bemformado
Quanto 	a projec cao ela deve obviamente manter o encaixe dos contextos No en
tanto nao se obriga a que o contexto c tenha exactamente o mesmo numero de
grafos que o contexto c Por um lado dois ou mais grafos no contexto c podem ser
projectados num unico grafo do contexto c mas tambem e possvel que c tenha
novos grafos que nao estejam relacionados com os do contexto c Em particular c pode
estar vazio mas c nao
Denicao  Sejam g e g
 
dois grafos conceptuais hierarquicos Uma projec cao  
g  g
 
tem que ser tal que cada grafo contido num contexto c de g e projectado num
grafo do contexto c de g
 

Exemplo 
  O grafo

COMER 	




AGNT
	 PESSOA PESSOA Joao e uma generaliza cao
de

COMER 	




AGNT
	 PESSOA Joao 
Ao contrario do que acontece no Exemplo  na pagina precedente nesta disserta cao
os contextos apenas sao usados para representar a conjun cao e a nega cao de proposi coes
pelo que as deni coes originais de Sowa acima apresentadas sao sucientes Deste
modo um grafo hierarquico podera apenas ser da forma

PROPOSIC	

AO fg
 
     g
n
g ou




NEG
 PROPOSIC	

AO fg
 
     g
n
g em que os g
i
sao grafos rasos ou hierarquicos Daqui
resulta que um contexto pode conter um ou mais contextos que por sua vez podem
incluir outros e assim por diante A deni cao seguinte introduz alguma nomenclatura
associada a esta no cao de encaixe
Denicao  Sowa O contexto exterior e a colec cao de todos os grafos concep
tuais que nao ocorrem no referente de qualquer conceito
  Se um conceito ou grafo conceptual ocorre no contexto exterior dizse que esta
encaixado 	a profundidade 
  Se x e um contexto negativo que esta encaixado 	a profundidade n entao qualquer
grafo ou conceito que ocorre no contexto de x dizse estar encaixado 	a profundidade
n! 
  Para qualquer inteiro n   um grafo ou conceito encaixado no nvel n dizse
estar com encaixe par  e um grafo ou conceito encaixado no nvel n !  dizse
estar com encaixe mpar 
  Se um contexto y ocorre num contexto x entao dizse que x domina y Se y
dominar outro contexto z entao x tambem domina z O contexto exterior domina
todos os outros contextos

Na nota cao abreviada omitirei as chavetas e as vrgulas entre os g
i

 Grafos Correferentes   
Notese que o nvel de encaixe so aumenta quando se transpoe um contexto negativo
Isto tem a ver com o facto desta deni cao ser usada nas regras de inferencia de primeira
ordem em que e preciso distinguir os grafos que se encontram negados dos que nao
o estao e neste ultimo caso nao interessa quantos contextos positivos se encontram 	a
sua volta
 Grafos Correferentes
Muitas vezes e necessario indicar que dois vertices conceptuais distintos representam
a mesma entidade Isso acontece sobretudo quando os vertices estao em contextos
diferentes mas tambem podem estar no mesmo contexto Em qualquer dos casos o
mecanismo dado pela TEC para representar a igualdade de referentes e o elo de corre
ferencia Imaginemos por exemplo que queremos representar a frase se alguem come
entao esse alguem e Joao O grafo conceptual correspondente e

COMER 	




AGNT
	 ANIMADO   
 
   PESSOA Joao
O elo de correferencia indicado pela linha pontilhada mostra que os conceitos ANIMADO
e PESSOA Joao representam a mesma entidade Um elo de correferencia pode ser visto
como um arco nao orientado que liga dois conceitos os quais por sua vez podem estar
ligados atraves de outros elos de correferencia a outros conceitos e assim por diante
formando o todo um grafo ao qual se chama linha de identidade Neste exemplo a
linha de identidade e ANIMADO    PESSOA Joao  Como o contexto de PESSOA Joao
esta encaixado no contexto de ANIMADO  dizse que ANIMADO domina PESSOA Joao e
que os dois conceitos sao correferentes Vejamos a deni cao formal destas no coes
Hip otese Sowa Uma linha de identidade e um grafo conexo e nao orientado
g cujos nos sao conceitos e cujos arcos sao pares de conceitos chamados elos de corre
ferencia
  Nenhum conceito pode pertencer a mais do que uma linha de identidade
  Um conceito a em g dizse dominar outro conceito b se existir um caminho
ha

  a

       a
n
i em g com a & a

 b & a
n
e para todo o i ou a
i
e a
i
ocorrem
ambos no mesmo contexto ou o contexto de a
i
domina o contexto de a
i

  Dois conceitos a e b sao correferentes se a dominar b ou b dominar a
  Um conceito a e dominante se a dominar todos os conceitos que dominarem a
Um colec cao de grafos conceptuais ligados por uma ou mais linhas de identidade e
chamado um grafo composto Um grafo conceptual sem linhas de identidade nem
contextos encaixados e chamado um grafo simples
Ha dois pontos a salientar nesta deni cao Em primeiro lugar reparese que segundo
a formula cao apresentada um conceito e dominante se nao houver nenhum conceito
que o domine ou se os conceitos que o dominarem estiverem no mesmo contexto Em
  Grafos
segundo lugar a classica cao de grafos proposta nao cobre a totalidade das possibili
dades como por exemplo os grafos com apenas um nvel de contextos e a distin cao
simples vs composto baseiase em dois criterios diferentes conectividade e linhas de
identidade Irei pois adoptar a terminologia introduzida pela Hipotese  na pagina
anterior 	a excep cao da respeitante aos grafos para os quais uso a seguinte deni cao
Denicao  Um grafo conceptual com uma ou mais linhas de identidade chamase
um grafo correferente
Os exemplos de grafos correferentes que se seguem ilustram a nomenclatura usada
alem de mostrarem as subtilezas da correferencia e como o senso comum pode ser
enganador
Exemplo  Sowa 
  Tendo a nega cao e a conjun cao o operador por defeito
num contexto conseguese denir qualquer outra rela cao logica tal como OU
relacao OU	x y
  e x   

  
 
x
 
y       y
Reparese que os argumentos de OU sao contextos pois o tipo PROPOSIC

AO foi omitido
Alem disso devido 	a maneira como a expansao relacional esta denida Sowa 
p  na deni cao de um tipo de conceito ou tipo de rela cao os argumentos tem
que estar no contexto exterior o que faz com que neste caso sejam necessarios elos de
correferencia Mais precisamente o grafo correferente usado pela deni cao do tipo de
rela cao OU tem dois elos de correferencia duas linhas de identidade e dois conceitos
dominantes
Exemplo  Esch 	b  No grafo GATO    GATO temos uma linha de identidade
que e o proprio grafo e dois conceitos correferentes sendo ambos dominantes Quanto
a GATO       GATO  apenas o conceito da esquerda e dominante embora os dois
conceitos estejam 	a profundidade  Deni cao  na pagina  Continuando com
o processo de encaixe obtemse GATO          GATO  Embore a linha de identidade
continue a ser GATO    GATO  os conceitos ja nao sao correferentes mas ambos sao de
novo dominantes porque nao ha nenhum conceito que os domine A razao pela qual
nao sao correferentes e que o elo de correferencia primeiro sai de um contexto para
depois entrar noutro
Exemplo  Sowa 
  O exemplo classico da utiliza cao de contextos negativos
e linhas de identidade e a representa cao da frase Existem pelo menos duas pessoas
distintas ou dita de modo equivalente embora mais rebuscado Existem pessoas x e y
mas nao existe pessoa que seja identica a ambas Esta segunda versao podese traduzir
directamente para PESSOA   

   PESSOA       PESSOA  Este grafo tem uma unica linha
de identidade mas dois elos de correferencia e dois conceitos dominantes os que estao
fora do contexto negativo No entanto esses dois conceitos nao sao correferentes porque
nenhum deles domina o outro embora cada um deles seja correferente com o conceito
do meio
 Grafos Correferentes  
Como se ve as no coes de profundidade dominancia e correferencia nao sao tao
dependentes umas das outras como se possa julgar 	a primeira vista Outra coisa que
os exemplos mostram e que a ideia intuitiva de que linhas de identidade expressam
igualdade Sowa  p  nao pode ser levada 	a letra Nem uma linha de
identidade liga conceitos necessariamente identicos vejase o exemplo com que come cou
esta sec cao nem a correferencia e transitiva Exemplo  na pagina oposta embora
a igualdade o seja
Veremos na Sec cao  na pagina  em que se mostra a semantica dos grafos
conceptuais que um elo de correferencia indica a igualdade das entidades representadas
pelos conceitos ligados Assim os referentes desses conceitos devem ser iguais mas os
tipos nao precisam de o ser

E por isso que os conceitos ligados por uma linha de
identidade nao sao necessariamente identicos Por outro lado uma linha de identidade
pode atravessar contextos com profundidades diferentes isto e contextos negativos
Por isso e que a correferencia nao e transitiva Devido a estas caractersticas dos grafos
hierarquicos os elos de correferencia nao podem ser usados de qualquer maneira A
discussao que se segue cujo objectivo e chegar 	a deni cao de grafo correferente bem
formado tenta explicar melhor o signicado dos elos de correferencia e a sua utiliza cao
A deni cao de linha de identidade e por conseguinte a de grafo correferente nao
impede um elo de correferencia entre dois conceitos no mesmo contexto Do ponto de
vista pratico pode ser util caso os dois conceitos perten cam a grafos diferentes e se
desejarse mantelos separados No entanto do ponto de vista teorico o signicado
desses dois grafos e equivalente ao de um unico grafo obtido por jun cao dos conceitos
correferentes
Exemplo   O grafo GULOSO 




ATRIB
GATO    FELINO Garfield




AGNT
 COMER
tem o mesmo signicado que GULOSO 




ATRIB
GATO Garfield




AGNT
 COMER 
Podese pois assumir que um elo de correferencia denota o maior subconceito co
mum dos conceitos ligados Este facto foi utilizado por Esch b para a deni cao
de novos subtipos Eis um exemplo seu
Exemplo   O um quadrado pode ser denido como sendo um rectangulo um qua
drilatero cujos lados formam angulos rectos que e simultaneamente um losango um
quadrilatero cujos lados tem comprimento igual
tipo QUADRADO	x
  e RECT

ANGULO x    LOSANGO x
Entao quais sao as correferencias nao permitidas num grafo bemformado' Para a
resposta voltemos ao Exemplo  na pagina oposta em que a unica linha de identidade
sem signicado era a do terceiro grafo GATO          GATO  Se traduzirmos este grafo
para uma formula em logica de predicados usando as hipoteses de Sowa apresentadas
na Sec cao  na pagina  obtemos x Gatox  y Gatoy Ou seja embora o
utilizador tenha querido for car a identidade dos dois conceitos isso e impedido pelo
facto dos contextos em que se encontram estarem completamente separados Por isso
para um elo de correferencia fazer sentido tem que ligar um conceito dominante a
um dominado Usando a terminologia da Hipotese  na pagina  tem que ligar
conceitos correferentes
  Grafos
Denicao  Um grafo correferente esta bemformado se cada elo de correferencia
ligar dois conceitos correferentes
Outra maneira de entender a correferencia e atraves da compara cao com as variaveis
de linguagens de programa cao tradicionais e regras de escopo associadas Duas variaveis
com o mesmo nome que ocorrem em dois blocos de programa diferentes designam a
mesma entidade se  o bloco de uma variavel contem o bloco da outra ou  se
houver uma declara cao para essa variavel num bloco que contenha esses dois blocos e
se nao houver redeclara coes pelo meio De modo analogo dois conceitos c

e c

em
contextos diferentes cx

e cx

representam a mesma entidade  se houver um elo de
correferencia entre c

e c

e um dos contextos contiver o outro ou  se houver um
conceito c

num contexto cx

tal que c

e c

estao ligados a c

por elos de correferencia
e cx

contem tanto cx

como cx

 Em qualquer dos casos os elos de correferencia sao
sempre entre conceitos dominantes e dominados
A fun cao de projec cao introduzida na Sec cao  na pagina  adaptase facilmente
aos grafos correferentes Assim como no caso normal a projec cao de dois vertices deve
tambem incluir o arco entre eles no caso de dois vertices conceptuais ligados por um
elo de correferencia a projec cao deve manter esse elo
Denicao 	 Sejam g e g
 
dois grafos conceptuais correferentes Uma projec cao  
g  g
 
tem que ser tal que para cada elo de correferencia entre conceitos c

e c

de g
existe um elo de correferencia entre os conceitos c

 e c

 de g
 

 Grafos com Dependencias
Na sec cao anterior disse que os conceitos ligados por um elo de correferencia represen
tam a mesma entidade e como tal devem ter o mesmo referente Ou seja um elo de
correferencia nao e mais que uma equa cao isto e uma igualdade entre dois referentes
No entanto esta especie de dependencias

entre vertices conceptuais de um grafo nao e
suciente para tirar partido dos tipos relacionais e de ordem superior os quais tambem
podem ser usados como marcadores Sec cao  na pagina  Para estes casos serao
precisas igualdades entre o tipo de um conceito e o referente de outro entre um tipo
de uma rela cao e o referente de um conceito etc Os exemplos que se seguem motivam
a necessidade de novas dependencias para alem dos elos de correferencia Para facili
tar o trabalho de composi cao do texto as dependencias serao visualizadas atraves de
variaveis
Exemplo 	  Uma das aplica coes mais uteis das dependencias e a especica cao de es
quemas de axiomas para tipos de ordem superior Por exemplo para o tipo de conceito
relacional TRANSITIVA Exemplo  na pagina  temse o seguinte grafo em que a
variavel %"r representa uma dependencia mista entre o referente de um vertice con
ceptual e o tipo de um vertice relacional

Para simplicar este trabalho as dependencias entre vertices serao sempre igualdades O termo
correferencias seria pois mais apropriado mas preferi usalo apenas no sentido da TEC original
 Grafos com Dependencias  
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Exemplo 	  O tipo de rela cao CLASSE introduzido no Exemplo  na pagina  pode
ser denido da forma
relacao CLASSE	xy
  e y x 
c
 x 




ELO
 
c
 y
o que permite escrever grafos tais como PESSOA Joao




CLASSE
 REINO animal em
que no referente do segundo conceito aparece um supertipo do tipo do primeiro conceito
Isto e possvel em parte devido 	a dependencia estabelecida pela variavel %"y Mas sem
o elo de correferencia representado pela variavel %"x a deni cao seria
relacao CLASSE	xy
  e y x 




ELO
 
c
 y
e entao os dois campos teriam que ser exactamente iguais
PESSOA Joao




CLASSE
 TIPO pessoa
Exemplo 	  O EXPRESS e porventura a linguagem de programa cao mais usada em
Computer Integrated Manufacturing Uma tradu cao parcial de EXPRESS para Estru
turas Conceptuais foi apresentada em Wermelinger e Bejan  Entre as funcio
nalidades que caram por tratar encontramse as fun coes genericas Por exemplo o
cabe calho FUNCTION f	x GENERICt
  GENERICt indica que a fun cao f aceita
um argumento de qualquer tipo de primeira ordem t e devolve um valor do mesmo tipo
t Tendo dois conceitos 
c
 x e 
c
 f para representar respectivamente o argumento
e o resultado da fun cao como dizer que tem o mesmo tipo mas nao necessariamente o
mesmo referente pois isso seria dizer que o valor de sada e igual ao valor de entrada'
Uma hipotese sera utilizando a rela cao CLASSE que como se viu no Exemplo  envolve
um tipo de ordem superior e duas dependencias

c
 x




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 TIPO 




CLASSE

c
 f
No entanto a tradu cao mais simples e directa e t x t f que requer apenas uma
dependencia entre os tipos de dois conceitos e nenhum tipo de ordem superior
Exemplo 		  Um grafo com dependencias tambem pode ser encarado como uma per
gunta 	a base de conhecimentos consistindo a resposta de todos os grafos que satisfazem
as igualdades Por exemplo a pergunta Qual a especie de Gareld' traduzse em
ESP

ECIE x x Garfield  A resposta sera ESP

ECIE gato GATO Garfield  Se ao inves
da especie pretendermos saber a famlia basta substituir ESP

ECIE por FAM

ILIA na
pergunta sendo a resposta FAM

ILIA felino FELINO Garfield ver Exemplo  na pagi
na 
 Grafos
Dada a necessidade de estender os elos de correferencia a dependencias mais (exveis
entre os vertices de um grafo o resto desta sec cao discute em pormenor as dependencias
necessarias e qual o seu signicado alem de adaptar as no coes de boaforma cao e de
projec cao a grafos com dependencias
Come cando pelas possveis equa coes entre os vertices de um grafo vericase facil
mente que ha seis combina coes no total Eilas em que c e c
 
sao vertices conceptuais
e r e r
 
sao vertices relacionais


 tpc & tpc
 
  rf c & rf c
 

 tpc & rf c
 
  rf c & etiqueta r
 tpc & etiqueta r  etiquetar & etiquetar
 

A equa cao  e obviamente impossvel de satisfazer visto os tipos de conceito e os
tipos de rela cao serem disjuntos Hipotese  na pagina  A equa cao  corresponde
a um elo de correferencia

 Por outro lado sera que as equa coes da forma  e  sao
dispensaveis' Mais especicamente podese reescrever tpc & tpc
 
 como a conjun cao
das dependencias tpc & rf c
  
 e rf c
  
 & tpc
 
 e podese encarar etiquetar &
etiqueta r
 
 como uma abreviatura de etiqueta r & rf c e rf c & etiquetar
 
' A
resposta e nao porque as dependencias  ou  admitem os tipos universais e absurdos
como solu cao o que nao acontece com as formas reescritas pois nem 
c
 
c
 
r
ou 
r
podem ocorrer no referente de um conceito

E pois ponto assente que 	a excep cao das equa coes da forma  todas as outras sao
necessarias O Exemplo  na pagina  usa as formas   e  enquanto a forma  e
usada no Exemplo  na pagina anterior e a forma  aparece no Exemplo  na pagina
precedente e no Exemplo  na pagina anterior Um grafo com dependencias podera
ser entao encarado como um grafo normal ao qual se acrescenta um conjunto nao vazio
de equa coes entre referentes e tipos
Hip otese 
 Um grafo conceptual com dependencias e um grafo hV
C
  V
R
  E  etiquetai
com um conjunto nao vazio de equa coes as dependencias cada uma delas sendo de
uma das seguintes formas em que c  c
 
 V
C
e r  r
 
 V
R

tpc & tpc
 
 rf c & rf c
 
 tpc & rf c
 

rf c & etiquetar etiqueta r & etiquetar
 

Mas qual a diferen ca entre grafos com dependencias e sem dependencias' O signi
cado dado neste trabalho 	as dependencias advem do Exemplo  na pagina precedente
um grafo com dependencias representa todas as suas solu coes isto e todas as instancias
Deni cao  na pagina  do grafo que satisfa cam as equa coes Como um elo de cor
referencia e uma dependencia particular e importante que esta interpreta cao inclua a
dos grafos correferentes E de facto a no cao de linha de identidade como denotando
a entidade comum das representadas pelos conceitos ligados adaptase bem 	a ideia
intuitiva de dependencias

Relembro que tpc  tipoetiquetac e rf c  referenteetiquetac 	

Na TEC original um elo de correferencia corresponde na pratica a um par de equa coes 	 e 
porque como veremos na Sec cao 	 na pagina  para cada indivduo tem que existir um unico tipo
mnimo ao qual esse indivduo pertence Assim a igualdade de referentes implica a igualdade de tipos
 Grafos com Dependencias 
Visto as dependencias serem uma generaliza cao da correferencia os grafos com
dependencias bemformados devem incluir os grafos correferentes bemformados Por
essa razao as dependencias bemformadas terao que obedecer ao encaixe dos contextos
Por outro lado o signicado dado no paragrafo anterior a um grafo com dependencias
implica que ele so estara bemformado se pelo menos uma das suas solu coes o estiver
No entanto esta deni cao de boaforma cao depende dos tipos usados Por exemplo
imaginemos que os tipos de primeira ordem VERMELHO e AZUL nao tem nenhum subtipo
em comum alem de 
c
 Entao um grafo que contenha os conceitos c

& VERMELHO 
c

& AZUL e c

& COR juntamente com a equa cao tipoc

 & tipoc

 & referentec


nao tem solu cao possvel porque a unica maneira de os tipos de c

e c

serem iguais e
tornalos 
c
que no entanto nao pode ser o referente de c

 Como nao existe solu cao
bemformada o grafo com dependencias tambem nao estara bemformado Isto nao
me parece muito natural porque o problema reside apenas no facto de nao existir um
subtipo comum por exemplo VIOLETA De resto esta tudo bem as dependencias
ligam dois tipos de primeira ordem com um referente tambem ele de primeira ordem
porque COR e de segunda ordem
Resumindo tal como aconteceu com os conceitos as rela coes e portanto com os
grafos rasos a boaforma cao dos grafos com dependencias apenas depende da ordem
do genero e da aridade dos tipos envolvidos No entanto ao contrario do que aconteceu
com os grafos rasos a determina cao da boaforma cao nao pode ser feita localmente isto
e vericando os vertices um por um pois as dependencias podem abarcar a globalidade
do grafo Deste modo a deni cao formal de grafos com dependencias bemformados
baseiase no seguinte metodo A cada vertice conceptual associamse tres variaveis
uma para a ordem do tipo outra para a ordem do referente e a terceira para o genero
do conceito e a cada vertice relacional duas variaveis uma para a ordem e outra
para a aridade A partir das dependencias e do proprio grafo extraise uma serie de
condi coes sobretudo inequa coes que tem que ser resolvidas As solu coes indicam as
ordens generos e aridades possveis dos vertices das instancias do grafo que satisfazem
as dependencias Deste modo um grafo esta bemformado apenas se o sistema de
condi coes associado for soluvel
Vejamos com algum detalhe as condi coes extradas do grafo Seja c um vertice
conceptual e sejam c
t
 c
r
e c
g
as variaveis associadas ao tipo referente e genero de
c respectivamente De modo semelhante se r e um vertice relacional as variaveis
r
t
e r
a
representam a ordem e a aridade do tipo da rela cao
	
A excep cao de c
g
as
variaveis sao inteiras porque representam ordens ou aridades Para facilitar a forma
liza cao convencionei que os generos rel e nonrel sao codicados pelos numeros  e
 respectivamente Assim a variavel c
g
tambem sera inteira Por outro lado a or
dem dos tipos e marcador absurdos sera por conven cao  e a dos tipos universais e
do marcador generico sera  deste modo nao havendo confusao com as ordens dos
restantes tipos e marcadores as quais nunca sao negativas As condi coes sao obtidas
sempre pelo mesmo princpio como e que uma dependencia entre dois vertices ou a
ordem o genero ou aridade de um vertice restringe as especializa coes possveis desses
vertices' Vejamos alguns exemplos
Se o tipo de um conceito c for 
c
 entao nao pode ser mais especializado pelo que
qualquer instancia do grafo tera que satisfazer c
t
& 
 Por outro lado se o tipo
for 
c
 entao esta tudo em aberto para as possveis instancias Neste caso nao se lhe

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etiquetar & rf c c
g
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t
& c
 
r
 or ! 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 
 r
t
& r
 
t
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Tabela  Condi coes associadas a um grafo com dependencias
associa qualquer condi cao Se o tipo for naorelacional de ordem i entao ha duas
possibilidades segundo a hierarquia de tipos de conceito Hipotese  na pagina  ou
o tipo na instancia sera 
c
ou entao tambem sera naorelacional e da mesma ordem
A condi cao obtida e pois c
t
& 
  c
g
&   c
t
& i assumindo que a conjun cao
tem prioridade sobre a disjun cao Passando a uma dependencia no caso de ela ser da
forma tpc & rf c
 
 uma das condi coes a satisfazer e obviamente c
t
& c
 
r
 Mas quando
e que um tipo de conceito pode tambem ser usado como marcador' Consultando a
Hipotese  na pagina  chegase 	a conclusao que T
C
M &
S
on
i
T
nc
i
 Daqui vem pois
c
g
& c
 
g
&     c
t
 on Para nalizar esta serie de exemplos vejamos as condi coes
associadas a um conceito Basicamente elas tem que especicar a boaforma cao do
conceito Segundo a Proposi cao  na pagina  se o tipo for absurdo ou universal ou
se o marcador for generico ou absurdo entao o conceito estara de certeza bemformado
Temse pois a condi cao c
t
& 
  c
t
& 
  c
r
& 
  c
r
& 
 Adicionalmente se o
conceito for de genero naorelacional entao o tipo tem que ser de ordem imediatamente
superior 	a do referente mas se o genero for rel apenas se exige que a ordem do tipo nao
seja inferior 	a do referente Para esta especie de condi coes seentao utilizarei guardas
Uma condi cao guardada e da forma GjC em que a guarda G e uma inequa cao e a
condi cao C nao tem outras guardas nem tem conjun coes ou disjun coes O exemplo em
causa traduzse em c
g
& jc
r
 c
t
 c
g
& jc
t
& c
r
! A condi cao GjC e equivalente
	a condi cao C se G for verdadeira caso contrario e como se GjC nao existisse
Denicao  Seja g & hV
C
  V
R
  E  etiquetai um grafo conceptual com dependencias
Seja V & fc
t
jc  V
C
g  fc
r
jc  V
C
g  fc
g
jc  V
C
g  fr
t
jr  V
R
g  fr
a
jr  V
R
g um
conjunto de variaveis O grafo g da origem a um conjunto de condi coes segundo a
 Grafos com Dependencias 
Tabela  na pagina oposta Uma condi cao guardada GjC e equivalente a C se G
for verdadeira caso contrario GjC e verdadeira se ocorrer numa conjun cao e falsa se
ocorrer numa disjun cao Entao g esta bemformado se para cada dependencia entre
vertices x e y o contexto de x dominar o de y ou viceversa e se existir uma fun cao
total f  V  Z que satisfa ca o sistema de condi coes
Antes de passar aos exemplos de aplica cao desta deni cao gostaria de chamar a
aten cao para dois aspectos Por um lado o sistema de condi coes associado a um grafo
e um conjunto de formulas proposicionais sendo cada proposi cao uma inequa cao entre
inteiros Como tal este sistema de restri coes pode ser resolvido em tempo polinomial
por um algoritmo hbrido de manuten cao de consistencia das condi coes van Hentenryck
et al   Mackworth e Freuder  Em segundo lugar visto a boaforma cao de
um grafo com dependencias ser independente dos tipos concretos usados interessando
apenas as suas ordens generos e aridades obtemse a seguinte deni cao equivalente
mais declarativa e intuitiva
Proposicao  Um grafo conceptual com dependencias g esta bemformado se cada
dependencia entre vertices x e y for tal que o contexto de x domine o de y ou viceversa
e se for possvel acrescentar tipos as hierarquias T
C
e T
R
usadas por g de maneira a
obter uma instancia bemformada de g que satisfaca todas as dependencias 
Nos exemplos que se seguem irei numerar os vertices conceptuais sequencialmente
da esquerda para a direita fazendo o mesmo para os vertices relacionais Entao c
i
t
 c
i
r
e c
i
g
serao respectivamente as variaveis associadas ao tipo referente e genero do iesimo
conceito sendo r
i
t
e r
i
a
as variaveis associadas ao tipo e aridade do iesimo vertice
relacional Para facilitar a leitura utilizarei de novo os identicadores rel e nonrel
em vez dos inteiros  e 
Exemplo 	
  Consideremos o grafo constitudo apenas pelo conceito 
c
juntamente
com a dependencia tpc & rf c isto e o conceito x x que esta na origem do
paradoxo de Russell no Captulo  na pagina  Entao temse as seguintes condi coes
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
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t
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
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r
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g
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
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g
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  c

g
& nonrel  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
t
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r
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Como c

g
& nonrel e c

t
& c

r
 a primeira condi cao reduzse a c

t
& 
  c

t
& 
  c

t
&
c

t
! Visto   c

t
obtemse nalmente a contradi cao c

t
& c

t
! pelo que o grafo nao
esta bemformado como se esperava
Exemplo 	  O grafo que dene a rela cao CLASSE Exemplo  na pagina  pode
ser visto como o grafo 
c

c





ELO
 
c
com as dependencias tpc & tpc
rf c & rfc tpc & rf c Aplicando as regras da tabela obtemse as condi coes
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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Este sistema de condi coes pode ser simplicado da seguinte maneira
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Estas condi coes sao satisfazveis para a instancia tirada do mesmo exemplo
ANIMALy Joaox PESSOA Joaox 




ELO
 REINO animaly temse c

t
& c

t
& c

r
&
  c

r
& c

r
&   c

t
&   c

g
& c

g
& c

g
& nonrel  r

a
&   r

t
& or !  Notese que este
grafo alem de bemformado e verdadeiro pois uma das classes de Joao e ANIMAL
Exemplo 	  A condi cao   c
t
jc
g
& c
 
g
gerada pela dependencia tpc & tpc
 
 serve
para grafos como 
c
 x 
c
x  
c
x agnt em que gostaramos de poder deduzir
que rf c

 &

  nos grafos bemformados que satisfazem as dependencias Vejamos a
totalidade das condi coes
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  Grafos Simples e Compostos  
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Das condi coes  e  vem que c

g
& nonrel pelo que c

r
& 
 para que a condi cao 
seja verdadeira Isto torna a terceira condi cao verdadeira pelo que pode ser eliminada
Aplicando outras simplica coes obtemse o resultado nal
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Termino apresentando a condi cao adicional para a projec cao no caso de ser aplicada
a grafos com dependencias
Denicao Sejam g e g
 
dois grafos conceptuais com dependencias Uma projec cao
  g  g
 
tem que ser tal que para cada dependencia entre dois vertices v

e v

de g
existe a mesma dependencia entre v

 e v

 em g
 

Exemplo 	  O grafo 
c





ATRIB
 
c





CLASSE
 
c
que dene CARAC Exemplo 
na pagina  e o grafo y x 
c
 x 




ELO
 
c
 y que dene CLASSE Exem
plo  na pagina  sao incomparaveis o que prova que nem CARAC  CLASSE nem
CLASSE  CARAC O primeiro nao pode ser projectado no segundo porque nem ATRIB
nem CLASSE podem ser projectados no seu supertipo ELO Mas como o primeiro grafo
nao contem nenhuma dependencia tambem nao pode conter uma projec cao do se
gundo
	 Grafos Simples e Compostos
Como ja se viu em varios exemplos anteriores as dependencias o que inclui as linhas
de identidade podem ligar conceitos que se encontram em grafos distintos
Denicao Um grafo conceptual composto e constitudo por dois ou mais grafos
conceptuais desconexos entre si mas ligados atraves de dependencias Um grafo con
ceptual sem nenhuma liga cao a qualquer outro dizse simples
 Grafos
Fica assim completa a classica cao dos grafos conceptuais consoante a sua forma
Existem pois tres criterios conectividade inexistencia de contextos e inexistencia
de dependencias A maior parte dos grafos com dependencias apenas usa elos de
correferencia Estes casos especiais mas sucientemente importantes serao designa
dos por grafos correferentes Exceptuando o facto de os grafos com dependencias
incluirem os grafos compostos nao existe rela cao entre os criterios Independente
mente da forma os grafos conceptuais podem ser divididos em malformados e bem
formados Eis alguns exemplos das varias combina coes possveis O grafo conceptual
y x 
c
 x




ELO
 
c
 y Exemplo  na pagina  e um grafo raso com de
pendencias composto bemformado enquanto GATO          GATO o terceiro grafo
do Exemplo  na pagina  e hierarquico correferente composto e malformado O
grafo conceptual do Exemplo  na pagina  e hierarquico com dependencias simples
e bemformado
No caso dos grafos hierarquicos e com dependencias convem por vezes examinar as
suas propriedades ignorandos os contextos e as dependencias Nesse sentido a seguinte
deni cao sera util
Denicao  O grafo subjacente de um grafo conceptual hierarquico e ou com de
pendencias e o grafo que se obtem ignorando os grafos encaixados e ou as dependencias
Notese que um grafo subjacente nao e necessariamente um grafo conceptual Em
particular o grafo subjacente de um grafo conceptual composto e um grafo desconexo
constitudo por varios grafos conceptuais simples
Embora nao tenha sido dito explicitamente na Deni cao  na pagina  na De
ni cao  na pagina  ou na Deni cao  na pagina  assumiuse que para um grafo
hierarquico ou com dependencias estar bemformado o seu grafo subjacente tambem
tem que estar A razao prendese com os seguintes exemplos
Exemplo 	  As condi coes associadas segundo a Tabela  na pagina  ao grafo com
dependencias JO

AO    PESSOA permitem uma solu cao que representa a instancia bem
formada 
c
   
c
 No entanto o conceito JO

AO nao esta bemformado porque usa
um elemento de T
nc
 
como tipo de conceito Donde o grafo no seu todo tambem nao
esta bemformado
Exemplo 	  O conceito PENSAR agnt tem genero indenido Logo o grafo hierarquico
GATO Garfield




AGNT
PENSAR agnt




OBJ
 C

AO Odie 	




ATRIB
	 EST

UPIDO
esta malformado apesar de o grafo encaixado estar bemformado
Cap tulo 
Canonicidade
Os grafos bemformados vistos no captulo anterior sao grafos que estao apenas bem ti
pados o que nao signica necessariamente que fa cam sentido para uma certa aplica cao
Para que isso aconte ca e preciso ter uma ontologia e um mecanismo para derivar a
partir dela grafos ontologicamente correctos Na Teoria das Estruturas Conceptuais a
ontologia designase por canone o mecanismo de deriva cao e dado pelas regras cano
nicas de formacao e os grafos ontologicamente correctos chamamse grafos canonicos
A especica cao de um canone dividese em tres partes hierarquias de tipos e marcado
res relacao de conformidade e base canonica A rela cao de conformidade indica para
cada marcador todos os tipos com os quais ele e compatvel Deste modo a rela cao de
conformidade especica os conceitos ontologicamente correctos os quais sao usados na
base canonica que nao e mais do que o conjunto inicial de grafos canonicos a partir
dos quais se podem obter todos os restantes por aplica cao das regras canonicas de
forma cao
A primeira sec cao deste captulo e dedicada 	a rela cao de conformidade A maneira
mais intuitiva de a entender consiste em encarar a conformidade como uma explicita cao
da denota cao um marcador m e conforme com um tipo t se m for uma instancia de t
ou seja se m pertencer 	a denota cao de t Como se vera esta interpreta cao da no cao
de conformidade acarreta varios problemas pelo que seguirei um outro metodo m e
conforme com t sem puder ser instancia de t Esta pequena diferen ca entre necessidade
e possibilidade leva a uma nova deni cao formal da rela cao de conformidade mais geral
que a original
A segunda sec cao trata da base canonica o meio ao dispor do engenheiro do co
nhecimento para especicar restricoes de seleccao De facto os grafos que formam a
base canonica chamados grafos base limitamse a indicar quais conceitos podem ser
ligados atraves de quais rela coes Para facilitar o trabalho e tal como acontece na
TEC original os grafos base nao tem contextos nem dependencias A sec cao termina
com a deni cao formal de canone
A terceira sec cao aborda as regras canonicas de forma cao As regras originais de
Sowa  apenas especializam os grafos a que sao aplicadas mas em Sowa 
tambem os podem generalizar pois sao encaradas como um passo intermedio na es
pecica cao das regras de inferencia Tendo em conta os nveis de signica cao adop
tados neste trabalho os grafos verdadeiros tratados no proximo captulo devem ser

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canonicos pelo que sigo a mesma abordagem No entanto a deni cao formal das re
gras sofre bastantes altera coes de pormenor Alem disso permite manipular contextos
e dependencias
A ultima sec cao dene os grafos canonicos de duas formas A primeira baseiase na
no cao de derivacao canonica um grafo canonico e um grafo derivavel a partir da base
canonica usando as regras canonicas de forma cao A segunda baseiase em projec coes
e permite reconhecer um grafo canonico sem construir explicitamente a deriva cao O
algoritmo obtido e quase identico ao dado por Mugnier e Chein b para a teoria
original e tem a mesma complexidade que na maioria dos casos e polinomial O novo
tratamento da canonicidade nao tem pois um impacto computacional negativo
	 Rela cao de Conformidade
Os conceitos da TEC original apenas sao constitudos por tipos naorelacionais de
primeira ordem e marcadores de ordem zero Assim embora todos eles estejam
bemformados isto e nao sao de ordem ou genero indenido Deni cao  na pa
gina  ha conceitos que fazem menos sentido que outros Por exemplo se Joao
designa uma pessoa o conceito GATO Joao nao e aceitavel Para o engenheiro do
conhecimento poder especicar as combina coes tipo marcador que fazem sentido para
uma certa aplica cao Sowa deniu a rela cao de conformidade designada pelo smbolo 
Assim dado PESSOA  Joao um sistema de Estruturas Conceptuais podera vericar
que GATO Joao nao esta conforme e como tal nao pode ser usado em grafos canonicos
Hip otese  Sowa A relacao de conformidade  relaciona tipos com marcado
res individuais se t  i for verdadeiro dizse que i e conforme com o tipo t A rela cao
de conformidade obedece 	as seguintes condi coes
  O referente dum conceito tem que ser conforme com o seu tipo Isto e se c e um
conceito entao tipoc  referentec
  Se um marcador individual e conforme com o tipo s entao tambem e conforme
com todos os supertipos de s Ou seja se s  t e s  i entao t  i
  Se um marcador individual e conforme com os tipos s e t e conforme com o seu
subtipo comum maximo Isto e se s  i e t  i entao s  t  i
  Todo o marcador individual e conforme com o tipo universal  nenhum marcador
individual e conforme com o tipo absurdo  Ou seja para todo o i em I vericase
  i mas nao   i
  O marcador generico   e conforme com todos os tipos Isto e para todos os tipos
t t   
Antes de prosseguir com a analise desta hipotese convem saber o que representa
a rela cao de conformidade De acordo com o exemplo anterior a interpreta cao mais
imediata e que foi seguida em Wermelinger e Lopes  consiste em considerar
que um marcador m e conforme com um certo tipo t se a entidade representada por
  Relac	ao de Conformidade 
m pertencer ao conjunto de entidades representado por t A esse conjunto chamase
denotacao e escrevese t Como ja foi dito no Captulo  na pagina  visto os tipos
estarem organizados numa hierarquia a denota cao tem certas propriedades a saber


se t e subtipo de t
 
entao t e um subconjunto de t
 
 a denota cao do tipo absurdo e o
conjunto vazio a denota cao do tipo universal e o universo todo
A vantagem de encarar a rela cao de conformidade como a simples explicita cao da
denota cao dos tipos tem a vantagem pratica de a Hipotese  na pagina anterior
poder ser reformulada de maneira muito mais compacta e elegante ganhando em ge
neralidade t  m  m &    m  t Reparese como partindo desta deni cao se
podem deduzir todas as condi coes pretendidas
  se t  t
 
entao t  t
 
donde t  m t
 
 m 
  como 
c
e todo o universo 
c
 m para qualquer m 
  como 
c
&  
c
m e falso para todo o m &   
  para qualquer t e imediato que t    
Intuitivamente vese que se Joao e conforme com PESSOA equivale a Joao e uma
pessoa entao Joao tambem e um mamfero um animal um objecto fsico etc razao
pela qual Joao tem que ser conforme com todos os supertipos de PESSOA
No entanto esta abordagem levanta varios problemas a come car pela terceira res
tri cao da Hipotese  na pagina oposta um marcador conforme com dois tipos tem
que ser conforme com o seu subtipo comum maximo o qual e unico visto os tipos
estarem organizados num reticulado Essa condi cao implica que nenhum marcador in
dividual pode ser conforme com dois ou mais tipos incompatveis como foi observado
em Chein e Mugnier  De facto se t  m e t
 
 m mas t  t
 
& 
c
 obterseia

c
m o que nao e permitido Podersea perguntar onde e que esta o problema' Se
dois tipos sao incompatveis claro que nao podem ter nenhum indivduo em comum
Ninguem duvida desta arma cao A questao reside no entanto em se saber quando
e que dois tipos sao incompatveis Mais precisamente sera que se t  t
 
& 
c
na
hierarquia de tipos entao t e t
 
sao incompatveis' A resposta de Sowa e mista sim e
nao O sim obtemse desta hipotese o nao vem do Teorema  Sowa  p 
no qual se diz que se t  t
 
& t
  
entao o conjunto t
  
das entidades denotadas por t
  
esta contido em t  t
 
 Ou seja t
  
denota um subconjunto das entidades comuns a
t e t
 
 No caso a tratar t e t
 
tem um indivduo m em comum e t
  
& 
c
 Portanto
devese ter 
c
 t  t
 
 isto e 
c
 fmg o que e perfeitamente possvel porque
o tipo absurdo representa o conjunto vazio 
c
&   fmg Resumindo segundo a
Hipotese  na pagina anterior e impossvel dois tipos cujo subtipo comum maximo
e o tipo absurdo terem pelo menos um indivduo em comum enquanto o Teorema
 permite essa situa cao
O fulcro da questao e pois qual a interpreta cao da hierarquia de tipos' Segundo
Beierle et al   ha pelo menos duas hipoteses Na chamada interpreta cao segundo
o reticulado

dos conjuntos denotados pelos tipos o subtipo comum maximo de
 
Para mais detalhes ver a Sec cao  na pagina 	

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dois tipos denota exactamente a intersec cao das denota coes desses dois tipos isto
e t  t
 
 & t  t
 
 Ja na interpreta cao segundo a ordem parcial

de conjuntos
o subtipo comum maximo pode representar apenas um subconjunto da intersec cao
t t
 
  t t
 
 Ou seja segundo esta interpreta cao a hierarquia de tipos e apenas
uma representa cao parcial do reticulado dos subconjuntos do domnio da denota cao
Voltando 	a pergunta e pelo que cou atras exposto a resposta dada pela TEC tal
como se encontra formulada em Sowa  e a seguinte a hierarquia de tipos deve
ser interpretada com base no reticulado para as entidades nomeaveis isto e para as
quais existem marcadores e com base na ordem parcial para todas as outras Como
os seguintes exemplos mostram a interpreta cao segundo o reticulado e pouco natural
donde nao muito aconselhavel em IA e leva 	a explosao de tipos isto e 	a existencia de
muitos tipos sem relevancia ontologica
Exemplo 
 adaptado de Beierle et al   Assuma que os edifcios historicos sao
o subtipo comum maximo das igrejas e edifcios antigos
EDIF

ICIOHIST

ORICO
IGREJA EDIF

ICIOANTIGO
H
H
H
H




Isto signica que qualquer edifcio historico e uma igreja antiga mas assumir o inverso
isto e todas as igrejas antigas sao edifcios historicos nao e conveniente Por exemplo
e possvel ter IGREJA & fS Pedro Sta Maria S Paulog EDIF

ICIOANTIGO &
fS Pedro Sta Maria Camara Municipalg mas apenas EDIF

ICIOHIST

ORICO &
fS Pedrog Por outras palavras embora IGREJA  stamaria e EDIF

ICIOANTIGO 
stamaria nao se tem EDIF

ICIOHIST

ORICO  stamaria
Exemplo 
  Imagine uma base de conhecimentos sobre pessoas contendo prossoes
PROFESSOR ADVOGADO etc rela coes de parentesco M

AE IRM

AO etc e estados civis
CASADO DIVORCIADO etc Cada um destes tipos denota um conjunto de pessoas
nomeadamente todas aquelas que tem em comum a caracterstica dada pelo tipo e
cada indivduo pode ser instancia de varios tipos Por exemplo imaginemos que Joao
e professor e casado e Maria e mae divorciada exercendo advocacia A interpreta cao
segundo o reticulado for ca a cria cao de um tipo para cada combina cao possvel tal
como PROFESSORCASADO e ADVOGADODIVORCIADOM

AE E para tratar casos de duplo
emprego seriam necessarios tipos como PROFESSORADVOGADOCASADOIRM

AO Esta
explosao de tipos nao acontece com a interpreta cao segundo a ordem parcial que
permite ter PROFESSOR  Joao e CASADO  Joao sem a adi cao de um novo tipo
PROFESSOR CASADO & 
c

Mesmo adoptando a interpreta cao segundo a ordem parcial se a rela cao de confor
midade apenas for a indica cao dos tipos de que cada marcador e instancia entao ela
tornase desnecessaria pois o mesmo efeito pode ser obtido atraves de axiomas na base
de conhecimentos a rela cao t  m equivale ao grafo t  m  Uma indica cao clara desta
equivalencia e o facto de as regras de inferencia de primeira ordem Hipotese  na
pagina  conseguirem derivar o mesmo que e exigido para a rela cao de conformidade

No original ordertheoretic interpretation
  Relac	ao de Conformidade 
Como t m se encontra no contexto exterior pode ser generalizado assim obtendose
t

 m donde t
 
 m para qualquer supertipo t
 
de t incluindo o caso t
 
& 
c
 Para
obter t    qualquer que seja o tipo t basta ter o grafo 
c
    o processo de genera
liza cao faz o resto Finalmente visto as regras de inferencia de primeira ordem serem
consistentes o grafo 
c
 m  com m &   jamais pode ser obtido
Neste texto darei pois outra interpreta cao 	a rela cao de conformidade consistente
com a vontade de separar claramente os varios nveis de signica cao e talvez mais
proxima das inten coes originais de Sowa

 A ideia e que um marcador m e conforme
com um tipo t se quisermos que um dos grafos t m e

t m seja verdadeiro Ou seja
conformidade nao vai ser o mesmo que verdade um grafo pode obedecer 	a rela cao de
conformidade e ser falso Inversamente se os conceitos de um grafo nao forem confor
mes nao faz sentido dizer que esse grafo e verdadeiro ou falso Por exemplo tendo ape
nas GATO  Garfield a veracidade dos grafos PESSOA Garfield e

PESSOA Garfield
ca indenida Esta nova no cao de conformidade leva quase automaticamente 	a nova
deni cao formal
A primeira observa cao a fazer e a seguinte Sendo  um conjunto de pares ordenados
tipo marcador tera que ser  C Mas como nao faz sentido dizer que um marcador
e conforme com um certo tipo se forem de ordens ou generos diferentes chegase 	a
conclusao que a conformidade so se aplica a conceitos bemformados A segunda ob
serva cao que nos conduz 	a nova deni cao tem a ver com os tipos universal e absurdo
e com os marcadores generico e absurdo Reparese que Sowa permite  
c
   mas
nao  
c
 m sendo m um marcador individual Qual a razao' Vistas bem as coisas
interpretando  como explicita cao de  as duas arma coes sao falsas porque corres
pondem a  x  
c
e  m  
c
 sendo 
c
&  Nao ha pois nenhuma razao
intuitiva para permitir uma delas mas nao a outra Das duas uma ou se proibe ou se
permite
c
 m para qualquerm Segundo a minha interpreta cao da rela cao  seguirei
o segundo caminho porque o grafo


c
 m e verdadeiro Tambem e preciso ter em
conta o marcador absurdo o qual nao existia na teoria original Visto ele representar o
antiindivduo que nao e instancia de nenhum tipo o grafo

t
	
  e verdadeiro para
qualquer tipo t pelo que permitirei ao marcador absurdo ser conforme com qualquer
tipo
A ultima observa cao a fazer diz respeito 	a segunda restri cao da Hipotese  na
pagina  se um marcador e conforme com um certo tipo t tambem o e com todos os
supertipos de t Na nova abordagem se t  m entao ou t m ou

t m e verdadeiro
Mas se o grafo t m for verdadeiro o grafo t

 m  em que t
 
e supertipo de t tambem
o e pelo que t
 
 m Por outro lado se t
 
e um subtipo de t e se

t m e verdadeiro

t

 m tambem se verica donde t
 
 m Resumindo se m for conforme com um
dado tipo t tambem e conforme com todos os supertipos e subtipos de t No entanto
esta regra implica a separa cao da rela cao de conformidade em duas partes a que e
especicada pelo engenheiro do conhecimento e a que pode ser fornecida pelo sistema
A razao principal e que a no cao de conformidade se reduz 	a de boaforma cao se as
duas partes carem juntas De facto como qualquer marcador m e conforme com o
tipo absurdo e com o universal por aplica cao da regra anterior ele sera conforme

O seu novo livro nao inclui a no cao de conformidade

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com qualquer outro tipo Ou seja sem a divisao de  em duas subrela coes todos os
conceitos bemformados seriam conformes e assim a propria no cao de conformidade
deixaria de ser necessaria
Formalizando toda esta discussao a hipotese com a qual come cou esta sec cao
transformase na Hipotese  onde se impede o engenheiro do conhecimento de es
pecicar os pares tipo marcador que podem ser automaticamente adicionados por um
sistema de Estruturas Conceptuais Hipotese 
Hip otese  A relacao de conformidade  e um subconjunto de C
f
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Hip otese  O fecho da rela cao de conformidade  designado por 

 obtemse do
seguinte modo
  	m  M 
c


m  
c


m
  	t  T
C
t 

   t 


 
  	t  t
 
 T
C
	m  M t  m  t  t
 
 t
 
 t t
 


m
O relaxamento das condi coes impostas 	a rela cao de conformidade para alem de
me parecer teoricamente mais elegante tem uma vantagem pratica permitir indicar
onde a jun cao de dois conceitos falhou Imaginemos que pretendemos juntar o conceito
PESSOA Joao com GATO Joao  Na TEC original as regras canonicas de forma cao nao o
permitem pois obterseia um conceito nao conforme 
c
 Joao  Se esta jun cao zesse
parte de um processo de reconhecimento de frases em Portugues e se o utilizador
quisesse saber quais as interpreta coes que foram rejeitadas e porque o sistema teria
que providenciar codigo especial para produzir uma explica cao para estes casos Com
a nova formula cao basta ao sistema ter uma variavel booleana indicando se grafos
com tipos e ou marcadores absurdos devem ser considerados No processo normal de
analise de um texto a variavel estara a %falso mas se o utilizador quiser conhecer
todas as interpreta coes possveis a variavel passa a %verdade e o mesmo codigo de
processamento de grafos permitira obter o conceito acima dado indicando assim que
a interpreta cao falha no tipo do conceito
A deni cao que se segue sera util na proxima sec cao e permite eliminar a distin cao
entre a rela cao de conformidade e o fecho da mesma Assim no resto do texto o
termo rela cao de conformidade designara 

 excepto nas deni coes formais e salvo
indica cao em contrario
Denicao  Dada uma rela cao de conformidade  um conceito conforme e um
conceito que obedece a 

e um grafo conceptual conforme e um grafo conceptual
bemformado em que todos os conceitos sao conformes
	 Canone
Como se viu na sec cao anterior a rela cao de conformidade apenas permite ao enge
nheiro do conhecimento impedir o utilizador da base de conhecimentos de usar conceitos
 
 Canone 
que embora bemformados nao fazem sentido para a aplica cao em causa Por exemplo
para considerar o conceito VERMELHO Joao nao conforme basta ter o cuidado de nao
indicar t  Joao para algum subtipo ou supertipo de VERMELHO Visto a rela cao de
conformidade so actuar no nvel dos conceitos e preciso um mecanismo para impedir
a ma utiliza cao de rela coes Por essa razao a teoria tem a no cao de grafo canonico
Dito de modo informal os grafos canonicos sao os grafos que fazem sentido segundo
uma certa visao do modelo que se pretende representar em Estruturas Conceptuais
Sowa apresenta

tres processos para a obten cao de grafos canonicos
Percepcao Representa cao em Estruturas Conceptuais de observa coes directas da rea
lidade
Formacao Aplica cao de regras especiais a grafos canonicos obtidos previamente
Introspeccao Estipula cao de grafos arbitrarios como sendo canonicos baseada em
intui cao e diversas formas de raciocnio
Visto as capacidades de percep cao e introspec cao dos actuais sistemas computa
cionais serem bastante limitadas ou mesmo inexistentes cabe ao engenheiro do co
nhecimento denir o conjunto mnimo de grafos que descreve com suciente detalhe
parte da ontologia necessaria para as bases de conhecimentos em vista Esse conjunto
chamase base canonica e a ontologia designase por canone O processo de forma cao e
simulado atraves da deni cao de um conjunto de regras concretas as chamadas regras
canonicas de formacao Assim a base canonica nao e mais do que o conjunto inicial
de grafos conceptuais aos quais se podem aplicar as regras Os grafos obtidos deste
modo designamse por grafos canonicos
Denicao Sowa Seja A um conjunto qualquer de grafos conceptuais Dizse
que um grafo w e canonicamente derivavel de A se uma das seguintes condi coes for
verdadeira
  w e um membro de A
  w pode ser derivado aplicando uma das regras canonicas de forma cao aos grafos
u e v que sao eles proprios canonicamente derivaveis de A
Hip otese Sowa O canone contem a informa cao necessaria para derivar um
conjunto de grafos conceptuais Tem quatro componentes
  uma hierarquia de tipos T 
  um conjunto de marcadores individuais I
  uma rela cao de conformidade  que relaciona etiquetas em T com marcadores em
I
  um conjunto nito de grafos conceptuais B chamado base canonica com todos
os tipos em T e todos os referentes ou   ou marcadores em I

Tratase da Hipotese 	 que decidi nao apresentar textualmente por envolver termos que nao
sao usados neste documento
 Canonicidade
Os grafos canonicos sao o fecho de B sob as regras canonicas de forma cao Se um novo
grafo que nao pode ser canonicamente derivado de B e considerado canonico entao
tem que ser adicionado a B
No entanto ao contrario desta deni cao de canone o Catalogo Conceptual Sowa
 Apendice B associa um grafo canonico a cada tipo de conceito ou rela cao de
modo a indicar as restri coes que esse tipo deve observar Esta associa cao alem de
nao estar formalmente denida em Sowa 

 levou a comunidade das Estruturas
Conceptuais a usar o termo grafo canonico em dois sentidos diferentes  um grafo
que e derivavel da base canonica e  o grafo da base canonica que esta associado a
um dado tipo Claro que estes dois sentidos nao sao incompatveis porque  implica
 isto e cada grafo da base canonica e canonico por deni cao Convem no entanto
distinguir estes dois sentidos pelo que utilizarei o termo grafo base para designar um
grafo da base canonica
A questao que se poe pois e se a cada tipo deve estar associado um grafo base ou
nao Mark Willems em comunica cao enviada para a lista de distribui cao de mensagens
notou que esta questao se resume ao signicado intuitivo da base canonica Se nao
houver associa coes os grafos base apenas representam restri coes de selec cao sobre as
liga coes possveis entre vertices No entanto se cada tipo t estiver associado a um
grafo base g isso signica que qualquer grafo que use t deve conter g como subgrafo
Assim os grafos base passam a especicar os argumentos obrigatorios dos tipos Eis
o exemplo apresentado por Willems ligeiramente modicado
Exemplo 
  Considerese os seguintes tres grafos sendo os dois primeiros grafos base
 ACTO 




AGNT
 ANIMADO
 PESSOA 




AGNT
DAR 




OBJ
 OBJECTO





RCPT
 PESSOA
 DAR 




AGNT
 PESSOA Joao
Se nao houver associa coes de grafos a tipos entao o grafo  e canonico porque pode ser
derivado do primeiro grafo base No entanto se o grafo  estiver associado ao tipo de
rela cao AGNT e o segundo grafo estiver associado ao tipo de conceito DAR entao o grafo
 ja nao e canonico porque lhe faltam os argumentos sobre o recipiente da ac cao e o
objecto dado
Como se ve a no cao de grafo canonico depende da decisao em associar os grafos
base a tipos ou nao Neste trabalho optei pela segunda via porque a existencia de
associa coes traz varios problemas Em primeiro lugar deixa de ser valida a ideia
intuitiva de que um grafo canonico representa uma situa cao possvel segundo a ontologia
dada No caso concreto do exemplo o grafo  obriga a que os agentes de ac coes sejam
seres animados pelo que Joao ser dador e perfeitamente concebvel No entanto o

Uma formaliza cao muito simples e dada em Wermelinger e Lopes 	

 Tratase apenas de uma
fun cao sobrejectiva entre tipos e grafos
 
 Canone  
terceiro grafo nao e considerado canonico apenas porque nao contem a informa cao
completa Ao facto da no cao de canonicidade car pouco intuitiva acresce portanto
a diculdade em especicar conhecimento parcial Por ultimo pareceme que a base
canonica nao e o local apropriado para enumerar os argumentos obrigatorios de verbos
Uma aplica cao que utilize lngua natural devera por esse tipo de informa cao no lexico
que sera pois um conjunto de pares palavra grafo canonico podendo haver varios pares
com a mesma palavra no caso de ela ter varios sentidos
A deni cao formal de canone mantemse pois equivalente 	a de Sowa As altera coes
introduzidas na Hipotese  na pagina  sao mnimas e obvias Para come car a
hierarquia de tipos T tem que dar lugar a duas hierarquias T
C
e T
R
que obede cam 	a
Hipotese  na pagina  	a Hipotese  na pagina  e 	a Hipotese  na pagina 
Alem disso o conjunto de marcadores individuais I tem que ser substitudo pela nova
deni cao de marcadores M da Hipotese  na pagina  A inclusao da rela cao de
conformidade no canone mantemse embora a deni cao usada seja naturalmente a
deste trabalho Hipotese  na pagina  Sendo a no cao de conformidade parte
integrante da no cao de canonicidade e sendo esta ultima mais forte que a no cao de
boaforma cao os grafos canonicos terao que ser bemformados e os conceitos que neles
ocorrem devem ser conformes Ou seja os grafos canonicos tem que ser conformes
Deni cao  na pagina  Tendo em conta que a base canonica e o conjunto gerador
de todos os grafos canonicos os grafos base tambem terao que ser conformes
Hip otese	 Um canone e um tuplo hT
C
 T
R
 M   Bi tal que
  T
C
e uma hierarquia de tipos de conceito
  T
R
e uma hierarquia de tipos de rela cao
  M e um conjunto de marcadores
   e uma rela cao de conformidade
  a base canonica B e um conjunto nito de grafos conformes rasos e sem de
pendencias chamados grafos base
Exemplo 
	  Os grafos base ACTO 




AGNT
 ANIMADO e OBJECTO 




CARAC
 COR
indicam que os agentes de ac coes sao seres animados e que uma das caractersticas
dos objectos e a sua cor Qualquer um dos grafos base impede que o grafo con
forme DORMIR 




AGNT
 IDEIA 




CARAC
 COR verde  uma representa cao parcial da
famosa frase de Chomsky Ideias verdes sem cor dormem furiosamente seja consi
derado canonico De facto como IDEIA nao e subtipo nem supertipo de ANIMADO
ou OBJECTO as regras canonicas de forma cao nao poderao derivar este grafo ver a
Sec cao  na pagina 
Reparese que tal como acontecia na deni cao original a base canonica pode ser
redundante ou seja pode ser possvel derivar exactamente os mesmo grafos canoni
cos a partir de um subconjunto proprio da base canonica Um sistema de Estruturas
Conceptuais podera facilmente detectar esse caso bastando vericar para cada grafo
base se e derivavel dos restantes utilizando o Teorema  na pagina 
 Canonicidade
	 Regras Canonicas de Forma cao
Ao contrario dos processos de percep cao e introspec cao que sao delegados numa enti
dade externa ao sistema o engenheiro do conhecimento limitandose a TEC a pro
videnciar um meio de representar os resultados dessas actividades a base canonica
o processo de forma cao ja faz parte integrante da teoria nomeadamente atraves das
regras canonicas de forma cao Assim a base canonica e o conjunto inicial de grafos
canonicos a partir do quais se podera gerar todos os outros Antes de apresentar a
deni cao original de Sowa e preciso nomenclatura adicional
Denicao  Sowa Duas rela coes do mesmo tipo sao duplicadas se para cada i
o iesimo arco de uma esta ligado ao mesmo conceito como o iesimo arco da outra
Devido a tentar usar a terminologia da forma o mais rigorosa possvel distingo entre
conceito e vertice conceptual dois vertices distintos podem representar 
 isto e estar
etiquetados com 
 o mesmo conceito Hipotese  na pagina  Nesse sentido nas
deni coes de Sowa conceito deve ser entendido como vertice conceptual e rela cao
signica vertice relacional
Posto isto vejamos as regras canonicas de forma cao propostas em Sowa 
Entre muitas formula coes possveis 
 de regras equivalentes ou diferentes 
 a que se
segue tem as vantagens de ser extremamente simples e de nao conter redundancias ou
seja as regras sao independentes entre si
Hip otese  Sowa Ha quatro regras canonicas de formacao para derivar um
grafo conceptual w a partir dos grafos conceptuais u e v em que u e v podem ser o
mesmo grafo
Copiar w e uma copia exacta de u
Restringir Para qualquer conceito c de u tipoc pode ser substitudo por um subtipo
se c for generico o seu referente pode ser substituido por um marcador individual
Estas altera coes sao permitidas apenas se referentec e conforme com tipoc
antes e depois da altera cao
Juntar Se um conceito c de u e identico a um conceito d de v entao seja w o grafo
obtido apagando d e ligando a c todos os arcos de rela coes que estavam ligadas a
d
Simplicar Se as rela coes r e s no grafo u sao duplicadas entao uma delas pode ser
apagada de u juntamente com todos os seus arcos
Embora independentes entre si as regras tem todas um ponto em comum o qual
e a razao fundamental para a escolha destas regras e nao de outras o grafo w e uma
especializa cao de u e v Teorema  na pagina  pelo que de w se pode inferir u e v
Teorema  na pagina  Uma deriva cao canonica estabelece assim uma rela cao
entre os grafos iniciais e o grafo resultante que pode ser analisada do ponto de vista da
logica implica cao ou da teoria dos grafos projec cao
  Regras Canonicas de Formac	ao 
A pergunta que se coloca agora e poderemos adoptar as regras de Sowa para este
trabalho' A resposta e sim mas nao chegam Segundo a metodologia seguida os
grafos verdadeiros devem ser um subconjunto dos grafos canonicos porque nao faz
sentido um grafo ontologicamente incorrecto ser considerado verdadeiro Mas isto
implica que as regras de inferencia sejam um caso particular das regras canonicas de
forma cao Dito de outro modo dado um conjunto de grafos verdadeiros os grafos
derivados a partir deles usando as regras de inferencia tem que ser canonicos pelo que
tambem devem poder ser obtidos por aplica cao das regras canonicas de forma cao ao
mesmo conjunto de grafos O inverso e que nao e necessariamente verdade as regras
canonicas de forma cao podem gerar grafos falsos que portanto nao devem ser obtidos
pelas regras de inferencia sob pena de elas nao serem coerentes

E precisamente este o caminho seguido em Sowa  A partir da constata cao
das semelhan cas entre as regras de inferencia de primeira ordem Hipotese  na
pagina  e as regras canonicas de forma cao Hipotese  na pagina anterior 

em varios casos uma regra de inferencia inclui uma regra canonica ou o seu inverso 

Sowa generalizou as regras canonicas de forma cao passando as regras de inferencia a
limitar a aplicabilidade das regras de forma cao As altera coes por ele feitas foram de
duas ordens Por um lado algumas regras ja nao se aplicam a vertices individuais ou
a um grafo completo como acontecia na regra de copia mas a subgrafos Por outro
lado as regras nao so especializam os grafos sobre os quais se aplicam mas tambem
passam a poder generalizalos
Antes de apresentar a longa deni cao das novas regras canonicas de forma cao
convem esclarecer alguns dos termos e conven coes nela usados No seu novo livro
Sowa alterou bastante a no cao de referente distinguindo entre referentes existenciais
e quanticadores generalizados Estes ultimos representam a habitual quantica cao
universal mas tambem plurais tais como muito e conjuntos tais como  pessoas
Por oposi cao um referente existencial representa uma so entidade a qual pode ser
um indivduo ou uma situa cao complexa Ou seja um referente existencial pode ser
um marcador individual o marcador generico ou um grafo conceptual entre outras
especies de referentes que nao sao relevantes neste trabalho

E tambem de referir que
Sowa ja nao usa um smbolo especial para o marcador generico Sendo o referente por
defeito e representado por espa co em branco
Denicao Sowa Seja C um contexto que contem um grafo conceptual ou uma
colec cao de grafos conceptuais u Assuma que todos os conceitos de u imediatamente
contidos em C tem referentes existenciais Pode haver elos de correferencia de conceitos
em u para conceitos fora de C ou para conceitos em contextos encaixados dentro de
contextos de u Os conceitos encaixados dentro de qualquer contexto de u podem ter
referentes de qualquer especie incluindo quanticadores generalizados
 Regras de equivalencia As duas primeiras regras transformam u num grafo ou
colec cao w que e logicamente equivalente a u Seja v um subgrafo de u que nao
esta encaixado dentro de qualquer contexto de u v pode ser vazio ou todo o u
O subgrafo v pode ter alguns arcos relacionais ou elos de correferencia ligados a
conceitos que nao estao incluidos em v
Copiar A regra da copia faz uma copia exacta do subgrafo v e adicionao a u para
formar w Se i e um arco ou elo de correferencia de v ligado a um conceito c
 Canonicidade
que nao esta em v entao w tem que conter uma copia de i com uma ponta
ligada a c e a outra ponta ligada 	a copia do conceito ou rela cao correspondente
em v
Simplicar A regra da simplica cao e o inverso da copia permite apagar qual
quer subgrafo que possa ter sido derivado por copia Um subgrafo v

de u
dizse ser um duplicado de v se v e v

forem identicos e para cada i de v
que estiver ligado a um conceito c que nao esta em v o correspondente i

de
v

tambem esta ligado a c Se v

e um duplicado de v entao pela regra da
simplica cao v

pode ser apagado de u para formar w
 Regras de especializacao As duas regras seguintes transformam u num grafo ou
colec cao w que e mais especializada que u
Restringir Seja c um conceito de u que nao esta encaixado dentro de um contexto
de u o conceito c tem que ter um referente existencial Entao w pode ser
derivado de u restringindo c por tipo ou por referente a restri cao por tipo
substitui o tipo de c por um subtipo e restri cao por referente substitui o
espa co em branco por outro referente existencial
Juntar Sejam c e d dois conceitos distintos de u Nem c nem d podem estar
dentro de um contexto de u e tanto c como d tem que ter tipo e referente
identicos Entao w e o grafo obtido apagando d e juntando a c todos os elos
de correferencia e arcos de rela coes que estavam ligadas a d
 Regras de generalizacao As duas ultimas regras sao o inverso das regras de espe
cializa cao Elas transformam u num grafo ou colec cao w que e uma generaliza cao
de u
Relaxar Seja c um conceito de u que nao esta dentro de nenhum contexto de u e
que tem um referente existencial Entao w pode ser derivado de u relaxando
c por tipo ou por referente o relaxamento por tipo substitui o tipo de c
por um supertipo e relaxamento por referente apaga um referente existencial
deixando um espa co em branco
Separar Seja v um subgrafo de u que nao esta dentro de nenhum contexto de u
O subgrafo v pode ter alguns arcos relacionais e elos de correferencia ligados
a conceitos que nao estao em v Entao w e o resultado de apagar v de u Se
c nao e um conceito de v e estava ligado por um arco a uma rela cao de v ou
por um elo de correferencia a um conceito de v entao c ca inalterado mas
o arco ou elo e apagado
Como o proximo exemplo mostra as regras ja nao sao independentes entre si
podendose chegar ao mesmo resultado a partir dos mesmos grafos por aplica cao
de regras diferentes Alem disso e como a propria formula cao da a entender por sub
grafo entendese um subconjunto dos vertices e arcos do grafo original Um subgrafo
nao tem pois que ser um grafo conceptual Em particular um subgrafo pode ser apenas
um vertice relacional Alias so assim se consegue garantir que esta nova versao inclua
a antiga regra de simplica cao
Exemplo 

  A partir do grafo ACTO 




AGNT
 ANIMADO podese gerar o grafo
  Regras Canonicas de Formac	ao 
ACTO 




AGNT
 ANIMADO
 




AGNT
de duas maneiras distintas A primeira consiste em fazer uma copia do subgrafo




AGNT

o que mostra que os dois grafos sao equivalentes A segunda envolve come car pela
copia do grafo todo e depois juntar dois dos conceitos identicos por exemplo ACTO 
seguindose a jun cao dos outros dois conceitos Inversamente podese voltar ao grafo
original pela regra da simplica cao ou da separa cao
A no cao de canonicidade nao existe em Sowa  pelo que as regras canonicas de
forma cao nao sao usadas isoladamente mas sim pelas regras de inferencia Deni cao na
pagina  Isto garante em particular que as regras de especializa cao e generaliza cao
nunca sao misturadas pois se o forem permitem gerar grafos nao canonicos como
mostra o Exemplo  na pagina  Daqui resultam duas op coes ou se adopta o
metodo de Sowa assumindo que o utilizador de uma base de conhecimentos apenas
esta interessado nas verdades que o sistema consegue inferir ou alteramse as regras
canonicas de forma cao de modo a podelas utilizar directamente e nao apenas atraves
das regras de inferencia Seguirei esta segunda via por varias razoes
  em muitas situa coes e util poder obter grafos cuja veracidade e desconhecida 	a
partida


  e desejavel ter deni coes declarativas e operacionais dos grafos canonicos 
assim como aconteceu para os bemformados e ira acontecer para os verdadeiros
  as regras canonicas de forma cao podem formar um ponto de partida para a de
ni cao de outras opera coes que se julguem necessarias
A utiliza cao directa das regras canonicas de forma cao implica que poderao ser aplica
das regras de especializa cao e generaliza cao ao mesmo grafo Tornase assim necessario
estender a no cao de projec cao Deni cao  na pagina  de modo a incluir a genera
liza cao de vertices Por sua vez isto leva a uma nova no cao de instancia Deni cao 
na pagina 
Denicao
 Sejam g & hV
C
  V
R
  E  etiquetai e g
 
& hV
 
C
  V
 
R
  E
 
  etiqueta
 
i dois grafos
conceptuais Uma semiprojeccao   g  g
 
e uma fun cao que associa a g um subgrafo
de g
 
chamado semiprojeccao de g em g
 
tal que
  	c  V
C
c  V
 
C
etiqueta
 
c  etiquetacetiqueta
 
c  etiquetac
  	r  V
R
r  V
 
R
etiqueta
 
r  etiquetaretiqueta
 
r  etiquetar
  	e & hr  i  ci  E e & hr  i  ci  E
 
Denicao Um grafo conceptual g
 
e uma semiespecializacao ou semirestricao
de um grafo conceptual g e inversamente g e uma semigeneralizacao de g
 
 se existir
uma semiprojec cao de g em g
 
 Dizse que g
 
e uma semiinstancia de g se a projec cao
for uma fun cao bijectiva

As regras canonicas de forma cao sao por exemplo muito usadas em interpretadores semanticos
que fazem parte de sistemas de reconhecimento de lngua natural Sowa e Way 	

 Canonicidade
De seguida apresentamse pois as novas regras canonicas de forma cao A abordagem
adoptada mantem a mesma divisao em tres grupos introduzida por Sowa e as regras
tambem sao bastante parecidas As modica coes introduzidas surgem da necessidade
de gerar grafos ontologicamente correctos donde conformes Assim a aplicabilidade
de algumas regras teve que ser restringida Por outro lado foi necessario acrescentar
regras nao so para tratar grafos hierarquicos e ou com dependencias mas tambem
para garantir que as regras de inferencia sejam de facto um caso particular das regras
canonicas de forma cao o que nao acontece nas abordagens de Sowa Felizmente nao
sao precisas regras distintas para alcan car estes dois objectivos Os contextos e as
dependencias nao in(uem na no cao de canonicidade pelo que bastam regras para os
acrescentar e apagar 	a vontade Em rela cao 	as regras de inferencia Deni cao na pagi
na  comparandoas com as regras canonicas de forma cao Deni cao na pagina 
vericase que tambem basta acrescentar regras de inser cao e remo cao
Hip otese  Dados um canone e zero ou mais grafos conceptuais as regras cano
nicas de formacao geram novos grafos Em parte as regras estao denidas 	a custa das
opera coes de duplica cao remo cao e substitui cao de subgrafos A no cao de subgrafo
depende da regra que se quer aplicar mas seja ela qual for assumese que as opera coes
tem em conta os arcos e dependencias entre vertices desses subgrafos e vertices externos
Alem disso se os grafos conceptuais a que sao aplicadas as regras forem conformes o
resultado tambem tem que ser conforme No que se segue c e um contexto vazio ou
contendo pelo menos os grafos conceptuais g

e g

 que podem ser o mesmo grafo e g
 

e g
 

sao subgrafos de g

e g

 respectivamente
  Regras de Equivalencia Nestas regras se x for um vertice de um dado subgrafo
mas y nao e se existir um arco entre x e y entao y e um vertice conceptual e x
um vertice relacional
C opia Podese fazer uma copia de g
 


Simplicacao Podese apagar g
 

se g
 

e g
 

forem duplicados isto e identicos e
ligados aos mesmos vertices externos mas nao tiverem vertices em comum
  Regras de Especializacao Nestas regras se x for um vertice de um dado subgrafo
mas y nao e se existir um arco entre x e y entao y e um vertice relacional e x
um vertice conceptual
Juncao Se g
 

e g
 

forem identicos podem ser sobrepostos
Restricao A etiqueta de um vertice v de g

pode ser substituda por uma sua
especializa cao desde que v nao tenha sido relaxado anteriormente
Insercao Em c podese inserir um grafo base ou um contexto vazio seja ele
positivo ou negativo Podese acrescentar uma dependencia entre um vertice
de g

e qualquer vertice de qualquer grafo em qualquer contexto
  Regras de Generalizacao Nestas regras se x for um vertice de um dado subgrafo
mas y nao e se existir um arco entre x e y entao y e um vertice relacional e x
um vertice conceptual
Separacao Podese substituir g

por g
 

se g
 

for semiinstancia de algum grafo
base
  Regras Canonicas de Formac	ao 
Relaxamento A etiqueta de um vertice v de g

pode ser substituda por uma
sua generaliza cao desde que v nao tenha sido restrito anteriormente
Remocao Podese apagar g

 Podese remover qualquer dependencia que envolva
um vertice de g


Notese que as regras canonicas de forma cao devemmanter a base de conhecimentos
conforme donde bemformada apenas se ela o for originalmente O utilizador tem
assim maior margem de manobra porque pode aplicar as regras a grafos que nao sejam
conformes e nesse caso nao se exige sequer que o resultado esteja bemformado Mas
se os grafos originais estiverem conformes a aplica cao de uma regra exige no pior caso
a verica cao de toda a base de conhecimentos porque uma altera cao local pode ter
efeitos globais devido 	as dependencias Se o resultado nao for conforme sera preciso
desfazer a regra
	
A primeira vista o processo de deriva cao canonica parece pois ter
custos incomportaveis mas como adiante se vera na maioria das vezes tal verica cao
e relativamente eciente podendo ate ser desnecessaria

E tambem de salientar que a deni cao das regras cou muito mais concisa pois
assumese logo desde o incio que qualquer opera cao sobre subgrafos tambem tem
que envolver os arcos e as dependencias que os ligam ao exterior Fica igualmente
bastante claro que condi coes os subgrafos devem satisfazer Por ultimo reparese que
as regras nao sao independentes entre si na globalidade mas saono dentro de cada
grupo As sec coes seguintes dao uma explica cao detalhada de cada regra
  Copia e Simplicacao
A regra da copia mantevese tal como na versao de Sowa Apenas se tornou mais
clara a condi cao a que o subgrafo deve obedecer pois sem ela e possvel derivar grafos
malformados Comparese o exemplo que se segue com o Exemplo  na pagina 
ambos fazem copias a partir do mesmo grafo mas num caso obtemse um resultado
aceitavel no outro nao A diferen ca reside no subgrafo escolhido
Exemplo 
  Copiando o subgrafo ACTO do grafo ACTO 




AGNT
 ANIMADO obtemse
ACTO 




AGNT
 ANIMADO

ACTO
que nao esta bemformado porque AGNT nao e um tipo de rela cao ternaria
Nao ha pois problema em copiar um vertice relacional mas o mesmo nao se pode
dizer de um vertice conceptual porque enquanto uma rela cao so pode ter um determi
nado numero de conceitos como argumentos cada conceito faz parte de tantas rela coes
quantas se queira Assim ao copiar um vertice relacional r ligado aos vertices concep
tuais c

       c
n
 apenas se esta a aumentar o numero de arcos ligados aos c
i
 mas nao
o numero de arcos de r Ao inves copiar um c
i
que esta ligado a r implica aumentar
o numero de arcos de r o que nao e permitido Resumindo para copiar um vertice
conceptual c e preciso copiar tambem todas os vertices relacionais r

       r
m
a que esta

 Canonicidade
ligado por arcos Por outras palavras se c pertence a um subgrafo que vai ser dupli
cado todos os r
j
tambem tem que estar nesse subgrafo Esta condi cao e equivalente 	a
dada na Hipotese  na pagina 
Reparese que nao e preciso fazer nenhuma verica cao em rela cao 	a conformidade
ou 	as dependencias do grafo resultante No primeiro caso se o original obedecer 	a
rela cao de conformidade os conceitos da copia tambem serao conformes No segundo
caso a opera cao de copia limitase a duplicar parte das dependencias existentes pelo
que estando o original bemformado nesse aspecto a copia tambem o esta
Passando 	a regra de simplica cao mantevese igualmente a ideia base de Sowa
Visto dois subgrafos g
 

e g
 

serem duplicados apenas se tiverem as mesmas liga coes
para o exterior ha duas hipoteses No primeiro caso nao existem arcos para o exterior
e portanto g
 

& g

e g
 

& g

o que signica que se esta perante duas copias de um grafo
completo pelo que nao ha qualquer problema em eliminar uma delas No segundo caso
g

& g

 isto e os dois subgrafos fazem parte do mesmo grafo pelo que ha problemas
quando os subgrafos se sobrepoem
Exemplo 
  Assumase que a rela cao de altura entre pessoas e designada por NMQ nao
maior que Entao o subgrafo




NMQ
 PESSOA Joao




NMQ
ocorre duas vezes no
grafo
PESSOA Joao




NMQ
 PESSOA Joao
 




NMQ
Eliminando uma das copias obtemse apenas PESSOA Joao que nao e equivalente ao
original
Por esta razao exigese que os subgrafos nao tenham vertices em comum De novo
nao e preciso fazer a verica cao do resultado obtido pois a regra da simplica cao limita
se a eliminar dependencias e subgrafos redundantes pelo que se o original estiver bem
formado o novo grafo tambem esta
  Restricao e Relaxamento
As regras de restri cao e relaxamento tiveram que ser alteradas Em primeiro lugar
porque com a hierarquia de tipos de rela cao ja faz sentido restringir ou relaxar vertices
relacionais Em segundo lugar porque se aplicadas na sua forma original isto e sem
impor quaisquer condi coes adicionais as regras tornam a base canonica dispensavel
alem de permitirem substituir um tipo de conceito t por qualquer outro tipo t
 
 mesmo
que t e t
 
sejam incompatveis
Exemplo 
  A partir do grafo ACTO 




AGNT
 ANIMADO podese obter por res
tri cao ACTO 




AGNT
 
c
e de seguida por relaxamento ACTO 




AGNT
 IDEIA ou
ACTO 




AGNT
 RELAC	

AO  O passo intermedio tambem poderia ser um relaxamento
para ACTO 




AGNT
 
c
seguido de uma restri cao para o grafo nal
  Regras Canonicas de Formac	ao 
Como se ve usando as regras originais na presente abordagem pode ate levar 	a
gera cao de grafos malformados alem de que as condi coes impostas pelos grafos base se
tornam completamente inuteis O exemplo mostra que nao se pode misturar a restri cao
com o relaxamento Na abordagem de Sowa esta separa cao e imposta pelas regras de
inferencia Passandoa para as regras canonicas de forma cao ha duas possibilidades ou
impedese a mistura ao nvel do grafos 
 isto e um grafo que tenha sido restrito nao
pode ser relaxado e viceversa 
 ou ao nvel dos vertices isto e podese fazer restri coes
e relaxamentos sobre o mesmo grafo mas nao sobre o mesmo vertice A segunda op cao
e obviamente a mais (exvel pelo que foi a adoptada na Hipotese  na pagina 
Ha no entanto duas desvantagens Uma delas e que certos vertices nao podem mais
ser alterados nomeadamente quando sao obtidos por jun cao de dois vertices tais que
um deles foi restrito e o outro relaxado
Exemplo 
  Seja PESSOA  ANIMAL  ANIMADO e seja NMQ a rela cao de altura entre
pessoas como no Exemplo  na pagina anterior Entao a partir dos grafos conceptuais
ACTO 




AGNT
 ANIMADO PESSOA 




NMQ
 PESSOA
podese obter ACTO 




AGNT
 ANIMAL 




NMQ
 PESSOA por restri cao de ANIMADO
e relaxamento de PESSOA seguido de jun cao de ambos O conceito ANIMAL ja nao
pode ser livremente restrito ou relaxado Caso contrario obterseia por exemplo
ACTO 




AGNT
 C

AO 




NMQ
 PESSOA que viola a assinatura de NMQ
A outra desvantagem das novas regras e obrigar um sistema de Estruturas Concep
tuais a lembrarse da historia de cada vertice Uma implementa cao possvel consiste
em ter duas variaveis booleanas para cada vertice uma indicando se ele ja foi restrito
e a outra se ja foi relaxado Assim antes de iniciar uma opera cao de restri cao por
exemplo o sistema testa a variavel correspondente ao relaxamento Se tiver o valor
falso a regra pode ser aplicada e no m a variavel da restri cao e posta a verdade
Sempre que dois vertices sao sobrepostos devido 	a jun cao basta fazer a conjun cao das
respectivas variaveis
Por m notese que a especializa cao ou generaliza cao de um grafo bemformado
pode estar malformada como o Exemplo  na pagina  e o Exemplo  na pagi
na  indicam Portanto e ao contrario do que acontecia com a copia e a simplica cao
as regras de restri cao e relaxamento exigem que no caso geral se fa ca a verica cao do
resultado quanto 	a conformidade e boaforma cao
  Juncao e Separacao
A regra de jun cao tambem foi generalizada em vez de se juntar um vertice conceptual
de cada vez juntamse subgrafos iguais mas possivelmente fazendo parte de grafos di
ferentes Nesse caso temse uma juncao externa segundo a nomenclatura de Mugnier
e Chein b Como a jun cao de dois vertice relacionais envolve automaticamente
a jun cao dos seus argumentos a condi cao a que os subgrafos devem obedecer e exac
tamente a simetrica da usada para as regras de copia e simplica cao
 Canonicidade
Exemplo 
  Juntando os grafos LASANHA 




OBJ
COMER 




AGNT
 GATO Garfield
e LASANHA 




OBJ
COMER 




MANR
 DEPRESSA atraves do subgrafo comum
LASANHA 




OBJ
COMER obtemse
LASANHA 




OBJ
COMER 




AGNT
 GATO Garfield





MANR
 DEPRESSA

E tambem de salientar que a simplica cao pode ser simulada 	a custa de uma juncao
interna isto e quando os dois subgrafos fazem parte do mesmo grafo De facto a
sobreposi cao de dois subgrafos equivale a eliminar um deles mas mantendo as suas
liga coes com o exterior Como no caso da simplica cao os dois subgrafos tem exacta
mente as mesmas liga coes para o exterior obtemse o efeito da sobreposi cao Vejamos
um exemplo usando o grafo do Exemplo  na pagina 
Exemplo   O subgrafo PESSOA Joao




NMQ
 PESSOA Joao ocorre duas vezes no
grafo
PESSOA Joao




NMQ
 PESSOA Joao
 




NMQ
Sobrepondo as duas ocorrencias temse PESSOA Joao




NMQ
 PESSOA Joao  O mes
mo resultado pode ser obtido pela simplica cao aplicada ao subgrafo




NMQ

Quanto 	a regra da separa cao se se pretende que ela seja o inverso da jun cao entao
a sua formula cao deveria ser podese separar um grafo g em dois grafos g

e g

se a
sua jun cao der g Infelizmente esta deni cao permite obter grafos nao canonicos
Exemplo   Considerese os dois grafos base ACTO 




AGNT
 ANIMADO e
INSTRUMENTO 




INST
ACTO 




OBJ
 OBJECTO  Ao escrever os grafos desta
maneira e nao de outra pretendese impor a condi cao de que um acto tem ne
cessariamente um agente ou um instrumento e um objecto Fazendo a jun cao
obtemse
INSTRUMENTO 




INST
ACTO 




OBJ
 OBJECTO





AGNT
 ANIMADO
e separando de novo podese ter INSTRUMENTO 




INST
ACTO e
OBJECTO 




OBJ
ACTO 




AGNT
 ANIMADO  dois grafos que violam as restri coes
ontologicas
O problema parece pois ser o facto de se fazer a separa cao no stio errado Uma
solu cao imediata e exigir que os grafos g

e g

obtidos pela separa cao sejam canonicos
No entanto a no cao de grafo canonico ainda nao foi formalmente introduzida Ante
cipando um pouco a Sec cao  na proxima pagina a deni cao de grafo canonico vai
  Grafos Canonicos  
basearse justamente na das regras canonicas de forma cao tal como em Sowa 
Assim a inclusao do termo grafo canonico na formula cao da regra da separa cao levaria
a uma deni cao circular
A regra de Sowa Deni cao na pagina  tambem nao serve porque equivale a
separar o grafo arbitrariamente e depois eliminar uma das partes O que e preciso e
garantir que a parte que sobra esta ontologicamente correcta Nesta altura do trabalho
os unicos grafos para os quais ha essa a certeza sao os grafos base Deste modo obtemse
a regra da Hipotese  na pagina  podese eliminar parte de um grafo desde que se
garanta que o resto e um grafo base a menos de algumas restri coes e ou relaxamentos
Notese que por aplica cao repetida desta regra e possvel separar um grafo nos seus
componentes base
 	 Insercao e Remocao
A regra da remo cao permite apagar grafos incluindo contextos positivos ou negativos e
dependencias de um forma arbitraria pois se o original estava bemformado o resultado
tambem o esta Quanto 	a inser cao de novo a formula cao mais geral seria podese
inserir um grafo canonico no contexto c Pelas razoes acima indicadas os unicos
grafos que se podem inserir sem ter que fazer qualquer genero de verica cao sao
os grafos base Em rela cao aos contextos reparese que as regras dadas nas sec coes
anteriores operam dentro do mesmo contexto

E preciso pois uma regra para criar novos
contextos onde as restantes opera coes possam ser aplicadas Essa regra e igualmente
a da inser cao Para garantir que o resultado esta bem formado apenas se permite
inserir contextos vazios Os novos contextos podem ser populados com grafos base
atraves da propria regra de inser cao Finalmente em rela cao 	as dependencias e preciso
fazer a verica cao do resultado como acontece com as outras regras de especializa cao
No entanto o custo de tal processo e bastante atenuado se for usada uma versao
incremental do algoritmo que resolve o sistema de condi coes associado 	as dependencias
Menezes 
	 Grafos Canonicos
Munidos de um conjunto gerador a base canonica e de regras de gera cao as regras
canonicas de forma cao podemos nalmente denir a no cao de grafo canonico que sera
equivalente 	a da Hipotese  na pagina 

 Apenas a formula cao difere Enquanto
Sowa apenas utiliza a rela cao de conformidade na deni cao das regras pelo que e
preciso dizer explicitamente qual o conjunto inicial de grafos ao qual as regras devem
ser aplicadas na presente abordagem esse conjunto a base canonica ja faz parte da
deni cao das regras canonicas de forma cao Hipotese  na pagina  Assim um
grafo canonico e um grafo que pode ser criado a partir de um canone e da folha em
branco

Para uma formula cao alternativa e mais detalhada ver Mugnier e Chein 	

b
 Canonicidade
Denicao 	 Um grafo conceptual dizse canonico em rela cao a um dado canone C
se for possvel derivalo a partir do conjunto vazio de grafos no contexto exterior por
aplica cao de uma ou mais regras canonicas de forma cao usando a base canonica de C
Notese que um mesmo grafo pode ser considerado canonico ou nao consoante o
canone que se esta a usar Da deni cao anterior e obvio que tal como se esperava
Proposicao 	 Um grafo base e canonico em relacao ao canone a que pertence 
Demonstracao  A regra da inser cao permite colocar qualquer grafo base em qualquer
contexto em particular no contexto exterior  
Mas para alem de saber formar grafos canonicos convem tambem conseguir reconhe
celos sem ter que construir explicitamente a deriva cao isto e a sequencia de regras
que leva 	a sua forma cao Na deni cao original de Sowa as regras canonicas de forma cao
limitamse a especializar um grafo pelo que o processo de deriva cao corresponde a uma
projec cao
Denicao  Sowa Se um grafo conceptual u for canonicamente derivavel de
um grafo conceptual v possivelmente com a jun cao de outros grafos conceptuais
w

       w
n
 entao u e chamado uma especializacao de v e escrevese u  v e v e
chamado uma generalizacao de u
Teorema Sowa

Para quaisquer grafos conceptuais u e v em que u  v tem
que existir uma funcao   v u em que v e um subgrafo de u chamado projec cao
de v em u  O operador de projeccao tem as seguintes propriedades
  Para todo o conceito c de v c e um conceito de v em que tipoc 
tipoc  Se c e individual entao referentec & referentec 
  Para toda a relacao r de v r e uma relacao de v com tipor & tipor 
Se o iesimo arco de r esta ligado a um conceito c de v o iesimo arco de r
tem que estar ligado a c em v 
A funcao  nao e necessariamente injectiva se x

e x

forem dois conceitos ou relacoes
tais que x

& x

 pode acontecer que x

 & x

  A funcao  nao e necessariamente
unica o grafo v pode ter outra projeccao 
 
v em u tal que 
 
v & v 
Reparese que estas deni coes sao menos gerais que as dadas na Sec cao  na pa
gina  porque se baseiam na no cao de deriva cao canonica No entanto a no cao de
projec cao e identica 	a da Deni cao  na pagina  	a parte do facto obvio de nao permi
tir a restri cao de marcadores individuais e de vertices relacionais A interdependencia
entre deriva cao canonica e projec cao e ainda mais forte do que o teorema anterior faz
supor Mugnier e Chein b demonstraram que se houver uma projec cao entre dois
grafos canonicos entao tambem ha uma deriva cao Daqui e de outros resultados in
termedios Mugnier e Chein obtiveram um resultado que permite caracterizar os grafos

As demonstra coes deste e outros teoremas podem ser consultadas em Sowa 	

  Grafos Canonicos 
canonicos um grafo conceptual g e canonico se houver projec coes de grafos base em g
que cubram todo o g Como as novas regras canonicas de forma cao tambem permitem
a generaliza cao de vertices a projec cao e substituida pela semiprojec cao mas a ideia
principal mantemse
Denicao	 Uma cobertura de um grafo conceptual g e um conjunto nito de grafos
conceptuais fg

       g
n
g tais que cada g
i
e um subgrafo de g e cada vertice e arco de g
ocorre em pelo menos um dos grafos da cobertura
Teorema	 Um grafo conceptual raso e sem dependencias e canonico em relacao a
um canone C se e so se for conforme e tiver uma cobertura G tal que cada grafo g  G
e semiinstancia de um grafo base de C 
Demonstracao  Para provar que a canonicidade de um grafo implica a existencia de uma
cobertura basta mostrar que existe uma deriva cao canonica do grafo tal que o teorema
e satisfeito  pelos grafos iniciais e  pela aplica cao de cada regra Para simplicar
a demonstra cao reparese que cada deriva cao canonica pode ser posta numa forma
normal Como ja foi dito em sec coes anteriores a regra da simplica cao corresponde
a uma jun cao interna enquanto que a separa cao pode ser substituda pela inser cao de
um grafo base seguida de zero ou mais restri coes e ou relaxamentos Por m a copia
de um subgrafo proprio g
 
do grafo g pode ser obtida duplicando g e fazendo a jun cao
de todos os vertices conceptuais de g que nao estao em g
 
mas que tem arcos para
vertices relacionais de g
 
 Por outras palavras cada grafo canonico pode ser derivado
usando apenas as regras de inser cao restri cao relaxamento jun cao e copia de grafos
completos Como um grafo canonico e obtido a partir do nada o processo tem que
for cosamente come car pela inser cao de todos os grafos base necessarios no resto da
deriva cao A parte  ca assim trivialmente demonstrada
Em rela cao 	a parte  e preciso mostrar que se o grafo g e obtido por copia restri cao
ou relaxamento do grafo g

ou por jun cao dos grafos g

e g

 ambos conformes e com
coberturas G

e G

nas condi coes do teorema entao a g e conforme e b g tem uma
cobertura G nas condi coes do teorema A arma cao a e trivial pois e consequencia
imediata da propria deni cao das regras canonicas de forma cao Para as regras de
copia e jun cao b e obvio G e igual a G

ou 	a uniao de G

e G

 Quanto 	a restri cao
ou relaxamento g e identico a g

a menos de um vertice v

que passou a v Entao G
obtemse de G

substituindo v

por v em todos os grafos de G

em que ocorre Falta
provar que os grafos de G assim obtidos tambem sao semiinstancias de grafos base
Vaise utilizar o seguinte lema trivial se   g  g
 
e 
 
 g
 
 g
  
forem duas
semiprojec coes e se 
 
nao relaxar respectivamente restringir nenhum vertice restrito
respectivamente relaxado por  entao a composi cao de fun coes 
 
 tambem e uma
semiprojec cao Seja b um grafo base g
 

um elemento de G

contendo v

e seja g
 
 G
contendo v Entao por hipotese existe   b g
 

 Alem disto como g
 
e obtido de g
 

por restri cao ou relaxamento 
 
 g
 

 g
 
tambem e semiprojec cao Visto as regras
canonicas de forma cao obedecerem 	a condi cao do lema a composi cao 
 
  b  g
 
e
uma semiprojec cao
Provar a implica cao inversa do teorema e muito mais facil basta construir uma
deriva cao canonica para cada grafo g nas condi coes do teorema Seja entao g um grafo
 Canonicidade
conceptual conforme com cobertura fg

       g
n
g tal que cada g
i
e semiinstancia de um
grafo base b
i
 Como g e conexo cada g
i
tem que ter pelo menos um vertice conceptual
em comum com pelo menos um g
j
 sendo j & i Alem disso como g e conforme cada
g
i
tambem o e pelo que pode ser derivado pelas regras canonicas de forma cao a partir
do respectivo b
i
 A deriva cao canonica de g consiste entao em inserir os b
i
 aplicar
restri coes e relaxamentos ate obter os g
i
e nalmente juntar os vertices identicos  
O reconhecimento de grafos canonicos hierarquicos ou dependentes e bastante facil
porque a regra de inser cao permite adicionar contextos e dependencias de modo ar
bitrario desde que o grafos resultantes estejam bemformados A Proposi cao seguinte
e pois imediata
Proposicao 	 Um grafo conceptual hierarquico eou dependente e canonico se e so
se for bemformado e os grafos subjacentes forem canonicos 
Os dois resultados anteriores merecem alguns comentarios Em primeiro lugar a
demonstra cao do teorema nao implica de modo algum que as regras de simplica cao
e separa cao sejam inuteis pois elas sao necessarias quando a deriva cao nao e feita a
partir do nada mas sim a partir de grafos que ja se sabem ser canonicos Alem disso
a divisao das regras canonicas de forma cao em tres grupos necessarios para as regras
de inferencia obriga a ter uma certa redundancia Por exemplo a simplica cao e uma
jun cao que mantem o resultado equivalente ao original
Em segundo lugar e de real car a importancia do teorema e da Proposi cao que
advem do facto de permitir obter um algoritmo para vericar se um grafo conceptual
g dado pelo utilizador por exemplo e canonico ou nao O algoritmo consiste basi
camente em encontrar grafos base cujas semiprojec coes em g cubram g totalmente
Mas como a semiprojec cao de um vertice relacional tambem tem que incluir os vertices
conceptuais a que esta ligado o algoritmo resumese ao seguinte Escolhese um vertice
relacional v de g e percorrese a base canonica ate encontrar um grafo base cuja semi
projec cao em g contenha v Todos os vertices relacionais cobertos pela semiprojec cao
sao marcados e o processo continua com um dos vertices relacionais de g ainda nao
marcados Este algoritmo e identico ao apresentado em Mugnier e Chein b ex
ceptuando a substitui cao da projec cao pela semiprojec cao Assim mantemse a pro
priedade da complexidade do algoritmo ser polinomial em rela cao 	a da semiprojec cao
Na maioria das vezes os grafos base sao arvores pelo que a semiprojec cao e de com
plexidade polinomial Daqui resulta que nesses casos reconhecer um grafo canonico
demora tempo proporcional ao tamanho do grafo e da base canonica
Embora a nova no cao de canonicidade use a semiprojec cao a opera cao de projec cao
nao deixa de ter importancia nomeadamente para a organiza cao dos grafos conceptuais
numa hierarquia A pesquisa e a inser cao de grafos na base de conhecimentos tornamse
assim muito mais ecientes Ellis  Ellis 
Teorema Sowa A generalizacao dene uma ordenacao parcial dos grafos con
ceptuais chamada hierarquia de generaliza cao  Para quaisquer grafos conceptuais u v
e w as seguintes propriedades sao verdade
Re exividade u  u 
  Grafos Canonicos 
Transitividade Se u  v e v  w entao u  w 
Antisimetria Se u  v e v  u entao u & v 
Subgrafo Se v e um subgrafo de u entao u  v 
Subtipos Se u e identico a v excepto que um ou mais tipos de v estao restritos a
subtipos em u entao u  v 
Indivduos Se u e identico a v excepto que um ou mais conceitos genericos de v estao
restritos a conceitos individuais em u entao u  v 
Topo O grafo  e a generalizacao de todos os outros grafos conceptuais 
Embora Sowa esteja a usar a no cao de generaliza cao dada pela sua Deni cao 
na pagina  o teorema tambem e aplicavel usando a minha Deni cao  na pagi
na  porque ambas se baseiam na projec cao entre grafos Infelizmente tanto num
caso como no outro o teorema tem um ligeiro erro  nao e uma ordem parcial porque
nao e antitransitiva como ja foi notado por Gerard Ellis e muitos outros Chein e
Mugnier  O Exemplo  na pagina  mostra dois grafos que sendo diferentes
sao no entanto projectaveis um no outro Sera pois mais correcto dizer que a hierarquia
de generaliza cao e um conjunto parcialmente ordenado das classes de equivalencia de
grafos induzidas pela opera cao de projec cao
 Canonicidade
Cap tulo 	
L ogica
O canone permite ao engenheiro do conhecimento especicar uma ontologia que serve
de base para a constru cao de uma base de conhecimentos que represente uma teoria
sobre um determinado problema Assim varias bases de conhecimentos de um ou
mais utilizadores podem partilhar o mesmo canone Basta ao utilizador acrescentar 	a
base canonica um conjunto de grafos conceptuais assumidos como verdadeiros a partir
dos quais pretende inferir nova informa cao As regras canonicas de forma cao apenas
garantem que os grafos por elas gerados estao ontologicamente correctos mas nada se
pode dizer sobre a sua veracidade Sao precisas pois regras de inferencia para os grafos
conceptuais
Este captulo mostra como a teoria descrita ate ao momento cobre a logica de
primeira ordem A proxima sec cao mostra como se pode traduzir grafos em formulas
logicas Apenas estaremos interessados em formulas fechadas porque uma formula com
variaveis livres e sempre verdadeira isto e independente da avalia cao das variaveis se
e so se o seu fecho universal o for Apresentarei primeiro a tradu cao dada por Sowa para
a TEC original e mostrarei que a sua deni cao esta incompleta porque nao permite
obter todas as formulas logicas de primeira ordem A nova tradu cao segue as linhas
gerais da abordagem de Sowa os tipos correspondem a predicados os marcadores a
constantes e os elos de correferencia as unicas dependencias usadas neste captulo
representam a igualdade dos referentes ligados
A segunda sec cao dene uma interpreta cao para os grafos conceptuais que da signi
cado 	as condi coes de boaforma cao e 	a hierarquia de tipos Como ja foi dito anterior
mente um tipo de conceito naorelacional de ordem n! denota um conjunto de tipos
de ordem n um tipo relacional de ordem n denota um conjunto de rela coes de ordem
nao superior a n e uma rela cao de aridade n e ordem i denota um conjunto de tuplos
narios em que cada elemento e de ordem inferior a i Alem disso se t for subtipo de
t
 
 o conjunto denotado por t e um subconjunto do conjunto denotado por t
 

Finalmente a terceira e ultima sec cao deste captulo apresenta as regras de in
ferencia distinguindose o caso proposicional do geral para facilitar a leitura As regras
de inferencia sao um caso particular das regras canonicas de forma cao pois devido 	a
classica cao dos grafos em quatro nveis um grafo verdadeiro tem que ser canonico
Neste captulo assumese portanto que os grafos a traduzir e inferir sao todos bem
formados e obedecem 	a base canonica


 Logica

 Tradu cao
O primeiro passo na exposi cao dos fundamentos logicos dos grafos conceptuais con
siste em encontrar uma correspondencia entre grafos e formulas de uma linguagem
de primeira ordem Essa correspondencia e dada por um algoritmo de tradu cao A
subsec cao seguinte apresenta a deni cao original de Sowa e mostra as suas limita coes
Na segunda subsec cao e dada uma nova versao juntamente com uma deni cao rigorosa
da linguagem de primeira ordem usada Na TEC original essa linguagem encontrase
implicitamente denida pelo processo de tradu cao

 A Denicao de Sowa
A transforma cao de grafos conceptuais em formulas da logica de primeira ordem esta a
cargo de um operador especco denominado  A sua deni cao encontrase espalhada
por varias hipoteses em Sowa  consoante a complexidade do grafo a que se aplica
No caso mais simples sem contextos nem elos de correferencia a tradu cao e imediata
Um tipo de conceito corresponde a um predicado monadico um tipo de rela cao a
um predicado com a mesma aridade que a rela cao e os argumentos desses predicados
sao dados pelos referentes dos conceitos Um marcador individual corresponde a uma
constante e o marcador generico traduzse numa variavel quanticada existencialmente
ou nao fossem os grafos conceptuais descendentes dos grafos existenciais de Peirce
A formula denotada por um grafo completo e entao a conjun cao destas subformulas
Hip otese  Sowa O operador  transforma grafos conceptuais em formulas do
calculo de predicados de primeira ordem Se u e um grafo conceptual qualquer entao
u e a formula determinada pela seguinte constru cao
 Se u contem k conceitos genericos afecte um smbolo de variavel distinto x

       x
k
a cada um
 Para cada conceito c de u seja identicador c a variavel afecta a c se c for
generico ou referentec se c for individual
 Represente cada conceito c como um predicado monadico cujo nome e o mesmo
que tipoc e cujo argumento e identicador c
 Represente cada rela cao nadica r de u como um predicado nadico cujo nome e
o mesmo que tipor Para cada i de  ate n o iesimo argumento do predicado
e o identicador do conceito ligado ao iesimo arco de r
 Entao u tem o prexo de quantica cao x

x

  x
k
e o corpo e a conjun cao
de todos os predicados para os conceitos e rela coes de u
Exemplo   O grafo g & GATO Garfield




AGNT
PERSEGUIR




OBJ
 C

AO indica
que existem um cao e uma persegui cao particular que estao relacionados com o in
divduo Gareld Seguindo a conven cao habitual de escrever predicados commaiuscula
inicial obtemse
g & xy Gatogareld   Perseguir x  Caoy  Agnt x  gareld  Obj x  y
 Traduc	ao 
Embora a hipotese anterior pare ca trivial tem um problema nao da nenhum trata
mento especial aos tipos predenidos  e  Hipotese  na pagina  Aplicando
a deni cao de  estes dois tipos sao traduzidos em dois predicados que em nada se
distinguem dos outros Isto e coerente com as regras de inferencia Hipotese  na
pagina  que tambem nao tratam  e  de maneira diferente No entanto nao
corresponde 	a ideia intuitiva que se tem do topo e da base de um reticulado nomeada
mente que o topo representa o domnio completo e a base representa o conjunto vazio
de indivduos Em termos logicos isto equivale a dizer que  deve ser traduzido pela
constante %verdade e  deve corresponder 	a falsidade O facto destas no coes informais
nao se encontrarem re(ectidas nas deni coes formais de Sowa e uma lacuna grave pois
como veremos adiante sem elas nao e possvel aos grafos conceptuais representarem
todas as formulas de primeira ordem
Continuando com a deni cao de  o proximo passo e cobrir o caso dos grafos
hierarquicos De novo a tradu cao e bastante simples um contexto representa a con
jun cao dos grafos que nele se encontrem Se o contexto for negativo a formula obtida
devera ser negada
Hip otese Sowa Se p e uma proposi cao asserindo os grafos fu

       u
n
g entao
p e a formula u

     u
n
 Se c e um contexto negativo formado pela rela cao
NEG ligada a uma proposi cao p entao c e p O operador de formula  associa
smbolos de variavel distintos a todos os conceitos genericos que ocorram em p ou em
qualquer contexto dentro de p
Exemplo 	  Sejam A e B grafos arbitrarios representando as proposi coes a e b isto
e A & a e B & b Entao a implica cao a  b e representada pelo grafo g &

A
 
B  De facto aplicando a deni cao de  obtemse
g & A  B & a  b & a  b & a b
Para traduzir formulas com varias implica coes basta aplicar o padrao sistematica
mente a cada subformula Eis tres exemplos que serao utilizados na demonstra cao da
completude das regras de inferencia proposicionais Teorema  na pagina 
   a b a
 

A
 
b	 a
 

A
   
B
 
A
   a b c a b a c
 

a	 b	 c
 
a	 b	 a	 c
 

 
A
 
b	 c
   
a	 b
 
a	 c
 

 
A
   
B
 
C
     
A
 
B
   
A
 
C
 Logica
   a b b a
 

a	 b
 
b	 a
 

 
a
 
b
   
B
 
A
 

   
A
   
B
   
B
 
A
O exemplo que se segue ilustra dois pontos importantes que podem nao ser facil
mente perceptveis numa leitura menos atenta da Hipotese  na pagina anterior
Em primeiro lugar uma nega cao nunca aparece imediatamente antes de um predicado
Ha sempre pelo menos um quanticador existencial pelo meio Em segundo lugar um
contexto corresponde no fundo a um par de parentesis que servem para delimitar o es
copo das variaveis introduzidas nesse contexto Assim se c for um contexto contendo
o contexto c
 
 na tradu cao de c
 
podese reutilizar as variaveis de c


Exemplo 
  O grafo

C

AO corresponde 	a formula x Caox A arma cao se
existir uma pessoa entao existe um homem ou existe uma mulher pode ser represen
tada por x Pessoax x Homemx x Mulherx Sendo a b equivalente
a a  b obtemse

PESSOA
     
HOMEM
 
MULHER
Assim como aconteceu com a Hipotese  na pagina  a segunda parte da
deni cao de  tambem esta incompleta Neste caso ja nao se trata de como traduzir
os tipos  e  mas sim de como traduzir um contexto vazio De acordo com a Hi
potese  na pagina anterior a aplica cao de  ao grafo  que e a abreviatura
de PROPOSIC	

AO fg  resulta na formula  que nao obedece 	a sintaxe habitual de uma
linguagem de primeira ordem porque nao contem nenhum literal Podersea perguntar
se o contexto vazio e relevante ou se e algum caso patologico que nao necessita de
tradu cao Segundo Sowa  p 
um conjunto vazio de grafos nao faz nenhuma asser cao Por conven cao
assumese que e verdadeiro A nega cao do conjunto vazio chamada clausula
vazia tem pois que ser falsa e escrita como  
Esta conven cao explica porque e que o conjunto vazio de grafos e um axioma logico Hi
potese  na pagina  o que prova a necessidade de um tratamento especial para
o contexto vazio donde para a clausula vazia Alem disso os exemplos da Sec cao 
na pagina  mostram que a aplica cao das regras de inferencia podem gerar contextos
vazios Por todas estas razoes e ao contrario do que sucede de momento a aplica cao
  tem que estar denida e o resultado deve re(ectir a conven cao mencionada
 
Como se vera adiante isto so funciona se nao houver elos de correferencia de c para c
 
 Por isso
Sowa requer desde ja que se usem variaveis distintas em todos os contextos
 Traduc	ao  
A terceira e ultima parte da deni cao formal de  diz respeito a grafos com linhas
de identidade Neste caso a tradu cao resulta numa formula da logica de primeira
ordem com igualdade Um elo de correferencia indica que dois conceitos representam
o mesmo indivduo ou indivduos diferentes se o elo de correferencia atravessar um
contexto negativo Por isso a tradu cao destes casos envolve copiar o identicador do
conceito dominante para o dominado mas nao viceversa por causa da nega cao
Hip otese	 Sowa Se u for um grafo conceptual contendo uma ou mais linhas de
identidade calcule a formula u transformando primeiro o grafo u segundo o seguinte
algoritmo
  associe um nome de variavel unico a cada conceito generico de u
  para todo o a no conjunto dos conceitos dominantes de u fazer
 x & identicador a
 acrescente &x ao campo do referente de cada conceito dominado por a
  apague todos os elos de correferencia de u
A formula u e o resultado de aplicar  	a versao transformada de u com a seguinte
regra para tratar conceitos com multiplos referentes se b for um conceito de u da forma
t  x

& x

&    & x
n
 entao b tem a forma tx

  x

& x

     x

& x
n

Exemplo   O grafo do Exemplo  na pagina anterior nao representa a arma cao
todas as pessoas sao homens ou mulheres Para tal e necessario introduzir uma
linha de identidade mostrando que se existir uma pessoa entao essa pessoa tem que ser
homem ou mulher Transformando os elos de correferencia segundo o algoritmo acima
dado obtemse o grafo

PESSOA x
     
HOMEM y  x
 
MULHER z  x
A aplica cao de  resulta na formula
x Pessoax  y Homemy  y & x  z Mulher z  z & x
que e equivalente 	a pretendida 	x Pessoax Homemx Mulherx
Este exemplo mostra varias coisas Em primeiro lugar quando um elo de correferen
cia liga dois conceitos genericos podese utilizar a mesma variavel para ambos A copia
dos identicadores so e necessaria para os marcadores individuais como acontece no
exemplo Rosalie nao e Rosann dado na Sec cao  na pagina  Em segundo lugar
reparese na diferen ca entre o esqueleto do grafo do exemplo anterior e o do Exem
plo  na pagina anterior O padrao

A
 
B e traduzido para x Ax  y B y
enquanto

A  
 
  B representa 	x Ax Bx Em terceiro lugar um elo de correfe
rencia de um contexto dominante c para um contexto dominado c
 
indica a presen ca de
uma variavel livre em c
 
 Como as linhas de identidade nao podem ter pontas soltas
 Logica
isto e tem que haver conceitos em ambos os extremos de cada elo de correferencia
signica isto que qualquer variavel livre tem que ser introduzida anteriormente por um
predicado
Chegamos assim nalmente ao fulcro da questao os grafos conceptuais tais como
denidos formalmente em Sowa  atraves de  nao conseguem representar to
das as formulas fechadas da logica de primeira ordem Considerese como exemplo
	x Px em que P e um predicado qualquer

E obvio que esta formula jamais pode ser
obtida atraves de  por causa do quanticador universal Transformemola entao em
x Px Continuamos com uma formula impossvel de obter devido ao literal nega
tivo Introduzindo entao mais um quanticador existencial vem x y Pyy & x
Esta ultima versao da formula inicial corresponde ao grafo incompleto

 
P y  x
ou na nota cao puramente graca

  
 
   P  A pergunta colocase imediatamente
mas qual e o conceito que introduz a variavel x e que devia estar no outro extremo do
elo de correferencia' Eis a resposta de Sowa
Denicao  Sowa Se t e um tipo para um conceito o tipo negado t e denido
por uma deni cao de tipo da forma tipo t	x
  e T  x t  x
A formula x Px corresponde pois ao grafo

P que deve ser expandido
em g &

   
 
   P  Mas esta deni cao nao e consistente com a de  porque da
um signicado especial ao tipo universal que nao e correspondido na tradu cao para
formulas logicas nem no processo de inferencia De facto a unica maneira de g &
x T x  y Py  y & x corresponder a 	x Px e assumindo que T x e
sempre verdade para qualquer x
Para nalizar a apresenta cao do esquema de tradu cao na TEC original gostaria
de chamar a aten cao para outro pequeno problema na deni cao de  Reparese que
nao existe nenhuma ordem preestabelecida entre os grafos que se encontrem num
mesmo contexto Assim podemse obter formulas diferentes consoante a ordem pela
qual se escrevem as conjun coes No entanto se nao houver linhas de identidade nao
ha problema porque embora diferentes as formulas obtidas sao equivalentes O caso
muda de gura com a presen ca de elos de correferencia A presen ca de variaveis livres
implica uma certa ordem que se nao for obedecida leva 	a gera cao de uma formula nao
equivalente 	a que se pretende Vejamos um exemplo
Exemplo   O grafo

GATO       C

AO e suposto representar a frase existe um cao
que nao e gato Fazendo a transforma cao dada na Hipotese  na pagina anterior
obtemse

GATO y  x C

AO x  Como a Hipotese  na pagina  nao diz qual a
ordem pela qual devem ser traduzidos os dois grafos que se encontram no contexto
exterior podese obter y Gatoy  y & x  x Caox ou entao x Caox 
y Gatoy  y & x Estas duas formulas nao sao equivalentes porque ha uma
ocorrencia livre de x na primeira formula Assim apenas a segunda corresponde ao
signicado pretendido
 Traduc	ao 

 A Nova Denicao
A nova deni cao de  que apresentarei no resto desta sec cao e basicamente igual 	a
de Sowa As diferen cas devemse 	a resolu cao dos problemas ja mencionados e ao
facto de os marcadores individuais estarem organizados numa hierarquia Quanto ao
problema de nem todas as formulas de primeira ordem poderem ser representadas a
solu cao e a que foi indicada basta interpretar os tipos universais e absurdos como
verdade e falsidade respectivamente Em rela cao aos contextos vazios basta traduzi
los por tautologias Finalmente podese resolver o problema do mesmo grafo poder
originar formulas incompatveis garantindo que todos os quanticadores existenciais
sao colocados antes da conjun cao das subformulas respeitantes aos grafos do mesmo
contexto
A diferen ca mais signicativa devese no entanto ao facto de haver uma ordem parcial
sobre os referentes ao contrario do que sucede na TEC original Por essa razao um elo
de correferencia entre referentes nao representa apenas a igualdade Como ja foi dito
na Sec cao  na pagina  um grafo com dependencias o que inclui os elos de corre
ferencia representa todos as suas instancias que satisfazem as equa coes associadas No
caso dos referentes nao formarem uma hierarquia um grafo e a sua propria instancia
e portanto a ordem parcial entre referentes resumese 	a igualdade Mas na presente
abordagem o teste de identidade tem que ser substitudo por um teste de subsun cao
Consideremos por exemplo o grafo FORMA losango    FORMA rect
angulo  Na abor
dagem de Sowa todos os tipos sao de primeira ordem e os referentes representam
indivduos incomparaveis entre si Deste modo o grafo arma que um losango e a
mesma forma que um rectangulo Aplicando a deni cao original de  a este grafo
composto fazse uma copia mutua dos referentes porque ambos os conceitos sao do
minantes e obtemse
Formalosango  losango & rectangulo  Formarectangulo  rectangulo & losango
que equivale de facto ao signicado intuitivo No entanto neste texto RECT

ANGULO e
LOSANGO sao tipos de primeira ordem e FORMA e um tipo de segunda ordem Exemplo 
na pagina  Assim a leitura do grafo sera existe uma forma que e simultaneamente
um losango e um rectangulo pelo que a tradu cao deve ser
x Formax  x v losango  Formax  x v rectangulo
em que v e um predicado especial escrito sob a forma de operador denotando a
ordem parcial entre os tipos Notese que a primeira formula e falsa mas a segunda e
verdadeira porque x pode ser substitudo por QUADRADO Exemplo  na pagina 
O resto desta sec cao limitase a denir primeiro uma linguagem de primeira ordem
L e depois a fun cao  que transforma grafos conceptuais em formulas fechadas de L
Embora a tradu cao siga no geral a abordagem de Sowa com as diferen cas mencionadas
nos paragrafos anteriores as formulas obtidas terao um aspecto bastante diferente
Vejamos porque Os tipos de rela cao e os tipos de conceito naorelacionais podem
aparecer tanto 	a esquerda como 	a direita de % num conceito Por outras palavras a
maior parte dos tipos pode ser usada como marcadores o que signica que nas formulas
logicas podem dar origem a predicados ou a constantes Por exemplo TIGRE Hobbes
 Logica
traduzse em Tigrehobbes enquanto ESP

ECIE tigre equivale a Especietigre em que
Tigre e tigre sao smbolos diferentes de L Com o objectivo de manter a linguagem
tao simples quanto possvel escreversea Holdstigre  hobbes em vez de Tigrehobbes
Assim cada tipo gera apenas um unico smbolo em L e nao dois O metapredicado
Holds parecido com o usado na linguagem KIF Genesereth e Fikes  pode ser
igualmente aplicado a rela coes Assim por exemplo Agntx  y passa a ser escrito na
forma Holdsagnt   x  y No entanto como cada predicado tem uma aridade xa nao
existe um unico Holds mas sim um conjunto fHolds
i
ji  g Uma rela cao naria sera
traduzida numa formula atomica com o predicado Holds
n
 pelo que Holds
n
tem n ! 
argumentos sendo o primeiro a constante correspondente 	a rela cao
A utiliza cao de Holds  para alem de tornar L mais compacta torna o predicado
especial v desnecessario desde que se tenha a igualdade A formula atomica m v m
 
pode ser reescrita em 	x Holdsm x  Holdsm
 
  x se m e m
 
forem tipos Caso
contrario ou seja se m e m
 
forem indivduos m v m
 
e simplesmente o mesmo que
m & m
 
 Por sua vez a igualdade tambem serve para representar os tipos universais
e absurdos 
c
e 
r
sao traduzidos para x & x em que x e uma variavel qualquer e

c
e 
r
correspondem pois ambos a x & x Tornase assim desnecessario ter um
predicado especial para representar %verdade ou %falso


Estamos pois em condi coes de passar 	a deni cao formal de L Como qualquer
linguagem de primeira ordem L contem smbolos logicos que compoem a parte xa
da linguagem e smbolos nao logicos que sao dependentes da aplica cao Os smbolos
logicos dividemse em conectivos quanticadores variaveis e smbolos auxiliares de
pontua cao Os conectivos necessarios sao de novo a nega cao e a conjun cao pelo que
basta ter o quanticador existencial Quanto aos smbolos nao logicos dividemse em
constantes fun coes e predicados Como acontecia na teoria original nao ha fun coes
Quanto 	as constantes a cada marcador individual tem que corresponder uma constante
distinta de todas as outras Em rela cao aos predicados e preciso antes de mais a
igualdade que representarei com o smbolo

& para a diferenciar da igualdade usada
nas deni coes e hipoteses deste texto Em segundo lugar e preciso um conjunto de
predicados Holds
i
para as diferentes aridades dos tipos de rela cao um tipo de conceito
pode ser encarado como uma rela cao unaria Finalmente e necessario um predicado
distinto para cada tipo de conceito relacional pois esses sao os unicos tipos que nao
podem ser usados como marcadores Como tal nao podem ser representados por
constantes de L donde nao podem ser traduzidos usando Holds
i

Hip otese 	 A linguagem de primeira ordem L associada a um dado canone com
hierarquias de tipos T
C
e T
R
e conjunto de marcadores M e composta de
  um conjunto nao vazio de variaveis
  um conjunto de constantes fc
m
jm  M
 f  

 g g tal que m & m
 
 c
m
& c
m


  um conjunto de predicados f

&g  fHolds
i
ji  g  fp
t
jt  T
rc
or
g tal que t & t
 

p
t
& p
t


  os smbolos de pontua cao  

Ter uma constante em vez de um predicado nao basta comomostrou a discussao da Deni cao 
na pagina 

 Traduc	ao 
  os conectivos  e 
  o quanticador 
A deni cao da fun cao de tradu cao  e facil de entender nas suas linhas gerais pois
correspondem 	as da deni cao original No entanto os detalhes tecnicos sao um pouco
complexos pelo que requerem uma explica cao alargada Pela mesma ordem em que
serao dadas na deni cao formal eis as regras para a constru cao da formula de primeira
ordem correspondente a um dado grafo
 O primeiro passo consiste em tratar os contextos vazios Por conven cao eles re
presentam %verdade tal como o conceito 
c
    Assim introduzindo um conceito
desses em cada contexto vazio o esquema habitual de tradu cao encarregarsea
do resto
 De seguida associase uma variavel unica chamada identicador a cada vertice
conceptual Ou seja ao contrario do que fazia Sowa ate os conceitos individuais
vao ter a sua variavel porque como se viu anteriormente a existencia de um elo
de correferencia obriga 	a introdu cao de uma variavel para representar a instancia
comum dos marcadores que satisfaz a equa cao
 A tradu cao de um conceito tem que ter em conta se ele domina ou e dominado
por outros conceitos Assim e preciso saber para cada conceito se ele faz parte
de linhas de identidade ou nao
 Os identicadores dos conceitos dominantes sao copiados para os conceitos domi
nados
 Cada conceito esta quanticado existencialmente
 Um conceito c & t m com identicador x corresponde basicamente 	a formula
atomica Holds

c
t
  x No entanto se t & 
c
ou t & 
c
entao a constante c
t
nao
esta denida Nesses casos a formula ca simplesmente

& x  x ou 

& x  x
respectivamente Quando m &

  o conceito tambem e falso pelo que e preciso de
novo incluir 

& x  x Para alem deste nucleo a tradu cao de c tem que conter
a formula atomica x

& y para cada identicador y de um vertice conceptual que
domine c Por ultimo devese ter em conta m se ele for um marcador individual
Como ja foi dito ha dois casos possveis Se o conceito nao zer parte de nenhum
elo de correferencia ou se m denotar um indivduo entao basta ter x

& m Se
m denotar um tipo e zer parte de um elo de correferencia entao x v m o
que equivale a dizer 	y Holds

x  y  Holds

c
m
  y Segundo o vocabulario
adoptado a formula resultante deve ser y Holds

x  y  Holds

c
m
  y
 Um vertice relacional de tipo t e ligado a n vertices conceptuais com identicadores
x

       x
n
e traduzido para Holds
n
c
t
  x

       x
n
 De novo se t & 
r
ou t & 
r
a
constante c
t
nao esta denida Mas como 
r
denota a rela cao universal isto e a
que contem todos as combina coes de indivduos possveis e 
r
denota a rela cao
absurda isto e a que nao contem nenhum tuplo de indivduos as tradu coes
destes casos podem ser simplesmente

& x

  x

 e 

& x

  x

 respectivamente
 Logica
 A formula de primeira ordem respeitante a um grafo raso e obtida como na abor
dagem de Sowa isto e apos a quantica cao existencial de todos os vertices con
ceptuais seguese a conjun cao das subformulas obtidas nos passos anteriores
 A tradu cao de um contexto tambem e feita como na Hipotese  na pagina 
mas com o cuidado de colocar todos os quanticadores existenciais no incio da
formula
 Se o contexto for negativo negase a formula obtida pela regra anterior
No resto do texto optei por escrever o predicado

& como operador inxo para maior
legibilidade Assim x

& x representa 

& x  x e nao

& x  x De facto esta
ultima nao e uma formula logica bem formada porque os conectivos apenas podem
ser aplicado a formulas atomicas ou compostas e nao directamente a variaveis ou
constantes Eis pois a deni cao formal das regras acima descritas


Hip otese 		 Seja L a linguagem de primeira ordem associada a um dado canone As
fun coes  
p
 
c
devolvem para cada grafo conceptual uma sequencia de smbolos de
L A sequencia g e a formula de primeira ordem associada ao grafo g composta
pelo prexo de quantica cao 
p
g e pelo corpo 
c
g A tradu cao e feita aplicando
as regras que se seguem As fun coes auxiliares id  li e dom devolvem respectivamente
para cada vertice conceptual c uma variavel que identica univocamente c um booleano
que indica se c faz parte de alguma linha de identidade e o conjunto de identicadores
dos vertices conceptuais que dominam c Quando necessario o operador  representa
explicitamente a opera cao de concatena cao de smbolos de L
 Em cada contexto vazio de g inserese um conceito 
c
   
 Para cada vertice conceptual c denese idc & x em que x e uma variavel de L
nao usada anteriormente
 Para cada vertice conceptual c denese lic & verdade se c zer parte de alguma
linha de identidade caso contrario lic & falso
 Para cada vertice conceptual c denese domc & fidc
 
jc
 
domina cg
 Para cada vertice conceptual c 
p
c & idc
 Para cada vertice conceptual c com tpc & t e rf c & m a formula 
c
c e obtida
pela conjun cao de todas as subformulas aplicaveis das seguidamente indicadas
  Holds

c
t
  idc
  idc

& idc se t & 
c
ou m &

 
  idc

& idc se t & 
c

  p
t
idc se t  T
rc
or

 

xdomc
idc

& x
  c
m

& idc se m  T
nc
 
ou lic & falso

Relembro que tpc e a abreviatura de tipoetiquetac e rf c a de referenteetiquetac
 Traduc	ao 
  x Holds

idc  x  Holds

c
m
  x em que x & idc se m  T
nc
 
e
lic & verdade
 Seja r um vertice relacional com tpr & t e ligado aos vertices conceptuais
c

       c
n
 Se t & 
r
ou t & 
r
entao 
c
r & idc



& idc

 ou 
c
r & idc



&
idc

 respectivamente Caso contrario 
c
r & Holds
n
c
t
  idc

       idc
n

 Se g for um grafo conceptual raso com vertices conceptuais V
C
e vertices relacionais
V
R
 entao g & 
p
g
c
g em que

p
g &
K
cV
C

p
c 
c
g &

cV
C

c
c 

rV
R

c
r
 Se p for uma proposi cao contendo o conjunto de grafos G entao 
p
p e a sequencia
vazia e p & 
c
p & 
K
gG

p
g

gG

c
g
 Se c for um contexto formado pela nega cao da proposi cao p entao 
p
c e a
sequencia vazia e c & 
c
c & p
Seguemse varios exemplos sendo os primeiros meras repeti coes de grafos apresen
tados anteriormente Esses exemplos nao so mostram as diferen cas entre a antiga e
a nova deni cao de  como tambem ilustram o tratamento de alguns casos que antes
eram problematicos Os restantes exemplos serao uteis no resto do captulo Exem
plos adicionais podem ser encontrados na Tabela  na pagina  Para simplicar
a escrita a constante c
m
associada ao marcador m tera o mesmo nome que m e sera
grafada em minusculas enquanto os predicados p
t
 embora tambem tenham o mesmo
nome que t serao escritos com maiuscula inicial
Exemplo   O grafo GATO Garfield




AGNT
PERSEGUIR




OBJ
 C

AO do Exem
plo  na pagina  traduzse em
xyz Holds

gato  x  x

& gareld  Holds

perseguir  y  Holds

cao  z
Holds

agnt   y  x  Holds

obj   y  z
A tradu cao dos grafos do Exemplo  na pagina  e do Exemplo  na pagi
na  mantemse basicamente igual excepto o uso do predicado Holds

 porque esses
grafos nao tem elos de correferencia ou quando os tem eles nao envolvem marcadores
individuais O exemplo seguinte mostra que a nova deni cao de  ja permite representar
a formula 	x Px da maneira intuitiva que se espera Nomeadamente a arma cao
para todo o x P x e verdade corresponde a se x for uma entidade qualquer entao
Px
Exemplo   Seja P um tipo de conceito relacional qualquer

 Entao



c
  
 
   P  & x x

& x  y P y  y

& x
Ora isto nao e mais do que 	x x

& x y Holds

p  yy

& x Devido 	as propriedades
da igualdade x

& x e sempre verdade e Holds

p  yy

& x corresponde a Holds

p  x
pelo que se obtem 	x Holds

p  x como se esperava

Se P for naorelacional basta substituir P y por Holds
 
p y no que se segue

 Logica
Exemplo   Devido 	a formula cao da regra  o grafo

GATO       C

AO do Exemplo 
na pagina  ja e traduzido correctamente para
x y Holds

gato  y  y

& x  Holds

cao  x
Exemplo   O grafo FORMA rect
angulo    FORMA losango tem um elo de correferencia
entre tipos pelo que a sua tradu cao sera
xy Holds

forma  x  x

& y  z Holds

x  z  Holds

rectangulo  z
Holds

forma  y  y

& x  z Holds

y  z  Holds

losango  z
Exemplo   A linha de identidade em PESSOA Rosalie   

   PESSOA Rosann liga dois in
divduos Neste caso a aplica cao da regra  resulta em
x Holds

person  x  x

& rosalie  y Holds

person  y  y

& rosann  y

& x
Exemplo   A formula 	x x

& x ou equivalentemente x x

& x e representada
pelo grafo


c

Exemplo 	  Seja A uma formula da logica de primeira ordem em que a variavel x
nao ocorre livre Entao a formula 	x A e representada pelo grafo


c
 
A em
que a ausencia de elos de correferencia mostra que a variavel introduzida pelo conceito
universal nao esta livre no grafo A De facto pela aplica cao da deni cao de  obtemse
x x

& x  A ou seja 	x x

& x A o que vem dar ao mesmo que 	x A
O Exemplo  na pagina anterior e o Exemplo  ilustram de novo que os elos de
correferencia mostram onde existem variaveis livres e onde e que elas sao introduzidas
O exemplo seguinte combina implica coes quantica cao universal e variaveis livres e
ligadas
Exemplo 
  Sejam A e B duas formulas tais que x ocorre livre em B mas nao em A
Os grafos que representam essas duas formulas sao igualmente designados por A e B
Para enfatizar o facto de B conter um conceito com um elo de correferencia escreverei
  B Entao a formula A  B e representada pelo grafo

A
 
  B que nao esta
completo porque o elo de correferencia tem uma ponta solta Como a quantica cao
universal corresponde a uma implica cao a formula 	x A B e a tradu cao de


c
  
 
  
 
  
 
  B A
Visto x nao ser livre em A nao ha elo de correferencia entre o conceito universal e o
grafo A De modo semelhante obtemse para A 	x B o grafo

A
   

c
  
 
  B
Entao o grafo para a formula 	x A B A 	x B e

 

c
  
 
  
 
  
 
  B A
   
A
   

c
  
 
  B

 Interpretac	ao 

 Interpreta cao
Apos a deni cao de uma linguagem e de como os grafos conceptuais sao representados
nessa linguagem o passo seguinte e denir uma interpreta cao Basicamente trata
se de indicar um domnio e de como as constantes e predicados da linguagem sao
interpretados Uma constante corresponde a um elemento do domnio enquanto um
predicado denota um conjunto de tuplos de elementos Um predicado unario sera pois
um subconjunto do domnio um predicado binario um conjunto de pares ordenados e
assim por diante
Mas enquanto a deni cao normal de interpreta cao e bastante (exvel no caso dos
grafos conceptuais ha bastantes restri coes que devem ser satisfeitas Ate ao momento
de toda a informa cao contida num canone apenas foi usada a que diz respeito aos tipos
e marcadores existentes

E com base neles que se dene o vocabulario da linguagem
de primeira ordem Mas os tipos e marcadores nao sao apenas nomes de entidades
arbitrarias ha uma rela cao entre elas a qual e dada pelas hierarquias de tipos e mar
cadores Em logica de primeira ordem essa ordem taxonomica pode ser representada
por implica coes quanticadas universalmente como ja foram usadas para tratar os elos
de correferencia entre marcadores individuais
Hip otese	
 Seja C um canone com hierarquias de tipos T
C
e T
R
e seja L uma lin
guagem de primeira ordem associada a C Entao os axiomas proprios associados a C
e L sao
  para todos t  t
 
 T
nc
i
com t  t
 
 x Holds

c
t
  x  Holds

c
t

  x
  para todos t  t
 
 T
rc
i
com t  t
 
 x p
t
x  p
t

x
  para todos t  t
 
 T
r
hii
com t  t
 

x

       x
i
Holds
i
c
t
  x

       x
i
  Holds
i
c
t

  x

       x
i

Qualquer interpreta cao para L tera pois que satisfazer estes axiomas No entanto
so isto nao basta Os tipos alem de organizados por inclusao numa ordem parcial
encontramse igualmente classicados segundo a sua ordem e genero

E por exemplo
impossvel um tipo de segunda ordem denotar indivduos de terceira ordem ou um
tipo naorelacional denotar rela coes No fundo estamos de novo perante os criterios
de boaforma cao dos conceitos e rela coes Um conceito t m  e portanto a formula
atomica Holds

c
t
  c
m
 representa a arma cao m e instancia de t Por isso e que
quando t & 
c
a arma cao e necessariamente verdadeira e quando t & 
c
ou m &

 
a arma cao tornase falsa Do mesmo modo a rela cao representada pela formula
Holds
i
c
t
  x

       x
i
 corresponde 	a arma cao o tuplo hx

       x
i
i e um elemento da
rela cao denotada por t Assim tornase obvio que para estas arma coes serem verda
deiras ou falsas tem que estar bemformadas
A maneira mais facil de garantir que uma interpreta cao inclui os criterios de boa
forma cao dados no Captulo  na pagina  e subdividir o domnio da mesma forma
que os tipos e marcadores e depois repetir as condi coes da Proposi cao  na pagina 
e da Proposi cao  na pagina  para os predicados Holds
i
 Vejamos com mais algum
detalhe como obter uma interpreta cao apropriada para uma base de conhecimentos de
grafos conceptuais
 Logica
 O domnio de interpreta cao tem que ser dividido em subdomnios que corres
pondam aos varios subconjuntos de tipos Esses subdomnios serao obviamente
disjuntos porque cada tipo so pode ter uma unica ordem e um unico genero ou
aridade
 A constante associada a um tipo de conceito naorelacional de ordem i sera inter
pretada como um elemento do subdomnio correspondente
 O mesmo acontece para as constantes associadas a tipos de rela cao de ordem i e
aridade j Como os subdomnios sao disjuntos garantese assim que um tipo de
conceito nao e interpretado como uma rela cao que uma rela cao de segunda ordem
nao e interpretada como uma rela cao de primeira ordem que uma rela cao binaria
nao e considerada ternaria etc
 Quanto aos tipos de conceito relacionais os smbolos de L que lhes estao associados
representam predicados e nao constantes pelo que a denota cao tera que ser um
subconjunto do domnio e nao apenas um elemento Um tipo relacional de ordem
i denota um conjunto de rela coes de aridade arbitraria mas de ordem nao superior
a i Portanto a interpreta cao do predicado tem que ser um subconjunto da uniao
dos subdomnios respeitantes a essas rela coes
 Claro que a interpreta cao dos predicados para os tipos relacionais tem que obe
decer aos axiomas proprios acima apresentados
 Continuando com a denota cao dos predicados e a vez dos varios Holds Como
se viu na Hipotese  na pagina  o predicado Holds
i
tem aridade i !  por
que o primeiro elemento representa o tipo da rela cao ou conceito e os restantes
i elementos indicam os argumentos dessa rela cao ou conceito Assim sendo a
interpreta cao de Holds
i
tem que ser um subconjunto do produto cartesiano do
domnio consigo proprio i!  vezes
 Tal como aconteceu no ponto  para os predicados associados aos conceitos re
lacionais os predicados Holds
i
tem que satisfazer as condi coes de boaforma cao
O caso de Holds

e diferente dos restantes pois representa tanto conceitos nao
relacionais como rela coes unarias Ha pois duas possibilidades para Holds

c
t
  c
m

estar bemformado Na primeira t e um tipo naorelacional de ordem n e m
e de ordem n 
  Na segunda hipotese t e um tipo de rela cao unario de or
dem j e m e um tipo de conceito de qualquer ordem ou entao m e um tipo de
rela cao de aridade arbitraria mas de ordem inferior a j A denota cao de Holds

e
a uniao dos produtos cartesianos dos subdomnios correspondentes a estas duas
possibilidades
 A denota cao de Holds
i
e a generaliza cao do caso de Holds

para as rela coes unarias
O primeiro argumento de Holds
i
tem que representar uma rela cao iaria de ordem
j e cada um dos restantes i argumentos tem que denotar um tipo de conceito
arbitrario ou uma rela cao de aridade qualquer mas de ordem inferior a j
 O denota cao de Holds

tem que obviamente obedecer aos axiomas proprios para
os tipos de conceito naorelacionais
 O mesmo acontece para os predicados Holds
n
no que respeita 	a ordem parcial
sobre as rela coes narias

 Interpretac	ao  
 A denota cao do predicado que falta a igualdade e trivial
Antes de apresentar a deni cao formal convem relembrar certas conven coes notacio
nais Se S for um conjunto qualquer S
i
e uma forma abreviada de escrever o produto
cartesiano S      S com i ocorrencias de S Se S
i
for uma famlia de conjuntos
indexados dentro de certos limites entao S
j
&
S
ij
S
i
 De forma analoga se S
hiji
for uma familia indexada por pares ordenados entao S
hk mi
nao e mais do que a
abreviatura de
S
ik
S
j m
S
hiji

Hip otese	 Uma interpretacao de uma linguagem L associada a um dado canone
e um par ordenado hD  i em que D e um conjunto nao vazio chamado domnio ou
universo de L e  e uma fun cao total que associa a cada constante e predicado de L a
sua denotacao A interpreta cao deve obedecer 	as seguintes restri coes
 D e decomponvel em subconjuntos D
c
 
 D
c

      D
r
hi
 D
r
hi
      D
r
hi
    mutua
mente disjuntos
 	t  T
nc
i
c
t
  D
c
i
 	t  T
r
i
 T
r
hji
c
t
  D
r
hiji
 	t  T
rc
i
p
t
  D
r
hi  i
 	t  t
 
 T
rc
or
t  t
 
 p
t
  p
t


 	i   Holds
i
  D
i
 Holds

 
S
i  
D
c
i
D
c
i

S
j  
D
r
hji
 D
c
 
D
r
hj  i

 	i   Holds
i
 
S
j  
D
r
hjii
 D
c
 
D
r
hj  i

i
 	t  t
 
 T
nc
on
	d  D t  t
 
 Holds

c
t
  d Holds

c
t

  d
 	i   	t  t
 
 T
r
hii
	d

       d
i
 D
t  t
 
 Holds
i
c
t
  d

       d
i
 Holds

c
t

  d

       d
i

 

& & fhd  dijd  Dg
Exemplo   Seja o domnioD o proprio conjunto de constantes de L ou seja para cada
marcador m temse c
m
 & c
m
 Eis a interpreta cao de alguns tipos e marcadores que
ocorrem em exemplos anteriores sobretudo no Captulo  na pagina  e no Captulo 
na pagina 
  D
c
 
& fgareld   odie  joao    g
  D
c

& fgato  felino  animal   vermelho  quadrado    g
  D
c

& ftipo  especie   famlia  reino  forma  cor     g
  D
c

& ftipo
 
  categoria  caracterstica   g
  D
r
hi
& fagnt   obj   classe  carac    g
  D
r
hi
& fentre    g
 Logica
  D
r
hori
& felo  inversade     g
  Relacao & D
r
hor   i
& fagnt   obj   classe   carac  entre     g
  Binaria & D
r
hor i
 Relacao em particular entre  Binaria
  Holds

 inclui os seguintes pares ordenados
 	d  D
c

htipo  di
 	d  D
c

htipo
 
  di
 fhcategoria  especiei  hcategoria  famliai  hcategoria  reinoig  D
c

D
c

 fhcaracterstica  formai  hcaracterstica  corig  D
c

D
c

e obedece entre outras 	as seguintes restri coes
 	d  D
c

Holds

categoria  d Holds

tipo
 
  d
 	d  D
c

Holds

categoria  d Holds

caracterstica  d
  Holds

 contem os seguintes triplos
 fhclasse   joao  pessoai  hclasse   joao  animali  hclasse   gareld   gatoi 
hclasse   gareld   felinoig  D
r
hi
D
c
 
D
c
 
 fhinversade   antepassado  descendenteig  D
r
hori
D
r
hor   i
D
r
hor   i
e obedece entre outras 	as seguintes restri coes
 	d

  d

 D Holds

classe   d

  d

 Holds

elo  d

  d


 	d

  d

 D Holds

carac  d

  d

 Holds

elo  d

  d


Com vimos uma interpreta cao para grafos conceptuais tem que incluir a semantica
dos criterios de boaforma cao e 	as hierarquias de tipos No entanto nao se pode
for car a interpreta cao a estabelecer rela coes que nao existem entre as constantes da
linguagem Por exemplo 	a primeira vista a restri cao t

 t

 Holds

c
t

  c
t
 
 
Holds

c
t

  c
t

 pode parecer verdadeira se um certo tipo t

e instancia de um certo
tipo de ordem superior t

 entao todos os supertipos de t

tambem sao instancias de t


Infelizmente nem esta regra nem a complementar os subtipos de t

sao instancias de t


devem ser assumidas Sowa  apresenta um contraexemplo que na nota cao desta
disserta cao se escreve do seguinte modo GATO  FELINO e hespecie   gatoi  Holds


mas hespecie   felinoi  Holds

 porque felino e um genero ver Exemplo  na pa
gina  Aplicando a hgenero  felinoi  Holds

 a regra complementar deverseia
obter hgenero  gatoi  Holds

 que tambem nao e verdade
A li cao a tirar deste exemplo e que os tipos de ordem superior servem para reagrupar
os tipos da ordem imediatamente inferior segundo quaisquer criterios que pare cam onto
logicamente validos Assim como os marcadores de T
nc
 
sao mutuamente incomparaveis
porque representam indivduos os tipos de primeira ordem tambem sao indivduos em
rela cao aos tipos de segunda ordem e assim por diante Ou seja a hierarquia formada
pelos tipos da mesma ordem nao faz necessariamente sentido quando vista da ordem
acima Claro que ha excep coes como o caso de QUADRADO em que os seus supertipos
imediatos LOSANGO e RECT

ANGULO sao instancias do mesmo tipo de segunda ordem
FORMA Mas regra geral um tipo de ordem superior pode ter como instancias tipos
 Inferencia 
de ordem inferior que nao estao relacionados entre si So assim se consegue ter a ex
pressividade necessaria para fazer um bom aproveitamento dos tipos de ordem superior
atraves da cria cao de ontologias ricas
A observa cao feita nos dois paragrafos anteriores tem consequencias praticas nas
regras de inferencia o tema da proxima sec cao

 Inferencia
Munidos de uma linguagem e da sua interpreta cao podemos passar 	as regras de in
ferencia No seu livro original Sowa apenas tinha regras canonicas de forma cao que
especializavam os grafos a que eram aplicadas ver Hipotese  na pagina  Desse
modo tinhase uma simples rela cao entre as regras canonicas de forma cao e as regras
de inferencia nomeadamente se um grafo u for canonicamente derivavel de um grafo
v entao v implica u
Teorema Sowa Para quaisquer grafos conceptuais u e v se u  v entao
u v 
Mas em Sowa  as regras canonicas de forma cao ja podem generalizar grafos
Deni cao na pagina  pelo que o teorema anterior deixa de ser valido Como a
abordagem deste trabalho e nesse aspecto igual 	a de Sowa tambem nao existe nenhuma
rela cao simples entre as regras canonicas de forma cao e as regras de inferencia Quanto
muito podera dizerse que cada regra de inferencia e a aplica cao de uma ou mais
regras canonicas de forma cao desde que certas condi coes se veriquem Como se vera
no resto desta sec cao a condi cao mais usada e o encaixe do grafo a ser manipulado
Deni cao  na pagina 

 O Caso Proposicional
O processo de inferencia e o mais simples possvel quando os grafos representam pro
posi coes e como tal nao podem ser decompostos analisados ou interligados Deste
modo as regras proposicionais de inferencia tem que manipular grafos completos
Hip otese Sowa Contenha o contexto exterior um conjunto S de grafos con
ceptuais Qualquer grafo derivado de S pelas seguintes regras proposicionais de infe
rencia e dito demonstravel a partir de S
Remocao Qualquer grafo com encaixe par pode ser apagado
Insercao Qualquer grafo pode ser inserido num contexto com encaixe mpar
Iteracao Um copia de qualquer grafo u pode ser inserida no mesmo contexto em que
u ocorre ou num contexto dominado por u
Deiteracao Qualquer grafo cuja ocorrencia pudesse ser o resultado de uma itera cao
pode ser apagado
isto e se for identico a outro grafo no mesmo contexto ou num
contexto dominante
 Logica
Dupla negacao Uma dupla nega cao pode ser removida ou desenhada 	a volta de qual
quer grafo ou conjunto de grafos em qualquer contexto
O conjunto vazio de grafos e o unico axioma logico e escrito como fg ou simplesmente
como espa co em branco Qualquer grafo que e demonstravel a partir de fg por estas
regras e um teorema
Nos varios exemplos que se seguem A e B sao grafos conceptuais arbitrarios repre
sentando respectivamente as proposi coes a e b As tres primeiras deriva coes mostram
que os grafos dados no Exemplo  na pagina  sao teoremas
Exemplo   O teorema a b a derivase do seguinte modo
 Dupla nega cao

 
  Inser coes

A B
 
 Itera cao

A B
 
A
 Dupla nega cao

A
   
B
 
A
Exemplo   Eis a deriva cao de a b c a b a c
 Dupla nega cao

 
  Inser coes

B A
 
C
 
  Itera coes

B A
 
C
 
A B
 
C
 Dupla nega cao

   
B A
 
C
 
A B
 
C
 Itera cao

 
A
 
B A
 
C
 
A B
 
C
  Duplas nega coes

     
A
 
B
   
A
 
C
 
A
   
B
 
C
Exemplo   O teorema a b b a demonstrase assim
 Dupla nega cao

 
  Inser coes

A B
 
 Itera cao

A B
 
A
 Inferencia 
 Dupla nega cao

   
A B
 
A
 Itera cao

   
A B B
 
A
  Duplas nega coes

   
A
   
B
   
B
 
A
Exemplo   A regra de modus ponens a  a b  b pode ser simulada da seguinte
maneira
 Hipotese A

A
 
B
 Deitera cao A

 
B
 Dupla nega cao A B
 Remo cao B
Exemplo   O teorema da deducao diz que se ) for um conjunto possivelmente vazio
de proposi coes e se )  fag  b entao )  a  b Seja G o conjunto de grafos que
representam ) Assumindo pois que G sao grafos verdadeiros conseguese chegar 	a
implica cao do seguinte modo
 Hipotese G
 Dupla nega cao G

 
 Inser cao G

A
 
 Itera coes G

A
 
G A
 G A  B G

A
 
B
 Remo cao

A
 
B
Reparese que o ultimo exemplo tirou partido do facto das regras de inferencia serem
independentes do nvel em que sao aplicadas Assim embora a hipotese seja que B e
derivavel a partir de G e A no contexto exterior podese repetir a mesma deriva cao
em qualquer contexto com encaixe par em particular de nvel 
Os exemplos acima dados nao sao inocentes pois servem para provar que as regras
proposicionais de inferencia sao completas
Teorema	 As regras proposicionais de inferencia e o axioma logico fg formam um
sistema formal completo e consistente para o calculo proposicional 
 Logica
Demonstracao  Hamilton  demonstrou que a regra de inferencia de modus ponens
e os esquemas de axiomas dados no Exemplo  na pagina  formam um sistema
completo Como os exemplos acima dados provam os axiomas sao teoremas e o modus
ponens pode ser simulado usando as regras proposicionais de inferencia Fica assim
provada a completude
Quanto 	a consistencia basta vericar que cada regra de inferencia corresponde a
uma dedu cao valida em logica proposicional Para tal e preciso ter em conta duas
observa coes A primeira e que os os grafos em contextos com encaixe mpar deno
tam proposi coes negadas enquanto os grafos em contextos com encaixe par corres
pondem a proposi coes positivas A segunda observa cao consiste em notar que as re
gras de itera cao deitera cao so sao mesmo necessarias quando complementam as de
inser cao remo cao respectivamente isto e quando permitem colocar grafos em contex
tos com encaixe par ou apagalos de contextos com encaixe mpar Posto isto vejamos
quais as deriva coes correspondentes 	as diversas regras de inferencia
Remocao Num contexto par eliminar o grafo A

do conjunto de grafos A

  A

       A
n
corresponde a a

 a

     a
n
 a

     a
n
 Se A

for o unico grafo entao
a

 verdade
Insercao Num contextompar acrescentar o grafo A

ao conjunto de grafos A

       A
n
corresponde a a

     a
n
  a

 a

     a
n
 Se A

for o unico grafo
entao falso  a


Iteracao Seja c um contexto contendo o grafo A que se pretende iterar para um con
texto com encaixe par contido em c Ha dois casos consoante c tiver profundidade
par ou mpar As deriva coes respectivas sao a  a  a e a  a  a
Deiteracao Seja c um contexto contendo o grafo A e um contexto com encaixe mpar
onde se encontra uma copia de A A deitera cao da copia de A corresponde 	a
deriva cao aa  a se c tiver profundidade par caso contrario temse a a  
a
Dupla negacao A inser cao e remo cao de uma dupla nega cao corresponde a a  a
e a  a respectivamente  
Uma outra maneira de compreender as regras proposicionais de inferencia consiste
em encarar os grafos nos contextos com encaixe mpar como antecedentes de uma
implica cao sendo os grafos nos contextos com encaixe par os consequentes Assim a
regra de remo cao permite eliminar consequentes a inser cao acrescenta antecedentes a
itera cao copia antecedentes para os consequentes e a deitera cao elimina consequentes
que tambem sejam antecedentes Como facilmente se percebe estas regras mantem a
validade da implica cao

 O Caso Geral
Para o calculo de predicados e preciso manipular as variaveis os termos e os predicados
que compoem as proposi coes Em Estruturas Conceptuais isto equivale a dizer que as
regras de inferencia de primeira ordem devem manipular os tipos os marcadores os
vertices os arcos e os elos de correferencia que compoem os grafos conceptuais
 Inferencia 
Na abordagem de Sowa so existe uma hierarquia sobre os tipos de conceito for
mando os tipos de rela cao e os marcadores conjuntos rasos Deste modo as unicas
opera coes permitidas sao relaxamento e restri cao dos tipos de conceito substitui cao
do marcador generico por um marcador individual e viceversa Quanto aos vertices e
arcos podemse obviamente apagar rela coes duplicadas Deni cao  na pagina 
Quanto aos elos de correferencia as regras sao mais complicadas Para melhor explica
las irei usar no resto desta sec cao dois smbolos c

e c

para representar dois conceitos
tais que o contexto de c

domina o de c

 Alem disso os referentes de c

e c

serao
designados por m

e m

e os seus identicadores por x

e x

respectivamente Assim
ligar c

com c

por um elo de correferencia envolve acrescentar a condi cao x

& x

no
contexto de c

 Ora isso so pode ser feito se c

tiver profundidade mpar Inversamente
um elo de correferencia so pode ser eliminado se c

estiver num contexto com encaixe
par A razao e a habitual podese acrescentar novos factos em contextos mpares e
podese removelos de contextos pares
Hip otese Sowa Contenha o contexto exterior um conjunto S de grafos con
ceptuais Qualquer grafo derivado de S pelas seguintes regras de inferencia de primeira
ordem e dito demonstravel a partir de S
Remocao Num contexto com encaixe par qualquer grafo pode ser apagado qualquer
elo de correferencia de um conceito dominante para um conceito com encaixe par
pode ser apagado e qualquer tipo pode ser substitudo por um supertipo
Insercao Num contexto com encaixe mpar qualquer grafo pode ser inserido um
elo de correferencia pode ser desenhado entre dois conceitos identicos e podese
restringir qualquer conceito
Iteracao Um copia de qualquer grafo u pode ser inserida no mesmo contexto em que
u ocorre ou num contexto dominado por u Um elo de correferencia pode ser
desenhado de qualquer conceito de u para o conceito correspondente na copia de
u Se os conceitos a e b num certo contexto c estiverem ambos dominados por um
conceito d numa certa linha de identidade entao um elo de correferencia pode ser
desenhado de a para b
Deiteracao Qualquer grafo ou elo de correferencia cuja ocorrencia pudesse ser o re
sultado de uma itera cao pode ser apagado Podese apagar rela coes duplicadas de
qualquer grafo
Dupla negacao Uma dupla nega cao pode ser removida ou desenhada 	a volta de qual
quer grafo em qualquer contexto
Juncao correferente Dois conceitos identicos e correferentes no mesmo contexto po
dem ser juntos e o elo de correferencia entre eles pode ser apagado
Indiv duos Se um conceito individual a dominar um conceito generico b em que a e
b sao correferentes entao referentea pode ser copiado para b e o elo de correfe
rencia pode ser apagado
O conjunto vazio de grafos fg e o unico axioma logico Qualquer grafo que e de
monstravel a partir de fg por estas regras e um teorema

 Logica
Exemplo   As proposi coes Todas as pessoas sao mortais e Socrates e um homem
representamse com os grafos

PESSOA   
 
   MORTAL HOMEM Socrates
A seguinte deriva cao de Socrates e mortal assume que HOMEM  PESSOA
 Inser cao restri cao tipo e referente

HOMEM Socrates   
 
   MORTAL
 Indivduos

HOMEM Socrates
 
MORTAL Socrates
 Deitera cao

 
MORTAL Socrates
 Dupla nega cao MORTAL Socrates
Como facilmente se ve estas regras incluem as proposicionais Hipotese  na
pagina  e tambem as regras canonicas de forma cao Hipotese  na pagina 
A copia e um caso particular da itera cao a simplica cao esta includa na deitera cao
a restri cao de conceitos faz parte da regra de remo cao e a jun cao de dois conceitos
obtemse pela inser cao de um elo de correferencia seguida de uma jun cao correferente
No seu novo livro Sowa ja nao considera as regras canonicas de forma cao um caso
particular das regras de inferencia antes pelo contrario Ao incluirem opera coes para
obten cao de grafos equivalentes mais gerais ou mais especializados que os grafos a
que sao aplicadas as novas regras canonicas de forma cao Deni cao na pagina 
formam a base do preocesso dedutivo Cada regra de inferencia nao e mais do que
uma sequencia particular de uma ou mais regras canonicas de forma cao Assim a sua
formula cao ca muito mais simples Alem disto Sowa come ca por apresentar as regras
de inferencia de Peirce para os Grafos Existenciais o que ja inclui o tratamento das
linhas de identidade pelo que nao repete as regras para os elos de correferencia na
deni cao que se segue
Denicao Sowa As regras de especializa cao e generaliza cao permitem formular as
regras de inferencia para grafos conceptuais de maneira simples mas geral
Remocao Num contexto positivo qualquer grafo u pode ser substitudo por uma
generaliza cao de u em particular u pode ser apagado isto e substitudo pelo
espa co em branco ou grafo vazio que e uma generaliza cao de todo o grafo
Insercao Num contexto negativo qualquer grafo u pode ser substitudo por uma es
pecializa cao de u em particular qualquer grafo pode ser inserido isto e pode
substituir o espa co em branco
Iteracao Se um grafo u ocorre num contexto c outra copia de u pode ser desenhada
no mesmo contexto c ou em qualquer contexto encaixado em c Se d e algum
conceito de u que nao esta encaixado dentro de um contexto de u entao a copia
de d e marcada como correferente ao seu original em u
 Inferencia 
Deiteracao Qualquer grafo u que pudesse ser derivado por itera cao pode ser apagado
Dupla negacao Duas nega coes sem nada entre a nega cao interior e a exterior podem
ser desenhadas 	a volta de ou apagadas de qualquer grafo ou conjunto de grafos
em qualquer contexto
Mesmo considerando a versao corrigida de  e nao tendo em conta os tipos de ordem
superior as regras de Sowa estao incompletas Como ha varias maneiras de representar
%verdade qualquer tautologia que nao possa ser obtida 	a custa das outras tem que ser
um axioma logico Mas entao tem que haver regras para adicionar e remover axiomas
em qualquer contexto De outro modo nao sera possvel simular a regra da instancia cao
universal com grafos conceptuais Usando a nota cao tradicional isto e sem Holds
para maior clareza considere a formula 	x Gatox  Gatogareld  Partindo da
hipotese


c
  
 
GATO  vejamos ate onde conseguiremos chegar Restringindo o
referente no contexto com encaixe mpar obtemse


c
 Garfield   
 
GATO  Pela
regra dos indivduos o referente pode ser copiado do conceito individual dominante
para o conceito generico dominado Daqui resulta


c
 Garfield
 
GATO Garfield
mas nao e possvel obter apenas GATO Garfield porque nao se pode apagar grafos em
contextos mpares
No restante desta sec cao apresento a nova formula cao das regras de inferencia Tal
como em Sowa cada regra de inferencia corresponde a uma ou mais regras canonicas
usandose obviamente a Hipotese  na pagina  Como tal e porque os grafos
verdadeiros tem que ser canonicos assumese que um passo dedutivo so sera realizado
se o resultado estiver bemformado e obedecer 	as restri coes impostas pelo canone No
geral as regras de inferencia sao parecidas com as de Sowa As diferen cas mais salientes
prendemse com a hierarquia dos marcadores com os axiomas logicos a usar e com os
elos de correferencia
Como os marcadores individuais estao parcialmente ordenados podersea pensar
que as opera coes de relaxamento e restri cao tambem se aplicam aos referentes e ja
nao apenas aos tipos dos vertices Mas como se viu no m da Sec cao  na pagi
na  a hierarquia de tipos deixa de fazer sentido quando os tipos sao utilizados
como marcadores Para ns dedutivos os marcadores individuais continuam pois a
ser incomparaveis caso contrario poderseia inferir grafos falsos a partir de grafos
verdadeiros Como exemplo considere de novo o caso GATO  FELINO em que GATO
e uma especie e mas FELINO nao Entao se ESP

ECIE gato estiver num contexto com
encaixe par e verdadeiro mas nao pode ser generalizado para ESP

ECIE felino  que e
falso De modo analogo se o segundo conceito estiver num contexto com encaixe mpar
nao podera ser transformado no primeiro

E possvel no entanto restringir o referente
para o marcador absurdo porque ESP

ECIE
	
  e tao falso quanto ESP

ECIE felino 
No entanto podese tirar partido da hierarquia de marcadores se houver um elo
de correferencia Seja m o marcador de um conceito dominado ou dominante c cujo
identicador e a variavel x Se m for um tipo a condi cao x v m encontrase no
contexto de c Se esse contexto for par a condi cao e verdadeira pelo que x v m
 
 em
que m
 
e um supertipo de m tambem o e Se o contexto for mpar a condi cao e falsa e
 Logica
Contexto de c Elo de correferencia' m Ac cao
par nao

  generalizar
par nao &

  generalizar para  
par sim qualquer generalizar
mpar nao   especializar
mpar nao &  especializar para

 
mpar sim qualquer especializar
Tabela  Condi coes para alterar o referente m do conceito c
restringindo m a um subtipo nao a torna verdadeira A Tabela  resume todos estes
casos
Considere um conceito c

 com marcador m

e identicador x

 dominando um
conceito c

com marcador m

e variavel associada x

 Entao devido ao elo de correfe
rencia temse x

& x

pelo que se pode iterar qualquer condi cao sobre x

do contexto de
c

para o contexto de c

 Na pratica isto resumese a substituir m

por m

 o nmo
de m

e m

 De facto assumindo x


& x

 temse que x

v m

e x

v m

implica
x

v m

ver o Exemplo  na pagina 

E de salientar que esta especializa cao de
m

nao pode ser feita se o resultado for o marcador absurdo porque se c

tiver com
encaixe par o resultado sera falso Se c

estiver num contexto mpar esta regra que
encontra um limite superior para o valor de x

 e desnecessaria pois podese aplicar
directamente a ultima regra da Tabela 
Quanto aos axiomas logicos Sowa apenas utilizava o conjunto vazio de grafos Como
se viu e preciso um predicado verdadex para poder representar todas as formulas
fechadas da logica de primeira ordem Esse predicado acabou por ser a igualdade

&
Assim os novos axiomas sao todos os grafos cuja tradu cao e uma tautologia x

& x
ou x

& x Olhando para a Hipotese  na pagina  obtemse as possibilidades
dadas na Tabela  na pagina oposta em que m e m
 
sao marcadores quaisquer mas
diferentes de

  e t e t
 
sao tipos de conceito quaisquer embora as tradu coes apresentadas
assumam que sao naorelacionais
Claro que os axiomas com 
r
e 
r
podem ter aridade arbitraria No entanto
enquanto a mera presen ca do tipo 
r
torna automaticamente todo o grafo falso pelo
que os conceitos usados como argumentos podem ser arbitrarios o mesmo nao acontece
com 
r
 Os conceitos a que esta ligado tambem tem que ser verdadeiros para que todo
o grafo o seja

E tambem de notar que  traduz um contexto vazio da mesma maneira
que 
c
 Como as regras de inferencia irao permitir inserir e remover axiomas logicos
de qualquer contexto o conjunto vazio de grafos tornase assim dispensavel porque
pode ser obtido a partir de qualquer outro axioma por remo cao No entanto ele sera
mantido por conveniencia Outros dos grafos acima escritos tambem sao redundantes
Por exemplo qualquer


c
m pode ser obtido de


c
   por restri cao do referente
que nao e ummarcador individual Do mesmomodo






r
	 t  m pode ser derivado
de






r
	 
c
    O conjunto nal de axiomas encontrase na Hipotese  na pagi
na 
 Inferencia  
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x x
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& x
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x x
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& x  x
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& c
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x
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& x
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& c
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
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
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
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  y  y

& c
m

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x x

& x  x

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
& c
m
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
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y x

& xx

& xx

& c
m
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
& yy

& c
m

Tabela  Possveis axiomas logicos
Finalmente em rela cao aos elos de correferencia mantemse no geral as regras
de Sowa tendo em aten cao os casos em que os marcadores envolvidos sao tipos A
explica cao que se segue utiliza de novo dois conceitos c

e c

com marcadores m

e m

e identicadores x

e x

 Relembro que e pressuposto o contexto de c

dominar o de
c

 Alem disso de modo a tornar a exposi cao mais clara e concisa voltarei a utilizar
x v y como abreviatura de z Holds

x  z  Holds

y  z Vejamos entao o que
acontece quando se insere um elo de correferencia entre c

e c


 A condi cao x


& x

e acrescentada ao contexto de c


 A condi cao x

& c
m

passa a x

v c
m

se m

 T
nc
 
 f  

 g
 A condi cao x

& c
m
 
passa a x

v c
m
 
se m

 T
nc
 
 f  

 g
A remo cao de uma inser cao consiste em fazer os passos inversos Devido ao ponto  um
elo de correferencia nao pode ser inserido se c

estiver num contexto com encaixe par
nem pode ser removido se c

estiver num contexto com encaixe mpar Mas imaginemos
que m

esta nas condi coes do ponto  Entao ao inserir um elo de correferencia esta
se a relaxar uma condi cao pelo que c

nao pode estar num contexto mpar Caso
contrario seria eventualmente possvel obter uma condi cao verdadeira a partir de uma
falsa Inversamente a remo cao do elo de correferencia fortica a condi cao que passa
de x

v c
m

a x

& c
m

 Neste caso c

nao pode ter profundidade par de modo a nao
se obter uma condi cao falsa a partir de uma verdadeira Por um raciocnio analogo
se m

estiver nas condi coes do ponto  nao se pode inserir o elo de correferencia se c

estiver num contexto com encaixe mpar nem se pode remover se estiver num contexto
com encaixe par
Parece pois que se m

estiver nas condi coes do ponto  entao nao se pode mexer
em c

 Felizmente existe uma excep cao nomeadamente quando m

& m

 Considere
se o caso em que c

esta num contexto par e portanto o elo de correferencia vai ser
removido Obtemse entao x


& m

 Mas como o elo de correferencia tambem foi
 Logica
Encaixe c

Encaixe c

m

 T
nc
 
 f  

 g m

 T
nc
 
 f  

 g Ac cao
qualquer par sim sim remo cao
qualquer mpar sim sim inser cao
mpar par nao sim remo cao
par mpar nao sim inser cao
mpar par nao nao remo cao se m

& m

par mpar nao nao inser cao se m

& m

Tabela  Condi coes para altera cao de elos de correferencia
removido de c

 o contexto dominante contem a condi cao x


& m

 Devido 	a hipotese
m

& m

o contexto de c

contem pois um facto que ja se encontra no antecedente
deste modo correspondendo a remo cao do elo de correferencia a uma itera cao A outra
possibilidade dase quando c

esta num contexto com encaixe mpar e o elo de corre
ferencia e inserido A nova condi cao x

v c
m

 x


& x

corresponde a x

v c
m

 Mas
como o novo elo de correferencia gerou a condi cao x

v c
m
 
no contexto de c

 estamos
de novo perante a itera cao de uma restri cao do contexto dominante para o dominado
A Tabela  mostra em que condi coes se pode inserir ou remover um elo de correfe
rencia Nos casos que nao se encontram listados nao e possvel fazer nenhuma das duas
ac coes Claro que nao e preciso vericar quaisquer restri coes se o elo de correferencia
a acrescentar ou apagar for uma copia exacta de outro existente Podemos entao por
m apresentar as regras de inferencia
Hip otese 
 Seja S um conjunto de grafos canonicos contidos no contexto exterior
Qualquer grafo derivado de S pelas seguintes regras de inferencia de primeira ordem
e dito demonstravel a partir de S
Equivalencia Em qualquer contexto podese inserir ou remover um axioma podese
aplicar as regras canonicas de equivalencia e podese inserir ou remover uma dupla
nega cao 	a volta de qualquer conjunto de grafos
Generalizacao Num contexto com encaixe par podese aplicar qualquer regra cano
nica de generaliza cao desde que obede ca 	as condi coes da Tabela  na pagina 
e da Tabela 
Especializacao Num contexto com encaixe mpar podese inserir qualquer grafo ca
nonico e podese aplicar as regras canonicas de especializa cao desde que obede cam
	as condi coes da Tabela  na pagina  e da Tabela 
Iteracao Podese copiar um grafo de um contexto c para qualquer contexto domi
nado por c e podese inserir elos de correferencia entre os conceitos originais e as
respectivas copias
Deiteracao O resultado de uma possvel itera cao pode ser apagado
Transitividade Se o conceito c

dominar o conceito c

que por sua vez domina c

& c


entao podese remover ou inserir um elo de correferencia entre c

e c

 Se for
inserido podese remover o elo de correferencia entre c

e c


 Inferencia 
Individualizacao Se o conceito c

dominar o conceito c

entao podese substituir
referentec

 por referentec

  referentec

 desde que o resultado nao seja

 
Um teorema e um grafo demonstravel unicamente a partir dos seguintes axiomas
logicos
  O conjunto vazio de grafos fg
  
c
 m para qualquer m  M
 f

 g
 


c
   
 


c

	
  
 






r
	 
c
   e para todas as outras aridades
 





r
 
c
 m para todo o m  M
 f

 g e para qualquer aridade
Exemplo   Aplicando a regra da individualiza cao duas vezes e considerando o Exem
plo  na pagina  e o Exemplo  na pagina  FORMA losango    FORMA rect
angulo
transformase primeiro em FORMA losango    FORMA quadrado e depois derivase
FORMA quadrado    FORMA quadrado
Os restantes exemplos servirao para provar a completude das regras
Exemplo 	  Seja A uma formula em que a variavel x nao ocorre livre ver Exemplo 
na pagina  A deriva cao que se segue e 	x A  A Daqui resulta segundo o
teorema da dedu cao  	x A A
 Hipotese


c
 
A
 Equivalencia remo cao axioma

 
A
 Equivalencia dupla nega cao A
Exemplo 
  A regra da generalizacao A  	x A tem interesse quando x ocorre livre em
A Os grafos   A e


c
  
 
  A representam dedignamente as formulas A e 	x A
respectivamente Mas como o primeiro grafo esta incompleto e preciso fazer o seu
fecho universal


c
  
 
  A  Entao o resultado da aplica cao da regra que consiste
em subsituir o subgrafo   A por


c
  
 
  A  devera ser


c
   

c
  
 
  A  Eis
a deriva cao correspondente
 Hipotese


c
  
 
  A
 Equivalencia copia


c
  
 
  A


c
  
 
  A
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 Itera cao


c
  
 
  A
 

c
  
 
  A


c
  
 
  A
 Generaliza cao remo cao  grafos


c
   

c
  
 
  A
Exemplo   Seja t um tipo naorelacional e seja m ummarcador individual A formula
	x Holds

c
t
  x  Holds

c
t
  c
m
 obtemse por aplica cao do teorema da dedu cao 	a
seguinte deriva cao
 Hipotese


c
  
 
   t
 Especializa cao restri cao


c
 m   
 
   t
 Individualiza cao


c
 m   
 
   t m
 Generaliza cao remo cao elo de correferencia


c
 m
 
t  m
 Equivalencia remo cao axioma

 
t m
 Equivalencia dupla nega cao t m
Exemplo   O teorema 	x A B A 	x B do Exemplo  na pagina 
em que x nao ocorre livre em A mas sim em B derivase assim
 Equivalenciadupla nega cao

 
 Especializa cao  inser coes

A 
c
  
 
  B
 
  Itera coes

A 
c
  
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  B
 

c
  
 
  B A
 Equivalencia  duplas nega coes

   
A
   

c
  
 
  B
 

c
  
 
  
 
  
 
  B A
Exemplo   A formula c
m

& c
m

 Holds

c
t
  c
m
  Holds

c
t
  c
m

 e um teorema
como a seguinte deriva cao comprova
 Equivalencia  duplas nega coes

     
 Equivalencia inser cao axioma


c
     
  Itera coes


c
   
c
  
 
  
 
   
c
 
 Inferencia 
 Especializa cao  restri coes


c
m
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c
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 
   t
 
 Itera cao
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
c
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c
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   t   
 
   t
  Transitividades
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 Generaliza cao remo cao elos de correferencia
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Teorema
 As regras de inferencia de primeira ordem e os axiomas logicos formam
um sistema formal completo e consistente para a logica de primeira ordem com igual
dade 
Demonstracao  Hamilton  apresenta o seguinte sistema que demostra ser com
pleto e consistente em que A B e C sao formulas x e uma variavel t  t

     sao
termos f uma fun cao e P um predicado
K A B  A
K A B  C A B A C
K A B B  A
K 	x A A se x nao ocorrer livre em A
K 	x Ax At se Ax for uma formula e t um termo livre para x em Ax
K	 	x A B A 	x B se A nao contiver ocorrencias livres de x
E
 x

& x
E t
k

& t ft

       t
k
       t
n


& ft

       t       t
n

E t
k

& t P t

       t
k
       t
n
 P t

       t       t
n

R fA A Bg  B
R A  	x A

 Logica
Os axiomas K*K e a regra de modus ponens R ja foram tratados pelo Teorema 
na pagina  O axioma K e a regra R sao demonstrados pelo Exemplo  na pa
gina  e pelo Exemplo  na pagina  Quanto a K o caso geral para formulas
arbitrarias com varias ocorrencias da variavel x e em que o termo t e o marcador
generico ou um marcador individual pode ser obtido aplicando a deriva cao do Exem
plo  na pagina  Para o axioma K ha duas possibilidades consoante x ocorra livre
em B ou nao O segundo caso corresponde ao Exemplo  na pagina  o primeiro e
identico exceptuando o elo de correferencia Quanto ao axioma E depois de fechado
universalmente corresponde ao grafo do Exemplo  na pagina  que tambem e um
axioma na Hipotese  na pagina  O axioma E nao se aplica porque a linguagem
utilizada nao tem smbolos de fun cao O axioma E foi demonstrado para o caso de P
ser um predicado unario O caso geral e semelhante
Em rela cao 	a consistencia apresentarei apenas os contornos da demonstra cao com
pleta para a parte nao proposicional A validade dos axiomas e provada pela Tabela 
na pagina  As regras de equivalencia sao obviamente consistentes porque limitam
se a manter o valor de verdade de um grafo atraves da duplica cao de formulas ou
remo cao de formulas repetidas As regras de generaliza cao apagam condi coes seja
atraves do relaxamento de tipos que corresponde 	a aplica cao dos axiomas proprios
Hipotese  na pagina  ou atraves da remo cao concreta de subgrafos Como
um contexto com encaixe par e verdadeiro as condi coes que sobram depois de aplica
das as regras de generaliza cao continuam verdadeiras Nos contextos mpares podese
acrescentar condi coes ou tornar as que existem mais restritivas

E isso que fazem as
regras de especializa cao A consistencia das condi coes que as regras de especializa cao
e generaliza cao devem observar Tabela  na pagina  e Tabela  na pagina 
ja foi explicada anteriormente As regras de itera cao e deitera cao limitamse a copiar
informa cao dos antecedentes para os consequentes de uma implica cao ou a remover
consequentes que sejam tambem antecedentes Os elos de correferencia podem ser
inseridos ou apagados porque tratamse dos mesmos conceitos
A consistencia da regra da transitividade mostrase facilmente Sejam c

 c

e c

tres
conceitos com marcadores m

 m

 m

e identicadores x

 x

e x

 respectivamente
Por hipotese existe uma linha de identidade que liga c

a c

e c

a c

 Ou seja no
contexto de c

temse x


& x

e no de c

temse x


& x

 Podese pois acrescentar x


&
x

que e representada por um elo de correferencia directo entre c

e c

 Inversamente
tendo as tres igualdades uma deles tornase redundante e pode ser eliminada No
entanto devido 	a nega cao e ao encaixe dos contextos apenas se pode copiar condi coes
de contextos dominantes para dominados Por isso a igualdade x


& x

nao pode ser
eliminada Reparese que apos a aplica cao da regra da transitividade cada conceito
continua a ter pelo menos um elo de correferencia pelo que nao ha o perigo de alguma
condi cao x
i
v m
i
desaparecer ou ser acrescentada Finalmente a individualiza cao
limitase a iterar uma condi cao de um contexto dominante para um dominado A
sobreposi cao das duas condi coes resulta em achar o nmo dos dois referentes  
A simula cao de uma prova segundo o sistema de Hamilton fazse num contexto de
profundidade  contendo o contexto envolvente de profundidade  um conceito 
c
por cada variavel livre das formulas representadas pelos grafos no contexto interior
Exemplo   A demonstra cao de 	x P x P x e feita do seguinte modo
 Inferencia 

 K P x  P x  P x  P x  P x  P x  P x 
P x P x
 K P x P x P x P x
 Modus ponens P x P x P x P x P x
 K P x P x P x
 Modus ponens P x P x
 Generaliza cao 	x P x P x
Devido ao tamanho dos grafos correspondentes apresentarei apenas a deriva cao a partir
do terceiro passo Alem disso para facilitar a composi cao do texto os elos de correfe
rencia serao representados tanto por linhas pontilhadas como por variaveis
 Modus ponens
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b Especializa cao inser cao elo de correferencia
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Usando directamente as regras de inferencia dos grafos conceptuais a demonstra cao
ca muito mais simples
 Equivalencia dupla nega cao

 
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 Logica
 Especializa cao inser cao

P
 
 Itera cao

P   
 
   P
Notese que este ultimo grafo representa a formula pretendida 	x P x  P x As
duplas nega coes e os 
c
obtidos adicionalmente na demonstra cao segundo o metodo
de Hamilton apenas servem para tornar a tradu cao para grafos conceptuais mais sis
tematica
Cap tulo 

Conclusoes e Perspectivas
Esta disserta cao pretendeu dar um contributo teorico aos actuais esfor cos de imple
menta cao e padroniza cao da Teoria das Estruturas Conceptuais Penso que a proposta
apresentada nos captulos anteriores atingiu os objectivos principais expostos na in
trodu cao extensao clarica cao e formaliza cao das no coes basicas
As extensoes incluem algumas das ideias e tendencias recentes na comunidade
de Estruturas Conceptuais como por exemplo o marcador absurdo a organiza cao
hierarquica dos tipos de rela cao e sobretudo os tipos de ordem superior Devido a es
tes ultimos a teoria proposta contem alguns mecanismos basicos para especica cao e
manipula cao de metagrafos isto e grafos que representam propriedades dos tipos usa
dos noutros grafos Quanto 	a especica cao de metagrafos os mecanismos dados por
este trabalho sao os tipos de ordem superior e as dependencias entre vertices as quais
englobam nao so os elos de correferencia como tambem os operadores 
 e  propostos
por Sowa  Em rela cao 	a manipula cao dos metagrafos as regras de inferencia
foram alteradas de modo a contemplar tipos de ordem superior e elos de correferencia
tendo em conta que um grafo com dependencias sejam elas apenas elos de correferencia
ou nao representan todas as suas instancias que satisfazem as dependencias
Assim como as modica coes feitas 	a TEC original foram guiadas sobretudo pelo novo
sistema de tipos a clarica cao das no coes basicas da teoria tambem teve uma linha
condutora nomeadamente a divisao dos grafos em quatro nveis de signica cao Cada
nvel e um conjunto de grafos que obedecem a certas restri coes as quais aumentam
conforme se desce de nvel Assim cada nvel inclui todos os grafos dos nveis inferiores
O primeiro nvel e o dos grafos conceptuais sem restri coes semanticas adicionais O
segundo nvel e o dos grafos bemformados isto e dos grafos que obedecem 	as restri coes
de ordem genero e aridade impostas pelas hierarquias de tipos No terceiro nvel estao
os grafos canonicos os quais obedecem 	as restri coes ontologicas dadas pelo canone
o qual inclui as hierarquias de tipos Deste modo os grafos canonicos tem que estar
bemformados Finalmente o ultimo nvel e o dos grafos verdadeiros aqueles que sao
derivaveis pelas regras de inferencia a partir de um conjunto inicial de grafos assumidos
como verdadeiros dados pela base de conhecimentos Como cada regra de inferencia
consiste na aplica cao de uma ou mais regras canonicas de forma cao em determinadas
circunstancias os grafos verdadeiros sao canonicos
As principais inova coes deste trabalho em rela cao 	a TEC original foram de facto

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o sistema de tipos as dependencias e o tratamento da canonicidade O sistema de
tipos nao so inclui os tipos de ordem superior como tambem um novo genero de tipos
de conceito os relacionais Alem disso os tipos de rela cao foram igualmente orga
nizados numa hierarquia o que permite estender as regras canonicas de restri cao e
relaxamento aos vertices relacionais As regras canonicas de forma cao sofreram ainda
outras altera coes de pormenor mas signicativas porque devem garantir que os grafos
gerados os grafos canonicos estejam ontologicamente correctos Foi este o signicado
intuitivo que dei aos grafos canonicos separandoos desse modo claramente dos grafos
bemformados isto e bem tipados e dos verdadeiros Em todo o trabalho as de
ni coes formais tentam re(ectir a no cao informal o que no caso da canonicidade levou
igualmente 	a altera cao profunda da rela cao de conformidade
Houve tambem uma certa preocupa cao com questoes de implementa cao Por um
lado a verica cao da boaforma cao ou da canonicidade de um dado grafo e eciente
em muitos casos Por outro lado os tipos encontramse organizados em reticulados
o que faz com que os marcadores os conceitos e as rela coes tambem o sejam Daqui
resulta atraves da no cao de projec cao uma ordem parcial sobre os proprios grafos
o que permite o armazenamento e pesquisa ecientes de uma base de grafos Esta
organiza cao hierarquica dos varios componentes da teoria organiza cao essa que inclui
os quatro nveis de signica cao nao so tem vantagens computacionais como torna o
formalismo mais simples elegante e regular
Pela propria natureza de um trabalho cientco este encontrase incompleto po
dendo ser melhorado e estendido em muitos aspectos que foram simplicados na teoria
agora proposta Por exemplo para especicar uma ontologia mais rica e expressiva
convem poder ter grafos com contextos e dependencias na base canonica Claro que
isso envolve a cria cao de regras canonicas de forma cao especcas para esses casos
Seria igualmente util se o canone pudesse incluir condi coes de subcategoriza cao Por
exemplo convem poder exprimir a restri cao so os seres humanos falam Isto signica
que sempre que o primeiro argumento da rela cao AGNT for FALAR o segundo tera que
ser PESSOA De modo a minimizar o esfor co dispendido pelo engenheiro do conheci
mento na cria cao de uma ontologia convem haver bibliotecas de canones cada um
para um determinado domnio bastante especco Fazendo a analogia com a no cao de
modulo de certas linguages de programa cao um canone podera ser encarado como
um pacote de conhecimento que importa tipos marcadores e grafos base de outros
canones exportando por sua vez informa cao para outros pacotes Uma formaliza cao
simples deste mecanismo para estruturar canones encontrase descrita em Wermelin
ger e Bejan  Para terminar e de referir que as regras de inferencia nao tiram
completamente proveito dos tipos de ordem superior e das dependencias limitandose
aos elos de correferencia e 	a inferencia de primeira ordem A propria no cao de de
pendencia que neste momento se resume a uma igualdade entre tipos e ou referentes
de vertices podera ser generalizada de modo a incluir as rela coes hierarquicas dos tipos
e marcadores Ou seja talvez seja util poder impor condi coes como tpc  rf c
 
 em
que c e c
 
sao vertices conceptuais
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