To solve power quality problems caused by voltage sag, an improved adaptive genetic algorithm is presented for the optimal allocation of power quality monitors. The basic idea of the algorithm is that the entire system can be observed when voltage sag occurs on the buses and along the lines, and thus, the minimum placement number of monitors is ensured. The fitness function of the genetic algorithm is adopted to evaluate individuals that randomly generate the placement number and the locations of monitors. The unobserved individuals are changed by applying the improved adaptive crossover operator and the mutation operator. The optimal solution is extracted from multiple eligible solutions by evaluating redundancy. The feasibility of the algorithm is verified on the IEEE30 bus system.
Introduction
With the development of the power industry and the technological updating of electrical equipment, the wide application of all types of sensitive equipment has resulted in numerous power quality problems, which have attracted the attention of the electric power department and users [1] . Among these problems, those caused by voltage sag are more serious and frequent, and thus, have caused enormous economic losses to users [2] . To ensure power quality and electric safety, the electric power department should implement real-time power quality monitoring. The ideal program is to place power quality monitors (PQMs) at each node of a power system to record each possible power quality occurrence in the system. Given limitations in economic cost and technical capability, placing PQMs at each node is impossible at present. Hence, research on the optimal allocation of monitors has practical significance [3] .
Scholars both at home and abroad have conducted in-depth research on the optimal allocation method of monitors. Literature [4] [5] [6] adopted the integer linear programming method to determine the optimal allocation scheme. Literature [7, 8] derived optimal solutions based on the topology of the power grid. Literature [9] regarded the economic cost of the network and the minimum number of monitors as objective functions and then obtained the solution for the multi-objective optimization problem using a rapid non-dominated sorting genetic algorithm (GA) and the optimal solution using a normalization method. These works exhibited certain limitations 
where V ij is the voltage at Node j after the fault of Node i, Z ij is the mutual impedance from Node i to Node j, and Z ii is the self-impedance of Node i.
Single-phase and two-phase earth faults, as well as two-phase short-circuit fault, are asymmetrical faults. When an asymmetrical fault occurs, the three-phase lines of a system will no longer be symmetrical; hence, the models for the positive, negative, and zero sequence components of a system are developed using the symmetrical component method [13] . According to the asymmetrical fault calculation for the power system, the three-phase voltages at different nodes [14] when an asymmetrical fault occurs are as follows:
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V ija , V ijb , and V ijc in Equations (2) to (4) are the three-phase voltages (a, b, and c) at Node j when Node i fails. The superscripts (1), (2) , and (0) represent positive, negative, and zero sequences, respectively.
Calculating voltage amplitude when voltage sag occurs on the lines. When a fault occurs on the lines and causes voltage sag, the fault point can be regarded as an independent node. Thus, the number of nodes in the system is more than that in the previous system at this time. Equations (1) 
In Equations (6) and (7), Z pp and Zdenote the self-impedances of Node p and Node q, respectively, in the node impedance matrix; Z pq is the mutual impedance between p and q; and z pq is the impedance of z pq . m = 1, 2, 0 represent positive, negative, and zero sequences, respectively.
The voltage values at different phases of the nodes when voltage sag occurs on the lines of the power system can be obtained by substituting Equations (6) and (7) into Equations (1) to (4) .
Definition of MRA.MRA refers to the network scope that a given monitor position can reach [15] . That is, if a fault occurs in the MRA, then the monitor will be triggered to capture the voltage sag event. The observability of fault points in entire whole network is closely related to MRA. A reasonable monitor point location can protect the observability of a power system.
In this design, an MRM with n rows and k columns is used to represent MRA. The voltage values at different nodes obtained in Section 1.1 are compared with a set of threshold values v t (typically 0.9 p.u.). The results are used to represent the situations of voltage sag. When voltage at a node is greater than the set threshold v t , the corresponding element value in the MRM is 0, which indicates that no voltage sag occurs; otherwise, the value is 1, which indicates that a voltage sag occurs. The process that constitutes the MRM is as follows:
In Equation (8), the value range of i in the MRM is [1,n] , which represents the number of fault points in the power system; the value range of j is [1,k] , which represents the number of nodes in the power system.
Under an asymmetrical short-circuit fault, the minimum value among V ija , V ijb , and V ijc is selected to be compared with the threshold v t to obtain the MRM under the asymmetrical short-circuit fault as follows:
PQM optimal allocation method based on an improved adaptive GA (IAGA) IAGA. A simple GA (SGA) consists of population initialization, fitness evaluation, selection operation, crossover operation, and mutation operation. This algorithm exhibits the disadvantages of slow convergence speed and ease of falling into a local optimal solution [16] . Thus, adaptive GA (AGA) is proposed, which provides automatically adjusted crossover and mutation probabilities along with the change in individual fitness value [17] . This algorithm increases convergence precision and speed to a certain extent and provides diversified solutions. However, considering the minimal or lack of difference between the maximum fitness value of a population and the superior individuals at the beginning of the evolution, crossover and mutation operations cannot act on superior individuals. Consequently, the algorithm develops toward the possibility of a local optimal solution. In the present study, the IAGA proposed in Literature [17] is adopted for the optimal allocation of PQMs. This algorithm automatically adjusts crossover and mutation probabilities with the evolutional attenuation factor and the individual fitness value along with time. IAGA exhibits the advantages of easy realization and high computational efficiency. It can also prevent algorithm prematurity and can obtain a global optimal solution.
PQM optimal allocation method of IAGA. Population .Population refers to a group of innumerable randomly generated individuals, namely, chromosomes. The GA is applied in the optimal allocation of PQMs. The binary coded vectors are adopted to represent individuals. Thus, the binary allocation (BA) vector is as follows:
1 The installation of monitoring points on the node i () 0 No installation of monitoring points on the node i i
where BA(i) denotes the elements of BA, namely, the genes of individuals. Table 1 shows the BA example of a power system with nine buses. The monitors are set at Buses 1, 3, and 8. If a monitor needs to be installed at a node, then the corresponding binary component elements to the node can be placed in Bus 1. Table 1 BA Example of a Power System with Nine Buses (1) (2) (3) (4) (5) (6) (7) (8) (9) 1 0 1 0 0 0 0 1 0
According to the definition of BA, the objective function of the monitor optimization problem is as follows:
where N represents the number of buses. This function indicates that the number of PQMs is the minimum.
Fitness evaluation. The evaluation of the advantages and disadvantages of each individual is realized through fitness evaluation. In terms of PQM optimal allocation, the fitness function should minimize the installation number of PQMs and should select the best installation locations to allow monitoring of the entire power system. Redundant vector R is obtained by multiplying the known MRM by the transpose of BA. The equation is as follows:
where R is a column vector with n rows, n is the number of fault points, and the R(j) of each element in R represents the monitoring times of the fault point. When R(j) = 0, the jth fault point cannot be monitored. When each element in R is greater than or equal to 1, all the fault points in the system can be reached by the monitors.
According to the situation in which the individual fitness of the GA must be greater than 0 and should satisfy the conditions of the minimum objective function, and the monitor should reach all the fault points in the system, the fitness function can be defined as follows:
where C max is a positive number that can ensure that fitness function In addition, this method does not need to calculate the selection probability required by the roulette selection operation. In doing so, the execution efficiency of the algorithm is improved.
Adaptive crossover and mutation operations. The crossover and mutation operations in GA are used to generate diversified solutions. These operations cooperate with each other to complete the global and local search of the solution space. Based on the crossover probability P c and the mutation probability P m in IAGA proposed in Literature [17] , the computation equations adopted in this study are as follows:
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In Equations (14) and (15) f is the large fitness value in two individuals that require crossover; and f is the fitness value of individuals that require mutation. Crossover operation is mainly performed to combine new individuals. Crossover modes have many types. In this study, single-point crossover is adopted according to the crossover probability in Equation (14) . This type is simple to realize and does not damage the original solution at a large scale. When the fitness values of new individuals generated by the crossover operation no longer evolve and fail to reach the optimal, the algorithm prematurely converges. The alternative mutation is performed on binary coded individuals according to the mutation probability in Equation (15) , that is, 0 becomes 1 and 1 becomes 0. Therefore, new individuals are produced.
To ensure that the crossover and mutation operations do not damage the optimal solution, this study adopts the elitism individual preservation strategy [18] to regard individuals with large fitness values directly as the parent-offspring population in the next generation. Thus, crossover and mutation operations are avoided.
Termination condition. The operations in Sections 2.2.2 to 2.2.4 are repeated. When the fitness values of the individuals in the population reach 20 times and no longer change in the iteration process of IAGA, the allocation scheme in which the number of monitors is the minimum and the entire network can be reached by the monitors is adopted. Then, the operation can exit the circle.
Optimal solution evaluation. Several solutions that satisfy the conditions can be obtained by optimizing via IAGA. In practice, the decision maker only needs to select an optimal solution as the final implementation plan. Among the solutions in which the objective function f obj is the minimum and the entire power system can be reached by the monitors, the optimal solution can be obtained by evaluating redundancy r, which is defined as follows:
where R(i) is the value of each element of redundant vector R in Equation (11), and M is the number of fault points. The greater r is, the more times the fault points are monitored in the system, on average. The individual with the largest r when the objective function is the minimum is selected as the optimal solution. The value range of r is [1, f obj ], which indicates that each fault point is monitored once at least and f obj times at most.
Example simulation and analysis
The IEEE30 bus system is shown in Fig. 2 . This system consists of 6 generators, 30 buses, 37 lines, and 4 transformers. The data are obtained from Literature [19] . The proposed model is verified using the IEEE30 bus system. PQM optimal allocation is simulated from two aspects: (1) the fault occurs on the bus and (2) the fault occurs on the bus and the lines. The AGA program and the optimal allocation of the monitors are written using MATLAB 2007 to obtain the simulation calculation results. Table 2 shows the initial experimental data of the IAGA optimal model for the IEEE30 bus system. Table 3 shows the optimal allocation schemes of the monitors under different types of faults when v t = 0.9 p.u. According to Table 3 , two-phase and three-phase short-circuit faults, as well as two-phase earth fault, require only one monitor to complete observation of the entire system. However, the monitors under different types of faults are placed in various positions. Single-phase earth fault requires two monitors, which should be allocated to Buses 4 and 25, to observe the entire network. This number is one more than those required by the other three types of short-circuit fault. This finding indicates that a single-phase earth fault occurs more frequently and causes significant losses. The allocation scheme for any fault type is the same as that for a single-phase short-circuit fault. Table 4 shows the optimal allocation scheme of the monitors under different types of faults when v t = 0.8 p.u. According to Table 4 , two-phase and three-phase short-circuit faults, as well as single-phase earth fault, require three monitors, whereas two-phase earth fault requires only two monitors. Any fault type can approximately adopt the single-phase earth fault allocation scheme.
However, placing a monitor on Bus 7 is necessary to ensure that different types of faults will be observed. The numbers of monitors required by different types of short-circuit faults shown in Table 4 are higher than those shown in Table 3 . Thus, the lower the threshold of the voltage sag, the smaller the MRA and the higher the number of monitors required.
The bus locations listed in Tables 3 and 4 are not unique. Several solutions that satisfy system observability and the minimum number of monitors can be obtained according to IAGA. As discussed in Section 2.3, the allocation scheme is selected by evaluating the size of redundancy. The bus locations in Tables 3 and 4 are all schemes with the maximum redundancy r in several solutions when objective function f obj is the minimum. In Table 3 , except for single-phase earth fault that requires 2 monitors and any fault type with a redundancy of 1.61, the redundancies of the other three short-circuit faults are all 1. In Table 4 , the redundancies are all greater than or equal to 1.45. As shown in Tables 3 and 4 , redundancy is related to the number of monitors. The higher the number of monitors, the higher the redundancy and the more times the fault points are monitored on average. The ratios of r to f obj in Table 3 are greater than those in Table 4 . Thus, the MRA is reduced with the decline of the voltage sag threshold. Table 5 shows the IAGA operation results under different types of faults when v t = 0.8 p.u. The number of solutions refers to the number of allocation schemes with the minimum number of monitors. For example, when three-phase short-circuit fault occurs, 18 allocation schemes satisfy the conditions that the number of monitors is 3 and that the entire network is observable. Considering limitations in space, other cases are excluded in this paper. The number of iterations is the time that the algorithm is executed when IAGA converges to the optimal solution. For example, when a three-phase short-circuit fault occurs, IAGA should iterate 26 times to converge to the optimal solution using 3 monitors. Fig. 3 shows the relationship curve between the number of iterations of IAGA and the fitness value, namely, the convergence speed of IAGA. As shown in this figure, the upward trend of the fitness value of IAGA under two-phase earth fault is faster than those under the other three faults. This finding indicates that the convergence speed of this algorithm is fast. The change trends of the fitness value curves of IAGA under the other three fault cases have minimal differences. Table 6 shows the performance comparison of three algorithms, namely, SGA in Literature [16] , AGA in Literature [17] , and IAGA in the present study. These algorithms are all the results of the three-phase short-circuit fault in Table 5 , in which BA length, population size, and maximum number of iterations are obtained from Table 2 . Each algorithm operates 15 times. As shown in Table 6 , the local convergence number of SGA is 9, which is obviously more than those of the other two algorithms. This result indicates that this algorithm can easily fall into local convergence and has difficulty obtaining a global optimal solution. The maximum number of global convergence of IAGA is 12, which obtains 18 optimal solutions. This value is 1 and 7 more than those of SGA and AGA, respectively. This finding reveals that the performance of IAGA is better than those of the other two algorithms. The optimal number of local convergence of AGA is 6, which is 3 less than that of SGA and 4 more than that of IAGA. In addition, both the optimal number of global convergence and the number of optimal solutions of AGA are more than those of SGA and less than those of IAGA. This observation shows that the performance of AGA is better than that of SGA but worse than that of IAGA.
Simulation and analysis of the fault points on the buses and lines. When faults occur on the lines, the calculation method for the amplitude of voltage sag and the MRM are different from those used when faults occur only on the buses. In this study, the faults are assumed to occur on all the buses and two lines, as shown in Table 7 . The IAGA optimal model is adopted to solve this problem. Table 2 shows the initial parameters of IAGA. Table 8 shows the optimization results of different types of faults occurring on the buses and lines when v t = 0.8. As shown in the table, any fault type requires five monitors, which is more than the other four short-circuit faults. Single-phase earth fault requires four monitors, whereas the other three short-circuit faults require only three monitors to observe the entire network. The comparison of the number of monitors in Table 8 and the results in Table 4 show that the minimum numbers of monitors required by single-phase and two-phase earth faults, as well any fault type in Table 8 , are one more than those indicated in Table 4 ; the numbers of monitors of two-phase and three-phase short-circuit faults remain three. Thus, in case the faults occur on the same bus locations, adding the fault points on the lines can lead to more serious voltage sags that require placing more monitors. In addition, the optimal allocation schemes of these situations are different.
Conclusion
To solve the optimal allocation problem of PQMs in a power system, the voltage sag caused by different types of short-circuit faults is considered and the calculation method for fault voltage when the fault points are on the buses and lines is analyzed. An IAGA is presented to solve the minimum number of PQMs and to select the best positions. The allocation scheme that satisfies the observability of the entire network and the minimum number of monitors obtained by the proposed algorithm exhibits the character of diversity. The proposed IAGA can provide power system planners with several selections and can obtain the optimal scheme according to the redundancy evaluation method proposed in this study. The algorithm is verified on the IEEE30 bus system to prove its feasibility and effectiveness.
