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EQUILIBRIUM-LIKE SOLUTIONS OF ASYMPTOTICALLY
AUTONOMOUS DIFFERENTIAL EQUATIONS
AXEL JÄNIG
Abstract. We analyze the chain recurrent set of skew product semiflows ob-
tained from nonautonomous differential equations – ordinary differential equa-
tions or semilinear parabolic differential equations. For many gradient-like
dynamical systems, Morse-Smale dynamical systems e.g., the chain recurrent
set contains only isolated equilibria. The structure in the asymptotically au-
tonomous setting is richer but still close to the structure of a Morse-Smale
dynamical system.
The main tool used in this paper is a nonautonomous flavour of Conley
index theory developed by the author. We will see that for a class of good
equations, the Conley index can be understood in terms of equilibria (in a
generalized meaning) and their connections. This allows us to find specific
solutions of asymptotically autonomous equations and generalizes properties
of Morse-Smale dynamical systems to the asymptotically autonomous setting.
A gradient-like dynamical system has only two types of solutions: equilibria or
heteroclinic connections. Prototypical examples are given by differential equations
of the form
(1) x˙ = ∇Φ(x)
Assume that each of these equilibria is hyperbolic, that is, for every equilibrium
x0 it holds that all eigenvalues of the derivative D(∇Φ(x0)) have nonzero real
parts. (1) could be perturbed by a nonautonomous function f(t, x) converging to
0 uniformly on compact sets as t→∞.
(2) x˙ = ∇Φ(x) + f(t, x)
A hyperbolic equilibrium admits an exponential dichotomy. Indeed, hyperbol-
icity can be characterized by the existence of exponential dichotomies. Hence, if
the perturbation f is small enough, is exactly one entire or full solution1 solution
of (2) in a small neighbourhood of the original equilibrium x0. This solution u
converges to x0 as |t| → ∞, so it seems that the role of an equilibrium is played by
connections between equilibria
We will not define the notion of a nonautonomous equilibrium. It is not un-
common to define nonautonomous equilibria as an entire bounded solution. This is
compatible with the findings in this paper as long as one is interested in hyperbolic
solutions.
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1A solution u is called full or entire if u is defined for all t ∈ R.
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If f is more than a small perturbation of a nonautonomous problem, one can no
longer expect a one-to-one correspondence between equilibria of the nonautonomous
problem and its autonomous limit. Recall that, for an autonomous problem, the
number of equilibria might be related to the Betti numbers of a manifold or the
asymptotic behaviour of ∇Φ. Many of these results can be proved by using the
so-called Conley index. This might not be the only technique, and the index might
not always be applicable but the approach is often a successful. Since there is
a nonautonomous extension of the Conley index, we would like to study the in-
dex in relation to equilibrium solutions, by which we mean heteroclinic solutions
connecting two equilibria of the same Morse index.
The Conley index cannot be applied directly to (2). Furthermore, it would also
be interesting to include equations which are asymptotically autonomous but with
different limits at −∞ and ∞. Assume that E is a finite-dimensional normed
space, and let Y denote the space of all f : R × E → E being continuous in
both variables, continuously differentiable and Lipschitz-continuous in the second
one. Y is equipped with a metric such that fn → f in Y if and only if fn → f
uniformly on compact subsets of R×E. A function f ∈ Y is said to be autonomous
if f(t, x) = f(0, x) for all (t, x) ∈ R × E. f is asymptotically autonomous if
there are autonomous f±∞ ∈ Y such that d(f t, f±∞) → 0 as t → ±∞, where
f s(t, x) := f(t+ s, x) denotes the translation in the time variable, which defines a
flow on Y .
To apply the nonautonomous Conley index, an initial element is required, that
is, an f0 ∈ Y such that ω(f0) = H(f), where ω(f0) denotes the usual ω-limes set
with respect to the translational flow on on f and H(f) := clY {f t : t ∈ R} is the
hull of f . It is easy to see that an initial element f0 can only exists if f
−∞ = f∞.
The situation is sketched in the diagram below.
f−∞
f 77
f∞
The missing link, so to speak, is a reverse connection from f∞ → f−∞.
f−∞
f
77 f
∞
gww
In many cases, g(t, x) := f(−t, x) is a useful choice. Given a circle as above, f0 can
be chosen as a rotation in the above diagram which becomes slower and slower at
f−∞ and f∞ as t→∞, so ω(f0) = H(f) ∪H(g).
Suppose K ⊂ ω(f0) × E is a compact invariant subset. Without additional
assumptions, we know K is not empty unless its index is trivial, but we cannot
say much more about K. That is why we focus on a class of good problems.
These assumptions consist of two parts. The first one concerns the limit equations
determined by f∞ and f−∞, imposing a weak version of a Morse-Smale condition
that is, (1) and (2) are in particular satisfied if the limit equations are Morse-Smale,
but transverse intersection of stable and unstable manifolds is not required.
(1) There are only finitely many equilibria, and each of them is hyperbolic.
(2) If u : R→ E is a solution of
xt = f
±∞(0, x)
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with u(t)→ e± as t→ ±∞, then m(e+) < m(e−), where m(e) denotes the
Morse index of the equilibrium e, that is, the dimension of its local unstable
manifold.
The second part of the assumptions concerns the nonautonomous problem. It
is clear that a bounded solution u : R → E of (3) converges to equilibria e± as
t→ ±∞ by virtue of (1) and (2).
(3) If u : R→ E is a solution of
(3) xt = f(t, x) (or g(t, x))
with u(t)→ e± as t→ ±∞, then m(e+) < m(e−), where m(e) denotes the
Morse index of the equilibrium e.
Moreover, m(e−) = m(e+) only if u is weakly hyperbolic that is,
xt = Dx f(t, u(t))x (or Dx g(t, u(t))x)
does not have a nontrivial bounded solution.
On Ck(R×E,E), we consider a topology induced by a family (δn,k) of seminorms:
δn,0(f) := sup
(t,x)∈R×Bn(0;E)
‖f(t, x)‖E
δn,k(f) := sup
(t,x)∈R×Bn(0;E)
∥∥∥Dk f(t, x)∥∥∥ l ∈ {1, . . . , k}
A neighbourhood sub-basis2 for an element f ∈ Ck(R× E,E) is formed by sets of
the form
Nn,l,ε := {g ∈ Ck(R× E,E) : δn,l(f − g) < ε} (n, l, ε) ∈ N× {0, . . . , k} ×R+
A generic3 asymptotically autonomous parameter f ∈ Ck(R× E,E) satisfying (1)
and (2) is good in the sense that (3) holds.
We say that u : R → E is a solution of Morse-index m if u is an equilibrium
solution of f∞ or f−∞ with Morse-index m or if u is a solution of (3) converging
to equilibria of Morse-index m. Setting
Mk := {(f ′, u) : u is a solution of Morse-index m} ∩K
the family (Mk)k∈N is a Morse-decomposition ofK with respect to the skew product
semiflow pi on Y ×E defined by (y, x)pit := (yt,Φy(t, 0, x))), where Φy(t, 0, x) := u(t)
is the solution of the nonautonomous equation x˙ = y(t, x) with u(0) = x. Hence,
for every solution u : R → Y × E of pi, the following alternative holds: Either
there is a k0 ∈ N such that u(t) ∈ Mk0 for all t ∈ R or there k < l in N such that
α(u) ⊂Ml and ω(u) ⊂Mk, where α and ω denote the usual α- and ω-limes sets.
While (Mk)k is a Morse-decomposition, it is probably not the finest Morse-
decomposition4. For example if f was only a very small perturbation of an au-
tonomous equation, there would be a single Morse-set for each equilibrium of the
2N ⊂ Ck(R × E,E) is a neighbourhood of f iff there are finitely many sub-basis elements
N1, . . . , Nk which are neighborhoods of f and whose intersection is a subset of N .
3The set of all such h is residual i.e., a superset of a countable intersection of open and dense
subsets.
4Conley [2] points out that a finest Morse-decomposition need not exist because the would-be
finest Morse-decomposition might consist of infinitely many Morse sets. The union of all finest
Morse-sets is then called chain recurrent set. In our case there are finest Morse-sets, so the
distinction is meaningless.
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unperturbed equation. Let us say thatMe is the Morse-set belonging to an equilib-
rium e of Morse-index m(e). The homology Conley index is given by the following
formula which is well-known in the autonomous case.
(4) Hq C(f0,Me) ≃
{
Z q = m
0 q 6= m
This paper is an attempt to answer the following question. Does the above
equation still hold for a general asymptotically autonomous f ∈ Y if we replace Me
by a finest Morse-set?
The answer is a little more complicated than in the autonomous case. First of
all in Section 5, we will construct an example having a finest Morse set M with
M(f) := {x : (f, x) ∈ M} 6= ∅ yet Hq C(f0,M) = 0 for all q ∈ Z, so there
are, roughly speaking, equilibria with trivial index. Second, using homology with
coefficients over a field F, we find a formula (a straightforward corollary to Theorem
6.1) for arbitrary isolated invariant sets K ⊂ ω(f0)× E.
(5) dimHFq C(f0,K) ≤ min{Nq(f−∞,K(f−∞)), Nq(f∞,K(f∞))}
Here, Nq(f
±∞,K(f±∞)) denotes the number of equilibria e of x˙ = f±∞(t, x) with
e ∈ K(f±∞) and Morse-index m(e) = q.
Since the formula holds for arbitrary compact invariant sets, it is still also for a
finest Morse-set M . In particular, if M ⊂Mk, then
HFq C(f0,M) = 0 for q 6= k
Summing up, in this nonautonomous but asymptotically autonomous setting,
there are Morse-sets behaving similar to an equilibrium of an autonomous equation.
Although there are also phenomena not encountered in gradient-like dynamics,
every compact invariant set can be decomposed into finest Morse-sets of a single
dimension and their connections.
The structure of a compact invariant set K can be used to deduce the existence
of solutions of x˙ = f(t, x). Assume the homology Conley index HF∗ (f0,K) is known
and HFq (f0,K) 6= 0 for some q ∈ Z. It follows that there are at least dimHFq C(f0,K)
distinct (full bounded) solutions of x˙ = f(t, x) having Morse index q i.e., connecting
equilibria having Morse index q.
The computation of the Conley index is in general a non-trivial problem, but
there are cases which are well understood. Assume that B ∈ L(E,E) has no
eigenvalues whose real part is zero, and let m0 denote the dimension of its gener-
alized eigenspace belonging to the set of eigenvalues having positive real parts. If
εf(t, ε−1x) − Bx → 0 as ε → 0 uniformly on R × B1(0), then [8, Theorem 7.16]
there exists a largest compact invariant subset K∞ in H+(f0)× E and
HFq C(f0,K∞) ≃
{
F q = m0
0 q 6= m0
Therefore, there must exist at least one solution u : R→ E of ut = f(t, x) converg-
ing as t→ ±∞ to equilibria e± having Morse-index m0.
Mutatis mutandis the complete introduction applies not only to ordinary dif-
ferential equations but to a large class of abstract semilinear parabolic equations.
Narrowing down the focus to reaction-diffusion equations on smooth bounded do-
mains, we can hide most of the complexity and formulate a relatively simple result.
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Let Ω ⊂ Rm0 , m0 ≥ 1 be a bounded domain with smooth boundary. Assume5
(A1) f ∈ Ck(R × Ω × R,R) is asymptotically autonomous meaning that there
are f±∞ ∈ Ck(Ω×R,R) such that
Dl
(
f(t, x, u)− f±∞(x, u))→ 0
for all l ∈ {1, . . . , k} and uniformly on sets of the form Ω×Bε(0), ε > 0.
Take X := Lp(Ω) for some p ≥ m0, and define an operator (using Dirichlet
boundary conditions)
A : W 2,p(Ω) ∩W 1,p0 (Ω)→ Lp(Ω)
Au := −∆u
A is a positive sectorial operator having compact resolvent. Let a ∈ ρ(A), where
ρ(A) denotes the resolvent set of A, and suppose that
(A2)
εf(t, x, u)− au→ 0 as ε→ 0
uniformly on sets of the formR×Ω×Bε(0). The dimension of the eigenspace
belonging to the negative part of the spectrum of A−a is referred to as the
Morse-index m(A− a) of A− a.
Let F denote the set of all f ∈ Ck(R × Ω × R,R), k ≥ 1 satisfying (A1) and
(A2). We treat F as a subspace of Ck(R×Ω×R,R). The topology is induced by
a family (δn,k) of seminorms:
δn,0(f) := sup
(t,x,y)∈R×Ω×Bn(0;R)
|f(t, x, y)|
δn,l(f) := sup
(t,x,y)∈R×Ω×Bn(0;R)
∣∣∣Dk f(t, x, y)∣∣∣ l ∈ {1, . . . , k}
A neighbourhood sub-basis for an element f ∈ Ck(R×Ω×R,R) is formed by sets
of the form
Nn,l,ε := {g ∈ Ck(R×Ω×R,R) : δn,l(f − g) < ε} (n, l, ε) ∈ N×{0, . . . , k}×R+
Let f ∈ F be arbitrary. We write f±∞ to denote the asymptotic time limit
given by (A1). fˆ(t, u)(x) := f(t, x, u(t, x)) (resp. fˆ(u) := f(x, u)) is the Nemitskii
operator induced by f . Note that fˆ(t, u) ∈ Lp(Ω) for all (t, u) ∈ R× Lp(Ω) (resp.
fˆ(u) ∈ Lp(Ω) for all u ∈ Lp(Ω)) due to (A2).
Theorem 0.1. For a generic f ∈ F there exists a solution u : R→W 1,p0 (Ω) of
u˙+Au = fˆ(t, u)
such that:
(1) there are, of course, equilibria e± of u˙ + Au = fˆ±∞(u) of Morse-index
m(A− a)
(2) with u(t)→ e± as t→ ±∞;
(3) u is hyperbolic i.e., vt+Av = fˆu(t, u(t))v admits an exponential dichotomy.
5Strictly speaking, it is not required to assume that f is continuously differentiable in t.
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It follows from [1] that there exists a residual subset F0 of F such that for every
f ∈ F0, all equilibria of the limit equations given by f±∞ are hyperbolic, and their
stable and unstable manifolds intersect transversely We can now use Theorem 7.3
to prove that the conclusions of Theorem 0.1 hold for a generic f ∈ F0.
Let us conclude with a brief overview of the following sections. After a Prelim-
inaries section, we give a short review of basic concepts and definitions of nonau-
tonomous Conley index theory, which is not widely known and crucial for many
proofs in this article. In Section 3, we discuss appropriate choices for the pa-
rameter space Y associated with the skew product formulation of the problem.
Subsequently, we construct an example of an equilibrium-like chain-recurrent set
having trivial index and prove a uniformity theorem leading to (5). Section 7 is
devoted to the abstract semilinear parabolic setting and the proof of an existence
result for hyperbolic solutions.
1. Preliminaries
Almost all spaces in this paper are metric. We write d(., .) to denote the metric
without explicitly referencing the space as long as the meaning is clear. Given two
metric spaces (X1, d1) and (X2, d2) are metric spaces, their intersection X1 ∪X2 is
considered to be another metric space equipped with the metric defined by d(x, y) :=
d1(x, y) + d2(x, y).
The open ball with radius ε and centre x0 in a metric space (X, d) is denoted
by Bε(x;X) and the closed ball with the same radius and centre by Bε[x;X ]. The
notation of X can be omitted when the choice of X can be deduced from the
context.
Let A be a positive sectorial operator on a Banach space W , and define the
fractional power spaces Wα as the range of A−α. Fix some α ∈ ]0, 1[, and let
f ∈ C(R×Wα,W ) be continuously differentiable in its second variable. A bounded
(mild) solution u : R→ Xα of
u˙+Au = f(t, u)
is called weakly hyperbolic if the linearisation
(6) v˙ +Av = D f(t, u(t))v
does not admit a bounded solution v : R → Wα. A more abstract approach to
weak hyperbolicity can be found in Section 4 or in [7]. u is called hyperbolic if the
evolution operator defined by (6) admits an exponential dichotomy over R.
2. A review of nonautonomous Conley index theory
We assume that the reader is basically familiar with the Conley index as can
be found in Conley’s monograph [2]. If one is especially interested in applications
to the theory of partial differential equations, [10] should also be a good starting
point.
There are mainly two intertwined concepts one encounters when dealing with
nonautonomous problems: processes, sometimes also called evolution operators, or
skew product semiflows.
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2.1. Evolution operators and skew product semiflows. Let X be a metric
space. Assuming that ✸ 6∈ X , we introduce a symbol ✸, which means "undefined".
The intention is to avoid the distinction if an evolution operator is defined for a
given argument or not. Define A := A∪˙{✸} whenever A is a set with ✸ 6∈ A. Note
that A is merely a set, the notation does not contain any implicit assumption on
the topology.
Definition 2.1. Let∆ := {(t, t0) ∈ R+×R+ : t ≥ t0}. A mapping Φ : ∆×X → X
is called an evolution operator if
(1) D(Φ) := {(t, t0, x) ∈ ∆×X : Φ(t, t0, x) 6= ✸} is open in R+ ×R+ ×X ;
(2) Φ is continuous on D(Φ);
(3) Φ(t0, t0, x) = x for all (t0, x) ∈ R+ ×X ;
(4) Φ(t2, t0, x) = Φ(t2, t1,Φ(t1, t0, x)) for all t0 ≤ t1 ≤ t2 in R+ and x ∈ X ;
(5) Φ(t, t0,✸) = ✸ for all t ≥ t0 in R+.
A mapping pi : R+×X → X is called semiflow if Φ˜(t+t0, t0, x) := pi(t, x) defines
an evolution operator. To every evolution operator Φ, there is an associated (skew
product) semiflow pi on an extended phase space R+ × X , defined by (t0, x)pit =
(t0 + t,Φ(t+ t0, t0, x)).
A function u : I → X defined on a subinterval I of R is called a solution of
(with respect to) Φ if u(t1) = Φ(t1, t0, u(t0)) for all [t0, t1] ⊂ I.
Summing up, if Φ depends on t − t0 instead of t and t0 it can be seen as a
semiflow. Up to the symbol ✸, one can easily derive the usual properties of a local
semiflow.
Having a notion of semiflows and solutions of semiflows, one can define invariant
sets respectively their half-sided equivalents. Note that we do not employ genuinely
nonautonomous notions of invariance such as pullback attractors or the like. In this
paper, an invariant set always refers to a semiflow, albeit usually a skew product
semiflow.
Definition 2.2. Let X be a metric space, N ⊂ X and pi a semiflow on X . The set
Inv−pi (N) := {x ∈ N : there is a solution u : R− → N with u(0) = x}
is called the largest negatively invariant subset of N .
The set
Inv+pi (N) := {x ∈ N : xpiR+ ⊂ N}
is called the largest positively invariant subset of N .
The set
Invpi(N) := {x ∈ N : there is a solution u : R→ N with u(0) = x}
is called the largest invariant subset of N .
In the skew product setting as opposed to the process setting, a metric space Y
is considered in addition to X . A skew product semiflow on Y ×X is based on a
semiflow on Y .
Assume that (t, y) 7→ yt is a semiflow on Y , sometimes called t-translation. The
(positive) hull denotes the closure of an orbit (semiorbit) in the phase space. With
respect to the space Y and the semiflow obtained by translation, we have
Definition 2.3. For y ∈ Y let
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(1)
H+(y) := clY {yt : t ∈ R+}
denote the positive hull of y;
(2)
H(y) := clY {yt : t ∈ R}
denote the hull of y.
The skew product semiflows used in this papers always refer to the t-translation
as semiflow on the first component.
Definition 2.4. We say that pi = (.t,Φ) is a skew product semiflow on Y ×X if
Φ : R+ × Y ×X → Y ×X is a mapping such that
(7) (t, y, x)pit :=
{
(yt,Φ(t, y, x)) Φ(t, y, x) 6= ✸
✸ otherwise
is a semiflow on Y ×X .
It is a standing assumption that X and Y are metric spaces, and pi is a skew
product semiflow as defined above. Evolution operators are easily recovered from
the skew product semiflow by setting Φy(t, t0, x) := Φ(t − t0, yt0 , x) for t ≥ t0 and
x ∈ X .
Conversely, every process can be understood as semiflow on the space R+ ×X .
In case the process is given by Φy0 , this semiflow is denoted by χ := χy0 and
(t, x)χy0s := Φy0(t+ s, t, x).
Conley index theories can be read as theories about isolating neighbourhoods
even to the extent that one replaces invariant sets by isolating neighbourhoods.
In contrast to the autonomous case, the notion of an isolating neighbourhood is
less obvious. The definition given below refers also to the space Y ×X instead of
H+(y0)×X , which is useful for continuation arguments.
Definition 2.5. Let y0 ∈ Y and K ⊂ H+(y0) ×X be an invariant set. A closed
set N ⊂ Y × X (resp. N ⊂ H+(y0) ×X) is called an isolating neighbourhood for
(y0,K) (in Y ×X) (resp. in H+(y0)×X) provided that:
(1) K ⊂ H+(y0)×X
(2) K ⊂ intY×X N (resp. K ⊂ intH+(y0)×X N)
(3) K is the largest invariant subset of N ∩ (H+(y0)×X)
2.2. Index pairs and the homotopy index. The Conley index can be obtained
as follows. Take an index pair for an appropriate isolated invariant set and collapse
the exit set to one point. The homotopy type of the resulting topological space is
the homotopy index.
Definition 2.6. Let X be a topological space, and A,B ⊂ X . Denote
A/B := A/R ∪ {A ∩B},
where A/R is the set of equivalence classes with respect to the relation R on A
which is defined by xRy iff x = y or x, y ∈ B.
We consider A/B as a topological space endowed with the quotient topology
with respect to the canonical projection q : A → A/B, that is, a set U ⊂ A/B is
open if and only if
q−1(U) =
⋃
x∈U
x
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is open in A.
Now the term "collapsing the exit set" can be made precise, but we still do not
know what an index pair is supposed to be.
Definition 2.7. A pair (N1, N2) is called a (basic) index pair relative to a semiflow
χ in R+ ×X if
(IP1) N2 ⊂ N1 ⊂ R+ ×X , N1 and N2 are closed in R+ ×X
(IP2) If x ∈ N1 and xχt 6∈ N1 for some t ∈ R+, then xχs ∈ N2 for some s ∈ [0, t];
(IP3) If x ∈ N2 and xχt 6∈ N2 for some t ∈ R+, then xχs ∈ (R+ ×X) \N1 for
some s ∈ [0, t].
Index pairs need to be associated with invariant sets in order to define an index.
We have already defined isolating neighbourhoods, but appropriate compactness
assumptions is still missing. This is a non-problem in the finite-dimensional case,
but crucial in an infinite-dimensional setting.
Definition 2.8. A closed set M ⊂ Y ×X is called strongly admissible (or asymp-
totically compact) provided the following holds:
Whenever (yn, xn) is a sequence in M and (tn)n is a sequence in R
+ such that
(yn, xn)pi [0, tn] ⊂M , then the sequence (yn, xn)pitn has a convergent subsequence.
Definition 2.9. A closed set M ⊂ Y × X is called skew-admissible provided the
following holds: whenever (yn, xn)n in N and (tn)n in R
+ are sequences such that
tn →∞, ytnn → y0 in Y and (yn, xn)pi [0, tn] ⊂ N , the sequence Φ(tn, yn, xn) has a
convergent subsequence.
Suppose y0 ∈ Y is a so-called initial element and K ⊂ H+(y0)×X an invariant
set admitting a strongly admissible isolating neighbourhood. Then, there exists an
index pair (N1, N2) for (y0,K) as defined below. Moreover, the homotopy type of
the pointed space (N1/N2, N2) is independent of the choice of an index pair. Hence,
the homotopy index is well-defined.
Definition 2.10. Let y0 ∈ Y and (N1, N2) be a basic index pair in R+×X relative
to χy0 . Define r := ry0 : R
+ ×X → H+(y0)×X by ry0(t, x) := (yt0, x).
Let K ⊂ ω(y0) × X be an (isolated) invariant set. We say that (N1, N2) is a
(strongly admissible) index pair6 for (y0,K) if:
(IP4) there is a strongly admissible isolating neighbourhoodN ofK inH+(y0)×X
such that N1 \N2 ⊂ r−1(N);
(IP5) there is a neighbourhood W of K in H+(y0) × X such that r−1(W ) ⊂
N1 \N2.
A frequently used construction enlarges the exit set of a given index pair (N1, N2).
Definition 2.11. Let (N1, N2) be an index pair in R
+×X (relative to the semiflow
χ on R+ ×X). For T ∈ R+, we set
N−T2 := N
−T
2 (N1) := {(t, x) ∈ N1 : ∃s ≤ T (t, x)χs ∈ N2}.
6Every index pair in the sense of Definition 2.10 is assumed to be strongly admissible.
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2.3. The categorial Conley index and attractor-repeller decompositions.
A connected simple system is a small category such that given a pair (A,B) of
objects, there is exactly one morphism A→ B.
Let y0 ∈ Yc and K ⊂ H+(y0)×X be an isolated invariant set for which there is a
strongly admissible isolating neighbourhood. The categorial Conley index C(y0,K)
(as defined in [6]) is a subcategory of the homotopy category of pointed spaces
and a connected simple system. Its objects are pointed spaces (N1/N2, N2), where
(N1, N2) is an index pair for (y0,K). Roughly speaking, one can think of an index
pair with collapsed exit set as a representative of the index. All of the representa-
tives are isomorphic in the homotopy category of pointed spaces.
Let (H∗, ∂) := (H
Γ
∗ , ∂) denote a homology theory with compact supports [14]
and coefficients in a module Γ. In this paper, we often assume that Γ = F, where
the latter denotes an arbitrary field. Recall that H∗ is a covariant functor from the
category of topological pairs to the category of graded abelian groups (or modules).
Define the homology Conley index H∗ C(y0,K) to be the following connected
simple system: H∗(N1/N2, {N2}) is an object whenever (N1/N2, N2) is an object
of C(y0,K). The morphisms of H∗ C(y0,K) are obtained analogously from the
morphisms of C(y0,K). Note that we also write H∗(A, a0) := H∗(A, {a0}) provided
the meaning is clear.
Previously, we have defined invariance relying only on the skew product formu-
lation. The same approach will be used for attractor-repeller decomposition. First
of all given a solution u : R→ H+(y0)×X of pi, its α– and ω-limes sets are defined
as usual.
α(u) :=
⋂
t∈R−
clH+(y0)×X u(]−∞, t])
ω(u) :=
⋂
t∈R+
clH+(y0)×X u([t,∞[)
Based on these definitions, the notion of an attractor-repeller decomposition can
be made precise.
Definition 2.12. Let y0 ∈ Y and K ⊂ H+(y0) × X be an isolated invariant
set. (A,R) is an attractor-repeller decomposition of K if A,R are disjoint isolated
invariant subsets of K and for every solution u : R → K one of the following
alternatives holds true.
(1) u(R) ⊂ A
(2) u(R) ⊂ R
(3) α(u) ⊂ R and ω(u) ⊂ A
We also say that (y0,K,A,R) is an attractor-repeller decomposition.
Given an attractor-repeller decomposition (y0,K,A,R), there is a long exact [6]
sequence
//H∗ C(y0, A) //H∗ C(y0,K) //H∗ C(y0, R) ∂ //H∗−1 C(y0, A) //
where ∂ denotes the connecting homomorphism. The above sequence is called the
attractor-repeller sequence.
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3. The parameter space
With respect to (nonautonomous) Conley index calculations, a fixed parameter
space Y is used throughout this paper. Suppose that E0 is a metric vector space
endowed with an invariant metric d i.e., d(x, y) = d(x − y, 0) for all x, y ∈ E0. Let
(Ei0)i∈I be a family of subsets such that⋃
i∈I
Ei0 = E0
Define Y to be the subspace of C(R, E0) consisting of all y : R→ E0 such that
y is continuous and y(R) ⊂ Ei0 for some i ∈ I. Y is endowed with a metric d := dY
generated by a family (δn)n∈N of seminorms given by
δn(f) := δn(f) := sup
|t|≤n
‖f(t)‖E0
and
(8) dY (y, y
′) := dY (y − y′, 0) :=
∞∑
n=1
2−n
δn(y)
1 + δn(y)
The metric dY induces the compact open topology on Y . None of the proofs relies
on the particular choice of a metric dY but only on the topology.
The translation (t, y) 7→ yt on R× Y is defined by yt(s) := y(t+ s).
Before dealing with the particular problem of asymptotically autonomous equa-
tions, we will give a short overview of possible realizations of E0 and Y in the case
ordinary differential equations and semilinear parabolic equations.
3.1. Ordinary differential equations. Let E be a finite-dimensional real normed
space, e.g. E = RN for some N ∈ N. By an ordinary differential equation we mean
a differential equation
x˙ = f(t, x)
where f is assumed to be continuous in t and Lipschitz-continuous in x uniformly
on bounded sets.
Let E0 denote the subspace of all g ∈ C(E,E) which are Lipschitz-continuous
uniformly on bounded sets equipped with a metric induced by a family (δn)n∈N of
seminorms given by
δn(g) := sup
|x|≤n
‖g(x)‖E
Let I denote the set of all L : R+ → R+ and
EL := {g ∈ E0 : ‖g(x)− g(x′)‖ ≤ L(C)‖x− x′‖ for all x, x′ with ‖x‖, ‖x′‖ ≤ C}.
We have y ∈ Y if and only if the mapping f : R × E → E, f(t, x) := y(t)(x),
is continuous and Lipschitz-continuous uniformly on sets of the form R×B where
B ⊂ E is an arbitrary bounded set.
The skew product semiflow pi is determined by its cocycle Φy and (7), using
X := E as phase space. Let [t0, t] ⊂ R be an interval. We set Φy(t, t0, x0) = x1 if
u : [t0, t]→ E is a solution of
x˙ = y(t)(x)
with u(t0) = x0 and u(t) = x1.
There are two relevant notions of asymptotic compactness. A closed set N ⊂
H+(y0) × X , y0 ∈ Y is strongly admissible if H+(y0) is compact and sup{‖x‖ :
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(y, x) ∈ N} < ∞. N ⊂ Y × X is strongly skew-admissible if it is closed and
sup{‖x‖ : (y, x) ∈ N} <∞.
In this article, the compactness of H+(y0) follows directly from its construction.
It is not necessary to impose additional compactness conditions on y0 like e.g.
uniform continuity.
3.2. Semilinear parabolic equations. The last remark of the previous section
on ordinary differential equations concerning the compactness of H+(y0) applies to
semilinear parabolic equations as well and allows us to formulate the results in an
abstract manner as opposed to the approach in [7].
Let W be a Banach space, and A be a positive, sectorial operator on W having
compact resolvent. A gives rise to an analytic semigroup denoted by e−At. Let Wα
denote the α-th fractional power space with respect to A, equipped with the norm
‖x‖α := ‖Aαx‖ (see e.g. [13], [3], [9]).
Fix an α ∈ ]0, 1[ and a phase space E := Wα. Let E0 ⊂ C(E,W ) denote the
subspace of all continuous functions mapping bounded sets of E into bounded sets
of W . E0 is equipped with a metric induced by a family (δn)n of seminorms given
by
δn(g) := sup{‖g(x)‖ : x ∈ E with ‖x‖α ≤ n}
Let I denote the set of all L : R+ → R+ and
EL := {g ∈ E0 : ‖g(x)− g(x′)‖ ≤ L(C)‖x− x′‖α
for all x, x′ ∈ E with ‖x‖α, ‖x′‖α ≤ C}
We have y ∈ Y if and only if the mapping f : R× E → W , f(t, x) := y(t)(x),
is continuous and Lipschitz-continuous uniformly on sets of the form R×B where
B ⊂ E is an arbitrary bounded set.
For (y, x) ∈ Y ×E let t 7→ Φy(t, t0, x), t ≥ t0 denote the maximally defined mild
solution of
xt +Ax = y(t)(x)
It follows from [13, Theorem 47.5] that pi defined by (7) using X := E is indeed a
semiflow.
Furthermore, a closed set N ⊂ Y × E is strongly skew-admissible if
sup{‖x‖α : (y, x) ∈ N} <∞
3.3. An initial parameter y0 for asymptotically autonomous problems. We
say that a parameter f ∈ Y is autonomous if f t = f for all t ∈ R and asymptotically
autonomous if f t → f±∞ as t→ ±∞ for some autonomous f±∞ ∈ Y .
We do not require that f−∞ = f∞. Let (f, g) ∈ Y ×Y be a pair of asymptotically
autonomous parameters with f t → f±∞ and gt → f∓∞ as t → ±∞. We also say
that (f, g) is an asymptotically autonomous cycle.
Take C0 ⊂ C to be the annulus
C0 :=
{
reiϕ : (r, ϕ) ∈ [1/2, 1]×R}
We will consider a fixed initial element z0 =
1
2 . The differential equation
r˙ = 1− r(9)
ϕ˙ = (1 − r) + r cos(ϕ)(10)
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defines a semiflow on C0. The semiflow is denoted by z
t for z ∈ C0 and referred to
as the usual translation. It is easy to see that ω(c0) = {z ∈ C : |z| = 1} i.e., the
complex unit sphere.
A mapping F : C0 → E0 is obtained by setting
F (reiϕ) :=


f−∞(0) ϕ = −pi2
f(t) ϕ = Φ(t; 0)
f∞(0) ϕ = pi2
g(t) ϕ = Φ(t;pi)
where Φ(t;ϕ0) denotes the solution of ϕ˙ = cos(ϕ) with Φ(0;ϕ0) = ϕ0.
We have ω(F (ω(z0))) = H(f)∪H(g). The next step is to modify F such that it
is constant in a small sector around the angles −pi/2 and pi/2.
F ρ(reiϕ) :=


F (−pi/2) |ϕ+ pi/2| ≤ ρ
F
(
ϕ pipi−2ρ
)
−pi/2 + ρ < ϕ < pi/2− ρ
F (pi/2) |ϕ− pi/2| ≤ ρ
F
(
pi + (ϕ− pi) pipi−2ρ
)
pi/2 + ρ < ϕ < 3pi/2− ρ
Note that F 0 = F .
Define Fˆ ρ : C0 → Y by Fˆ ρ(z)(t) := F ρ(zt). We have for all s ∈ R Fˆ ρ(z)t(s) =
Fˆ ρ(z)(t + s) = Fˆ ρ(zt+s) = Fˆ ρ(zt)(s), so Fˆ ρ(z)t = Fˆ ρ(zt) for all z ∈ C0 and all
t ∈ R. The initial element yρ0 := Fˆ ρ(z0) depends on f and g and is thus also
denoted by yρ0(f, g). We also write y0 or y0(f, g) instead of y
ρ
0 or y
ρ
0(f, g) if ρ = 0.
The following lemma is formulated for the categorial index simply because this
leads to a general statement and implies equality of the homotopy index, the ho-
mology index and other possibly derived indices.
Lemma 3.1. Let (f, g) be an asymptotically autonomous cycle and N ⊂ Y ×X a
strongly skew-admissible isolating neighbourhood for K ⊂ H+(y0)×X.
Then for all ρ > 0 sufficiently small:
(1) N is an isolating neighbourhood for Kρ := Inv(N) ∩ (H+(yρ0)×X).
(2) C(yρ0 ,K) ≃ C(y0,K)
Proof. First of all, we are going to prove that d((yρ0)
t
,H+(yρ0))→ 0 as ρ → 0 and
t→∞. This follows in particular if we show that
sup
t∈R+
d
((
Fˆ ρ(z0)︸ ︷︷ ︸
=yρ
0
)t
,
(
Fˆ 0(z0)
)t)→ 0
as ρ→ 0. We have (
Fˆ ρ(z0)
)t
= Fˆ ρ(zt0)
so it is sufficient to note that F ρ → F 0 as ρ→ 0 uniformly on C0 which is compact.
(1) This follows immediately from Theorem 5.6 in [8].
(2) It follows from (1) and the remarks at the beginning of this proof that
γ : [0, 1]→ Y × 2Y×X , ρ 7→ (yρ0 ,Kρ) is continuous in the sense required by
Theorem 5.12 in [8], whence it follows that the Conley indices are isomor-
phic.

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4. Simple weakly hyperbolic "equilibria"
Hyperbolic equilibria play an important role among all equilibria. It is certainly
not a new question what hyperbolicity could mean in a nonautonomous context.
Often the answer depends on the context, and therefore exponential dichotomies
have proven to be a useful concept.
In the context of Conley index theory, built around the notion of isolated invari-
ant sets, it seems unnatural to use growth estimates to characterize hyperbolicity.
We use instead the notion of weak hyperbolicity which has been introduced in [7]. A
very similar notion of weak hyperbolicity has been used earlier in [12]. The results
in [12] also imply that hyperbolicity and weak hyperbolicity are often equivalent.
A parameter f ∈ Y is called linear if the evolution operator Φf is linear. A
linear parameter f is called weakly hyperbolic provided every strongly admissible
set N ⊂ H(f)× E is invariant.
Let u be a bounded solution of Φf for some f ∈ Y . Since f(t) is continu-
ously differentiable for all t ∈ R, we can define d(f, u) ∈ Y by d(f, u)(t)(x) :=
D[f(t)](u(t))x. We say that u is a weakly hyperbolic solution of Φf or that (f, u) is
weakly hyperbolic if d(f, u) is weakly hyperbolic as defined previously in the linear
case.
An invariant set K ⊂ Y × X is called weakly hyperbolic if (f, u) is weakly
hyperbolic whenever u is a solution of Φf such that (f
t, u(t)) ∈ K for all t ∈ R.
Invariant sets in our context are (trivial) bundles over the nonautonomous non-
linearities. The projection associated with the bundle structure will be visualized
by vertical arrows.
(11) e−

u
88 e
+
vxx

f−∞
f
77 f
∞
gww
The above diagram reads as follows: f t → f±∞ as t → ±∞ and gt → f∓∞ as
t → ±∞. Furthermore, u (resp. v) is a solution of x˙ = f(t, x) (resp. x˙ = g(t, x))
with u(t)→ e± (resp. v(t) → e∓) as t → ∞. Together, the diagram describes the
invariant set
K = {(f−∞, e−), (f∞, e+)} ∪ {(f t, u(t)) : t ∈ R} ∪ {gt, v(t) : t ∈ R}
Suppose K ⊂ Y × E is an invariant set having the structure of (11). By using
the techniques of Section 3, we can obtain an initial element y0 ∈ Y such that
ω(y0) = H(f) ∪ H(g) as required by K. Therefore C(y0,K) and consequently
H∗ C(y0,K) are defined.
For every (f, u) ∈ K, we set (f ⊖ u)(t)(x) := f(t)(x + u(t)), so
K0 := {(f ⊖ u, 0) : (f, u) ∈ K}
and K are related by a homeomorphism.
Therefore, we can assume without loss of generality that K = K0, so Theorem
7.13 in [7] is applicable, whence it follows that form some m ∈ Z
HFq C(y0,K) ≃
{
F q = m
0 q 6= m
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At the moment, we can only guess that m must agree with the Morse indices of
the equilibria e+ and e−.
We will not elaborate on this as it follows immediately from Theorem 6.1 proved
below and formulas for the (autonomous) Conley index of a hyperbolic equilibrium
(see e.g. Theorem 11.1 in [10]).
5. "Equilibria" with trivial index
There is a simple formula (4) for the Conley index of an isolated equilibrium.
Replacing equilibria by finest Morse sets sets as explained in the introduction,
the homology Conley index need no longer be non-trivial. This will be shown by
constructing an example of a non-trivial, weakly hyperbolic chain-recurrent set with
trivial homology index.
Let us begin with a remark on the minimum complexity required to produce such
a "silent" solution. The following invariant set certainly has a trivial homology
index because the uniformity property of the nonautonomous Conley index for
a non-trivial index would imply the existence of a full solution v : R → E of
x˙ = g(t, x).
e−

u
88 e
+

f−∞
f 77
f∞
gww
Our second example constitutes a nonautonomous equivalent of a homoclinic
solution, namely two connections from (f−∞, e−) to (f∞, e+). This resembles the
double root of a real function.
(12) e−

u1
88
u2
CCe
+
vxx

f−∞
f
77
f
BBf
∞
gww
Taking E = R2 and Y as above, E0 denotes the set of all continuously differen-
tiable mappings R2 → R2 equipped with the maximum norm. We can identify an
element y ∈ Y with a function f = f(y) : R×R2 → R2 by setting f(t, x) = y(t)(x).
Let e−c = (0,−c), e+ = (0, 0), c ≥ 0, ε > 0 and
f−∞c (t, (x1, x2)) := (x1,−x2 + 3x21 − c)
f∞c (t, (x1, x2)) := (−x1 + εx2, x2)
The global stable and unstable submanifolds are not hard to find. With respect
to (x˙1, x˙2) = f
−∞(0, (x1, x2)) we obtain
Wuc (−∞, e−c ) = {(h, h2 − c) : h ∈ R}
W sc (−∞, e−c ) = {0} ×R
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and with respect to (x˙1, x˙2) = f
∞
c (0, (x1, x2))
Wuc (∞, e+c ) = {(ε/2 h, h) : h ∈ R}
W sc (∞, e+c ) = R× {0}
Let φ : R→ [0, 1] be continuously differentiable with
φ(t) =
{
0 t ≤ 0
t t ≥ 1
φ serves as auxiliary function to define f and g.
fc(t, x) := φ˙(−t)f−∞c (0, x) + φ˙(t)f∞c (0, x)
gc(t, x) := φ˙(−t)f∞c (0, x) + φ˙(t)f−∞c (0, x)
Let u : R→ R2 be a bounded solution of x˙ = fc(t, x). It follows that u(t)→ e±c
as t → ±∞. Moreover, one has u(0) ∈ Wuc (−∞, e−c ) ∩W sc (∞, e+c ). Hence, there
are exactly two full bounded solutions of x˙ = f(t, x) if c > 0, one if c = 0 and none
otherwise.
Let c > 0 and u be a full bounded solution of x˙ = f(t, x). To prove that (f, u)
is weakly hyperbolic, suppose that w is a full bounded solution of w˙ = d(f, u)(t)w.
It follows that w(0) ∈ TWuc (−∞, e−c )(u(0)) ∩ TW sc (∞, e+)(u(0)). Letting u(0) =
(x1, x2), we have x1 =
√
c
TWuc (−∞, e−c )(x1, x2) = {(h, 2
√
ch) : h ∈ R}
and
TW sc (∞, e−c )(x1, x2) = R× {0}
Hence, w(0) = 0 implying that w ≡ 0.
Analogously, a solution v : R → R2 of x˙ = gc(t, x) must converge to e∓c as
t → ±∞ and satisfy v(0) ∈ Wuc (∞, e+c ) ∩W sc (−∞, e−c ) = {0}, so there is exactly
one bounded solution v of this equation. Calculating the tangential spaces as before,
we see that v is weakly hyperbolic.
Let y0,c = y0(f
c, gc) be defined as in Section 3, and letKc ⊂ ω(f0)×E denote the
largest compact invariant set. Observe that Kc agrees with (12) for all parameters
c > 0.
The homology Conley index H∗ C(f c0 ,Kc) is by continuation independent of c ∈
R. We have already shown that Kc is bounded for all c ∈ R, so it is sufficient to
prove that y0,c depends in an appropriate way continuously on c. To see this, one
can simply adapt the arguments in the proof of Lemma 3.1.
Suppose H∗ C(y0,c,Kc) is non-trivial. It would be particularly non-trivial for
some c < 0 implying that there exists a bounded solution u : R→ E of x˙ = fc(t, x).
As discussed above, such a solution does not exist for c < 0, so H∗ C(y0,c,Kc) = 0.
6. A uniformity property
There are several examples of uniformity making the nonautonomous Conley
index useful. A nontrivial index with respect to a parameter y0 implies the existence
of solutions for every equation described by a y ∈ ω(y0) [8]. Similarly, a nontrivial
connecting homomorphism implies the existence of a connecting orbit for every
equation [5].
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In this paper, we consider a more specific situation described in the previous
section. Roughly speaking, our claim is that the Betti numbers of the homology
index of an invariant set cannot be larger than the respective numbers obtained
independently for each of the autonomous limit equations.
Given a set A ⊂ Y ×X , we write
A(Y0) := {(x, y) ∈ A : y ∈ Y0} for Y0 ⊂ Y
A(y) := {x : (y, x) ∈ A} for y ∈ Y
Theorem 6.1. Let f, g ∈ Y be asymptotically autonomous. Suppose that f t →
f±∞ ∈ Y as t→ ±∞ and gt → f∓∞ as t→ ±∞.
Let y0 := y0(f, g) be defined as in Section 3, so in particular ω(y0) = H(f)∪H(g).
Let K ⊂ (H(f) ∪ H(g)) × X be a compact isolated invariant set, so K(f∞) is a
compact isolated invariant set with respect to f∞.
Then for all q ∈ Z, either dimHFq C(y0,K) = dimHFq C(f∞,K({f∞})) = ∞ or
dimHFq C(y0,K) ≤ dimHFq C(f∞,K({f∞})) <∞.
Note that the Theorem is only proved for homology with coefficients in a field.
The following lemma will be used to prove Theorem 6.1. Recall the definition
of C0 ⊂ C in Section 3. We have also defined a semiflow on C0 by differential
equations (9) and (10). This semiflow is denoted by zt for z ∈ C0, and a designated
initial element in C0 is z0 :=
1
2 .
Lemma 6.2. In addition to the hypotheses of Theorem 6.1, let an → ∞ be a
sequence of nonnegative real numbers such that zan0 /|zan0 | = eipi/2 for all n ∈ N.
Let ρ > 0 be small enough that the conclusions of Lemma 3.1 hold, and let Kρ
be given by Lemma 3.1.
Then there are ε > 0 and regular index pairs (N1, N2) and (N1, N2) for (y
ρ
0 ,K
ρ)
and (N1, N2) for (f
∞,K({f∞})) such that7
N1 = R
+ × N˜1 N2 = R+ × N˜2 with N˜1, N˜2 ⊂ X
and for all n ∈ N sufficiently large
(13) (N1(an), N
−ε
2 (an)) ⊂ (N1(an), N−ε2 (an)) ⊂ (N1(an), N
−ε
2 (an))
Proof of Theorem 6.1. Choosing ρ > 0 small enough, we can assume that the con-
clusions of Lemma 3.1 hold, so the invariant set Kρ is defined. Furthermore, there
is an isomorphism H∗ C(yρ0 ,Kρ)→ H∗ C(y0,K).
We need to show that ι can be defined by exploiting the inclusions given by (13).
The homology index is isomorphic to a direct limit. Let (M1,M2) be a regular
index pair for (yρ0 ,K) and m,n ∈ N with m ≤ n. By Lemma 3.8 in [5] and for
ε > 0, there are homomorphisms
gm,n : H∗(M1({am}),M−ε2 ({am}))→ H−ε∗ (M1({an}),M−ε2 ({an})) =: An
The family (An, gn,m) with the natural ordering on N forms a direct system. The
inclusions (M1({an}),M−ε2 ({an}) ⊂ (M1,M−ε2 ) induce an isomorphism
(14) dirlim(An, gn,m)→ H∗(M1,M−ε2 ).
7(N˜1, N˜2) is an index pair for K(f∞) in the sense of Franzosa and Mischaikow or an FM-index
pair as defined by Rybakowski.
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The direct limit dirlim(An, gn,m) is a set of equivalence classes, where [α] = [β]
if α ∈ An, β ∈ Am, n ≤ m and gn,m(α) = β. Using (14), we can identify [α] with
an element of H∗(M1,M
−ε
2 ).
Let (ηi)i∈I be a basis for H
F
q (N1, N
−ε
2 ). Each ηi can be written as ηi = [αi]
with αi ∈ Hq(N1({an}), N−ε2 ({an}). Suppose that I0 ⊂ I is a finite subset of
k0 elements. By using our freedom to choose αi, we can assume without loss of
generality that αi ∈ Hq(N1({an0})) for all i ∈ I0 and some n0 ∈ N independent of
i.
Let A denote the subspace of Hq(N1({an}), N−ε2 ({an})) spanned by (αi)i∈I0 and
α ∈ A be arbitrary. Let kq : Hq(N1({an}), N−ε2 ({an})) ⊃ A → Hq(N1({an}), N−ε2 ({an}))
and lq : Hq(N1({an}), N−ε2 ({an})) → Hq(N1({an}), N
−ε
2 ({an})) be inclusion in-
duced. It follows from (13) that [lq ◦ kq(α)] = jq([α]), where jq : Hq(N1, N−ε2 ) →
Hq(N1, N
−ε
2 ) is inclusion induced and an isomorphism [6, Lemma 2.5] since both
(N1, N
−ε
2 ) and (N1, N
−ε
2 ) are index pairs for (y
ρ
0 ,Kρ). Therefore, kq(α) 6= 0 unless
α = 0, implying that dimHFq (N1({an0}), N−ε2 ({an0})) ≥ k0.
Note that Ni({an}) = {an} × N˜i for i ∈ {1, 2}, where N˜1 and N˜2 are given
by Lemma 6.2. Thus, H∗(N1({an}, N−ε2 ({an})) and H∗(N1, N−ε2 ) are isomorphic
regardless of n. The latter is an index pair for (f∞,K({f∞})). 
To prove Lemma 6.2, another auxiliary lemma is required. The index pairs will
be obtained using a method developed in [6]. For the reader’s convenience, we will
recall the construction shortly.
Let y0 ∈ Y and N ⊂ H+(y0) ×X be a strongly admissible isolating neighbour-
hood for an invariant set K ⊂ ω(y0)×X . Let U be an open subset of H+(y0)×X
with K ⊂ U ⊂ N , and set
g+(y, x) := sup{t ∈ R+ : (y, x)pi [0, t] ⊂ U}
g−(y, x) := sup{d((y, x)pit, Inv−pi (N)) : t ∈
[
0, g+(y, x)
]}
The sets {g+ ≤ c} := {(y, x) ∈ N : g+(y, x) ≤ x} and {g− ≤ c} := {(y, x) ∈ N :
g−(y, x) ≤ c} are closed for arbitrary c ∈ R+ by Lemma 2.1 in [6]. Additionally,
it is proved [6, Lemma 2.12] that (Lˆc1,c21 , Lˆ
c1,c2
2 ) is an index pair for (y0,K), where
we set
Lc1,c21 := {g− ≤ c1} ∩ cl{g+ ≥ c2}
Lc1,c22 := L
c1,c2
1 ∩ {g+ ≤ c2}
ry0 : R
+ ×X → Y ×X , ry0(t, x) = (yt0, x) and Lˆc1,c2i := r−1y0 (Lc1,c2i ).
Lemma 6.3. Let us make the following assumptions.
(1) y0, y˜0 ∈ Y
(2) an →∞ is a sequence of nonnegative reals
(3) (N1, N2) is an index pair for (y˜0, K˜)
(4) there exists a strongly admissible isolating neighbourhood for K in H+(y0)×
X
(5) yan0 → f∞ and y˜an0 → f∞ as n → ∞, where f∞ ∈ Y is autonomous as
previously assumed
(6) K(f∞) = K˜(f∞)
(7) T > 0 is a real number
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Then there exists a strongly admissible isolating neighbourhood N and an open
set U with K ⊂ U ⊂ N such that for all c1 > 0 sufficiently small, all T ′ > 0
sufficiently large and all n ∈ N large enough, it holds that
(Lˆc1,c21 (an), (Lˆ
c1,c2
2 )
−T (an)) ⊂ (N1(an), N−T
′
2 (an))
Proof. (N1, N2) is an index pair for (y˜0, K˜), so by definition exists an open neigh-
bourhood U˜ ⊂ H+(y˜0) of K˜ such that r−1y˜0 (U˜) ⊂ N1 \N2.
By choosing N small enough, we can assume that N(y) ⊂ U˜(y) for all y in a
small neighbourhood of f∞. It follows that Lˆc1,c21 (an) ⊂ N1(an) for n ∈ N large
enough and regardless of c1, c2. Fix an open set U with K ⊂ U ⊂ N .
Assume for contradiction there are sequences cn1 → 0 and xn ∈ (Lˆc
n
1 ,c2)T
′
2 (an) but
xχy˜0t ∈ N1(an)\N2(an) for all t ∈ [0, n]. It follows that d((yan0 , xn), Inv−pi (N))→ 0,
so we may assume without loss of generality that (yan0 , xn)→ (f∞, x0) ∈ Inv−pi (N)
since Inv−pi (N) is compact. We have N(f
∞) ⊂ N˜(f∞), so (f∞, x0) ∈ Inv−pi (N˜).
The definition of an index pair implies that there is a strongly admissible isolating
neighbourhood N˜ for (y˜0, K˜) such thatN1\N2 ⊂ r−1y0 (N˜). We have (y˜an0 , xn)pit ∈ N˜
for all t ∈ [0, n], so (f∞, x0) ∈ Inv+pi (N˜).
Together, we have proved that (f∞, x0) ∈ Inv(N˜), so (f∞, x0) ∈ K˜(f∞) =
K(f∞).
Additionally, it holds that (yan0 , xn)pis ∈ Lc1,c22 for some sn ∈ [0, T ], so (f∞, x0)pis ∈
Lc1,c22 for some s ∈ [0, T ]. However, it follows from Lemma 2.11 (e) in [6] that
K ∩ Lc1,c22 = ∅, a contradiction. 
Proof of Lemma 6.2. Let (N1, N2) be an index pair for (y
ρ
0 ,K). An index pair
can be obtained by using the construction above, see [6, Lemma 2.12]. Renaming
(yρ0 ,K) to (y˜0, K˜) and replacing (y0,K) by (f
∞,K({f∞})), we can apply Lemma
6.3 and obtain an index pair (N1, N2) for (f
∞,K({f∞})) such that (N1(an), N2(an)) ⊂
(N1(an), N
−T
2 (an) for some T > 0 and almost all n ∈ N.
By using Lemma 6.3 again, we show that there exists an index pair (N1, N2) for
(yρ0 ,K) such that (N 1(an), N
−ε
2 (an)) ⊂ (N1(an), N−T
′
2 (an)) for some T
′ > 0 and
almost all n ∈ N.
Recall that by Lemma 2.7 in [6], (M1,M
−T
2 ) is an index pair for (y
′
0,K
′) if
(M1,M2) is an index pair for (y
′
0,K
′). Let ∆ > 0 be arbitrary. The evolution
operators Φyρ
0
(t, an, .) and Φf∞(t, an, .) agree for t − an ≤ ∆ provided that n is
large enough since F ρ(reiϕ) = f∞(0) in a sector of angle ρ around ϕ0 = pi/2.
Hence,
(
N1(an), N
−∆
2 (an)
) ⊂ (N1(an), N−(T+∆)2 (an)) provided that n ≥ n0(∆).
Choosing ∆ := T ′, one has
(
N1(an), N
−ε
2 (an)
) ⊂ (N1(an),(N−(∆−ε)2 )−ε (an)
)
⊂
(
N1(an),
(
N
−(T+∆−ε)
2
)−ε
(an)
)
for all but finitely many n ∈ N. 
20 A. JÄNIG
7. Abstract semilinear parabolic equations
In this section, we will prove results concerning the existence and multiplicity of
hyperbolic solutions, in particular an abstract version of Theorem 0.1 which can be
found in the introduction.
The abstract setting follows Section 3.2, so in particular E := Wα, where Wα
denotes the α-th fractional power space. Let us assume that the parameter space
Y ist the set of all continuous f : R × E → W which agrees up to an obvious
identification with the definition given in Section 3.2.
We consider evolution operators Φf defined by mild solution of the following
evolution equation.
(15) u˙+Au = f(t, u) f ∈ Y
Assume that f is asymptotically autonomous with f t → f±∞ as t → ±∞. Let
g be another asymptotically autonomous parameter with gt → f∓∞ as t → ±∞.
The time reverse of f i.e., g(t, x) = f(−t, x) for all (t, x) ∈ R × E, is a possible
choice for g, but this approach is sometimes too simple. Using y0 := y0(f, g) as
defined in Section 3, we have H+(y0) = H(f) ∪H(g).
In addition to the regularity assumptions on f imposed by Y , let us assume that
f±∞(0, x) ∈ C1(E,W ). Consequently, the Morse-index m(e) can be defined for
every hyperbolic equilibrium of
(16) u˙+Au = f±∞(0, u)
Let K0 ⊂ E be an isolated invariant subset with respect to the semiflow induced
by (16) for either of the equations. We say that f is asymptotically gradient-like if:
(H1) Every equilibrium of (16) is hyperbolic.
(H2) A solution u : R → K0 of Φf±∞ is either constant or there are equilibria
e± of Φf±∞ such that m(e
−) > m(e+) and u(t)→ e± as t→ ±∞.
In view of [4, Theorem 2.4], we say that f is gradient-like if f is asymptotically
gradient-like and:
(H3) For every solution u : R→ K(H(f)), there are (f−, e−), (f+, e+) ∈ K such
that m(e−) ≥ m(e+) and u(t)→ (f±, e±) as t→∞.
Theorem 7.1. In addition to the above hypotheses, assume that f and g are
gradient-like.
If K ⊂ H+(y0)× E is a compact isolated invariant set with
dimHFq C(y0(f, g),K) = n0 for some q ∈ Z
then there are (at least) n0 pairwise distinct solutions u1, . . . , un0 of Φf connecting
equilibria of Morse-index q.
Proof. LetMk denote the set of all (y, x) ∈ K such that there are a solution u : R→
ω(y0)×X and equilibria e−, e+ ∈ E such that (f−, e−), (f+, e+) ∈ {f−∞, f∞}×E,
m(e−) = m(e+) = k and u(t)→ (f±, e±) as t→ ±∞.
Every equilibrium is hyperbolic by assumption, whence it follows that Mk = ∅
for all k ∈ N sufficiently large. Moreover, f and g are both gradient-like, so the
family (Mk)k∈{1,...,k0} is a Morse-decomposition of K.
We will prove the theorem by induction on the number of Morse setsMk. Assume
there are less than n0 pairwise distinct solutions connecting equilibria of Morse-
index q. We need to show that dimHFq C(f0,K) < n0.
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First, the case where K is equal to Mk0 for some k0 ∈ N. Let E denote the set of
equilibria in Mk0 at f
∞ i.e., E = Mk0(f∞). E can be split into those having a past
connection and those not having a past connection. We say that e ∈ E has a past
connection if there is a solution u : R→Mk0 such that u(t)→ (f∞, e) as t→∞.
We write E0 to denote the set of all equilibria not having a past connection. It
follows that {f∞}×E0 is a repeller inMk0 . The uniformity property of the index [7,
Corollary 4.10] implies that HFq C(y0, {f∞} × E) = 0. Let A denote the attractor
associated with E0, so (f0,Mk0 , A, E0) is an attractor-repeller decomposition, giving
rise to a long exact sequence.
//HFq C(y0, E0)︸ ︷︷ ︸
=0
//HFq C(y0,Mk0) //HFq C(y0, A) ////
Consequently, HFq C(y0,Mk0) and Hq C(y0, A) are isomorphic. In view of Theorem
6.1, dimHFq C(y0, A) ≤ dimHFq C(f∞, E+), where E+ is the set of all equilibria
having a past connection. It well-known that dimHq C(f∞, E+) is equal to the
number of equilibria in E+ which cannot be larger than the upper bound n0 on the
number of distinct connections.
Let Aq consist of allMk for k ≤ q and all connecting orbits fromMk toMl where
l < k ≤ q. The corresponding repeller is Rq consisting of all Mk where k > q and
all connecting orbits from Mk →Ml where k > l > q.
If q < k0, it is known by induction that H
F
q C(y0, Rq) = 0 and dimHFq C(f0, Aq) <
n0. The attractor-repeller decomposition gives rise to a long exact sequence [6]
//HFq C(y0, Aq)
iq //HFq C(y0,K) //HFq C(y0, Rq)︸ ︷︷ ︸
=0
//
iq must be surjective and hence dimH
F
q C(f0,K) ≤ HFq C(f0, Aq) < n0.
If q = k0, we take Aq−1 and Rq−1 = Mq instead of Aq and Rq. The long exact
attractor-repeller sequence reads as follows.
//HFq C(y0, Aq−1)︸ ︷︷ ︸
=0
//HFq C(y0,K)
pq //HFq C(y0,Mq) //
pq must be injective, so dimH
F
q C(y0,K) ≤ dimHFq C(y0,Mq) < n0. 
In the corollary below, we have merely replaced the assumption that g is gradient-
like by a regularity assumption. The rather obvious strategy for its proof is to
perturb g to enable the use of Theorem 7.1.
Corollary 7.2. In addition to the above hypotheses, assume that E is a reflexive
space, f is gradient-like g ∈ C∞(R× E,W ).
If K ⊂ H+(y0)× E is a compact isolated invariant set with
dimHq C(y0(f, g),K) = n0 for some q ∈ Z
then there are n0 pairwise distinct solutions u1, . . . , un0 of Φf connecting equilibria
of Morse-index q.
Proof. In view of Theorem 2.4 in [4], we can find an arbitrarily small perturbation
g˜ of g such that g is gradient-like and (g˜ − g)t → 0 as t → ±∞. Let y0 := y0(f, g)
denote the initial element with respect to (f, g) and y˜0 := y0(f, g˜) the initial element
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obtained with respect to (f, g˜). Using almost the same arguments as in the proof of
Lemma 3.1, we see that H∗ C(y0,K) ≃ H∗ C(y˜0, InvN) provided that g˜ is sufficiently
close to t in Y , where N ⊂ Y ×X is an isolating neighbourhood for K.
The result now follows directly from Theorem 7.1. 
For the statement of the following theorem, we will assume that
(REF) E is a reflexive space
(LIN) f is asymptotically linear. Additionally, we will also assume that the asymp-
totical linearity is autonomous. More precisely, let B ∈ L(E,W ) be such
that
εf(t, ε−1u)−Bu→ 0 as ε→ 0
uniformly on R × B1(0;E). Let m(B) denote the dimension of the gener-
alized eigenspace associated with the negative eigenvalues of A−B. m(B)
is always finite since A is assumed to have compact resolvent.
Let F denote the set of all f ∈ C∞(R× E,W ) such that:
(1) f is asymptotically autonomous
(2) f(t, .)→ f±∞(0, .) in C1(E,W ) as t→ ±∞
(3) (LIN) holds
We treat F as a subspace of C1(R × E,W ), where C1(R × E,W ) is equipped
with a metric such that a fn → f in C1(R × E,W ) iff fn → f and D fn → D f
uniformly on sets of the form R×Bε(0;E) for ε > 0.
Theorem 7.3. For a generic f ∈ F , there exists a (weakly) hyperbolic solution
u : R→ E of
u˙+Au = f(t, u)
and equilibria e± of Morse-index m(B) of
u˙+Au = f±∞(0, u)
such that u(t)→ e± in E as t→ ±∞.
It is sufficient to prove the theorem with respect to the existence of weakly
hyperbolic solutions as it follows from [11, Theorem E] that a weakly hyperbolic
solution satisfying the conclusion of the theorem is hyperbolic.
Proof. Let f ∈ F be arbitrary and take g to be the time inverse introduced at the
beginning of this section. It is clear that g is also asymptotically linear with respect
to the same asymptotic linearity as f .
It follows from [7, Theorem 7.16] that there exists a largest compact invariant
subset K of H+(y0(f, g)) having the following homology Conley index.
(17) HFq C(y0(f, g),K) ≃
{
F q = m(B)
0 q 6= m(B)
It follows as in the proof of Corollary 7.2 that there exists an arbitrarily small
perturbation f˜ of f such that (H3) is fulfilled with respect to f˜ . Let y˜0 := y0(f˜ , g)
be an initial element for (f˜ , g).
Moreover for sufficiently small perturbations, C(y0(f, g),K) continues to C(y˜0, K˜).
It now follows directly from Corollary 7.2 that there exists a solution u as claimed.
EQUILIBRIUM-LIKE SOLUTIONS OF ASYMPTOTICALLY AUTONOMOUS EQUATIONS 23
Finally, we need to prove that the set of all f ∈ F for which there exists such
a solution is open. We can assume without loss of generality that the hyperbolic
solution is u ≡ 0. Define an operator
G : C1,δ(R,W ) ∩ C0,δ(R,W 1)︸ ︷︷ ︸
=:X
→ C0,δ(R,W )
by
G(u)(t) := ut(t)−Au(t) + f(t, u(t))
G is continuously Fréchet-differentiable (see e.g. [4, Lemma 4.2]) and L := DG(0)
is invertible [1, Theorem 4.a.4].
Let f˜ ∈ F be a perturbation of f . We seek for a solution u˜ of
u˜t(t)−Au˜(t) + f˜(t, u(t)) = 0
or equivalently
Lu+ f˜(t, u)−Dx f(t, 0)u(t) = 0.
Choosing ε > 0 small enough,
(18) L−1
(
f˜(t, u)−Dx f(t, 0)u(t)
)
is a contraction mapping on Bε(0;X ) provided that d(f˜ , f) < ε, whence it follows
that there exists a unique fixed point in Bε(0;X ) provided f˜−f is sufficiently small
in F .
Let f˜n be a sequence in Bε(f ; F˜ ) with f˜n → f , and let un ∈ Bε(0;X ) denote
the unique solution of (18). For each n ∈ N, there are equilibria e±n such that
un(t) → e±n as t → ±∞. We have e±n → 0 as n → ∞, so for large n ∈ N, e±n is a
hyperbolic equilibrium having Morse-index m(B). Furthermore, un → 0 uniformly
on R implies that un must be a weakly hyperbolic solution for almost all n.
It follows by contradiction that for all f˜ ∈ F situated in a sufficiently small
neighbourhood of f , there exists a weakly hyperbolic solution u with the stated
properties.

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