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Using spin- and angle-resolved spectroscopy and relativistic many-body calculations, we inves-
tigate the evolution of the electronic structure of (Bi1−xInx)2Se3 bulk single crystals around the
critical point of the trivial to topological insulator quantum-phase transition. By increasing x, we
observe how a surface gap opens at the Dirac point of the initially gapless topological surface state
of Bi2Se3, leading to the existence of massive fermions. The surface gap monotonically increases for
a wide range of x values across the topological and trivial sides of the quantum-phase transition. By
means of photon-energy dependent measurements, we demonstrate that the gapped surface state
survives the inversion of the bulk bands which occurs at a critical point near x = 0.055. The surface
state exhibits a non-zero in-plane spin polarization which decays exponentially with increasing x,
and that persists on both the topological and trivial insulator phases. Its out-of-plane spin polar-
ization remains zero demonstrating the absence of a hedgehog spin texture expected from broken
time-reversal symmetry. Our calculations reveal qualitative agreement with the experimental re-
sults all across the quantum-phase transition upon the systematic variation of the spin-orbit coupling
strength. A non-time reversal symmetry breaking mechanism of bulk-mediated scattering processes
that increase with decreasing spin-orbit coupling strength is proposed as explanation.
I. INTRODUCTION
Three-dimensional (3D) topological insulators (TIs)
are characterized by an insulating bulk band gap and
Dirac cone topological surface states (TSSs). Band in-
version causes the bulk band gap and depends strongly
on spin-orbit coupling (SOC). The surface states are the
result of the topological properties of the bulk via a bulk-
boundary correspondence. They are protected by time-
reversal symmetry and robust against disorder, for ex-
ample by impurity scattering1–4. The high SOC causes
a linear quasirelativistic band dispersion, a Dirac cross-
ing point at time-reversal invariant momenta, and a spin
texture in momentum space which locks spin and linear
momentum5–8.
The bulk-boundary correspondence creates topologi-
cally protected states at the surface and also at interfaces
with topologically-trivial matter. This fact requires con-
sideration when investigating the topological phase tran-
sition between a topologically protected and a trivial bulk
phase. For example, the influence of magnetic impurities
has previously been investigated, both at the surface and
in the bulk of prototypical TIs such as Bi2Se3 and Bi2Te3.
At the surface, magnetic impurities that are not magnet-
ically aligned perpendicular to the surface do not open a
band gap at the Dirac point of the TSS up to thicknesses
of at least a monoatomic layer9–13.
In contrast, magnetic impurities in the bulk can open
large band gaps of the order of 100 meV in the case of
Mn in Bi2Se3
14. These band gaps were found not to be of
magnetic origin14 because they persist for temperatures
high above the Curie temperature. Indeed, the magnetic
anisotropy of Mn in Bi2Se3 was found to be in the surface
plane, and the size of the gap at the Dirac point exceeds
band structure predictions15–17 by an order of magni-
tude. Moreover, angle-resolved photoemission (ARPES)
experiments have shown that Mn doping leaves the in-
verted bulk band structure of Bi2Se3 unaffected
14.
In other cases, however, nonmagnetic impurities give
rise to a gapped Dirac cone on the surface while the same
atomic species induce a topological phase transition in
the bulk18,19. This has been reported for substitutional
In in Bi2Se3 where a transition to a trivial insulator was
found by transport and ARPES for In2Se3 concentra-
tions between 3 to 7 mol.% in films of 60 quintuple lay-
ers (QLs) thickness20. Subsequently, the same system
was investigated by THz phototransport as a function of
thickness and composition18. It was found that the crit-
ical concentration slightly decreased from 6 to 4 mol.%
with decreasing film thickness18.
The case of In in Bi2Se3 has previously been studied
for thin films where the surface-interface coupling was
invoked to explain the surface band gap18,20. It is not es-
tablished whether this interpretation applies to bulk sam-
ples as well. In fact, the first work on (Bi1−xInx)2Se3 as
bulk samples appeared recently21, and reported that the
bulk band gap stays negative and constant from about
x=0.025 to 0.1 and then reverts suddenly, a behavior
different from the one reported previously. In a similar
context, a surface gap opening has also been reported for
Pb1−xSnxSe across the phase transition from topologi-
cal crystalline insulator to trivial insulator as a function
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2of temperature22. It was also shown that Bi-doping of
Pb1−xSnxSe epilayers opens a surface gap at the Dirac
cone located at the Γ point of the surface Brillouin zone
(SBZ), inducing a quantum-phase transition from a topo-
logical crystalline insulator to a Z2 TI
23.
There is another system that should be mentioned
where the behavior of the TSS has been investigated on
different sides of the phase transition. In the transition
from topological TlBiSe2 to trivial TlBiS2, a gapped sur-
face state was observed on the topological side of the
phase transition24 with reduced spin polarization25, as
well as on the trivial side19. However, the underlying
mechanism responsible for the opening of the surface gap
has remained elusive so far. All these observations call for
a deeper understanding of the unique behavior of surface
states across topological phase transitions.
Therefore, in the present work, using (Bi1−xInx)2Se3
single crystals as an exemplary system, we perform
high-resolution ARPES and spin-resolved ARPES exper-
iments to systematically investigate the evolution of the
electronic structure across the trivial to 3D TI quantum-
phase transition. By comparing the experimental results
to relativistic many-body calculations, we find good qual-
itative agreement all across the quantum-phase transition
upon systematic variation of the In content and the SOC
strength, respectively. This concerns both the changes
observed in the spin polarization as well as the opening
of a gap in the surface states on both sides of the phase
transition. In particular, we conclude that a non-time re-
versal symmetry breaking mechanism of bulk-mediated
scattering processes that increase with decreasing SOC
strength underlies the unconventional behavior of the
surface states. Our results are of general importance in
the context of quantum-phase transitions from topologi-
cal to trivial insulators.
II. METHODS
Experiments were performed on (Bi1−xInx)2Se3 sin-
gle crystals cleaved in situ and grown by the Bridgman
method26. The crystals were grown using different com-
positions from the melt. The growth temperatures were
in the range of 650–700◦C, and the temperature gra-
dient during growth was 5◦C/cm. Their composition
was characterized by x-ray fluorescence analyisis, energy-
dispersive x-ray analysis (EDX) and x-ray diffraction.
The high crystal quality of the obtained (111) surfaces
was verified by low-energy electron diffraction and by the
presence of sharp features in the ARPES dispersions.
Photoemission experiments were carried out using
linearly-polarized undulator radiation at the UE112-
PGM2 and U125/2-SGM beamlines of the synchrotron
source BESSY-II in Berlin. Photoelectrons were detected
with a Scienta R8000 electron analyzer and the base pres-
sure of the experimental setup was better than 1×10−10
mbar. For spin analysis, a Rice University Mott-type
spin polarimeter27 capable of detecting both in-plane and
out-of-plane components of the spin polarization was op-
erated at 26 kV. Overall resolutions of ARPES measure-
ments were 20 meV (energy) and 0.3◦ (angular). Reso-
lutions of spin-resolved ARPES were 80 meV and 1.5◦.
Scanning tunneling microscopy (STM) experiments
were conducted with polycrystalline W tips using a room
temperature microscope GPI-300 at pressures below 8×
10−11 mbar. For high-angle annular dark field scanning
transmission microscopy (HAADF-STEM) imaging and
EDX mapping, cross-sectional samples were prepared on
Cu and Be supports by focused ion-beam milling. A car-
bon layer was deposited onto the material to protect it
from damage during preparation. The HAADF-STEM
and EDX data were acquired on aberration-corrected FEI
Titan transmission electron microscopes operating at 200
kV, one of which is equipped with a Super-X detector.
The relativistic many-body GW calculations28 of the
bulk systems were performed with the all-electron full-
potential linearized augmented-plane-wave (FLAPW)
code spex29. To systematically vary the SOC strength,
we took the SOC already into account in the reference
system30,31 instead of as a posteriori correction. The
local-density approximation (LDA), as implemented in
the code fleur32, was used as a starting point33. As
in Ref. 34, we solved the GW quasiparticle equation
in the basis of the LDA single-particle states explicitly.
This takes the off-diagonal elements of the self-energy
into account, allowing for changes in the quasiparticle
wave functions. This is critical to obtain reliable val-
ues of the surface-state localization and spin polarization
at a GW level. We used the experimental lattice struc-
ture of Ref. 35. To simulate the surface states, a tight-
binding supercell Hamiltonian was constructed from the
bulk GW -based matrix elements using maximally local-
ized Wannier functions obtained by the wannier90 li-
brary36.
III. RESULTS AND DISCUSSION
Figures 1(a)-1(f) show the evolution of electronic band
structure of (Bi1−xInx)2Se3 around the Γ point of the
SBZ with increasing In content. The high-resolution
ARPES dispersions were taken along the Γ-K direction
of the SBZ, and at a photon energy of hν=50 eV. At this
photon energy, contributions from the bulk-conduction
band (BCB), which is partially occupied, do not appear
due to the dependence of the photoemission transitions
on the component of the electron wave vector perpen-
dicular to the surface k⊥37. While the TSS of Bi2Se3
in Fig. 1(a) exhibits a well-resolved and intense Dirac
point, in Figs. 1(b)-1(f) we clearly observe how a band
gap opens in the surface state with increasing In con-
tent. The opening of the surface gap is also evident from
the corresponding energy-distribution curves (EDCs) at
zero momentum shown on the right-hand side of each
panel. While the pronounced Dirac point of Bi2Se3 is
seen as an intense peak in the EDC of Fig. 1(a), an in-
3tensity dip develops at the binding energy of the original
Dirac point in the EDCs of Figs. 1(b)-1(f). The sur-
face gap can be even observed for the smallest In con-
tent and rapidly exceeds 100 meV for x = 0.049, i.e, it
opens in a wide range of x values before the bulk band
gap closes [Fig. 1(g)]. This behavior is consistent with
the existence of a gapped surface state on the topolog-
ical side of the phase transition, as also supported by
the evolution of the bulk band gap according to photolu-
minescence data38 on the same samples [red-dashed line
in Fig. 1(g)] and photon-energy dependent ARPES mea-
surements which will be discussed in more detail below
[red symbols in Fig. 1(g)]. The opening of the surface gap
is also consistent with the fact that the TSS dispersion
becomes slightly parabolic near the border of the gap,
causing already for x = 0.049 a small relative increase
in the effective mass by ∆m∗ ≈ 0.011me with respect to
Bi2Se3, where me is the free-electron mass.
The structural data of (Bi1−xInx)2Se3 are summarized
in Figs. 1(h)-1(l). It is known that for the Bi2Se3-In2Se3
system the in-plane lattice constant a obeys Vegard’s
law39, evidencing substitutional behavior in the cation
sublattice. From this fact one can expect that major
part or even all In atoms occupy cation positions. Com-
bining cross-sectional HAADF-TEM with high resolution
EDX elemental maps and STM of the sample surface ob-
tained by cleavage along the van der Waals (vdW) gap
is a powerful tool to understand the crystal structure at
the atomic level. The transmission microscopy images in
Figs. 1(i)-1(l) indicate that mixed crystals of (Bi,In)2Se3
possess a regular structure composed of QLs. From the
EDX maps it is clear that the structure of each QL is Se-
Bi-Se-Bi-Se, where In is preferentially found within QLs,
and in much less amount in the vdW gaps. Nevertheless,
the STM image of the cleaved surface in Fig. 1(h) demon-
strates a number of structural features or electronic ir-
regularities like white spots, dark triangles and small cir-
cles (some of them indicated by dotted lines). The white
spots or round shaped bright features, which are visi-
ble only at negative bias, are due to In adatoms. These
adatoms are seen because of their original location in
the vdW gap. Note that their amount is overestimated
since they are very mobile and collected by the tip, espe-
cially at negative bias, as it was previously shown for In
adatoms on Si surfaces40,41. Therefore, this observation,
in general, evidences the presence of some In atoms in
the vdW gap.
The dark spots, on the other hand, are due to substitu-
tional In atoms at the Bi positions within the subsurface
layer and, correspondingly, triangles with lateral dimen-
sions of several nanometers are In2Se3 clusters caused by
In atoms in the cation sublattice. These features are well
resolved at large bias voltages, as Fig. 1(h) illustrates.
However, atomically resolved-patterns measured at small
bias voltages and tunneling gaps [inset of Fig. 1(h)] re-
veal a regular hexagonal lattice proving very low number
of defects in the top Se layer. Overall, In atoms prefer
substitutional positions in the cation sublattice with no-
FIG. 1. (Color online) (a)-(f) High-resolution ARPES disper-
sions (hν=50 eV) for x ranging from (a) 0 to (f) 0.087. The
vertical white spectra on each panel represent EDCs obtained
in normal emission (k‖=0). (g) Size of the band gaps rela-
tive to the transition point. Red (green) solid symbols are
the experimental bulk (surface) band gap, and solid lines the
corresponding calculations referenced to the SOC strength.
The red-dashed line is the bulk band gap as extracted from
photoluminescence experiments. The region of the transition
point is emphasized in red. (h) STM image (x=0.049) taken
at U=-0.8 V and I=60 pA revealing three different types of In-
related defects, protrusions and depressions (triangular or cir-
cular). Inset: Atomically-resolved STM image taken at U=-
20 mV and I=57 pA. (i) High-resolution HAADF-TEM image
(x=0.049), and individual (j) Bi, (k) Se and (l) In atomic EDX
elemental maps.
table tendency to form clusters there. This finding is in
line with the equilibrium phase diagram of the Bi2Se3-
4FIG. 2. (Color online) (a),(b) Full ARPES maps obtained with 50 eV photons around the Γ point of the SBZ for (a) x=0.049
and (b) x=0.065. In each case, the surface gap ∆ is also indicated. (c)-(h) Photon-energy dependence of the ARPES dispersions,
indicating that the gapped surface states are two-dimensional. This is clearly seen at photon energies above 37 eV where the
intensity of the surface states is enhanced with respect to the one of bulk states. The surface gap is highlighted by horizontal
dashed lines [(c)-(e) x=0.049 and (f)-(h) x=0.065]. (i) Dependence of the bulk band gap with In content. The data were
obtained after sampling the dispersion of the bulk bands as a function of k⊥ for photon energies below 36 eV, where the
intensity of the bulk bands is considerably enhanced. The resulting dispersions were then integrated over k⊥ around k‖=0.
The evolution of the (direct) bulk band gap is indicated by vertical solid lines, which are a guides to the eye.
In2Se3 system
42, which shows thermodynamic tendency
to demixing.
The surface band gap, which is perfectly reproducible
for the different samples and from cleavage-to-cleavage,
can also be seen in full photoemission mapping on the
topological [Fig. 2(a)] and trivial [Fig. 2(b)] sides of the
phase transition. Figures 2(c)-2(h) demonstrate that the
gapped surface states do not disperse with photon energy,
i.e., momentum perpendicular to the surface plane k⊥,
pinpointing their two-dimensional nature. This behavior,
which contrasts the case of bulk states which are known
to be highly dispersive with k⊥, is most clearly seen at
photon energies above 37 eV where the intensity of the
surface states is enhanced with respect to the one of bulk
states. From their lack of k⊥ dispersion we thus conclude
that the gapped surface states survive the inversion of the
bulk bands. This result is completely different than the
common expectation in which surface states are abruptly
destroyed when the system moves to the trivial phase due
to the change of topology18–20.
The persistence of gapped surface states in both the
topological and trivial phases is further supported by the
evolution of the (direct) bulk band gap as a function of
In content [see Fig. 2(i)]. The data were obtained after
sampling the dispersion of the bulk bands as a function
of k⊥ in very fine steps and in a photon range between
25–36 eV, where the intensity of the bulk bands is sub-
stantially enhanced. Note that in this range we can follow
the overall dispersion of the bulk bands because the bulk
Brillouin zone is very small (|k⊥|<0.2 A˚−1). The reason
is that the lattice constant of (Bi1−xInx)2Se3 is very large
along the z-direction (according to our x-ray diffraction
measurements, c = 28.62A˚−1 for Bi2Se3 which slightly
increases linearly to c=28.63A˚−1 for x=0.087). The re-
sulting dispersions were then integrated over k⊥ around
k‖=0. In Fig. 2(i), we clearly observe that the bulk band
gap decreases continuously up to x=0.049. Above this
value, the bulk band gap increases again, demonstrating
that the transition point has been crossed and that the
bulk band gap becomes positive. Subsequently, it reaches
a value of ∼0.5 eV for x=0.087 which is larger than the
bulk band gap in pure Bi2Se3. This behavior is fully
consistent with the evolution of the bulk band gap as ex-
tracted from photoluminiscence experiments, as shown
in Fig. 1(g).
To identify the microscopic mechanisms underlying the
appearance of gapped surface states, we performed GW -
based tight-binding calculations of a slab of 15 QLs of
5Bi2Se3. For simplicity, in the calculations the quantum-
phase transition is driven by varying the SOC strength in
the absence of In. Figure 3 shows the electronic structure
of bulk Bi2Se3 (gray background) and the 15-QL slab for
selected SOC strengths in the non-trivial [Figs. 3(a) and
3(b)] and trivial [Figs. 3(c) and 3(d)] sides of the tran-
sition. The upper panels and their corresponding lower
ones show the same electronic structure with a different
color scheme: In Figs. 3(a)-3(d), the color scheme repre-
sents the localization of the states on the topmost QL. In
Figs. 3(e)-3(h), the color intensity is proportional to the
in-plane spin polarization. The calculations clearly show
that with decreasing SOC, (i) a gap opens in the sur-
face state on both sides of the transition, (ii) the gapped
surface state survives the inversion of the bulk bands,
(iii) the magnitude of the spin polarization progressively
decreases and persists on the trivial phase. A summary
of the results of the bulk (infinite) and surface (15 QLs)
gaps are shown as red (dark) and green (light) solid lines
in Fig. 1(g), respectively.
Only on the basis of the GW calculations, we derive
that the SOC strength of pure In2Se3 corresponds to ap-
proximately 30% of the SOC strength of pure Bi2Se3.
We emphasize however that this correspondence cannot
be directly used to estimate theoretically the critical x
value of the transition matching the band inversion. Ac-
cording to the GW calculations, the transition occurs at
76% SOC, which would correspond to a theoretical es-
timate of x=0.11. This concentration is overestimated
with respect to the experimental observation by a factor
of ∼2. The origin of this discrepancy is due to the fact
that the In 5s orbitals pull up in energy the valence-band
maximum (VBM), increasing the value of the band gap in
(Bi1−xInx)2Se320,43. This effect promotes the topological
phase transition making it to occur at a lower In content,
in contrast to the case of e.g., (Bi1−xSbx)2Se3, for which
the transition critical concentration is almost uniquely
determined by the SOC strength43. Equally important,
calculations including substitutional In atoms of different
concentrations explicitly43 also fail to reproduce the ex-
perimental value of the critical concentration, predicting
approximately 17 mol.%.
The discrepancy between calculation and experiment
affects the absolute correspondence between In content
and SOC strength, but not our qualitative discussions.
Therefore, in Fig. 1(g) we used as an appropriate refer-
ence for this correspondence the transition critical point
derived from calculations and experiments. In this way,
we find that x=0.087 should correspond to about 50%
SOC, and the same trend follows through the whole
quantum-phase transition. Such comparison indicates
that in the experiment less than half of the In atoms do
not occupy substitutional positions, but positions either
in the vdW gaps or within the cation sublattice form-
ing In2Se3 clusters, which is qualitatively in line with the
results of our structural characterization in Figs. 1(h)-
1(l). Nevertheless, it should be emphasized that from this
particular comparison the amount of non-substitional In
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FIG. 3. (Color online) Band structure of a 15-QL slab of
Bi2Se3 obtained with a tight-binding model based on GW
with different SOC strengths: (a) and (e) 100% SOC (non-
trivial); (b) and (f) 77% (non-trivial, very close to the transi-
tion); (c) and (g) 70% (trivial); and (d) and (h) 60% (trivial).
The color scheme in panels (a)-(d) represents the localiza-
tion of the states on the topmost QL. The bulk states are
displayed as a gray background. The color in panels (e)-(h)
shows the in-plane spin polarization, and the black dots rep-
resent the wave vector at which the spin polarization is dis-
cussed in Figs. 4 and 5 (k‖0¯.07A˚
−1).
atoms is quantitatively overestimated due to the effect of
the In 5s orbitals mentioned above.
Because of the same reason, the quantitative agree-
ment between the experimental and theoretical absolute
values of the band gaps in Fig. 1(g) should be also treated
with caution. For example, the bulk band gap of pure α-
In2Se3 is larger than 1 eV
44, while Bi2Se3 with reduced
SOC can maximally reach a bulk band gap of about
400 meV for 0% SOC. Therefore, the absence of In atoms
in our calculations makes the absolute values of the band
gaps underestimated for a given SOC strength. Never-
theless, at a qualitative level the trends in the variation
of the calculated bulk and surface band gaps are in good
agreement with the tendencies revealed experimentally.
Specifically, whereas for 100% SOC no gap at the Dirac
point of the TSS opens in the calculations, the reduction
6FIG. 4. (Color online) (a)-(d) Selected spin-resolved ARPES
measurements taken for In contents x of (a),(c) 0 and (b),(d)
0.049 at 50 eV, revealing a decrease of the in-plane spin po-
larization. (a),(b) Spin-resolved EDCs obtained at k‖=-0.07
A˚−1. The blue (red) curves show spin up (down) EDCs, and
the orientation of the in-plane spin polarization is perpendic-
ular to k‖. (c),(d) Corresponding in-plane spin polarizations
(green curves), which reverse at opposite momentum (gray
curves). (e) Absolute magnitude of the in-plane spin polariza-
tion across the topological to trivial quantum-phase transition
at k‖=0.07 A˚
−1. The green solid symbols are experimental
data, and the red solid line the corresponding calculation. The
TSS exhibits an unconventional transformation to a gapped
surface state which is spin polarized and persists on the trivial
phase. Top-right inset in (e): Out-plane spin polarization for
x=0.049 at k‖=0.
of the SOC strength causes the appearance of gapped sur-
face states. This result, which is in qualitative agreement
with the data extracted from ARPES, will be discussed
in more detail below. Furthermore, we observe a smooth
closing of the bulk band gap across the phase transition
upon SOC and x variation in the theoretical and exper-
imental results, respectively. This behavior appears in
contrast to the scenario of a sudden closure of an oth-
erwise constant bulk band gap as proposed in Ref. 21.
Conversely, our findings taken altogether clearly indicate
that the gap closing is instead gradual and continuous.
Although the origin of this discrepancy is not clear at the
moment, we believe that it could be related to a misin-
terpretation in Ref. 21 of both the position of the VBM
and the direct nature of the gap45. In fact, the spin tex-
ture of the surface states exhibits very similar behavior,
i.e., no sudden drop or discontinuous decrease of the spin
polarization is found across the quantum-phase transi-
tion [Figs. 3(e)-3(h)]. Instead, a gradual, smooth de-
cay of the spin polarization accompanies the transition,
as summarized in Fig. 4. Experimentally, this behavior
is supported by our spin-resolved ARPES measurements
taken at different k‖ wave vectors and as a function of In
content. The data were acquired at 50 eV where the ef-
fect of light-induced manipulation of photoelectron spins
does not contribute to the measured spin polarizations8.
In Figs. 4(a)-4(d) we show selected spin-resolved
energy-distribution curves [Figs. 4(a)-4(b)] correspond-
ing to the in-plane component of the surface-state spin
polarization [Figs. 4(c)-4(d)], which clearly reverses at
opposite k‖ wave vectors and decreases when In atoms
are incorporated into the bulk. In Fig. 4(e) we summarize
the overall behavior of the magnitude of the in-plane spin
polarization obtained from experiments and calculations
as a function of In content and SOC strength, respec-
tively. For Bi2Se3, the maximum observed in-plane spin
polarization is about (50 ± 10)%. This value deviates
from previous reports of nearly 100% spin polarization
from the TSS of Bi2Se3
6,7. We attribute this deviation
to the multiple orbital contributions from the TSS to the
net spin polarization, as also derived from first-principles
calculations on the same system46.
The magnitude of the in-plane spin polarization pro-
gressively decreases both in experiment and calculations
when moving from the topological to the trivial side of
the quantum-phase transition. Moreover, there is a per-
sistent in-plane spin polarization from the gapped sur-
face states on the topologically-trivial phase in agree-
ment with previous reports on BiTl(S1−xSex)219. In this
respect, we emphasize that the calculated in-plane spin
polarization becomes strictly zero only in the absolute
absence of SOC. In contrast, the out-of-plane spin po-
larization was found to be negligible for all the states
calculated in Fig. 3 and independent of SOC. Similarly,
the measured out-of-plane spin polarization was found
to contribute unobservably to the net spin polarization.
The reason underlying this behavior is that the circular
constant-energy contours of the surface states, as seen in
Figs. 2(a) and 2(b), do not contain contributions from
hexagonal warping47,48.
It is also remarkable that for the gapped surface states
the out-of-plane spin polarization remains zero at the Γ
point of the SBZ [see inset in Fig. 4(e)]. This behav-
ior demonstrates the absence of a hedgehog spin tex-
ture which would be expected from broken time-reversal
symmetry14. At first glance, such conclusion might seem
evident because breaking time-reversal symmetry would
require magnetic dopants. However, in the case of gapped
graphene, the combination of spin-orbit coupling and
7sublattice asymmetry induces a hedgehog spin texture
without the need of magnetic dopants49. Therefore, the
lack of an out-of-plane spin polarization in our present
case shows that, in the most general case, a hedgehog
spin texture in TIs cannot be a straightforward conse-
quence of the opening of a surface gap.
The band gap observed at the Dirac point of the
topologically non-trivial system in Fig. 3(b) is consis-
tent with the low-frequency conductance measurements
of Ref. 18. To this end, the observed collapse in transport
lifetimes across the quantum-phase transition in ultra-
thin (Bi1−xInx)2Se3 films was attributed to a gap open-
ing at the Dirac point of the TSS18. This behavior can be
in principle explained based on the ideal, general assump-
tion that the penetration length of the TSS wave func-
tions is inversely proportional to the bulk band gap18.
As seen in Fig. 5(a), the gapped surface states on the
topological side of the phase transition in our calcula-
tions of a 15-QL slab are caused by this effect. On the
other hand, the opening of a surface gap on the trivial
side of the phase transition is a natural consequence of
the substantially reduced SOC strength, both in our ex-
periments and calculations.
In particular, the opening of the surface gap on the
topological side of the phase transition in our calculations
is due to an unconventional cross-talk or hybridization
mechanism between TSSs at opposite surfaces of the slab.
This mechanism is unconventional because the cross-talk
occurs at lower SOC strengths and at much higher thick-
nesses that previously reported for ultrathin TI films50.
Based on the overall qualitative agreement between our
calculations and experiments, we believe that a similar
mechanism underlies the opening of the surface gap in our
experiments, as we will discuss in detail below. In this
respect, it should be mentioned that In 5s and 5p states
cannot be the reason for the surface gap because they are
strongly hybridized with host states43, and therefore do
not show impurity-like character in contrast to the case
of strongly d-like Mn states in Bi2Se3
14.
Let us firstly focus on our actual calculation of the de-
cay of the wave functions of the surface states inside the
bulk shown in Fig. 5(a) for different SOC strengths. This
calculation was performed by projecting the wave func-
tions of the surface states onto the maximally localized
Wannier functions associated to the atoms in each QL.
The SOC strength is indicated by the color of lines and
symbols, and the spin polarization by the size of the sym-
bols. There is a clear dominant contribution of the atoms
of the first QL to the surface state even on the trivial side
of the phase transition down to 70% SOC, supporting
the formation of a precursor state of the Dirac cone al-
ready on the trivial phase19. In contrast, below 70% (i.e.,
away from the transition point) the curves become grad-
ually much broader and the surface state progressively
acquires more bulk-like character, reaching a regime in
which it behaves as a surface resonance51. In the topo-
logical side (green curves), the penetration depth of the
surface state increases with decreasing SOC as a conse-
FIG. 5. (Color online) (a) Wave functions (wfns.) decay in
real space: Contribution from atoms of each QL (horizontal
axis) to the wave function of the surface state at ∼0.07A˚−1,
corresponding to the black circles in Figs. 3(e)-3(h). The
symbol size indicates the contribution from atoms of each QL
to the in-plane spin polarization. Results are represented for
different SOC strengths as indicated by the color scale: green,
non-trivial; gray, transition; purple, trivial. Inset: Zoom-in
on the lower right part of the figure. (b) and (c): Sketch
of the proposed gapping mechanism on the topological side
of the phase transition, depicting how trivial inhomogeneities
are responsible for the opening of a surface gap (see text).
quence of a larger bulk-surface interaction. A closer look
at the values shows that only for 100% and 90% SOC,
the surface state decays within the first 15 QLs. This be-
havior explains the gap opening at the Dirac point in our
calculations of a 15-QL slab and provides clear insight on
the mechanism underlying the behavior of the transport
lifetimes across the quantum-phase transition18.
Within the unconventional cross-talk picture revealed
by our calculation in Fig. 5(a), the spatial extent of the
TSS is longer than half of the sample thickness such that
the Dirac cone at the probed surface interacts with that
at the opposite surface. This allows for the scattering of
an electron in a state of one surface at +k‖ with another
electron in a state of the other surface with the same spin
at −k‖, resulting in a gap opening. We propose that in
our experiments, the gap opening obeys a similar mech-
anism, but the role of the second surface is now princi-
pally assumed by the In atoms in the cation sublattice,
which form In2Se3 clusters as discussed above. Given
the topologically trivial character of these clusters, there
8must necessarily exist a second Dirac cone at the inter-
face between the non-trivial and trivial domains. Each
of these Dirac cones would have a characteristic penetra-
tion depth away from the surface/interface depending on
the coupling between surface and bulk states. The ex-
planation that we propose for the appearance of the gap
at the Dirac point of the TSS on the topological side of
the phase transition is schematically shown in Figs. 5(b)
and 5(c): If the wave function of the Dirac cone at the
surface that we probe decays slow enough to overlap with
the wave function of the Dirac cone at the interface with a
topologically-trivial region, the probed Dirac cone should
present a gap, as we indeed observe in our experiments.
In other words, if trivial inhomogeneities separated by
an average distance l appear in the interior of the sam-
ple, the observed Dirac cone behaves like that of an l-QL
slab, irrespectively of the sample thickness. A key con-
sequence is that the appearance of gapped surface states
cannot be used as criterion to fully identify the trivial
side of the quantum-phase transition in (Bi1−xInx)2Se3
bulk single crystals.
Finally, we would like to address the role of small In
concentrations as a decisive ingredient for the surface
band gap opening on the topological side of the phase
transition. If we would assume that about half of the
In atoms occupy positions within the cation sublattice,
x=0.028 would effectively correspond to about one In
atom every ten inter-atomic distances (i.e., ∼ 4 nm).
This value is considerably smaller than the penetration
depth of the surface state even at 100% SOC, as seen in
Fig. 5(a). It should be emphasized that this distance is
underestimated due to the formation of In2Se3 clusters,
which reduce the average density of In-related defects.
The estimation is nevertheless not too far from an aver-
age cluster distance of ∼10-15 nm as inferred from our
STM data in Fig. 1(h). In addition, the overall effect
could be electronically enhanced due to the long-range
effective scattering potential in the surrounding of the
clusters52–54. In consequence, small In concentrations
can have a remarkable impact on the energy-momentum
dispersion of TSSs in (Bi1−xInx)2Se3 as observed in the
present work.
IV. CONCLUSIONS
We have examined the electronic structure of
(Bi1−xInx)2Se3 single crystals across the topological to
trivial quantum-phase transition and found that gapped
surface states with non-zero spin polarization exist on
both sides of the transition. We have found good qual-
itative agreement between our experimental results and
relativistic many-body calculations upon variation of the
In content and SOC strength, respectively. This compar-
ison clearly reveals the crucial impact of the spin-orbit in-
teraction on the energy-momentum dispersion of the sur-
face states as well as on the amplitude of bulk-to-surface
coupling across the quantum-phase transition. To this
end, we have provided an explanation to the behavior
of the surface-state spin polarization and to the under-
lying mechanism giving rise to gapped surface states on
the topological side of the phase transition. Our find-
ings also reveal that a natural consequence of the re-
duction of the SOC strength is the existence of gapped
surface states with persistent spin polarization on the
trivial side of the phase transition. We believe that the
present results show a fundamentally distinct behavior of
chemically-tuned quantum-phase transitions from topo-
logical to trivial insulators, solving the paradigm of an
unconventional transformation of spin Dirac phases.
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