Hyperspectral unmixing is an important technique for estimating fraction of different land covers from remote sensing imagery. In recent years, nonnegative matrix factorization (NMF) methods with various constraints have been introduced into hyperspectral unmixing. Among these methods, graph based constraint has been proved to be useful in capturing the latent manifold structure of the hyperspectral data in the feature domain. However, due to the complexity of the data, only using single graph can not adequately reflect the intrinsic property of the data. In this paper, we propose a multiple graph regularized NMF method for hyperspectral unmixing, which approximates the manifold and consistency of data by a linear combination of several graphs constructed in different scales. Results on both synthetic and real data have validated the effectiveness of the proposed method, and shown that it has outperformed several stateof-the-arts hyperspectral unmixing methods.
INTRODUCTION
Hyperspectral remote sensing imagery, which contains both spatial and spectral information captured by imaging sensors, has been widely used for land cover detection [1] . Because of low spatial resolution of image, pixels in hyperspectral imagery are composed of mixed spectral responses from multiple ground targets. Therefore, hyperspectral unmixing has become an important technique which decomposes mixed pixels to a collection of endmembers and their corresponding proportions, i.e., abundances [2] .
Amongst various mixture models, linear mixture model treats each pixel as a linear combination of endmembers and assumes no interference between endmembers [3, 4] . Methods based on linear mixture model can be divided into three categories: simplex geometric based, statistics based and sparse representation methods. There are several classic simplex geometric methods, such as N-FINDR [5] , pixel purity index [6] , and vertex component analysis (VCA) [7] . A typical statistics based method is independent components analysis [8] . Sparse representation based approaches have also been proposed [9, 10, 11] . They select endmembers from an existing library of standard spectral reflectance and estimate the abundance using this library.
More recently, nonnegative matrix factorization (NMF) [12] has been proposed as a statistics based unmixing method. It treats the unmixing as a blind source separation problem, and decomposes image data into endmember matrix and abundance matrix simultaneously.
However, due to non-convexity of its object function, the outcome of NMF algorithm usually falls into local minima. One solution is to add constraints to NMF according to different considerations. Therefore, several constraints have been combined to NMF methods, such as minium volume constraint [13] , dissimilarity constraint [14] , sparse constraint [15] and graph constraint [16] .
The graph constraint method proposed by [16] is built up on the top of L 1/2 -NMF method and based on the manifold theory. It seeks the nearest neighbour of pixels in the image data to build a graph that is used to guide the unmixing process. This means that date with close distance in the high dimension hyperspectral image shall have similar unmixing outcomes. However, this method imposes only one manifold constraint to the unmixing model. Selecting an appropriate graph and its parameter is quite important for its performance. Discrete grid search is usually used to select the graph model and its parameters, which is time consuming. A sub-optimal graph model may not well reflect the intrinsic property of data in the feature space. In this paper, we solve this problem by using a linear combination of graphs and propose a multiple graph regularized NMF method for hyperspectral unmixing. Each graph is built from different scales in terms of different nearest neighbours. The weights of the graph are optimized to control the contribution of different manifolds. Therefore, our method is a generalised version of GNMF which can not only use different graphs but also estimate the parameters automatically in the optimization process.
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Linear Mixture Model
In hyperspectral image, each pixel is considered as a pure endmember or the mixture of several endmembers. Let the number of wavelength-indexed bands in an image be H and the number of endmembers be K. A pixel y in a hyperspectral image is an H × 1 column vector whose entries correspond to the measured data in different bands. Let M be an H × K matrix (m 1, . . . , mj, . . . , mK ), where mj is an H × 1 column vector representing the spectral signature of the j th endmember. Then y can be approximated by a linear combination of endmembers
where r is a K × 1 column vector for endmember abundances, and e is the additive Gaussian white noise. It is natural to extend the above pixel-level mixing model to the whole image. Let N be the number of pixels contained in a hyperspectral image Y , the linear model becomes
where
, and E ∈ R H×N represent the hyperspectral image, the abundance matrix, and the additive noise, respectively. The goal of unmixing is to estimate M and R from Y .
Graph Regularized NMF
The objective function of the graph regularized sparse NMF is defined as
where μ ∈ R+ is a scalar which weights the contribution of manifold constraint. T r(·) represents the trace of a matrix. λ is a parameter to adjust the sparseness. L is a Laplacian matrix used as the manifold constraint. It can be computed as the difference of the degree matrix D and the adjacency matrix W of the graph
Given two adjacent pixels yi and yj, the entry of the adjacency matrix W is calculated using a heat kernel
The diagonal matrix D is then computed as follows
APPROACH
In this section, we firstly introduce the multiple graph regularized NMF method in detail. Then some implementation issues are discussed.
Graph Construction
We could generate different graphs using k nearest neighbours with different graph models and parameters. The most commonly used models are heat kernel and 0 − 1 weighting. The heat kernel is defined as follows
If yi and yj are similar, the value of Wij is relatively large. Alternatively, 0−1 weighting gives a binarized weight definition
In practices, different k nearest neighbours of these two models are generated to represent different scales of manifold constraint.
Multiple Graph Regularized NMF
A number of graphs, which is converted to the representation of Laplacian matrices, are used in our approach to regularize the NMF method. We adopt a linear combination method to optimize the contribution for each matrix [17] .
Suppose that we have a number of Laplacian matrices L1, ..., LS, whose combination is defined as follows
where αs is the weight of s th graph. To avoid negative contribution, we constrain S s=1 αs = 1, αs ≥ 0. With multiple graphs generated before, the objective function of the multiple graph regularized sparse NMF can be defined as
As can be seen, the first two terms are the same as the formulation in the L 1/2 -NMF method, which force sparsity of the abundance matrix. The third term is the graph regularization term. The last term is to avoid parameter α overfitting to one graph, while α is a parameter to balance the contribution of different graphs. μ ∈ R+ and β are also used here to control the contribution of terms. In order to get the optimal M and R, we take a two-step strategy to iteratively optimize Equ. (10) because of its complexity. In each iteration, only (M, R) or α is updated while the other is fixed.
Minimizing (M,R)
When parameter αs, s = 1, ..., S is fixed, the objective function becomes
After computing the partial derivative of this objective function with respect to M and R, and doing some computations, the iterative updating rule of the graph regularized NMF becomes
Note here that M and R are updated iteratively. This is similar to the GNMF method.
Minimizing α
Now, we fix (M, R) and remove other terms. The objective function becomes This is a constrained convex optimization problem. We solve this problem by the convex optimization approach in [18] . 
Implementation Issues
Parameters
As mentioned in Section 2, the abundance matrix should meet the sum-to-one constraint. In the implementation, the method in [19] is adopted to apply this constraint. The data matrix Y and the signature matrix M are replaced by Y f and M f which are augmented matrices by a row of constants defined as follows
where δ is a parameter to balance the impact of the additivity constraint of the abundance matrix. A large δ forces the sum of abundances at each pixel close to unity. In the iteration, these augmented matrices replace Y and M in the update rule of R given in Equation 13. The value of the parameter λ is dependent on the sparsity of the material abundances. Here we adopt [20] method to compute λ The procedure of our multiple graph regularized NMF method is described below 
EXPERIMENTS
A series of experiments are developed to evaluate the performance of the proposed multiple graph regularized NMF method. Two evaluation criteria are used: spectral angle distance (SAD) and the root mean squared error (RMSE). The SAD is used to compare the similarity of the p th endmember signature Mp and its estimate Mp. The root mean square error (RMSE) is used to evaluate the the estimation of abundance matrix. The definition of both criteria can be found in [15] . 
Synthetic Data
We first evaluate and analyze the proposed method on synthetic data. Six spectral signatures are chosen from the USGS digital spectral library [21] to generate the synthetic data. Similar to [13] , there are 5 steps to generate this synthetic data. 1. Generate an image which contains 64 × 64 pixels and divided into 8 × 8 regions. 2. In each region the same type of ground cover was initialized with one of the endmembers chosen randomly. 3. A low pass filter was applied to generate mixed data. 4. For the pixel whose abundance is larger than θ = 0.8, the abundance of this pixel is replaced with a mixture of all endmembers with equal abundances. 5. Zero-mean Gaussian noise is added to synthetic data.
The signal to noise ratio (SNR) is defined as
where the y and e are the observation and noise of a pixel. E [·] denotes the expectation operator. We plot the convergence curve in Fig. 3(a) to show the convergence process of the proposed algorithm. We can see that at beginning, the object function value of our method is quite large. When iteration processes, the function value of MGNMF method becomes smaller. In the end, we can see that the convergence curve of MGNMF method become stable.
We also evaluate the performance of different unmixing methods: L 1/2 -NMF [15] , GNMF [16] and our MGNMF method. In the experiment, we choose 3NN, 5NN and 7NN as the nearest neighbours of GNMF and use heat kernel to generate graphs. Once the nearest neighbours are selected, the way each graph is generated is the same as GNMF. In this experiment, the parameters setting in L 1/2 -NMF, GNMF and our method are the same. We set SN R = 20 and total number of endmembers P = 6 in this experiment. We run each method for 10 times and then calculate the mean value and standard deviation of SAD and RMSE. Fig. 1 shows the experimental results. The bar and error line stand for the mean SAD and RMSE and their standard deviations, respectively. It can be seen that our method has clearly outperformed all other methods in endmember estimation, and is better than L 1/2 -NMF and GNMF methods in abundance estimation. We also conduct the experiment with different endmembers. Fig. 2 shows that MGNMF method is also better than others. The advantage of our method over GNMF lies in that it uses different scales of graphs. Therefore, MGNMF method can better use manifold information and get better performance.
Remote Sensing Data
We also conducted experiment on the widely used urban image obtained by the Urban Hyperspectral Digital Imagery Collection Experiment (HYDICE) sensor [15] . This image is composed of 210 spectral channels with spectral resolution of 10nm acquired in the 400nm and 2500nm region. After low SNR bands had been removed (channels 1−4, 76, 87, 101−111, 136−153,and 198−210), 162 bands remained for the experiments, i.e., H = 162.
In the experiment, we considered 4 types of endmembers: Asphalt, Tree, Grass and Roof. Fig. 3 shows the mean SAD of endmember estimation with different methods. The results show that MNMF can help to get better endmember estimation. Fig 4 shows the abundance maps of endmembers.
CONCLUSION
In this paper, we have introduced a multiple graph regularized NMF for hyperspectral unmixing. Built on top of the graph regularized sparse NMF approach, this method provides new constraints on the NMF model by the construction of multiple graphs. A linear combination of multiple graph is proposed to adopt information from different graphs. An iterative optimization process is developed to generate a unified solution for both endmember and abundance estimation. This method is validated on both synthetic and real data, and have achieved better performance when compared against the L 1/2 -NMF and graph regularized NMF method. In the future, we will explore other effective way to combine multiple feature of hyperspectral images to get better unmixing results.
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