In this paper, using the concept of statistical σ -convergence which is stronger than statistical convergence, we obtain a statistical σ approximation theorem for a general sequence of max-product operators, including Shepard type operators, although its classical limit fails. We also compute the corresponding statistical σ rates of the approximation.
(ii) ϕ(e) = 1, where e = (1, 1, . . .), (iii) ϕ(x) = ϕ((x σ (n) )) for all x ∈ l ∞ . Thus, the σ -mean extends the limit functional on c of all convergent sequences in the sense that ϕ(x) = lim x for all x ∈ c [15] . Consequently, c ⊂ V σ where V σ is the set of bounded sequences all of whose σ -means are equal. It is known [16] that V σ = {x ∈ l ∞ : lim We say that a bounded sequence x = {x k } is σ -convergent if and only if x ∈ V σ . Let Using the above definitions, the next result follows immediately.
Lemma 1. Statistical convergence implies statistical σ -convergence.
However, one can construct an example which guarantees that the converse of Lemma 1 is not always true. Such an example was given in [10] as follows: Example 2. Consider the case σ (n) = n + 1 and the sequence u = {u m } defined as
is statistically σ -convergence (δ(σ ) − lim u m = 0) but it is neither convergent nor statistically convergent.
Statistical σ-approximation of max-product operators
Let (X, d) be an arbitrary compact metric space. By C (X, [0, ∞)) we denote the space of all non-negative continuous functions on X . Then we consider the following max-product operators:
where x k ∈ X , k = 0, 1, . . . , n, are the knots; and K n (x, x k ) are non-negative continuous functions on X having relatively simple expression (algebraic or trigonometric polynomials, rational functions, wavelets, etc.) such that, for any
holds. Observe that the operators mapping C (X, [0, ∞)) into C (X, [0, ∞)) are pseudo-linear, i.e., for every f , g ∈ C (X, [0, ∞)) and for any non-negative numbers α, β,
is satisfied (see [3] ). We first recall the following lemma. 
Proof. Let f ∈ C (X, [0, ∞)) and x ∈ X be fixed. Then, using the continuity of f and also considering the compactness of X , we immediately see that, for a given ε > 0, there exists a positive number δ such that
holds for all y ∈ X , where
for every m ∈ N. Then, by (3) we may write that
for every m ∈ N. So, by (3) and (5) and Lemma 3, we get for all
Now, taking the maximum over x ∈ X , the last inequality gives, for all p ∈ K , that
For a given r > 0, choose an ε > 0 such that ε < r. Then, it follows from (8) that
Then, using (7) and the hypothesis (4), we have
for every r > 0. The proof is complete.
The following theorems give the classical and the statistical approximation to a function f ∈ C (X, [0, ∞)) by means of the max-product operators L n , respectively.
Theorem 5 ([9]). Let (X, d) be an arbitrary compact metric space. Assume that the operators L n given by (2) satisfy the condition
If the sequence {L n (ϕ x ; x)} n∈N converges uniformly to zero function with respect to x ∈ X , then, for all f ∈ C (X, [0, ∞)), {L n (f ; x)} n∈N is also uniformly convergent to f (x) with respect to x ∈ X .
Theorem 6 ([9]). Let (X, d) be an arbitrary compact metric space. If, for the operators L n given by (2) and
δ  n ∈ N : n  k=0 K n (x, x k ) = 1  = 1, st − lim   {|L n (ϕ x ; x)| : x ∈ X }  = 0 with ϕ x (y) = d 2 (y, x), then, for all f ∈ C (X, [0, ∞)), we have st − lim   {|L n (f ; x) − f (x)| : x ∈ X }  = 0.
Remark 7.
We now show that our result Theorem 4 is stronger than its classical version (Theorem 5) and statistical version (Theorem 6).
Let (X, d) be an arbitrary compact metric space. Consider the Shepard-type max-product operators (see [8] ) as follows:
, (9) where x ∈ X , λ, m ∈ N and f ∈ C (X, [0, ∞)). We know from [8] that, for all f ∈ C (X, [0, ∞)), the sequence {S (9) is uniformly convergent to f on X . Now, consider the case σ (n) = n + 1. Then, we define the max-product operators on C (X, [0, ∞)) as (10) where the operators S m are given by (9) and u = {u m } is given by (1) . Since δ(σ ) − lim u m = 0, we observe that the sequence of positive linear operators T m defined by (10) satisfy all hypotheses of Theorem 4. Therefore, for all f ∈ C (X, [0, ∞)), we conclude that
However, since {u m } is not convergent and statistically convergent, we conclude that Theorems 5 and 6 do not work for the operators T m in (10) while our Theorem 4 still works.
Rate of statistical σ-convergence
In this section we compute the rate of statistical σ -convergence of Theorem 4.
Definition 8.
A bounded sequence x = {x n } is statistically σ -convergent to a number L with the rate of β ∈ (0, 1) if for every ε > 0,
Then, this is denoted by
Using this definition, we obtain the following auxiliary result.
Lemma 9. Let x = {x n } and y = {y n } be bounded sequences. Assume that
Then we have
, for any real number λ.
We also need the following lemma.
Lemma 10 ([9]). For every a k
Now we recall the concept of the modulus of continuity. Let f ∈ C (X, [0, ∞)). Then the function ω (f , .)
is called the modulus of continuity of f . In order to obtain our result, we will make use of the elementary inequality, for all
Then we have the following result. 
where
Proof. Let f ∈ C (X, [0, ∞)) and x ∈ X be fixed. Consider the set K given by (6), we can write for every p ∈ K and for any δ > 0, that
Now, by using Lemma 10, we immediately see that
holds for every p ∈ K and for any δ > 0. Now taking the maximum over x ∈ X , the last inequality gives for all p ∈ K and δ > 0, that
