Optical performance of small pixel structures utilized in liquid crystal microdisplays may be affected by diffraction and multidimensional variations in liquid crystal director orientation.
Recent developments in the areas of liquid crystal microdisplays require the use of smaller pixels. As the pixel size is reduced, the impact of diffractive effects on optical performance may become significant. In addition, the reduction in pixel size results in increased significance of non-uniformity of liquid crystal director orientation due caused by fringing fields. One or both of these problems can also be encountered in diffractive liquid crystal devices and in direct-view display structures such as in-plane switching displays. With these display technology advances there is an increasing need for a more sophisticated, multidimensional optical modeling tool.
For these and other reasons, the Finite-Difference Time-Domain (FDTD) computation of Maxwell's equations has recently been considered for use as an optical simulation tool for liquid crystal structures with generally inhomogeneous director orientation 3 . The FDTD method was introduced by Yee 4 for isotropic media. It makes use of direct discretization of Maxwell's equations. Because of this, the FDTD method can accommodate multidimensional inhomogeneity of the dielectric tensor.
In this paper, we will review our recent analysis 5 of the accuracy of FDTD simulation of liquid crystal structures. Then the results of a two-dimensional FDTD computation, applied to a small two-dimensional liquid crystal structure, will illustrate diffractive effects not seen in one-dimensional calculations.
At the heart of the FDTD method is the discretization of Maxwell's equations, which can be written, for sourceless inhomogeneous anisotropic media:
where ε -1 (r) is the inverse of the spatially varying dielectric tensor. Space and time derivatives are approximated with central finite difference formulae. The structure to be analyzed is discretized spatially and placed on a computational grid. An oscillating wave source is introduced into the grid and the entire grid is time-stepped until steady state oscillations are obtained at all points on the grid. The previous FDTD simulations of liquid crystals employed this technique 3, 5 In order to produce an accurate solution to Maxwell's equations, the results must be a solution over an infinite space. However, practical limitations of computer power and memory require the termination of the computational grid. Any such termination method must not affect the computations inside the finite computational grid. In other words, the grid termination must not result in reflection of propagating waves back into the grid. For this reason, the "Perfectly Matched Layer" (PML) absorbing layer 6 was used for the simulations in this study. The PML is implemented as an absorbing layer which surrounds the inner computational domain. It consists of a fictitious lossy medium which incorporates magnetic as well as electric conductivity. Impedance matching of the PML with the adjacent inner computational domain makes that interface very transmissive to waves radiating from the inner grid. As a result, radiation reaching the boundary passes into the PML and decays rapidly.
Illumination of liquid crystal structures in this study was provided by means of the separate-field formulation 7 . In this technique, the inner computational domain is divided into two regions. In the inner region the total field, the superposition of the source and the scattered fields is calculated. In the outer region, only the scattered (2) field is calculated. The source is introduced at the interface between these two regions, added into Maxwell's equations on the inner side of the interface and subtracted on the outer side. This technique can produce diffractionfree plane waves in simulations for which periodic boundary conditions are not appropriate. The separate-field formulation also permits easy extension of this method to off-axis incident light.
Two other matters are of importance in FDTD simulations. First, limiting the size of the time step is necessary to prevent growth of numerically induced oscillations. Second, inaccuracies can result from the temporal and spatial discretization of the problem. Any finite difference approximation of the first derivatives appearing in Maxwell's equations will be somewhat less than exact. Such discretization can manifest itself in numerical dispersion 7 , which is the departure of numerical phase velocity from that which would occur in continuous space. In particular, when using second-order finite difference approximations to first derivatives, spectral data generated by FDTD simulations will be shifted to longer wavelengths. As the grid is refined, this shift is reduced.
Results
Some recent work submitted for publication 5 compared FDTD and analytic solutions for several wellknown liquid crystal problems. The results of that study are summarized here. All derivatives in that study were approximated with second-order-accurate finite differences. The first test case was the transmission of light through a twisted-nematic (TN) cell, following the analysis of Gooch and Tarry 8 . The second case covered Bragg reflection from a planar cholesteric layer 9 .
The previous application of FDTD to liquid crystal simulations presented a qualitative illustration of FDTD-computed polarization rotation by a TN cell 3 . Quantitative FDTD analysis of a TN cell in normally dark mode showed that some attention to the node spacing was required to produce accurate numerical results. Earlier work by Gooch and Tarry 8 provided an analytical expression for transmitted intensity as a function of ∆nd/λ. FDTD computations of the same structure were conducted with node spacings of λ/20 and λ/40. For the coarser grid (figure 1), FDTD results were shifted to longer wavelengths, which is caused by numerical dispersion. Reducing the node spacing by one-half, to λ/40, reduced this shift to a negligible amount Uniform cholesteric liquid crystal layers are known to exhibit Bragg reflection of wavelengths comparable to the cholesteric pitch. An exact analytical solution for this problem at normal incidence can be found in ref. 9 . Numerical dispersion, evidenced by the shift of numerical results to longer wavelengths, was apparent for computation using the λ/20 coarser grid (figure 2). Substantially reduced deviation between analytical and numerical reflectivity required a node spacing of λ/60, finer than required for the twisted-nematic problem.
The study concluded that, without resorting to higher-order finite-differences, choice of node spacing was the only simple means of achieving accurate FDTD results for liquid crystal structures.
As the twisted-nematic case above illustrated, accurate FDTD results can be obtained at moderate node spacing for liquid crystal problems with slowly varying dielectric tensor. As spatial variation of the dielectric tensor increased (i.e. moving from TN to cholesteric layer), finer node spacing was required in order to obtain accurate FDTD computation. Accurate FDTD simulations of liquid crystal structures containing significant defects or high birefringence cholesteric materials may require a very fine grid, perhaps as small as λ/60. Of course, as node spacing is reduced for a fixed geometry FDTD problem, memory requirements increase and more time steps are required to reach steady state. For instance, if the node spacing in a two-dimensional simulation is cut in half, the problem must be represented by four times as many nodes, or four times as much memory. And since the maximum stable time step size is proportional to node spacing, cutting the node spacing in half also requires twice as many time steps to reach a steady state solution. This two-dimensional refined grid calculation would thus take eight times as long and four times as much memory, making accurate two-dimensional FDTD computation inaccessible to most desktop PC's.
Since our previous study, this problem has been addressed by replacing the second-order finite difference approximation of the spatial derivatives with a fourth-order approximation. FDTD computation of the same cholesteric layer produced accurate results forλ/20 node spacing (figure 3).
The FDTD method was then applied to a two-dimensional simulation of a simple liquid crystal structure. The grid was organized as shown in figure 4 . The liquid crystal structure consisted of a matrix of undisturbed C. M. Titus 1.5µm-thick first-interference minimum TN, into which was placed a 25mm-wide pixel with some field applied. For this initial test, the pixel's director structure was one-dimensional. The entire liquid crystal slab was illuminated with linearly polarized light, and an ideal polarizer was implemented mathematically at the exit surface, aligned parallel to the incident linearly polarization. A profile of the transmitted intensity is shown in figure 5 . Except for the outer edges of the slab and the region in and around the central pixel, the first-interference-minimum TN structure transmits nothing, as expected. Transmission in and around the central pixel exhibits a transmitted intensity characteristic of near-field (Fresnel) diffraction through a slit aperture. This near-field diffraction is not duplicated by a one-dimensional Jones calculation (figure 6).
Work currently in progress includes insertion of true two-dimensional director configurations and the transformation of the transmitted near-field intensity profile into the far field; those results will be presented.
Impact
The FDTD method provides an avenue toward optical simulation of liquid crystal devices with small pixel size and/or multi-dimensional inhomogeneities of director orientation. These conditions occur in liquid crystal microdisplays, some diffractive liquid crystal devices, and in existing liquid crystal displays such as those employing in-plane switching. In particular, FDTD appears to be capable of uncovering near-field diffractive effects not seen when using existing one-dimensional methods. In future comparisons with far-field results of onedimensional optical techniques applied to these problems, the one-dimensional methods may well prove equal to the task. However, without very precise experimental methods or a tool such as FDTD, that cannot be known. 
