Abstract. We give bounds for the number and the size of the primes p such that a reduction modulo p of a system of multivariate polynomials over the integers with a finite number T of complex zeros, does not have exactly T zeros over the algebraic closure of the field with p elements.
Introduction
The goal of the paper is to extend the scope of application of algebraic geometric methods to algebraic dynamical systems, that is, to dynamical systems generated by iterations of rational functions.
Let R = (R 1 , . . . , R m ), R 1 , . . . , R m ∈ Q(X), be a system of m rational functions in m variables X = (X 1 , . . . , X m ) over Q. The iterations of this system of rational functions are given by for i = 1, . . . , m and n ≥ 1, as long as the compositions are well-defined. We refer to [AK09, Sch95, Sil07] for a background on the dynamical systems associated with these iterations. For i = 1, . . . , m and n ≥ 1 write
with coprime F i,n , G i,n ∈ Z[X] and G i,n = 0. Given a prime p such that G i,j ≡ 0 (mod p), j = 1, . . . , n, we can consider the reduction modulo p of the iteration (1.1). Recently, there have been many advances in the study of periodic points and period lengths in reductions of orbits of dynamical systems modulo distinct primes p [AG09,BGH + 13,Jon08, RV09, Sil08]. However, many important questions remain widely open, including:
• the distribution of the period length,
• the number of periodic points,
• the number of common values in orbits of two distinct algebraic dynamical systems. Furthermore, some of our motivation comes from the recently introduced idea of transferring the Hasse principle for periodic points and thus linking local and global periodicity properties [Tow13] .
In this paper, we use several tools from arithmetic geometry to obtain new results about the orbits of the reductions modulo a prime p of algebraic dynamical systems. Our approach is based on a new result about the reduction modulo prime numbers of systems of multivariate polynomials over the integers. If the system has a finite number of solutions T over the complex numbers, then there exists a positive integer A such that, for all prime numbers p ∤ A, the reduction modulo p of the system has also T solutions over F p , the algebraic closure of the field with p elements.t Here, using an arithmetic version of Hilbert's Nullstellensatz [DKS13, KPS01] and elimination theory, we give a bound, in terms of the degree and the height of the input polynomials, for the integer A controlling the primes of bad reduction (Theorem 2.1). For T = 0, that is, for systems of polynomial equations without solutions over C, this question has been previously adressed in [HMPS00, Koi96] . Indeed, the corresponding bound for the set of primes of bad reduction was a key step in Koiran's proof that, from the point of view of complexity theory, the satisfability problem for systems of polynomial equations lies in the polynomial hierarchy [Koi96] .
As an immediate application of this result, in Theorems 4.2 and 4.3 we bound the number of points of given period in the reduction modulo p of an algebraic dynamical system. Also, combining Theorem 2.1 with some combinatorial arguments, we give in Theorem 5.3 a bound for the frequency of the points in an orbit of the reduction modulo p of an algebraic dynamical system lying in a given algebraic variety, or that coincide with a similar point coming from a trajectory of another algebraic dynamical system.
We also use a different approach, based again on an explicit version of Hilbert's Nullstellensatz, to obtain in Theorem 6.2 better results for the problem of bounding the frequency of the points in an orbit lying in a given algebraic variety, under a different and apparently more restrictive condition.
Our bounds are uniform in the prime p, provided that p avoids a certain set of exceptions. In particular, our bounds for the number of k-periodic points can be viewed as distant relatives of the Northcott theorem for dynamical systems in [Sil07, Theorem 3 .12], which bounds the number of pre-periodic points in algebraic dynamical systems over finite algebraic extensions of Q. Here we restrict the length of the period, but instead we consider all k-periodic points over F p .
From a computational point of view, the arithmetic Nullstellensätze in [DKS13, KPS01] are effective. Using this, one can show that the positive integers describing the set of exceptional primes in our results can be effectively computed.
Further applications of our results have been given in our subsequent paper with Chang [CDO + 17].
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Modular Reduction of Systems of Polynomial Equations
2.1. General notation. Throughout this text, boldface letters denote finite sets or sequences of objects, where the type and number should be clear from the context. In particular, X denotes the group of variables (X 1 , . . . , X m ), so that Z[X] denotes the ring of polynomials Z[X 1 , . . . , X m ] and Q(X) the field of rational functions Q(X 1 , . . . , X m ). We denote by N the set of positive integer numbers. Given functions f, g : N −→ R, the symbols f = O(g) and f ≪ g both mean that there is a constant c ≥ 0 such that |f (k)| ≤ c g(k) for all k ∈ N. To emphasize the dependence of the implied constant c on parameters, say m and s, we write f = O m,s (g) or f ≪ m,s g. We use the same convention for other parameters as well. For a polynomial F ∈ Z[X], we define its height, denoted by h(F ), as the logarithm of the maximum of the absolute values of its coefficients. For a rational function R ∈ Q(X), we write R = F/G with coprime F, G ∈ Z[X] and we define the degree and the height of R respectively as the maximum of the degrees and of the height of F and G, that is, deg R = max{deg F, deg G} and h(R) = max{h(F ), h(G)}.
Let K be a field and K its algebraic closure. Given a family of polynomials G 1 , . . . , G s ∈ K[X], we denote by
its associated affine algebraic variety. We also denote by Z(G 1 , . . . , G s ) their zero set in K m , which coincides with the set of K-valued points
a system of m rational functions in m variables over K. For n ≥ 1, we denote
m ), as long as this iteration is well-defined as a rational function.
Given a point w ∈ K m we define its orbit with respect to the system of rational functions above as the set (2.2) Orb R (w) = {w n | with w 0 = w and w n = R (w n−1 ) , n = 1, 2, . . .}.
The orbit terminates if w n is a pole of R and, in this case, Orb R (w) is a finite set.
If the point w n in (2.2) is defined, then w 0 is not a pole of R (n) and w n = R (n) (w 0 ). However, the fact that the evaluation R (n) (w 0 ) is defined does not imply the existence of w n , since this latter point is defined if and only if all the previous points of the orbit (2.2) are defined and w n−1 is not a pole of R. For instance, let m = 1 and R(X) = 1/X. Then R (2) (X) = X and we see that R (2) (0) = 0, but w 2 = R(R(0)) is not defined as 0 is a pole for R. Clearly, for polynomial systems this distinction does not exist.
2.2.
Preserving the number of points. The following is our main result concerning the reduction modulo prime numbers of systems of multivariate polynomials over the integers.
Theorem 2.1. Let m ≥ 1 and let F 1 , . . . , F s ∈ Z[X] be a system of polynomials whose zero set in C m has a finite number T of distinct points. Set
Then there exists A ∈ N satisfying
with C 1 (m) = 11m + 4 and C 2 (m, s) = (55m + 99) log((2m + 5)s) and such that, if p is a prime number not dividing A, then the zero set in F m p of the system of polynomials F i (mod p), i = 1, . . . , s, consists of exactly T distinct points.
This result allows us to control the number and the height of the primes of bad reduction.
Corollary 2.2. With notation as in Theorem 2.1, set F = (F 1 , . . . , F s ) and let S F denote the set of prime numbers such that the number of zeros in F m p of the system of polynomials F i (mod p), i = 1, . . . , s, is different from T . Then
Remark 2.3. In the interesting special case when s = m, one can get a slightly stronger version of Theorem 2.1, but of the same general shape. It is also very plausible that Theorem 2.1 admits a number of extensions such as zero-dimensional systems of polynomial equations on an equidimensional variety X ⊆ A m C instead of just on A m C . One can also obtain a bound taking into account the degree and the height of each individual polynomials F j .
Preliminaries.
Besides the application of an arithmetic Nullstellensatz, the proof of Theorem 2.1 relies on elimination theory and on the basic properties of schemes over the integers. Hence, it is convenient to work using the language of algebraic geometry as in, for instance, [Liu02] .
Let F 1 , . . . , F s ∈ Z[X] be a system of polynomials whose zero set in C m has a finite number T of distinct points, as in the statement of Theorem 2.1. Denote by V the subvariety of the affine space A m Q = Spec(Q[X]) defined by this system of polynomials. For each prime p, set (2.3)
for the reduction modulo p of F i , and by V p the subvariety of
Recall that, given a field extension K ֒→ L and a variety X over K, we denote by X(L) the set of L-valued points of X. We have that
and that the varieties V (C) and V p (F p ) coincide with the zero sets Z(F 1 , . . . , F s ) and Z(F 1,p , . . . , F s,p ), respectively. Our aim is to give a bound for an integer
Let A m Z and P m Z be the affine space and the projective space over the integers, respectively. We denote by Z = {Z 0 , . . . , Z m } the homogeneous coordinates of P 
and V is the projective scheme corresponding to
the homogenisation of the ideal I(V).
Consider the projection π : P m Z → Spec(Z) and set
for the fibre over the prime p of the restriction to V of this map. It is a subscheme of the projective space P Lemma 2.4. Let notation be as above.
(1) The projective scheme V is flat over Spec(Z) and moreover, it is reduced, has pure relative dimension 0, and none of its irreducible components is contained in the hyperplane at infinity.
where, as before, J h denotes the homogenisation of the ideal J. One can verify that this ideal is prime and that
and so V is a reduced scheme that, by [Liu02, Proposition 4.3.9], is flat over Spec(Z). Moreover, the Krull dimension of the quotient ring Z[Z]/I(C) is one and Z 0 / ∈ I(C), which respectively implies that V is of pure relative dimension 0 and that none of its irreducible components is contained in the hyperplane at infinity of P m Z , as stated. Now we turn to the statement (2). By the invariance of the EulerPoincaré characteristic of the fibres of a projective flat morphism, see [Liu02, Proposition 5.3 .28], and the fact that the map V → Spec(Z) is flat, the Hilbert polynomial of V p coincides with that of the generic fibre of that map. This generic fibre coincides with the closure of V in P m Q , which is a 0-dimensional variety of degree T . It follows that its Hilbert polynomial is the constant T , and so V p is also a 0-dimensional scheme of degree T .
To prove the statement (3), note first that
Hence, the intersection V p (F p ) ∩F 
On the other hand, V p is given by the zero set in F m p of the ideal
with F 1,p , . . . , F s,p as in (2.3). Then (3) follows from the inclusion of ideals I 1 ⊃ I 2 . ⊓ ⊔ 2.4. Eliminants and heights. We recall the notion of eliminant of a homogeneous ideal as presented by Philippon in [Phi86] . Let R be a principal ideal domain, with group of units R × and field of fractions K. Let U = {U 0 , . . . , U m } be a further group of m + 1 variables and consider the general linear form in the variables Z given by
Definition 2.5. Let I ⊆ R[Z] be a homogeneous ideal. The eliminant ideal of I is the ideal of R[U ] defined as
If E(I) is principal, then the eliminant of I, denoted by Elim(I), is defined as any generator of this ideal.
The eliminant of an ideal of R[Z] is a homogeneous polynomial, uniquely defined up to a factor in R × . In the following proposition, we gather the basic properties of eliminants of 0-dimensional ideals following [Nes77, Phi86] . Given a prime ideal P in some ring and a P -primary ideal Q, the exponent of Q, denoted by e(Q), is the least integer e ≥ 1 such that P e ⊆ Q. Notice that Q is prime if and only if e(Q) = 1. (1) The eliminant ideal E(I) is principal and Elim(I) is well-defined. (2) If I is prime and (Z 0 , . . . , Z m ) ⊂ I, then Elim(I) is an irreducible polynomial. (3) Let I = i Q i be the minimal primary decomposition of I and set P i = √ Q i . Then there exists µ ∈ R × such that
with λ ∈ K × and where e η denotes the exponent of the primary component associated to the point η. In particular, I ⊗ R K is radical if and only if Elim(I) is squarefree.
Proof. These statements are either contained or can be immediately extracted from results in [Nes77, Phi86] . Precisely, the statement (1) 
Moreover, this eliminant is a primitive polynomial and we have the factorisation
Proof. Set I = I(V) for short. The subvariety of P m Q defined by this ideal coincides with ι(V ), the image of V under the standard inclusion (2.4). This subvariety is of dimension 0, and it follows from Lemma 2.6(1) that the eliminant ideal of I is principal and that its eliminant polynomial is well-defined.
By Lemma 2.4(1), the subscheme V ⊂ P m Z is flat and reduced. Hence, I = i P i where each P i is a prime ideal of Z[Z] which defines a 0-dimensional subvariety of P m Q and P i ∩ Z = {0}. By Lemma 2.6(2,4) applied to P i , each eliminant Elim(P i ) is an nonconstant irreducible polynomial. Together with Lemma 2.6(3), this implies that Elim(I) is primitive.
The ideal I is radical and no point of V lies in the hyperplane at infinity of P m Q . Then the factorisation (2.5) follows immediately from Lemma 2.6(2, 4).
for short. Our next aim is to bound the height of this polynomial in terms of the degree and the height of the F i 's. To this end, we first recall the notion of Weil height of a finite subset of Q m .
Given a number field K, we denote by M K its set of places. For each w ∈ M K , we assume the corresponding absolute value of K, denoted by | · | w , extends either the Archimedean or a p-adic absolute value of Q, with their standard normalisation.
Let η ∈ P m Q (Q) and choose a number field K such that η = (η 0 : . . . :
where K w and Q w denote the w-adic completion of K and Q, respectively. This formula does not depend neither on the choice of homogeneous coordinates of η nor on the number field K. Hence, it defines a function h : 
with ξ j ∈ Q m , then the Weil height of this set is given by
We refer to [BG06] for a more detailed background on heights.
The notion of Weil height of points extends to projective varieties. This extension is usually called the "normalised" or "canonical" of its irreducible components. We also define the dimension of Z, denoted by dim Z, as the maximum of the dimensions of its irreducible components.
The following is a version of the arithmetic Bézout inequality.
and assume that 
Proof. The first inequality is given by the Bézout theorem. For the rest, we have that deg A 
so that, by the factorisation (2.5) of Lemma 2.7 we have E V = λQ with λ ∈ Q × . The formula for the degrees of the eliminant follows readily from this.
For a polynomial F over Q, we denote by F ∞,1 the ℓ 1 -norm of its vector of coefficients with respect to the Archimedean absolute value of Q. Then
where Q v is defined as the maximum norm of the vector of the coefficients of Q with respect to the absolute value | · | v . Summing up over all places and using the product formula, we obtain
Let K be a number field of definition of ξ 1 , . . . , ξ T , and denote by M ∞ K and M 0 K the set of Archimedean and non-Archimedean places of K, respectively. For each w ∈ M ∞ K and a polynomial F over K, then we denote by F w,1 the ℓ 1 -norm of its vector of coefficients with respect to the absolute value | · | w . Then, by the compatibility between places and finite extensions,
(2.12)
On the other hand, for
(2.13)
If follows from (2.9), (2.10), (2.11), (2.12), (2.13) and (2.7) that
The statement then follows from the bound for the Weil height in Corollary 2.9.
By construction, E V vanishes on the zero locus of
We use the effective version of this result [DKS13, Theorem 2] to bound the integer α.
Lemma 2.11. With notation as above, there exist α, N ∈ N such that
with A 1 (m) = 10m + 4, A 2 (m, s) = (54m + 98) log(2m + 5) + 24(m + 1) log max{1, s − 2m}.
Proof. The system of polynomials
The case when d = 1 can be easily treated applying Cramer's rule to the system of linear equations F i = 0, i = 1, . . . , s. Hence, we assume that d ≥ 2. We apply [DKS13, Theorem 2] to the variety A 2m+1 Q and the polynomials E V , F 1 , . . . , F s and L aff . From the statement of [DKS13, Theorem 2], we consider the parameter D and the sum over ℓ in the bound on α, which we denote by Σ. In our situation, the parameters n and r in the notation of this theorem, are equal to 2m + 1. By replacing log(m + 1) with log(2m + 5) and after simple calculations, we obtain the desired expression for A 2 (m, s).
⊓ ⊔
We now recall the standard bound for the height of the composition of polynomials with integer coefficients, see, for instance, [KPS01, Lemma 1.2(1.c)].
Lemma 2.13. Let notation be as above. Then there exists β ∈ N such that such that, if p is a prime number not dividing β, then the reduction of E V modulo p is a squarefree polynomial of degree T in the variable U 0 .
Proof. By Lemma 2.10, deg U 0 E V = T . Let β 0 be the coefficient of the monomial U T 0 in E V . If p ∤ β 0 , then reduction of E V modulo p has also degree T in the variable U 0 .
In addition, E V is squarefree and so
is a nonzero polynomial. If p does not divide one of the nonzero coefficients of this polynomial, then E V (mod p) is also squarefree. Thus we choose β as the absolute value of β 0 times any nonzero coefficient of ∆. The logarithm of |β 0 | is bounded by the height of E V . Hence, by Lemma 2.10, (2.14)
By [Som04, Theorem 1.1], the Sylvester resultant of two generic univariate polynomials of respective degrees T and T − 1, has 2T + 1 coefficients, degree 2T − 1 ≤ 2d m − 1 and height bounded by 2T log T ≤ 2md m log d. By Lemma 2.10,
Hence, specializing this generic resultant in the coefficients of E V and ∂E V /∂U 0 , seen as polynomial in the variable U 0 , and using Lemma 2.12 with F = ∆, ℓ = 2T + 1 ≤ 2d m + 1 and k = m, we get
Taking into account that log(2d
Adding (2.14) and (2.15), we easily derive the stated result. ⊓ ⊔ 2.5. Proof of Theorem 2.1. We assume that d ≥ 2 as otherwise the result is trivial by the Hadamard bound on the determinant of the corresponding system of linear equations. Set A = αβ with α as in Lemma 2.11 and β as in Lemma 2.13. If p ∤ A, then p ∤ β and, by Lemma 2.13, the reduction of the eliminant E V modulo p is a squarefree polynomial of degree T in the variable U 0 .
Recall that V p denotes the fibre of the scheme V over the prime p. This is a subscheme of P m Fp . From the definition of the eliminant ideal, we can see that Elim(I(V p )) divides E V (mod p). Since this latter polynomial is squarefree, it follows that Elim(I(V p )) is squarefree too.
By Lemma 2.6(4), this implies that the subcheme V p is reduced and, by Lemma 2.4(2), it is of degree T . Applying Lemma 2.6(4) again, we deduce that Elim(I(V p )) has degree T and so
with λ ∈ F × p . By Lemma 2.13, the polynomial E V (mod p) has degree T in the variable U 0 . This implies that the subscheme V p is contained in the open subset A m Fp . Hence, V p is a subvariety of degree T which is contained in V p .
If p is a prime not dividing A, then p ∤ α and so α is invertible
Evaluating the equality (2.16) at this point, we obtain 
with C 1 (m) = 11m + 4 and C 2 (m, s) = (55m + 99) log((2m + 5)s).
concluding the proof.
Bounds for the Degrees and the Heights of Products and Compositions of Rational Functions
In this section, we collect several useful bounds on the height of various polynomials and rational functions. These lemmas are used in the proof of our results in §4, §5 and §6, and some of them can be of independent interest.
The following bound on the height of a product of polynomials, which follows from [KPS01, Lemma 1.2], underlines our estimates.
We also frequently use the trivial bound on the height of a sum of polynomials
We already used the bound for the composition of polynomials (see Lemma 2.12). We now specialize it to polynomials with equal number of variables.
The following is and extension of Lemma 3.2 to the composition of rational functions.
Lemma 3.3. Let R, S 1 , . . . , S m ∈ Q(X) such that the composition R(S 1 , . . . , S m ) is well defined. Set d = max i deg S i and h = max i h(S i ). Then
Proof. Let R = P/Q with coprime P, Q ∈ Z[X] and write
with α a , β b ∈ Z. We suppose for simplicity that
since the other case can be reduced to this one by considering the inverse 
Proof. The bound on the degree is trivial, and the inequality for the height also follows straightforward by induction on the number of iterates k. Indeed, for k = 1 we have equality by definition. Suppose the statement true for the first k − 1 iterates. For every i = 1, . . . , m, we apply Lemma 3.2 to the polynomial
and we get that the height of this polynomial is bounded by
which concludes the proof.
⊓ ⊔
For rational functions we apply Lemma 3.3 to derive a similar result. 
Proof. The bound for the degree follows easily from Lemma 3.3. We prove the bound for the height by induction on k. For k = 1 the bound is trivial. For k ≥ 2, we assume that the bound holds for the first k − 1 iterates.
Applying Lemma 3.3 with R i and R (k−1) i , i = 1, . . . , m, and the induction hypothesis, we obtain that h(R
where we have used the identity

Periodic Points
Definitions and main results.
We start with the following standard definition of k-periodicity.
Definition 4.1. Let K be a field and R ∈ K(X) m a system of rational functions as in (2.1). Given k ≥ 1, we say that w ∈ K m is k-periodic if the element w k exists in the orbit (2.2) and we have w k = w 0 .
In this definition, we do not request that k is the smallest integer with this property. On the other hand, this notion of k-periodicity is more restrictive than the condition R (k) (w) = w 0 , see the discussion after (2.2).
We first prove the following result for systems of rational functions. 
such that, if p is a prime number not dividing A k , then the reduction of R modulo p has at most (2m k d k ) m+1 periodic points of order k.
In the particular case of polynomials, the bound of Theorem 4.2 simplifies as follows: Assume that F has finitely many periodic points of order k over C. Then there exists an integer A k ≥ 1 with
such that, if p is a prime number not dividing A k , then the reduction of F modulo p has at most d km periodic points of order k.
Using these theorems, it is possible to recover some of the results of Silverman and of Akbary and Ghioca, that give lower bounds on the period length which are roughly of order log log p for all primes p [Sil08, Corollary 12], and of order log p for almost all of them [AG09, Theorem 1.1(1)], see [CDO + 17, Corollaries 2.3 and 2.4]. Similarly, Theorems 4.2 and 4.3 can be used with k of order log p and log log p for almost all and all primes p, respectively, to get nontrivial upper bounds on the number of periodic points of order k (or even at most k).
Proof of Theorem 4.2.
The result is a direct consequence of Theorem 2.1 and Lemma 3.5. Indeed, let R (k) be the iteration of the system of rational functions R as in (1.1). As in (1.2), write
and G i,k = 0, and consider then the system of equations
From the solutions to this system of equations, we have to extract those that come from the poles of R
For this we introduce a new variable X 0 , and thus, the set of k-periodic points of R coincides with the zero set
By Lemma 3.5 and the fact that dm ≥ 2 :
Further, by Lemmas 3.1 and 3.5,
Also, for every i = 1, . . . , m, we easily see that Lemma 3.5 and the bound (3.1) yield
We apply now Theorem 2.1 (with s = m + 1 polynomials and m + 1 variables) and derive
Next, we denote by N k the number of points of V k over C, which is equal to the number of periodic points of order k of R 1 , . . . , R m over C. Using the degree bounds (4.1), by Bézout theorem we obtain
which yields the desired bound.
4.3. Proof of Theorem 4.3. As in the proof of Theorem 4.2, the result is an immediate consequence of Theorem 2.1 and Lemma 3.4. Indeed, we apply Theorem 2.1 with
We now denote by N k the number of points of V k over C, which is equal to the number of periodic points of order k of F 1 , . . . , F m over C. Using Lemma 3.4 and the fact that N k ≤ d km , we obtain immediately the desired bound.
4.4.
Lower bounds on the number of k-periodic points. The bound on the k-periodic points given by Theorem 4.3 is tight for some particular polynomial systems. Indeed, let d ≥ 0 and consider the system F = (F 1 , . . . , F m ) with
This system of equations has a finite number of solution over the complex numbers. Set A = d k − 1. If p is a prime not dividing A, then the system of equations (4.2) has exactly d km solutions in F m p . Hence, the reduction of F modulo p has exactly d km periodic points of order k.
Iterations Generically Escaping a Variety
5.1. Problem formulation and definitions. We next study of the frequency of the orbit intersections of two rational function systems. In the univariate case, Ghioca, Tucker and Zieve [GTZ08, GTZ12] have proved that, if two univariate nonlinear complex polynomials have an infinite intersection of their orbits, then they have a common iterate.
No results of this kind are known for arbitrary rational functions. The analogue of this result by Ghioca, Tucker and Zieve [GTZ08, GTZ12] cannot hold over finite fields. Instead, we obtain an upper bound for the frequency of the orbit intersections of a rational function system. More generally, we bound the number of points in such an orbit that belong to a given algebraic variety.
As before, we first obtain results for general systems of rational functions and polynomials, and we then obtain stronger bounds for systems of the form (7.1).
Let K be a field and
a system of m rational functions in m variables over K as in (2.1). For n ≥ 1, we denote by R (n) the n-th iteration of this system, as long as this iteration is well-defined.
Given an initial point w ∈ K m , we consider the sequence given by w 0 = w and w n = R(w n−1 ) for n ≥ 1, as in (2.2). As discussed after (2.2), this sequence terminates when w n is a pole of the system R. Recall that the orbit of w is the the subset Orb R (w) = {w n | n ≥ 1} ⊂ K. We put
Now let K = Q and, for n ≥ 1, write
with coprime F i,n , G i,n ∈ Z[X] and G i,n = 0, as in (1.2). Given a prime p such that G i,j ≡ 0 (mod p), j = 1, . . . , n, we can consider the reduction modulo p of the iteration R (n) . We denote it by
Let V ⊂ A m Q be the affine algebraic variety over Q defined by a system of polynomials P i ∈ Z[X], i = 1, . . . , s. For a prime p, we denote by
Fp the variety over F p defined by the reduction modulo p of the system P i , i = 1, . . . , s.
Let w ∈ F m p be an initial point, N ∈ N, and suppose that G i,j ≡ 0 (mod p), j = 0, . . . , N − 1. We then define
Namely, this is the set of values of n ∈ {0, . . . , N − 1} such that the iterate R (n) p (w) is defined and lies in the set V p (F p ). One of our goals is obtaining upper bounds on #V w (R, V ; p, N) that are uniform in w.
We now define the following class of pairs (R, V ) of systems of rational functions and varieties:
Definition 5.1. With notation as above, we say that the iterations of R generically escape V if, for every integer k ≥ 1, the k-th iteration of R is well-defined and the set
We expect that this property of generic escape is satisfied for a "random" pair (R, V ) consisting of a system and a variety of dimension at most m/2.
We consider now two rational function systems R, Q ∈ Q(X) m . For N ∈ N, let p be a prime such that that the iterations R (j) and Q (j) , j = 0, . . . , N − 1, can be reduced modulo p. For u, v ∈ F m p , we define
To bound the cardinality of this set, we introduce the following analogue of Definition 5.1:
m . We say that the iterations of R and Q generically escape each other if, for every k ∈ N, the k-th iterations of R and Q are well-defined and the set
is finite.
5.2.
Systems of rational functions. We present our results in a simplified form where all constants depend on subsets of the following vector of parameters
Consequently, in our results we use the notation 'O ρ ' and '≪ ρ ', meaning that the implied constants do not depend on the parameters ε and N.
We also recall the definition of T (w) given by (5.1). 
We derive from Theorem 5.3 the following bound for the number of orbit intersection for two systems of rational functions. 
Remark 5.5. Alternatively, the bounds in Theorem 5.3 and Corollary 5.4 can be formulated taking ε as a function of p. More precisely, for some constant c 0 (ρ) > 0, one can take • ε = c 0 (ρ)/ log log p for any prime p and eliminate any influence of B. Since B ≤ exp exp(c(ρ)ε −1 ), the condition p ∤ B is automatically satisfied for such ε, provided that c 0 (ρ) is large enough;
has at most log B ≤ exp(c(ρ)ε −1 ) prime divisors.
Remark 5.6. For systems with slower than generic growth of the degree and height the bounds in Theorem 5.3 and Corollary 5.4 can be improved. Some examples of such systems are given in §7.
5.3. Preparation. We need the following simple combinatorial statement.
Lemma 5.7. Let 2 ≤ M < N/2. For any sequence
Proof. We denote by I(s) the number of i = 1, . . . , M − 1 with n i+1 − n i = s. Clearly
Thus, for any integer t ≥ 1 we have
Hence, there exists r ∈ {1, . . . , t} with
We now set t = ⌊2N/(M − 1)⌋. Clearly
and
which together with (5.4) concludes the proof. ⊓ ⊔ 5.4. Proof of Theorem 5.3. Let p be a prime and n ∈ N. As at the beginning of this section, we denote by R (n) p and V p the reduction modulo p of R (n) and V , respectively. Fix an initial point w ∈ F m p and let M ∈ N be the number of values of n ∈ {0, . . . , N − 1} such that R (n)
Then take r ≤ 2N/(M − 1) as in Lemma 5.7 and let N be the set of n ∈ {0, . . . , N − 1} with
By (5.5), we have r ≪ ε −1 . Since iterations of R generically escape V , the set {z ∈ V | R (r) (z) ∈ V } is finite. This set is defined by the following 2s + 1 equations
where, as in the proof of Theorem 4.2, we write
with relative prime polynomials F i,r , G i,r ∈ Z[X], and introduce one more variable X 0 .
From now on, we denote by c i (ρ), i = 1, 2, . . ., a sequence of suitable constants depending only on the parameters in ρ. By Bézout's theorem and the degree bound of Lemmas 3.3 and 3.5 we have
Using the height bound of Lemma 3.5, we also obtain
Therefore, by Lemma 3.3, clearing the denominators, we see that the 2s + 1 polynomials in (5.8) have degree and height of size bounded by exp(c 3 (ρ)ε −1 ). Hence, by Theorem 2.1, there is a positive integer B with
Since N ≤ T (w), the points R
From (5.6), (5.7) and (5.9) we deduce that
Choosing c(ρ) = max{c 4 (ρ), c 1 (ρ) + 1}, this contradicts (5.3). Hence M ≤ εN and the result follows.
5.5. Proof of Corollary 5.4. If I u,v (R, Q; p, N) is empty, the statement is trivial. Otherwise, let n 0 ∈ N be the smallest element in this set. Then
with w = R (n 0 ) (u). Moreover,
for the 2m-dimensional system of rational functions
and the variety V defined by the polynomials
The hypothesis the orbits of R and Q generically escape each other implies that the system (R(X), Q(Y )) generically escapes the variety V . The statement then follows from Theorem 5.3. 
We consider the monomial system F = (X 
This variety is a complete intersection of degree at most d s 1 . For any point w ∈ C m we have w, F (k) (w) ∈ V (C) × V (C) if and only if w ∈ U k ∩ V , where U k is the variety defined by the polynomials
As V is of dimension m − s = s, and recalling the conditions (5.10), we see that
.1] applies and yields the finiteness of U k ∩ V . Hence, the iterations of the monomial system F generically escape the variety V , as desired.
Orbits on Varieties under the Uniform Dynamical
Mordell-Lang Conjecture 6.1. Varieties satisfying the uniform dynamical Mordell-Lang conjecture. Informally, the dynamical Mordell-Lang conjecture asserts that the intersection of an orbit of an algebraic dynamical system (in affine or projective space over a field of zero characteristic) with a given variety is a union of a finite "sporadic" set and finitely many arithmetic progressions. Among other sources, this conjecture stems from the celebrated Skolem-Mahler-Lech theorem [BL13] .
Here we consider a class of algebraic dynamical systems and varieties that satisfy the following stronger uniform condition.
Definition 6.1. Let R ∈ Q(X) m be a system of rational functions over K and V ⊂ A m Q an affine variety. The intersection of the orbits R with V is L-uniformly bounded if there is a constant L depending only on R and V such that for all initial values w ∈ Q m ,
with w n is as in (2.2).
In this section, we reconsider the problem of §5 of bounding the number of orbits of a given system of rational functions lying in a variety satisfying this uniformity condition.
The boundedness of the number of orbit elements that fall in a variety, or more specialised questions of orbit intersections (see §5.5 where this link is made explicit), has recently been an object of active study, see [BGT14, BGKT10, BGKT12, GTZ08, GTZ12, OS15, SV13] and the references therein. Although we believe that the L-uniformly boundedness condition is generically satisfied, proving it for general classes of systems appear to be difficult. 6.2. Systems of rational functions. Here we add one parameter L in the definition of ρ, so instead of (5.2) it is now given by
We also continue to use T (w) as given by (5.1). We obtain the following result which is a version of Theorem 5.3. Theorem 6.2. Let R = (R 1 , . . . , R m ) be a system of m ≥ 2 rational functions in Q(X) of degree at most d ≥ 2 and of height at most h. Let V be the affine algebraic variety defined by the polynomials P 1 , . . . , P s ∈ Z[X] of degree at most D and height at most H. We also assume that the intersection of orbits of R with V is L-uniformly bounded. There is a constant c(ρ) > 0 such that, for any real ε > 0, there exists B ∈ N with log B ≤ exp c(ρ) ε such that, if p is a prime number not dividing B, then for any integer
and any initial point w ∈ F m p with T (w) ≥ N, we have #V w (R, V ; p, N) N ≤ ε.
Remark 6.3. One can check that appropriate versions of Remarks 5.5 and 5.6 apply to Theorem 6.2 as well.
6.3. Proof of Theorem 6.2. We set
For each set L ⊆ {0, . . . , M − 1} of cardinality #L = L + 1 we consider the system of equations
Let X 0 be an additional variable, set
and let Γ j,k be the numerator of P j (R (k) ). We now study the following system of equations in m + 1 variables: for all such j, ν. This implies that p | A L with L = {t 1 , . . . , t L+1 }, and thus we obtain a contradiction.
Some remarks
Clearly, our results depend on the growth of the degree and the height of the iterates (1.1). When this growth is slower than "generic", one can expect stronger bounds. For example, this is true for the following family of systems which stems from that introduced in [OS10] , see also [GOS14, OS12] .
For i = 1, . . . , m, let (7.1) F i ∈ Z[X i , X i+1 , . . . , X m ] be a "triangular" system of polynomials F i which do not depend on the first i−1 variables and with a term of the form g i X i X s i,i+1
i+1 . . . X s i,m m such that g i ∈ Z \ {0}, deg X i F i = 1 and deg X j F i = s i,j , j = i + 1, . . . , m.
Using the same idea as in [OS10] , similarly to the bounds of §3, one can show that for the systems (7.1) the degree and the height of the kth iterate grow polynomially and thus obtain stronger versions of our main results in §4, §5 and §6.
Indeed, an inductive argument shows that for any integer k ≥ 1, the polynomials F and the same value of N. The polynomial systems of the form (7.1) have been generalised in various directions, including their rational function analogues [GOS14, HP07] . It is expected that similar improvements hold for all these systems as well.
