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Abstract—This paper considers a full-duplex (FD) mobile-edge
computation (MEC) system with non-orthogonal multiple access
(NOMA) and energy harvesting (EH), where one group of users
simultaneously offload task data to the base station (BS) via
NOMA and the BS simultaneously receive data and broadcast
energy to other group of users with FD. We aim at minimizing
the total energy consumption of the system via power control,
time scheduling and offloading data allocation. To solve this
nonconvex problem, we first transform it into an equivalent
problem with less variables. The equivalent problem is shown to
be convex in each vector with the other two vectors fixed, which
allows us to design an iterative algorithm with low complexity.
Simulation results show that the proposed algorithm achieves
better performance than the conventional methods.
Index Terms—Full-duplex, mobile-edge computation, non-
orthogonal multiple access, energy harvesting.
I. INTRODUCTION
Mobile-edge computation (MEC) has been deemed as a
promising technology for future communications due to that it
can improve the computation capacity of users in applications,
such as, augmented reality (AR) [1], [2]. With MEC, users can
offload the tasks to the MEC servers located at the edge of the
system. Since the MEC servers can be deployed near to the
users, system with MEC can provide users with low energy
consumption and low latency [3].
The basic idea of MEC is to utilize the powerful computing
facilities within the radio access system, such as the MEC
server integrated into the base station (BS). Users can benefit
from offloading the computationally intensive tasks to the
MEC server. There are two operation modes for MEC, i.e.,
partial and binary computation offloading. In partial computa-
tion offloading, the computation tasks can be divided into two
parts, where one part is locally executed and the other part is
offloaded to the MEC servers [4]–[9]. In binary computation
offloading, the computation tasks are either locally executed
or offloaded to the MEC servers [10].
In wireless systems, the system performance is always
constrained due to limited battery capacity of users. To prolong
the system lifetime, many contributions [11]–[13] investigate
energy harvesting (EH), where users can harvest energy in a
wireless way from the dedicated energy transmitter. Combin-
ing EH with MEC is a promising technique to provide sus-
tainable computation experience for users. Due to the fact that
EH generally occupies non-negligible bandwidth, full-duplex
(FD) can be applied to improve the spectral efficiency by
means of simultaneous energy transmission and computation
task offloading in the same bandwidth [14]. Integrating EH
and FD technologies into MEC, the max-min energy efficiency
optimization problem was investigated for a FD MEC system
with EH in [15].
Recently, non-orthogonal multiple access (NOMA) has been
recognized as a potentional technology for the next generation
mobile communication systems to tackle the explosive growth
of data traffic [16]–[19]. Due to superposition coding at the
transmitter and successive interference cancelation (SIC) at
the receiver, NOMA can achieve higher spectral efficiency
than conventional orthogonal multiple access (OMA), such
as time division multiple access (TDMA) and orthogonal
frequency division multiple access (OFDMA) [20]–[22]. Many
previous contributions [3], [4], [7], [15] only considered OMA.
Motivated by the benefits of NOMA over OMA, a NOMA-
based MEC system was investigated in [23], where users
simultaneously offload their computation tasks to the BS and
the BS uses SIC for information decoding. Besides, both
NOMA uplink and downlink transmissions were applied to
MEC [24], where analytical results were developed to show
that the latency and energy consumption can be reduced by
applying NOMA-based MEC offloading. However, the above
NOMA-based MEC systems [23]–[25] did not consider EH
even though EH can further prolong the lifetime of the system.
To our best knowledge, FD MEC systems with NOMA and
EH have not been investigated in the literature.
In this paper, we investigate the resource allocation in a FD
MEC system with NOMA and EH, where users simultaneously
offload computation tasks to the BS through NOMA and the
BS simultaneously broadcast energy and receive computation
tasks via FD. The main contributions of this paper are sum-
marized as follows:
1) The total energy consumption of the system is for-
mulated for a FD MEC system with NOMA and EH
via power control, time scheduling and offloading data
allocation.
2) By using the recursion method, the uplink transmission
power of each user can be presented as a function with
scheduled time, transmission power of the BS and of-
floading data. Based on this finding, the original problem
can be equivalent to a problem with less variables.
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Fig. 1. Multi-user MEC system.
3) The equivalent problem is proved to be convex in power
vector or time vector or offloading data vector with the
other two vectors fixed. Owing to this characteristic,
an iterative algorithm is accordingly proposed with low
complexity.
The rest of the paper is organized as follows. In Section
II, we introduce the system model and formulate the total
energy minimization problem. Section III provides the optimal
conditions and an iterative algorithm. Some numerical results
are shown in Section IV and conclusions are finally drawn in
Section V.
II. SYSTEM MODEL AND PROBLEM FORMULATION
A. System Model
Consider a multi-user FD MEC system with M users and
one BS that is the gateway of an edge cloud, as shown in
Fig. 1. To perform NOMA, all users are classified into N
small groups. Denote the sets of users and groups by M =
{1, · · · ,M} and N = {1, · · · , N}, respectively. The set of
users in group i is denoted by Ji = {Ji−1+1, · · · , Ji}, where
J0 = 0, JN = M , Ji =
∑i
l=1 |Jl|, and | · | is the cardinality
of a set. Obviously, we have
⋃
i∈N Ji =M.
The time slot with duration T is divided into N phases,
as shown in Fig. 2. Note that the computation latency at the
BS and downloading time of computation results are low and
negligible [9]. In the i-th phase with time ti, the users in group
i simultaneously communicate with the BS by using NOMA.
For user j, it is required to transmit Rj-bits input data within
the time slot. To save energy and meet the latency constraint,
user j offloads dj bits out of Rj bits to the BS. Besides, the BS
has fixed energy supply, while users do not have stable energy
supply and need to harvest energy from the BS. During the
whole transmission phase, the BS keeps transforming energy
to users.
Let hj denote the uplink channel gain between user j and
the BS. Without loss of generality, the uplink channels between
users in group i and the BS are sorted as hJi−1+1 ≥ · · · ≥ hJi .
ĂĂ  t1 
Group 1 Group N
≈0    
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 tN         
 Offloading/Local Computing  
Cloud Computing
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Fig. 2. Transmission period.
With NOMA and FD technologies, the uplink achievable rate
for user j ∈ Ji is
rij = B log2
(
1 +
hjpj∑Ji
l=j+1 hlpl + σ
2 + γqi
)
, (1)
where B is the bandwidth of the system, pj is the transmission
power of user j, σ2 represents the noise power, γ is the self-
interference coefficient at the BS, and qi is the broadcasting
power of the BS in the i-th phase. In equation (1), γqi repre-
sents the residual self-interference at the BS due to the finite
receiver dynamic range and imperfect channel estimation. To
successfully offload dj bits to the BS for user j, we have
rijti ≥ dj , ∀j ∈ Ji. (2)
Considering uplink transmission energy at the user side, the
energy consumption for offloading at user j ∈ Ji is
EOffij = pjti. (3)
Since only dj bits are offloaded to the BS, the remaining Rj−
dj bits are needed to be computed locally at user j. Based on
the local computing model in [9], the total energy consumption
for local computation at user j ∈ Ji is given by
ELocij = (Rj − dj)CjPj , (4)
where Cj is the number of CPU cycles required for computing
1-bit input data at user j, and Pj stands for the energy
consumption per cycle for local computing at this user.
Due to the fact that the BS broadcasts energy to users all
the time, the energy harvested by user j in group i is given
by [11], [13], [26]
EHij = ζjgj
∑
k∈N\{i}
qiti, ∀j ∈ Ji, (5)
where ζj is the energy efficiency of the EH process for user
j, and gj is the channel gain between the BS and user j.
According to the energy causality constraint in EH systems,
the harvested energy should no less than the consumed energy
for user j, i.e.,
EHij ≥ EOffij + ELocij . (6)
Denote Fj as the computation capacity of user j, which is
measured by the number of CPU cycles per second. To meet
the computation latency, we have
Cj(Rj − dj) ≤ FjT. (7)
For the BS, the total energy consumption includes both the
broadcasting and the the energy consumption for computation.
As a result, the total energy consumption of the BS is
EBS =
N∑
i=1
qiti + P0
M∑
j=1
Cjdj , (8)
where P0 is the energy consumption per cycle at the BS. The
first term in the right-hand side of (8) is the broadcasting
energy, while the second term in the right-hand side of (8)
represents the computation energy.
Based on (3), (4), (5) and (8), the total energy consumption
of the system can be given by
ETotal = EBS +
N∑
i=1
Ji∑
j=Ji−1+1
(EOffij + E
Loc
ij − EHij). (9)
For edge cloud, it is assumed that the edge cloud has finite
computation capacity, denoted as F , measured as the maxi-
mum CPU cycles allowed for computing the sum offloaded
data in each slot, i.e.,
M∑
j=1
Cjdj ≤ F, (10)
which ensures low computing time at the edge cloud.
B. Problem Formulation
Now it is ready to investigate the total energy minimization
problem. Mathematically, it is formulated as
min
p,q,t,d
ETotal (11a)
s.t. rijti ≥ dj , ∀i ∈ N , j ∈ Ji (11b)
EHij ≥ EOffij + ELocij , ∀i ∈ N , j ∈ Ji (11c)
Cj(Rj − dj) ≤ FjT, ∀i ∈ N , j ∈ Ji (11d)
M∑
j=1
Cjdj ≤ F (11e)
N∑
i=1
ti ≤ T (11f)
0 ≤ pj ≤ Pj , qi ≤ Q, ti ≥ 0, ∀i ∈ N , j ∈ Ji,
(11g)
where p = [p1, · · · , pM ]T , q = [q1, · · · , qN ]T , t = [t1, · · · ,
tN ]
T , d = [d1, · · · , dM ]T , P is the maximal transmission
power of each user and Q is the maximal transmission power
of the BS. The objective function (11a) is the total energy
consumption of the system including transmission and com-
putation energy. Constraints (11b) represent the the minimal
transmitted data constraints for uplink. The consumed energy
of each user should not exceed its harvested energy, as stated in
constraints (11c). The computation delay constraints for users
to compute tasks locally are given in (11d), while (11e) ensures
the low computing time at the BS. Constraint (11f) is the time
division constraint. The maximal transmission power limits for
the BS and users are given in (11g).
III. ALGORITHM DESIGN
Due to nonconvex objective function (11a) and nonconvex
constraints (11b)-(11c), total energy minimization problem
(11) is nonconvex. To solve this nonconvex problem, we first
obtain the optimal conditions and then accordingly propose an
iterative algorithm with low complexity.
A. Optimal Conditions
By analyzing problem (11), we have the following lemma.
Lemma 1: The optimal (p∗, q∗, t∗, d∗) of problem (11)
satisfies the following conditions
rijti = dj , ∀i ∈ N , j ∈ Ji. (12)
Lemma 1 can be proved by using the contradictory method.
Obviously, we can show that rijti = dj for the optimal
solution, as otherwise (11a) can be further improved by
decreasing pj with all constraints satisfied, contradicting that
the solution is optimal. Lemma 1 states that transmitting with
minimal number of data bits is optimal. This is intuitive since
transmitting with less resource is always energy saving.
B. Joint Power Control, Time Scheduling and Offloading Data
Allocation
To solve nonconvex problem (11), we first have the follow-
ing theorem.
Theorem 1: Problem (11) is equivalent to the following
problem:
min
q,t,d
N∑
i=1
qiti+P0
M∑
j=1
Cjdj+
N∑
i=1
Ji∑
j=Ji−1+1
tifij(ti, qi, d)
+
N∑
i=1
Ji∑
j=Ji−1+1
(Rj − dj)CjPj − ζjgj ∑
k∈N\{i}
qiti

(13a)
s.t. ζjgj
∑
k∈N\{i}
qiti ≥ tifij(ti, qi, d) + (Rj − dj)CjPj ,
∀i ∈ N , j ∈ Ji (13b)
Cj(Rj − dj) ≤ FjT, ∀i ∈ N , j ∈ Ji (13c)
M∑
j=1
Cjdj ≤ F (13d)
N∑
i=1
ti ≤ T (13e)
fij(ti, qi, d) ≤ Pj , ∀i ∈ N , j ∈ Ji, (13f)
qi ≤ Q, ti ≥ 0, ∀i ∈ N , (13g)
where
fij(ti, qi, d) ,
(σ2 + γqi)
hj
(
2
dj
Bti − 1
)
+
Ji∑
l=j+1
(σ2 + γqi)
hj
(
2
dl
Bti −1
)(
2
dj
Bti −1
)
2
∑l−1
s=j+1
ds
Bti . (14)
Proof: Please refer to Appendix A. 
In (14), fij(ti, qi, d) is the transmission power of user j in
group i, which is shown to be a function of scheduled time,
transmission power of the BS and offloading data. According
to Theorem 1, problem (11) can be simplified by solving
an equivalent problem (13) with less variables. By analysing
problem (13), we can obtain the following theorem.
Theorem 2: Problem (13) is convex in each variable with
the other two variables fixed, i.e., problem (13) is convex in
q with fixed (t,d), t with fixed (q,d), and d with fixed (q, t).
Proof: Please refer to Appendix B. 
Based on theorem 1, we can easily optimize each vari-
able with the other two variables fixed through solving a
correspondingly convex problem, which can be solved by
using the popular interior method [27, Page 561]. Owing to
this characteristic, we can propose an iterative algorithm to
effectively solve problem (13) in Algorithm 1, i.e., iterative
power control, time scheduling and offloading data allocation
algorithm.
Algorithm 1: Iterative Algorithm
1: Set the initial solution (q(0), t(0), d(0)), and iteration num-
ber n = 1.
2: repeat
3: With fixed (t(n−1), d(n−1)), obtain the optimal q(n) of
convex problem (13).
4: With fixed (q(n), d(n−1)), obtain the optimal t(n) of
convex problem (13).
5: With fixed (q(n), t(n)), obtain the optimal d(n) of con-
vex problem (13).
6: Set n = n+ 1.
7: until the objective function (13a) converges.
According to Algorithm 1, the complexity of the proposed
algorithm lies in solving three convex problems. Since the
dimension of variable q is N , the complexity of solving
problem (13) with fixed (t,d) by using the standard interior
point method [27, Pages 487, 569] is O(N3). With the same
analysis, the complexities of solving t and d are O(N3) and
O(M3), respectively. Since the number of groups is less than
the number of users, i.e., N < M , the total complexity for
solving problem (13) is O(LM3), where L denotes the total
number of iterations of Algorithm 1.
IV. NUMERICAL RESULTS
The MEC system consists of M = 20 users uniformly
located at the circle with the BS as the center and radius 10
m. The path loss model is 128.1 + 37.6 log10 d (d is in km)
and the standard deviation of shadow fading is 4 dB [28]. In
addition, the bandwidth of the system is B = 10 MHz, and
the noise power is σ2 = −104 dBm. For MEC parameters,
the data size and the required number of CPU cycles per
bit are set to follow equal distributions with Rj ∈ [100, 500]
Kbits and Cj ∈ [500, 1500] cycles/bit. The CPU computation
of each user is set as the same Fj = 1 GHz and the local
computation energy per cycle for each user or the BS is also
set as equal Pj = 10−10 J/cycle for all j ∈ M and j = 0.
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Fig. 3. Impact of user pairing on the total energy consumption of the proposed
algorithm.
The self-interference coefficient at the BS is γ = 10−5 and the
energy efficiency of the EH process for each user is ζj = 0.8.
Besides, the maximal transmission power of each user and
the BS are respectively set as P = 30 dBm and Q = 47
dBm. Unless specified otherwise, the system parameters are
set as time solt duration T = 0.1 s, and the edge computation
capacity F = 6× 109 cycles per slot.
Due to decoding complexity and error propagation, it is
recommended that each resource is multiplexed by small
number of users [29]. In simulations, we consider that each
group has two users. We study the influence of user pairing by
considering three different user-pairing methods. For strong-
weak (SW) pair selection, the user with the strongest channel
condition is paired with the user with the weakest, and the user
with the second strongest is paired with one with the second
weakest, and so on. For strong-middle (SM) pair selection,
the user with the strongest channel condition is paired with
the user with the middle strongest user, and so on. For strong-
strong (SS) pair selection, the user with the strongest channel
condition is paired with the one with the second strongest,
and so on. In Fig. 3, we show the total energy consumption
of the proposed algorithm with respect to time slot duration.
It is observed that SM outperforms the other two methods
in terms of total energy consumption. This is due to the fact
that two users in any group of the SM scheme have relative
large channel gain difference. Due to the superiority of SM,
the following simulations are based on SM pair selection.
Fig. 4 illustrates the convergence behaviours for the pro-
posed algorithm under different cloud computation capacities.
It can be seen that the proposed algorithm converges rapidly,
and only three times are sufficient to converge, which shows
the effectiveness of the proposed algorithm.
We compare the total energy consumption performance of
the proposed algorithm (labelled as ‘Proposed NOMA FD’)
with the algorithm for a half-duplex (HD) MEC system with
NOMA [23] (labelled as ‘NOMA HD’), and the algorithm for
a FD MEC system with OMA [15] (labelled as ‘OMA FD’).
The total energy consumption versus time slot duration is
depicted in Fig. 5. From this figure, we find that the total
energy consumption decreases with time slot duration. It can
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Fig. 4. Convergence behaviour of the proposed algorithm under different
cloud computation capacities.
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Fig. 5. Total energy consumption versus time solt duration.
be shown that the proposed algorithm yields best performance
among all algorithms. Since FD enables simultaneously energy
transfer and data reception, the proposed algorithm yields
lower energy consumption than NOMA HD. Compared with
OMA FD, NOMA reduces the total energy consumption of all
users at the cost of adding computing complexity at the BS
due to SIC.
In Fig. 6, we show the total energy consumption versus
cloud computation capacity. It is observed that the total energy
consumption decreases with cloud computation capacity since
higher cloud computation capacity allows users to offload
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Fig. 6. Total energy consumption versus cloud computation capacity.
more data to the BS, resulting lower energy consumption at
users. The proposed algorithm achieves the best performance
according to this figure, which shows the effectiveness of the
proposed algorithm. Besides, the total energy consumption
keeps stable when the cloud computation capacity exceeds a
threshold which coincides with previous findings in [9].
V. CONCLUSION
In this paper, we have studied the total energy minimization
problem for a FD MEC system with NOMA and EH. The
original nonconvex problem is first equivalent to a problem
with less variables. Then, an iterative algorithm is accordingly
proposed with low complexity. Numerical results show that
the proposed algorithm achieves better performance than con-
ventional schemes in terms of energy consumption.
APPENDIX A
PROOF OF THEOREM 1
According to Lemma 1 and equation (1), setting offloading
constraints (11b) with equality yields
2
dj
Bti
Ji∑
l=j+1
hlpl + (σ
2 + γqi)
(
2
dj
Bti − 1
)
=
Ji∑
l=j
hlpl, (A.1)
for j = Ji−1+1, · · · , Ji. To solve equations (A.1), we define
uj =
Ji∑
l=j
hlpl, ∀j ∈ Ji, (A.2)
which is expressed as the summation of transmission power
multiplied by channel gain from user j in group i to the last
user Ji in group i. Based on (A.1) and (A.2), we can obtain
uj = 2
dj
Bti uj+1+(σ
2+γqi)
(
2
dj
Bti − 1
)
, ∀j ∈ Ji. (A.3)
Due to the fact that
∑Ji
l=Ji+1
hlpl = 0, we have
uJi+1 = 0. (A.4)
Based on (A.4), we solve (A.3) by using the recursion method
and obtain
uj = (σ
2+γqi)
Ji∑
l=j
(
2
dl
Bti − 1
)
2
∑l−1
s=j
ds
Bti , ∀j ∈ Ji, (A.5)
where we define 2
∑j−1
s=j
ds
Bti = 20.
From (A.2) and (A.4), we can obtain the transmission power
of user j as
pj =
uj − uj+1
hj
=
Ji∑
l=j
(σ2 + γqi)
hj
(
2
dl
Bti − 1
)
2
∑l−1
s=j
ds
Bti
−
Ji∑
l=j+1
(σ2 + γqi)
hj
(
2
dl
Bti − 1
)
2
∑l−1
s=j+1
ds
Bti
= fij(ti, qi, d). (A.6)
Substituting (A.6) into problem (11) yields the equivalent
problem (13).
APPENDIX B
PROOF OF THEOREM 2
We first prove that problem (13) is convex in q with fixed
(t,d). According to (14), fij(ti, qi, d) is a linear function of
qi with fixed (t,d). Because the objective function and all
constraints of problem (13) are linear with fixed (t,d), problem
(13) is a linear problem (also convex problem) with fixed
(t,d).
We then prove that problem (13) is convex in t with fixed
(q,d). To show this, we define a function
u(x) = (eax − 1)(ebx − 1)ecx, ∀x ≥ 0. (B.1)
Then, the second-order derivative follows
u′′(x) = (a2 + 2ac)(ebx − 1)e(a+c)x
+2abe(a+b+c)x
+(b2 + 2bc)(aax − 1)e(b+c)x
+c2(eax − 1)(ebx − 1)ecx ≥ 0, (B.2)
which shows that u(x) is a convex function in x. According
to [27, Page 89], the perspective of u(x) is the function
v(x, t) defined by v(x, t) = tu(x/t), dom v = {(x, t)|x/t ∈
dom u, t > 0}. If u(x) is a convex function, then so is its
perspective function v(x, t) [27, Page 89]. Since v(x, t) =
tu(x/t) is convex in (x, t), v(1, t) is also convex in x. As
a result, tifij(ti, qi, d) is convex in ti. Due to the fact that
fij(ti, qi, d) is a decreasing function of ti, fij(ti, qi, d) ≤ Pi
can be equivalent to a linear equation ti ≥ tmini , where
fij(t
min
i , qi, d) = Pi. Because the objection function and all
the constraints of problem (13) are convex, problem (13) is
convex in t with fixed (q,d).
Finally, we show that problem (13) is convex in d with fixed
(q, t). From (14), fij(ti, qi, d) is convex in di. Based on this
finding, we can prove that problem (13) is convex in d with
fixed (q, t).
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