Studies of low-energy effective actions in supersymmetric field theories by Tyler, Simon James
Studies of low-energy effective actions in
supersymmetric field theories
Simon James Tyler
January 2013
This thesis is presented for the degree of
Doctor of Philosophy
of The University of Western Australia
School of Physics.
ar
X
iv
:1
40
1.
48
14
v1
  [
he
p-
th]
  2
0 J
an
 20
14
Supervisor: Winthrop Professor Sergei M. Kuzenko
Co-supervisor: Winthrop Professor Ian N. McArthur
iAbstract
This thesis examines low-energy effective actions of supersym-
metric quantum field theories. These effective actions contain infor-
mation about the low-energy field content and dynamics of quantum
field theories and are essential for understanding their phenomeno-
logical and theoretical properties.
In chapters 2 to 5, the covariant background field method is used
to investigate quantum corrections to sectors of the low-energy effec-
tive actions for a variety of supersymmetric field theories at one- and
two-loops. We start by looking at the background field quantisation
of a general N = 1 super-Yang-Mills theory and rederiving the well
known one-loop finiteness conditions. This is followed by a reex-
amination of the effective potential of the simplest supersymmetric
quantum field theory, the Wess-Zumino model. Next, the two-loop
Euler-Heisenberg effective action is constructed for N = 1 super-
symmetric quantum electrodynamics. This is a natural object to
study in the progression of such two-loop Euler-Heisenberg calcula-
tions and is only the second such result using superfields. The theory
is renormalised and the self-dual limit of the renormalised effective
action is given explicitly in terms of digamma functions. The final
quantum effective action studied is the two-loop Ka¨hler potential for
β-deformed N = 4 super-Yang-Mills theory. This sector of the effec-
tive action is purely a product of the deformation and its finiteness
is demonstrated in a general background before specialising to give
explicit results for two special cases.
Chapter 6 studies spontaneously broken supersymmetry and, in
particular, the pure Goldstino action. This is a universal sector
of the low-energy effective action of any theory with spontaneously
broken supersymmetry. A very general approach to constructing
explicit field redefinitions is used to relate all known models of the
Goldstino and to study both their nonlinear supersymmetries and
their previously unnoticed trivial symmetries. This approach is also
used to construct the most general pure Goldstino action and to
examine its nonlinear supersymmetry transformations. Finally, a
new embedding of the Goldstino into a complex linear superfield is
presented. Its interactions to matter and gravity are examined and
compared to existing Goldstino superfield constructions.
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1 Introduction
Throughout the 20th century, symmetry groups and their representations
have played an ever increasing roˆle in physics.1 This started with the use of
the Poincare´ group in special relativity,2 then continued with group repre-
sentations underlying much of the structure of the spectra calculated with
quantum mechanics. The unification of relativity and quantum mechanics
gave birth to quantum field theory (QFT) and the use of QFT in parti-
cle physics culminated in the 1970s with the establishment of the standard
model of particle physics.
The standard model describes all directly observed matter and inter-
actions apart from gravity and at its heart is the gauge group SU(3) ×
SU(2)×U(1) which fixes the structure of the fundamental forces. The stan-
dard model has been so successful at describing observable particle physics
that, 40 years later, no significant deviations from it have been recorded.
At CERN in Geneva, the Large Hadron Collider (LHC), the world’s largest
and most powerful particle accelerator, is being slowly brought up to full en-
ergy. Its primary goal is the observation of the last unobserved fundamental
particle needed in the standard model, the Higgs particle. Recently, the two
main experiments on the LHC announced the observation of a Higgs-like
particle [7, 8], although futher observations are needed to understand its
properties in detail.
There are reasons to expect that the standard model can not be a
complete theory of particle physics and the LHC experiments also hope
to observe other signals or particles that reveal the so called “beyond the
standard model physics”.3 Most “beyond the standard model” models build
upon a framework that somehow increases the amount of fundamental sym-
metry in the theory. They either increase the existing types of symmetry,
1For a comprehensive review of the history, see [6].
2In the past, this group was often referred to as the inhomogeneous Lorentz group.
3For some quick reviews in increasing order of required knowledge, see [9–11].
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such as flavour symmetry, gauge symmetry or the spacetime symmetry and
dimension. Supersymmetry is a popular framework for quantum field the-
ories that adds a completely new type of symmetry that relates fermionic
(matter-like) and bosonic (force-like) particles. Supersymmetric quantum
field theory is the central focus of this thesis.
1.1 Supersymmetry
Supersymmetry in four dimensions was independently discovered three times
in the early 1970s [12], [13, 14], [15, 16] and each time with different moti-
vations. Gol’fand and Likhtman wanted to examine the field theory conse-
quences of their novel extension of the Poincare´ algebra [17]. Their stated
aim in [12] was to try to understand why only a subset of all possible in-
teractions occur in nature. Volkov and Alkulov [13, 14] tried to explain
the then apparent masslessness of neutrinos as a consequence of them be-
ing Goldstone particles for a spontaneously broken fermionic symmetry –
supersymmetry. Finally, Wess and Zumino [15, 16] knew of world-sheet
(two-dimensional) supersymmetry [18–20] that had recently been discov-
ered in string theory and looked for a realisation of it in four dimensional
field theory. It was at this point that supersymmetry became a very active
field research. For more details of the history of supersymmetry see, e.g.,
[17, 21–25].
Currently, there is no firm evidence for supersymmetry as a fundamen-
tal symmetry of nature. However, supersymmetry has many aspects that
are attractive to both phenomenological and theoretical quantum field the-
orists.4 On the phenomenological side, supersymmetry is the most popu-
lar ingredient in “beyond the standard model” candidates, providing pos-
sible solutions to the hierarchy problem, dark matter, gauge unification,
etc. . . For more details, see, e.g., [29–31]. On the theory side, there are
numerous reasons to study supersymmetric theories.
• Supersymmetry is one of the few ways to successfully unify internal
symmetries with Poincare´ symmetry, something that is highly con-
strained due to the Coleman-Mandula theorem [32–34].
4Supersymmetry also occurs in many quantum mechanical systems. It gives a basis
and language for the “factorisation method” used by Schro¨dinger [26] to solve the quan-
tum harmonic oscillator and Coulomb problems and later generalised by Infeld and Hull
[27] to classify the solvable 1D potentials. Supersymmetry also arises as an approximate
symmetry in some condensed matter and nuclear physics systems. See [28] for more
examples and references.
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• The gauge field needed to make the supersymmetry transformations
local is the gravitino and its superpartner the graviton, so, local su-
persymmetry implies a supersymmetric version of gravity, known as
supergravity. This was realised early in the history of supersymmetry
[24, 35].
• Due to the matching of bosonic and fermionic degrees of freedom
and the constrained couplings, supersymmetric quantum field theories
have better ultraviolet (UV) behaviour than their non-supersymmetric
counterparts. In fact, there are various non-renormalisation theorems
that prove that some sectors of supersymmetric theories are com-
pletely free from quantum corrections, see, e.g., [36, 37].
• As the amount of supersymmetry increases, the theory becomes better
behaved until you reach maximally supersymmetric (N = 4) super-
Yang-Mills theory, which was the first known UV finite, four dimen-
sional quantum field theory [38–41]. In maximally supersymmetric
(N = 8) supergravity, there is some evidence that it is UV finite and
it is currently an active area of research, e.g., [42–44].
• The high amount of symmetry also allows the calculation of many
exact results, such as the Seiberg-Witten potential for N = 2 gauge
theories [45, 46], the Dijkgraaf-Vafa effective glueball superpotential
[47–50], the Novikov-Shifman-Vainshtein-Zakharov exact beta func-
tion [51–53], and so on. The NSVZ exact beta function was key to
the original construction [54] of the marginal deformations of N = 1
superconformal theories, including the β-deformed theory studied in
chapter 5.
• Supersymmetric gauge theories provide a concrete example of the
strong-weak duality that generalises the classical electromagnetic du-
ality [55, 56]. These types of dualities and their string theory ana-
logues have become a powerful tool in studying strongly coupled sys-
tems.
• Just as the target space of a (nonsupersymmetric) nonlinear sigma
model (NLSM) is a Riemannian manifold, the target space of a N = 1
NLSM is a Ka¨hler manifolds and the target space of a N = 2 NLSM
is hyper-Ka¨hler. The target spaces of N = 1 and N = 2 NLSMs
coupled to supergravity are Hodge-Ka¨hler and quaternionic-Ka¨hler
manifolds respectively. This link between supersymmetric field theory
and geometry has been a powerful tool in both understanding the
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structure of the field theories and in new geometric constructions.
See, e.g., the reviews [57, 58].
• Finally, supersymmetry is intimately connected with string theory,
which is a very large area of research that is tied to the hope of find-
ing a successful theory of quantum gravity. Not only was world-sheet
supersymmetry discovered at the same time as four-dimensional su-
persymmetry [18–20], but the AdS/CFT correspondence (an example
of a gravity/gauge duality) links superstring theory in special back-
grounds to superconformal Yang-Mills theories (see [59] and references
therein). It was the existence of such a AdS/CFT correspondence that
fuelled the interest in the β-deformed theory studied in chapter 5.
1.2 Effective actions
In quantum field theories, all information about the dynamics of the quan-
tised fields is encoded in the effective action. The effective action is often
calculated perturbatively using Feynman diagrams, which can be organ-
ised by their number of loops. Each loop gives a factor of ~, so the loop
expansion can be thought of as an asymptotic series in quantum correc-
tions. In calculating quantum corrections to scattering amplitudes, the
effective action is also expanded in the number of external fields, which,
diagrammatically, is just number of external lines on the Feynman graphs.
However, to understand the low-energy dynamics and vacuum structure of
phenomenologically interesting theories and to test many of the exact re-
sults and conjectures mentioned above, the low-energy effective action is
the relevant object. The low-energy effective action sums over diagrams
containing all number of external lines, but assumes that they carry a small
amount of momentum so that the derivative expansion (an expansion in the
number of derivatives acting on the external fields) becomes viable. As the
number of loops increases, this calculation becomes prohibitively difficult
using diagrammatic methods and the powerful, covariant background field
method becomes the calculational tool of choice.
The general low-energy effective action for a N = 1 super-Yang-Mills
theory contains the following structures (where the notation follows that of
[60] and will be described later)∫
d8z
(
K(Φ¯,Φ) + F (Φ, Φ¯, D2Φ, D¯2Φ¯)
)
+
(∫
d6z W (Φ) + c.c.
)
+
(∫
d6z fIJ(Φ)WIαWJα + c.c.
)
+
∫
d8zW2W¯2Λ
(
D2W2, D¯2W¯2
)
.
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These are, in order, the Ka¨hler potential, the auxiliary potential, the super-
potential, the effective gauge kinetic term and the Euler-Heisenberg-type
effective action. Chapters 2 to 5 are mainly concerned with examining the
above sectors of the effective action.
Since supersymmetry is not manifest at everyday energies, or even cur-
rent particle accelerator energies, if it is a fundamental symmetry of nature
then it must be spontaneously broken. Following the general theory of spon-
taneously broken global symmetries [61–64] there must be a spin-half field
associated with the broken supersymmetry generators. This field is now
known as the Goldstino. The pure Goldstino action is a universal sector of
the low-energy effective action of theories with broken supersymmetry and,
up to a field redefinition, it is unique. Central to the calculations in section
6.2 is the general form of the pure Goldstino action,
SGoldstino ∼
∫
d4x
4∑
n=0
κ2n−2λnλ¯n∂n , (6.2.28)
where κ is a coupling constant of dimension (length)2. There are many dif-
ferent superfield embeddings and geometric constructions that form natural
choices for describing the Goldstino. The primary aim of chapter 6 is to
explicitly find the relationship between them.
1.3 Supersymmetry algebra
In this thesis, a basic knowledge of supersymmetry and superspace is as-
sumed, such as that found in the introductory textbooks [60, 65–67]. For
later reference we need the N = 1 supersymmetry algebra5 written using
two-component Weyl spinors (van der Waerden’s notation)
{Qα, Qβ} =
{
Q¯α˙, Q¯β˙
}
= 0 ,
{
Qα, Q¯α˙
}
= 2Pαα˙ = 2σ
a
αα˙Pa ,
[Qα, Pb] =
[
Q¯α˙, Pb
]
= 0 .
(1.3.1)
This is combined with the Lorentz algebra, under which the supercharges
Qα, Q¯α˙ transform in the spinor representation and the momentum Pa trans-
forms in the vector representation. We will also need the algebra of super-
space covariant derivatives
{Dα, Dβ} =
{
D¯α˙, D¯β˙
}
= 0 ,
{
Dα, D¯α˙
}
= −2Pαα˙ = −2σaαα˙Pa ,
[Dα, Pb] = {Dα, Qβ} =
{
Dα, Q¯β˙
}
= 0 and c.c.
(1.3.2)
5Throughout this thesis we will follow the conventions and notation of the book by
I. Buchbinder and S. Kuzenko, [60].
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1.4 Structure
The structure of this thesis is as follows:
In chapter 2 we perform the background field quantisation of a general
N = 1 super-Yang-Mills theory. This helps set up the notation for the rest
of the thesis and the quantisation underlies the following three chapters.
For the general theory, we derive the propagators and low-energy one-loop
effective action in the ’t Hooft gauge and examine the conditions for one-
loop finiteness.
In chapter 3 we review the calculations of [68–70], which pertain to the
simplest four dimensional supersymmetric theory, the Wess-Zumino (WZ)
model [15]. In this unpublished work, we include the one- and two-loop
Ka¨hler potential calculations, and calculate the full auxiliary potential,
which was previously only known to the leading order.
In chapter 4 we present the two-loop Euler-Heisenberg effective action
for N = 1 supersymmetric quantum electrodynamics, as published in [1].
This calculation was the second supersymmetric two-loop Euler-Heisenberg
effective action known and was a good test of both the background field
method as presented in [71] and the functional structures that occur in self-
dual backgrounds [72]. We also present the (previously unpublished) results
for the one-loop Ka¨hler potential in a general, two parameter Rξ-gauge.
Chapter 5 contains the calculation of the 2-loop Ka¨hler potential for
β-deformed N = 4 SYM. This calculation was published in [2] and is a
continuation of the work in [73, 74]. As the undeformed N = 4 SYM
theory has no corrections to the Ka¨hler potential, the primary purpose of
this chapter is to examine the properties of the low-energy effective-action
that are interesting consequences of the β-deformation.
Chapter 6 concentrates on nonlinearly realised (broken) supersymmetry
and the Goldstino action. This is a universal sector of low-energy effective
actions in theories with broken supersymmetry. In this chapter we are only
concerned with the general form of the Goldstino actions and not concerned
about deriving them from some more complete model. The chapter starts
with a quick review of supersymmetry breaking and the supersymmetric
sigma-model. Then section 6.2, which is based on the papers [3, 4], shows
the equivalence of all of the Goldstino actions found in the literature by con-
structing explicit field redefinitions that map them to the Akulov-Volkov
action. Section 6.3, based on [5], constructs and investigates a new embed-
ding of the Goldstino in a constrained modified complex linear superfield. It
is shown how it relates to all of the previously known constrained superfield
realisations of the Goldstino. This section expands upon the discussion in
[5] by explicitly providing the previously unpublished component reduction
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of the new Goldstino coupled to an arbitrary matter sector.
There are five appendices. Appendix A investigates the heat kernels
used in the first few chapters. It contains a derivation for the heat kernels
that occur in N = 1 super-Yang-Mills theories in a covariantly constant
background and a derivation of the heat kernel for the Wess-Zumino model
in the effective potential limit. Appendix B reproduces the component cal-
culations for the one-loop effective potential of the Wess-Zumino model.
Appendix C details the mathematics and some computer code used in find-
ing the closed form for the two-loop, self-dual integrals of section 4.5. Ap-
pendix D examines the two-loop integrals needed for the Ka¨hler potential
calculations of this thesis. It provides a new perspective on the differential
equations that the two-loop “fish” Feynman diagram satisfies and contains
the compact closed form first presented in [2]. Finally, appendix E contains
results necessary for the investigation of the Goldstino actions of chapter
6. It includes a general basis for all Goldstino actions and the composition
rules for the general field redefinition used in section 6.2.

2 Quantisation of a general N = 1
super-Yang-Mills theory
In this chapter we examine the background field quantisation of a general
N = 1 super-Yang-Mills (SYM) theory. We discuss the choice of back-
ground fields, gauge fixing conditions and how they effect what we can
reasonably calculate. The subsequent three chapters examine loop correc-
tions to particular supersymmetric theories and will draw heavily on the
scaffolding provided in this chapter. It is for this reason that we keep our
discussion as general as possible for as long as possible. This chapter does
not contain any original results, but hopefully presents the quantisation
and one-loop low-energy effective action of N = 1 SYM in an original and
useful manner.
The plan for this chapter is as follows. In the first section we write
down the most general renormalisable N = 1 super-Yang-Mills theory that
can be constructed from chiral superfields and gauge superfields. We then
split the fields into background and quantum parts and examine gauge
transformations of these superfields. In the third section we gauge fix the
gauge symmetry of the quantum fields and write down the quadratic and
interaction terms of the resultant action. From the quadratic terms we
calculate the Hessian of the action which is inverted in the fourth section
to give the propagators for the theory. Explicit, heat kernel, calculations of
the propagators in a covariantly constant background are given in appendix
A. In the last section, we calculate the one-loop Ka¨hler potential and the
F 4 corrections to the general theory and reproduce the well known one-loop
finiteness conditions, c.f., [66].
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2.1 Classical theory
Within the N = 1 superspace approach, introduce the gauge covariant
derivatives DA = (Da,Dα, D¯α˙) for the simple (or U(1)) compact gauge
group1 G
DA = DA + iΓA , ΓA = ΓµATµ , (Tµ)† = Tµ , (2.1.1)
where the Tµ are the generators of some representation R of the gauge group
G. In general they satisfy the algebra
[DA,DB} = TABCDC + iFAB , (2.1.2)
where F is the field strength and the torsion comes from the algebra of flat
covariant derivatives (1.3.2)
[DA, DB} = T CAB DC , T cαβ˙ = T cβ˙α = −2iσcαβ˙ , (2.1.3)
and all other index combinations for the torsion are zero, see [60] for more
details.
In order to reduce the number of independent components in the con-
nection ΓA to that of a vector multiplet, covariant constraints are applied
to the field strengths. This was first done in [75, 76] and generalised to
N -extended theories in [77, 78]. For N = 1 SYM, the constraints are the
representation preserving constraints, Fαβ = Fα˙β˙ = 0, and the conventional
constraint, Fαβ˙ = 0. These constraints break (2.1.2) into the algebra
{Dα,Dβ} = {D¯α˙, D¯β˙} = 0 , {Dα, D¯α˙} = −2iDαα˙ = −2iσaαα˙Da , (2.1.4a)
[Dα,Dββ˙] = 2iεαβW¯β˙ , [D¯α˙,Dββ˙] = 2iεα˙β˙Wβ , (2.1.4b)
[Dαα˙,Dββ˙] = −εαβD¯(α˙W¯β˙) − εα˙β˙D(αWβ) = iFαα˙,ββ˙ . (2.1.4c)
The constraints are equivalent to the first line of the above algebra and are
consistent with the Bianchi identities
D¯α˙Wα = DαW¯α˙ = 0 , DαWα = D¯α˙W¯ α˙ . (2.1.5)
1The extension to reductive Lie groups (the direct product of simple and U(1) com-
ponents) is straightforward. The prime difference is that the normalised trace (2.1.8)
becomes the sum of normalised traces for each component of the group
tr(
1
g2
TµTν) =
∑
Ri∈R
1
g2i
T (Ri)
−1trRi(T
Ri
µ T
Ri
ν ) .
where the coupling constant can differ for each component of the group. Our group
theory conventions and results are given as needed later in the thesis.
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So we see that for N = 1 SYM, all components of the super field strength
can be derived from the spinor field strength
Wα = − 1
4i
[D¯α˙,Dα˙α] = −1
8
[D¯α˙, {D¯α˙,Dα}] , (2.1.6)
and its complex conjugate.
Now we can construct the classical, pure N = 1 SYM action
S[W ] =
1
2g2
∫
d6z trWαWα + 1
2g2
∫
d6z¯ trW¯α˙W¯ α˙ , (2.1.7)
where the trace is the normalised trace over any faithful representation R
tr(TµTν) = T (R)
−1trR(T (R)µ T
(R)
ν ) = T (R)
−1g(R)µν . (2.1.8)
The Dynkin index T (R) is defined by choosing the basis {T (R)µ } to be orthog-
onal so that g
(R)
µν = T (R)δµν . We keep the general metric and the distinction
between covariant and contravariant indices since, in the low-energy back-
ground field calculations below, the natural basis is the Cartan-Weyl basis
which is not orthogonal.
The pure SYM action decomposes into four terms∫
d6z trW2 = 1
2
∫
d4x tr
(1
2
(DW)2 + 4iWαDαα˙W¯ α˙ −FabFab − iFabF˜ab
)∣∣∣
θ=0
,
which correspond respectively to the (non-dynamical) term for the auxiliary
field, the kinetic term for the gaugino, the (N = 0) Yang-Mills kinetic
term and the Pontryagin index, which is a topological surface term. This
decomposition combined with the Bianchi identity (2.1.5) and integration
by parts gives a quick demonstration that∫
d6z trW2 =
∫
d6z¯ trW¯2 + surface terms .
We introduce a multiplet of covariantly chiral (antichiral) matter super-
fields Φ (Φ†), that obey the constraints
D¯α˙Φ = DαΦ† = 0 , (2.1.9)
and transform in some representation of the gauge group (Φ† transforms in
the conjugate representation)
Φ′ = eiKΦ , (Φ†)′ = Φ†e−iK , (2.1.10)
D′A = eiKDAe−iK , K = KµTµ = K† . (2.1.11)
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The most general renormalisable SYM action is then
Sclass =
1
g2
∫
d6z trWαWα +
∫
d8zΦ†Φ +
(∫
d6z P (Φ) + c.c.
)
, (2.1.12)
where the (chiral) superpotential P (Φ) is
P (Φ) =
1
2
mijΦ
iΦj +
1
6
λijkΦ
iΦjΦk . (2.1.13)
The mass m and coupling constants λ are invariant tensors of the gauge
group.
2.2 Background-field splitting
We split the fields in the background-vector, quantum-chiral representation
[36]
Φ→ Φ = Φ + ϕ , Φ† → Φ†egv = (Φ† + ϕ†)egv ,
D¯α˙ → D¯α˙ , Dα → e−gvDαegv ,
(2.2.14)
where the lowercase letters correspond to the quantum fields. We note that
the above splitting implies that the field strength splits as
Wα →Wα =Wα − g
8
D¯2 1− exp(−Lgv)
Lgv
Dαv , (2.2.15)
where
Lxy = [x, y] and
1− exp(−Lx)
Lx
=
∞∑
n=0
1
(n+ 1)!
(−Lx)n . (2.2.16)
The background-quantum split leads to an extra gauge invariance
K :
{
Φ→ eiKΦ , Φ† → Φ†e−iK , DA → eiKDAe−iK
v → eiKve−iK , Wα → eiKWαe−iK , K† = K
(2.2.17a)
Λ :
{
Φ→ eiΛΦ , Φ† → Φ†e−iΛ† , DA → DA
egv → eiΛ†egve−iΛ , Wα → eiΛWαe−iΛ , D¯α˙Λ = 0 .
(2.2.17b)
The relation and geometric origins of the two gauge parameters K and Λ is
explained, e.g., in section 3.6 of [60]. It is straightforward to check that all
of the terms in the background-quantum split action,
Ssplit =
1
g2
∫
d6z trWαWα+
∫
d8zΦ†egvΦ+
{∫
d6z P (Φ)+c.c.
}
, (2.2.18)
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are invariant under both sets transformations. We note that the gauge
invariance of the tensors m and λ means that the egv term drops out of the
antichiral integral (in the ‘c.c.’ term).
In the gauge transformations (2.2.17), there is still freedom on how to
split the transformations between Φ and ϕ in the Φ terms. This is fixed by
requiring that the Λ transformations only effect the quantum fields,
Background : Φ→ eiKΦ , DA → eiKDAe−iK , (2.2.19a)
Quantum : ϕ→ eiΛ(Φ + ϕ)− Φ , egv → eiΛ†egve−iΛ , (2.2.19b)
where we ignored the quantum fields in the background gauge transforma-
tions, since they are integrated out of the effective action. It is the gauge
invariance under the quantum gauge transformations (2.2.19b) that needs
to be gauge fixed in order to quantise the theory.
2.3 Constructing the perturbation theory
To construct the perturbation theory, we need to split the action (2.2.18)
into terms that are independent, linear, quadratic and higher order in the
quantum fields
Ssplit = S
(0) + S(1) + S(2) + S(int) , S(int) =
∑
n≥3
S(n) . (2.3.20)
Since all of the splittings are of the form Ψ→ Ψ+O(quantum), the terms of
zeroth order in the quantum fields are exactly the classical action (2.1.12).
The linear terms can not contribute to the one-particle irreducible (1PI)
diagrams that sum to the effective action, so we will ignore them. The
terms quadratic in quantum fields that come from the matter action are
S
(2)
mat =
∫
d8z
(
ϕ†ϕ+ g(ϕ†vΦ + Φ†vϕ) +
g2
2
Φ†v2Φ
)
+
{
1
2
∫
d6z (mij + λijkΦ
k)ϕiϕj + c.c.
}
,
(2.3.21)
and the interaction terms are
S
(int)
mat =
∫
d8z
(
ϕ†(egv − 1)ϕ+ (ϕ†(egv − 1− gv)Φ + c.c. ) (2.3.22)
+ Φ†(egv − 1− gv − 1
2
g2v2)Φ
)
+
{
1
6
∫
d6z λijkϕ
iϕjϕk + c.c.
}
.
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The second term in S
(2)
mat mixes the matter and gauge quantum superfields.
As discussed below, this mixing can be removed by choosing a supersym-
metric Rξ gauge or by a change of variables in the path integral. The term
in S
(2)
mat that’s quadratic in v can be written as a mass term for the vector
multiplet:
g2
2
∫
d8zΦ†v2Φ =
1
2
∫
d8z vij(M
2)jkv
k
i =
1
2
∫
d8z vµM2(µν)v
ν , (2.3.23)
where
(M2)i j = g
2ΦiΦ¯j , M
2
µν = g
2Φ†TµTνΦ . (2.3.24)
To fit this mass term into the gauge field action below, we want tr(vM2v) =
vµM2µνv
ν , where we define M2 as an operator acting on an element of
the Lie algebra by M2v = TµM
2µ
νv
ν . This means that we must have
M2µν = T (R)
−1g(R)µλ (M
2)λν .
Now we examine the terms that come from the pure SYM action. First
we expand the total field strength as
Wα =Wα − g
8
D¯2Dαv + g
2
16
D¯2[v,Dαv]− g
3
8
D¯2Rα(v) , (2.3.25)
where the remainder Rα(v) contains terms that are cubic or higher in the
quantum field. So, the pure SYM action expands as
1
g2
tr
∫
d6zW2 =
1
g2
tr
∫
d6zW2 + S(1)SYM + S(2)SYM + S(int)SYM , (2.3.26)
with the kinetic term
S
(2)
SYM =
1
2
tr
∫
d8z v
(
−2v + 1
16
{D2, D¯2}
)
v + surface terms ,
where
2v , DaDa −WαDα + W¯α˙D¯α˙ . (2.3.27)
The interaction terms are S
(int)
SYM = S
(3)
SYM + S
(4)
SYM + . . . , with
S
(3)
SYM =
g
2
tr
∫
d8z [v,Dαv]
(
1
3
[Wα, v] + 1
8
D¯2Dαv
)
, (2.3.28)
S
(4)
SYM = −
g2
8
tr
∫
d8z [v,Dαv]
(
1
3
[[Wα, v] , v] + 1
6
[D¯2Dαv, v]+ 1
8
D¯2 [v,Dαv]
)
.
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We don’t explicitly write the higher order interactions since they only be-
come important at three and higher loops.
The Faddeev-Popov-DeWitt quantisation procedure [79, 80] fixes the
quantum gauge symmetry (2.2.19b) by effectively introducing three new
terms in to the action,
SFP = g tr
(∫
d6z c˜ δΛχ+ c.c.
)∣∣∣
iΛ→c
, (2.3.29)
SGF = − 1
α
tr
∫
d8z χ†χ , SNK = − 1
α
tr
∫
d8z b†b , (2.3.30)
where χ = χ(v, ϕ,D,Φ) is a covariantly chiral gauge fixing condition, c
and c˜ are covariantly chiral Faddeev-Popov ghosts (covariantly chiral an-
ticommuting scalars in the adjoint), b is the Nielson-Kallosh ghost [81–84]
(a covariantly chiral anticommuting scalar in the adjoint) and α is a gauge
fixing parameter. We choose a supersymmetric Rξ [85–89] type of gauge
fixing condition
χµ = −1
4
D¯2(vµ + g
ξ
(
1
2−
ϕ†)T (R)gµν(R)T
(R)
ν Φ
)
, χ = χµT (R)µ , (2.3.31)
where R is the arbitrary representation used in the trace in (2.3.30), note
that for an orthogonal basis T (R)gµν(R) = δ
µν . The (anti)chiral d’Alembertian
operator introduced above is
2+ = DaDa − 1
2
(DαWα)−WαDα , 2+φ = 1
16
D¯2D2φ , (2.3.32)
2− = DaDa + 1
2
(D¯α˙W¯ α˙) + W¯α˙D¯α˙ , 2−φ¯ = 1
16
D2D¯2φ¯ , (2.3.33)
with (φ¯) φ an (anti)chiral superfield. The gauge fixing term then becomes
SGF =
−1
α
∫
d8z
( 1
32
tr(v{D2, D¯2}v) + g
ξ
(Φ†vϕ+ ϕ†vΦ)
+
g2
ξ2
T (R)gµν(R)ϕ
†TµΦΦ†Tν
1
2+
ϕ+ O(DΦ)
)
.
(2.3.34)
The ϕ-v mixing terms in (2.3.21) are only cancelled by the gauge fixing
term (2.3.34) if αξ = 1 and we ignore all derivatives of the background
chiral field. The condition that DAΦ = 0 can be quite restrictive and will
be discussed further at the end of this subsection.
If we want to include the derivatives of Φ, for example to calculate the
auxiliary field’s potential (see chapter 3), then we can not cancel the mixing
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terms by a simple choice of gauge. In this case, the most practical choice is
the supersymmetric covariant gauge where ξ →∞, which includes both the
Feynman (α = 1) and Landau (α → 0) gauges and we have to account for
the mixing by making the change of variables ϕ→ ϕ+F (v,Φ) in the path
integral. This effectively dresses the v-v propagator and makes it non-local
(in the ’t Hooft gauge, it is the chiral propagator that is dressed and non-
local, see (2.4.54)). It also introduces some more interaction terms. On the
other hand, the ghost sector is simpler and we don’t get a non-chiral mass
term for ϕ.
Such a procedure is used in section 4.6 to calculate the chiral field’s two-
point function and Ka¨hler potential forN = 1 SQED in the Feynman gauge.
In the calculation of the two-point function, the non-local v-v propagator
is expanded in powers of the external chiral fields to give diagrams that
only consist of simpler, local propagators. The results of section 4.6 can be
generalised to any N = 1 SYM theory. Generalising the Feynman gauge
calculation of the Ka¨hler potential to higher loops and more general N = 1
SYM theories is, however, problematic. The non-local propagators have
to be kept and it is doubtful whether useful closed form results for the
Feynman diagrams with those propagators can be obtained.
The bulk of this chapter is dedicated to calculating the low energy sec-
tors of the effective action, so we will ignore any derivatives of the back-
ground chiral field and will use the supersymmetric ’t Hooft gauge where
α = ξ = 1.
Define the mass matrix
Pij = mij + λijkΦk , (2.3.35)
its conjugage P¯ ij, and
M2 = [(M2)i j] = g2T (R)gµν(R)TµΦΦ†Tν . (2.3.36)
The physical (non-ghost), gauged fixed quadratic terms are now written as
S
(2)
phys =
∫
d8z
(
1
2
tr v
(−2v +M2)v + ϕ†2+ −M2
2+
ϕ
)
+
{
1
2
∫
d6z ϕiPijϕj + c.c.
}
.
(2.3.37)
To find the Fadeev-Popov ghost action we need to know the variation
of the gauge fixing functions under the quantum gauge transformations
(2.2.19b). The variation of the quantum chiral fields is
δΛϕ = iΛ(Φ + ϕ) , δΛϕ
† = −i(Φ† + ϕ†)Λ† , (2.3.38)
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and the variation of the quantum gauge fields is
δΛ(gv) = − i
2
Lgv
(
Λ + Λ† − coth(1
2
Lgv)(Λ
† − Λ)
)
. (2.3.39)
So, the Faddeev-Popov ghost action becomes
SFP =
∫
d8z tr
(
(c˜− c˜†)L 1
2
gv(c
† − c)− (c˜+ c˜†)(L 1
2
gv coth L 1
2
gv)(c+ c
†)
+ g2
(
c˜ Tµδ
µν
( 1
2−
((Φ† + ϕ†)c†)T (R)ν Φ
)
+ c.c.
)
,
which has the quadratic part
S
(2)
FP =
∫
d8z tr
(
c†
(
1−M22−1+
)
c˜− c˜†(1−M22−1+ )c) , (2.3.40)
where M2 is defined in (2.3.24). The interaction terms are S
(int)
FP = S
(3)
FP +
S
(4)
FP + . . . where the cubic and quartic terms simplify to
S
(3)
FP = g
∫
d8z
(
1
2
tr (c˜− c˜†)[v, c† − c]− g( 1
2−
ϕ†c†
)
c˜Φ + gΦ†c˜†
1
2+
cϕ
)
,
S
(4)
FP = −
g2
12
∫
d8z tr(c˜+ c˜†)[v, [v, c+ c†]] . (2.3.41)
We now have explicit expressions for all of the quadratic terms in the
action (2.3.30, 2.3.37, 2.3.40) and for all of the interaction terms up to
quartic order (2.3.22, 2.3.28, 2.3.41). The former can be combined into a
single symmetric Hessian H,
S(2) =
1
2
ΨT ·H ·Ψ
= −1
2
v ·Hv · v + 1
2
(
ϕT, ϕ†
) ·Hϕ · (ϕϕ¯
)
+
1
2
(
bT, b†
) ·HNK · (bb¯
)
+
1
2
(
cT, c˜T, c†, c˜†
) ·HFP ·

c
c˜
c¯
¯˜c
 ,
where the inner product “·” is a summation over group and flavour indices as
well as the integration over the appropriate superspace. In the first line we
introduced ΨT =
(
v, (ϕT, ϕ†), (cT, c˜T, c†, c˜†), (bT, b†)
)
and the block diagonal
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Hessian H = diag(Hv, Hϕ, HFP, HNK) = HT. The individual blocks of the
Hessian are
Hv = (2v −M2v )δ8 , HNK =
(
0 D¯
2
−4
−D2−4 0
)(
δ+ 0
0 δ−
)
, (2.3.42a)
HFP =
(
0 σ2+−M
2T
2+
D¯2
−4
σ2−−M
2
2−
D2
−4 0
)(
δ+ 0
0 δ−
)
, (2.3.42b)
Hϕ =
(
P 2+−M2T
2+
D¯2
−4
2−−M2
2−
D2
−4 P¯
)(
δ+ 0
0 δ−
)
, (2.3.42c)
where we’ve introduced the notations σ = iσ2 =
(
0 1
−1 0
)
and M2v =
1
2
(M2 +M2
T
).
The background field method, combined with the loop expansion, gives
the one-particle irreducible (1PI) effective action as
Γ[DA,Φ] =
∞∑
n=0
Γ(n)[DA,Φ] = Sclass[DA,Φ] + Γ˜[DA,Φ] .
The loop corrections Γ˜ can be calculated from the path integral
exp(iΓ˜) = N
∫
DΨ exp (iS(2)[Ψ] + iS(int)[Ψ])∣∣
1PI
(2.3.43)
= exp(iΓ(1)) exp
(
iS(int)[
δ
iδJ
]
)
exp
( i
2
JT ·G · J)∣∣ 1PI
J→0
, (2.3.44)
where J is a current that couples to Ψ and G = −H−1 contains all of the
propagators of the theory. The one-loop effective action Γ(1) is defined by
the functional superdeterminant2
exp(iΓ(1)) = N sDet− 12 (H)
= N Det− 12 (Hv)Det− 12 (Hϕ)Det 12 (HFP)Det 12 (HNK) ,
(2.3.45)
where the background independent normalisation factor, N , is chosen such
that Γ˜[0, 0] = 0. This means thatN ∼ sDet− 12 (H0), whereH0 = H|background→0,
is absorbed into the functional determinant to make its argument dimen-
sionless.
2We use the notation that Det (Tr) correspond to functional determinants (traces)
combined with possible determinants (traces) over the gauge and/or colour indices. We
reserve det and tr for non-functional determinants and traces only.
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All of the above functional determinants and Green’s functions are
straightforward to calculate, except for those coming from the matter sec-
tor, which has the Hessian Hϕ. The difficulty stems from the fact that, in
general, the mass matrices P and M2 do not commute. For simple theo-
ries such as SQED this is not too much of a problem, since, as in section
4.6, the two-by-two matrices can be explicitly dealt with. For more general
theories, this difficulty is significant. As noticed, e.g., in [90], the problem
disappears if we choose the only non-zero components Φ to be massless
after gauge symmetry breaking. These fields then satisfy their classical
equations of motion up to derivative terms. This idea can also be run
backwards, e.g., [91]. The principle observation is that if the background
fields Φ satisfy their classical equations of motion −1
4
D¯2Φ¯i = P,i then gauge
invariance of the classical action implies that the mass matrices commute
up to derivative terms, PM2 = M2P¯ = 0 + O(DΦ) . Care needs to be
taken with this argument since if the vacuum condition P,i(Φ) = 0 has only
discrete or trivial solutions, then we are not left with any dynamical chiral
background fields.3
The condition PM2 = M2P¯ = 0 + O(DΦ), although restrictive, is
natural for some theories: such as N = 1 SYM with massless quarks and
no chiral vertices, so that P = 0; Wess-Zumino theories (not gauged), where
M2 = 0; and most importantly on the Coulomb branch of N = 2 theories
where we have a true example of PM2 = 0.
Finally, we note that ignoring all covariant derivatives of the background
chiral fields, which is equivalent to setting [DA,Φ] = 0 during the calcula-
tion, is not as innocuous as it may seem. It implies the non-derivative con-
dition [WA,Φ] = 0, which says that for a background gauge field strength
that breaks the gauge group, the background chiral fields must form a triv-
ial representation for any group generators in the broken directions. Once
again, for N = 2 SYM theories on the Coulomb branch, this condition is
naturally satisfied since both Φ and WA come from a single N = 2 back-
ground field strength that lies in the Cartan subalgebra.
3This error was made in the first version of [91], where they calculated the two-
loop Ka¨hler potential for a general, non-renormalisable N = 1 SYM theory assuming
DαΦ = P,i(Φ) = 0. Their general result was then applied to the case of massive SQED
with an on-shell background where these conditions imply that either the mass or the
background fields vanish, making the calculated Ka¨hler potential ambiguous at best. In
the revised version of [91] the example was changed to massless SQED, which does not
suffer such problems. I would like to thank Prof. Kuzenko for bringing this issue to my
attention.
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2.4 Propagators and Feynman rules
To find the propagators we need to invert the Hessians (2.3.42). In this
section we only do this formally and try to get them in the form of some
operator or matrix acting on (2−m2)−1 where 2 is a d’Alembertian-type
operator. Then, in appendix A, we use heat kernel and propertime methods
to obtain closed form results in the covariantly constant (Euler-Heisenberg)
approximation. Remember that we are working in the supersymmetric
’t Hooft gauge and ignoring all derivatives of the chiral background fields,
but are not yet making any other assumptions.
In the ’t Hooft gauge, the vector Hessian (2.3.42a) is particularly simple
and easy to (formally) invert
Gv(z, z
′) = − 1
2v −M2v
δ8(z, z′) . (2.4.46)
The other Hessian in (2.3.42a) is that of the Nielson-Kallosh ghost. This is
also easily inverted by noting that HNK ·HNK = −diag(2+δ+,2−δ−), so
GNK =
(
0 D¯
2
−4
1
2−
D2
+4
1
2+
0
)(
δ+ 0
0 δ−
)
, (2.4.47)
but as the Nielson-Kallosh ghosts only couple to the background gauge
fields, this propagator is not needed.
To find the other propagators we introduce the Hessian for a massless
covariantly chiral superfield
H =
(
0 D¯
2
−4
D2
−4 0
)(
δ+ 0
0 δ−
)
. (2.4.48)
Noting that H · H = diag(2+δ+,2−δ−), we see that its inverse is
H−1 =
(
0 D¯
2
−4
1
2−
D2
−4
1
2+
0
)(
δ+ 0
0 δ−
)
. (2.4.49)
This is used to simplify the inversion of other Hessians through the trick
H−1 = (H ·H ·H−1)−1 = H· (H ·H)−1. In particular, for the Fadeev-Popov
ghosts, the Hessian (2.3.42b) is inverted to give
GFP =
(
0 σ D¯
2
−4
1
2−−M2
σD
2
−4
1
2+−M2T 0
)(
δ+ 0
0 δ−
)
. (2.4.50)
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The inversion of the chiral matter fields’ Hessian (2.3.42c) is a little
harder. Using the above trick, we see that we need the inverse of
H˜ϕ = Hϕ · H =
(
2+ −M2T P D¯2−4
P¯ D2−4 2− −M2
)(
δ+ 0
0 δ−
)
. (2.4.51)
We proceed by using the block matrix formula(
A B
C D
)−1
=
(
(A−BD−1C)−1 −(A−BD−1C)−1BD−1
−(D − CA−1B)−1CA−1 (D − CA−1B)−1
)
,
(2.4.52)
that holds whenever the matrices A and D have inverses. We also use a
compact notation for the left, right and central fractions of noncommutative
terms, defined by sliding the numerators off the fraction in the direction
that’s allowed by the lips of the vinculum, i.e.,
p
A
B
p = AB−1 , p
A
B
p = B−1A and p
A |B
C
p = AC−1B . (2.4.53)
So the propagator, Gϕ = −H · H˜−1ϕ , is
Gϕ =
(−H−1+ 0
0 −H−1−
)(−p P¯2+2+−M2Tp D¯2−4
D2
−4 −p P2−2−−M2p
)(
δ+ 0
0 δ−
)
, (2.4.54)
where we define
H+ = 2+ −M2 − p P¯ | P
2+ −M2T p
2+ ,
H− = 2− −M2T − p P | P¯
2− −M2 p2− .
(2.4.55)
In the above equations, the term 1
16 p
PD¯2 p P¯D2
2+−M2 p (and its transpose) can be
viewed as the result of treating the mass terms P and P¯ as interactions.
Then the propagator (2.4.54) is simply the dressed propagator obtained
from the infinite sum of these two-point mass interactions with the un-
dressed propagators being of form (2± −M2)−1.
Now we make the assumption PM2 =M2P¯ = 0 that was discussed at
the end of section 2.3. This greatly simplifies the chiral matter propagators
Gϕ =
(
p P¯2+−PP¯
p −1
2+−(M2+P¯P)
D¯2
−4
−1
2−−(M2+P¯P)T
D2
−4 p
P
2−−P¯P
p
)(
δ+ 0
0 δ−
)
=
(
p P¯
2+−M2T
p D¯2
−4
−1
2−−M2
D2
−4
−1
2+−M2T p
P
2−−M2
p
)(
δ+ 0
0 δ−
)
, (2.4.56)
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where we have introduced the combined mass-squared matrices
M2 =M2 + P¯P , M2T =M2T + PP¯ . (2.4.57)
The Feynman rules for constructing the Feynman diagrams can be read
off, as usual, from equation (2.3.43). In the following chapters we will
provide the Feynman rules for the specific models as we need them.
2.5 One-loop effective action
The simplification of the functional determinants in the one-loop effective
action is very similar to the simplification used to find the propagators in
the previous section. So we will not give too many details.
As shown above, the one-loop effective action can be written as
Γ(1) = Γ(1)v + Γ
(1)
ϕ + Γ
(1)
FP + Γ
(1)
NK
=
i
2
Tr logHv +
i
2
Tr logHϕ − i
2
Tr logHFP − i
2
Tr logHNK ,
where the traces are a combination of the functional trace over the appro-
priate superspace and a normal trace over the colour and flavour indices.
The only trace over full superspace is that for the gauge multiplet
Γ(1)v =
i
2
Tr log(2v −M2v ) . (2.5.58)
All other traces are over the chiral subspaces and we use the general notation
Γ
(1)
m2,R =
i
4
log Det
(
2+ −m2T 0
0 2− −m2
)
=
i
4
trR
(
Tr+ log(2+ −m2) + Tr− log(2− −m2)
)
, (2.5.59)
for some mass-squared matrix m2 in the representation R of the gauge
group. With this notation and using the trick of inserting 1 = H ·H−1, we
have
Γ
(1)
NK = −Γ(1)0,ad , Γ(1)FP = 2Γ(1)0,ad − 4Γ(1)M2,ad , Γ(1)ϕ = Γ(1)M2,R − Γ(1)0,R + Γ(1)ϕ˜ ,
where
Γ
(1)
ϕ˜ =
i
4
Tr log
(
2+ −M2T − 116 pPD¯
2 p P¯D2
2−−M2 p 0
0 2−−M2 − 116 pP¯D
2 pPD¯2
2+−M2T p
)
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which reduces, in the case of PM2 = 0, to
Γ
(1)
ϕ˜
∣∣∣
PM2=0
=
i
4
Tr log
(
2+ −M2T 0
0 2− −M2
)
= Γ
(1)
M2,R . (2.5.60)
In total, this yields
Γ(1) = Γ(1)v + Γ
(1)
M2,R + Γ
(1)
ϕ˜ − 4Γ(1)M2,ad + Γ(1)0,ad − Γ(1)0,R . (2.5.61)
In the subsections below we will calculate using regularisation by dimen-
sional reduction (DRed) [92–94]. The only changes that need to be made
to the preceding discussion are that the space-time integrals (including the
space-time parts of the superspace integrals) now only range over the first
d = 4− 2ε dimensions. Details of this are discussed in appendix A.
2.5.1 Ka¨hler potential
In the Ka¨hler approximation we turn off the background gauge fields so
that all derivatives become the flat superspace derivatives. This means that
Γ
(1)
v → 0 as there are no remaining superspace derivatives to annihilate the
Grassmann delta function, and the Γ
(1)
0,R become background independent
and so can be dropped. With the assumption that PM2 = 0, we see that
the remaining terms are
Γ
(1)
Ka¨hler =
∫
d8z K(1) =
i
2
Tr+
(
log(2−M2P+) + log(2−M2P+)
− 4 log(2−M2P+)
)
.
The functional trace iTr+ log(2−m2P+) =
∫
d8z J(m2) can be evaluated by
moving to momentum space,
J(m2) = −iµ2ε
∫
ddk
(2pi)d
1
k2
log(k2 +m2 − i) = m
2
(4pi)2
Γ(ε− 1)
ε− 1
(4piµ2)ε
m2ε
=
m2
(4pi)2
(
1
ε
+ 2− log m
2
µ¯2
+ O(ε)
)
, (2.5.62)
where µ is the DRed minimal subtraction (MS) renormalisation point and
µ¯2 = 4pie−γµ2 is the modified minimal subtraction (MS ) renormalisation
point. The standard i,  → 0+, term ensures that the correct causal
(Feynman) boundary condition has been used in the propagator. So the
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one loop Ka¨hler potential is
K(1) =
1
2
(
trRJ(M2) + trRJ(M2)− 4tradJ(M2)
)
=
1
2
trRJ(P¯P)− tradJ(M2v ) , (2.5.63)
where to get the the last line we usedM2n =M2n+(P¯P)n and tradM2n =
tradM
2
v
n = trRM2n. This result matches that of [91].
Note that in particular cases, e.g., where the superpotential mass matrix
P is of full rank, it is possible to calculate the Ka¨hler potential without
assuming the PM2 = 0 condition. At one-loop, this reduces to factoring
polynomials in k2 with coefficients constructed from the mass matrices so
that the integrand becomes a simple sum of log(k2 + m2i ) terms. Massive
N = 1 SQED is such a case and is examined in in section 4.6. In the general
case, see e.g., equation (4.17) of [90], the mass matrices are not explicitly
known and the final results can not be expressed as explicitly as those in
section 4.6.
Looking at the divergent terms in the above and writing out the masses
explicitly, we have
K
(1)
div =
1/ε
(4pi)2
(
1
2
λ¯ijlλjik − g2C(R)2 δlk
)
ΦkΦ¯l , (2.5.64)
where the quadratic Casimir for any irreducible representation is defined
by C
(R)
2 = T
(R)
µ T (ad)g
µν
(ad)T
(R)
ν .
2.5.2 F 2 and F 4 corrections
We now look at the low energy effective action for the gauge field. This
can be written in terms of the heat kernels of appendix A using the generic
result
Tr log(ˆ−m2) = −Tr
∫ ∞
0
ds
s
K(s)e−is(m
2−i) , (2.5.65)
where K(s) = K(z, z′|s)∣∣
z′→z is the coincidence limit of the heat kernel
of some d’Alembertian ˆ. We only want to calculate terms up to and
including 4th order in the field strength and without derivatives (i.e., those
proportional to
∫
d6zW2 and ∫d8zW2W¯2). At higher loops this means we
can use the limits given in (A.4.51), but at one-loop we need to be careful
with the chiral trace and include the first two of terms in the expansion of
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the chiral heat kernel. The appropriate limits of the heat kernels (A.4.19,
A.4.42) are
K(s) =
iµ2εs4
(4piis)d/2
W2W¯2 ,
K+(s) =
−iµ2εs2
(4piis)d/2
(
1− s
2
12
D¯2
−4W¯
2 + · · ·
)
W2 ,
(2.5.66)
and similarly for K−(s).
In the expression for the one-loop effective action (2.5.61), the contri-
bution from the vector multiplet, Γ
(1)
v , is the only one that uses the heat
kernel K(s). It evaluates to
Γ(1)v =
µ2ε
2(4pii)d/2
∫
d8z trad
∫ ∞
0
dss1+εe−iM
2
v sW2W¯2
=
Γ(2 + ε)
32pi2
∫
d8z trad
W2W¯2
(M2v )
2
(
4piµ2
M2v
)2ε
,
(2.5.67)
which is UV finite as ε→ 0. We note that if there are any zero eigenvalues
of the above mass matrices then is necessary to introduce an IR regulator.
Two possible options are a mass term or a cut-off on the upper limit of the
propertime integral. If we use dimensional regularisation (instead of dimen-
sional reduction) then any scale free momentum integral is automatically
set to zero, in particular [95, 96]
1
Γ(n)
∫ ∞
0
ds sn−3+ε = −i
∫
ddk
pid/2
1
k2n
= 0 .
This can be seen as a cancellation between the UV and IR sectors of the
integral, which can be problematic in certain situations and is briefly dis-
cussed in section 4.6.4.
With the assumption that PM2 = 0, all the other terms in (2.5.61)
are of the form (2.5.59), which, using the chiral heat kernel of (2.5.66),
evaluates to
Γ
(1)
m2,R = −
Γ(ε)
4(4pi)2
(∫
d6z trRW2
(4piµ2
m2T
)2ε
+ c.c.
)
(2.5.68)
+
Γ(2 + ε)
48(4pi)2
∫
d8z trRW2W¯2
(
1
m4T
(4piµ2
m2T
)2ε
+
1
m4
(4piµ2
m2
)2ε)
,
where, for the sake of conciseness, we’ve given only the final, integrated
form and assumed that any mass matrices with zero eigenvalues have been
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appropriately modified by some IR regularisation. The UV divergences in
the above do not depend on the masses,
Γ
(1)
m2,R
∣∣
div
=
−1/ε
32pi2
∫
d6z trRW2 + O(ε)0 , (2.5.69)
and so, writing the final trace in a normalised form, we find the total one-
loop divergence to be
Γ(1)
∣∣
div
= Γ
(1)
(R)
∣∣
div
− 3Γ(1)(ad)
∣∣
div
=
1/ε
32pi2
(3T (ad)− T (R))
∫
d6z trW2 .
(2.5.70)
The finite one-loop corrections to the F 2 and F 4 terms can be easily
found be expanding (2.5.67) and (2.5.68) in ε and substituting the results
into the general one-loop effective action equation (2.5.61).
2.5.3 One-loop finiteness
In the above two subsections we have recovered the well known conditions
[66, 97, 98] for the one-loop UV finiteness of the effective action for a general
N = 1 SYM theory with the matter fields in the representation R:
(λ¯λ)ij = 2g
2C
(R)
2 δ
i
j and 3T (ad) = T (R) . (2.5.71)
Although the equations above were derived assuming PM2 = 0, they are
actually true for a more general background. This can be checked, e.g.,
by calculating the quadratic terms in (2.5.61) instead of the full Ka¨hler
potential.
N = 2 SYM can be written as a N = 1 SYM theory with a specific
matter sector. This is obtained from the above by choosing the matter
representation
R→ ad⊗R⊗Rc with Φi → (g−1Φµ, Qi, Q˜i˜) ,
with the specific superpotential (2.1.13)
P(Φ)→ P(Φ, Q, Q˜) = Q˜(m+ ΦµTµ)Q .
On the Coulomb branch only Φ is given a nonvanishing background, so the
mass condition PM2 = 0 is automatically satisfied. Writing Φ(R) = T (R)µ Φµ,
the one-loop Ka¨hler potential becomes
K
(1)
N=2 = trRJ(Φ¯
(R)Φ(R))− tradJ(Φ¯(ad)Φ(ad)) . (2.5.72)
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Thus N = 2 SYM has a finite one-loop Ka¨hler potential if trRΦ¯Φ = tradΦ¯Φ,
i.e., if T (R) = T (ad). The same finiteness condition is found on the gauge
side. This is, of course, automatically satisfied for N = 4 where R = ad.
A full classification of all N = 1 one-loop finite theories for simple
groups has been given in [99–101] and for N = 2 theories in [102] which
was extended to pseudoreal representations and semisimple groups in [103–
105].

3 Loop corrections to the
Wess-Zumino model
The Wess-Zumino model [15] was the second known four-dimensional field
theory with a linear realisation of supersymmetry. It is also the simplest
supersymmetric field theory, in the sense that it has the simplest particle
content and interactions.1 In this way, it is analogous to the φ44 or φ
3
6 non-
supersymmetric field theories that are commonly used in QFT textbooks
as testbeds for quantising relativistic fields. The Wess-Zumino model is a
testbed for examining quantisation of supersymmetric field theories.
We include an analysis of its one- and two-loop effective actions in this
thesis for three main reasons: 1) it provides a good comparison to the more
complicated Ka¨hler potential corrections that we wish to calculate; 2) there
is a disagreement in the literature on the coefficient of the leading term in
the one-loop auxiliary potential which warrants further investigation; 3) the
complete one-loop auxiliary potential has never before been derived using
superfields and is the primary new result of this chapter. This result is
made possible by the calculations in appendix A.5, where, following the
methods of [68, 69], we present a clean derivation of the heat kernel for
the Wess-Zumino model with a background superfield that is constant in
spacetime. We then compare the one-loop auxiliary potential with the
existing component results of the one-loop effective potential, which are
rederived in appendix B.
1Other criteria for simplicity do exist, e.g., [106].
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3.1 The model
The Wess-Zumino model is obtained from (2.1.12) by turning off the gauge
fields and choosing only a single chiral field Φ
SWZ[Φ, Φ¯] =
∫
d8z Φ¯Φ +
∫
d6z P(Φ) +
∫
d6z¯ P¯(Φ¯) , (3.1.1)
P(Φ) = m
2
Φ2 +
λ
6
Φ3 . (3.1.2)
As it is not a gauge theory, the background field method yields an identical
perturbation theory to the standard construction of the effective action (see,
e.g., section 4.3 of [60]). The functional integral equation for the effective
action is
e
i
~ Γ˜[Φ,Φ¯] = N
∫
DϕDϕ¯e i~S(Ψ)[ϕ,ϕ¯]+i~
1
2 Sint[ϕ,ϕ¯]−i~−
1
2
(
ϕ· δΓ˜
δΦ
+ϕ¯· δΓ˜
δΦ¯
)
, (3.1.3)
where Γ˜ was defined in (2.3.43) and we’ve introduced
Ψ = m+ λΦ = P ′′(Φ) , (3.1.4)
S(Ψ)[ϕ, ϕ¯] =
∫
d8z ϕ¯ϕ+
1
2
(∫
d6zΨϕ2 + c.c.
)
, (3.1.5)
Sint[ϕ, ϕ¯] =
λ
6
∫
d6z ϕ3 + c.c. (3.1.6)
Equation (3.1.6) shows that the only interactions are the chiral cubic vertex
and its complex conjugate.
To find the propagators for the model, we note that the Hessian for the
free action (3.1.5) is
H(Ψ) =
(
Ψ −1
4
D¯2
−1
4
D2 Ψ¯
)(
δ+ 0
0 δ−
)
. (3.1.7)
Just as in section 2.4, we can invert the Hessian by writing
G(Ψ) = −H(0) · (H(Ψ) ·H(0))−1 and using the block matrix inverse (2.4.52)
to get
G(Ψ) =
(
1
16
D¯2 1
2− 1
16
Ψ¯D2 1
2
ΨD¯2
Ψ¯ 1
2
D2 1
4
D¯2 1
2− 1
16
Ψ¯D2 1
2
ΨD¯2
1
4
D2 1
2− 1
16
ΨD¯2 1
2
Ψ¯D2
1
16
D2 1
2− 1
16
ΨD¯2 1
2
Ψ¯D2
Ψ 1
2
D¯2
)(
δ+ 0
0 δ−
)
,
where all derivatives act on all terms to the right and the inverses should
be understood as a power (geometric) series. Now, writing(
δ+ 0
0 δ−
)
= −1
4
(
D¯2 0
0 D2
)
δ8 ,
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the Green’s function becomes
G(Ψ) =
1
16
∞∑
n=0
(
D¯2( 1
2
Ψ¯D2
−4
1
2
ΨD¯2
−4 )
n−1
2
Ψ¯D2
−4 D¯
2 D¯2( 1
2
Ψ¯D2
−4
1
2
ΨD¯2
−4 )
nD2
D2( 1
2
ΨD¯2
−4
1
2
Ψ¯D2
−4 )
nD¯2 D2( 1
2
ΨD¯2
−4
1
2
Ψ¯D2
−4 )
n−1
2
ΨD¯2
−4 D
2
)
−1
2
δ8
=
1
16
∞∑
n=0
(
D¯2(− 1
2
Ψ¯D2
−4 − 12 ΨD¯
2
−4 )
nD¯2 D¯2(− 1
2
Ψ¯D2
−4 − 12 ΨD¯
2
−4 )
nD2
D2(− 1
2
Ψ¯D2
−4 − 12 ΨD¯
2
−4 )
nD¯2 D2(− 1
2
Ψ¯D2
−4 − 12 ΨD¯
2
−4 )
nD2
)
−1
2
δ8 .
Resumming the series, we recover the result of [69] and see that the Green’s
function can be written in the form
G(Ψ)(z, z′) =
(
G
(Ψ)
++ G
(Ψ)
+−
G
(Ψ)
−+ G
(Ψ)
−−
)
=
1
16
(
D¯2D¯′2 D¯2D′2
D2D¯′2 D2D′2
)
G
(Ψ)
V (z, z
′) , (3.1.8)
where the auxiliary Green’s function G
(Ψ)
V is defined by
∆G
(Ψ)
V = −δ8 , with ∆ = 2−
1
4
ΨD¯2 − 1
4
Ψ¯D2 . (3.1.9)
The heat kernel representation of G
(Ψ)
V is studied in section A.5.
As seen in chapter 2, the one-loop effective action can be written as the
functional determinant
Γ(1) =
i
2
log Det(H(Ψ)/H(0)) =
i
2
Tr log(H(Ψ)/H(0)) . (3.1.10)
The argument of the log can be written as
(H(0))−1 ·H(Ψ) =
(
1 +
1
2
(
0 −1
4
D¯2Ψ¯
−1
4
D2Ψ 0
))(
δ+ 0
0 δ−
)
, (3.1.11)
where, for the rest of this chapter, we use the convention that all derivatives
act on all terms to the right unless bracketed or otherwise indicated. Since
only the diagonal terms survive the trace, we obtain
Γ(1) =
i
4
Tr+ log
(
1− D¯
2
42
Ψ¯
D2
42
Ψ
)
+ c.c. (3.1.12)
By using the fact that the chiral trace is equivalent to the chiral projection
of the full trace Tr+F++ = Tr(F++P+) and the cyclicity of the functional
trace (i.e., integration by parts) we obtain two useful forms for the one-loop
effective action
Γ(1) =
i
4
Tr
∞∑
n=1
−1
n
(
(P+Ψ¯
1
2
Ψ)nP+ + c.c.
)
(3.1.13a)
=
i
2
Tr
∞∑
n=1
−1
n
(
1
2
Ψ¯
D2
4
+
1
2
Ψ
D¯2
4
)n
=
i
2
Tr log(
∆
2
) . (3.1.13b)
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The first form lends itself to a direct expansion of one-loop effective potential
and leads to a calculation similar to the graphical expansion undertaken in
[107]. The second form, which can also be derived starting from (3.1.8), is
used for the heat kernel based calculations of [69].
The full quantum effective action takes the generic form [60, 69]
Γ[Φ, Φ¯] =
∫
d8z L(Φ, DAΦ, DADBΦ, . . . , Φ¯, DAΦ¯, DADBΦ¯, . . . )
+
(∫
d6z Lc(Φ) + c.c.
)
,
(3.1.14)
where L = Φ¯Φ + O(~) is the effective super Lagrangian and Lc = P + O(~)
is the effective superpotential. For fields constant in spacetime the effective
super Lagrangian decomposes into
L
∣∣
∂aΦ=∂aΦ¯=0
= K(Φ, Φ¯) + F (Φ, DαΦ, D
2Φ, Φ¯, D¯α˙Φ¯, D¯
2Φ¯) , (3.1.15)
where
K = Φ¯Φ +
∞∑
n=1
~nK(n) , (3.1.16)
is the Ka¨hler potential and
F =
∞∑
n=1
~nF (n) , F
∣∣
DαΦ=D¯α˙Φ¯=0
= 0 , (3.1.17)
is called the auxiliary field’s effective potential. This is an appropriate name
since, when reduced to components in the ∂aΦ = ∂aΦ¯ = 0 background, the
auxiliary potential is of at least third order [60, 69] in the auxiliary field
f = −1
4
D2Φ
∣∣
θ=0
.
It is shown in section 3 of [69] that a general term in the one-loop
effective action is invariant under Ψ → e−2iαΨ, Ψ¯ → e2iαΨ¯, so each term
contains an equal number of Ψ and Ψ¯. Their argument also shows that the
one-loop effective action is constructed from an even number of ΨD¯2 +Ψ¯D2
operators, so all terms in the one-loop effective potential with 2, 6, 10, . . .
Grassmann derivatives must vanish. This means that the leading order
term in the one-loop auxiliary potential is the four-derivative term, as is
also clear from (3.1.13a).
Finally, we note that the above result and the following integration by
parts identities
(D2Ψ)nΨk = −k(DαΨ)(DαΨ)(D2Ψ)n−1Ψk−1 + surface terms ,
(D¯2Ψ¯)nΨ¯k = −k(D¯α˙Ψ¯)(D¯α˙Ψ¯)(D¯2Ψ¯)n−1Ψ¯k−1 + surface terms ,
(3.1.18)
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imply that up to surface terms, the one-loop auxiliary potential can always
be reduced to the form
F (Φ, DαΦ, D
2Φ, Φ¯, D¯α˙Φ¯, D¯
2Φ¯) ≈ (DΨ)2(D¯Ψ¯)2F˜ (Φ, D2Φ, Φ¯, D¯2Φ¯) .
In the rest of this chapter we calculate the Ka¨hler potential up to two-
loops and the auxiliary potential at one-loop. The one-loop Ka¨hler poten-
tial and leading contribution to the auxiliary potential were first calculated
using superfields and functional techniques in [68, 69] followed by the super-
graph results of [107]. The two-loop Ka¨hler potential was first calculated
using superfields in [70].
When all fields are massive, the (chiral) superpotential does not receive
any quantum corrections, this was one of the earliest supersymmetric non-
renormalisation theorems [16, 36, 108–112]. When there are massless fields
present, finite corrections to the superpotential can exist [67]. In the mass-
less Wess-Zumino model, the first correction to the superpotential is at
two-loops. It was originally calculated in components by Jack, Jones and
West in [113] and then using superfield methods by Buchbinder, Kuzenko
and Petrov in [60, 114]. We will not repeat the superpotential calculation
in this thesis.
3.2 Ka¨hler potential
In the Ka¨hler approximation (DAΦ = DAΦ¯ = 0) the Green’s function
becomes quite simple and may be compared with (2.4.56)
G(Ψ)(z, z′) =
−1
2− Ψ¯Ψ
( −Ψ¯ −1
4
D¯2
−1
4
D2 −Ψ
)(
δ+ 0
0 δ−
)
. (3.2.19)
It is straight forward to check that, in the Ka¨hler approximation, (3.2.19)
really is the inverse of (3.1.7). This form of the Green’s function is the
easiest to use for loop calculations, but in the one-loop case we have more
options.
3.2.1 One-loop
To calculate the one-loop Ka¨hler potential we have many possible path-
ways. We may use the appropriate limit (P → Ψ, M2v → 0) of (2.5.63) or
directly evaluate any of the three traces (3.1.12, 3.1.13a, 3.1.13b) by going
to momentum space. For example, starting with (3.1.13a), we commute all
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of the projection operators to the far right of the trace to find
Γ(1) =
i
4
Tr
∞∑
n=1
−1
n
(Ψ¯Ψ
2
)n(
P+ + P−
)
=
i
2
Tr+ log
(
1− Ψ¯Ψ
2
) 1
2
.
The trace is now in the form of those seen in section 2.5.1, so it can be eval-
uated in momentum space (2.5.62), to give the one-loop Ka¨hler potential
K(1) =
1
2
J(Ψ¯Ψ) ≈ Ψ¯Ψ
32pi2
(
1
ε
+ 2− log Ψ¯Ψ
µ¯2
+ O(ε)
)
. (3.2.20)
Alternatively, we can start with (3.1.13b) and write the one-loop effec-
tive action as
Γ(1) = − i
2
Tr log(G
(Ψ)
V ) = −
i
2
∫ ∞
0
ds
s
TrU
(Ψ)
V (s) , (3.2.21)
where the Green’s function G
(Ψ)
V and its heat kernel expansion are studied
in section A.5. In the Ka¨hler approximation (see subsection A.5.2) we have
U
(Ψ)
V (z, z|s) = (cos su− 1)(P+ + P−)δ4(θ − θ′)U(x, x′|s)
∣∣
z′→z
=
2
2
(cos su− 1)U(x, x′|s)∣∣
x′→x ,
(3.2.22)
where u2 = Ψ¯Ψ2 and U(x, x′|s) is the bosonic heat kernel (A.3.12). This
can be evaluated by either using the momentum space representation of the
δ-function and the first line of (A.3.12) or by following [69] and using the
defining equation for the bosonic heat kernel
2U(x, x′|s) = −i ∂
∂s
U(x, x′|s) , (3.2.23)
to perform the propertime integral without going via momentum space.
Both methods yield the result (3.2.20). See section 2 of [115] for more
details.
3.2.2 Two-loop
In the Wess-Zumino model the only interactions are the (anti)chiral cubic
vertices. This means that there are no figure-eight diagrams, as they require
a quartic vertex. There are two types of fish diagrams, see figure 3.1. All
of the loops in figure 3.1b are purely chiral (antichiral) and thus vanish
identically (in the Ka¨hler approximation) due to the lack of Grassmann
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(3.1a) (3.1b)
+
Figure 3.1: Two-loop graphs for the Wess-Zumino model
derivatives to remove the Grassmann delta-functions. This means that
the only non-zero two-loop diagram is figure 3.1a, which has the analytic
expression
Γ(2) = − λ¯λ
6
∫
d6z¯
∫
d6z′
(
G−+(z, z′)
)3
(3.2.24)
= − λ¯λ
6
∫
d8z
∫
d4x′
( −1
2− Ψ¯Ψ
D2D¯2
16
δ8(z, z′)
)2 −1
2− Ψ¯Ψ
D¯2D2
16
δ8(z, z′) ,
where we used integration by parts to get to the second line. Moving to
momentum space, the two-loop Ka¨hler potential becomes
K(2) = − λ¯λ
6
µ4ε
∫
ddk
(2pi)d
∫
ddl
(2pi)d
1
k2 + Ψ¯Ψ
1
l2 + Ψ¯Ψ
1
(k + l)2 + Ψ¯Ψ
. (3.2.25)
This can be written in terms of the two-loop integral studied in appendix
D. Using the explicit form (D.2.23) we have
K(2) =
|λΨ|2
2(4pi)4
(
− 1
2ε2
+
1
ε
log
(ΨΨ¯
µˆ2
)
− log2
(ΨΨ¯
µˆ2
)
− k
)
, (3.2.26)
where k = ζ(2)
2
+ 5
4
+
√
3N(pi/3) ≈ 0.9005 and µˆ2 is defined in (D.2.25).
3.2.3 Renormalisation
In minimal subtraction, we use counterterms to remove the divergences
only. In the Wess-Zumino model, the non-renormalisation theorem means
that the only counterterm that occurs is for the kinetic term and affects a
wave-function renormalisation.
Sct =
(
Z(1) + Z(2) + . . .
) ∫
d8z Φ¯Φ , (3.2.27)
At one-loop, the counterterm is read from (3.2.20) to be
Z(1) =
−λ¯λ
2(4pi)2
(
1
ε
+ z1
)
, (3.2.28)
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where we’ve included the finite correction z1. Since z1 = 0 in both the
minimal subtraction (MS) and on-shell (OS) renormalisation schemes (de-
scribed below), we will set it to zero for the rest of this analysis. So, the
renormalised one-loop result is
K(1)ren = K
(1) +K
(1)
ct,0 =
Ψ¯Ψ
32pi2
(
2− log Ψ¯Ψ
µ¯2
)
. (3.2.29)
The one-loop counterterm contributes to the 2-loop Ka¨hler potential through
the one-loop diagram with a two-point counterterm insertion
Γ
(2)
ct,1 =
 
 

ct
=
i
2
λ¯λ
ε(4pi)2
∫
d8z G+−(z, z) = −1
2
λ¯λ
ε(4pi)2
∫
d8z J(Ψ¯Ψ) .
The integral J(m2) is described in appendix D and its ε-expansion given in
(D.1.4) yields
K
(2)
ct,1 =
|λΨ|2
2(4pi)4
(
1
ε2
+
1
ε
(
1− log Ψ¯Ψ
µ¯2
)
(3.2.30)
+
1
2
(
2 + ζ(2) + log2
Ψ¯Ψ
µ¯2
− 2 log Ψ¯Ψ
µ¯2
)
+ O(ε)
)
.
This is then combined with (3.2.26) to give the renormalised 2-loop Ka¨hler
potential
K(2)ren = K
(2) +K
(2)
ct,1 +K
(2)
ct,0 (3.2.31)
=
−|λΨ|2
4(4pi)4
(
log2
(Ψ¯Ψ
µ¯2
)
− 4 log
(Ψ¯Ψ
µ¯2
)
+ 5− ζ(2) + 2
√
3N(
pi
3
) + z2
)
,
where we’ve chosen the two-loop counterterm with a finite part z2 that
vanishes in MS,
Z(2) = − |λ|
4
2(4pi)4
( 1
2ε2
− 1
2ε
− z2
)
. (3.2.32)
Up to the constant z2, equation (3.2.31) matches the minimal subtraction
result given in [91].
We can now enforce the physical/on-shell renormalisation conditions
∂2K
∂Φ∂Φ¯
∣∣∣
Φ=Φ0
= 1 . (3.2.33)
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This requires that
µ¯2 = |m+ λΦ0|2 = |Ψ0|2 and z2 = 1
2
+ ζ(2)
2
−
√
3N(
pi
3
) .
Then the physical Ka¨hler potential up to two-loops is
Kphys = Ψ¯Ψ
(
1
λ¯λ
+
1
2(4pi)2
(
2− log Ψ¯Ψ
Ψ¯0Ψ0
)
− λ¯λ
4(4pi)4
(
6− 4 log Ψ¯Ψ
Ψ¯0Ψ0
+ log2
Ψ¯Ψ
Ψ¯0Ψ0
))
,
where for massive theories we may choose Φ0 = 0 which implies Ψ0 = m
and for massless theories we note that Ψ = λΦ and Ψ0 = λΦ0.
Finally, we compare with the existing two-loop results for this calcula-
tion. The first was the 1984 component calculation in [116, 117], followed
by a superfield calculation in 1989 [118]2. In the latter, they calculated
with the spurion background field Φ = φ + fθ2 which breaks the explicit
supersymmetry of their result. The results of these papers are expressed in
terms of three different squared masses |m+λφ|2 + s|λf | for s = −1, 0,+1,
and the terms that are quadratic in the auxiliary fields integrate up to the
Ka¨hler potential (see the end of section 3.3.3 for further discussion). For
now, we note that the counterterms given in the papers match those above
for particular choices of the finite constants z1 and z2.
As for pure superfield calculations, we have already seen that the MS
result (3.2.31) matches the result given in [91]. The earlier superfield calcu-
lation, [70], matches ours up to their result for the unrenormalised two-loop
Ka¨hler potential, which seems to have an overall sign error. This error
propagated into their renormalisation analysis, so that their renormalised
results and counterterms do not match those above.
3.3 Auxiliary potential
In this section we study the auxiliary potential (3.1.17), primarily focusing
on the calculation of the leading, four-derivative term for which conflicting
results were given in [68, 69, 107, 119]. The general arguments given in
section 3.1 and dimensional analysis show that we can always reduce the
4-derivative term to the form
F
∣∣∣
4-deriv.
= ζ
(DαΨDαΨ)(D¯α˙Ψ¯D¯
α˙Ψ¯)
(4pi)2(Ψ¯Ψ)2
, (3.3.34)
2The ICTP preprint (ICTP/85/205) of this paper was released in 1985.
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up to surface terms and for some numerical constant ζ.
In [107] diagrammatical methods were used to find ζPW =
1
384
= 1
3×27 .
The same result was given in [119] on the basis a covariant expansion using
a symbol operator technique. In subsection 3.3.1, we reproduce this result
by direct expansion of (3.1.13a).
On the other hand, in [68, 69] ζ was left as an unevaluated integral.
Unfortunately, due to small typographical errors that differ between the two
versions, the integrals given for ζ are actually IR divergent. In subsection
3.3.2, we use the results of appendix A.5 to show that the heat kernel
calculation of [68, 69] yields ζBKY = − 164 .
The reason that these two methods yield different results is because the
final, unregularised integral is only conditionally convergent. As there are
no renormalisation or symmetry conditions to impose upon the 4-derivative
term, there is no way to fix the ambiguity in the result. However, if
we use dimensional regularisation we consistently find the result to be
ζ = ζPW =
1
384
, which also matches the component results. Other reg-
ularisation schemes, such as analytic, zeta function and propertime cut-off
regularisations do not fix the conditional convergence.
Finally, in subsection 3.3.3, we use dimensional regularisation and the
heat kernel representation to calculate the surprisingly simple, full one-loop
auxiliary potential.
Throughout the rest of this section, we use the following notation for
the various combinations of derivatives of the background fields
a = (DαΨ)(DαΨ) , a¯ = (D¯α˙Ψ¯)(D¯
α˙Ψ¯) , b = (D2Ψ) , b¯ = (D¯2Ψ¯) ,
u2 = Ψ¯Ψ2 , F2 = b¯b/64 , G2 = u2 + F2 . (3.3.35)
For more details, see appendix A.5.
3.3.1 Four-derivative term via direct expansion
In this subsection we expand the expression for the one-loop effective action
(3.1.13a) and only keep the 4-derivative terms. From (3.1.13a), we see that
we need to examine the term
Tn , (P+Ψ¯
1
2
Ψ)nP+ , (3.3.36)
and its complex conjugate, remembering that all derivatives, unless other-
wise indicated, act on all terms to the right. Since we’re in the effective
potential approximation we can commute all of the 2−1 terms to the left.
As we only want to let a total of 4 derivatives hit the backgrounds fields,
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most of the chiral projectors will go straight through to the right. However,
there must be a first (from the right) chiral projector that hits a field, so
we sum over all possibilities
Tn = 2
−n
n−1∑
j=0
(P+Ψ¯Ψ)
n−j−1 D¯
2D2
162
(Ψ¯Ψ)j+1P+ (3.3.37)
= 2−n
n−1∑
j=0
(P+Ψ¯Ψ)
n−j−1
([
D¯2D2, (Ψ¯Ψ)j+1
] 1
162
+
[
D¯2Dα, (Ψ¯Ψ)j+1
] Dα
82
+
[
D¯2, (Ψ¯Ψ)j+1
] D2
162
+
[
D¯α˙Dα, (Ψ¯Ψ)j+1
] D¯α˙Dα
42
+
[
D¯α˙, (Ψ¯Ψ)
j+1
] D¯α˙D2
82
)
P+
, T (1)n + T (2)n + T (3)n + T (4)n + T (5)n . (3.3.38)
We evaluate each term, T
(1,...,5)
n , separately. Note that for n = 1, only
the first term exists, but it is a total derivative and can thus be ignored.
We will see that all of the terms have n dependent coefficients that are
automatically zero when n is too small for that term to be generated.
Evaluation of T
(1)
n
Since all four derivatives come from a single P+, the rest of the projection
operators commute through to the right,
T (1)n =
1
2n
n−1∑
j=0
(ΨΨ¯)n−j−1
162
[
D¯2D2, (ΨΨ¯)j+1
]
P+
=
(ΨΨ¯)n−2
162n+1
n−1∑
j=0
(j + 1)2(Ψ¯b¯+ ja¯)(Ψb+ ja)P+ .
Performing the simple sums of polynomials, we find
T (1)n =
(ΨΨ¯)n−2
162n+1
n(n+ 1)
(
a¯a
(n− 1)(3n2 − 2)
15
+ (a¯Ψb+ aΨ¯b¯)
(n− 1)(3n+ 2)
12
+ Ψ¯b¯Ψb
2n+ 1
6
)
P+
= a¯a
(ΨΨ¯)n−2
162n+1
n(n4 − 1)
30
P+ + surface terms .
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Evaluation of T
(2)
n
The first projection operator provides three derivatives to give
T (2)n =
1
82n+1
n−1∑
j=0
(j + 1)2(P+Ψ¯Ψ)
n−j−1Ψ¯j−1(Ψ¯b¯+ ja¯)Ψj(DαΨ)DαP+ .
Since P+DαP+ = 0, the final Dβ to hit a field must come from the next
projector on the right. This yields
T (2)n = −
(Ψ¯Ψ)n−2
82n+1
n−1∑
j=0
(j + 1)2(Ψ¯b¯+ ja¯)(Ψb+ (j + 1)a)P+
=
−(Ψ¯Ψ)n−2
82n+1
n(n+ 1)
60
(
a¯a(n− 1)(12n2 + 15n+ 2)+ 5a¯Ψb(n− 1)(3n+ 2)
+ 15aΨ¯b¯n(n+ 1) + 10Ψ¯b¯Ψb(2n+ 1)
)
P+
= −a¯a(Ψ¯Ψ)
n−2
82n+1
(n− 2)(n− 1)n(n+ 1)(2n− 1)
60
P+ + surface terms .
Evaluation of T
(3)
n
Although only two derivatives come from the first P+, because P+D
2P+ = 0
the rest of the derivatives must come from the next projection operator, so
the evaluation of T
(3)
n is very similar to T
(2)
n . The result is
T (3)n =
(Ψ¯Ψ)n−2
162n+1
n(n+ 1)(n+ 2)
60
(
3a¯a(n− 1)(4n+ 2) + 15a¯Ψb(n− 1)
+ 5aΨ¯b¯(3n+ 1) + 20Ψ¯b¯Ψb
)
P+
= a¯a
(Ψ¯Ψ)n−2
162n+1
(n− 2)(n− 1)n(n+ 1)(n+ 2)
30
P+ + surface terms .
Evaluation of T
(4)
n
One Dα and one D¯α˙ from the first projection operator hit fields leaving
T (4)n =
1
42n+1
n−1∑
j=0
(j + 1)2(P+Ψ¯Ψ)
n−j−1(Ψ¯Ψ)j(D¯α˙Ψ¯)(DaΨ)D¯α˙DαP+ .
Since D¯α˙DαP+ = −2i∂αα˙P+, the next derivative can come from any of the
remaining projection operators. We sum over all possibilities and, after
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some work (see [115] for details), get the result
T (4)n = −a
(Ψ¯Ψ)n−2
82n+1
n−1∑
j=0
n−j−2∑
k=0
(j + 1)2(Ψ¯b¯+ (j + k + 1)a¯)P+
= −a(Ψ¯Ψ)
n−2
82n+1
(n− 1)n(n+ 1)
12
(
nΨ¯b¯+
a¯
10
(8n2 − 5n− 2))P+
= a¯a
(Ψ¯Ψ)n−2
82n+1
(n− 2)(n− 1)n(n+ 1)(2n− 1)
120
P+ + surface terms .
Evaluation of T
(5)
n
The evaluation of T
(5)
n is similar to that of T
(4)
n , so we leave the details to
[115]. The final result is
T (5)n = −
(Ψ¯Ψ)n−2
82n+1
n(n+ 1)(n+ 2)
60
(
a¯a(16n2 − 13n− 3)
+ 5a¯Ψb(3n+ 1) + 20Ψ¯b¯a(n− 1) + 20Ψ¯b¯Ψb)P+
= −a¯a(Ψ¯Ψ)
n−2
82n+1
(n− 2)(n− 1)n(n+ 1)(n+ 2)
60
P+ + surface terms .
Total
Combining all of the above, we find that
Tn = −(Ψ¯Ψ)
n−2
162n+1
n(n+ 1))
12
(
a¯a(8n3 + 5n2 − 11n− 2) (3.3.39)
+ 2a¯Ψb(3n2 + 5n+ 4) + 2aΨ¯b¯(5n2 + 3n− 8) + 2Ψ¯b¯Ψb(4n+ 5)
)
P+ ,
which becomes remarkably simple after integration by parts
Tn = a¯a
(Ψ¯Ψ)n−2
162n+1
n2(n2 − 1)
12
P+ + surface terms . (3.3.40)
We can now calculate the 4-derivative correction to the auxiliary poten-
tial
Γ
(1)
4-deriv =
i
4
Tr
∞∑
n=1
−1
n
(
TnP+ + c.c.
)
,
Using (3.3.40) and moving to momentum space to diagonalise the trace, we
have
Γ
(1)
4-deriv =
1
(4pi)2
∫
d8z
a¯a
32
∫ ∞
0
dk
k3
(k2 + Ψ¯Ψ)4
. (3.3.41)
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Performing the momentum integral yields a result of the form (3.3.34) with
ζ = 1
384
, in agreement with calculations of [107] and [119].
If, instead, we used (3.3.39), then, provided we integrated by parts be-
fore performing the momentum integral, we obtain the same result. How-
ever, if we leave the integration by parts until last, then each of the four
terms in the momentum integral are IR divergent. In which case, the mo-
mentum integrals can be performed if, e.g., we regularise with dimensional
regularisation. The result is
Γ
(1)
4-deriv =
(4piµ2)ε
Γ(2− ε)(4pi)2
∫
d8z
1/96
(Ψ¯Ψ)2
(
a¯a
2
(1
ε
− log(Ψ¯Ψ)− 13
2
)
(3.3.42)
+ (a¯Ψb+ c.c. )
(1
ε
− log(Ψ¯Ψ) + 1
)
− Ψ¯b¯Ψb
2
(5
ε
− 5 log(Ψ¯Ψ)− 9
))
.
Integrating by parts, the 1
ε
and log terms cancel and we once again recover
the result (3.3.34) with ζ = 1
384
.
3.3.2 Four-derivative term via the heat kernel
In this subsection we re-derive the result of [68, 69] and obtain ζBKY in
terms of an integral constructed from
J(s) , 2
s
∫ ∞
0
sin(p)e−p
2/sdp =
√
pi
s
e−s/4erfi(
√
s
2
) , (3.3.43)
where erfi(z) = −i erf(iz) is the so-called “imaginary error function”. We
then show that the integrals involved are only conditionally convergent
and repeat the calculation using dimensional regularisation to obtain an
unambiguous result.
The one-loop effective action is written in terms of the heat kernel as
Γ(1) =
i
2
Tr log(
∆
2
) = − i
2
∫ ∞
0
ds
s
TrU
(Ψ)
V (s) , (3.3.44)
where U
(Ψ)
V (s) is studied in appendix A.5. In the effective potential limit,
where ∂aΦ = ∂aΦ¯ = 0, it reduces to
Γ(1) = − i
2
∫
d8z
∫ ∞
0
ds
s
(
A(s) + A˜(s)
)
U(x, x′|s)
∣∣∣
x′→x
. (3.3.45)
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Using the results and notation of section A.5.3, we can read off the four-
derivative terms in the integrand,
A(s) + A˜(s)
∣∣∣
4-deriv
=
sa¯a
512u3
((
7− 10
3
s2u2
)
sin(su) + su
(
s2u2 − 7) cos(su))
+
s(Ψ¯b¯a+ c.c. )
64u3
(
su cos(su)− (1− s2u2
3
)
sin(su)
)
(3.3.46)
+
sΨ¯b¯Ψb
64u3
(
sin(su)− su cos(su)
)
.
A general term in (3.3.46) is of the form A = su−3A(su) and its contri-
bution to the effective potential is
Γ(1)
∣∣
A = −
i
2
∫
d8z
∫ ∞
0
ds
s
s4
(su)3
A(su)U(x, x′|s)
∣∣∣
x′→x
. (3.3.47)
By using the d-dimensional momentum space representation of U(x, x′|s)
U(x, x′|s) = µ2ε
∫
ddk
(2pi)d
e−ik
2s+ik(x−x′) ,
integrating out the angular parts of the momentum integral, Wick rotating
and rescaling the propertime integral, we obtain
Γ(1)
∣∣
A =
µ2ε
Γ(2− ε)(4pi)d/2
∫
d8z
(Ψ¯Ψ)2+ε
∫ ∞
0
ds
s1−2ε
∫ ∞
0
dp
p2ε
A(p)e−
p2
s , (3.3.48)
where we’ve defined p = s|k|
√
Ψ¯Ψ.
Removing the dimensional regularisation, it is now straight forward to
use the definition (3.3.43) to perform the momentum integral in (3.3.48) to
write the four derivative contribution as
Γ
(1)
4-deriv =
1
64(4pi)2
∫
d8z
(Ψ¯Ψ)2
∫ ∞
0
ds
s
(
sΨ¯b¯Ψb
4
(
(s+ 2)J(s)− 2
)
− s(Ψ¯b¯a+ c.c. )
24
((
s2 + 4s+ 12
)
J(s)− 2(s+ 6)
)
+
sa¯a
384
((
3s3 + 2s2 + 44s+ 168
)
J(s)− 2(3s2 + 8s+ 84))).
Each of the three terms in the above propertime integral are IR diver-
gent, but the divergences cancel when combined using integration by parts
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(3.1.18). This gives a result of the form (3.3.34) with ζ = ζBKS defined by
the integral
ζBKS =
1
1024
∫ ∞
0
ds
(
1− J(s) + s
2
(J(s) + 4)− s
2
4
(5J(s) + 1) +
s3
8
J(s)
)
,
(3.3.49)
which can be compared with equation (5.15) of [68, 69]. The integral can be
evaluated and yields the value ζBKS = − 164 , which clearly does not match
the result of the previous section.
Alternatively we can integrate by parts first and use the expression
A(s) + A˜(s)
∣∣∣
4-deriv
=
sa¯a
1536u3
(
3(1 + 2s2u2) sin(su)− (3− s2u2)su cos(su)
)
,
(3.3.50)
which holds up to surface terms. Proceeding to evaluate (3.3.48) without
regularisation, as in the last paragraph, we find the four-derivative correc-
tion (3.3.34) with
ζ =
1
1024
∫ ∞
0
ds
(
J(s)− 1 + s
2
(3J(s) + 8/3)− s
2
4
(3J(s) + 1/3) +
s3
8
1
3
J(s)
)
.
This result is different from (3.3.49) and evaluates to the numerical value
of 1
192
which agrees with neither ζBKS or ζPW .
The problem lies in the fact that the unregularised (ε→ 0) integrals are
only conditionally convergent and not invariant under the rescaling required
to obtain (3.3.48). If we don’t perform the rescaling then it makes sense
to try to exchange the order of the propertime and momentum integrals,
which is useful since it leads to simpler intermediate expressions that are
free from the error functions above. However, when the order of integration
is exchanged and the integrals are not regularised, the result changes. This
is a clear sign of conditional convergence.
If we keep the dimensional regularisation in (3.3.48) then we consistently
get the correction (3.3.34) with ζ = ζPW =
1
384
. We demonstrate this with
two possible order of operations. First, we start with (3.3.50) and perform
the propertime integral to get
Γ
(1)
4-deriv =
µ2ε
Γ(2− ε)(4pi)d/2
∫
d8z
a¯a
32
∫ ∞
0
dk
k3−2ε
(k2 + Ψ¯Ψ)4
.
This momentum integral is clearly equivalent to (3.3.41) and converges for
−2 < ε < 2, so it does not need dimensional regularisation. We recover
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the result (3.3.34) with ζ = 1
384
. However, if we start with (3.3.46) and
leave the integration by parts until the very end, then we definitely need
the dimensional regularisation. Once again, for simplicity, performing the
propertime integral first, we find
Γ
(1)
4-deriv =
(4piµ2)ε
Γ(2− ε)(4pi)2
∫
d8z
Ψ¯Ψ
8
∫ ∞
0
dk
k1+2ε
( a¯a
12
5Ψ¯Ψ− 4k2
(k2 + Ψ¯Ψ)4
− aΨ¯b¯+ c.c.
3(k2 + Ψ¯Ψ)3
+
bb¯
4(k2 + Ψ¯Ψ)2
)
.
The momentum integrals are IR divergent (i.e., in dimensional regularisa-
tion, they converge for −2 < ε < 0) and we get the ε-expansion
Γ
(1)
4-deriv =
(4piµ2)ε
Γ(2− ε)(4pi)2
∫
d8z
1/96
(Ψ¯Ψ)2
( a¯a
2
(
− 5
ε
+ 5 log(Ψ¯Ψ)− 21
2
)
+ (aΨ¯b¯+ c.c. )
(2
ε
− 2 log(Ψ¯Ψ) + 3
)
− 3Ψ¯b¯Ψb
2
(1
ε
− log(Ψ¯Ψ) + 1
))
.
Although the coefficients in the above are different to those in (3.3.42),
integrating by parts still yields (3.3.34) with ζ = 1
384
.
We note that in [68, 69], the action of A(s) + A˜(s) on U(x, x′|s) was
not evaluated by going to momentum space, but rather by series expansion
and using (3.2.23). This leads to essentially identical results and problems
to those discussed above. See [115] for more details of this and for the
calculations using other regularisation schemes.
3.3.3 The full, one-loop auxiliary potential
In the previous subsections, we’ve seen that the most robust and compact
way to calculate the leading correction to the auxiliary potential is to use the
dimensionally regularised heat kernel, integrate by parts first, then perform
the propertime integral and finally the momentum space integral. We’ll
now follow this procedure to calculate the full one-loop auxiliary potential.
The first step is to use integration by parts to get A(s) + A˜(s) into a
usable form. Starting with the results (A.5.76) we find, after some work,
ΨC(s) + Ψ¯C˜(s) ≈ −2iΨ¯Ψsin(su)
u
− i a¯a
b¯b
((s2u2 − 1
2u
− u
F2
)
sin(su)
− 3s
2
cos(su) +
G
F
(cos(sF) sin(sG)
F
+
sin(sF) cos(sG)
G
))
,
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which can then be integrated using (A.5.62a) to get
A(s) + A˜(s) ≈ 2Ψ¯Ψcos(su)− 1
u
(3.3.51)
+
a¯a
b¯b
(
s2
2
(
cos(su) +
sin(su)
su
)
+
cos(sF) cos(sG)− cos(su)
F2
)
.
The first term is derivative free and corresponds to the Ka¨hler approxima-
tion discussed in sections 3.2 and A.5.2. The second term contains all of
the terms that generate the auxiliary potential, starting with four derivative
term (3.3.50).
Equation (3.3.51) is an amazingly simple expression, considering the
complexity of the results found in appendix A.5, and is quite easily inte-
grated to give the low-energy effective action. The general structure is
Γ(1) =
µ2ε(4pi)−d/2
Γ(2− ε)
∫
d8z
∫ ∞
0
dk k3−2ε
∫ ∞
0
ds
s
(
A(−is, u) + A˜(−is, u))e−k2s .
Performing the propertime integral yields
Γ(1) =
µ2ε(4pi)−d/2
Γ(2− ε)
∫
d8z
∫ ∞
0
dk k3−2ε
[
2Ψ¯Ψ
log(1 + Ψ¯Ψ/k2)
2k2Ψ¯Ψ
+
a¯a
b¯b
(
−1
(k2 + Ψ¯Ψ)2
+
2 log( Ψ¯Ψ
k2
+ 1)− log(( Ψ¯Ψ
k2
+ 1
)2 − 4F2
k2
)
4F2
)]
.
Factorising the final logarithm term, the momentum integral can then be
evaluated to get
Γ(1) =
µ2εΓ(ε)
(4pi)d/2Γ(2− ε)
∫
d8z
[
Γ(1− ε)
2(1− ε) (Ψ¯Ψ)
1−ε − a¯a
2b¯b
(
Γ(2− ε)
(Ψ¯Ψ)ε
+
Γ(1− ε)
(2− ε)
2(Ψ¯Ψ)2−ε − (Ψ¯Ψ + 2F)2−ε − (Ψ¯Ψ− 2F)2−ε
4F2
)]
.
Expanding around d = 4 and simplifying we get our result
Γ(1) =
∫
d8z
(
K(1) + F (1)
)
, (3.3.52)
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where the Ka¨hler potential K(1) was given in (3.2.20) and the auxiliary
potential is
(4pi)2F (1) =
1
4
a¯a
b¯b
(
3−
(
1 +
16Ψ¯2Ψ2
b¯b
)
log
(
1− b¯b
16Ψ¯2Ψ2
)
− 16Ψ¯Ψ√
b¯b
coth−1
(4Ψ¯Ψ√
b¯b
))
.
(3.3.53)
This has the series expansion
(4pi)2F (1) =
a¯a
4
∞∑
n=1
1
n(n+ 1)(2n+ 1)
(b¯b)n−1
(4Ψ¯Ψ)2n
(3.3.54)
=
a¯a
Ψ¯2Ψ2
( 1
384
+
1
30720
b¯b
(Ψ¯Ψ)2
+
1
1376256
(b¯b)2
(Ψ¯Ψ)4
+ . . .
)
,
where the natural expansion parameter is the dimensionless
p2 =
b¯b
(4Ψ¯Ψ)2
. (3.3.55)
Using integration by parts to remove a¯a from the auxiliary potential
essentially requires that we integrate F (1) with respect to p twice. This
yields an expression with dilogarithms
F (1) =
Ψ¯Ψ
36(4pi)2
(
8 + 3pLi2(p)− 3pLi2(−p)
− 1
2p2
(
(p+ 1)
(
11p2 + 7p+ 2
)
log(p+ 1) +
(
p→ −p))) . (3.3.56)
This is reminiscent of [89, 120, 121] where, for a N = 2 SYM theory written
in terms of N = 1 superfields, the one-loop Ka¨hler potential was twice
integrated to recover the N = 2 non-holomorphic potential. Their results
were also expressed using dilogarithms.
3.3.4 Component projections and comparisons
Choosing the background superfield Φ = φ + θ2f and projecting to com-
ponents we find the above result for K(1) + F (1) is in complete agreement
with the old component results [122–129], where the contributions coming
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from the Ka¨hler and auxiliary potentials are mixed in the single momentum
integral
V (1) =
i
2
∫
ddk
(2pi)d
log
(
1− |λf |
2
(k2 + |m+ λφ|2)2
)
, (3.3.57)
a result that is reproduced in appendix B.
In fact, the above component projection may be reversed and the entire
superfield result for Ka¨hler and auxiliary potentials can be recovered from
a component calculation in the background Φ = φ+ θ2f . The projection of
the Ka¨hler potential is3∫
d4θK(Φ¯,Φ)
∣∣∣
Φ=φ+θ2f
∂φ=∂f=0
= f¯f∂φ∂φ¯K(φ¯, φ) , (3.3.58)
so the Ka¨hler potential can be recovered (up to a Ka¨hler transformation)
by integrating the term quadratic in the auxiliary field. Assuming4 that the
projection of the auxiliary potential can be written as∫
d4θF (Φ¯,Φ, a, a¯, b, b¯)
∣∣∣
Φ=φ+θ2f
∂φ=∂f=0
= |λf |2g(p2| ) , (3.3.59)
where p2| =
|λf |2
|m+λφ|4 , and g(p
2
| ) =
∑∞
n=1 gn p
2n
| , then we can recover the
auxiliary potential from the terms in the component potential that are of
quartic and higher order in the auxiliary field. A quick calculation yields
F (Φ¯,Φ, a¯, a, b¯, b) =
a¯a
(4Ψ¯Ψ)2
g(p2)
p2
.
This recovery of the superfield results from the component expressions
is easily performed for the one-loop results and provides a good check on
our results. In principle it is also simple at any loop order. However, in
practice it is not so straightforward. The two main obstacles at higher
loops are: 1) for the Ka¨hler potential, the renormalisation scheme is im-
portant and finite counterterms may need to be chosen in order to match
3The Ka¨hler potential will actually always be a function of Ψ = m + λΦ and Ψ¯ =
m¯+ λ¯Φ¯ and never Φ or Φ¯ alone.
4 The two-loop results of [117, 129] contains a term that is cubic in the auxiliary
fields so can not come from a the projection of a function of p2 like (3.3.59). However,
the most general structure that can occur∫
d8z F˜ (Ψ, Ψ¯, b, b¯)
∣∣∣
Φ=φ+θ2f
∂φ=∂f=0
=
∫
d4x |λf |2∂m,m¯F˜ (m+ λφ, m¯+ λ¯φ¯,−4λf,−4λf¯) ,
still allows for reconstruction of the full auxiliary potential.
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the results; 2) for the auxiliary potential, it is not always simple to expand
the component expression in the auxiliary fields to obtain the separation
f¯f∂φ∂φ¯K(φ¯, φ) + |λf |2g(p2| ). The existing two-loop calculations give evi-
dence of these possible difficulties.
There are three calculations of the two-loop component effective poten-
tial for the Wess-Zumino model in the literature, however, none of them
are completely satisfactory. The first calculation [116] only gives the re-
sult implicitly as the sum of eleven unevaluated two-loop integrals. The
other calculations [117, 118, 129] actually evaluate the loop integrals and
give the combined result in a modified minimal subtraction scheme. Both
final results contain a non-elementary function named J(z) coming from
the two-loop integral that should be equivalent (up to log and polynomial
terms) to (D.2.26) for the case of only two different squared masses with
ratio z. The finite part of the two-loop integral was not well understood at
that time, so the function J(z) was not explicitly defined in [117] and the
series expansion given in [118] only matches my version for z = 1. Both
calculations have terms that are either independent or linearly dependent
on the auxiliary fields. This is incompatible with the projection from super-
fields and so puts their results in question. The unrenormalised two-loop
Ka¨hler potential derived from appendix C of [117], agrees with mine up to
a finite term proportional to the classical action. The unrenormalised two-
loop Ka¨hler potential derived from [118] does not contain a log2(Ψ¯Ψ) term,
so can not be correct. Finally, the coefficient of the leading (4-derivative)
term in the two-loop auxiliary potential derived from the two calculations
do not match each other.

4 Supersymmetric quantum
electrodynamics
In this chapter we examine the low energy effective action of N = 1 su-
persymmetric quantum electrodynamics (SQED) obtained by integrating
out the matter fields up to two loops in a covariantly constant gauge back-
ground. We also examine the matter sector of the one-loop effective action
which is needed for the two-loop renormalisation.
The Euler-Heisenberg (EH) effective Lagrangian [130] was the second
extension of Maxwell’s equations that arose in the mid 1930s. The first
being the Born-Infeld action [131] which is a non-linear action designed to
address the problem of the self-energy of the electron whilst maintaining
the symmetries of the electromagnetic field. The Born-Infeld action has
turned out to play a big role in the low-energy effective actions of string
theories (see [132] and references within) and it also occurs naturally in
the class of self-dual U(1) gauge theories. In subsection 6.2.6 we shall see
how it can be related to broken supersymmetry. The EH action, on the
other hand, is the seminal work on low-energy quantum effective actions.
Euler and Heisenberg obtained their effective Lagrangian by solving the
Dirac equation in a constant electromagnetic field then working backwards
to the Lagrangian. Their work was clarified, and also extended to the case
of scalar matter fields, by Weisskopf in [133]. A good historical discussion
of these early calculations is available in the article “The Heisenberg-Euler
Effective Action: 75 years on” [134].
In the elegant paper [135], Schwinger moved the calculations of [130, 133]
to the language of quantum field theory and rederived the results using func-
tional techniques and propertime representations of the Green’s functions.
Schwinger’s paper, which starts with “the elementary remark that the ex-
traction of gauge invariant results from a formally gauge invariant theory
is ensured if one employs methods of solution that involve only gauge co-
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variant quantities”, formed the basis of the background field method used
throughout this thesis, see references and discussion in [71].
The one-loop results for spinor and scalar QED [130, 133, 135] were ex-
tended to two-loops in 1975 by Ritus [136, 137]. Further two-loop analysis
has been performed by many groups using a variety techniques, see, e.g.,
[138–141]. The calculation of the one-loop EH effective action for supersym-
metric SQED (and SYM) has been performed many times [119, 142–146]
but, prior to the paper that this chapter is based on, [1], had only been
extended to two-loops for the N = 2 case in [146]. Below, we reproduce
and elaborate the N = 1 calculation of [1] and so, unlike the other chapters
in this thesis, we regularise the loop integrals with a propertime cut-off.
4.1 Classical action and quantisation
The classical action for N = 2 SQED is
SN=2SQED =
1
e2
∫
d8z Φ¯Φ +
1
e2
∫
d6z WαWα
+
∫
d8z
(
Q¯+Q+ + Q¯−Q−
)
+
(∫
d6z
(
Q+ΦQ−
)
+ c.c.
)
,
(4.1.1)
where Wα and Φ form the N = 2 gauge multiplet and the covariantly chiral
Q± form the hypermultiplet. The action for N = 1 SQED is obtained from
(4.1.1) by making the field Φ non-dynamical and fixing its value to the mass
m
SN=1SQED =
1
e2
∫
d6z WαWα
+
∫
d8z
(
Q¯+Q+ + Q¯−Q−
)
+
(
m
∫
d6z
(
Q+Q−
)
+ c.c.
)
.
(4.1.2)
The matter fields Q± are in representations of the U(1) gauge group with
±1 charge respectively. The gauge fields Wα and Φ have charge zero. This
needs to be taken into account when using the covariant D-algebra (2.1.4).
As discussed in chapter 2, when quantising using the background field
method and ’t Hooft gauge, in order to get simple, local chiral propagators,
we need the condition PM2 = M2P¯ = 0 to hold. In the N = 1 SQED
case this means we must have either vanishing mass, m = 0, or vanishing
background matter fields, Q± = 0. For the EH calculations in the following
sections, the latter condition holds. In the final section of this chapter
(section 4.6) we calculate the one-loop matter sector of the effective action,
so unless we restrict our attention to the massless case, the propagators are
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necessarily not minimal. Nevertheless, at one-loop, we can extract the two-
point function and the Ka¨hler potential, both of which can be evaluated in
an arbitrary Rξ gauge. At higher loops, local propagators only occur when
expanding in the field strength to calculate n-point functions.
We follow the background field quantisation procedure given in chapter
2 and note that since there are no background matter fields, the ’t Hooft
gauge reduces to the standard Fermi-Feynman gauge. Also, since we have
an abelian gauge group, the ghost dynamics completely decouple from the
background and can be ignored. The result is the following action that is
to be used for loop calculations
S(2) + S(int) = −1
2
∫
d8z vv +
∫
d8z
(
q¯+e
evq+ + q¯−e−evq−
)
+
(
m
∫
d6z q+q− + c.c.
)
.
(4.1.3)
It yields the propagators
i 〈v(z)v(z′)〉 = −G0(z, z′) = (4.1.4a)
i 〈q+(z)q−(z′)〉 = −mG+(z, z′) = (4.1.4b)
i 〈q¯−(z)q¯+(z′)〉 = −mG−(z, z′) = (4.1.4c)
i 〈q+(z)q¯+(z′)〉 = G+−(z, z′) = (4.1.4d)
i 〈q¯−(z)q−(z′)〉 = G−+(z, z′) = , (4.1.4e)
where the gauge field propagator, G0(z, z
′), is δ4(θ − θ′) times the bosonic
propagator discussed in section A.3 in the massless limit. The interac-
tions are easily read from (4.1.3) by expanding in the quantum fields,
S(int) =
∑∞
n=1
∑
± S
(int)
n,± where
S
(int)
n,± =
(±e)n
n!
∫
d8z q¯±q±vn =
±
±
n . (4.1.5)
Only the n = 1, 2 interactions can occur in two-loop 1PI diagrams and
the quartic (n = 2) interaction does not contribute in the Fermi-Feynman
gauge. The arrows in the above Feynman rules show the “flow of chirality”
in the diagrams.
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4.2 One-loop Euler-Heisenberg effective
action
As mentioned above, the one-loop Euler-Heisenberg effective action for
SQED has been calculated in many other places [119, 142–146]. We re-
peat the calculation here only for the sake of completeness and in order to
establish some notation.
As seen in section 2.5, the unrenormalised one-loop effective action can
be written as
Γ(1)unren = i log Det+(+ −m2) = −i
∫ ∞
s0
ds
s
Tr+K+(s)e
−i(m2−i)s , (4.2.6)
where → 0 is the standard i condition and K+(s) is the four dimensional
chiral heat kernel (A.4.44) evaluated in the coincidence limit, i.e., K+(s) =
K+(z, z|s). To evaluate this coincidence limit, the first result we need is
U(s)ζ2U(−s)
∣∣∣
ζ→0
= ζ(s)2
∣∣∣
ζ→0
= 2W 2
cos(sB)− 1
B2
. (4.2.7)
Since the above expression contains a factor of W 2, it prevents any further
terms arising from the action of U(s) from contributing in the coincidence
limit K+(s). Then we simply need the result for the Lorentz determinant
det
( sF
sinh sF
) 1
2
=
sλ+
sin(sλ+)
sλ−
sin(sλ−)
= −s
2
2
B2 − B¯2
cos(sB)− cos(sB¯) , (A.4.37)
to get the limit for the heat kernel
K+(s) = − is
2
(4piis)2
W 2
B2 − B¯2
cos(sB)− cos(sB¯)
cos(sB)− 1
B2
=
i
(4pi)2
W 2
(
1 + B¯2
B−2(1− cos(sB))− c.c.
cos(sB)− cos(sB¯)
)
. (4.2.8)
The second line has been arranged to isolate the divergent part from the
unrenormalised one-loop effective action
Γ(1)unren =
1
(4pi)2
∫
d6z W 2
∫ ∞
s0
ds
s
e−i(m
2−i)s (4.2.9)
− 1
(4pi)2
∫
d8z W 2W¯ 2
∫ ∞
0
ds
s
B−2(1− cos(sB))− c.c.
cos(sB)− cos(sB¯) e
−i(m2−i)s .
The integral in the second line is finite, so we have removed the regu-
larisation and have also used the fact that for an on-shell background,
B2 = 1
4
D2W 2. The propertime integral in the first line of (4.2.9) is di-
vergent as s0 → 0 and is absorbed into the renormalisation of e2. We leave
further discussion of the renormalisation to section 4.4.
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(4.1I) (4.1II)
Figure 4.1: Two-loop graphs for N = 1 SQED
4.3 Two-loop Euler-Heisenberg effective
action
As shown in figure 4.1, there are two non-zero two-loop 1PI supergraphs1
that contribute to the two-loop effective action. The first graph contributes
Γ
(2)
I = e
2
∫
d8z
∫
d8z ′G0(z, z′)G−+(z, z′)G−+(z′, z) , (4.3.10)
whilst the contribution from the second diagram is
Γ
(2)
II = −e2m2
∫
d8z
∫
d8z ′G0(z, z′)G+(z, z′)G−(z′, z) . (4.3.11)
In N = 2 SQED there is a third diagram that comes from the chiral
vertex
∫
d6z
(
Q+ΦQ−
)
and its complex conjugate. This extra diagram gives
the identical contribution as Γ
(2)
I , except for the replacement G−+(z
′, z)→
G+−(z′, z), which as shown in [146], can be combined with Γ
(2)
I to give a
dramatic simplification in the two-loop calculation. For more details see
[1, 146].
We can now use the delta function in the gauge propagator to integrate
out the θ and θ′ Grassmann variables in Γ(2)I . Shifting the remaining spatial
integration variables via the rule {x, x′} → {x, ρ}, where ρ is defined in
(A.2.6), we have
Γ
(2)
I = ie
2
∫
d8z
∫
d4ρ
∫ ∞
0+
ds dt duKbos(ρ|u)
×K−+(z, z′|s)K−+(z′, z|t)e−i(m2−i)(s+t)
∣∣∣
ζ→0
,
(4.3.12)
1There is a third 1PI supergraph, the so-called ‘figure eight’ graph, whose contribu-
tion is easily seen to be zero in the Fermi-Feynman gauge.
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where the propertime integrals are taken to be cutoff at small propertimes.
In (4.3.12) we use the bosonic heat kernel in four dimensions
Kbos(ρ|u) = i
(4piiu)2
ei
ρ2
4u . (A.3.12)
So, we see that to calculate (4.3.12), we first need to calculate the antichiral-
chiral heat kernel (A.4.45) in the Grassmann coincidence limit (ζα, ζ¯α˙)→ 0.
The easiest way to calculate the coincidence limit is to break the expo-
nential in (A.4.45) into two parts, the first being
U(s) exp
( i
4
ρ˜F coth sF ρ˜
)
U(−s)
∣∣∣
ζ→0
which is evaluated using the result
ρ˜αα˙(s)
∣∣∣
ζ→0
= ραα˙ + 4
∫ s
0
(eiτN − 1
N
) β
α
WβW¯β˙
(
eiτN¯
)β˙
α˙
dt .
The second term in the exponential, (A.4.47), is most simply evaluated
when combined with the I(z, z′) term, because
U(s)
(
eR(z,z
′)I(z, z′)
)
(4.3.13)
= e
R(z,z′)+i
∫ s
0 U(t)
(
2ζ2W¯ 2−ζ2ζ¯N¯W¯+ i
2
(
ζρN¯W¯+ζNρW¯
))
U(−t)dt
I(z, z′) ,
the coincidence limit of which is straightforward, but tedious, to calculate.
The combined result is
K−+(z, z′|s)
∣∣∣
ζ=0
=
i
(4piis)2
det
(
sF
sinh sF
)1
2
exp
( i
4
ρF coth(sF ) ρ
− iW βρafaββ˙(s)W¯ β˙ − iW 2W¯ 2f(s)
)
I(z, z′)
∣∣∣
ζ=0
, (4.3.14)
where
faββ˙(s) =
1
2
(1− coth(sF ))ab
(e−isN − 1
N
σbe−isN¯ + σb
e−isN¯ − 1
N¯
)
ββ˙
,
f(s) = 4
B sin(sB) sin2(sB¯/2)− B¯ sin(sB¯) sin2(sB/2)
B2B¯2(cos(sB)− cos(sB¯) . (4.3.15)
The coincidence limit of K−+(z′, z|t) is simply obtained from the above
result via the obvious replacements z ↔ z′ and s → t. Then, by pushing
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the parallel displacement operator through to the left using (A.4.39), we
can combine the two heat kernels to get
Γ
(2)
I =
e2
(4pi)6
∫
d8z
∫
d4ρ
∞∫
0+
dsdtdu
(stu)2
P+P− (4.3.16)
× e i4ρAρ−iWβρa
(
fa
ββ˙
(s)−fa
ββ˙
(t)
)
W¯ β˙−iW 2W¯ 2(f(s)+f(t))
e−i(m
2−i)(s+t) ,
where the parallel displacement operators have annihilated each other, in
accordance with (A.2.8). In the above we’ve introduced the symbols
P± =
sλ±
sinh(sλ±)
tλ±
sinh(tλ±)
, (4.3.17)
A = F coth(sF ) + F coth(tF ) +
1
u
, (4.3.18)
where the P± come from the determinant (A.4.37).
All ρ dependence is now explicit in the exponential, so we can complete
the square and perform the Gaussian integral which yields
−1
(4pii)2
∫
d4ρ e
i
4
ρAρ−iWβρa(faββ˙(s)−faββ˙(t))W¯ β˙ =
i√
detA
e−iW
2W¯ 2F(s,t,u) ,
(4.3.19)
where
F(s, t, u) =
1
4
(faγγ˙(s)− faγγ˙(t)) (A−1)ab
(
fb
γ˙γ(s)− fbγ˙α(t)
)
. (4.3.20)
Recalling the eigenvalues of F , (A.4.35), we find
1√
detA
=
1
(a+ + u−1)(a− + u−1)
, (4.3.21)
a± = λ± coth(sλ±) + λ± coth(tλ±) . (4.3.22)
Equation (4.3.20) can be evaluated with the help of (A.4.32), (A.4.38) and
the identity
(coth(sλ±) + 1) (coth(tλ±)− 1) = − e
iB±B¯
2
(s−t)
sin(sB±B¯
2
) sin(tB±B¯
2
)
. (4.3.23)
After some work it yields
F(s, t, u) =
F+
a+ + u−1
+
F−
a− + u−1
, (4.3.24)
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with F+
B¯→−B¯−−−−→ F− and, taking advantage of the integrand’s s↔ t symme-
try,
F+ = 2
B2 sin2( sB¯
2
) + (B ↔ B¯) + 2BB¯ cos(sB+B¯
2
) sin( sB
2
) sin( sB¯
2
)
B2B¯2 sin2(sB+B¯
2
)
(4.3.25)
− B
2 cos(B s−t
2
) sin( sB¯
2
) sin( tB¯
2
) + (B ↔ B¯) + 2BB¯ cos( sB+tB¯
2
) sin( tB
2
) sin( sB¯
2
)
1
2
B2B¯2 sin(sB+B¯
2
) sin(tB+B¯
2
)
.
Since WαWβWγ = 0 we get a simple, terminating expansion for the
remaining exponential in Γ
(2)
I ,
e−iW
2W¯ 2(f(s)+f(t)+F(s,t,u)) = 1− iW 2W¯ 2
(
f(s) + f(t) + F(s, t, u)
)
.
Here the first term does not contribute to the Euler-Heisenberg sector of the
effective action (it actually leads to higher derivative quantum corrections),
so the penultimate form for the first supergraph is
Γ
(2)
I =
e2
(4pi)4
∫
d8z W 2W¯ 2
∞∫
0+
dsdtdu
(stu)2
P+
a+ + u−1
P−
a− + u−1
× (4.3.26)
×
(
f(s) + f(t) +
F+
a+ + u−1
+
F−
a− + u−1
)
e−i(m
2−i)(s+t) .
The second supergraph is identical to one calculated in [146], we repeat
the calculation here for the sake of completeness. Since the propagators in
(4.3.11) have fewer derivatives than those in (4.3.10), the calculation of this
supergraph is a lot simpler.
Performing the same steps as those leading up to (4.3.12), we find
Γ
(2)
II = im
2e2
∫
d8z
∫
d4ρ
∫ ∞
0+
ds dt duKbos(ρ|u)
×K+(z, z′|s)K−(z′, z|t)e−i(m2−i)(s+t)
∣∣∣
ζ→0
,
(4.3.27)
The Grassmann coincidence limit of the chiral heat kernel is easily calcu-
lated to be
K+(z, z
′|s)
∣∣∣ = −4iW 2
(4piis)2
det
(
sF
sinh sF
)1
2 sin2(sB/2)
B2
e
i
4
ρF coth(sF ) ρI(z, z′)
∣∣∣ ,
(4.3.28)
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with the antichiral heat kernel obtained through simple replacements that
yield
K−(z′, z|t)
∣∣∣ = −4iW¯ ′2
(4piit)2
det
(
tF
sinh tF
)1
2 sin2(tB¯/2)
B¯2
e
i
4
ρF coth(tF ) ρI(z′, z)
∣∣∣ .
(4.3.29)
The parallel displacement propagator in K− can be pushed through to the
left with its only affect being W¯ ′ → W¯ . It can then annihilate with the
corresponding term in K+, so that the effective action contribution becomes
Γ
(2)
II = m
2 e
2
(4pi)6
∫
d8zW 2W¯ 2
∫
d4ρ e
i
4
ρAρ
∞∫
0+
dsdtdu
(stu)2
P+P− (4.3.30)
×
(sin(sB/2) sin(tB¯/2)
(sB/2)(tB¯/2)
)2
e−i(m
2−i)(s+t)
∣∣∣
ζ→0
.
The Gaussian ρ-integral can be performed as in (4.3.19), and we get the
penultimate form for the second supergraph
Γ
(2)
II =
e2
(4pi)4
∫
d8zW 2W¯ 2
∞∫
0+
dsdtdu
(stu)2
P+P− T (s, t)e−i(m
2−i)(s+t)
(a+ + u−1) (a− + u−1)
, (4.3.31)
where
T (s, t) =
−8im2
B2B¯2
(
sin2
(sB
2
)
sin2
(tB¯
2
)
+ s↔ t
)
. (4.3.32)
Finally, the two propertime u-integrals in (4.3.26) and (4.3.31) can be
evaluated in closed form and are identical to those considered by Ritus
[136]. Their direct evaluation gives
∞∫
0
du
u2
1
(a+ + u−1)(a− + u−1)
=
1
a+ − a− log
(
a+
a−
)
, (4.3.33)
∞∫
0
du
u2
1
(a+ + u−1)(a− + u−1)
(
F+
a+ + u−1
+
F−
a− + u−1
)
=
1
a+ − a−
(
F−
a−
− F+
a+
)
+
F+ − F−
(a+ − a−)2 log
(
a+
a−
)
. (4.3.34)
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We can now write down the the complete, unrenormalised two-loop ef-
fective action
Γ(2)unren =
e2
(4pi)4
∫
d8z W 2W¯ 2
∫ ∞
0+
dsdt
(st)2
P+P−
a+ − a−F (s, t)e
−i(m2−i)(s+t) ,
(4.3.35)
where
F (s, t) =
F−
a−
− F+
a+
+
(
f(s) + f(t) + T (s, t) +
F+ − F−
a+ − a−
)
log
(a+
a−
)
.
(4.3.36)
4.4 Renormalisation
As previously mentioned, we have regularised the divergences by using a
propertime cut-off. These cut-off dependent divergences are then removed
in the standard way, by adding counterterms to the original action. Since
the use of the background field method gives us the freedom to rescale the
quantum fields [147, 148], and gauge invariance implies that the background
gauge fieldWα is not renormalised,2 the counterterm action takes the simple
form
SCT =
1
e2
(Ze − 1)
∫
d6z W 2 + (ZQ − 1)
(
m
∫
d6z q+q− + c.c.
)
. (4.4.37)
We note that the first term above is proportional to the classical action,
Γ(0) = 1
e2
∫
d6z W 2. The counterterm coefficients are related to the multi-
plicative renormalisation of charge and mass via
e2 = Zee
2
0 , m
2 = Zmm
2
0 = Z
−2
Q m
2
0 , (4.4.38)
where we have used the fact that the N = 1 nonrenormalisation theorem
[16, 36, 108–112] implies that Z
1
2
m ZQ = 1. The renormalisation constants
are expanded with respect to the fine structure constant, α = e2/8pi,
Ze = 1 + αZ
(1)
e + α
2Z(2)e + . . . , ZQ = 1 + αZ
(1)
Q + . . . . (4.4.39)
It is worth noting that in (S)QED, since α is the only coupling constant,
an expansion in α is equivalent to the loop expansion.
2 Normally it is the combination eV that is renormalisation invariant, but we have
absorbed the charge into the field strength.
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Each term in the loop expansion of the effective action is constructed
from both the standard diagrams computed in the sections above and from
diagrams with counterterm insertions. There is a freedom in how much of
the finite part of Γ
(n)
unren is to be removed by the counterterm contribution
Γ
(n)
ct . This corresponds to the freedom of choosing the finite part of the
charge and matter renormalisation and can be fixed by either choosing a
consistent subtraction scheme, for example a (modified) minimal subtrac-
tion, or by enforcing some renormalisation conditions.
We choose to work with physical parameters and thus calculate the
counterterms using physical renormalisation conditions. Following [149,
150], we define the physical charge squared as the reciprocal of the coefficient
in front of the W 2 term. This clearly leads to the correct charge in the
gauge-matter coupling. The physical mass is harder to define from within
the Euler-Heisenberg sector of the effective action. The standard way to
proceed is to use a separate calculation of, for example, the Ka¨hler potential
and use the physical renormalisation conditions in that sector to find the
correct mass renormalisation. We could also calculate the one-loop two-
point function as done in [1] and repeated below in section 4.6. However, as
shown by Lebedev and Ritus [151, 152] and discussed in [72], the physical
mass can be extracted from the Euler-Heisenberg sector alone.
First we examine the one-loop renormalisation. Adding the one-loop
counterterm contribution to (4.2.9) yields
Γ(1) = Γ
(1)
ct + Γ
(1)
unren =
α
e2
(
Z(1)e +
1
2pi
E1(im
2s0)
)∫
d6z W 2 (4.4.40)
− 1
(4pi)2
∫
d8z W 2W¯ 2
∫ ∞
0
ds
s
B−2(1− cos(sB))− c.c.
cos(sB)− cos(sB¯) e
−i(m2−i)s ,
where the exponential integral, E1, is defined by [153, 154]
3
En(z) =
∞∫
1
dt
e−zt
tn
, n = 0, 1, 2, . . . , Re(z) > 0 , (4.4.41)
with E1(z) = − log(zeγ) + O(z) where γ is the Euler-Mascheroni constant.
It is clear that the renormalisation condition implies
Z(1)e = −
1
2pi
E1(im
2s0) ≈ 1
2pi
(
log(m2) + log(is0e
γ) + O(s0)
)
, (4.4.42)
3The permalinks for definition in the two sites are http://dlmf.nist.gov/8.19.E3
and http://functions.wolfram.com/06.34.02.0001.01 respectively.
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so that the renormalised one-loop quantum correction is
Γ(1) =
1
(4pi)2
∫
d8z W 2W¯ 2
∫ ∞
0
ds
s
B−2(cos(sB)− 1)− c.c.
cos(sB)− cos(sB¯) e
−i(m2−i)s .
(4.4.43)
Now we examine the two-loop renormalisation. The two-loop countert-
erm contributions, read from (4.4.37), are
Γ
(2)
ct = α
2Z(2)e Γ
(0) + iαm2Z
(1)
Q
(
Tr+G+ + Tr−G−
)
. (4.4.44)
This can be reduced to a more useful form by noting Tr+G+ = Tr−G−, see
[60], and that
∂
∂m2
Γ(1)unren = −i
∂
∂m2
∞∫
0
ds
s
Tr+K+e
−i(m2−i)s = i Tr+G+ . (4.4.45)
Then, using Γ
(1)
unren = Γ(1) − Γ(1)ct combined with the fact
m2
∂
∂m2
E1(im
2s0) = −e−im2s0 ,
we have
Γ
(2)
ct = α
2
(
Z(2)e −
1
pi
Z
(1)
Q e
−im2s0
)
Γ(0) + 2αZ
(1)
Q m
2 ∂
∂m2
Γ(1) . (4.4.46)
A close examination of the propertime integrand in the unrenormalised
two-loop effective action (4.3.35, 4.3.36) shows that the only divergences
that occur are in the f(s) and f(t) terms when t or s go to zero respectively.
We can separate off the divergent contribution by adding and subtracting
the limit
F˜ (s) , lim
t→0
t
P+P−
a+ − a−
F (s, t)
(st)2
= −2B
2 − B¯2
B2B¯2
B sin(sB) sin2(sB¯/2)− (B ↔ B¯)
(cos(sB)− cos(sB¯))2 ,
(4.4.47)
and similarly for F˜ (t), to give
Γ(2)unren =
e2
(4pi)4
∫
d8z W 2W¯ 2
(
2E1(im
2s0)
∞∫
0
ds F˜ (s) e−i(m
2−i)s (4.4.48)
+
∞∫
0
dsdt
(
P+P−
a+ − a−
F (s, t)
(st)2
− F˜ (s)
t
− F˜ (t)
s
)
e−i(m
2−i)(s+t)
)
.
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Then, motivated by the form of Γ
(2)
ct and by previous renormalisations of
two-loop Euler-Heisenberg effective actions we note that
1
(4pi)2
∫
d8z W 2W¯ 2
∞∫
0
ds F˜ (s) e−i(m
2−i)s = m2
∂
∂m2
Γ(1) . (4.4.49)
We can now combine Γ
(2)
unren with Γ
(2)
ct and see that the renormalisation
condition on the gauge kinetic term fixes Z
(2)
e in terms of Z
(1)
Q . However, de-
manding the two-loop effective action to be finite leaves freedom in choosing
the finite part of ZQ:
Z(2)e =
1
pi
Z
(1)
Q e
−im2s0 , Z(1)Q = −
1
2pi
E1(im
2s0) + Z
(1)
Q,finite . (4.4.50)
Thus we see that in SQED, the one-loop mass renormalisation is the sole
cause of the two-loop charge renormalisation. As discussed earlier, the
finite correction Z
(1)
Q,finite is not easily fixed from the Euler-Heisenberg sector
alone. In section 4.6 we will show that Z
(1)
Q,finite is actually zero when using
the physical renormalisation conditions.
Since we are using an ‘on-shell’ renormalisation [138, 155], the appro-
priate renormalisation equation is the Callan-Symanzik equation [156, 157].
The renormalisation group functions are defined by
βCS = m
dα
dm
= α
d logZe
d logm
, γm =
d lnZQ
d lnm
=
d lnZ
− 1
2
m
d lnm
. (4.4.51)
In QED it can be shown [138, 155] that the β-function for dimensional
regularisation with minimal subtraction coincides with the above β-function
to O(α3) and the proofs also hold for SQED. Then, using the basic results
∂En(z)
∂z
= −En−1(z) , and E0(z) = 1
z
e−z , (4.4.52)
it is simple to calculate
βCS =
α2
pi
(1 + γm) + O
(
α3
)
, γm =
α
pi
+ O
(
α2
)
. (4.4.53)
These results coincide with the known β and γ functions, e.g., [149, 150].
Given that only the one-loop effective action contributes directly to the F 2
term [51, 149, 150] it must be that all higher contributions to the charge
renormalisation are due to the mass renormalisation. Therefore, following
64
CHAPTER 4. SUPERSYMMETRIC QUANTUM
ELECTRODYNAMICS
the arguments of [149, 150], we expect that the above β-function is an exact
result.
We can now write the renormalised low energy effective action to two
loops,
Γ[W, W¯ ] = Γ(0) + Γ(1) + Γ(2) =
1
e2
∫
d6z W 2 (4.4.54)
+
1
(4pi)2
∫
d8z W 2W¯ 2
∫ ∞
0
ds
B−2(cos(sB)− 1)− c.c.
s(cos(sB)− cos(sB¯)) (1 + δm
2∂m2)e
−im2s
+
e2
(4pi)4
∫
d8z W 2W¯ 2
∫ ∞
0
dsdt
(
F (s, t)− F˜ (s)
t
− F˜ (t)
s
)
e−im
2(s+t).
where δm2 = 2m2αZ
(1)
Q,finite + O(α)
2 and B is now understood as
B2 =
1
4
D2W 2 , (4.4.55)
with the vector multiplet not subject to any constraints. This is the final
form of our Euler-Heisenberg-type calculation, and using it allows one to
compute, by standard means, quantities of interest, such as the vacuum
non-persistence amplitude [135–137].
4.5 The limit of a self-dual background
In this section we examine the self-dual limit of the Euler-Heisenberg ef-
fective action calculated above. Ten years ago [72, 158–160] it was noted
that when the background field is self-dual the propertime integrals in the
Euler-Heisenberg effective actions for scalar and spinor QED can be inte-
grated in closed form. This worked at both one and two-loops, with the
results written completely in terms of the function
ξ(x) =
1
2
∞∫
0
ds
(
1
s2
− 1
sinh2 s
)
e−2xs = x
∫ ∞
0
ds
(
coth(s)− 1
s
)
e−2xs
= −x
(
ψ(x)− log(x) + 1
2x
)
, (4.5.56)
and its derivatives. In (4.5.56), ψ(x) = Γ′(x)/Γ(x) is the digamma function
[153, 154] and x ∼ m2/F is the ratio of the mass squared to the single
invariant of the self-dual field strength. The function ξ(x) has the following
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weak and strong field expansions
ξ(x) =
∞∑
n=1
B2n
2n
x1−2n , x 1 , (4.5.57)
ξ(x) =
1
2
+ x(γ + log(x))−
∞∑
n=2
ζ(n)(−x)n , x 1 , (4.5.58)
where Bn are the Bernoulli numbers, γ is the Euler-Mascheroni constant,
and ζ is the Riemann zeta function.
As discussed in [161] and references therein, the effective action for a
supersymmetric theory becomes trivial in the case of a self-dual background.
Yet we can still impose a relaxed form of self-duality which allows us to
retain a holomorphic-like sector of the effective action. If we write the full
supersymmetric Euler-Heisenberg effective action as
Γ =
1
e2
∫
d6z W 2 +
∫
d8z W 2W¯ 2 Ω
(
B2, B¯2
)
. (4.5.59)
and impose the relaxed self-duality conditions
Wα 6= 0 , DαWβ = 0 , D¯α˙W¯β˙ = D¯(α˙W¯β˙) 6= 0 , (4.5.60)
then we can track the following sector∫
d8z W 2W¯ 2 Ω
(
0, B¯2
)
. (4.5.61)
It should be noted that although the conditions (4.5.60) are inconsistent
with the structure of a single, real vector multiplet,4 their use is perfectly
justified as long as we realise we are only calculating the above sector. At
the end of the calculation we can remove the self-duality condition and have
a well defined sector of the effective action. This was the approach taken in
[162] to calculate this sector for N = 4 SU(N) SYM in a U(1) background.
Since we already have the full two-loop Euler-Heisenberg effective action,
we can simply take its limit as B → 0 (B¯ 6= 0) to obtain the above sector.
Further discussion and the form of the heat kernels in the self-dual limit
can be found in appendix A.4.2.
Taking the self-dual limit of the renormalised one-loop effective action
(4.4.43) and Wick rotating the propertime integral we get
Γ
(1)
SD =
x2
(4pi)2
∫
d8z
W 2W¯ 2
m4
∫ ∞
0
ds s
(
1
s2
− 1
sinh2(s)
)
e−2sx ,
4Equivalently, the relaxed self-dual condition it is inconsistent with the Bianchi iden-
tity (2.1.5).
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where we have written the field strength in terms of x = m2/B¯, a natural
dimensionless variable. This is clearly seen to be proportional to the first
derivative of ξ(x) (4.5.56), so we find
Γ
(1)
SD = −
1
(4pi)2
∫
d8z
W 2W¯ 2
m4
x2ξ′(x) . (4.5.62)
Dimensional arguments tell us that the self-dual sector of the two-loop
effective action must take the same form. We will split the two-loop effective
action into parts, writing
Γ
(2)
SD =
e2
(4pi)4
∫
d8z
W 2W¯ 2
m4
(
If + IF + III + Iδm
)
, (4.5.63)
where If and IF are the terms from Γ
(2)
I that are associated with f(s) and
F(s) respectively and III is the contribution from Γ
(2)
II . The final term is
an optional finite mass correction that it proportional to the (4.4.49) and
comes from choosing Z
(1)
Q,finite 6= 0 in (4.4.50).
The integral Iδm, is most simply found by evaluating δm
2∂m2Γ
(1)
SD to find
Iδm = −4piZ(1)Q,finitex3ξ′′(x) . (4.5.64)
The integral III has already been calculated in [161], following their lead,
we take the limit of B → 0, Wick rotate and write B¯ = m2/x to get
III = 8x
3
∫ ∞
0
dsdt s2
(
coth(s)− coth(s+ t))e−2x(s+t) .
In the first term, the s and t integrals are not entangled and the t integral
is trivial. The second term can be simplified with the change of variables∫ ∞
0
dsdt f(s, t) =
1
2
∫ 1
−1
dα
∫ ∞
0
dτ τ f
((1 + α)τ
2
,
(1− α)τ
2
)
. (4.5.65)
Performing the t-integral in the first term and the α-integral in the second,
we find
III = 4x
2
∫ ∞
0
ds s2 coth(s)e−2xs − 8
3
x3
∫ ∞
0
dτ τ 2 coth(τ)e−2xτ .
The two integrals can be combined by integrating the first one by parts and
the result is easily integrated into its final form
III =
4
3
x2
∫ ∞
0
ds s3csch2(s)e−2xs =
1
3
(
1 + x2ξ′′′(x)
)
. (4.5.66)
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The f dependent terms in the integrand F (s, t) generate all of the di-
vergences in the unrenormalised two-loop effective action (4.4.48). So, we
define If to be the contribution from f minus its divergent part, i.e.,
If = 2m
4
∫ ∞
0
dsdt
(
P+P−
a+ − a−
f(s)
s2t2
log
(
a+
a−
)
− 1
t
F˜ (s)
)
e−im
2(s+t)
∣∣∣∣∣
B→0
= 4x2
∫ ∞
0
dsdt
s2
sinh2 s
(
coth s− 1
s
)(
coth(s+ t) +
1
t
− coth t
)
e−2x(s+t) .
Apart from the coth(s+ t) term, the integral factorises as
4x2
∫ ∞
0
dsdt
s2
sinh2 s
(
coth s− 1
s
)(
1
t
− coth t
)
e−2x(s+t) = −2x2ξ(x)ξ′′(x).
By repeated integration by parts, the coth(s + t) term can be reduced to
a combination of surface terms in one of the integration variables, so the
result is the linear combination
4x2
∫ ∞
0
dsdt
s2
sinh2 s
coth(s)− s−1
tanh(s+ t)
e−2x(s+t) = −x3ξ′′(x)− 2x2ξ′(x) + 2xξ(x) .
Putting it together, we get the result
If = 2xξ(x)− 2x2(ξ′(x) + ξ(x)ξ′′(x))− x3ξ′′(x) . (4.5.67)
The final contribution, IF, comes from the F± dependent terms in
F (s, t),
IF = m
4
∫ ∞
0
dsdt s2t2
P+P−
a+ − a−
(
F−
a−
− F+
a+
+
F+ − F−
a+ − a− log
(a+
a−
))
e−im
2(s+t)
∣∣∣∣∣
B→0
= 2x2
∫ ∞
0
dsdt sinh2(s+ t)
(
s2
sinh2 s
− st cosh(s− t)
sinh s sinh t
)
e−2x(s+t). (4.5.68)
By using the identity cosh(s + t) − cosh(s − t) = 2 sinh(s) sinh(t), we can
separate out a term proportional to III,
IF =
1
2
III + 2x
2
∫ ∞
0
dsdt sinh2(s+ t)
(
s2
sinh2 s
− st cosh(s+ t)
sinh s sinh t
)
e−2x(s+t).
We have been unable to find a way to directly integrate the remaining
integral. However, by assuming that it can be written as a quadratic com-
bination of ξ(x) and its derivatives, we can use high precision numerical
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integration combined with integer relation algorithms to guess its form. A
more detailed description of this process and some code to perform the
procedure is presented in appendix C. The result is
IF =
1
2
III +
1
4
+ x2 − x3ξ′′(x)− (ξ(x)− xξ′(x) + x)2 . (4.5.69)
It was derived using small integer values for x and is thus accurate in
the strong field limit. It can also be checked in the weak field limit by
comparing the expansion of the result using (4.5.58) against the expansion
of the original integral (4.5.68) using the formula∫ ∞
0
dsdt
sntm
(s+ t)l
e−2x(s+t) =
n!m!(n+m− l + 1)!
(n+m+ 1)!(2x)n+m−l+1
. (4.5.70)
This check is easy using a computer algebra system and has been performed
to the 100th order in the field strength. This means that we can be quite
confident in equation (4.5.69).
Putting all the above results together we have
Γ
(2)
SD =
e2
(4pi)4
∫
d8z
W 2W¯ 2
m4
(1
2
(
1 + x2ξ′′′(x)
)
(4.5.71)
+
1
4
− 2(1 + 2piZ(1)Q,finite)x3ξ′′(x)− 2x2ξ(x)ξ′′(x)− (ξ(x)− xξ′(x))2
)
,
where the first line is exactly the N = 2 result [161].
4.6 One-loop matter sector in the Feynman
gauge
In the previous sections we have examined the Euler-Heisenberg effective
action for N = 1 SQED, i.e., the low-energy effective action in a gauge
field background. In this section we examine the pure matter section of the
effective action. This is interesting in its own right, but is primarily used
here to calculate the physical renormalisation constant for the matter fields.
We start by looking at the quantisation of the theory in the Fermi-
Feynman gauge with background matter fields and writing the general form
for the one-loop effective action. This discussion is easily generalised to an
arbitrary N = 1 gauge theory. We then use this result to find the one-loop
corrections to both the two-point function and the Ka¨hler potential. From
these we can find the desired one-loop mass renormalisation. Finally, we
discuss the Ka¨hler potential in a more general Rξ gauge.
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4.6.1 Quantisation in Fermi-Feynman gauge
Starting from the classical action (4.1.2) we perform the background-quantum
splitting
V → e v , Q± → Q± + q± . (4.6.72)
Then, introducing the matrix notation
vˆ = eσ3v , mˆ = σ1m, q
T = (q+, q−) , (4.6.73)
and the gauge invariant quantities
M2v = e
2Q†Q , κ = e2QTσ1Q , κ¯ = e2Q†σ1Q¯ , (4.6.74)
the resulting quadratic quantum action, in the Fermi-Feynman gauge, takes
the form
Squad = −1
2
∫
d8z v
(
−M2v
)
v
+
∫
d8z
(
q†q + q†vˆQ+Q†vˆq
)
+
1
2
(∫
d6z qTmˆq + c.c.
)
.
(4.6.75)
As briefly discussed in section 2.3, the mixing terms in Squad can be
eliminated from the path integral by a change of variables in the path
integral. To see this, we define
qT = (q, q¯) , JT =
(D¯2
−4(Q
†vˆ),
D2
−4(Q
Tvˆ)
)
and Hφ =
(
mˆ D¯
2
−4
D2
−4 mˆ
)
,
then rewrite the second line of (4.6.75) in the functional form
1
2
qT ·Hq · q + 1
2
qT · J+ 1
2
JT · q .
The chiral fields’ Hessian, Hq, is simple to invert
G = −H−1q =
(
G++ G+−
G−+ G−−
)
=
(
mˆ D¯
2
4
D¯2D2
16
1
D2D¯2
16
1 mˆD
2
4
)
G , (4.6.76)
G(z, z′) = − 1−m2 δ
8(z, z′) = Gbos(x, x′) δ4(θ − θ′) , (4.6.77)
where Gbos is the bosonic Green’s function discussed in section A.3. Inspired
by [163], we make the change of variables
q→ q−G · J (4.6.78)
=⇒ q(z)→ q(z)−
∫
d8z′
(
G++(z, z
′)vˆ(z′)Q¯(z′) +G+−(z, z′)vˆ(z′)Q(z′)
)
,
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to remove the mixing terms. This has the cost of introducing the new term
1
2
JT ·G · J = e
2
2
∫
d8zd8z′v(z)∆(z, z′)v(z′) , (4.6.79)
where
∆(z, z′) = e2
(
Q†(z)G+−(z, z′)Q(z′) +QT(z)G−+(z, z′)Q¯(z′)
−Q†(z)G++(z, z′)Q¯(z′)−QT(z)G−−(z, z′)Q(z′)
)
. (4.6.80)
At one-loop, this is the only cost of the change of variables, since its Jacobian
is obviously equal to unity and the new interaction terms are only important
at higher loops. So the the final form for the quadratic part of the classical
action is
Squad = −1
2
v · (−M2v −∆) · v +
1
2
qT ·Hq · q . (4.6.81)
The gauge field’s propagator ( −M2v −∆)−1 can be expanded in powers
of ∆ which is equivalent to expanding in the external fields Q and Q¯. This
expansion is best thought of as a dressing of the standard propagator (−
M2v )
−1 and is exactly the right way to view the calculation of the two-
point function below. Since the components of G = −H−1q in (4.6.76) are
background independent, the one-loop effective action is calculated purely
from the gauge field’s Hessian,
Γ(1)unren =
i
2
Tr ln
(
−M2v −∆
)
. (4.6.82)
Note that this is an exact one-loop result for the matter sector, as we are
yet to make any approximations.
4.6.2 Two-point function
To calculate the two-point function we keep only terms quadratic in the
external chiral fields. This can be achieved by expanding the logarithm to
first order,
Γ(1)unren ≈
i
2
Tr
(
ln()− 1M
2
v −
1
∆
)
. (4.6.83)
Due to a lack of spinor derivatives to annihilate the Grassmann delta func-
tion, the first two terms above evaluate to zero. Similarly the last two terms
in ∆ also do not contribute. This leaves
Γ(1)unren ≈ ie2
∫
d8z d8z′G0(z, z′)
(
Q†(z′)Gbos(z′, z)Q(z)
)
,
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where G0 is the massless limit of (4.6.77). Integrating out the Grassmann
delta function in G0, making the change of variables x
′ → ρ = x − x′ and
writing the Green’s functions in their propertime representation (A.3.12)
yields
Γ(1)unren ≈
ie2
(4pi)4
∫
d8z d4ρQ†(z′)Q(z)
∫ ∞
0
dsdt
s2t2
ei
s+t
4st
ρ2−ism2
∣∣∣
θ′=θ
. (4.6.84)
We note that the above expression involves a single Grassmann integral,
although it is non-local in space-time, in accordance with the N = 1 non-
renormalisation theorem.
We now check that is is equivalent to the standard momentum space
representation for the two-point function, see, e.g., [66, 67]. First, expand
the fields in their Fourier components
Q(z) =
∫
d4k
(2pi)4
Q(k, θ)e−ikx , Q†(z′)
∣∣
θ′=θ =
∫
d4p
(2pi)4
Q†(p, θ)e−ip(x−ρ) .
This allows us to write the two point function as
Γ(1)unren ≈
ie2
(4pi)4
∫
d4k d4p d4θ
(2pi)8
Q†(p, θ)Q(k, θ)
∫
d4xd4ρ
∞∫
0
dsdt
s2t2
ei
s+t
4st
ρ2−i(k+p)x+ipρ−ism2 .
The x-integral yields a momentum δ-function and the ρ-integral can be
computed by completing the square and using (4.3.19). The result is
Γ(1)unren ≈ −e2
∫
d4p d4θ
(2pi)4
Q†(p, θ)Q(−p, θ)A(p2) , (4.6.85)
where the integral A(p2) is the standard one-loop propagator diagram with
one massive and one massless internal edge
A(p2) = i
∫
d4k
(2pi)4
1
(k2 +m2)(k + p)2
=
1
(4pi)2
∫ ∞
0
dsdt
(s+ t)2
e−
ist
s+t
p2−ism2 .
The evaluation of this integral is straightforward. Introducing a UV cut-off,
s0, in the s-integral, we find
A(p2) =
E2(is0m
2)− E2(is0(m2 + p2))
is0p2
≈ − log(is0eγm2) + 1− m
2 + p2
p2
log
(
m2 + p2
m2
)
+O(s0) ,
(4.6.86)
where the exponential integrals are defined in (4.4.41). To renormalise at
zero external momentum, we need the result
A(0) = E1(is0m
2) ≈ − log(is0m2eγ) +O(s0) . (4.6.87)
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4.6.3 Ka¨hler potential
To compute the Ka¨hler potential, it suffices to choose Q and Q† to be
constant, then ∆ reduces to
∆(z, z′) = − 1−m2
(
1
16
M2v {D2, D¯2} −mκ
D2
4
−mκ¯D¯
2
4
)
δ8(z, z′) ,
where κ and κ¯ are defined in (4.6.74) above. The effective action is then
Γ(1)unren =
i
2
Tr log
(
1 +
1
16
M2v {D2, D¯2} − 4mκD2 − 4mκ¯D¯2
(−m2)(−M2v )
)
. (4.6.88)
The logarithm can be factorised using
1+XD¯2D2 + Y D2D¯2 + ZD2 + Z¯D¯2
= (1 +ND2)(1 + UD¯2D2 + V D2D¯2)(1 + N¯D¯2) ,
N = (1 + 16Y )−1Z , V = Y , U = X − Z¯(1 + 16Y )−1Z ,
for constant, matrix coefficients. Evaluating the trace by going to momen-
tum space gives the Ka¨hler potential as
K(1)unren = −
i
2
∫
d4k
(2pi)4
1
k2
log
[
(k2(k2 +m2) +m2M2v )
2 + k2m2κκ¯
k4(k2 +M2v )
2
]
. (4.6.89)
This can be compared with the calculation given in [90]. Although we can
factorise the above quartic in k2 and thus expand the logarithm and perform
the momentum integration, it is not very enlightening.
However, it is interesting to examine the result in the general, two pa-
rameter Rξ gauge defined in (2.3.31). The calculation is very similar to the
above, except that now the chiral and ghost fields couple to the background
matter fields. The final (unrenormalised) result is
K
(1)
Rξ
= − i
2
∫
d4k
(2pi)4
1
k2
log
[
k2
(
k2
(
(k2(k2 +m2) + αm2M2v )
2 + α2k2m2κκ¯
)
+ ξ−1(2k2 + ξ−1M2v )
(
ξ−1(2k2 + ξ−1M2v )(k
2M4v +m
2κκ¯)− 2αk2m2κκ¯
+ 2k2M2v (k
2(k2 +m2) + αm2M2v )
))
(k2 +M2v )
−2(k2 + ξ−1M2v )
−4
]
.
(4.6.90)
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It is straight forward to check that this reduces to (4.6.89) in the Fermi-
Feynman gauge (where ξ → ∞ and α → 1). Other interesting gauges are
the Landau gauge
K
(1)
Rξ
∣∣∣
ξ→∞
α→0
= −i
∫
d4k
(2pi)4
1
k2
log
[
k2 +m2
k2 +M2v
]
, (4.6.91)
and the ’t Hooft gauge
K
(1)
Rξ
∣∣∣
ξ→1
α→1
= − i
2
∫
d4k
(2pi)4
1
k2
log
[
k2
(
k2(k2 +m2 +M2v )
2 +m2κκ¯
)
(k2 +M2v )
4
]
. (4.6.92)
It is also worth noting that if the chiral fields are massless, then they are
also on-shell up to terms that don’t contribute to the Ka¨hler approximation,
so we expect the one-loop effective action to be gauge independent – and
this is exactly what we see
K
(1)
Rξ
∣∣∣
m2→0
= −i
∫
d4k
(2pi)4
1
k2
log
[
k2
k2 +M2v
]
. (4.6.93)
This result is familiar from older calculations of the Ka¨hler potential [69,
107] and can also be obtained from the appropriate limit of (2.5.63). Finally,
it is one of explicit examples given at the end of [91].
4.6.4 Renormalisation
All of the above polynomials in k2 can be factorised, the logarithms ex-
panded and, if dimensionally regularised, the integrals can be evaluated as
a sum of the integrals J(x) defined in (2.5.62). However, to compare with
the one-loop mass renormalisation found in section 4.4, we need to use reg-
ularisation by a propertime cut-off. For this, all we need is the quadratic
part of the Ka¨hler potential. Expanding the logarithm in K
(1)
Rξ
up to first
order in M2v , we find
K
(1)
Rξ
= −iM2v
∫
d4k
(2pi)4
1
k2
(
α− 1− 2/ξ
k2
− α− 2/ξ
k2 +m2
)
+ O
(
M4v , κκ¯
)
.
(4.6.94)
The first term above has infrared divergences, this is not surprising since
we are essentially looking at the zero momentum, weak field strength limit.
In general, neither the calculation of the two-point function (with non-
vanishing external momentum), nor of the general Ka¨hler potential have
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any (field dependent) IR divergent terms. If we were to naively use dimen-
sional regularisation, then the first term in (4.6.94) would be set to zero and
the second term would provide a gauge dependent divergence, leading to a
gauge dependent anomalous dimension, which is not a good thing. How-
ever, if we realise that we are only interested in UV divergences, then we
see that the UV limit of the integrand is −k−4, which is gauge independent.
The IR divergence vanishes for the class of gauges where α− 2/ξ = 1, then
the integrand becomes −k−2(k2 +m2)−2. This class of gauges includes the
Fermi-Feynman gauge, which has been long known [36] to have compara-
tively good infrared behaviour.
Finally, the propertime regularised expression for (4.6.94) is
K
(1)
Rξ
=
M2v
(4pi)2
∫ ∞
is0
ds
s
((
α− 1− 2
ξ
)
e−m
2
IRs −
(
α− 2
ξ
)
e−m
2s
)
+ O
(
M4v , κκ¯
)
,
where we’ve also introduced m2IR as an IR regulator. The integrals can be
performed in terms of exponential integrals (4.4.41)
K
(1)
Rξ
=
M2v
(4pi)2
((
α− 1− 2
ξ
)
E1(is0m
2
IR)−
(
α− 2
ξ
)
E1(is0m
2)
)
+ O
(
M4v , κκ¯
)
.
In the Fermi-Feynman gauge (α = 1 and ξ →∞) this reduces to
K(1)unren =
−M2v
(4pi)2
E1(is0m
2) + O
(
M4v , κκ¯
) ≈ M2v
(4pi)2
log(is0m
2eγ) + O
(
M4v , κκ¯
)
,
where the last expression is also the general form of the UV divergence.
Enforcing the physical renormalisation condition
∂2K
∂Q∂Q†
∣∣∣
Q=0
= 1 , (4.6.95)
yields the matter renormalisation constant
ZQ = 1− α
2pi
E1(is0m
2) + O
(
α2
)
= 1− αZ(1)Q + O
(
α2
)
, (4.6.96)
which matches that of equation (4.4.50) provided the previously unfixed
finite term Z
(1)
Q,finite is actually zero.
5 β-deformed N = 4
super-Yang-Mills
The marginal deformations [54]1 of N = 4 supersymmetric Yang-Mills the-
ory (SYM) are a class of N = 1 superconformal field theories which enjoyed
a lot of attention in the first decade of the 21st century. In particular, the
β-deformed theory has been the subject of intense investigations, since its
supergravity dual was found in [166]. Many aspects of the β-deformed the-
ory have been studied at both the perturbative and nonperturbative level.
In this chapter we concentrate only on perturbative aspects.
An important observation of [54] is that the renormalisation group beta
function vanishes (the deformation becomes exactly marginal) subject to a
single, loop corrected, constraint on the deformed couplings. The nature
of this constraint has been examined in both the perturbative and nonper-
turbative windows using a range of methods and in a variety of limits, e.g.,
[167–176] and is still a topic of ongoing discussion [177–181]. Despite this
wealth of knowledge about the requirements for conformal invariance in β-
deformed theories, the exact functional nature of the quantum corrections
has received less attention [73, 74, 182]. The purpose of this chapter is to
continue in the vein of [73, 74] and investigate the structure of the two-loop
Ka¨hler potential in the β-deformed theory.
The Ka¨hler potential is a supersymmetric generalisation of the effective
potential [183] and thus it can be used to examine the renormalisation
effects and vacuum structure of a quantised theory. Superfield calculations
of the one-loop Ka¨hler potential in N = 1 superspace are presented in
[68, 90, 107] and in section 2.5.1. Both the one- and two-loop corrections
to the Wess-Zumino model are discussed in section 3.2. A computation
of the two-loop Ka¨hler potential of a general, non-renormalisable N = 1
1The results of Leigh and Strassler have been further clarified and extended using
different techniques in [164, 165].
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theory was presented in [91]. Although this calculation includes the case of
β-deformed N = 4 SYM, at the time of writing [2], the work of [91] had
some technical problems (see the conclusion of [2] for a discussion).
InN = 1 theories the Ka¨hler potential is a particularly interesting sector
of the low energy effective action in that it is not constrained by holomorphy
in the way that the superpotential and gauge potential are. This is not the
case for finite N = 2 theories where the low-energy non-renormalisation
theorems [41, 184, 185] imply that holomorphic F(W) term receives no loop
corrections and the H(W , W¯) is one-loop exact.2 As there is no correction
to the one-loop Ka¨hler potential in N = 4 SYM, the Ka¨hler potential of β-
deformed N = 4 SYM is a product purely of the deformation. It is for this
reason that we find the Ka¨hler potential a particularly interesting object to
examine in the β-deformed SYM theory.
5.1 Classical action
The classical action for β-deformed N = 4 SYM is
S =
∫
d8z
4∑
i=1
trFΦ
†
iΦ
i +
1
g2
∫
d6z trFW2
+
(
h
∫
d6z trF Φ1[Φ2,Φ3]q + c.c.
)
,
(5.1.1)
where q = eipiβ ∈ C and the q-deformed commutator is defined by
[Φ2,Φ3]q = qΦ2Φ3 − q−1Φ3Φ2 . (5.1.2)
The superfields Wα and Φi are covariantly chiral and are in the adjoint
representation of SU(N), which we write in (5.1.1) using matrices in the
fundamental representation.3 In the limit of vanishing deformation, h→ g
and q → 1, the action (5.1.1) becomes that of N = 4 SYM.
Although there is a cyclical symmetry4 in the Φi of (5.1.1), it helps to
think of the action as a N = 2 gauge multiplet constructed from (Φ1,Wα)
2There is some evidence [146, 162, 186] that the non-renormalisation results are not
as strong as originally thought.
3We note that since there are terms that are trilinear in the group generators, we
can not naively use an arbitrary representation and the normalised trace used for the
bilinear N = 1 gauge kinetic terms of chapter 2. This is because the ratio of the Dynkin
and anomaly indices, T (R)/A(R), depends on the representation R. That said, any
difference in normalisation can be absorbed into q+ = (q + q
−1)/2.
4This symmetry is a remnant of the the SU(3) subgroup of the SU(4) R-symmetry
that exists in the undeformed theory.
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and a deformed hypermultiplet (Φ2,Φ3) [74]. Then, if we quantise using
a covariantly constant N = 2 SYM background in the Cartan subalgebra
and a vanishing background deformed hypermultiplet, we are automatically
on the Coulomb branch of the theory. Such a background will, in general,
break the gauge symmetry to the maximal torus, SU(N)→ U(1)N−1.
This choice of background also means that all aspects of the deformation
are captured in the hypermultiplet propagators and chiral cubic vertices.
This is particularly important as it greatly simplifies the calculation of
terms in higher loop contributions to the effective action [74]. As mentioned
above, in the undeformed N = 4 theory, the Ka¨hler potential and F4 terms
do not receive any quantum corrections. This means that if we wish to
calculate such terms in the β-deformed theory, we need only calculate the
diagrams that are effected by the deformation and subtract from them their
undeformed counterparts. Calculating the two-loop F4 correction, only
required four diagrams [74]. For the two-loop Ka¨hler potential only two
nonvanishing diagrams remain [2].
As we are only interested in calculating the Ka¨hler potential we make
the particularly simple quantum-background split
Φ1 → Φ + ϕ1 , Φ2,3 → ϕ2,3 , Dα → e−gvDαegv , D¯α˙ → D¯α˙ . (5.1.3)
We then quantise in the ‘t Hooft gauge, as in chapter 2, to obtain the
quadratic terms in the action
S
(2)
YM =
∫
d8z trF
(
−1
2
v(− |M(g,1)|2)v + ϕ†1
− |M(g,1)|2
 ϕ1
)
(5.1.4a)
S
(2)
hyp =
∫
d8z trF
(
ϕ†2ϕ2 + ϕ
†
3ϕ3
)
+
(∫
d6z trFϕ3M(h,q)ϕ2 + c.c.
)
(5.1.4b)
S
(2)
gh =
∫
d8z trF
(
c†
− |M(g,1)|2
 c˜− c˜
†− |M(g,1)|2
 c
)
, (5.1.4c)
where all of the masses defined in section 2.3 have been written using the
mass operators introduced in [73], which are elegantly defined by their ac-
tion on a Lie algebra valued superfield Σ in the fundamental representation:
M(h,q)Σ = h(qΦΣ− q−1ΣΦ)− hq − q
−1
N
trF(ΦΣ)1
M†(h,q)Σ = h¯(q¯Φ†Σ− q¯−1ΣΦ†)− h¯
q¯ − q¯−1
N
trF(Φ
†Σ)1 .
(5.1.5)
The relevant interactions for the two-loop diagrams of interest are the cubic
78 CHAPTER 5. BETA-DEFORMED N=4 SYM
couplings
S
(3)
I = h
∫
d6z trF
(
qϕ1ϕ2ϕ3 − q−1ϕ1ϕ3ϕ2
)
+ c.c.
= −
∫
d6z T (h,q)µνκ ϕ
µ
1ϕ
ν
2ϕ
κ
3 − c.c. (5.1.6a)
S
(3)
II = g
∫
d8z trF
(
ϕ†i [v, ϕi]
)
= −
∫
d8z T (g,1)µνκ ϕ¯
µ
i v
νϕκi , (5.1.6b)
where, following [74], we introduce the q-deformed adjoint generators
h [Tµ, Tν ]q = Tκ(T
(h,q)
µ )
κ
ν + h
q − q−1
N
g(F )µν 1
=⇒ T (h,q)µνκ = g(F )νλ (T (h,q)µ )λκ = htrF(qTµTνTκ − q−1TνTµTκ) ,
(5.1.7)
which enjoy the algebraic properties
T (h,q)µνκ = T
(h,q)
νκµ = −T (h,1/q)νµκ , (T (h,q)µνκ )∗ = T (h¯,q¯)νµκ . (5.1.8)
Note that the deformed generators can also be used to give the mass oper-
ator the compact representation M(h,q) = ΦκT (h,q)κ .
The propagators for the action (5.1.4) that are used in the two-loop
calculation below are
i
〈
v(z)vT(z′)
〉
= −G(g,1)(z, z′) (5.1.9a)
i
〈
ϕ1(z)ϕ
†
1(z
′)
〉
=
D¯2D2
16
G(g,1)(z, z
′) (5.1.9b)
i
〈
ϕ2(z)ϕ
†
2(z
′)
〉
=
D¯2D2
16
←↩
G(h,q)(z, z
′) (5.1.9c)
i
〈
ϕ¯3(z)ϕ
T
3 (z
′)
〉
=
D2D¯2
16
↪→
G(h,q)(z, z
′) , (5.1.9d)
where all of the fields are treated as adjoint column-vectors, in contrast
to the Lie-algebraic notation used in defining the action. In this chapter,
unlike chapter 2, we find it convenient to treat the three ϕi separately and
not as a column vector. Thus we don’t use a symmetric, blocked mass
matrix and we have to use the “left” and “right” propagators defined by(
−M†(h,q)M(h,q)
) ↪→
G(h,q)(z, z
′) = −δ8(z, z′) (5.1.10a)(
−M(h,q)M†(h,q)
)←↩
G(h,q)(z, z
′) = −δ8(z, z′) , (5.1.10b)
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with the usual, causal boundary conditions. As we only have flat derivatives,
the above propagators are most simply expressed by moving to momentum
space. In the limit of vanishing deformation the mass matrices commute so
that the left and right Green’s functions coincide:
↪→
G(g,1) =
↪→
G(g,1) = G(g,1).
Throughout this chapter we will use regularisation by dimensional re-
duction [92] and since we only go to two loops and do not have a vector
(gauge) field background, we do not worry about any possible inconsisten-
cies [93, 187]. This is merely a convenience, as none of the results in this
paper rely on the choice of regularisation scheme and can all be argued at
the level of the integrands.
5.1.1 Cartan-Weyl basis and the mass operator
The properties of the mass matrices defined in (5.1.5) play a central role in
our computations. Since the the background Φ is in the Cartan subalgebra,
a natural choice of basis for our gauge group is the Cartan-Weyl basis, see
e.g., [188]. In this subsection we introduce some notation and a few results
that will be used in the loop calculations.
Any element in su(N) can be expanded in the Cartan-Weyl basis,
ψ = ψµTµ = ψ
ijEij + ψ
IHI i 6= j , (5.1.11)
where Tµ is the basis for the fundamental representation used above and
we choose our Cartan-Weyl basis as the set{
Eij, HI
∣∣∣ i 6= j = 1, . . . , N , I = 1, . . . , N − 1} , (5.1.12)
where Eij are the elementary matrices
(Eij)kl = δikδjl , (5.1.13)
and the generators of the Cartan subalgebra can be chosen to be
HI =
1√
I(I + 1)
I+1∑
i=1
(
1− iδi(I+1)
)
Eii . (5.1.14)
The Cartan-Weyl basis satisfies5
trFEijEkl = δilδjk , trFHIHJ = δIJ and trFEijHK = 0 (5.1.15)
5Due to our choice of normalisation the Cartan metric is just the Kronecker delta,
thus we can raise and lower the group indices with impunity.
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Since the background is chosen to lie in the Cartan subalgebra,
Φ = φIHI , ΦiEii ,
the mass matrix is block diagonal when written in the Cartan-Weyl basis
M(h,q) =
(
Mijkl(h,q) 0
0 MIJ(h,q)
)
=
(
mkiδilδjk 0
0 MIJ(h,q)
)
(no sum), (5.1.16)
where the masses mij are defined by
mij = h(qΦi − q−1Φj) . (5.1.17)
The mass matrix in the Cartan subalgebra is symmetric, but in general not
diagonal, we find
MIJ(h,q) = h(q − q−1)φKtrF
(
HIHJHK
)
=MJI(h,q) . (5.1.18)
In the limit of vanishing deformation the above expression is obviously zero,
and we will denote that limit of the masses in (5.1.17) by
mij
q=1−−→
h=g
mij0 = g(Φ
i − Φj) . (5.1.19)
It is now straightforward to calculate the mass squared matrix, it is also
block diagonal and has the non-zero components(
M†(h,q)M(h,q)
)ijkl
=
(
M(h,q)M†(h,q)
)ijkl
= |mki|2δilδjk (5.1.20)(
M†(h,q)M(h,q)
)IJ
=
(
M(h,q)M†(h,q)
)JI
= |h(q − q−1)|2φ¯LφMηIJLM ,
where
ηIJLM = trF
(
HIHJHLHM
)− 1
N
δILδJM . (5.1.21)
To proceed in the one and two-loop calculations below, we will need to
assume that the eigenvalues and eigenvectors of the mass squared matrix
are known, that is, we know a unitary matrix U such that(
U †M†(h,q)M(h,q)U
)IJ
= |mI |2δIJ (no sum) . (5.1.22)
We also need the trace of the mass squared operator. This requires the trace
of ηIJLM , which can be found using the completeness relation for the Cartan
subalgebra. The final expression is simplified by using the tracelessness of
Φ to get
tr|M(h,q)|2 = |h|2
(∑
i 6=j
|mij|2 +
∑
I
|mI |2
)
= N |h|2
(
|q|2 + |q−1|2 − 2
N2
|q − q−1|2
)
trΦ†Φ . (5.1.23)
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5.2 One-loop Ka¨hler potential
From the quadratic terms defined in (5.1.4) we can read off, see e.g., section
2.5, the one-loop effective action as
Γ(1) = iTr ln(− |M(h,q)|2P+)− iTr ln(− |M(g,1)|2P+) , (5.2.24)
where Tr is both a matrix trace and a functional trace over full super-
space. The evaluation of the functional trace is described in subsection
2.5.1, factoring out the integral over full superspace we get the one-loop
Ka¨hler potential (which can also be derived from (2.5.63))
K(1) = tradJ(|M(h,q)|2)− tradJ(|M(g,1)|2) , (5.2.25)
where the dimensionally regularised (DRed) integral J(m2) and its ε-expansion
are (see subsection 2.5.1)
J(m2) = −iµ2ε
∫
ddk
(2pi)d
1
k2
log(k2 +m2 − i) , → 0
=
m2
(4pi)2
(
κM − log m
2
M2
+ O(ε)
)
, (5.2.26)
κM =
1
ε
+ 2− log M
2
µ¯2
, µ¯2 = 4pie−γµ2 , (5.2.27)
with M2 > 0 an arbitrary mass scale. For other regularisation schemes, we
find similar expressions for κM . The matrix trace can be converted to a
sum of eigenvalues using the results of subsection 5.1.1, to get the one-loop
Ka¨hler potential in the form
K(1) =
∑
I
J(|mI |2) +
∑
i 6=j
(
J(|mij|2)− J(|mij0 |2)
)
. (5.2.28)
As a check on the above result, we note that it is zero in the limit of
vanishing deformation. The κM -dependent terms are proportional to the
trace of the difference of the deformed and undeformed mass matrix∑
I
|mI |2 +
∑
i 6=j
(|mij|2 − |mij0 |2) = trad (|M(h,q)|2 − |M(g,1)|2) . (5.2.29)
So, using the trace formula (5.1.23), it is easily seen that the above term is
zero if the well known one-loop finiteness condition holds [167–169],
2g2 = |h|2
(
|q|2 + |q−1|2 − 2
N2
|q − q−1|2
)
, 2|h|2fq . (5.2.30)
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+
ϕ2
ϕ2 ϕ3
ϕ3
,
ϕ2
ϕ3
ϕ1
Figure 5.1: The two-loop diagrams contributing to the Ka¨hler potential, Γ1
and Γ2 respectively. The arrows show the flow of chirality around the loop,
while the fields label the propagators. The wavey line corresponds to the
N = 1 gauge superfield.
If we enforce the finiteness condition and choose M2 to be any nonvan-
ishing field dependent mass term then we get the explicitly superconformal
result
(4pi)2K
(1)
finite =
∑
i 6=j
(
|mij0 |2 log
|mij0 |2
M2
− |mij|2 log |m
ij|2
M2
)
−
∑
I
|mI |2 log |mI |
2
M2
.
(5.2.31)
We emphasise that this result is independent of the choice of M2.
5.3 Two-loop Ka¨hler potential
In the β-deformed theory there are only four two-loop diagrams that differ
from the undeformed theory [74], but some simple D-algebra shows that
only two give non-zero contributions to the Ka¨hler potential, these are
given in figure 5.1. Both are of the sunset type and have the generic group
theoretic structure
Γ = κ
∫
d8z d8z′Gµνtrad
(
T (h,q
−1)
µ Gˆ(h,q)T
(h¯,q¯−1)
ν Gˇ
′
(h,q)
)
, (5.3.32)
where G is an undeformed Green’s function and, in general, Gˆ and Gˇ denote
spinor derivatives of deformed Green’s functions. This decomposes in the
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Cartan-Weyl basis into three terms,
Γ =κ|h|2
∫
d8z d8z′
(
Gijji
(
qq¯Gˆjkkj(h,q)Gˇ
′ikki
(h,q) + (qq¯)
−1Gˆkiik(h,q)Gˇ
′kjjk
(h,q)
)
+ (q(HK)jj − q−1(HK)ii)(q¯(HL)jj − q¯−1(HL)ii)×
× (GKLGˆijji(h,q)Gˇ′ijji(h,q) +GjiijGˆKL(h,q)Gˇ′jiij(h,q) +GijjiGˆjiij(h,q)Gˇ′LK(h,q))
+ |q − q−1|2GIJGˆMN(h,q)Gˇ′LK(h,q)trF(HIHKHM)trF(HJHLHN)
)
(5.3.33)
=ΓA + ΓB + ΓC .
We should note that if the vertices are undeformed, i.e., T
(h,q)
µ → T (g,1)µ =
gT
(ad)
µ , then the final term, ΓC , is zero.
For an arbitrary background in the Cartan subalgebra ΓA is easy to
evaluate as all of its Green’s functions are diagonal. To evaluate the other
terms, which involve sums over the Cartan subalgebra, we will use the
unitary matrices defined in (5.1.22) to diagonalise the Green’s functions,
(HI)jj
←↩
G
IJ
(h,q)(HJ)ii = (HI)ii
↪→
G
IJ
(h,q)(HJ)jj = (H¯K)iiG
(K)
(h,q)(HK)jj . (5.3.34)
The modified generators are defined by
HI = UI
JHJ , H¯I = HJ(U
†)JI . (5.3.35)
In the following subsections, these modified generators will be combined
into coefficients for the scalar loop integrals. Alternatively, as was done,
e.g., in [91], we could reabsorb the diagonalising unitary matrices back into
the loop integrals to get a matrix valued expression. Although this does
make some expressions look a bit neater and keep all of the field dependence
in the now matrix valued loop integrals, to evaluate the these expressions
we would still have to diagonalise the mass matrices.
5.3.1 Evaluation of ΓI
The first diagram we evaluate has the analytic expression
ΓI = − 1
28
∫
d8z d8z′Gµν(g,1)(z, z
′)×
trad
(
T (h,q
−1)
µ D¯
2D2
←↩
G(h,q)(z, z
′)T (h¯,q¯
−1)
ν D
′2D¯′2
↪→
G(h,q)(z
′, z)
)
.
(5.3.36)
For a nonzero result to occur when integrating over d4θ′, all Grassmann
derivatives have to hit the Grassmann delta functions contained in the de-
formed propagators. Then, writing G for the remaining bosonic parts of
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the propagators, shifting the x′ integration variable to ρ = x−x′ and using
(5.3.33) we obtain
KI =− |h|2
∫
d4ρ
{
G
ijji
(g,1)
(
qq¯Gjkkj(h,q)G
′ikki
(h,q) + (qq¯)
−1Gkiik(h,q)G
′kjjk
(h,q)
)
+ (q(HK)jj − q−1(HK)ii)(q¯(HL)jj − q¯−1(HL)ii)×
× (GKL(g,1)Gijji(h,q)G′ijji(h,q) + Gjiij(g,1)←↩GKL(h,q)G′jiij(h,q) + Gijji(g,1)Gjiij(h,q)←↩G ′KL(h,q))
+ |q − q−1|2GIJ(g,1)
←↩
GMN(h,q)
↪→
G ′LK(h,q)trF(HIHKHM)trF(HJHLHN)
}
=KIA +KIB +KIC . (5.3.37)
The above has been slightly simplified by using the symmetries of the prop-
agators.
Now, as all of the propagators in KIA are already diagonal, we can move
straight to momentum space and perform the ρ integral to get
KIA = −|h|2
∑
i 6=j 6=k
∫
ddkddp
(2pi)2d
1
k2 + |mij0 |2
×
×
( |q|2
p2 + |mkj|2
1
(k + p)2 + |mki|2 +
|q−1|2
p2 + |mik|2
1
(k + p)2 + |mjk|2
)
.
Then, using the results and notation of appendix D we have
KIA = |h|2
∑
i 6=j 6=k
(
|q|2I(|mij0 |2, |mki|2, |mkj|2) +
1
|q|2 I(|m
ij
0 |2, |mik|2, |mjk|2)
)
.
(5.3.38)
To evaluate KIB we diagonalise the propagators, as described above.
The result is
KIB = −|h|2
∑
i 6=j,K
∫
d4ρ (q(H¯K)jj − 1
q
(H¯K)ii)(q¯(HK)jj − 1
q¯
(HK)ii)×
× (G(K)(g,1)Gijji(h,q)G′ijji(h,q) + Gjiij(g,1)G(K)(h,q)G′jiij(h,q) + Gijji(g,1)Gjiij(h,q)G′(K)(h,q)) (5.3.39)
= |h|2
∑
i 6=j,K
$q¯,Kij
(
I(0, |mji|2, |mji|2) + 2I(|mij0 |2, |mij|2, |mK |2)
)
,
where $q,Kij is defined by
$q,Kij =
(
q(HK)ii − q−1(HK)jj
) (
q¯(H¯K)ii − q¯−1(H¯K)jj
)
. (5.3.40)
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Similarly we evaluate KIC to find
KIC = |h(q − q−1)|2
∑
I,J
ηIJI(0, |mI |2, |mJ |2) , (5.3.41)
where η is closely related to η, defined in (5.1.21),
ηIJ = trF(H¯IH¯JHIHJ)−
1
N
(UTU)IJ(U
†U∗)JI , (no sum) . (5.3.42)
Note that in general the coefficients $q,Kij and ηIJ are functions of
ratios of the background dependent masses.
5.3.2 Evaluation of ΓII
The second diagram,
ΓII =
1
29
∫
d8z d8z′Gµν(g,1)(z, z
′)trad
(
T (g,1)µ D¯
2D2
←↩
G(h,q)(z, z
′)T (g,1)ν D
′2D¯′2
←↩
G(h,q)(z
′, z) (5.3.43)
+ T (g,1)µ D¯
2D2
↪→
G(h,q)(z, z
′)T (g,1)ν D
′2D¯′2
↪→
G(h,q)(z
′, z)
)
,
is simpler to evaluate due to the lack of deformed vertices. Following the
same procedure as above we find KII = KIIA +KIIB, with
KIIA = −g2
∑
i 6=j 6=k
(
I(|mji0 |2, |mkj|2, |mki|2) + I(|mji0 |2, |mik|2, |mjk|2)
)
,
(5.3.44)
and
KIIB = −g2
∑
i 6=j,K
$1,Kij
(
I(0, |mji|2, |mji|2) + 2I(|mij0 |2, |mij|2), |mK |2
)
.
(5.3.45)
5.3.3 Finiteness and conformal invariance
Combining the two diagrams we see that the two-loop Ka¨hler potential, like
its one-loop counterpart, is written as the difference of terms that cancel in
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the limit of vanishing deformation:
K(2) =
∑
i 6=j 6=k
(
(|hq|2 − g2) I(|mij0 |2, |mki|2, |mkj|2)
+ (|hq−1|2 − g2)I(|mij0 |2, |mik|2, |mjk|2)
)
+
∑
i 6=j,K
(|h|2$q¯,Kij − g2$1,Kij)
× (I(0, |mji|2, |mji|2) + 2I(|mij0 |2, |mij|2, |mK |2))
+ |h(q − q−1)|2
∑
I,J
ηIJI(0, |mI |2, |mJ |2) .
(5.3.46)
As described in appendix D, the two-loop integral, I(x, y, z), can be decom-
posed as
I(x, y, z) = ι(x) + ι(y) + ι(z) + I(x, y, z) , (D.2.23)
where the ι terms include all of the divergences and renormalisation point
dependence, and I, defined in (D.2.26), is a function of mass ratios only.
Since the masses are disentangled in the ι terms, the sums can be simplified
by using the following identities:6∑
K
$q,Kij =
1
N
∑
i 6=j
$q,Kij = |q|2 + 1|q|2 −
1
N
|q − q−1|2 , 2gq (5.3.47a)
∑
J
ηIJ =
∑
J
ηIIJJ =
N − 2
N
. (5.3.47b)
The result is that all ι dependence can be collected into
K(2)ι =N
(
|h|2
(
|q|2 + |q−1|2 − 2
N2
|q − q−1|2
)
− 2g2
)
×
(∑
i 6=j
(
ι(|mij0 |2) + 2ι(|mij|2)
)
+ 2
∑
I
ι(|mI |2)
)
.
(5.3.48)
From the above expression and the trace formulae given in subsection
5.1.1 we may read off the quadratic terms in the Ka¨hler potential:
K
(2)
quad ∝ 4N2(|h|2fq − g2)(2|h|2fq + g2)trΦ†Φ ,
where the constant of proportionality is a number that is subtraction scheme
dependent and fq is the function that occurs in the one-loop finiteness
6Note that using (5.3.47a) it becomes possible to perform the sum over K in the first
term of the middle line of (5.3.46).
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condition (5.2.30). The above prefactor is, for good reason, reminiscent of
the general expression for the two-loop anomalous dimension given in, for
example, [99, 189–191].
So, as expected, the two-loop Ka¨hler potential is finite and independent
of the renormalisation point if the one-loop finiteness condition, (5.2.30), is
satisfied. It is interesting to note that the ‘meaning’ of (5.2.30) is different
at one and two-loops. At one-loop it implies that the trace of the mass
matrix is invariant under the deformation, while at two loops it implies
that the coefficients of the scalar diagrams sum to zero.
If we enforce the finiteness condition, (5.2.30), then we get the explicitly
superconformal two-loop Ka¨hler potential by making the replacements g2 →
|h|2fq and I → I in (5.3.46).
5.4 Special backgrounds and explicit
masses
In the above analysis the background superfield pointed in an arbitrary
direction in the Cartan subalgebra of su(N). In order to make our previous
analysis concrete we now choose the specific background
Φ =
√
N(N − 1)φ1HN−1 +
√
(N − 1)(N − 2)φ2HN−2 . (5.4.49)
The characteristic feature of this background is that it leaves the subgroup
U(1)2 × SU(N − 2) of SU(N) unbroken. The two U(1)s are associated
with the generators HN−1 and HN−2. In the limit φ2 → 0, we obtain
the background previously used for the calculation of the two-loop Ka¨hler
potential in [74].
There are twelve different, nonzero masses that occur with this back-
ground. There are nine deformed masses:
m21 = |mij|2 = |mI |2 = |h(q − q−1)|2|φ1 + φ2|2 , (5.4.50a)
m22 = |mi(N−1)|2 = |h(q − q−1)φ1 + h(q + (N − 2)q−1)φ2|2 , (5.4.50b)
m2
2˜
= |m(N−1)j|2 = m22
∣∣
q→q−1 , (5.4.50c)
m23 = |miN |2 = |hqφ2 + h(q + (N − 1)q−1)φ1|2 , (5.4.50d)
m2
3˜
= |mNj|2 = m23
∣∣
q→q−1 , (5.4.50e)
m24 = |m(N−1)N |2 = |h(N − 2)qφ2 − h(q + (N − 1)q−1)φ1|2 , (5.4.50f)
m2
4˜
= |mN(N−1)|2 = m24
∣∣
q→q−1 , (5.4.50g)
m2± =
1
2
|h(q − q−1)|2
(
a+ c±
√
(a− c)2 + 4|b|2
)
, (5.4.50h)
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where the indices i, j and I range from 1 to (N−2) and (N−3) respectively,
and their three undeformed counterparts:
m202 = |mi(N−1)0 |2 = |m(N−1)j0 |2 = g2(N − 1)2|φ2|2 , (5.4.50i)
m203 = |miN0 |2 = |mNj0 |2 = g2|Nφ1 + φ2|2 , (5.4.50j)
m204 = |m(N−1)N0 |2 = |mN(N−1)0 |2 = g2|Nφ1 − (N − 2)φ2|2 . (5.4.50k)
The quantities a, b and c come from the Cartan subalgebra block of the
mass matrix, which is diagonal except for the bottom 2× 2 block:
(M†(h,q)M(h,q))IJ = |h(q −
1
q
)|2

|φ1 + φ2|2
. . .
|φ1 + φ2|2
a b
b∗ c
 ,
(5.4.51)
where the explicit values for a, b and c are
a =
(
(N − 3)2 + 1− 2/N)φ¯2φ2 + φ¯1φ1 − (N − 3)(φ¯2φ1 + φ¯1φ2) (5.4.52a)
b =
√
1− 2/N((3−N)φ¯2φ2 + φ¯1φ2 − (N − 2)φ¯2φ1) (5.4.52b)
c = (N − 2)2φ¯1φ1 +
(
1− 2/N)φ¯2φ2 . (5.4.52c)
The eigenvalues of the matrix (5.4.51) are m21 and m
2
± with the correspond-
ing orthonormal eigenvectors
eI<N−2 , v± =
(0, . . . , 0, a− c± σ, 2b∗)√
2σ(σ ± (a− c)) , (5.4.53)
where eI is the standard basis vector (with a one in the I
th position and zero
everywhere else) and σ =
√
(a− c)2 + 4|b|2. Note that (5.4.51) is diagonal
when φ2 = 0 (including the SU(2) case) and in the planar limit, when
N →∞.
The one-loop Ka¨hler potential is simply read from (5.2.28):
K(1) = J(m2+) + J(m
2
−)− 2(N − 2)
(
J(m202) + J(m
2
03)
)
− 2J(m204) + (N2 − 2N − 1)J(m21) (5.4.54)
+ (N − 2)(J(m22) + J(m22˜) + J(m23) + J(m23˜))+ J(m24) + J(m24˜) .
The effect of enforcing the finiteness condition is to replace (4pi)2J(x) by
x log(M2/x) for an arbitrary field dependent mass term M2.
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Similarly, the two-loop Ka¨hler potential is read from (5.3.46):
K(2) = (N − 2)(|hq|2 − g2)[(N − 3)(N − 4)I(0, 1, 1)
+ (N − 3)(2I(20, 2, 1) + 2I(30, 3, 1) + I(0, 2˜, 2˜) + I(0, 3˜, 3˜))
+ 2I(20, 3˜, 4˜) + 2I(30, 2˜, 4) + 2I(40, 2, 3)
]
+
[
q → q−1]
+ (|h|2gq − g2)
[
(N − 2)
(
(N − 3)I(0, 1, 1)
+ 2I(0, 2, 2) + 2I(0, 3, 3)
)
+ 2I(0, 4, 4)
]
+
[
q → q−1] (5.4.55)
+ 2
∑
i 6=j
[(
2|h|2gq − 2g2 −$′¯θ,2ij −$′¯θ,1ij
)
I(|mij0 |2, |mij|2, 1)
+$′¯θ,2ijI(|mij0 |2, |mij|2,+) +$′¯θ,1ijI(|mij0 |2, |mij|2,−)
]
+ |h(q − q−1)|2
[(
(1− 2/N)(N − 5) + η′22 + 2η′21 + η′11
)
I(0, 1, 1)
+ 2(1− 2/N − η′22 − η′21)I(0,+, 1) + 2(1− 2/N − η′12 − η′11)I(0,−, 1)
+ η′22I(0,+,+) + 2η
′
21I(0,−,+) + η′11I(0,−,−)
]
,
where we have introduced a condensed notation for the masses
m2± ∼ ± , m2i ∼ i and m20i ∼ i0
with i = 1, 1˜, . . . , 4, 4˜ and defined
$′q,Kij = |h|2$q,(N−K)ij − g2$1,(N−K)ij , η′IJ = η(N−I)(N−J) .
We’ve also used (5.3.47) to make the expression only dependent on $′q,Iij
and η′IJ for I, J = 1, 2. The coefficients, $q,Kij and ηIJ , are then calculated
using the results
HI = HI , I < N − 2 ,
HN−2 = (v+)N−2HN−2 + (v−)N−2HN−1 ,
HN−1 = (v+)N−1HN−2 + (v−)N−1HN−1 .
We emphasise that HI and therefore $q,Kij and ηIJ are in general field
dependent quantities.
We now examine the two limiting cases, φ2 → 0 and N → 3. In both of
these limits, we find that the coefficients $′q,Iij and η′IJ are independent of
the background fields, which is not representative of the general case.
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5.4.1 SU(N)→ SU(N − 1)× U(1)
In the case where φ2 → 0 the entire mass matrix is diagonal, so that the
unitary, diagonalising matrix is just the unit matrix. Thus the coefficients $
and η are background independent, and can be calculated in closed form.
Also, similarly to (5.4.55), we can write K(2) such that we only need to
know η(N−1)(N−1) and $q,(N−1)ij, which further eases the calculational load.
If we enforce finiteness, then the sole mass scale, φ¯1φ1, must cancel in all
of the mass ratios, so that the full, quantum corrected, Ka¨hler potential
is just a deformation dependent rescaling of the classical Ka¨hler potential
[74]. Finally, if we choose a real deformation, the limit of our two-loop
result reproduces equation (6.5) of [74] exactly, which is a good check of
our method.
5.4.2 SU(3)→ U(1)2
When the gauge group is SU(3) the terms with the mass m21 no longer
appear in the summations, m2± is compactly written as |h(q − q−1)(φ1 ∓
i√
3
φ2)|2 and the rest of the masses take the obvious limits. We will assume
that we are on the conformal surface and set g2 = fq|h|2. The one-loop
Ka¨hler potential does not simplify much, choosing M2 = fq|hφ|2 where
|φ|2 = trΦ†Φ 6= 0, we have
K
(1)
SU(3) =
|h|2
(4pi)2
[
2fq
(
|2φ2|2 log |2φ2|
2
|φ|2 + |3φ1 + φ2|
2 log
|3φ1 + φ2|2
|φ|2
)
− |q − q−1|2
(
|φ1 − i√
3
φ2| log |φ1 − iφ2/
√
3 |
fq|q − q−1|−2|φ|2
)
−
(
|(q − q−1)φ1 + (q + q−1)φ2|2 log |(q − q
−1)φ1 + (q + q−1)φ2|2
fq|φ|2
+ |(q + 2q−1)φ1 + qφ2|2 log |(q + 2q
−1)φ1 + qφ2|2
fq|φ|2 +
(
q → 1
q
))
]
+ [φ2 → −φ2] .
Although we can combine the logarithms and explicitly remove all reference
to |φ|2, the analytic structure and the various limits are simpler to examine
in the above form.
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To find the two-loop Ka¨hler potential, we choose the diagonalising uni-
tary matrix to be
U =
1√
2
(
1 i
−i −1
)
=⇒ H2 = (iH1)∗ = −1√
3
diag(r+, r−,−1) ,
where −1 and r± = 12(1± i
√
3) are the cube roots of minus one. Then it is
straightforward to compute ηIJ =
1
3
δIJ and
$q,Kij =
1
3
 |q − q−1|2 |qr− − q−1r+|2 |qr− + q−1|2|qr+ − q−1r−|2 |q − q−1|2 |qr+ + q−1|2
|q + q−1r−|2 |q + q−1r+|2 |q − q−1|2
, q → q−1
 .
We split the two-loop Ka¨hler potential into K
(2)
SU(3) = (KA+KB)+(q → q−1)
where the labelling follows the decomposition (5.3.33). Note that in the
case being considered KC = 0, since it only contributes terms of the form
I(0, x, x) which are zero from (D.2.26). This is also true for the integrals
that come from the first terms in KIB and KIIB. Substituting in the masses
and using the fact that I(x, y, z) is a homogeneous function of order one to
pull out a factor of |h|2, we find
K
(2)
A = 2|h|4(|q|2 − fq)
[
× I(fq|2φ2|2, |(2q + q−1)φ1 + q−1φ2|2, |(2q + q−1)φ1 − q−1φ2|2)
+ I
(
fq|3φ1 + φ2|2, |(q − q−1)φ1 − (q + q−1)φ2|2, |(q + 2q−1)φ1 − qφ2|2
)
+ I
(
fq|3φ1 − φ2|2, |(q − q−1)φ1 + (q + q−1)φ2|2, |(q + 2q−1)φ1 + qφ2|2
)]
and
K
(2)
B = 2|h|4
[(1
3
|qr− − q−1r+|2 − fq
)
×
[
I
(
fq|2φ2|2, |(q − q−1)φ1 + (q + q−1)φ2|2,
∣∣(q − q−1)(φ1 − i√
3
φ2)
∣∣2)
+ I
(
fq|2φ2|2, |(q − q−1)φ1 − (q + q−1)φ2|2,
∣∣(q − q−1)(φ1 + i√
3
φ2)
∣∣2)]
+
(1
3
|qr− + q−1|2 − fq
)
×
[
I
(
fq|3φ1 + φ2|2, |(q + 2q−1)φ1 + qφ2|2,
∣∣(q − q−1)(φ1 − i√
3
φ2)
∣∣2)
+ I
(
fq|3φ1 + φ2|2, |(2q + q−1)φ1 + q−1φ2|2,
∣∣(q − q−1)(φ1 + i√
3
φ2)
∣∣2)]
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+
(1
3
|qr+ + q−1|2 − fq
)
×
[
I
(
fq|3φ1 − φ2|2, |(q + 2q−1)φ1 − qφ2|2,
∣∣(q − q−1)(φ1 − i√
3
φ2)
∣∣2)
+ I
(
fq|3φ1 − φ2|2, |(2q + q−1)φ1 − q−1φ2|2,
∣∣(q − q−1)(φ1 + i√
3
φ2)
∣∣2)]]
From the expressions for I given in appendix D, we see that the above form
is scale invariant. We note that taking the deformation to be real does not
provide much simplification, except when φ2 = 0 and a real deformation
makes the tilded masses equal to their nontilded counterparts.
5.5 Conclusion
The above calculations show that although it is conceptually straightfor-
ward to calculate the loop corrections to the Ka¨hler potential of β-deformed
N = 4 SYM on the Coulomb branch, the details of the calculation are
quite involved for an arbitrary background. This is because not only do the
1
2
(3N −2)(N −1) eigenmasses enter the result, but also the field dependent
eigenvectors.
To help reveal the general structure of the Ka¨hler potential it is useful
to use the idea of matrix valued loop integrals (see e.g., [91]) discussed in
section 5.3. Then all field dependence is in the loop integrals, for example∑
IJ
ηIJI(0,m
2
I ,m
2
J) =
∑
IJKL
ηIJKLI(0, (M†M)IJ , (MM†)KL) .
Thus we see that, assuming the finiteness condition is enforced, the general
conformally invariant structure of the Ka¨hler potential can be written in
terms of a function of the 1
2
(5N−2)(N−1) components of the mass matrix
(5.1.20)
K(Φ†,Φ) = |φ|2 F
(
|g(Φi − Φj)|2
|φ|2 ,
|h(qΦi − q−1Φj)|2
|φ|2 ,
|h(q − q−1)|2φ¯LφMηIJLM
|φ|2
)
,
where we remember that we have chosen the background to be Φ = HIφ
I =
EiiΦ
i. For definiteness, we have inserted the nonvanishing |φ|2 = trΦ†Φ =∑
I |φI |2 =
∑
i |Φi|2 into all terms in the above expression, but in general
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this is not necessary. The loop corrections to the Ka¨hler potential are
identically zero in the limit of vanishing deformation, thus F can always
be written as one (for the tree level term) plus the difference between two
terms that become identical as the deformation is switched off.

6 Goldstino actions
Since unbroken supersymmetry is not observed in the low-energy aspects of
nature that we see around us, if four-dimensional supersymmetry is realised
in nature, it must be spontaneously broken. That is, the fundamental
laws (the underlying field theory) are supersymmetric, but the vacuum
state is not invariant under supersymmetry rotations. The spontaneous
breaking of supersymmetry implies the existence of a massless spinor – the
Goldstino. Being massless, this field should be accounted for in any low-
energy effective theories with spontaneously broken supersymmetry.1 This
chapter will primarily be concerned with the study of the pure Goldstino
action.
In the first section we briefly examine supersymmetry breaking and the
appearance of the Goldstino in the supersymmetric sigma model. Although
the Goldstino action and its low-energy interactions are universal, it can ap-
pear in different forms that are related via nonlinear field redefinitions. This
will be studied in the second section and is based on the papers [3, 4]. Some
results used in this section are collected in appendix E. The third section
describes the new Goldstino superfield embedding that was first introduced
in the paper [5]. We show how this new Goldstino embedding is related
to the previously known Goldstino actions and examine the structure of its
interactions with other superfields.
1Since supersymmetry must ultimately be a local symmetry, the Goldstino is ab-
sorbed into the gravitino via the supersymmetric Higgs effect. However, at low energies,
the couplings of the longitudinal mode of the gravitino dominate the transverse couplings,
so the gravitino can be well accounted for by just the goldstino [192].
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6.1 Supersymmetry breaking and the
supersymmetric sigma model
By definition, the vacuum state does not break supersymmetry if it is in-
variant under all of the supersymmetry generators,
Qα |0〉 = Q¯α˙ |0〉 = 0 . (6.1.1)
From the supersymmetry algebra (1.3.1), this implies that the vacuum must
also be invariant with respect to the energy-momentum generators. In par-
ticular, the energy of the vacuum, which is non-negative for any supersym-
metric theory
〈0|H|0〉 = 〈0|P0|0〉 = 1
4
〈
0|δαα˙ {Qα, Q¯α˙} |0〉 (6.1.2)
=
1
4
(∥∥Q1 |0〉∥∥2 + ∥∥Q2 |0〉∥∥2 + ∥∥Q¯1 |0〉∥∥2 + ∥∥Q¯2 |0〉∥∥2) ≥ 0 ,
will vanish in a supersymmetry preserving vacuum (6.1.1). This then im-
plies that the condition
〈0|H|0〉 > 0
only holds if supersymmetry is broken, so the vacuum energy can be used
as an order parameter for supersymmetry breaking.
Invariance of the vacuum under supersymmetry (6.1.1) also implies that
the vacuum expectation value (VEV) of any supersymmetry variation must
vanish,
〈0|δξX|0〉 =
〈
0| [ξαQα + ξ¯α˙Q¯α˙, X] |0〉 = 0 . (6.1.3)
If Lorentz symmetry is to be preserved then only scalar fields can have
non-vanishing VEVs. Only spinor fields can be taken to scalars by a su-
persymmetry variation, and dimensional analysis constrains the variation
of a spinor field to be an auxiliary scalar field plus other terms that can not
have a VEV. Then, in particular, (6.1.3) implies that the variation of the
spinor components in a chiral and real (gauge) superfields
〈0|δξλα|0〉 ∼ ξα 〈0|F |0〉 , 〈0|δξψα|0〉 ∼ ξα 〈0|D|0〉 ,
must vanish if supersymmetry is to preserved. If the vacuum expectation of
even a single auxiliary field does not vanish, then supersymmetry is broken
as either F -term, D-term or mixed breaking.
Goldstone’s theorem says that the spontaneous breaking of continuous
bosonic global symmetries necessarily implies the existence of a massless
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scalar field – the Goldstone boson. The spontaneous breaking of supersym-
metry is similarly associated with a massless spinor Goldstino field – the
Goldstino. The Goldstino can be thought of as the state generated by the
(nonvanishing) variation of the vacuum Gα ∼ Qα |0〉. However, the proof
of the existence of a Goldstino, like the proof of Goldstone’s theorem in
the bosonic case, is best approached by examining the invariance of the
supercurrent. Below, we shall satisfy ourselves with simply examining the
existence of the Goldstino in the specific case of nonlinear sigma models.
Supersymmetry breaking is a large and varied subject area. For discus-
sions of topics such as the Witten index, mass sum rules, mediated breaking,
dynamical breaking, etc. . . , we refer the reader to the many excellent dis-
cussions in text books, reviews and lectures [65–67, 193–200] and references
therein.
6.1.1 Supersymmetric nonlinear sigma model
The most general low-energy2 effective action that can be constructed from
solely chiral superfields Φi (D¯α˙Φ
i = 0) and their complex conjugates is the
supersymmetric sigma model
Sσ[Φ¯,Φ] =
∫
d8z K(Φ¯,Φ) +
∫
d6z P (Φ) + c.c. , (6.1.4)
where K(Φ¯,Φ) is the Ka¨hler potential and P (Φ) is the superpotential.
To examine the conditions for supersymmetry breaking, we need to ex-
tract the corresponding component action. To this end, we define the com-
ponent projections
Φi| = φi , DαΦi| =
√
2ψiα , −
1
4
D2Φi| = F i . (6.1.5)
These component fields have the following supersymmetry transformations
δξφ =
√
2ξψ , δξF = −
√
2i(∂aψσ
aξ¯) ,
δξψα =
√
2
(
ξαF + i(σ
aξ¯)α∂aφ
)
.
(6.1.6)
The projection of the superpotential is straightforward,
SP =
∫
d6z P (Φ) ,
∫
d4x
D2
−4P (Φ)
∣∣∣
=
∫
d4x
(
F iPi(φ)− 1
2
(ψ2)ijPij(φ)
)
. (6.1.7)
2Low-energy here means that the equations of motion have, at most, two space-time
derivatives.
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The component expression for the Ka¨hler potential takes a little more work:
SK =
∫
d8z K(Φ¯,Φ) ,
∫
d4x
DαD¯2Dα
16
K(Φ¯,Φ)
∣∣∣
=
∫
d4x
(
− (∂aφi∂aφ¯i + i
2
ψiα
↔
∂αα˙ψ¯
iα˙ − F iF¯ i)Kii (6.1.8)
+
1
2
((
ψjα(i∂αα˙φ
i)ψ¯iα˙ − (ψ2)ijF¯ i)Kiji + c.c.)+ 1
4
(ψ2)ij(ψ¯2)ijKijij
)
.
Just like (nonsupersymmetric) sigma models are associated with Rie-
mannian geometry, supersymmetric sigma models are associated with a
Ka¨hler geometry. Since this does not play any significant roˆle in our con-
siderations, we leave a detailed discussion to the standard textbooks [60, 65–
67]. Instead, we’ll just take advantage of the convenient language and no-
tations. The Ka¨hler metric is Kii =
δ
δφi
δ
δφ¯i
K(φ¯, φ) and Kii is its matrix
inverse, where the scalar fields φi and φi are thought of as the complex co-
ordinates of the target space Ka¨hler geometry. The nonvanishing Christoffel
symbols are
Γijk = K
iiKijk , Γ
i
jk = K
iiKijk , (6.1.9)
which lets us define the target space covariant derivatives
∇jV i = V i;j = V i,j + ΓijkV k , ∇jVi = Vi;j = Vi,j − ΓkijVk , (6.1.10)
for some target space vector and covectors V i. The spinors ψiα and ψ¯
i
α˙
transform covariantly, however their space-time derivatives need to be made
covariant
∇bψiα = ∂bψiα + Γijk(∂bφj)ψkα , ∇bψ¯iα˙ = ∂bψ¯iα˙ + Γijk(∂bφ¯j)ψ¯kα˙ . (6.1.11)
Finally, the naive auxiliary fields F i and F¯ i transform inhomogeneously,
but a covariantly transforming auxiliary field can be defined as
F icov = F
i − 1
2
Γijk(ψ
2)jk and c.c. (6.1.12)
Using the above definitions, the component Lagrangians of the actions
(6.1.7) and (6.1.8), simplify to
LP =
(
F icovPi −
1
2
(ψ2)ijP;ij + c.c.
)
, (6.1.13)
LK = −Kii
(
∂aφi∂aφ¯
i +
i
2
ψiα
↔
∇αα˙ψ¯iα˙ − F icovF¯ icov
)
+
1
4
(ψ2)ij(ψ¯2)ijRijij .
(6.1.14)
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The covariant auxiliary fields’ equations of motion are simply Pi = KiiF¯
i
cov,
so the eliminated component Lagrangian is
L = −∂aφ¯iKii∂aφi − i
2
Kiiψ
iα
↔
∇αα˙ψ¯iα˙ − P¯iKiiPi
− 1
2
(ψ2)ijP;ij − 1
2
(ψ¯2)ijP¯;ij +
1
4
(ψ2)ij(ψ¯2)ijRijij . (6.1.15)
The scalar potential, obtained by setting the derivatives and spinors to
zero, is simply
V = P¯iK
iiPi ≥ 0 . (6.1.16)
It is positive semi-definite, since we required that the scalar fields have
canonical kinetic terms (so Kii = δii+higher order terms). Supersymmetry
is preserved iff the VEV of the scalar potential is zero, and since the Ka¨hler
metric is positive definite, this implies that supersymmetry is preserved iff
there is a solution to the simultaneous equations
Pi(φ) = P¯i(φ¯) = 0 . (6.1.17)
Note that if such a solution exists, then it is automatically a minimum of the
potential, so a possible vacuum. Since Pi = KiiF¯
i
cov and 〈F icov〉 = 〈F i〉, we
see once again that supersymmetry is broken only if there is a nonvanishing
VEV for one or more of the auxiliary fields F i.
Vacua occur at the minima of the scalar potential, where
0 = Vj = P¯iK
iiPi,j − P¯iKikΓikjPi = P¯iKiiP;ij . (6.1.18)
If supersymmetry is not broken, then P¯i = 0 and we are automatically at
the global minimum of the potential. If supersymmetry is broken, it tells
us that the nonvanishing vector P¯iK
ii is a null vector for P;ij.
Now note that the fermion mass term is proportional to ψiαP;ijψ
j
α. As-
suming that the vacuum breaks supersymmetry, equation (6.1.18) implies
that the fermion mass matrix has the null vector 〈0|F i|0〉 and so there
must exist a massless fermion, the Goldstino. If we think about chang-
ing the fermion basis diagonalise the mass matrix, then we see that the
Goldstino is proportional to
Gα = λ
i
αkiif¯
i|f |−1 ,
where
f i =
〈
0|F i|0〉 , kii = 〈0|Kii|0〉 , |f |2 = f ikiif¯ i .
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Then, the vacuum exception value of the supersymmetry variation of the
Goldstino is easily seen to be
〈0|δξGα|0〉 =
〈
0|δξλiα|0
〉
kiif¯
i|f |−1 =
√
2|f |ξα .
If new fields are introduced that have their vacuum expectation value sub-
tracted, i.e., φi → φi−〈0|φi|0〉 and F i → F i−〈0|F i|0〉, where ∂a 〈0|φi|0〉 =
∂a 〈0|F i|0〉 = 0, then the full supersymmetry transformation of the Gold-
stino is the inhomogeneous
δξGα =
√
2|f |ξα +
√
2
(
ξαF
i + i(σaξ¯)α∂aφ
i
)
kiif¯
i|f |−1 . (6.1.19)
Finally, we note that all of the above considerations are straight for-
ward to generalise to gauged nonlinear supersymmetric sigma models with
optional Fayet-Iliopoulos terms, e.g., [65, 201]. For nonlinear sigma models
with N = 2 supersymmetry the associated geometry is even more restric-
tive, see, e.g., the review [58].
6.1.2 Models with a single chiral superfield
The simplest model that breaks supersymmetry is the Polonyi model [202],
S[Φ¯,Φ] =
∫
d8z Φ¯Φ + f
∫
d6zΦ + f¯
∫
d6z¯ Φ¯ , (6.1.20)
which is normally coupled to a larger model of interest in order to break the
larger system’s supersymmetry. In the above action, the derivative of the
superpotential is ∂ΦP (Φ) = f , which is always non-zero, so supersymmetry
is broken. The component Lagrangian is
L = −∂aφ¯∂aφ− 1
2
λ
↔
∂ λ¯+ F¯F + fF + f¯ F¯ = −f¯f − ∂aφ¯∂aφ− 1
2
λ
↔
∂ λ¯ ,
where the second equality follows from putting the auxiliary fields on-shell.
Clearly this describes a free theory with broken supersymmetry and a vac-
uum energy density of |f |2. Both the goldstino λα and its superpartner, the
sgoldstino φ are massless.
The sgoldstino φ does not appear in the effective potential, so its vac-
uum expectation value parameterises a (non-supersymmetric) moduli space
of vacua. However, since supersymmetry is broken, this moduli space is not
protected from quantum corrections (which require a coupling to other sec-
tors of the action) and is lifted by higher order terms in the Ka¨hler potential,
see, for example [194, 200, 203].
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The simplest modification to the Ka¨hler potential that could come from
a low-energy effective action due to the model’s coupling to a larger system
is
K(Φ¯,Φ) = Φ¯Φ +
c
4
Φ¯2Φ2 .
Then the scalar potential becomes
V = |f |2(1 + cφ¯φ) ,
so the squared mass of the scalar field is c|f |2 and the vacuum occurs at
φ = 0. In this case, supersymmetry remains broken, but there is no moduli
space of vacua.
Finally, if we add a mass term to the superpotential, P (Φ) = fΦ+ m
2
Φ2,
then the component equation ∂P/∂φ = 0 is solved by φ = −f/m and the
scalar potential V = |f + mφ|2 is zero for the vacuum. With such a mass
term there always exists a vacuum expectation value for the scalar field that
preserves supersymmetry.
Although the (uncoupled) model (6.1.20) is trivial, if the chiral field is
constrained, then we can obtain non-trivial Goldstino dynamics equivalent
to that of Akulov and Volkov. In particular, the simple constraint, Φ2 = 0
yields the model investigated in section 6.2.4.
6.1.3 The O’Raifeartaigh model
The simplest model of interacting chiral superfields that breaks supersym-
metry was found by O’Raifeartaigh [204]. It requires three chiral superfields,
with the canonical Ka¨hler potential and the superpotential
P (Φi) = mΦ1Φ2 + gΦ0(Φ
2
1 − α2) ,
without loss of generality, the coupling constants can be chosen to be real.
For non-zero gα2, the equations P,0 = g(φ
2
1 − α2) = 0 and P,2 = mφ1 = 0
are not compatible, so supersymmetry is broken. The scalar potential is
V = |g|2|φ21 − α2|2 + |mφ1|2 + |mφ2 + 2gφ0φ1|2 .
Minimising the first two terms fixes φ1 and the final term can be made zero
by the appropriate choice of φ2. This means the minimum of potential has
a flat direction along φ0. The fermion mass matrix
Pij =
 0 2gφ1 02gφ1 gφ0 m
0 m 0
 ,
has a vanishing determinant, for m 6= 0 it has a null space of dimension 1,
establishing the existence of the massless Goldstino.
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6.2 Goldstino actions and their symmetries
As discussed above, the Goldstino action is a necessary part of any low-
energy model with broken supersymmetry and is, at low energies, universal
[65]. This means that any two actions that describe Goldstino dynamics
must be equivalent up to a field redefinition. This fact that can be proven
by using the general theory of the nonlinear realisations of N = 1 super-
symmetry [63, 64, 205, 206], which is an extension of the Callan-Coleman-
Wess-Zumino formalism [61, 62]. This does not mean that all Goldstino
actions are of equal utility – different actions emphasise different aspects
of the model and make different types of computations either more or less
difficult. In this section, which is based on the papers [3, 4], we find the
explicit transformations that map the various known Goldstino actions onto
one another.
We start this section by deriving the Akulov-Volkov (AV) action. We
then compute a finite-dimensional Lie group G of all field transformations of
the form λ→ λ′ = λ+O(λ3) which preserve the functional structure of low-
energy Goldstino-like actions. Associated with G is its twelve-parameter
subgroup H of trivial symmetries of the AV action. The coset space G/H
is naturally identified with the space of all Goldstino actions. We then apply
our construction to study the properties of five different Goldstino actions
available in the literature. Making use of the most general field redefinition
mentioned above, we find explicit maps between all five cases. In each case
there is a twelve-parameter freedom in these maps due to trivial symmetries
inherent in the Goldstino actions. Finally, by using the pushforward of the
AV supersymmetry, we find the off-shell nonlinear supersymmetry trans-
formations that leave the other four actions invariant and compare to the
supersymmetry transformations normally associated with those actions.
Many of the results in this section were derived, or at least checked,
using some Mathematica code made to manipulate and canonicalise spinor
expressions. All of the code, results, checks and extra discussions can be
found in the Mathematica notebook distributed with both the preprint and
published versions of [4].
6.2.1 The Akulov-Volkov model
The Akulov-Volkov (AV) model [13, 14] is the second oldest supersymmetric
theory in four space-time dimensions. It describes the low-energy dynamics
of a massless Nambu-Goldstone spin-1/2 particle which is associated with
the spontaneous breaking of rigid supersymmetry and is called the Gold-
stino. A derivation of the AV model using superspace techniques was given
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in 1973 [207] by its discoverers. Nice textbook reviews of the AV model are
also available, see e.g., [65, 67].
The simplest way to derive the AV action is to consider the hypersurfaces
in superspace
θα = κλα(x) , (6.2.21)
that transform covariantly under supersymmetry translations
λ′α(x′) = λ′α(x+ iκ(λσξ¯ − ξσλ¯)) = λα(x) + 1
κ
ξα .
The constant κ has mass dimension equal to 2 and is is introduced so that λα
has the canonical mass dimension of a spinor, 3
2
. Looking at an infinitesimal
supersymmetry translation, we see that
δξλ
α(x) =
1
κ
ξα − iκ(λ(x)σaξ¯ − ξσaλ¯(x))∂aλα(x)
, 1
κ
ξα + ∆aξ(x)∂aλ
α(x) ,
(6.2.22)
which can be compared with, e.g., the variation of the Goldstino in a su-
persymmetric nonlinear sigma model (6.1.19). That (6.2.22) obeys the su-
persymmetry algebra (1.3.1) is easy to check. First we need
δξ1∆
a
ξ2
= −iκ(δξ1λ(x)σaξ¯2 − ξ2σaδξ1λ¯(x)) = −i(ξ2σaξ¯1 − ξ1σaξ¯2) + ∆bξ1∂b∆aξ2 ,
from which we see
δξ1δξ2λ
α = −i(ξ2σaξ¯1 − ξ1σaξ¯2)∂aλα
+ (∆bξ1∂b∆
a
ξ2
+ ∆bξ2∂b∆
a
ξ1
)∂aλ
α + ∆bξ1∆
a
ξ2
∂a∂bλ
α.
Antisymmetrising gives the result
[δξ1 , δξ2 ]λ
α = −2i(ξ1σaξ¯2 − ξ2σaξ¯1)∂aλα . (6.2.23)
To get an invariant action we examine the supersymmetric Cartan 1-
forms dζM = (dζm, dζµ, dζ¯µ˙), where dζ
MDM = dz
A∂A. Comparing coeffi-
cients of the derivatives ∂A we can read off
dζα = dθα , dζ¯α˙ = dθ¯α˙ , dζ
a = dxa + idθσaθ¯ + idθ¯σ˜aθ .
These 1-forms are, by construction, invariant under supersymmetry trans-
lations. So, to construct super-Poincare´ invariants we can use the volume
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elements d2ζ, d2ζ¯ and d4ζ. We move these 1-forms onto the hypersurface
(6.2.21),
dλα(x) = dxa∂aλ
α(x) , dζm(x) = dxa
(
δma + iκ
2λ(x)σm
↔
∂ aλ¯(x)
)︸ ︷︷ ︸
Eam
, (6.2.24)
where we’ve identified the inverse vierbein Ea
m. The bosonic volume ele-
ment becomes d4ζ = d4x det(E) and since the determinant of the inverse
vierbein Ea
m transforms as a total derivative
δξ det(E) = ∂a
(
∆a det(E)
)
.
its integral, the Akulov-Volkov action,
SAV[λ, λ¯] = − 1
2κ2
∫
d4x det(E) (6.2.25)
is invariant under supersymmetric transformations. The normalisation has
been chosen to give the standard Goldstino kinetic term.
This construction of an invariant action is slightly different from the nor-
mal construction for phenomenological Lagrangians for nonlinearly realised
non-spacetime symmetries. This is discussed by Volkov in [24]. Although
we won’t investigate it in this thesis, the vierbein Ea
m can be used to con-
struct Goldstino couplings to matter fields that are manifestly invariant
under nonlinear supersymmetry transformations, this is thoroughly inves-
tigated in the standard literature of nonlinearly realised supersymmetry
[63, 64, 205, 206].
To get the explicit form of SAV we need to expand the determinant.
First we define some notation that we will use for the rest of this chapter.
We define the Lorentz indexed matrices
va
b = iλσb∂aλ¯ , v¯a
b = −i∂aλσbλ¯ , (6.2.26)
and denote the trace of any Lorentz matrix Ma
b as 〈M〉 = tr(M) = Maa.
We use the following result that holds for 4× 4 matrices
det(1 +M) = 1 + 〈M〉+ 1
2
( 〈M〉2 − 〈M2〉 )
+
1
6
( 〈M〉3 − 3 〈M〉 〈M2〉+ 2 〈M3〉 )+ detM ,
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to calculate the determinant of the vierbein, E = 1 + κ2(v + v¯). We find
SAV[λ, λ¯] = −1
2
∫
d4x
(
κ−2 + 〈v + v¯〉+ 2κ2
(
〈v〉 〈v¯〉 − 〈vv¯〉
)
(6.2.27)
+ κ4
( 〈
v2v¯
〉− 〈v〉 〈vv¯〉 − 1
2
〈
v2
〉 〈v¯〉+ 1
2
〈v〉2 〈v¯〉+ c.c.
))
.
As first noticed in [208] the 8th-order terms vanish identically. This has
now been proved many times, but probably the easiest method was given
in appendix A of [208], where they noted that
det(v + v¯) ∝ εabcdεklmnv ka v lb v¯mc v¯ nd = λ2λ¯2εabcdεklmn(∂aλσkl∂bλ)(∂cλ¯σ˜mn∂dλ¯) ,
which vanishes due to the sigma-matrix identities
εabcdσ˜
cd = 2iσ˜ab , and (σ
ab)α
β(σ˜ab)
α˙
β˙ = 0 .
The vanishing of the 8th-order terms can also be seen by simply writing
them in a unique basis, such as that defined in appendix E.1.
6.2.2 General Goldstino action
The general structure of SAV and any other low-energy Goldstino action is
schematically3
SGoldstino ∼
∫
d4x
4∑
n=0
κ2n−2λnλ¯n∂n . (6.2.28)
This follows from dimensional counting and the fact that a Goldstino field
must parametrise a coset space of the N = 1 super-Poincare´ group and thus
always occur in the combination κλ = θ. The most general field redefinition
that preserves such a structure is
λα → λ′α = λα + κ2λα 〈α1v + α2v¯〉+ iα3κ2(σaλ¯)α(∂aλ2) (6.2.29)
+ κ4λα
(
β1 〈vv¯〉+ β2 〈v〉 〈v¯〉+ β3
〈
v¯2
〉
+ β4 〈v¯〉2 + β5∂aλ2∂aλ¯2
+ β6λ¯
2λ2
)
+ iκ4(σaλ¯)α(∂aλ
2) 〈β7v + β8v¯〉
+ κ6λα
(
γ1
〈
vv¯2
〉
+ γ2 〈vv¯〉 〈v¯〉+ γ3 〈v〉
〈
v¯2
〉
+ γ4 〈v〉 〈v¯〉2
+ γ5 〈v¯〉 ∂aλ2∂aλ¯2
)
.
3Here we ignore higher-derivative corrections to the Goldstino actions.
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The coefficients can be complex and we denote their real and imaginary
parts as
αi = α
r
i + iα
i
i , βj = β
r
j + iβ
i
j , γk = γ
r
k + iγ
i
k . (6.2.30)
This field redefinition is equivalent to that given in [208] up to some 7-
fermion identities. The proof that it is a minimal basis of all possible terms
preserving (6.2.28) is provided in the Mathematica program distributed
with [4]. All Goldstino actions of the form (6.2.28) are invariant under
rigid chiral transformations
λα → eiϕλα , λ¯α˙ → e−iϕλ¯α˙ . (6.2.31)
Without enforcing this symmetry, one can introduce a more general field
redefinition than the one defined by equation (6.2.29).
The set of all transformations (6.2.29) forms a 32-dimensional Lie group
G. The composition rule for the elements of G is spelled out in appendix
E.2.
By applying the field redefinition (6.2.29) to the AV action we generate
the most general Goldstino action. This can then be compared against
other Goldstino actions to find the maps that relate them to the AV action.
The general result, written in the basis of appendix E.1, is
SAV[λ
′(λ, λ¯), λ¯′(λ, λ¯)] = −1
2
∫
d4x
(
κ−2 + 〈v + v¯〉 (6.2.32)
+ κ2
[{
(2α1 + 2α3 + 1) 〈v〉2 − (2α3 + 1)
〈
v2
〉
+ c.c.
}
+ 4αr2 〈v〉 〈v¯〉 − 2αr3∂aλ2∂aλ¯2
]
+ κ4
[{
(2|α3|2 + 4α2α∗3 − 2α2 − 3α3 + α∗3 + 2β∗3 + 4β∗6 − 12)
〈
v2
〉 〈v¯〉
− (4|α3|2 + 8α3α∗2 + 4α1α∗3 + 4α1 + 4αr3 − 2β1 + 8β6 + 4β∗8 + 1) 〈v〉 〈vv¯〉
+ (4|α3|2 + 4αr3 + 1)
〈
v2v¯
〉
+ (|α1|2 + |α2|2 + 2|α3|2 + α1α∗2 + 2α∗2α3
+ 2α∗3α1 + 2α1 + 4α
r
2 + 6α
r
3 + 2β2 + 2β
∗
4 + 2β7 + 2β
∗
8 +
1
2
) 〈v〉2 〈v¯〉
− (2α∗2α3 + α1 − α∗2 − 2α∗3 − 2β5 + 4β6 + 2β∗8) 〈v〉 ∂aλ2∂aλ¯2 + c.c.
}
+ (|α1|2 − |α2|2 − 4|α3|2 − 8(αr2αr3 + αi2αi3 + βr6))iλσaλ¯(〈v〉
↔
∂ a 〈v¯〉)
]
+ κ6
[{
2
(
α1(β
∗
1 − 2β∗5 − 2α3) + α∗2(3 + 8αr3 − β1 + 2β5) + 4α3(α∗3 + β∗5)
+ 2α∗3(3− β1 + 4β5 + 2β7 + 4α∗3)− 2iβi1 + 4β5 + 2β7 + γ1
) 〈v〉 〈vv¯2〉
+
(− α∗2(3 + 2α1 + α∗2 − β1 − 2β3 − 4β6 − 2β7)− 2β∗1 + 2β3 − α1β∗1
+ 2α3(1 + 2α1 + 2α3 − β∗1 + 2β∗4 + 4β∗6 + 2β∗8)− 2β∗4 + 8iβi6
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− 2α∗3(2 + α1 + 2α∗2 + 2α∗3 − 2β3 − 4β6)− 2β∗8 + 2γ3
) 〈v〉2 〈v¯2〉+ c.c. }
+ 2Re
(
2α3(−β∗1 + 2β∗3 + 2β∗5 + 4β∗6)− β1 − 2β3 + 2β5 − 4β6
) 〈
v2
〉 〈
v¯2
〉
+ 4Re
(
2α3(β
∗
1 − 2β∗5 − 2α3 − 1) + β1 − 2β5
) 〈vv¯vv¯〉
− 4Re(α1(α2 + 2α3 + 2β∗5 + 2β∗7) + α2(3 + 2α∗2 − 6α3 − β∗1)− β1 + β2 + 4β5
+ 2α3(10α
r
2 + 8α
r
3 − β∗1 + β∗2 + 2β∗5 + 2β∗7 + 3) + 4β7 − γ2 + 2γ5
) 〈v〉 〈v¯〉 〈vv¯〉
+ 2Re
(
α1(2α3 + β
∗
2 + 2β
∗
7) + α2(3 + α2 + 4α
∗
2 − 8α3 + β∗2 + 2β∗4 + 4β∗6 + 2β∗7 + 2β∗8)
+ 2α3(3 + 8α
r
3 − β∗1 + β∗2 + 2β∗4 + 2β∗5 + 4β∗6 + 2β∗7 + 2β∗8)− β1 + 2β2 + 2β4
+ 2β5 + 4β6 + 4β7 + 2β8 + 2γ4) + 4(α
r
1α
r
2 + 6α
r
2α
r
3 + α
r
3α
r
1)
) 〈v〉2 〈v¯〉2 ]) .
Note that only the real parts of γ4, γ2 and γ5 occur and that the latter two
only appear in the combination 2γ5− γ2. This corresponds to the fact that
the field redefinitions generated by γi2, γ
i
4, γ
i
5 and γ
r
5 = 2γ
r
2 are symmetries
of the free action.
The general action (6.2.32) has a nonlinear supersymmetry that can be
derived from the pushforward of the AV supersymmetry (6.2.22)
δξλα = δξλα(λ
′, λ¯′)
∣∣∣
λ′=λ′(λ,λ¯)
= δξλ
′β · δ
δλ′β
λα(λ
′, λ¯′) + δξλ¯′β˙ ·
δ
δλ¯′
β˙
λα(λ
′, λ¯′)
∣∣∣
λ′=λ′(λ,λ¯)
,
(6.2.33)
where λα(λ
′, λ¯′) is the inverse of (6.2.29) that can be found using the results
of appendix E.2. The explicit, all order expression for this supersymmetry
is very long, but the leading order is easily calculated
δξλα =
ξα
κ
+ iκ
(
(1 + 2α3)(ξσ
aλ¯)− (1 + α2)(λσaξ¯)
)
∂aλα
− iκα1(ξσa∂aλ¯)λα − κ 〈α1v + (α2 + 2α3)v¯〉 ξα
− iκ
2
(α2 + 2α3)(σ
aξ¯)α∂aλ
2 +O(κ3) . (6.2.34)
By writing the AV action in the basis of appendix E.1 we can compare
(6.2.27) with (6.2.32). We find that there is a twelve-dimensional family of
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symmetries of the form (6.2.29):
λα → λ′α = λα + iαi2κ2λα 〈v¯〉+ iκ4(σaλ¯)α(∂aλ2) 〈β7v + β8v¯〉 (6.2.35)
+ κ4λα
(
2(2β6 + β
∗
8) 〈vv¯〉+ (4βr6 − β∗4 − β7 − β∗8) 〈v〉 〈v¯〉
− (2β6 + iαi2)
〈
v¯2
〉
+ β4 〈v¯〉2 + ( i2αi2 + 2β6 + β∗8)∂aλ2∂aλ¯2 + β6λ¯2λ2
)
+ κ6λα
(
γ5 〈v¯〉 ∂aλ2∂aλ¯2 + (iαi2 − 2β7 − 4βr8)
〈
vv¯2
〉
− (2αi2(2βi6 − βi8) + βr4 + 8βr6 − 3βr7 − βr8 − iγi2 − 2γr5) 〈vv¯〉 〈v¯〉
+ ( i
2
αi2(4β6 + 2β7 + 2β
∗
8 − 1) + β∗4 + 2βr6 − 6iβi6 + 3βr8 + iβi8) 〈v〉
〈
v¯2
〉
+ (−1
2
αi2(3β
i
4 + 4β
i
6 + β
i
7 + 3β
i
8) + 6β
r
6 − βr7 + iγi4) 〈v〉 〈v¯〉2
)
,
where, the sake of compactness, we write βr6 = −18(αi2)2. The free parame-
ters in the above field redefinition are
αi2, β
r
4, β
i
4, β
i
6, β
r
7, β
i
7, β
r
8, β
i
8, γ
i
2, γ
i
4, γ
r
5, γ
i
5 . (6.2.36)
The set of such transformations is a 12-dimensional subgroup H of the
group G introduced above. In section 6.2.8 we will show that all of the
transformations (6.2.35) are trivial symmetries.4 Such trivial symmetries
appear in all of the mappings from one Goldstino action to another and we
will always choose the above set of free parameters.
Although the trivial symmetries (6.2.35) preserve the structure of the
action, they do not preserve the off-shell form of the nonlinear supersym-
metry. We can restrict the parameters of the pushforward supersymmetry
(6.2.33) to the trivial symmetry parameters of (6.2.35). This generates a
12 parameter family of (on-shell equivalent) nonlinear supersymmetries for
the AV action. In general, these supersymmetry transformations are quite
unwieldy, e.g., (6.2.56), but the full result is available in the Mathematica
code distributed with [4].
6.2.3 Rocˇek’s Goldstino action
The first paper to construct a field redefinition between different realisations
of Goldstino actions was by Rocˇek in 1978, [209]. He assumed that the
Goldstino was contained in a chiral superfield with the free action
S[Φ, Φ¯] =
∫
d4xd4θ Φ¯Φ =
∫
d4x (φφ¯− iψ∂ψ¯ + FF¯ ) , (6.2.37)
4The definition of a trivial symmetry is given at the beginning of section 6.2.8.
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where we use the component projections (6.1.5). Rocˇek then looked for
a transformation
(
φ, ψ, F
) → (φ(λ), ψ(λ), F (λ)) that mapped the corre-
sponding linear supersymmetry transformation (6.1.6) onto the AV super-
symmetry transformation (6.2.22). This yielded a unique solution that we
reproduce below. This solution was then recast in terms of the supersym-
metric constraints
Φ2 = 0 , (6.2.38a)
−1
4
ΦD¯2Φ¯ = fΦ , (6.2.38b)
where f is a dimensional constant inversely proportional to κ and is chosen
to be real.5
We approach the problem the other way around, i.e., we start with the
free action (6.2.37) and the constraints (6.2.38a) and (6.2.38b). We then
derive the consequent Goldstino action SR[ψ, ψ¯] which is compared to the
general Goldstino action (6.2.32) in order to find the map λ → λ(ψ) that
takes the AV action to SR. This map is then inverted to reproduce Rocˇek’s
results
(
φ(λ), ψ(λ), F (λ)
)
.
As noticed by Rocˇek (in his discussion of the 2D analogue of the AV
model), the constraints (6.2.38a) and (6.2.38b) mean that an arbitrary low-
energy action
Seff =
∫
d4xd4θ K(Φ¯,Φ) +
(∫
d4x d2θ P (Φ) + c.c.
)
, (6.2.39)
can always be reduced to a functional proportional to the free action. The
first constraint (6.2.38a) allows the reduction of (6.2.39) to
S˜eff =
∫
d4x d4θ Φ¯Φ +
(
η
∫
d4x d2θΦ + c.c.
)
, (6.2.40)
modulo a trivial rescaling of the superfields and for some constant parameter
η. Imposing the second constraint (6.2.38b) makes all three structures in
(6.2.40) completely equivalent, so that the action can be written as either
a pure kinetic term or a pure F -term.6
The constraint (6.2.38a) can be solved explicitly in terms of the compo-
nent fields [203, 210]. This amounts to the fact that the scalar component
5The sign of f in the above equation differs from that given by Komargodski and
Seiberg [203] .
6In the approach of Komargodski and Seiberg [203], which is discussed in the next
section, only the constraint (6.2.38a) is imposed. As a result, they work with an action
of the form (6.2.40).
110 CHAPTER 6. GOLDSTINO ACTIONS
of the chiral superfield becomes a function of the other fields,
Φ2 = 0 ⇐⇒ φ = ψ
2
2F
. (6.2.41)
The second constraint, ΦD¯2Φ¯ = −4fΦ, is used to write the auxiliary field in
terms of the spinor. The simplest approach is to use the highest component
of the constraint to get an implicit equation for F
F = f + F¯−1 〈u¯〉 − 1
4
F¯−2ψ¯2(F−1ψ2) , (6.2.42)
Here and below we use the notation
u = (ua
b) = (iψσb∂aψ¯) , u¯ = (u¯a
b) = (−i∂aψσbψ¯) , (6.2.43)
and the same convention for matrix trace as in section 6.2.1. Equation
(6.2.42) can be solved by repeated substitution. After some work, we find
F = f
(
1 + f−2 〈u¯〉 − f−4( 〈u〉 〈u¯〉+ 1
4
ψ¯2ψ2
)
+ f−6(〈u〉2 〈u¯〉+ c.c. )
+
1
4
f−6
( 〈u¯〉ψ2ψ¯2 + 2 〈u〉 ψ¯2ψ2 + ψ¯2(ψ2 〈u¯〉)) (6.2.44)
− 3f−8( 〈u〉2 〈u¯〉2 + 1
4
ψ2ψ¯2(〈u〉2 − 〈u〉 〈u¯〉+ 〈u¯〉2) + 1
16
ψ2ψ¯2ψ¯2ψ2
))
.
To get an action that maps onto the AV action, we set SR = −f
∫
d4xF
with F given by (6.2.44) and choose f such that f−2 = 2κ2. This yields
SR = −1
2
∫
d4x
(
κ−2 + 〈u+ u¯〉+ κ2(∂aψ2∂aψ¯2 − 4 〈u〉〈u¯〉) (6.2.45)
+ 4κ4
(〈u〉(ψ¯2ψ2 + 2 〈u〉〈u¯〉)+ c.c. )
+ 24κ6
( 〈
u2
〉 〈
u¯2
〉− 3 〈u〉2 〈u¯〉2 − 2 〈u〉 〈u¯〉 〈uu¯〉 − 3
8
ψ2ψ¯2ψ2ψ¯2
))
,
where we added surface terms to make SR manifestly real. This action
has a nonlinearly realised supersymmetry that follows from the linear su-
persymmetry transformations (6.1.6) and the solutions to the constraints
given above, eqs. (6.2.41) and (6.2.44),
δξψα =
1
κ
ξα
(
1 + 2κ2 〈u¯〉 − 4κ4( 〈u〉 〈u¯〉+ 1
4
ψ¯2ψ2
)
+ 8κ6(〈u〉2 〈u¯〉+ c.c. )
+ 2κ6
( 〈u¯〉ψ2ψ¯2 + 2 〈u〉 ψ¯2ψ2 + ψ¯2(ψ2 〈u¯〉)) (6.2.46)
− 48κ8( 〈u〉2 〈u¯〉2 + 1
4
ψ2ψ¯2(〈u〉2 − 〈u〉 〈u¯〉+ 〈u¯〉2) + 1
16
ψ2ψ¯2ψ¯2ψ2
))
+ iκ(σaξ¯)α∂a
(
ψ2
(
1− 2κ2 〈u¯〉+ 4κ4 〈u¯〉2 + κ4ψ¯2ψ2
))
.
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Comparing the action (6.2.45) to (6.2.32), we find the map that takes
SAV to SR:
λα = ψα − κ2(1− iαi2)ψα 〈u¯〉 − iκ2(σaψ¯)α(∂aψ2)
(
1
2
− κ2 〈β7u+ β8u¯〉
)
+ κ4ψα
(
2(iαi2 + 2β6 + β
∗
8 − 3) 〈uu¯〉+ (1− i2αi2 − β∗4 + 4βr6 − β7 − β∗8) 〈u〉 〈u¯〉
+ (3
2
− 2iαi2 − 2β6)
〈
u¯2
〉
+ β4 〈u¯〉2 + (iαi2 + 2β6 + β∗8 − 52)∂aψ2∂aψ¯2 + β6ψ¯2ψ2
)
+ κ6ψα
( 〈
uu¯2
〉− (16 + 2αi2(2βi6 − βi8)− 8βr6 − 2βr7 − 4βr8 − iγi2 − 2γr5) 〈uu¯〉 〈u¯〉
− (18− 2β∗4 − 4β∗6 − β7 + 2iβi8 − 4βr8 − iαi2(2β6 + β7 + β∗8 − 3)) 〈u〉
〈
u¯2
〉
− (45− βr4 − 12βr6 − βr8 − iγi4 + 12αi2(3βi4 + 4βi6 + βi7 + 3βi8)) 〈u〉 〈u¯〉2
+ γ5 〈u¯〉 ∂aψ2∂aψ¯2
)
, (6.2.47)
where 4βr6 = 5 − 12(αi2)2. The inverse of this map can be found using the
inversion formula of section E.2 and it only matches the result presented in
[209] when the twelve free parameters (6.2.36) are set to
αi2 = β4 = β
i
6 = 0 , β7 = −
1
2
, β8 =
3
2
, γi2 = γ
i
4 = 0 , γ5 = −3 .
(6.2.48)
By using the composition rules of appendix E.2 it can be checked that all of
the extra freedom is due to the trivial symmetries of the AV action (6.2.35).
Inverting the above field redefinition with the specific coefficients (6.2.48)
we obtain the solutions to the constraints on the AV side:
fφ =
1
2
λ2
(
1 + κ2 〈v¯〉+ κ4λ¯2(∂aλσab∂bλ)
)
, (6.2.49a)
fF = 1
2
κ−2 + 〈v¯〉+ 1
4
κ2λ¯2λ2 (6.2.49b)
+ κ2
(
λ¯2(∂aλσab∂
bλ)− (λσaλ¯)(∂bλσb∂aλ¯)− (∂bλσaλ¯)(λσb∂aλ¯)
)
+ iκ4λ¯2
(
(λσc∂
cλ¯)(∂aλσab∂
bλ)− 2(λσa∂bλ¯)(∂aλσbc∂cλ)
)
,
ψα = λα + κ
2λα 〈v¯〉+ i2κ2(σaλ¯)α∂aλ2
(
1− κ2 〈v − v¯〉 )
+ κ4λα
( 〈v〉 〈v¯〉 − 〈v¯2〉+ 1
2
∂aλ2∂aλ¯
2 + 1
4
λ¯2λ2
)
(6.2.49c)
+ κ6λα
( 〈
vv¯2
〉− 〈vv¯〉 〈v¯〉 − 1
2
〈v〉 (〈v¯2〉− 〈v¯〉2)) .
These match Rocˇek’s results (upon setting his parameter α to zero) up to
a couple of small typographical errors in his version of eq. (6.2.49c).7 Note
7The calculation with 0 6= α ∈ R has also been performed and the conclusion is
identical.
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the absence of any 8-fermion terms in (6.2.49b) implies their absence in the
AV action (6.2.27) – a fact rediscovered in [208].
Now that we have the mapping between SAV and SR, we can calcu-
late the pushforward (6.2.33) of the AV supersymmetry, which yields a 12
parameter family of supersymmetry transformations. In general, they are
quite unwieldy, e.g., (6.2.56), but the full result has been calculated and is
available in the code distributed with [4]. We find that the pushforward of
the AV supersymmetry only reduces to the supersymmetry (6.2.46) when
the free parameters are fixed to (6.2.48). This explains the uniqueness of
Rocˇek’s results.
6.2.4 Casalbuoni-De Curtis-Dominici-Feruglio-Gatto
and Komargodski-Seiberg action
The action that we analyse in this section was introduced by Casalbuoni et
al. in 1989 [210], a work that has unfortunately remained largely unnoticed.
The same action has recently been rediscovered and very effectively utilised
by Komargodski and Seiberg [203]. The novelty of the Komargodski-Seiberg
(KS) approach is, in particular, that they related the Goldstino dynamics
to the superconformal anomaly multiplet X corresponding to the Ferrara-
Zumino supercurrent [211]. Under the renormalisation group, the multiplet
of anomalies X, defined in the UV, flows in the IR to a chiral superfield
XNL obeying the constraint X
2
NL = 0. This type of constraint was first
introduced by Rocˇek [209] and is discussed in the previous section. Finally,
one of the crucial results of [203] is that Komargodski and Seiberg showed
how to generalise their Goldstino action to include higher-derivative inter-
actions and couplings to supersymmetric matter. In this work, as we are
only interested in the equivalence of the various Goldstino models, we will
not consider such interactions. The Goldstino model of [203, 210] will be
called the KS action for brevity.
The model is described by a single chiral superfield constrained by
Φ2 = 0 . (6.2.50)
As discussed in section 6.2.3, the most general low-energy action that can
be constructed from Φ is
S[Φ, Φ¯] =
∫
d4x d4θ Φ¯Φ +
(
f
∫
d4x d2θΦ + c.c.
)
, (6.2.51)
where, without loss of generality, we can choose the coupling constant f
to be real. Apart from the constraint, this is exactly the Polonyi model
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(6.1.20). As in the previous section, we find that for SKS to match SAV
then f must be such that 2f 2 = κ−2. As in Rocˇek’s model, the nilpotent
constraint is used to solve for the scalar component field (6.2.41), with the
component fields of Φ given in (6.1.5). This leaves the component action
S[ψ, ψ¯, F, F¯ ] =
∫
d4x
(− 1
2
〈u+ u¯〉+ ψ¯
2
2F¯
 ψ
2
2F
+ fF + fF¯ + FF¯
)
, (6.2.52)
where ua
b and u¯a
b are defined in (6.2.43). In Rocˇek’s model the second
constraint (6.2.38b) is used to eliminate the auxiliary complex field. In
the KS model one does not have such a constraint, and both terms in
the action (6.2.51) remain essential. The auxiliary scalar is removed from
(6.2.52) using its equations of motion, leaving the fermionic action [203]
SKS[ψ, ψ¯] = −1
2
∫
d4x
(
κ−2 + 〈u+ u¯〉+ κ2∂aψ¯2∂aψ2 + κ6ψ2ψ¯2ψ2ψ¯2
)
,
(6.2.53)
Comparing (6.2.45) with (6.2.53) clearly shows that the two actions are
different. The KS action appears to have the simplest form among all the
Goldstino models.
In both [210] and [203], the action (6.2.51) was analysed using a La-
grange multiplier field to enforce the constraint Φ2 = 0. This analysis was
used in [203] to show the on-shell equivalence of the KS action with the
Rocˇek action (6.2.45); to show the off-shell equivalence takes a little more
work, we present the explicit mapping at the end of section 6.2.8. The La-
grange multiplier analysis also has some interesting aspects in and of itself
that were investigated in detail in [4].
By writing the KS action in the basis of appendix E.1 and comparing
with the general action (6.2.32) we find the mapping that takes the AV
action onto the KS action
λα = ψα + iα
i
2κ
2ψα 〈u¯〉 − i2κ2(σaψ¯)α(∂aψ2) + iκ4(σaψ¯)α(∂aψ2) 〈β7u+ β8u¯〉
+ κ4ψα
(
2(iαi2 + 2β6 + β
∗
8) 〈uu¯〉+ 12(3− 2β∗4 − 2β∗8 + 8βr6 − 2β7 − iαi2) 〈u〉 〈u¯〉
− (1
2
+ 2iαi2 + 2β6)
〈
u¯2
〉
+ β4 〈u¯〉2 + (12 + iαi2 + 2β6 + β∗8)∂aψ2∂aψ¯2 + β6ψ¯2ψ2
)
+ κ6ψα
( 〈
uu¯2
〉
+ (2− 2αi2(2βi6 − βi8) + 4βr6 + 2βr7 + 2βr8 + iγi2 + 2γr5) 〈uu¯〉 〈u¯〉
+ (1 + iαi2(2β6 + β7 + β
∗
8 − 2) + 2β∗4 + 2βr6 − 6iβi6 + 3βr8 − iβi8) 〈u〉
〈
u¯2
〉
+ (1− 1
2
αi2(3β
i
4 + 4β
i
6 + β
i
7 + 3β
i
8) +
1
2
(βr4 + 16β
r
6 − βr7 + βr8 + 2iγi4)) 〈u〉 〈u¯〉2
+ γ5 〈u¯〉 ∂aψ2∂aψ¯2
)
, (6.2.54)
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where −8βr6 = 1 + (αi2)2. By using the composition rules of appendix E.2
it can be checked that all of the freedom in (6.2.54) is due to the trivial
symmetries of the AV action.
Alternatively, we can attribute the freedom in (6.2.54) to the trivial
symmetries of SKS. These are found in a similar manner to those of SAV
and are given by the field redefinition (with −8βr6 = (αi2)2)
ψα → ψ′α = ψα + iαi2κ2ψα 〈u¯〉+ iκ4(σaψ¯)α(∂aψ2) 〈β7u+ β8u¯〉 (6.2.55)
+ κ4ψα
(
2(2iαi2 + 2β6 + β
∗
8) 〈uu¯〉 − (β∗4 − 4βr6 + β7 + β∗8) 〈u〉 〈u¯〉
− 2(iαi2 + β6)
〈
u¯2
〉
+ β4 〈u¯〉2 + (2iαi2 + 2β6 + β∗8)∂aψ2∂aψ¯2 + β6ψ¯2ψ2
)
+ κ6ψα
(
γ5 〈u¯〉 ∂aψ2∂aψ¯2 + (2αi2(βi8 − 2βi6) + iγi2 + 2γr5) 〈uu¯〉 〈u¯〉
+ (2(β∗4 + 6β
r
6 − 2iβi6 + β∗8) + iαi2(2β6 + β7 + β∗8 − 4)) 〈u〉
〈
u¯2
〉
+ (−1
2
αi2(3β
i
4 + 4β
i
6 + β
i
7 + 3β
i
8) + 2β
r
4 + 12β
r
6 + 2β
r
8 + iγ
i
4) 〈u〉 〈u¯〉2
)
.
These symmetries are completely equivalent to those given in (6.2.35). How-
ever, due to the simplicity of KS action and its equations of motion, it
is easiest to prove the triviality of the above transformations rather than
(6.2.35). This is done in section 6.2.8.
Finally, we come to the question of how the supersymmetry algebra
is realised on the fields ψα of the KS action. The original off-shell linear
supersymmetry of the chiral field Φ becomes nonlinear in the action (6.2.52)
and is only realised on-shell after the auxiliary equations of motion are
enforced to yield (6.2.53). This was discussed in [210] and the structure
of an off-shell nonlinearly realised supersymmetry that SKS should possess
has been an open question since. Now, more than twenty year later, we are
in a position to address the problem!
We can calculate the pushforward of the AV supersymmetry to give us
the supersymmetry transformations that leave the KS action invariant
δξψα = δξψα(λ, λ¯)
∣∣∣
λ=λ(ψ,ψ¯)
= δξλ
β · δ
δλβ
ψα(λ, λ¯) + δξλ¯β˙ ·
δ
δλ¯β˙
ψα(λ, λ¯)
∣∣∣
λ=λ(ψ,ψ¯)
,
where ψ = ψ(λ, λ¯) and λ = λ(ψ, ψ¯) are exact inverse mappings. In [3] we
used the map obtained from (6.2.54) by setting all twelve free parameters to
zero and its inverse calculated using the inversion formula of appendix E.2,
to find the leading order terms to the KS supersymmetry. By generating a
basis for all possible supersymmetry terms, which is available and proved
to be minimal in the Mathematica code distributed with [4], it was possible
to automate the rest of the calculation. The full result is
δξψα =
1
κ
ξα + κ
(
ξa 〈u¯〉 − (iψσaξ¯)∂aψα + 12(iσaξ¯)α∂aψ2
)
(6.2.56)
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+ κ3
(
ξα
{
1
2
〈uu¯〉 − 〈u〉 〈u¯〉 − 1
4
〈
u¯2
〉− 1
4
∂αψ2∂aψ¯
2 + 1
8
ψ¯2ψ2
}
+ ψα
{
ψ2ξ¯ψ¯ − 3
2
∂aψ2∂aξ¯ψ¯ − 32(ψψ)ξ¯ψ¯ + 34(ψξ)ψ¯2
− 1
2
∂a(ψξ)∂aψ¯
2 + 1
2
(ξσa∂bψ¯)(∂aψσ
bψ¯) + (ξσaψ¯)(∂bψσ
b∂aψ¯)
}
+ ∂aψα
{
(iψσaξ¯)
〈
1
2
u¯− u〉+ (ψσa∂bψ¯)(ξσbψ¯) + (ξσa∂bψ¯)(ψσbψ¯)
− 3
4
(iσaξ¯)α∂aψ
2 〈u¯〉 − 3
4
(σa∂bψ¯)α∂aψ
2(ψσbξ¯)− ψα(∂a∂bψσaξ¯)(ψσbψ¯)
})
+ κ5
(
ξa
{
∂aψ2∂aψ¯
2
〈
3
4
u¯− u〉+ 1
8
〈u¯〉ψ2ψ¯2 − 1
8
〈u〉 ψ¯2ψ2 − 〈u〉2 〈u¯〉
+ 〈uu¯〉 〈3
2
u¯− u〉− 3
4
〈
v2
〉 〈v¯〉 − 1
4
〈v〉 〈v¯2〉+ 1
2
〈
v2v¯
〉
+ 1
2
〈
vv¯2
〉 }
+ ψα
{
1
4
〈u〉 ψ¯ξ¯ψ2 + 4 〈u¯〉 ∂bψ2∂bψ¯ξ¯ + 34(iψσaξ¯)ψ2∂aψ¯2
− 1
2
(i∂aψσ
aξ¯)
( 〈u〉 〈u¯〉+ 〈uu¯〉+ 3
4
ψ¯2ψ2 − 1
2
(∂ψ)2ψ¯2 + 3
2
∂bψ2∂bψ¯
2
)
− 1
2
(iξσa∂aψ¯)
( 〈uu¯〉+ 3
2
(∂ψ)2ψ¯2 + ∂bψ2∂bψ¯
2
)
+ 1
4
(iξσaψ¯)
(
∂aψ
2ψ¯2 − ∂aψ2(∂ψ)2 − ∂a∂bψ2∂bψ¯2
)
− (iξσa∂bψ¯)
(
1
4
∂bψ2∂aψ¯
2 + (∂aψσ
c∂cψ¯)(ψσ
bψ¯)− 1
2
(∂a∂cψσ
bψ¯)(ψσcψ¯)
)
+ 〈u¯〉 (3(∂bψσaξ¯)(ψσb∂aψ¯) + 2(∂a∂bψσaξ¯)(ψσbψ¯))}
+ ∂aψα
{
1
2
(iψσaξ¯)
( 〈u〉 〈u¯〉+ 〈uu¯〉 − 3 〈u¯〉2 − 5
4
ψ¯2ψ2 − (∂ψ)2ψ¯2)
+ 1
2
(iξσaψ¯) 〈uu¯〉+ 1
2
(i∂bψσ
aξ¯)(ψσb∂cψ¯)(ψσ
cψ¯)− 7
4
(iψσbξ¯)ψ¯
2∂a∂bψ2
+ 1
2
(iξσc∂bψ¯)
(
(∂cψσ
bψ¯)− (ψσb∂cψ¯)
)
(ψσaψ¯)
}
+ 3
2
∂a∂bψα(i∂
bψσaξ¯)ψ2ψ¯2 − 1
4
(iσaψ¯)αψ
2∂b(ψξ)∂a∂bψ¯
2
− 1
8
(iσcσ˜b∂bψ)αψ
2
(
ψ¯2(ξσa∂a∂cψ¯) + 2(∂aψ¯∂cψ¯)(ξσ
aψ¯)
))
+ 1
8
κ7
(
ξα
{
2
〈
u2u¯2
〉
+ 13
〈
(uu¯)2
〉− 10 〈u〉 〈uu¯2〉− 4 〈u2u¯〉 〈u¯〉
− 5 〈u2〉 〈u¯2〉+ 5 〈uu¯〉2 + 11
4
ψ2ψ¯2∂a∂bψ2∂a∂bψ¯
2
}
+ ψ2ψ¯2
{
1
4
(σbσ˜a∂bψ)α∂a(ψξ)ψ¯2
+ ∂bψα(ξσ
c∂cψ¯)
(
(∂aψσ
a∂bψ¯) + 6(∂bψσ
a∂aψ¯)
)
+ 5(σa∂bψ¯)α
(
(∂aψσ
b∂cψ¯)∂
c(ψξ)− (∂aψσc∂cψ¯)∂b(ψξ)
)
+ 5
4
(σaσ˜cξ)α(∂aψ2∂cψ¯2) + 72(σ
c∂cψ¯)α∂a∂bψ
2(ξσa∂bψ¯)
− ∂bψα
(
5(∂aψσ
dσ˜cσa∂dψ¯)(ξσ
b∂cψ¯)− 4(∂aψσdσ˜bσa∂dψ¯)(ξσc∂cψ¯)
)
− 1
2
∂aψα
(
13∂a(ψ¯ξ¯)ψ2 − 37(ψσaψ¯)(∂bψσbξ¯)
)
− 16(σbξ¯)α∂a∂bψ2(∂cψσc∂bψ¯)− 15(σbσ˜c∂aψ)α(∂cψσa∂dψ¯)(∂bσdξ¯)
+ 37
2
∂b∂cψ
2
(
(σbσ˜a∂aψ)α∂
c(ψ¯ξ¯)− (σbσ˜a∂cψ)α∂a(ψ¯ξ¯)
)
+ ∂a∂bψ
2
(
4(σcξ¯)α(∂
bψσa∂cψ¯) + 24(σ
aξ¯)α(∂
bψσc∂cψ¯)
)})
.
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So we see that the cost of the simple action SKS is the complicated su-
persymmetry transformation δηψα. When using the above basis (which is
not necessarily optimal for describing the KS supersymmetry), there does
not seem to be much simplicity to be gained in choosing different triv-
ial symmetry parameters in (6.2.54). The full 12-parameter family of KS
supersymmetry transformations is available in the Mathematica code dis-
tributed with [4], but the structure is too unwieldy to reproduce here. It
has explicitly been checked that this mapping satisfies the supersymmetry
algebra (6.2.23) and leaves the action (6.2.53) invariant.
The rest of the Goldstino actions considered in this paper have a natural
nonlinear supersymmetry that is either the starting point for the model or
follows from the combination of a linear supersymmetry and some super-
symmetric constraints. For such actions there is a specific choice of the 12
trivial symmetry parameters that allows for an organising and simplifying
of the nonlinear supersymmetry. It is not clear if such set of parameters
and consequent simplification can be found for the supersymmetry of the
KS action.
6.2.5 The chiral Alkulov-Volkov action
The AV supersymmetry transformation (6.2.22) mixes the fields λ and λ¯. It
was Zumino [212] who introduced an alternate form of nonlinearly realised
supersymmetry that does not have such a mixing
δξλ˜α =
1
κ
ξα − 2iκ(λ˜σaξ¯)∂aλ˜α . (6.2.57)
This lack of mixing simplifies many types of calculations, a fact that was first
noticed and exploited by Samuel and Wess [213]. This new supersymmetry
is related to the AV one via the simple field redefinition [64, 213]
λ˜α(x) = λα(y) , y = x− iκ2λ(y)σλ¯(y) , (6.2.58)
which is essentially a nonlinear version of the relations defining the chiral
superspace coordinates. The above field redefinition has been explicitly
expanded many times in the literature and the result can be written in
terms of the general field transformation (6.2.29) with the parameters
α1 = β1 = β3 = γ5 = 0 , α2 = β2 = −β4 = −γ1 = γ2 = −1 ,
α3 = −β5 = β7 = −β8 = −γ3 = γ4 = 1/2 , β5 = −1/4 .
(6.2.59)
The action for this model is normally constructed in terms of the super-
field
Λ˜α(x, θ, θ¯) = exp(θQ+ θ¯Q¯)λ˜α(x) , (6.2.60)
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where (θQ+ θ¯Q¯)λ˜α = δθλ˜α is the transformation (6.2.57) using the param-
eter θ instead of ξ. The action is then
SSW = −κ
2
2
∫
d4x d4θΛ˜2 ¯˜Λ2 = −κ
2
2
∫
d4x d4θ
1
4!
δ4θ(λ˜
2 ¯˜λ2)
= −1
2
∫
d4x
(
κ−2 + 〈v˜ + ¯˜v〉+ κ2(∂aλ˜2∂a ¯˜λ2 + 4 〈v˜〉 〈¯˜v〉 )
+ κ4
( 〈v˜〉 (2∂aλ˜2∂a ¯˜λ2 + 4 〈v˜¯˜v〉+ 4 〈¯˜v〉2 − 2〈¯˜v2〉− ¯˜λ2λ˜2)+ c.c. )
+ κ6
(
λ˜2 ¯˜λ2λ˜2¯˜λ2 − 8 〈v˜〉2
〈
¯˜v
2
〉
− 8 〈v˜2〉 〈¯˜v〉2 )) . (6.2.61)
A similar superfield approach can also be used to reproduce the normal AV
action (6.2.27) [65]. In section 6.3 we show how this action and superfield
have an equivalent description in terms of a constrained complex linear
superfield that is, in some ways, the more fundamental object.
We can also use the superfield (6.2.60) to solve Rocˇek’s constraints
(6.2.38a) and (6.2.38b). Following [213], it can be shown that
Φ = −κ
2
8f
D¯2(Λ˜2 ¯˜Λ2) (6.2.62)
solves both constraints (6.2.38a) and (6.2.38b) and immediately gives the
relationship between Rocˇek’s model and the chiral AV Goldstino. A sim-
ilar construction starting with the normal AV Goldstino can be used to
reproduce (6.2.49) with minimal effort. This approach is related to the
general approach [64] based on nonlinear representation theory and will not
be further investigated in this thesis.
By writing the action (6.2.61) in the basis of appendix E.1 and compar-
ing to (6.2.32), we find the map that takes SAV to SSW
λα = λ˜α + κ
2(1 + iαi2)λ˜α〈¯˜v〉 −
iκ2
2
(σa ¯˜λ)α(∂aλ˜
2)
(
1− 2κ2 〈β7v˜ + β8 ¯˜v〉
)
+ κ4λ˜α
(
2(1 + iαi2 + 2β6 + β
∗
8) 〈v˜¯˜v〉+ (2− i2σi2 − β∗4 + 4βr6 − β7 − β∗8) 〈v˜〉 〈¯˜v〉
− (1
2
+ 2iαi2 + 2β6)
〈
¯˜v
2
〉
+ β4 〈¯˜v〉2 + (32 + iαi2 + 2β6 + β∗8)∂aλ˜2∂a ¯˜λ2 + β6 ¯˜λ2λ˜2
)
+ κ6λ˜α
( 〈
v˜¯˜v
2
〉
+ (2βr7 + iγ
i
2 + 2γ
r
5 − 2αi2(2βi6 − βi8)) 〈v˜¯˜v〉 〈¯˜v〉 (6.2.63)
− (2− 2β∗4 + 8iβi6 + β7 − 2βr8 + iαi2(1− 2β6 − β7 − β∗8)) 〈v˜〉
〈
¯˜v
2
〉
+ (1 + 4βr6 − βr7 − α
i
2
2
(3βi4 + 4β
i
6 + β
i
7 + 3β
i
8) + iγ
i
4) 〈v˜〉 〈¯˜v〉2 + γ5 〈¯˜v〉 ∂aλ˜2∂a ¯˜λ2
)
,
with −8βr6 = 2 + (αi2)2.
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Using this map we can then calculate the pushforward of the AV super-
symmetry. As expected, it only matches (6.2.57) for a single choice of the
free parameters: βr4 = 1, β
r
7 = β
r
8 = −1/2 with all other free parameters set
to zero. This choice of parameters also reduces (6.2.63) back to the inverse
of (6.2.58).
6.2.6 The supersymmetric Born-Infeld action
The N = 1 supersymmetric Born-Infeld (SBI) action was originally intro-
duced in [214, 215] as a supersymmetric extension of the Born-Infeld theory
[131], and as such it is not unique. Bagger and Galperin [216], and later
Rocˇek and Tseytlin [217], using alternative techniques, discovered that the
action given in [214] describes a Goldstone-Maxwell multiplet associated
with partial N = 2 → N = 1 supersymmetry breaking. The constrained
superfield formulations of [216, 217] were later shown to be derivable from
the superembedding of a D3-brane in N = 2 superspace [218]. This is an
example of how the superembedding approach can be used as as generic
covariant covariant method for the description of (partial) spontaneous su-
persymmetry breaking [219, 220].
Although this Goldstone SBI action was argued to be unique [216, 217],
there exists, in fact, a two-parameter deformation of the theory [221] which
also describes partial N = 2 → N = 1 supersymmetry breaking. The SBI
action is also known to be invariant under U(1) duality rotations [222–224].
The most elegant way to formulate the SBI theory is as the vector
Goldstone action for partially broken N = 2 supersymmetry [216, 217].
The approaches developed in [216] and [217] are rather different from the
conceptual point of view but both yield a manifestly N = 1 supersymmetric
nonlinear theory of an Abelian vector multiplet. Its action is given in terms
of a constrained chiral superfield X constructed in terms of the vector-
multiplet field strength Wα and its conjugate W¯α˙
S[W, W¯ ] =
1
4
∫
d4xd2θ X + c.c. , X +
κ2
4
XD¯2X¯ = W 2 . (6.2.64)
The constraint is solved by [217]
X = W 2 − κ
2
2
D¯2(W 2W¯ 2f(A,B)) , f(A,B)−1 = 1 +
1
2
A+
√
1 + A+
1
4
B2 ,
A =
κ2
2
(D2W 2 + D¯2W¯ 2) , B =
κ2
2
(D2W 2 − D¯2W¯ 2) . (6.2.65)
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This gives the SBI action
S[W, W¯ ] =
1
2
∫
d4xd2θW 2 + κ2
∫
d4xd4θW 2W¯ 2f(A,B) . (6.2.66)
The action is also invariant under the nonlinearly realised (non-manifest)
N = 2 supersymmetry transformation
δηWα =
1
κ
(
ηα +
κ2
4
ηαD¯
2X¯ + iκ2(σaη¯)α∂aX
)
, δηX =
2
κ
ηαWα . (6.2.67)
Projection to the fermionic action is consistent with both the equations
of motion and the second supersymmetry [208]. We use the component
projections
Wα| = χα , 1
2i
D(αWβ)| = Fαβ → 0 , −1
2
DαWα| = D → 0 , (6.2.68)
to find the Goldstino action
SBI[χ, χ¯] = −1
2
∫
d4x
(
〈w + w¯〉+ κ2(∂aχ2∂aχ¯2 − 4 〈w〉 〈w¯〉 ) (6.2.69)
+ 8κ4
( 〈w〉2 〈w¯〉+ 1
2
〈w〉 χ¯2χ2 + c.c. )− 12κ6( 〈w〉2 χ¯2χ2 + c.c. )
− 48κ6( 〈w〉2 〈w¯〉2 − 1
2
〈w〉 〈w¯〉 ∂aχ2∂aχ¯2 + 1
16
χ2χ¯2χ2χ¯2
))
.
where wa
b = iχσb∂aχ¯. The fermionic sector of the general N = 1 vector
self-dual model considered in [208] only differs by a rescaling of the last
line above, but only those with the fermionic sector given above can be
mapped to the Akulov-Volkov action [208]. The supersymmetry (6.2.67) is
projected to
δηχα =
ηα
κ
+ 2κηα
(
〈w¯〉 − 2κ2(〈w〉 〈w¯〉+ 1
4
χ¯2χ2) + 4κ4
(〈w〉2 〈w¯〉+ 〈w〉 〈w¯〉2
− 1
2
〈w¯〉 ∂aχ2∂aχ¯2 + 12 〈w〉 χ¯2χ2 + 14 〈w¯〉χ2χ¯2 + 14χ2χ¯2 〈w¯〉
)
− 24κ6( 〈w〉2 〈w¯〉2 − 1
2
〈w〉 〈w¯〉 ∂aχ2∂aχ¯2 + 116χ2χ¯2χ2χ¯2
+ 1
4
(〈w〉2 χ¯2χ2 + c.c. )))
+ iκ(σaη¯)α∂a
(
χ2
(
1− 2κ2 〈w¯〉+ 4κ2 〈w¯〉2 + κ4χ¯2χ2)) . (6.2.70)
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By writing the action (6.2.69) in the basis of appendix E.1 and compar-
ing to (6.2.32), we find the map that takes SAV to SBI:
λα = χα − κ2
(
(1− iαi2)χα 〈w¯〉+ i2(σaχ¯)α(∂aχ2)
)
+ iκ4(σaχ¯)α(∂aχ
2) 〈β7w + β8w¯〉
+ κ4χα
(
2(iαi2 + 2β6 + β
∗
8 − 3) 〈ww¯〉 − ( i2αi2 + β∗4 − 4βr6 + β7 + β∗8 − 1) 〈w〉 〈w¯〉
+ (3
2
− 2iαi2 − 2β6)
〈
w¯2
〉
+ β4 〈w¯〉2 + (iαi2 + 2β6 + β∗8 − 52)∂aχ2∂aχ¯2 + β6χ¯2χ2
)
+ κ6χα
( 〈
ww¯2
〉− (2αi2(2βi6 − βi8)− 8βr6 − 2βr7 − 4βr8 − iγi2 − 2γr5 + 16) 〈ww¯〉 〈w¯〉
+ (iαi2(2β6 + β7 + β
∗
8 − 3) + 2β∗4 + 4β∗6 + β7 + 4βr8 − 2iβi8 − 18) 〈w〉
〈
w¯2
〉
− (1
2
αi2(3β
i
4 + 4β
i
6 + β
i
7 + 3β
i
8)− βr4 − 12βr6 − βr8 − iγi4 + 45)〈w〉〈w¯〉2
+γ5〈w¯〉∂aχ2∂aχ¯2
)
, (6.2.71)
where we defined 8βr6 = 10 − (αi2)2. Once again, there are twelve free pa-
rameters (6.2.30) that correspond to the trivial symmetries of either action.
The pushforward of the AV supersymmetry using the map (6.2.71)
matches the supersymmetry (6.2.70) provided βr8 =
1
2
= −βr7 and all other
free coefficients are zero. In [225], the theory of nonlinear realisations of
supersymmetry [226] was used to construct a scheme for finding the map
from SAV to SBI. When explicitly carried out, this should reproduce (6.2.71)
with the above choice of parameters.
6.2.7 The chiral-scalar Goldstino action
In [227] the N = 1 tensor multiplet [228] was used to construct a Gold-
stone action for partial supersymmetry breaking. The tensor multiplet is
described by a real linear scalar L such that D2L = D¯2L = 0. The authors
of [227] associated with L the spinor superfield ψα = iDαL, which, up to a
switch in chirality, satisfies constraints and has a free action identical to the
field strength Wα used in the SBI action given above. This correspondence
allowed them to construct a Goldstone action by following the analogy with
the SBI action. In [217] the same action was derived via a nilpotency con-
straint on the N = 2 tensor multiplet. The analogy with the SBI action
is so close that the pure fermionic part of the actions are exactly the same
[229], and thus there is no need to further examine it in this thesis.
However, the tensor multiplet action can be dualised to obtain a Gold-
stone action for partial supersymmetry breaking constructed from a chiral
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superfield. The action obtained from this procedure is8
S[φ, φ¯] =
∫
d4xd4θL(φ, φ¯) ,
L(φ, φ¯) = 2φ¯φ+ κ2(DαφDαφ)(D¯α˙φ¯D¯α˙φ¯)f(A,B) ,
(6.2.72)
where9
f(A,B)−1 = 1 +
1
2
A+
√
1 + A+B , A = 16κ2
(
∂mφ∂
mφ¯− 1
16
D2φD¯2φ¯
)
,
B = 26κ4
(
(∂mφ∂
mφ¯)2 − (∂mφ∂mφ)(∂nφ¯∂nφ¯)
)
. (6.2.73)
In [230] it was shown how the D2φD¯2φ¯ term may be removed by a field
redefinition of φ. By a different field redefinition [227] it can also be shown
that this action matches the leading order expression given in [231]. The
action (6.2.72) is invariant under the nonlinear supersymmetry transforma-
tion
κδηφ = θη +
κ2
4
ηαD¯2DαL . (6.2.74)
Once again, projection to the fermion action is consistent with both
the equations of motion [229] and the second supersymmetry. We use the
projection
φ| = 0 , Dαφ| = χα , D2φ| = 0 , (6.2.75)
to obtain the fermionic action
SBG[χ, χ¯] = −1
2
∫
d4x
(
κ−2 + 〈w + w¯〉
− 2κ2((〈w〉2 + 〈w2〉+ c.c. ) + 2 〈w〉〈w¯〉+ 1
2
∂aχ2∂aχ¯
2
)
+ 2κ4
(
3(
〈
w2
〉
+ 3 〈w〉2) 〈w¯〉+ 6 〈w〉 〈ww¯〉+ 2 〈w2w¯〉
− 2 〈w〉 χ¯2χ¯2 + c.c.
)
− 8κ6
(
(
〈
w2
〉 〈
w¯2
〉
+ c.c. )
+ 〈ww¯ww¯〉+ 4 〈w2w¯2〉+ 10 〈w〉2 〈w¯〉2
+ 14 〈w〉 〈w¯〉 〈ww¯〉 − 〈ww¯〉2
))
, (6.2.76)
8We have rescaled relative to the conventions of Bagger and Galperin in order to
have an explicit dimensional coupling constant κ, a canonical fermion kinetic term and
a canonical leading order Goldstino supersymmetry transformation.
9Note that we use the opposite signature to that of [227].
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which is invariant under the projection of (6.2.74) to its fermionic compo-
nents. Then, by comparing the above action to (6.2.32), the map that takes
SAV to SBG is found to be
λα = χα − κ2χα
〈
2w + (1− iαi2)w¯
〉
+
i
2
κ2(σaχ¯)α(∂aχ
2)
+ iκ4(σaχ¯)α(∂aχ
2) 〈β7w + β8w¯〉+ κ4χα
(
2((2β6 + β
∗
8 + 4)− iαi2) 〈ww¯〉
− (β∗4 − 4βr6 + β7 + β∗8 + i2αi2 − 14) 〈w〉 〈w¯〉
− (1
2
+ 2β6)
〈
w¯2
〉
+ β4 〈w¯〉2 + (2β6 + β∗8 + 52)∂aχ2∂aχ¯2 + β6χ¯2χ2
)
+ κ6χα
(
(4iαi2 − 4β7 − 8βr8 − 11)
〈
ww¯2
〉
+ γ5 〈w¯〉 ∂aχ2∂aχ¯2 (6.2.77)
− (2αi2(2βi6 − βi8) + 2βr4 + 24βr6 + 2βr8 − iγi2 − 2γr5 + 36) 〈ww¯〉 〈w¯〉
+ (iαi2(β
∗
8 + 2β6 + β7 + 4) + β7 + 2β
r
8 + 3) 〈w〉
〈
w¯2
〉
+ (−1
2
αi2(3β
i
4 + 4β
i
6 + β
i
7 + 3β
i
8)− βr4 + 8βr6 − βr8 + iγi4 − 9) 〈w〉 〈w¯〉2
)
,
where we have used −8βr6 = 10 + (αi2)2.
The pushforward of the AV supersymmetry using the map (6.2.77)
matches the projection of the supersymmetry (6.2.74) provided βr4 = 5,
βr7 =
1
2
, βr8 = −32 , γr5 = 3 and all other free coefficients are zero.
6.2.8 Trivial symmetries and field redefinitions
A trivial symmetry of a field theory is a symmetry transformation that
reduces to the identity transformation on-shell, i.e.,
ϕi → ϕ′i = f i(ϕ, . . . ) on-shell−−−−→ ϕi such that S[ϕ′] = S[ϕ] . (6.2.78)
It is well known (see, e.g., [232, 233]) that an infinitesimal symmetry trans-
formation,
ϕi → ϕi + δϕi , S,i[ϕ] δϕi = 0 , (6.2.79)
is trivial if and only if it can be written, using DeWitt’s condensed notation,
as
δϕi = S,j[ϕ] Λ
ji[ϕ] , Λji = −(−1)ijΛij , (6.2.80)
for some super-antisymmetric matrix Λji. More generally, a transformation
ϕi → ϕ′i = f i(ϕ, . . . ) is said to be trivial if it reduces to the identity map
on the mass shell,
ϕi → ϕ′i = f i(ϕ, . . . ) on-shell−−−−→ ϕi . (6.2.81)
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The bulk of this section is dedicated to showing that the symmetries
of the KS action found in section 6.2.4 are all trivial. We note that when
two actions are related by a field redefinition, then trivial symmetries of
one action are mapped onto trivial symmetries of the other. Thus the
triviality of the 12-parameter family of symmetries of SKS, (6.2.55), implies
the triviality of the same family of symmetries in any Goldstino action,10
including the AV action.
The equations of motion that follow from (6.2.53) are
i(σa∂
aψ¯)α = κ
2ψαψ¯2(1− 2κ4ψ¯2ψ2) + κ6(∂aψα)ψ2∂a(ψ¯2ψ¯2) , (6.2.82)
and its complex conjugate. It’s useful to contract the above with ψα to get
〈u〉 = κ2ψ2ψ¯2(1− 2κ4ψ¯2ψ2) and c.c. (6.2.83)
We first apply these equations of motion to the general field redefinition
(6.2.29) (with λ → ψ) to see when it is trivial with respect to KS action.
We can then specialise to the case of the symmetries of SKS.
Initially, we only use the contracted equation of motion (6.2.83). It is
easy to see that this sends the terms associated with α1, β2, β4, β7, β8 and
all γi 6=1 to zero. While the α2 term becomes
ψα 〈u¯〉 (6.2.83)−−−−→ κ2ψαψ¯2ψ2 ,
and is thus mapped up to the β6 term. This leaves the field redefinition
ψα → ψ˜α (6.2.83)=====ψα + α3iκ2(σaψ¯)α(∂aψ2) + γ1κ6ψα
〈
uu¯2
〉
(6.2.84)
+ κ4ψα
(
β1 〈uu¯〉+ β3
〈
u¯2
〉
+ β5∂
aψ2∂aψ¯
2 + (α2 + β6)ψ¯
2ψ2
)
.
Looking at the symmetries defined by (6.2.55), we see that combinations
with β1 = 2β5 and β3 = −2(α2 + β6) often occur. Some spinor gymnastics
shows that these combinations and no others vanish on-shell
ψα(2 〈uu¯〉+ ∂aψ2∂aψ¯2) (6.2.82)−−−−→ 0 ,
ψα
(〈
u¯2
〉− 1
2
ψ¯2ψ2
) (6.2.82)−−−−→ −κ2ψα 〈u〉 ψ¯2ψ2 (6.2.83)−−−−→ 0 .
10The free Majorana fermion action is not related to Goldstino action by the field
redefinitions (6.2.29). Apart from the four universal O(κ6) trivial symmetries, it has
only one other symmetry of the form (6.2.29). That symmetry is of O(κ4), trivial and,
since there are no interaction terms, it has no higher order corrections terms.
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In summary, the general field redefinition (6.2.29) (with λ→ ψ) is trivial
with respect to SKS if the following conditions
11 on its coefficients hold
α3 = γ1 = 0 , β1 = 2β5 , β3 = −2(α2 + β6) . (6.2.85)
These conditions specify the 24-parameter group of trivial transformations
with respect to SKS. It is now easy to check that all of the symmetries
given by (6.2.55) (and thus all Goldstino symmetries of the form (6.2.29))
are trivial.
The above result can also be used to prove the triviality of any trans-
formation relating the Rocˇek and the KS actions of sections 6.2.3 and 6.2.4
respectively. First we use the composition and inversion rules of appendix
E.2, to compose (6.2.47) and (6.2.54) and find the set of maps that take SR
to SKS. These maps can be parameterised as
ψα → ψα + κ2
α2︷︸︸︷
iαi2 ψα 〈u¯〉+ iκ2(σaψ¯)α(∂aψ2)
( α3︷︸︸︷
0 +κ2 〈β7u+ β8u¯〉
)
+ κ4ψα
(
2(2iαi2 + 2β6 + β
∗
8)︸ ︷︷ ︸
β1
〈uu¯〉 − (β∗4 − 4βr6 + β7 + β∗8) 〈u〉 〈u¯〉
−2(iαi2 + β6)︸ ︷︷ ︸
β3
〈
u¯2
〉
+ β4 〈u¯〉2 + (2iαi2 + 2β6 + β∗8)︸ ︷︷ ︸
β5
∂aψ2∂aψ¯
2 + β6ψ¯
2ψ2
)
+ κ6ψα
(
0︸︷︷︸
γ1
〈
uu¯2
〉
+ (iγi2 − 2αi2(2βi6 − βi8) + 2γr5) 〈uu¯〉 〈u¯〉+ γ5 〈u¯〉 ∂aψ2∂aψ¯2
+ (iαi2(2β6 + β7 + β
∗
8 − 4) + 2(6βr6 − 2iβi6 + β∗4 + β∗8)) 〈u〉
〈
u¯2
〉
(6.2.86)
+ (iγi4 − 12αi2(3βi4 + 4βi6 + βi7 + 3βi8) + 2βr4 + 12βr6 + 2βr8) 〈u〉 〈u¯〉2
)
,
where −8βr6 = (αi2)2. This directly demonstrates the off-shell equivalence of
the two models. It is then easy to check that the conditions of (6.2.85) are
satisfied (see the bracketing above), and so (6.2.86) reduces to the identity
map when on-shell with respect to SKS. The fact that the models have iden-
tical dynamics can also be seen from their Lagrange multiplier construction
that was discussed in [203, 210] and further clarified in [4].
11The corresponding conditions for triviality of the field redefinition with respect to
SAV are a little more complicated: α3 = 0 , β1 = 2β5−α1−α2 , β3 = −(α2 +2β6) , γ1 =
α1 + 2α2 − 2(β5 − 2β6 + β7 + β8) . This can be used to directly show that the AV
symmetries (6.2.35) are trivial.
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6.3 Goldstino dynamics from a constrained
complex linear superfield
In the previous section we saw two classes of Goldstino actions:
1) Actions that come from nonlinear N = 1 supersymmetry consider-
ations, both the nonlinear realisation and constrained superfield ap-
proaches. These form subsections 6.2.1, 6.2.3, 6.2.4 and 6.2.5;
2) Actions that are the fermionic sector of partially broken N = 2 →
N = 1 supersymmetry, subsections 6.2.6 and 6.2.7.
Of the first class, there are three main Goldstino actions that are con-
structed from constrained superfields constructions in the literature:
(i) Rocˇek’s model [209] realised in terms of a constrained chiral superfield;
(ii) the Lindstro¨m-Rocˇek model [234] realised in terms of a constrained
real scalar superfield;
(iii) the Samuel-Wess model [213] which is formulated using a constrained
spinor superfield.
The only one of these that we did not mention in the previous section is
the Lindstro¨m-Rocˇek model, since it has an identical component action
to the Rocˇek action. What is missing in this list of constrained superfield
Goldstino models is a realisation involving a complex linear superfield. This
section, based on [5], fills this gap.
6.3.1 Constrained complex linear superfield
A complex linear superfield Γ obeys the only constraint D¯2Γ = 0, and can
be used to provide an off-shell description for the scalar multiplet (non-
minimal scalar multiplet) [60, 67]. A modified complex linear superfield, Σ,
is defined [5] to satisfy the constraint
−1
4
D¯2Σ = f , f = const . (6.3.87)
Here f is a parameter of mass dimension 2 which, without loss of generality,
can be chosen to be real. The above constraint naturally occurs if one
introduces a dual formulation for the chiral scalar model
S[Φ, Φ¯] =
∫
d4xd2θd2θ¯ Φ¯Φ +
(
f
∫
d4x d2θΦ + c.c.
)
, (6.3.88)
with Φ being chiral. The general solution to the constraint (6.3.87) is
Σ(θ, θ¯) = eiθσ
aθ¯∂a
(
φ+ θψ +
√
2θ¯ρ¯+ θ2F + θ¯2f + θαθ¯α˙Uαα˙ + θ
2θ¯χ¯
)
.
(6.3.89)
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The free action for the complex linear superfield is
S[Σ, Σ¯] = −
∫
d4xd2θd2θ¯ΣΣ¯ (6.3.90)
= −
∫
d4x
(
f 2 + F¯F − φφ¯+ iρ∂ρ¯− 1
2
ξχ− 1
2
ξ¯χ¯− 1
2
U¯
a
U a
)
,
where we have introduced
U a = Ua + 2i∂aφ , χ = χ− i
2
∂ψ¯ . (6.3.91)
It is seen from the component expression for S[Σ, Σ¯] that φ and ρ are
physical fields while the rest of the fields are auxiliary.
It turns out that the above action is suitable for describing the Goldstino
dynamics provided Σ is subject to the following nonlinear constraints:
Σ2 = 0 , (6.3.92)
−1
4
ΣD¯2DαΣ = fDαΣ . (6.3.93)
The constraints (6.3.87, 6.3.92, 6.3.93) are easily seen to be compatible.
Using (6.3.87), the final constraint can be rewritten in the form:
iΣ∂αα˙D¯
α˙Σ = −fDαΣ . (6.3.94)
Any low-energy action of the form
Seff =
∫
d4xd2θd2θ¯ K(Σ¯,Σ) (6.3.95)
reduces to (6.3.91) if Σ is subject to the nilpotent condition (6.3.92).
The general solution to the constraint (6.3.92) fixes φ and two of the
auxiliary fields as the following functions of the remaining components
fφ =
1
2
ρ¯2 , fψα =
1√
2
Uαα˙ρ¯
α˙ , fF =
1√
2
χ¯ρ¯+
1
4
UaUa . (6.3.96)
Taking into account the second constraint, equation (6.3.93), fixes all of the
components of Σ as functions of the Goldstino ρ¯
fφ =
1
2
ρ¯2 ,
√
2f 2ψα = −iρ¯2(∂ρ¯)α , f 3F = ρ¯2(∂aρ¯σ˜ab∂bρ¯) , (6.3.97)
fUαα˙ = 2i(σ
aρ¯)α∂aρ¯β˙ , f
2χ¯α˙ =
√
2
(
(ρ¯σ˜aσb∂bρ¯)∂aρ¯β˙ −
1
2
(ρ¯2)ρ¯β˙
)
.
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The simplicity of these solutions follows from the fact that the two super-
symmetric constraints depend only on Σ and not Σ¯, i.e., the constraints
are holomorphic. This is in contradistinction to Rocˇek’s Goldstino action
discussed in section 6.2.3. The constraints for the chiral field in that model
(6.2.38a, 6.2.38b) are not holomorphic and lead to the complicated solutions
(6.2.49).
The Goldstino action that follows from (6.3.91) and (6.3.97) is
S[ρ, ρ¯] = −1
2
∫
d4x
(
κ−2 + 〈ω + w¯〉+ κ2(∂aρ2∂aρ¯2 + 4 〈ω〉 〈w¯〉 ) (6.3.98)
+ κ4
( 〈ω〉 (2∂aρ2∂aρ¯2 + 4 〈ωw¯〉+ 4 〈w¯〉2 − 2 〈w¯2〉− ρ¯2ρ2)+ c.c. )
+ κ6
(
ρ2ρ¯2ρ2ρ¯2 − 8 〈ω〉2 〈w¯2〉− 8 〈ω2〉 〈w¯〉2 )) ,
where, to ease the comparison with the standard literature on nonlinearly
realised supersymmetry, we have used the coupling constant κ defined by
2κ2 = f−2. We also used the same notation as in the previous section for
matrix trace 〈M〉 of Lorentz indexed matrices M = (Mab) and have defined
the matrices
ωa
b = iρσb∂aρ¯ , w¯a
b = iρ¯σ˜b∂aρ . (6.3.99)
The above action is identical to the component action described by Samuel
and Wess [213], see equation (6.2.61). The proof of why this is so is given
in the next subsection.
Naturally associated with Σ and Σ¯ are the spinor superfields Ξ¯α˙ and Ξα
defined by
Ξα =
1√
2
DαΣ¯ , Ξ¯α˙ =
1√
2
D¯α˙Σ . (6.3.100)
Making use of the constraints (6.3.87), (6.3.92) and (6.3.93), we can readily
uncover the constraints that the above spinor superfields obey. They are
D¯α˙Ξ¯β˙ = κ
−1εα˙β˙ , (6.3.101)
DαΞ¯α˙ = 2iκΞ¯
β˙∂αβ˙Ξ¯α˙ , (6.3.102)
where, as above, 2κ2 = f−2. These are exactly the constraints given in
[213], so we recognise Ξα as the Samuel-Wess superfield. This connection
is discussed in more detail in the following subsections. It appears that the
Goldstino realisation in terms of Σ and Σ¯ is somewhat more fundamental
than the one described by equations (6.3.101) and (6.3.102).
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6.3.2 Comparison to other Goldstino models
The two most basic Goldstino models start with the nonlinear Akulov-
Volkov (AV) supersymmetry (6.2.22)
δηλα =
1
κ
ηα − iκ
(
λσbη¯ − ησbλ¯)∂bλα , (6.3.103)
and the chiral nonlinear AV supersymmetry (6.2.57)
δηξα =
1
κ
ηα − 2iκ(ξσaη¯)∂aξα . (6.3.104)
The Goldstino actions associated with these nonlinear realisations were dis-
cussed in the previous section.
As discussed in [235], the AV supersymmetry is naturally associated
with a real scalar superfield (also known as “vector superfield” in the early
supersymmetry literature), while the chiral AV supersymmetry is associated
with a chiral scalar. Constraints that eliminate all fields but the Goldstino
have previously been given for both of these types of superfields. The first
was for the chiral scalar, Φ, where Rocˇek [209] introduced the constraints
Φ2 = 0 , ΦD¯2Φ¯ = −4fΦ . (6.2.38)
The appropriate constraints for the real scalar,
V 2 = 0 , V DαD¯2DαV = 16fV , (6.3.105)
were given by Lindstro¨m and Rocˇek [234]. The first constraint in both
of these sets is a nilpotency constraint, while the second is such that the
standard kinetic term is equivalent to a pure F - or D-term respectively.
This latter property is not one possessed by the second constraint (6.3.93)
for the complex linear superfield.
The constraints for both the chiral and real scalar superfields were solved
in [213] in terms of the spinor Goldstino superfield
Ξα(x, θ, θ¯) = e
δθξα . (6.3.106)
The actions of the supercovariant derivatives Dα and D¯α˙ on Ξα follow from
the supersymmetry transformation (6.3.104) and are exactly the constraints
presented in (6.3.101) and (6.3.102). The solutions for the constrained
superfields that were given in [213] are
2fΦ = −κ
2
4
D¯2
(
Ξ2Ξ¯2
)
, 2fV = κ2Ξ2Ξ¯2 . (6.3.107)
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From these solutions, it is straightforward to check that fV = ΦΦ¯.
It is interesting to note that exactly the same solutions work,
2fΦ = −κ
2
4
D¯2
(
Λ2Λ¯2
)
, 2fV = κ2Λ2Λ¯2 , (6.3.108)
if we replace Ξ with the spinor Goldstino superfield that follows from the
normal AV supersymmetry (see, e.g., [65])
Λα(x, θ, θ¯) = e
δθλα . (6.3.109)
Using (6.3.103), the actions of the supercovariant derivatives on this super-
field are [65]
DαΛβ =
1
κ
εβα + iκΛ¯α˙∂
α˙
αΛβ , D¯α˙Λβ = −iκΛα∂αα˙Λβ . (6.3.110)
The projection to the components of (6.3.108) immediately reproduces the
results of [209] and gives the relation between the constrained superfield
Goldstino models and the (chiral) AV Goldstino.
For the complex linear superfield Σ, the solution to the constraints
(6.3.87), (6.3.92) and (6.3.93) in terms of Ξ¯α˙ is very simple:
2fΣ = Ξ¯2 . (6.3.111)
Projection to components yields ρα = ξα and the component solutions
(6.3.97). So we see that the model discussed in this section is the nat-
ural constrained superfield to associate with the chiral AV Goldstino and
the Samuel-Wess superfield (6.3.106) can be considered derivative (6.3.100).
The Rocˇek and Lindstro¨m-Rocˇek superfields can both be constructed from
the complex linear scalar as
Φ = −1
2
fκ2D¯2(Σ¯Σ) and V = 2fκ2Σ¯Σ . (6.3.112)
Unlike the chiral and real superfield cases, the solution of the complex
linear constraints in terms of the superfield Λα is different from that using
Ξα. Some work gives
2fΣ = 4
(
Λ¯2 +
κ
2
Dα(ΛαΛ¯
2)− κ
2
16
D2(Λ2Λ¯2)
)
= Λ¯2
(
1− iκ2(Λσa∂aΛ¯) + κ4Λ2(∂aΛ¯σ˜ab∂bΛ¯)
)
.
(6.3.113)
See the recent paper [236] for an different and insightful investigation of
the relationship between the complex linear and Samuel-Wess constrained
superfields, starting from the chiral superspace coset construction and the
general theory of nonlinear realisations.
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6.3.3 Couplings to matter and supergravity
The constraints (6.3.87) and (6.3.93) admit nontrivial generalisations such
as
−1
4
D¯2Σ = X , D¯α˙X = 0 , (6.3.114)
−1
4
ΣD¯2DαΣ = XDαΣ , (6.3.115)
for some (composite) chiral scalar X possessing a non-vanishing expec-
tation value. The solution of these constraints and the resultant action
are analysed in the next subsection. Such constraints12 are compatible
with the nilpotency condition (6.3.92). This makes it possible to construct
couplings of the Goldstino to matter fields. For example, we can choose
X = f+G1(ϕ)+G2(ϕ)tr(W
αWα), where G1 and G2 are arbitrary holomor-
phic functions of some matter chiral superfields ϕ, Wα is the field strength
of a vector multiplet and the trace is over the gauge indices. The resulting
Goldstino-matter couplings can be compared with those advocated recently
by Komargodski and Seiberg [203]. In the approach of [203], the Goldstino
is described by a chiral superfield Φ subject to the nilpotent constraint
(6.2.38a). Matter couplings for the Goldstino in [203] are generated simply
by adding suitable interactions to the Lagrangian.13 In our case, the Gold-
stino superfield Σ also obeys the nilpotency condition Σ2 = 0, along with
the differential constraints (6.3.87, 6.3.93). Matter couplings can be gener-
ated by deforming the latter constraints to the form given by eqs. (6.3.114)
and (6.3.115). Similarly to the analysis in section 6.3.1, the constraints
(6.3.92) and (6.3.114) can be solved in terms of the Goldstino ρ¯α˙ and two
more independent fields Uαα˙ and χ¯α˙. The latter fields become functions
of the Goldstino and matter fields upon imposing the constraint (6.3.115).
During this process, the supersymmetry remains off-shell!
We also note that the constraints (6.3.114) and (6.3.115) can be further
generalised to allow for a coupling to an Abelian vector multiplet; this
requires replacing the covariant derivatives in (6.3.114) and (6.3.115) by
gauge-covariant ones and turning X into a covariantly chiral superfield,
with X and Σ having the same U(1) charge.
12Modified linear constraints of the form (6.3.114) were first introduced in [237] and
naturally appear, e.g., when one considers “massive” off-shell N = 2 sigma-models [238]
in projective superspace [239, 240].
13The complex auxiliary field F contained in Φ is to be eliminated using its resulting
equation of motion, which renders the supersymmetry on-shell.
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The constraints (6.3.87) and (6.3.93) can naturally be generalised to
supergravity14 as
−1
4
(D¯2 − 4R)Σ = X , D¯α˙X = 0 , (6.3.116)
−1
4
Σ(D¯2 − 4R)DαΣ = XDαΣ , (6.3.117)
for some covariantly chiral scalar X. HereDA = (Da,Dα, D¯α˙) denote the su-
perspace covariant derivative corresponding to the old minimal formulation
[241–243] for N = 1 supergravity, and R the covariantly chiral scalar com-
ponent of the superspace torsion described in terms of R, Gαα˙ and Wαβγ (see
[60, 65, 67] for reviews). The constraints (6.3.116) and (6.3.117) have to be
accompanied by the nilpotency condition (6.3.92). As an example, consider
the simplest case when X is constant. We represent X = (
√
2κ)−1 = const,
where κ can be chosen to be real. As a minimal generalisation of (6.3.100),
we now introduce spinor superfields Ξα =
1√
2
DαΣ¯ and Ξ¯α˙ = 1√2D¯α˙Σ. Using
the constraints (6.3.92), (6.3.116) and (6.3.117), we can derive closed-form
constraints obeyed, e.g., by Ξ¯α˙. They are
D¯α˙Ξ¯β˙ = εα˙β˙
(1
κ
− κR Ξ¯2
)
, (6.3.118)
DαΞ¯α˙ = κ
(
2i Ξ¯β˙Dαβ˙Ξ¯α˙ −Gαα˙Ξ¯2
)
, (6.3.119)
where Gαα˙ is the supergravity extension of the traceless Ricci tensor (see
[60, 65, 67] for more details). The constraints (6.3.118) and (6.3.119) were
introduced by Samuel and Wess [213] as a result of nontrivial guess work and
are a non-minimal extension of (6.3.101) and (6.3.102). In our approach,
these constraints are trivial consequences of the formulation in terms of the
complex linear Goldstino superfield.
Since the publication of [5], the modified complex linear superfield has
been renamed the improved complex linear superfield [244, 245]. In [245],
it was used to construct a novel non-minimal four dimensional supergrav-
ity that has N = 1 anti de Sitter superspace as its maximally symmetric
solution. This overturned a thirty year old belief that such a construction
was impossible.
6.3.4 Coupling to a matter sector
In the previous subsection, we discussed how the constrained complex linear
superfield realisation of the Goldstino could be coupled to various other sec-
tors. It was proposed that coupling to a matter sector could be obtained by
14Our conventions for N = 1 supergravity correspond to [60].
132 CHAPTER 6. GOLDSTINO ACTIONS
using the modified constraints (6.3.114, 6.3.115). In this subsection we solve
those constraints and investigate the resultant component supersymmetry
transformations and component action.
The constraints
We start with a constrained complex linear superfield Σ interacting with
some chiral superfield X:
−1
4
D¯2Σ = X , D¯α˙X = 0 , (6.3.120)
Σ2 = 0 , −1
4
ΣD¯2DαΣ = XDαΣ . (6.3.121)
The first line contains the standard constraints for interacting complex
linear and chiral superfields [237]. The second line is what makes Σ the
Goldstino superfield. The superfield X should have a nonvanishing vac-
uum expectation value and is in general of the form X = f + G1(Φ) +
G2(Φ)tr(W
αWα), where Φ are some chiral matter superfields and Wα is the
field strength of a vector multiplet.
We use the component projections
Σ| = φ ,DαΣ| = ψα , D¯α˙Σ| =
√
2ρ¯α˙ , (6.3.122)
−1
4
D2Σ| = F ,DαD¯α˙Σ| = Uαα˙ ,−1
4
D2D¯α˙Σ| = χ¯α˙ ,
−1
4
D¯2Σ| = X| = x ,−1
4
DαD¯
2Σ| = DαX = ϕα ,
1
16
D2D¯2Σ| = −1
4
D2X| = F .
When X = f (so that ϕα = F = 0), the analysis has to reduce to that
of subsection 6.3.1. After some work, the final solutions to the constraints
(6.3.120, 6.3.121) are
xφ =
1
2
ρ¯2 , xU˜αβ˙ = −2i (∂ρ¯)α ρ¯β˙ +
√
2ϕαρ¯β˙ ,
x2ψα =
1
2
ρ¯2
(
−i
√
2 (∂ρ¯)α + ϕα
)
,
x3F = ρ¯2
(
∂aρ¯σ˜ab∂
bρ¯+
i
2
√
2
ϕ∂ρ¯+
1
2
xF
)
, (6.3.123)
x2χ˜β˙ = −
1√
2
((
∂bρ¯σ˜
aσbρ¯
)
∂aρ¯β˙ +
(
∂aρ¯σ˜
aσb∂bρ¯
)
ρ¯β˙ +
1
2
(
ρ¯2
)
ρ¯β˙
)
− i (ϕσaρ¯) ∂aρ¯β˙ +
i
4
∂α
β˙
(
ρ¯2ϕα
)
+
√
2xFρ¯β˙ +
√
2
(
x−1∂ax
) (
∂aρ¯2
)
ρ¯β˙ .
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It is easily checked that these solutions reduce to (6.3.97) when X → f .
Supersymmetry transformations
The Goldstino ρ¯α˙ inherits its supersymmetry transformation from the com-
plex linear superfield
√
2δξρ¯α˙ = D¯α˙δξΣ| (6.3.124)
= 2ξ¯α˙x+ x
−1(2i(ξσaρ¯)∂aρ¯α˙ + iρ¯2ξα∂αα˙ log(x) +√2(ξψ)ρ¯α˙) .
The components of the chiral superfield transform as normal
δξx = ξψ , δξψα = 2ξαF− 2iξ¯β˙∂β˙ax , δξF = i(ξ¯∂ψ) .
It is a straightforwad, but tedious exercise to check that these transforma-
tions give the supersymmetry algebra.
What’s interesting about these supersymmetry transformations com-
pared to the canonical approach to nonlinear supersymmetry, is that the
matter fields transform linearly like there was no Goldstino, while the Gold-
stino transforms into a mix of itself and the matter fields.
Using these supersymmetry transformations we can construct a Samuel-
Wess type superfield. Define
Ξ¯α˙(x, θ, θ¯) = e
δθ ρ¯α˙(x) . (6.3.125)
This is a constrained superfield satisfying constraints that are a generalisa-
tion of (6.3.101, 6.3.102):
DαΞ¯β˙ = 2
−1/2X−1
(
2iΞ¯α˙∂αα˙Ξ¯β˙ + iΞ¯
2∂αβ˙ log(X) + 2
1/2(DαX)Ξ¯β˙
)
,
D¯α˙Ξ¯β˙ = 2
1/2εα˙β˙X . (6.3.126)
The superfield Ξ¯α˙ is a description of the interacting Goldstino that is equiv-
alent to the original constrained complex linear superfield Σ. In fact, we
can reconstruct the latter as
Σ =
1
2
X−1Ξ¯2 .
It is not hard to check that this construction satisfies the original constraints
(6.3.120, 6.3.121). It also yields the same component projections (6.3.123)
and the first term, at least, is easy
φ = Σ| = 1
2
X−1Ξ¯2| = 1
2
x−1ρ¯2 .
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The action
The superfield action consists of a pure matter part and a Goldstino/matter
part, S[Σ, Σ¯, X, X¯] = S[X, X¯] + S[Σ, Σ¯]. When the nonlinear constraints
are enforced, the latter decomposes into a pure Goldstino part, equal to the
Samuel-Wess action and a part that contains the Goldstino/matter coupling
terms.
Projecting out the components of the action
S[Σ, Σ¯] = −
∫
d8z Σ¯Σ ,
and using the contraint solutions (6.3.123) yields
S[Σ, Σ¯] = −
∫
d4x
[
|x|2 + i
2
ρ
↔
∂ ρ¯+
1
4
|x|−2((∂aρ2)(∂aρ¯2) + 4(ρ∂ρ¯)(ρ¯∂ρ))
− 1
4
|x|−4
(
iρ¯2
(
(∂bρσ
aσ˜bρ)(∂ρ¯)α∂aρα + (∂aρσ
aσ˜b∂bρ)(ρ∂ρ¯)
+
1
2
ρ2(ρ∂ρ¯)
)
+ c.c.
)
+ |x|−6ρ2ρ¯2 ((∂aρσab∂bρ)(∂aρ¯σ˜ab∂bρ¯))
−
(
1√
2
ϕ¯ρ¯+
1
2
x−1ρ¯2F¯+ c.c.
)
(6.3.127)
+
1
4
|x|−2
(
2(ρϕ)(ρ¯ϕ¯) + ρ2ρ¯2∂a log(x)∂a log(x¯)
+
(
2
√
2i(ρϕ)(ρ¯∂ρ)− ρ2(∂aρ¯2)∂a log(x¯) + c.c.
))
+
1
16
|x|−4
(
ρ¯2
(
4
√
2(ρσaϕ¯)(∂ρ¯)α∂aρα +
√
2(∂ρ¯)α∂αα˙(ρ
2ϕ¯α˙)
+ 8ix¯F¯(ρ∂ρ¯) + 8i(x¯−1∂ax¯)(∂aρ2)(ρ∂ρ¯) + 2
√
2(∂bρσ
aσ˜bρ)(ϕ∂aρ)
+ 2
√
2(∂aρσ
aσ˜b∂bρ)(ϕρ) +
√
2(ρ2)(ϕρ) + 4i(ρσaϕ¯)(ϕ∂aρ)
+ iϕα∂αα˙(ρ
2ϕ¯α˙)− 4
√
2x¯F¯(ϕρ)− 4
√
2∂a log(x¯)(∂
aρ2)(ϕρ)
)
+ c.c.
)
+
1
4
|x|−6ρ2ρ¯2
(
− 1
2
(ϕ¯∂ρ)(ϕ∂ρ¯) + |xF|2 + {i√2(∂aρσab∂bρ)(ϕ∂ρ¯)
+ 2(∂aρσab∂
bρ)(xF) +
i√
2
(ϕ¯∂ρ)(xF) + c.c.
})]
.
In the limit X → f , only the first three lines survive and can be checked to
match the Samuel-Wess action (6.3.98) (or equivalently (6.2.61)).
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This action is quite complicated, but it does represent the most gen-
eral coupling of matter to the complex linear Goldstino. Once again, it is
in contradistintion to the other approaches to matter-Goldstino coupling.
Normally, the Goldstino action is untouched and the matter action is mod-
ified to introduce the couplings. In the above action, the matter sector
remains untouched and the Goldstino action contains the couplings as a
consequence of the modified contraints.

7 Conclusion
In this thesis we have examined the low-energy effective actions of various
supersymmetric theories.
In chapter 2 we examined the background field quantisation of a general
N = 1 super-Yang-Mills theory. We concentrated specifically on back-
grounds that allow for calculations of low-energy effective actions and dis-
cussed the limitations and alternatives to the choices made. In section 2.5
we used the results of the preceding discussion to examine the one-loop
effective action, in particular the Ka¨hler potential and leading terms to the
Euler-Heisenberg effective potential. These results were then used to derive
the well-known one-loop finiteness conditions for N = 1 super-Yang-Mills
theory. This chapter formed the base for the calculations of loop corrections
to supersymmetric effective actions in the subsequent three chapters.
Chapter 3 examined the Wess-Zumino model. We rederived known re-
sults about the Ka¨hler potential up to two-loops and the leading corrections
to the auxiliary potential at one-loop. The two original contributions in this
chapter were the completion of the programme given in [68, 69] with the
presentation of the full one-loop auxiliary potential and the examination of
the conditional convergence in its leading term. To the best of our knowl-
edge, these results have not appeared in the literature before this thesis.
Based on the paper [1], chapter 4 examined the Ka¨hler and Euler-
Heisenberg sectors of the N = 1 SQED effective action. We extended
the Ka¨hler potential analysis of [1] to an arbitrary 2-parameter Rξ gauge.
This exposed the gauge dependence of the effective action, emphasising
that it is not a physical quantity and showed the strengths and weaknesses
of the various common gauge choices, including their infrared behaviours.
This chapter also included a calculation of the two-point function using
propertime and functional techniques.
In chapter 5, the two-loop correction to the Ka¨hler potential of β-
deformed super-Yang-Mills was examined. This work was based on [2] and
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was a continuation of the work in [73, 74]. Since the Ka¨hler potential re-
ceives no corrections in N = 4 SYM and only at one-loop in N = 2 SYM,
its existence at two loops in the β-deformed theory is purely a product of
the deformation and is thus of interest. This chapter showed the utility
of the background field approach to calculations and made use of the new,
clean form of the two-loop Feynman integral described in appendix D.
In chapter 6, we switched from studying the quantum corrections to
low-energy effective actions and turned to the universal sector of all models
with broken (global) supersymmetry, the Goldstino action. After review-
ing the general properties of supersymmetry breaking and its realisation in
supersymmetric sigma models, the original results of [3, 4] were presented.
First, using the most general field redefinition that preserves the structure
of Goldstino actions, the most general (pure) Goldstino action was con-
structed and its nonlinear supersymmetry transformation was examined.
This calculation was aided by Mathematica code that the author wrote and
published in [4]. The general Goldstino action was then compared to all of
the other Goldstino actions found in the literature allowing for the construc-
tion of explicit field redefinitions that map between the various Goldstino
realisations. It was observed that all of these maps have 12 free parame-
ters that are due to trivial symmetries inherent in any Goldstino action.
Finally, we presented a new embedding of the Goldstino into an improved
complex linear superfield [5]. Its relationship to the other Goldstino super-
field embeddings was examined and its possible interactions with matter
and gravity were elucidated. In the final section 6.3.4, the unpublished re-
sults for the component reduction and action of the new Goldstino coupled
to arbitrary matter sector were presented.
Outlook
Since this thesis covered a wide range of topics and calculations, there are
many possible directions for further work.
In chapter 3 the conditional convergence issue has not been satisfactorily
resolved. Although the final one-loop effective potential result agrees with
the component calculations, both were performed using dimensional regu-
larisation, which is known to be problematic in supersymmetric theories.
The lack of a simple and consistent regularisation for superfield calcula-
tions is an ongoing issue. Since the Wess-Zumino model is the simplest
four dimensional supersymmetric field theory, this conditional convergence
problem could be a good place to examine the regularisation issues more
closely.
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The conditional convergence of terms that should be finite by power
counting and the corresponding ambiguities that can’t be fixed by renormal-
isation conditions is not restricted to the leading term in the Wess-Zumino
one-loop auxiliary potential. A similar problem occurs in the two-loop F 4
terms in superconformal N = 2 SYM theories.1 The careful calculation of
the coefficients of these terms is important in testing non-renormalisation
theorems such as the Dine-Seiberg conjecture [184] and its proposed refine-
ment [186].
A natural extension of the work in chapter 4 is to extend the calculation
to three-loops. There is currently some work at performing the three-loop
calculation in non-supersymmetric QED [246, 247] using worldline formal-
ism. Supersymmetric theories have the advantage of fewer diagrams to
evaluate, and N = 2 SQED is an especially attractive target for a three-
loop calculation due to the comparatively simple structure of its two-loop
Euler-Heisenberg effective action. A three-loop, four-dimensional Euler-
Heisenberg calculation will be of use in testing various all-order conjectures
about the structure of QED effective actions [246, 248]. For example, the
Lebedev-Ritus exponentiation conjecture and related mass renormalisation
[152, 249], the AAM conjecture [250], and the functional structure for ef-
fective actions in a self-dual background [158].
The analysis of Goldstino actions in section 6.2 left open some ques-
tions about the Komargodski-Seiberg action. In particular, if its off-shell
nonlinear supersymmetry transformation has a simple form that can be
related to some nice property of the supersymmetric action. Another in-
teresting avenue for exploration, which might also provide some insight to
the above problem, would be to examine how the field redefinitions de-
scribed in section 6.2 translate to the superembedding approach of [219]
(and reviewed in the broader context of [220]). Finally, the new embedding
of the Goldstino in a complex linear superfield may have some advantages
over other Goldstino embeddings in the coupling to supersymmetric matter
and supergravity. It would be worthwhile examining its behaviour in some
phenomonolgically interesting models as well as the superhiggs mechanism
when the theory is coupled to supergravity.
Deriving the two-loop results used in chapters 3 and 5 lead to some new
insights into the structure of the differential equations satisfied by Feynman
diagrams as outlined in appendix D. These insights could lead to improved
methods of performing the reduction to and the evaluation of master inte-
grals for multiloop Feynman diagrams, as well as some new insight to their
1This was observed in some unpublished work of the author that was a continuation
of the investigations started in [162, 186].
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analytic structure. Other questions of interest are: which Lie algebras (and
representations) are associated to which diagrams; and the relationship be-
tween the contraction/deletion structure that generates the inhomogeneous
terms in the differential equations and the contraction/deletion structure
inherent in the forest formula (and Hopf algebra) of the renormalisation
procedure. The standard methods of generating difference equations for re-
ducing Feynman integrals to a minimal set of master integrals produces an
overcomplete set of relations that have to be reduced using techniques such
as the construction of Gro¨bner bases [251]. The method described in ap-
pendix D emphasises the Lie algebra structure of the differential equations
from the start, so does not produce extraneous relations.
A The derivation of some
background field propagators
In this appendix we derive some explicit results for the propagators in
the presence of specific background fields. These propagators will be used
throughout the first half of this thesis. We start in section A.1 with a quick
description of regularisation by dimensional reduction, as it will be our pri-
mary regularisation method. Section A.4 then describes the derivation of
the heat kernel K(z, z′|s) for the operator 2v (2.3.27). For on-shell back-
grounds, the operators 2v and 2± are related, so we find the chiral heat
kernels K±(z, z′|s) by taking derivatives of K(z, z′|s). We also present a
simple derivation of K±∓(z, z′|s). We round off the section by looking at
the self-dual limits and the expressions suitable for calculating F 2 and F 4
type terms. Many parts of the discussion in this section closely parallel that
of [71]. In section A.5 we derive the heat kernel for the Wess-Zumino model
in a background that is constant in spacetime ∂aφ = 0 but allowed to vary
in the Grassmann directions Dαφ 6= 0. This derivation, which is central to
chapter 3, first appeared with some typographical errors in [69].
A.1 Regularisation by dimensional
reduction
To regularise by dimensional reduction [92, 93, 252], we stay in the (4|4)-
dimensional superspace, spanned by z = (x, θ, θ¯), but we let the superfields
only depend on (d|4)-dimensions, where d < 4. That is, we divide the
bosonic coordinates into xa = (xa, x
a¯) or x = (x, x) where a = 0, . . . , d− 1
and a¯ = d− 1, . . . , 3. Then all superfields satisfy
Ψ(z) = Ψ(x, θ, θ) =⇒ ∂a¯Ψ = 0 , (A.1.1)
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and thus have normal expansions in the Grassmann coordinates, with ordi-
nary, but dimensionally reduced, component fields. In particular, the vector
component Va(x) ∼ (DσaD¯)Ψ(z)| has a four dimensional index and thus
has extra ε-scalars compared to the normal dimensionally regularised vector
fields which are truly d-dimensional. This means that the supersymmetry
algebra stays in four dimensions, but the spacetime derivatives have split
{Dα, D¯α˙} = −2iσaαα˙∂a, , ∂a = δaa∂a + δa¯a∂a¯ . (A.1.2)
For gauge theories (discussed in chapter 2), requiring that DAΨ is also
constant over the final 2ε dimensions implies that the gauge prepotential,
potentials and field strength must also be constant over the final 2ε dimen-
sions, but the field strengths have the same number of components as the
normal 4-dimensional theory.
As we don’t want to integrate over the 4− d = 2ε dimensions where the
fields are constant, we define our integration measure as∫
dz = µ−2ε
∫
ddxd4θ ,
∫
d4θ (· · · ) = 1
16
∂2∂¯2(· · · )∣∣
θ=θ¯=0
, (A.1.3)
where the renormalisation mass µ must be introduced for dimensional rea-
sons. We also define the Dirac delta functions on superspace:
δ(z, z′) = µ2εδd(x− x′)δ4(θ − θ′)I(z, z′) (A.1.4)
where I(z, z′) is the supersymmetric parallel displacement propagator, de-
scribed below. As in the main text, we define the functional inner product
Ψ1 ·Ψ2 =
∫
dzΨ1(z)Ψ2(z) , s.t. Ψ · δ = δ ·Ψ = Ψ . (A.1.5)
The same considerations carry over to momentum space, starting with the
identity
µ2εδd(x− x′) = µ2ε
∫
ddk
(2pi)d
eik(x−x
′) .
Of course, regularisation by dimensional reduction is known to be in-
consistent, see, e.g., [93, 187, 253–258]. This inconsistency follows from the
mixing of 4- and d-dimensional objects, and thus, in component field cal-
culations, can be avoided by not using 4-dimensional identities such as the
Fierz identity. However, this discards much of the calculational advantage
of keeping the 4-dimensional objects and, since the Fierz identity is needed
in proving the invariance of a supersymmetric Lagrangian, it means that
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scattering amplitudes calculated from such a regularisation do not necessar-
ily respect supersymmetry. Since superfields and D-algebra are inherently
4-dimensional, the consistent dimensional reduction schemes mentioned in
the references above can not be used. Of course, the ambiguities can be fixed
using appropriate finite counterterms found be enforcing Ward-Takahashi-
Slavnov-Taylor identities. See the textbook [67] for more discussion.
The ambiguity can only arise in diagrams containing enough interactions
to generate the right algebraic objects. In [253] a table is given showing
the number of loops where ambiguities could arise or supersymmetry could
be broken in the naive and consistent dimensional reduction schemes for
2, 3 and 4 point functions in the Wess-Zumino model. However, when
calculating background field dependent propagators an infinite number of
interactions must be summed over, thus the problems could arise even at
the level of the propagators and one-loop effective action. This is related
to the difficulties around equation (A.4.26) and why we choose to use reg-
ularisation by a propertime cut-off in chapter 4.
A.2 Parallel displacement propagator
The parallel displacement propagator is vital in performing fully covariant
background field calculations. In this section, we content ourselves with
simply stating its main properties. For more detailed treatments, see e.g.,
[71, 259, 260] and references within. It is an operator that parallel transports
a superfield along a straight line in superspace zM(t) = (z − z′)M t + z′M .
To define it, we need the supersymmetric intervals (Cartan 1-forms) ζA =
(ρa, ζα, ζα˙) which follow from (z
A − z′A)∂A = ζADA, which implies that
ρa = (x−x′)a− iθσaθ¯′+iθ′σaθ¯ , ζα = (θ−θ′)α , ζ¯α˙ = (θ¯− θ¯′)α˙ . (A.2.6)
Then we can write the defining properties of the parallel displacement prop-
agator as
I(z, z′)→ eiK(z)I(z, z′)e−iK(z′) , (A.2.7a)
ζADAI(z, z′) = 0 , (A.2.7b)
I(z, z) = 1 , (A.2.7c)
where the first line describes its properties under the gauge transformation
(2.1.10) and the second uses a gauge covariant derivative defined in (2.1.1).
Equations (A.2.7) imply the important result
I(z, z′)I(z′, z) = 1 . (A.2.8)
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From a naive point of view, the parallel displacement propagator is
needed so that the right hand side of (A.4.15) has the correct gauge trans-
formation properties.1 The equations in (A.2.7) have a solution in terms of
a path ordered exponential
I(z, z′) = Pexp
(
−i
∫ z
z′
Γ(z′′) · dz′′
)
,
showing that the parallel displacement propagator is also a dimensionally
reduced quantity. This also could have been argued from the requirement
that Ψ · δ = Ψ.
Further properties of the supersymmetric parallel displacement propa-
gator and its use in covariant Taylor series are given in [71]. The two results
needed in the subsections below are the general covariant Taylor series re-
sult and its specific application to the the covariant derivative of I(z, z′).
The covariant Taylor series for a superfield, Ψ, in some representation of
the gauge group, Ψ(z)→ eiK(z)Ψ(z), is
Ψ(z) = I(z, z′)
∞∑
n=0
1
n!
ζAn . . . ζA1D′A1 . . .D′AnΨ(z′) . (A.2.9)
Applying the above series to the superfield DβI(z, z′) yields
DβI(z, z′) =
( 1
12
ζ¯ β˙ζαα˙Fαα˙ββ˙(z)−
i
2
ζββ˙
{
W¯ β˙(z) +
1
3
ζ¯ α˙D¯α˙W¯ β˙(z)
}
+
1
3
ζ¯2
{
Wβ(z)− 1
2
ζαDαWβ(z) + 1
4
ζβDαWα(z)
}
+
1
3
ζβ ζ¯β˙W¯
β˙(z)
)
I(z, z′) . (A.2.10)
A.3 Free bosonic heat kernels
For the sake of later comparison, it is worth quickly reviewing the deriva-
tion of the heat kernel for a free massive Klein-Gordon field. Since this
theory only contains scalar fields, dimensional reduction and dimensional
regularisation are equivalent provided d = 4− 2ε < 4.
1 The parallel displacement propagator in the δ-function (A.1.4) can be relaxed to
any function that satisfies the first and last conditions of (A.2.7). This said, the specific
choice of the parallel displacement propagator is not only geometrically natural, but its
nice properties help to arrange the covariant derivatives into field strengths in the heat
kernels and Schwinger-DeWitt expansions below. It is also essential for higher-loop cal-
culations where it is needed for the covariant Taylor series used in moving all background
dependence to a single spacetime point. See [71] for a more detailed discussion.
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The action for a free real scalar field is
S[φ] =
1
2
∫
ddxφ(2−m2)φ .
The corresponding Feynman propagator G(x, x′) = i 〈φ(x)φ(x′)〉 is defined
by (2−m2)G(x, x′) = −δd(x, x′) and the causal (Feynman) boundary con-
ditions. Formally, we can write
G(x, x′) =
−1
2−m2 + iδ
d(x, x′) = i
∫ ∞
0
ds eis(2−m
2+i)δd(x, x′)
= i
∫ ∞
0
ds e−is(m
2−i)K(x, x′|s) .
(A.3.11)
The heat kernel K(x, x′|s) can then be evaluated by going to momentum
space, completing the square and performing the Gaussian integral
K(x, x′|s) = ei2sδd(x, x′) = µ2ε
∫
ddk
(2pi)d
e−ik
2s+ik(x−x′)
=
iµ2ε
(4piis)d/2
ei
(x−x′)2
4s . (A.3.12)
A.4 Propagators in a covariantly constant
background gauge field
For the Laplacian (2.3.27) 2v = DaDa−WαDα+W¯α˙D¯α˙ and some constant
mass-squared matrix, m2, we introduce the auxiliary action
S[Ψ] =
∫
dzΨ†(2v −m2)Ψ , (A.4.13)
where the superfield Ψ is in some representation of the gauge group,
Ψ(z)→ eiK(z)Ψ(z) . (A.4.14)
The corresponding Green’s function G(z, z′) = i
〈
Ψ(z)Ψ†(z′)
〉
is defined by
(2v −m2)G(z, z′) = −δ(z, z′) . (A.4.15)
and transforms under the background gauge transformations (2.2.19a) as
G(z, z′)→ eiK(z)G(z, z′)e−iK(z′) . (A.4.16)
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Assuming a constant mass matrix, we use the ansatz
G(z, z′) = i
∫ ∞
0
ds e−im
2sK(z, z′|s) , (A.4.17)
where the heat kernel K(z, z′|s) satisfies
(i
d
ds
+2v)K(z, z
′|s) = 0 and K(z, z′|0) = δ(z, z′) , (A.4.18)
and has the same gauge transformation as G(z, z′). This means that the
heat equation has the formal solution
K(z, z′|s) = ei(2v+i)sδ(z, z′) , → 0+ . (A.4.19)
Assuming that the gauge field is covariantly constant
DaWβ = 0 =⇒
[
Da,WβDβ − W¯β˙D¯β˙
]
= 0 , (A.4.20)
allows the exponential in (A.4.19) to be factorised as [71]
K(z, z′|s) = U(s)ei(DaDa+i)sδ(z, z′) = U(s)K˜(z, z′|s) , (A.4.21)
where
U(s) = e−is(W·D−W¯·D¯) . (A.4.22)
The heat kernel, K˜(z, z′|s), obeys the equations(
i
d
ds
+DaDa
)
K˜(z, z′|s) = 0 and K˜(z, z′|0) = δ(z, z′) . (A.4.23)
To find its explicit representation, we first Fourier transform the bosonic
part of the delta function
δ(z, z′) = µ2ε
∫
ddk
(2pi)d
eik
aρaζ2ζ¯2I(z, z′) , (A.4.24)
where ρa = δ
a
aρa, to get
K˜(z, z′|s) = µ2ε
∫
ddk
(2pi)d
eik
aρaeis(D+ik)
2
ζ2ζ¯2I(z, z′) . (A.4.25)
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Then, the exponential operator above can be shown to collapse to a function
of field strengths by integrating by parts the identity
0 = µ2ε
∫
ddk
(2pi)d
∂
∂ka
(
eik
aρaeis(D+ik)
2
ζ2ζ¯2I(z, z′)
)
,
and using [(D + ik)2, ]n(Da + ika) = (−2i)n(Fn) ba (Db + ikb) to get
0 = δaa
(
iρaK˜(z, z
′|s)− 2s
(1− e−2sF
2sF
)
a
bDbK˜(z, z′|s)
)
. (A.4.26)
The term inside the brackets only vanishes up to some -scalar term Xa =
δa¯aXa¯ that obeys δ
a
aXa = 0. We will avoid the complication that this ex-
tra freedom introduces by performing the rest of this calculation in four
dimensions, where (A.4.26) implies
DaK˜(z, z′|s) = i
( F
1− e−2sF
) b
a
ρbK˜(z, z
′|s) (A.4.27)
Taking the derivative of (A.4.27) and using the heat equation (A.4.23) gives
d
ds
K˜(z, z′|s) = d
ds
(−1
2
tr log
(
1− e−2sF)+ i
4
ρF coth sFρ
)
K˜(z, z′|s) .
This is then integrated to give
K˜(z, z′|s) = −i
(4pi)2
det
( 2F
1− e−2sF
) 1
2
e
i
4
ρF coth sFρζ2ζ¯2C(z, z′) , (A.4.28)
where the det is over the 4-dimensional Lorentz matrix and the integration
constant
−i
(4pi)2
det(2F) 12 ζ2ζ¯2C(z, z′) , where C(z, z′) F→0−−−→ 1 ,
has been chosen so that we recover the free heat kernel when the background
gauge field is switched off. There is still some freedom in the choice of
C(z, z′), which is s-independent and must have the same gauge transform
as K˜ and G. This freedom is fixed by comparing the the boundary condition
(A.4.23) s→ 0 limit of (A.4.28)
K˜(z, z′|s→ 0) ≈ −i
(4pis)2
e
i
4s
ρ2ζ2ζ¯2C(z, z′)→ δ4(x− x′)ζ2ζ¯2C(z, z′) ,
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which requires that C(z, z′) = I(z, z′). This result can also be obtained by
comparing to the Schwinger-DeWitt expansion (see e.g., [71])
K˜(z, z′|s) = −i
(4pis)2
e
i
4s
ρ2
∞∑
n=0
an(z, z
′)(i s)n , a0(z, z′) = ζ2ζ¯2I(z, z′) .
So, the full heat kernel (A.4.19) becomes
K(z, z′|s) = −i
(4pis)2
det
( sF
sinh sF
) 1
2
U(s) e
i
4
ρF coth sFρζ2ζ¯2I(z, z′) , (A.4.29)
which, by comparison with (A.3.12), we can modify in order to approximate
regularisation by dimensional reduction by making the replacement
−i
(4pis)2
→ iµ
2
(4piis)d/2
. (A.4.30)
Finally, the action of U(S) in (A.4.29) can be evaluated by introducing the
U -shifted fields Ψ(s) = U(s)ΨU(−s) and calculating
Wα(s) = (We−isN )α , W¯α˙(s) = (W¯eisN¯ )α˙ ,
ζα(s) = ζα + (W e
−isN − 1
N )
α , ζ¯α˙(s) = ζ¯α˙ + (W¯ e
isN¯ − 1
N¯ )α˙ ,
ρα˙α(s) = ρα˙α − 2
∫ s
0
dt(Wα(t)ζ¯α˙(t) + ζα(t)W¯α˙(t)) , (A.4.31)
I(z, z′|s) = exp
{∫ s
0
dt Ξ(ζ,W , W¯|t)
}
I(z, z′) ,
where we use the abbreviations for derivatives of the field strength
N βα = DαWβ , N¯ α˙β˙ = D¯α˙W¯β˙ ,
Fαα˙,ββ˙ = iεαβN¯(α˙β˙) + iεα˙β˙N¯(αβ) ,
(A.4.32)
which are invariant under U -shifts: [U(s),N ] = [U(s),F ] = 0, and we have
introduced the symbol
Ξ(ζ,W , W¯) = 1
12
ρα˙α(Wβ ζ¯ β˙ − ζβW¯ β˙)(εβαD¯β˙W¯α˙ − εβ˙α˙DβWα)
−2i
3
ζW ζ¯W¯ − i
3
(
ζ2(W¯2 − 1
4
ζ¯D¯W¯2) + c.c. ) . (A.4.33)
The heat kernel then take the form
K(z, z′|s) = iµ
2
(4piis)d/2
det
( sF
sinh sF
) 1
2
e
i
4
ρ(s)F coth sFρ(s)ζ(s)2ζ¯(s)2I(z, z′|s) ,
(A.4.34)
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Having a covariantly constant background forces the field strength to
be in the Cartan subalgebra, which we can think of as rnk(G) linearly
independent diagonal matrices in the Lie algebra. The Lorentz determinant
in (A.4.34) can be evaluated by using the eigenvalues (with respect to the
Lorentz structure) of F =
[
Fab
]
, which are the four diagonal matrices
λ± = ± i
2
(B ± B¯) , (A.4.35)
where
B2 =
1
2
trN 2 , B¯2 = 1
2
trN¯ 2 , (A.4.36)
with the traces only over the Lorentz spinor indices. This is completely
analogous to the standard eigenvalue analysis of a constant electromag-
netic background, but now there are two invariants for each of the rnk(G)
directions in the Cartan subalgebra. The Lorentz determinant in (A.4.34)
becomes
det
( sF
sinh sF
) 1
2
=
sλ+
sin(sλ+)
sλ−
sin(sλ−)
. (A.4.37)
If the background is also on-shell, DαWα = trN = 0 ⇐⇒ DαWβ =
DβWα, then we have the trace identities
trN 2n = 2B2n , trN 2n+1 = 0 . (A.4.38)
We also have the simple covariant Taylor expansions (A.2.9)
I(z, z′)N (z′)I(z′, z) = N (z) , I(z, z′)F(z′)I(z′, z) = F(z) ,
I(z, z′)W(z′)I(z′, z) = (1− ζD)W(z) , (A.4.39)
that are needed in two- and higher-loop calculations.
Note that the supergraphD-algebra, the ability to move covariant deriva-
tives from one side of a propagator to another, is deformed in the presence
of a background gauge field. For a covariantly constant background, the
heat kernel satisfies the identity
D′αK(z, z′|s) = −
(
eisN
)
α
β DβK(z, z′|s) , (A.4.40)
and similarly for D¯α˙. This leads to a non-trivial result for the propagator.
For a self-dual background (see subsection A.4.2) we recover “half” of the
supergraph D-algebra, while in the DAWβ = DAW¯β˙ = 0 (see subsection
A.4.3) limit we recover the full supergraph D-algebra.
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A.4.1 Chiral/antichiral propagators
Assuming that the background gauge field is on-shell implies the following
relations between the d’Alembertians 2v and 2± (2.3.27 and 2.3.32)
D22+ = D22v = 2vD2 D¯22− = D¯22v = 2vD¯2 . (A.4.41)
This implies that the (anti)chiral propagators can be derived from the full
propagators and similarly for the heat kernels
K+(z, z
′) = −1
4
D¯2K(z, z′) = −1
4
D¯′2K(z, z′) ,
K−(z, z′) = −1
4
D2K(z, z′) = −1
4
D′2K(z, z′) .
(A.4.42)
The Feynman rules of sections 2.4 and 4.1 also require the antichiral-chiral
heat kernel
K−+(z, z′) =
1
16
D2D¯′2K(z, z′) = 1
16
D2D¯2K(z, z′) , (A.4.43)
and its conjugate K+−. These were explicitly given in [146],2 but with-
out derivation. We fill that gap by rederiving K− and K−+ below. The
other two heat kernels, K+ and K+−, can then be obtained via complex
conjugation.
First we examine K−:
K−(z, z′|s) = −1
4
D2K(z, z′|s) = −1
4
D′2K(z, z′|s)
=
iµ2
(4piis)d/2
det
( sF
sinh sF
) 1
2
U(s)ζ¯2e
i
4
ρF coth sFρ(−1
4
D′2)ζ2I(z, z′) ,
where we can take the primed derivatives past the exponential because
ζ¯2D′αe
i
4
ρF coth sFρ = 0 .
Note that equation (A.2.10) reduces to
ζ¯2D′αI(z, z′) = ζ¯2AαI(z, z′) , Aα = −
i
2
ραα˙W¯
α˙ ,
so that it’s straightforward to calculate
ζ¯2(−1
4
D′2)ζ2I(z, z′) = ζ¯2
(
1 + ζA− 1
4
ζ2A2 − 1
4
ζ2D′αAα
)
I(z, z′)
= ζ¯2e−
i
2
ζρW¯ I(z, z′) .
2In the U(1) case, the chiral heat kernel was first derived in a special gauge in [261].
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Thus we have the antichiral and chiral heat kernels
K−(z, z′|s) = iµ
2
(4piis)
d
2
det
( sF
sinh sF
)1
2
U(s)ζ¯2e
i
4
ρF coth sFρ− i
2
ζρW¯ I(z, z′) ,
(A.4.44a)
K+(z, z
′|s) = iµ
2
(4piis)
d
2
det
( sF
sinh sF
)1
2
U(s)ζ2e
i
4
ρF coth sFρ− i
2
Wρζ¯I(z, z′) .
(A.4.44b)
The derivation of the antichiral-chiral kernel is similar, just a little more
messy. First we write
K−+(z, z′|s) = 1
16
D¯′2D2K(z, z′|s) = −1
4
D¯′2K−(z, z′|s)
=
iµ2
(4piis)
d
2
det
( sF
sinh sF
)1
2
U(s)(−1
4
D¯′2)ζ¯2 e i4ρF coth sFρ− i2 ζρW¯ I(z, z′)︸ ︷︷ ︸
E
,
where we’ve named the last term E since D¯′α˙E = A¯α˙E, where the conjugate
of (A.2.10) (see [71]), implies that
A¯α˙ =
1
2
(σ˜ζ)α˙F coth sFρ′ + ζ2W¯ α˙ − 1
12
ζαρ
β˙βFββ˙α˙α
+
i
2
ζ¯α˙ρ
α˙α(1− 2
3
ζD)Wα + 1
3
ζW ζ¯2 + 1
3
ζ2ζ¯W¯ .
We observe that the action of the derivatives in K−+ exponentiates as
−1
4
D¯′2ζ¯2E = (1 + ζ¯A¯− 1
4
ζ¯2A¯2 − 1
4
ζ¯2D¯′A¯)E = eζ¯A¯− 14 ζ¯2D¯′A¯E .
So the exponentials can be combined and we write the final result as
K−+(z, z′|s) = iµ
2
(4piis)
d
2
det
( sF
sinh sF
)1
2
U(s)e
i
4
ρ˜F coth sF ρ˜+R(z,z′)I(z, z′) ,
(A.4.45)
where, following [146], we’ve introduced the antichiral-chiral coordinates
ρ˜a = ρa − iζσaζ¯ , Dβ ρ˜a = D¯′β˙ ρ˜a = 0 , D¯β˙ ρ˜αα˙ = −4iεβ˙α˙ζα , (A.4.46)
and the notation
R(z, z′) =
1
3
(ζ2ζ¯W¯ − ζ¯2ζW)− i
2
(W ρ˜ζ¯ + ζρ˜W¯)
− i
12
ρ˜αα˙(ζ
αζ¯D¯W¯ α˙ + 5ζ¯ α˙ζDWα) .
(A.4.47)
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A.4.2 Self-dual limit
In this section we describe the simplifications that occur in the above heat
kernels when the background gauge field satisfies a relaxed self-dual condi-
tion [161, 162]
Wα 6= 0 , DαWβ = 0 , D¯(α˙W¯β˙) 6= 0 .
As described in [161, 162], these conditions are not compatible with the
structure of a single, real vector multiplet in Minkowski space, rather they
should be considered as a formal restriction on the field strength in order
to calculate a particular sector of the low-energy effective action.
Note that the results of this section are not used in this thesis, as our
analysis of the effective action for N = 1 SQED in a self-dual background
in section 4.5 is performed by taking the self-dual limit of the full result.
A self-dual background simplifies calculations by both simplifying the
background dependent Green’s functions and by allowing “half” of the stan-
dard supergraph D-algebra to take place [162]. From (A.4.40) we see that
in the self-dual limit, the heat kernel obeys
D′αK(z, z′|s) = −DαK(z, z′|s) ,
which now integrates up to the full Green’s function as
D′αG(z, z′|s) = −DαG(z, z′|s) ,
which is the standard supergraph D-algebra result. The D¯α˙ derivatives do
not share this property.
With the notation (introduced above)
N¯α˙β˙ = D¯α˙W¯ β˙ , B¯2 = 1
2
trN¯ 2 = 1
4
D¯2W¯2 ,
where the trace is over the Lorentz indices and not the group indices. The
Lorentz determinant in the heat kernels (A.4.34, A.4.44, A.4.45) reduces to
det
( sF
sinh sF
) 1
2
=
(
sB¯/2
sin(sB¯/2)
)2
.
The shifted variables simplify to
Wα(s) =Wα , W¯α˙(s) = (W¯eisN¯ )α˙ ,
ζα(s) = ζα − isWα , ζ¯α˙(s) = ζ¯α˙ + (W¯ e
isN¯ − 1
N¯ )α˙ ,
ρα˙α(s) = ρα˙α − 2
∫ s
0
dt(Wαζ¯α˙(t) + ζα(t)W¯α˙(t)) , (A.4.48)
I(z, z′|s) = exp
{∫ s
0
dt Ξ(ζ,W , W¯|t)
}
I(z, z′) .
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A.4.3 The simplest non-trivial background
If, as in section 2.5.2, we are only interesting in calculating F 2 and F 4
terms in the effective action then we can use the following conditions on
the background gauge field
DAWβ = DAW¯β˙ = 0 . (A.4.49)
The determinant term in the heat kernels now reduces to the identity, and
the common term in the exponentials reduces as F coth sF → 1/s. The
field strength now becomes invariant under the action of U(s), while the
shifted Cartan 1-forms
ζα(s) = ζα − isWα , ζ¯α˙(s) = ζ¯α˙ + isW¯α˙ , (A.4.50)
form Grassmann delta-functions in the kernels K and K±.
K(z, z′|s) = iµ
2ε
(4piis)d/2
(ζ − isW)2(ζ¯ + isW¯)2eiρ2/4sI(z, z′) , (A.4.51)
K+(z, z
′|s) = iµ
2ε
(4piis)d/2
(ζ − isW)2eiρ2/4s+isW2(ζ¯+isW¯)2/6I(z, z′) , (A.4.52)
K−(z, z′|s) = iµ
2ε
(4piis)d/2
(ζ¯ + isW¯)2eiρ2/4s+isW¯2(ζ−isW)2/6I(z, z′) . (A.4.53)
The antichiral-chiral kernel does not have any Grassmann delta-functions
to help simplify things. It becomes
K−+(z, z′|s) = iµ
2
(4piis)
d
2
U(s)e
i
4
ρ˜2+ 1
3
(ζ2ζ¯W¯−ζ¯2ζW)− i
2
(W ρ˜ζ¯+ζρ˜W¯)I(z, z′) .
(A.4.54)
A.5 Wess-Zumino propagator in space-time
constant background
As we saw in chapter 3, all propagators that occur in the Wess-Zumino
model with arbitrary background chiral fields Ψ and Ψ¯ can be obtained as
different chiral projections of the Green’s function of the operator
∆ = 2− 1
4
(ΨD¯2 + Ψ¯D2) .
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The dimensionally regularised (see section A.1) heat kernel of this operator
obeys the differential equation (DE)(
i
d
ds
+ ∆
)
U
(Ψ)
V (z, z
′|s) = 0 , (A.5.55)
U
(Ψ)
V (z, z
′|0) = µ2εδ4(θ − θ′)δd(x− x′) . (A.5.56)
If we assume that the background is constant over space-time, ∂aΨ = ∂aΨ¯ =
0, then the heat kernel factorises as [69]
U
(Ψ)
V (z, z
′|s) = e− is4 (Ψ¯D2+ΨD¯2)U (0)V (z, z′|s) , Ω(s)U (0)V (z, z′|s) , (A.5.57)
where U
(0)
V (z, z
′|s) = δ4(θ − θ′)U(x, x′|s) and
U(x, x′|s) = exp(is2)δd(x− x′) = iµ
2ε
(4piis)d/2
e
i
4
(x−x′)2/s , (A.5.58)
is the d-dimensional free bosonic heat kernel. To find the full heat kernel
(A.5.57) we need only obtain an explicit form of the operator Ω.
The heat equation (A.5.55) implies that the operator Ω(s) satisfies
i
d
ds
Ω(s) =
1
4
Ω(s)
(
ΨD¯2 + Ψ¯D2) , Ω(0) = 1 . (A.5.59)
To solve this, following [69], we expand the operator Ω as
Ω(s) =
1
16
A(s)D2D¯2 +
1
16
A˜(s)D¯2D2 +
1
8
Bα(s)DaD¯
2 +
1
8
B˜α˙(s)D¯
α˙D2
+
1
4
C(s)D2 +
1
4
C˜(s)D¯2 + 1 . (A.5.60)
Note that only A and A˜ can contribute to the 1-loop potential.
A.5.1 Calculating the heat kernel
At this point, it is convenient to introduce some notation
a = (DαΨ)(DαΨ) , b = (D
2Ψ) , µ = (DαΨ)∂αα˙(D¯
α˙Ψ¯) ,
u2 = Ψ¯Ψ2 , F2 = b¯b/64 , G2 = u2 + F2 , β =
1
8
(
0 b¯
b 0
)
.
(A.5.61)
Note that to move between the tilded and non-tilded symbols in (A.5.60),
we make the replacements Dα ↔ D¯α˙, Ψ ↔ Ψ¯ which implies a ↔ a¯, b ↔ b¯
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and µ ↔ −µ. We are also using the convention that derivatives act on
all terms to their right unless bracketed. This means that µ is actually a
differential operator that obeys µ2 = −1
2
a¯a2. The other important square
to note is β2 = F21.
Now the heat equation (A.5.59) decomposes as
d
ds
(
A
A˜
)
= −i
(
Ψ 0
0 Ψ¯
)(
C
C˜
)
, (A.5.62a)(
d
ds
+
(
0 Ψ∂α˙α
Ψ¯∂αα˙ 0
))(
Bα
B˜α˙
)
= −i
(
(DαΨ)C
(D¯α˙Ψ¯)C˜
)
, (A.5.62b)(
d
ds
+ 2iβ
)(
C
C˜
)
+ i
(
Ψ¯(2A+ 1)
Ψ(2A˜+ 1)
)
= −1
2
(
Bα∂αα˙(D¯
α˙Ψ¯)
B˜α˙∂
α˙α(DαΨ)
)
, (A.5.62c)
with A(0) = A˜(0) = Bα(0) = B˜α˙(0) = C(0) = C˜(0) = 0. We can eliminate
A and A˜ from the equation for C and C˜ by moving to the second order DE(
d2
ds2
+ 2iβ
d
ds
+ Ψ¯Ψ2
)(
C
C˜
)
= −1
2
d
ds
(
Bα∂αα˙(D¯
α˙Ψ¯)
B˜α˙∂
αα˙(DαΨ)
)
, (A.5.62d)
where we need the initial “velocity” ∂s
(
C, C˜
)∣∣
s=0
= −i(Ψ¯,Ψ).
We can solve the coupled equations (A.5.62b, A.5.62d) for B and C by
expanding with respect to the Grassmann parameters DαΨ and D¯α˙Ψ¯,
C = C0 + aC20 + a¯C02 + µC11 + a¯aC22 ,
C˜ = C˜0 + a¯C˜20 + aC˜02 − µC˜11 + a¯aC˜22 ,
(A.5.63a)
Bα = (DαΨ)(Bˆ0 + a¯Bˆ2) + (D¯α˙Ψ¯)∂
α˙α(Bˇ0 + aBˇ2) ,
B˜α˙ = (D¯α˙Ψ¯)(
ˆ˜B0 + a
ˆ˜B2) + (D
αΨ)∂αα˙(
ˇ˜B0 + a¯
ˇ˜B2) .
(A.5.63b)
This allows us to step through the DEs order by order in DαΨ and D¯α˙Ψ¯.
In the following, we first solve the zeroth order DE (which is the only
one to have non-zero initial conditions). We then list all of the higher order
DEs before noting their common structure and providing the solutions.
Zeroth order differential equations
Keeping all terms independent of DαΨ and D¯α˙Ψ¯ in (A.5.62d) gives(
d2
ds2
+ 2iβ
d
ds
+ u2
)(
C0
C˜0
)
= 0 ,(
C0
C˜0
) ∣∣∣
s=0
= 0 ,
d
ds
(
C0
C˜0
) ∣∣∣
s=0
= −i
(
Ψ¯
Ψ
)
,
(A.5.64)
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which has the solution(
C0
C˜0
)
= −i sin sG
G
e−isβ
(
Ψ¯
Ψ
)
= −i sin sG
G
(
cos sG− iβ sin sF
F
)(
Ψ¯
Ψ
)
.
(A.5.65)
First order differential equations
Keeping only the first order terms in (A.5.62b) gives(
d
ds
+
(
0 Ψ∂αα˙
Ψ¯∂αα˙ 0
))(
(DαΨ)Bˆ0 + (D¯α˙Ψ¯)∂
αα˙Bˇ0
(D¯α˙Ψ¯)
ˆ˜B0 + (D
αΨ)∂αα˙
ˇ˜B0
)
= −i
(
(DαΨ)C0
(D¯α˙Ψ¯)C˜0
)
.
Extracting the coefficients of DαΨ and D¯α˙Ψ¯ leads to two equations that
can be recombined to give the second order DE(
d2
ds2
+ u2
)(
Bˇ0
ˇ˜B0
)
= i
(
0 Ψ
Ψ¯ 0
)(
C0
C˜0
)
, (A.5.66)
and the relation (
Bˆ0
ˆ˜B0
)
=
−1
Ψ¯Ψ
(
0 Ψ
Ψ¯ 0
)
d
ds
(
Bˇ0
ˇ˜B0
)
. (A.5.67)
Second order differential equations
At this order, we simply read off the equation(
d2
ds2
+ 2iβ
d
ds
+ u2
)(
aC20 + a¯C02 + µC11
a¯C˜20 + aC˜02 − µC˜11
)
=
1
2
d
ds
(
−µBˆ0 + a¯2Bˇ0
µ ˆ˜B0 + a2
ˇ˜B0
)
,
from (A.5.62d). This can be split into the two 2nd order DEs(
d2
ds2
+ 2iβ
d
ds
+ u2
)(
aC20 + a¯C02
a¯C˜20 + aC˜02
)
=
2
2
d
ds
(
a¯Bˇ0
a ˇ˜B0
)
, (A.5.68)
(
d2
ds2
+ 2iβ
d
ds
+ u2
)(
C11
−C˜11
)
= −1
2
d
ds
(
Bˆ0
− ˆ˜B0
)
. (A.5.69)
Although we could separate the DEs for C20 and C02, it is simpler (more
symmetric) to leave them in their entangled form.
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Third order differential equations
Keeping only the third order terms in (A.5.62b) gives(
d
ds
+
(
0 Ψ∂α˙α
Ψ¯∂αα˙ 0
))(
a¯(DαΨ)Bˆ2 + a(D¯β˙Ψ¯)∂
β˙αBˇ2
a(D¯α˙Ψ¯)
ˆ˜B2 + a¯(D
βΨ)∂βα˙
ˇ˜B2
)
= −i
(
(DαΨ)(a¯C02 + µC11)
(D¯α˙Ψ¯)(aC˜02 − µC˜11)
)
.
(A.5.70)
Using (DαΨ)µ = 1
2
a(D¯α˙Ψ¯)∂
α˙α and (D¯α˙Ψ¯)µ = −12 a¯(DαΨ)∂αα˙ we can split
the above to get the second order DE(
d2
ds2
+ u2
)(
Bˇ2
ˇ˜B2
)
= i
(
0 Ψ
Ψ¯ 0
)(
C02
C˜02
)
− i
2
d
ds
(
C11
C˜11
)
, (A.5.71)
and the relation(
Bˆ2
ˆ˜B2
)
=
−1
Ψ¯Ψ
(
0 Ψ
Ψ¯ 0
)(
d
ds
(
Bˇ2
ˇ˜B2
)
+
i
2
(
C11
C˜11
))
. (A.5.72)
Fourth order differential equations
The final DE is easily read from (A.5.62d),(
d2
ds2
+ 2iβ
d
ds
+ u2
)(
C22
C˜22
)
=
2
2
d
ds
(
Bˇ2
ˇ˜B2
)
. (A.5.73)
Results for the heat kernel
The DEs that need to be solved to find the terms of order one and greater
are all second order, inhomogeneous DEs with ‘zero’ initial conditions, i.e.,
(
d2
ds2
+ 2iβ
d
ds
+ u2
)
χC(s) = vC(s) , χC(0) = χ˙C(0) = 0 , (A.5.74a)(
d2
ds2
+ u2
)
χB(s) = vB(s) , χB(0) = χ˙B(0) = 0 , (A.5.74b)
where the χB,C are component 2-vectors of B or C respectively and the inho-
mogeneous terms vB,C depend on the solutions to lower order components.
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Using variation of parameters on the general solutions to the associated
homogeneous differential equations yields
χC(s) = e
isβ(G/F−1)
∫ s
0
dt e−2itβG/F
∫ t
0
dτ eiτβ(G/F+1)vC(τ) , (A.5.75a)
χB(s) = e
isu
∫ s
0
dt e−2itu
∫ t
0
dτ eiτuvB(τ) . (A.5.75b)
The following solutions have all been found by hand and checked that they
satisfy the original DEs and boundary conditions using Mathematica [115].
The solutions for the components of
(
C(s), C˜(s)
)
are
(
C0
C˜0
)
= −i sin(sG)
G
e−isβ
(
Ψ¯
Ψ
)
, (A.5.76a)(
C11
C˜11
)
=
s
8F2
(
sin(su)
su
− sin(sG)
sG
cos(sF)
)(
Ψ¯
Ψ
)
, (A.5.76b)(
C20
C˜20
)
=
2β
8F2
(
0 Ψ
Ψ¯ 0
)[
is
2u2
(
sin(sF)
sF
cos(sG)− cos(sF)sin(sG)
sG
)
+
β
u2
(
cos(su)
F2
− sin(sF) sin(sG)
FG
− cos(sF) cos(sG)
F2
)
(A.5.76c)
− is
2G2
(
cos(sG)− sin(sG)
sG
)
e−isβ
](
Ψ¯
Ψ
)
,
(
C02
C˜02
)
=
2
16
(
0 Ψ
Ψ¯ 0
) −iβ
F2
[
sin(sG) cos(sF)
u2G
− sin(sF) cos(sG)
u2F
(A.5.76d)
+
se−isβ
G2
(
cos(sG)− sin(sG)
sG
)](
Ψ¯
Ψ
)
,
(
C22
C˜22
)
=
−i2
128F2
[
is2β
F2
(
sin(sF)
sF
sin(sG)
sG
− sin(su)
su
)
+ s e−isβ× (A.5.76e)
×
(
sin(sG)
sG
(
1 + isβ
F2
− 3F
2 + (1 + s2u2)G2
2G4
)
+ cos(sG)
3F2 + G2
2G4
)
− s
u2
(
u2
F2
sin(su)
su
+
sin(sF)
sF
cos(sG)− cos(sF)sin(sG)
sG
)](
Ψ¯
Ψ
)
,
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and the solutions for the components of
(
Bα(s), B˜α˙(s)
)
are
(
Bˇ0
ˇ˜B0
)
=
is
2u2
(
0 Ψ
Ψ¯ 0
)(
β
F
cos(su)
sF
− e−isβ
(
i
sin(sG)
sG
+
β
F
cos(sG)
sF
))(
Ψ¯
Ψ
)
,
(A.5.77a)(
Bˆ0
ˆ˜B0
)
=
isβ
2F2
(
sin(su)
su
− sin sG
sG
e−isβ
)(
Ψ¯
Ψ
)
, (A.5.77b)(
Bˇ2
ˇ˜B2
)
=
−is2
32F2
[
2iβ
su2
(G2
F2
sin(sG)
sG
cos(sF)− cos(sG)sin(sF)
sF
)
(A.5.77c)
+
sin(su)
su
(
1− 2iβ
sF2
)
− e−isβ
((
1 +
iβ
sG2
)sin(sG)
sG
− iβ
G
cos(sG)
sG
)](
Ψ¯
Ψ
)
,(
Bˆ2
ˆ˜B2
)
=
−i
Ψ¯Ψ
1
16F2
(
0 Ψ
Ψ¯ 0
)[
sin(su)
2u
− cos(su)sF
2 − 2iβ
2F2
(A.5.77d)
−
(
sin(sG)
G
+
iβ
F2
cos(sG)
)
cos(sF)
+
1
2G2
(
u2s cos(sG) + (F2 + G2)
sin(sG)
G
)
e−isβ
](
Ψ¯
Ψ
)
.
The solution for
(
A(s), A˜(s)
)
is just a term-by-term integration of the so-
lution for
(
C(s), C˜(s)
)
given in (A.5.76) above.
From the above results, the initial condition Ω(0) = 1 is easily checked.
It is also worth checking that the initial velocity Ω′(0) = − i
4
(Ψ¯D2 +ΨD¯2) is
satisfied, which implies that only
(
C0, C˜0
)
has a non-vanishing first deriva-
tive at s = 0. The above results have the correct initial velocity.3
A.5.2 Ka¨hler approximation
The condition Ψ = const can be used, e.g., to calculate the Ka¨hler potential
of the Wess-Zumino model (see chapter 3). In this limit we have a =
b = µ = F = 0 and u2 = G2 = Ψ¯Ψ2, which implies that B = B˜ = 0,
C = −iΨ¯ sin(su)/u and A = A˜ = Ψ¯Ψ(cos(su) − 1)/u2. This means that
3We note that while the results presented in [69] do satisfy the initial condition
Ω(0) = 1, the typograpical errors cause the higher components to not satisfy the initial
velocity condition Ω′(0) = − i4 (Ψ¯D2 + ΨD¯2).
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Ω(s) has the expansion
Ω(s) = 1− i
4
sin su
u
(
Ψ¯D2 + ΨD¯2
)
+
Ψ¯Ψ
16
cos su− 1
u2
{
D2, D¯2
}
. (A.5.78)
This result can also be derived directly from (A.5.59). In the limit of Ψ =
const, we can take a second propertime derivative to find the inhomogeneous
harmonic oscillator equation4
Ω′′(s) = − 1
16
Ω(s)(Ψ¯D2 + ΨD¯2)2 = −u2Ω(s)(P+ + P−) = −u2Ω(s) + u2P0 ,
with the initial conditions Ω(0) = 1, Ω′(0) = − i
4
(Ψ¯D2 + ΨD¯2). This is
easily solved to give (A.5.78).
A.5.3 Expansion up to four derivatives
The leading order term in the auxiliary potential contains four Grassmann
derivatives. In this subsection we expand the solution for C(s), given above,
up to four derivatives and then integrate to find A(s) that is used in the
one-loop effective action calculation.
The basic series expansions needed are
G = u
(
1 +
F2
2u2
+ . . .
)
, e−isβ = 1− isβ − 1
2
s2F2 + . . .
cos(sF) = 1− 1
2
s2F2 + . . . , cos(sG) = cos(su)
(
1− su tan(su)
2u2
F2 + . . .
)
sin(sF)
sF
= 1− 1
6
s2F2 + . . . ,
sin(sG)
sG
=
sin(su)
su
(
1− 1− su cot(su)
2u2
F2 + . . .
)
.
4In deriving this differential equation we used the standard superspace projectors
P+ =
D¯2D2
162
, P− =
D2D¯2
162
, P0 =
DαD¯2Dα
−82 =
D¯α˙D
2D¯α˙
−82 ,
PiPj = δij , P0 + P+ + P− = 1 .
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We can then quickly read off the components of C(s) to the relevant orders(
C0
C˜0
)
= −i sin(su)
u
(
1− isβ − 1 + s
2u2 − su cot(su)
2u2
F2
)(
Ψ¯
Ψ
)
,(
C11
C˜11
)
=
sin(su)
u
(
1 + s2u2 − su cot(su)
24u2
)(
Ψ¯
Ψ
)
,(
C20
C˜20
)
=
is
128u2
((
1 +
1
3
s2u2
)
cos(su)− sin(su)
su
)(
b¯Ψ¯/Ψ
bΨ/Ψ¯
)
,(
C02
C˜02
)
=
s2
16
(sin(su)
su
− cos(su)
)(Ψ/Ψ¯
Ψ¯/Ψ
)
+
(
0 Ψ¯/Ψ
Ψ/Ψ¯ 0
)(
C20
C˜20
)
,(
C22
C˜22
)
=
is
210u2
((2
3
s2u2 − 7) cos(su)− sin(su)
su
(
s4u4 + 3s2u2 − 7))(1/Ψ
1/Ψ¯
)
.
Using the relation (A.5.62a), we integrate the above to find(
A0
A˜0
)
= −Ψ¯Ψ
u2
(
1− cos(su)
)(1
1
)
− iβ
u3
(
su cos(su)− sin(su)
)(Ψ¯2
Ψ2
)
− Ψ¯ΨsF
2u3
(
su cos(su)− sin(su)
)(1
1
)
,(
A11
A˜11
)
=
−isΨ¯Ψ
16u3
(
sin(su)− su cos(su))(1
1
)
,(
A20
A˜20
)
=
s
128u3
(
su cos(su)− (1− 1
3
s2u2
)
sin(su)
)(b¯Ψ¯
bΨ
)
,(
A02
A˜02
)
=
−i
16u3
((
3− s2u2) sin(su)− 3su cos(su))(Ψ2/Ψ¯
Ψ¯2/Ψ
)
+
(
A˜20
A20
)
,(
A22
A˜22
)
=
s
1024u3
((
7− 10
3
s2u2
)
sin(su) + su
(
s2u2 − 7) cos(su))(1
1
)
.

B Effective potential for the
Wess-Zumino model in
components
In this appendix we derive the well-known [122–129] form of the one-loop
effective potential (3.3.57) using the component formalism of the Wess-
Zumino model. We then evaluate the integrals to get the resultant compo-
nent effective potential in a form that aids the comparison with the com-
ponent projections of the superfield effective potential in section 3.3.4.
B.1 Background field quantisation
Projecting the classical Wess-Zumino action (3.1.1) to components using
Φ| = φ , DαΦ| =
√
2ψα , −1
4
D2Φ| = F , (B.1.1)
yields the component action
S[φ, ψ, F ] =
∫
d4x
(
− (∂aφ¯)(∂aφ¯) + i
2
(
ψ∂ψ¯ − ψ¯∂ψ)+ F¯F
+
{
F
(
mφ+
λ
2
φ2
)− 1
2
ψ2(m+ λφ)
}
+ c.c.
)
.
(B.1.2)
We want to examine the purely bosonic effective potential, so make the
quantum-background split
φ→ φ+ a , F → F + f , ∂ba = ∂bf = 0 .
With this background, the action becomes
S[φ+ a, ψ, F + f ] = S[a, f ] + Slin + Squad + Sint ,
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where the tree level potential is
S[a, f ] =
∫
d4x
(
f¯f + f(ma+
λ
2
f 2) + c.c.
)
on-shell−−−−→ −
∫
d4x
∣∣ma+ λ
2
a2
∣∣2 .
The linear term, Slin, does not contribute to the effective action, while the
interaction term,
Sint =
∫
d4x
(λ
2
φ2F + c.c.
)
,
only contributes at higher loops. Finally, the terms quadratic in the quan-
tum fields are
Squad =
∫
d4x
(
φ¯2φ+ iψ∂ψ¯ + F¯F +
(
m′φF +
λf
2
φ2 − m
′
2
ψ2 + c.c.
))
,
where m′ , m+ λa. This can be written in the functional form
Squad =
1
2
(
iψ −iψ¯)(m′1 i∂
i∂˜ m¯′1
)(
iψ
−iψ¯
)
(B.1.3)
+
1
2
(
φ φ¯ F F¯
)
λf 2 m′ 0
2 λ¯f¯ 0 m¯′
m′ 0 0 1
0 m¯′ 1 0


φ
φ¯
F
F¯
 , (B.1.4)
from which we read of the fermionic and bosonic Hessians HF and HB.
B.2 One-loop effective potential
From (B.1.3), we can immediately write down the one-loop effective action
Γ(1) = Γ
(1)
B + Γ
(1)
F =
i
2
log DetHB − i
2
log DetHF .
Both of the contributions are easily evaluated through repeated use of the
identity
Det
(
A B
C D
)
= Det(D)Det(A−BD−1C) = Det(AD −BD−1CD) .
We find
Γ
(1)
F = −
i
2
log Det
(|m′|21− (i∂)(i∂˜)) = −i log Det(|m′|2 −2) ,
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and
Γ
(1)
B =
i
2
log Det
((
2 λ¯f¯
λf 2
)
− |m′|21
)
=
i
2
log Det
(
(2− |m′|2)2 − |λf |2) .
These are then recombined to get the result quoted in (3.3.57)
Γ(1) =
i
2
log Det
(
1− |λf |
2
(2− |m+ λa|2)2
)
. (B.2.5)
This can be evaluated by going to momentum space
Γ(1) =
i
2
∫
d4x
∫
ddk
(2pi)d
log
(
1− |λf |
2
(k2 + |m+ λa|2)2
)
,
and factorising the argument of the logarithm
V (1) = − i
2
∫
ddk
(2pi)d
[
log(k2 + |m′|2 − |λf |) + log(k2 + |m′|2 + |λf |)
− 2 log(k2 + |m′|2)
]
. (B.2.6)
Each of the terms in the above integral is UV divergent (converging for
1 < ε < 2)
(4pi)2V (1) =
−Γ(ε)(4pi)ε
2(2− 3ε+ ε2)
[
(|m′|2 − |λf |)2−ε + (|m′|2 + |λf |)2−ε − 2(|m′|2)2−ε
]
=
|λf |2
4
(
− 2
ε
− 3 + 2 log |m
′|2
µ¯2
)
+
(|m′|2 + |λf |)2
4
log
|m′|2 + |λf |
|m′|2
+
(|m′|2 − |λf |)2
4
log
|m′|2 − |λf |
|m′|2 +O(ε) .
This expression separates into a term quadratic in |f |, which lifts to the
Ka¨hler potential, and terms of order |f |4 and higher that produce the aux-
iliary potential:
(4pi)2V (1) =
|λf |2
2
(
− 1
ε
+ log
|m′|2
µ¯2
)
−
(3
4
|λf |2 − |λf ||m′|2 tan−1 |λf ||m′|2 −
|λf |2 + |m′|4
4
log
(
1− |λf |
2
|m′|4
))
.
Using the results of the discussion in section 3.3.4, we see that the above
expression lifts to reproduce the full superfield effective potential (3.2.20,
3.3.53).

C Integer relation algorithms
In this appendix we use integer relation algorithms to examine the integrals
that occur at two-loops in (S)QED with a self-dual background. In this
thesis, such integrals are found in section 4.5.
C.1 Introduction
The advent of quick and powerful integer relations algorithmsis one of the
major advances in modern computer based mathematics. In fact, in special
issue [262] of the “Computing in Science and Engineering” magazine, named
the PSLQ algorithm [263, 264] as one of the “top 10 algorithms” of the 20th
century.
An integer relation algorithm is a procedure that, given a list of real
(complex) numbers x = (x1, x2, . . . , xn), will say whether there exists a set
of integers (Gaussian integers) a = (a1, a2, . . . , an) such that
a1x1 + a2x2 + · · ·+ anxn = 0 . (C.1.1)
For such an algorithm to be useful it needs to be fast, numerically stable
and able to track precision or give bounds on the final output.
The first known integer algorithm is Euclid’s algorithm which has been
known since at least the time of the ancient Greeks. Given a pair of numbers
x and y, chosen such that (without loss of generality) x > y > 0, you can
write x = q0y + r0 for some integer quotient q0 > 0 and some remainder
0 ≤ r0 < y. This is rewritten as
x
y
= q0 +
r0
y
= q0 +
1
y/r0
.
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Now since y > r0, we must have y/r0 = q1 + r1/r0 for integer q1 > 0 and
some 0 ≤ r1 < r0. This process continues and yields the continued fraction
x
y
= q0 +
1
q1 +
1
q2 + . . .
1
qn + rn/rn−1
.
As argued in Euclid, Book VII, for integer (or equivalently rational) x and y,
the remainders must also be integers. Then, since it is a strictly decreasing
sequence bounded by zero, the algorithm terminates in a finite number
steps, the final nonzero remainder being the greatest common divider of x
and y. In Euclid, Book X, the algorithm was given for line segments, or
equivalently their real number lengths. Now the remainders are themselves
line segments and so algorithm only terminates if the original lines are
commensurable, i.e., if their lengths x and y satisfy the relation
a1x+ a2y = 0 , a1, a2 ∈ Z .
In many cases, the real numbers x and y can only be calculated to a certain
precision (number of significant decimal digits). Then the algorithm should
terminate if the remainder is zero to the precision at that step or when the
remainder has zero precision. In the first case, the numbers have an integer
relation at that precision, in the second case they do not.
Euclidean-type algorithms are used in many areas of mathematics, how-
ever, for this appendix, the relevant generalisation is to an algorithm on
integer lattices. Any two non-parallel vectors ~x,~y ∈ Zd generate a two di-
mensional lattice Λ = {a1~x+ a2~y|ai ∈ Z}. The problem of basis reduction
is to find a short basis for for Λ, i.e., a pair (~x′,~y′) that generates the same
lattice and is as orthogonal as possible. For a 2D lattice, this means that the
angle α between~x′ and~y′ must be such that sin(α) ≥ 1/2. Such a basis may
be created by repeated application of the map (~x,~y)→ (~y,~x−q~y) where we
assume that |~x| ≥ |~y| and define q =
⌊
~x·~y
~y·~y
⌉
, where bze = sgn(z) ⌊|z|+ 1
2
⌋
.
This is known as Gauss’ algorithm, despite it first being described by La-
grange and only later by Gauss (see [265, 266] and references within).
The problem of basis reduction for higher dimensional lattices was solved
in 1850 by Hermite, but since it contains the shortest vector problem as a
subproblem, the algorithm is necessarily NP. The first polynomial time
algorithm was given in 1982 by Lenstra, Lenstra and Lova´sz (LLL) [267].
It does not yield a completely reduced basis, but only guarantees a “LLL
reduced” basis – which is good enough for most applications.
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Any lattice reduction algorithm can be used as an integer relation algo-
rithm by taking the vector of real numbers, ~x ∈ Rn, multiplying them by
the m ≈ 10p, where p is the lowest precision, and truncating to get a vector
of (large) integers, ~y ∈ Zn. The lattice is then spanned by the rows of the
augmented identity matrix B = (In|~y). Elements in the reduce basis will be
of the form (~a |~a·~y), and since |~y| is large, the smallest reduced basis element
will be the smallest integer vector ~a such that ~a ·~y ≈ 0. If this relation is
stable under both varying the multiplier m and/or increasing the precision
then the result can be considered to be more than an numerical artifact.
If the algorithm does not terminate before the precision is exhausted, then
bounds can be placed on the existence of an integer relation.
Finding multidimensional generalisations of the Euclidean integer rela-
tion algorithm has a long history, with attempts made by Jacobi, Hermite,
Poincare´ and others [264, 268]. All of these attempts were without proofs
and counterexamples were found. The first proven multidimensional al-
gorithm was given in 1977 by Ferguson and Forcade [268]. The PSLQ
algorithm [263, 264], like its forbear the Ferguson-Forcade algorithm, is an
integer relation algorithm that does not rely on lattice reduction, although
is based on lattice manipulations. Since it can use machine arithmetic in
many intermediate steps, it is faster than other integer relation algorithms.
It was made famous by its use in the discovery of the BBP formula [269]
pi =
∞∑
k=0
1
16k
(
4
8k + 1
− 2
8k + 4
− 1
8k + 5
− 1
8k + 6
)
,
which can be combined with a spigot algorithm to extract the binary/hex-
adecimal digits of pi. A large (and growing) number of such formulæ are
now known [270] which can be used to extract the digits of a variety of
constants in a number of bases.
PSLQ is now extensively used in the study of Euler sums (which are
also known as multiple zeta values) [271–273]
ζ
(
s1, s2 . . . sr
σ1, σ2 . . . σr
)
,
∑
k1>k2>···>kr>0
σk11
ks11
σk22
ks22
. . .
σkrr
ksrr
,
where the σi = ±1. These sums occur, e.g., in the study of higher loop
Feynman diagrams. PSLQ has also been used to directly solve the differ-
ential equations associated with Feynman diagrams [274], see appendix D
for a discussion of the differential equations associated with the two-loop
vacuum integrals.
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C.2 Application to (S)QED with a self-dual
background
The self-dual low-energy effective action ofN = 0, 1, 2 SQED can be written
in terms of products and derivatives of the function
ξ(x) = −x
(
1
2x
− log(x) + ψ(x)
)
=
1
2
∫ ∞
0
ds
(
1
s2
− 1
sinhs
)
e−2sx ,
(C.2.2)
where ψ(x) = Γ′(x)/Γ(x) is the digamma function, x ∼ m2/F and F is the
single degree of freedom left in the field strength. See [1, 72, 158–162] for
these results.
The two-loop scalar and spinor QED effective actions are both quadratic
in ξ(x):
L(2)spinor ∝
3
2
ξ2(x)− ξ′(x) , L(2)scalar ∝ −3ξ2(x) + ξ′(x) .
However, the known two-loop results for supersymmetric theories prior to
[1] were all linear in ξ(x) and its derivatives. The N = 2 SQED 2-loop
effective action is proportional to
1 + x2ξ′′′(x) ,
and the N = 4 SU(N) SYM effective action in a U(1) gauge multiplet
background is proportional to
1
x2
− 4
x
ξ(x) + 4ξ′(x)− 2xξ′′(x) .
Like the non-supersymmetric calculations, the N = 1 SQED two-loop
effective action contains products of ξ(x) and its derivatives. As seen in
section 4.5, the calculation can be broken up into parts coming from the
functions T (s, t), f(s) and F±(s) defined in equations (4.3.32), (4.3.15) and
(4.3.25) respectively. The first two parts are straightforward to calculate,
see section 4.5, but the contribution coming from F± is hard to integrate
and is the primary reason for this appendix.
C.2.1 LLL in Mathematica
Since version 1, Mathematica [275] has had an implementation of the LLL
algorithm1 which can be used to construct an integer relation algorithm.2
1For details, see http://reference.wolfram.com/mathematica/ref/LatticeReduce.html.
2Since version 8 (2010), Mathematica also has an PSLQ based integer relation algo-
rithm called FindIntegerNullVector.
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Based on some code by Prof. Paul Abbott [276], we define
Recognize [ num Real , b a s i s L i s t , ord ?Positive ] := Module [
{vect , mat , l r , ans } ,
vect = Round[ 10ˆFloor [ ord − 1 ] Join [{num} , N[ bas i s , ord ] ] ] ;
mat = Append [ IdentityMatrix [Length [ vect ] ] , vect ] ;
l r = LatticeReduce [Transpose [ mat ] ] ;
While [ l r [ [ 1 , 1 ] ] === 0 , l r = RotateLeft [ l r ] ] ;
ans = First [ l r [ [ 1 ] ] ] ˆ ( − 1 ) Most [Rest [ l r [ [ 1 ] ] ] ] . b a s i s ;
Sign [ N@ans ] Sign [num] ans ]
Recognize [ num , b L i s t ] := Recognize [num, b , Precision [num ] ]
We then define numerical values for the symbolic derivatives Xi[n,x] =
ξ(n)(x) and the basis lists XiList1 and XiList2:
Xi [ x ] := −x (1/(2 x ) − Log [ x ] + PolyGamma[ x ] )
N[ Xi [ n Integer , x ] , p r e c :MachinePrecision ] :=
N[Derivative [ n ] [ Xi ] [ x ] , prec ] ;
X iL i s t1 [ x , m ] := Prepend [Table [ Xi [ n , x ] , {n , 0 , m} ] , 1 ]
X iL i s t2 [ x , n ] := Union@Flatten@Outer [Times,#,#]&@XiList1 [ x , n ]
In the following subsections we outline how the above code is used to
find the closed form for some of the integrals examined in section 4.5. A
more complete examination can be found in the attached Mathematica note-
book [277]. This notebook also contains code for the series expansion check
mentioned at then end of section 4.5.
One-loop
As a quick check, we see if Recognize can identify the correct one-loop
result. First, define the numerical integral
oneLoop [ x , p r e c :MachinePrecision ] :=
NIntegrate [ s (1/ s ˆ2 − 1/Sinh [ s ] ˆ 2 )Eˆ(−2 s x ) ,
{ s , 0 , Inf inity } , WorkingPrecision −> prec ]
We can then check that it works for the first few integer values of x. Using
20 digits of precision,
Table [ Recognize [ oneLoop [ x , 2 0 ] , X iL i s t1 [ x , 4 ] ] , {x , 5} ]
returns
{−Xi [ 1 , 1 ] , −Xi [ 1 , 2 ] , −Xi [ 1 , 3 ] , −Xi [ 1 , 4 ] , −Xi [ 1 , 5 ] }
which is consistent with the analytic result∫ ∞
0
ds s
(
1
s2
− 1
sinh2(s)
)
e−2sx = −ξ′(x) .
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Two-loop: IF
Here we are interested in finding a closed form expression for the integral
2x2
∫ ∞
0
dsdt sinh2(s+ t)
(
s2
sinh2 s
− st cosh(s+ t)
sinh s sinh t
)
e−2x(s+t) .
Although we could do a two dimensional numerical integral, it is slow to
get the required precision for the Recognize function. It is best to use
the change of variables (4.5.65) and then perform the α-integral to get the
one-dimensional integrand
intgnd [ x , t ] := 2 xˆ2 Csch [ t ] ˆ2 Eˆ(−2 t x ) (
t Coth [ t ] PolyLog [ 2 , Eˆ(2 t ) ] − PolyLog [ 2 , Eˆ(−2 t ) ]
− Coth [ t ] PolyLog [ 3 , Eˆ(2 t ) ]
+ (Zeta [ 3 ] + Zeta [ 2 ] t − t ˆ2 + 1/3 t ˆ3) Coth [ t ]
− 3 t ˆ2 + 2 t Log [Eˆ(2 t ) − 1 ] + Zeta [ 2 ] )
that is integrated over all positive t. We define the memoized, arbitrary
precision numerical integral
i n t [ x , p r e c :MachinePrecision , mr :Automatic ] :=
i n t [ x , prec , mr ] = Total [ P a r a l l e l T a b l e [Block [{NIntegrate} ,
NIntegrate [ intgnd [ x , t ] , { t , Sequence@@pts } ,
WorkingPrecision −> prec , MaxRecursion −> mr ] ] ,
{pts , Partition [{0 , 1 , 10 , Inf inity } , 2 , 1 ] } ] ]
where, from examining the shape of intgnd[x,t], we’ve broken the integral
into the ranges (0, 1), (1, 10), (10,∞) to aid the convergence.
A bit of experimentation shows that the working precision of 32 decimal
places is sufficient to identify the integral. Running
intTable = Table [ Recognize [ i n t [ x , 3 2 ] ,
Union [ X iL i s t1 [ x , 3 ] , X iL i s t2 [ x , 1 ] ] ] , {x , 1 , 7} ]
returns a list containing the identities for the first 7 integer values of x.
We can then use the Mathematica function Fit to fit the coefficients of the
basis to polynomials in x,
Transpose [ List @@@ Expand [ intTable ] ] / . Xi [ , ] −> 1 ;
Fit [# , {1 , x , x ˆ2 , x ˆ3} , x ] & /@ % // Chop // Rationalize
This outputs
{1/4 ,−2 x ,−1 ,2 x ˆ2 ,2 x,−xˆ2,−xˆ3}
from which we obtain the result (4.5.69).
Integer relations in XiList2
It turns out that for specific integer x, the basis functions XiList2[x,
3] are actually overcomplete. This can cause problems in using integer
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relations algorithms to identify IF. In the case of the LLL-based Recognize
algorithm above, this is problem is mostly avoided by the inclusion of the
RotateLeft line to choose the first row of the reduced basis that has a
nonvanishing dependence on the number of interest. Algorithms not based
on a full lattice reduction often do not give this option and the use of an
overcomplete basis becomes problematic. For each x, the basis would have
to be reduced to a minimal one, and then the representation of the quantity
of interest would have to be interpreted modulo the basis relation for that
specific x.
Although we won’t examine this issue further, we will use the built-
in PSLQ-based FindIntegerNullVector algorithm to identify the integer
relations obeyed by the basis used in the IF calculation,
Union [ X iL i s t1 [ x , 3 ] , X iL i s t2 [ x , 1 ] ] ==
{1 , Xi [ 0 , x ] , Xi [ 0 , x ] ˆ 2 , Xi [ 1 , x ] , Xi [ 0 , x ] Xi [ 1 , x ] ,
Xi [ 1 , x ] ˆ 2 , Xi [ 2 , x ] , Xi [ 3 , x ]}
for the first few values of x. The command
Xi2Rel = Table [ F indIntegerNul lVector [
N[Union [ X iL i s t1 [ x , 3 ] , X iL i s t2 [ x , 1 ] ] , 1 5 0 ] ] , {x , 1 , 10} ]
returns the table of identities
−2 −6 −12 6 24 −12 15 −5
4 −63 −6 126 24 −24 30 −20
−43 864 32 −2592 −192 288 −360 360
−106 2703 54 −10812 −432 864 −1080 1440
−35329 1101504 13824 −5507520 −138240 345600 −432000 720000
...
...
...
...
...
...
...
...
 (C.2.3)
this table generates exact integer relations, as can be checked using
Table [ Xi2Rel [ [ x ] ] .Union [ X iL i s t1 [ x , 3 ] , X iL i s t2 [ x , 1 ] ] ,
{x , 1 , 10} ] / . Xi [ n , x ] :> Derivative [ n ] [ Xi ] [ x ] // Expand
which returns a list of zeros.
C.2.2 PSLQ in python with mpmath
The multi precision mathematics library for Python3, mpmath [278], is used
in both of the major Python based computer algebra systems, Sage [279]
and SymPy [280]. It contains an implementation of PSLQ that is also tied
into various built-in number recognition algorithms.4
3htpp://www.python.org
4See http://mpmath.googlecode.com/svn/trunk/doc/build/identification.html for
more details.
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The following code tests the identity∫ ∞
0
s3csch2(s)e−2sxds =
1
4x2
(
1 + x2ξ′′′(x)
)
,
that occurs in the integral III of equation (4.5.66). The code is set to use
50 digits of precision and will run on any computer with a working install
of python and mpmath.
from mpmath import mp, quad , pslq , i n f , d i f f , \
exp , csch , log , p s i
mp. dps = 50 ; mp. pre t ty = True
x i = lambda x : −x ∗ (1/(2∗x ) − l og ( x ) + p s i (0 , x ) )
def x i L i s t 1 (x , i ) :
return [ 1 ] + [ d i f f ( xi , x , i ) for i in range ( i +1) ]
###########################
# Check the r e l a t i o n
# 4 ∗ x∗∗2 ∗ I2a ( x ) == 1 + x∗∗2 ∗ x i ’ ’ ’ ( x )
def I2a ( x ) :
return quad ( ( lambda s : s ∗∗3 ∗ csch ( s ) ∗∗2 ∗ exp(−2∗x∗ s ) ) , [ 0 ,
i n f ] )
print [ p s lq ( [ I2a ( x ) ] + x i L i s t 1 (x , 4) ) for x in range (1 , 6) ]
# [[−4 , 1 , 0 , 0 , 0 , 1 , 0 ] ,
# [−16 , 1 , 0 , 0 , 0 , 4 , 0 ] ,
# [−36 , 1 , 0 , 0 , 0 , 9 , 0 ] , . . . ]
The final commented lines above are the output of the program and
clearly demonstrate that the result (4.5.66) found for III is correct.
D Two-loop vacuum integrals
D.1 Introduction
This chapter is devoted to the study of the two-loop vacuum integrals. For
convenience we restrict our attention to d = 4− 2ε dimensional Euclidean
integrals, the Wick rotation to Minkowski integrals being straightforward.
There are only two possible two-loop topologies:
1) The figure-eight graph
J(x1, x2) = ~p ~k
x2 = m
2
2x1 = m
2
1
=
∫
dk dp
1
p2 +m21
1
k2 +m22
; (D.1.1)
2) The fish/sunset diagram
I(x1, x2, x3) =
~p+ ~k
~p
~k
x2 = m
2
2
x3 = m
2
3
x1 = m
2
1
=
∫
dk dp
(p2 +m21)((p+ k)
2 +m22)(k
2 +m23)
,
(D.1.2)
where we’ve used the dimensionally regularised momentum measure dk =
µ2ε(2pi)−dddk and similarly for dp.
The figure-8 graph (like any 1-vertex reducible graph) decomposes into
a product of separate Feynman integrals,
J(x1, x2) = J(x1)J(x2) . (D.1.3)
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Where J(m2) is the one-loop integral defined by
J(m2) = µ2ε
∫
ddk
(2pi)d
1
k2 +m2
=
µ2ε
(4pi)d/2
∫ ∞
0
ds
sd/2
e−m
2s (D.1.4)
=
µ2ε
(4pi)d/2
Γ
(
1− d
2
)
md−2 ≈ − m
2
(4pi)2
(
1
ε
+ 1− log m
2
µ¯2
+ O(ε)
)
,
and µ¯2 = 4pie−γµ2 is the modified minimal subtraction (MS ) renormalisa-
tion point. Note that this integral is related to (2.5.62) via
J(m2) = m2
∂
∂m2
J(m2) .
D.2 Fish diagram
In this section we present a derivation of a closed form for (D.1.2). In the
literature there are four main approaches to calculating this integral. It can
be directly calculated, as in [281] where the Mellin-Barnes representation
for the propagators is used, or it can be calculated indirectly by exploiting
the different differential equations [282–285] that I(x1, x2, x3) has to satisfy.
The first differential equation is the homogeneity equation,
(1− 2ε−
∑
i
xi∂xi)I(x1, x2, x3) = 0 , (D.2.5)
and was used in [286–288] to express I(x1, x2, x3) in terms of its first deriva-
tives, which have a nicer ε-expansion. The second type of differential equa-
tion is the ordinary differential equation of [289].1 The final approach uses
first-order partial differential equations and was first given in [291]. It is the
approach that we’ll re-examine in this section. All of these approaches must
yield equivalent results and we leave such comparisons to [2] and references
within.
In [291] and later publications, e.g., [2, 74, 91], a sequence of first or-
der partial differential equations was derived by using integration by parts
identities for the momentum integrals (D.1.2). These equations were then
integrated using the method of characteristics. In this appendix we present
a new way of looking at these differential equations and show that they be-
long to a group of continuous flows of the mass parameters. This new point
of view is enlightening in that it shows how such groups can be derived for
any Feynman diagram and how they’re related to the contraction/deletion
1Also used in [290] for the special case of two equal masses.
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properties of the Symanzick polynomials2 of that diagram. Research in this
direction is ongoing and we leave the details to future publications.
We start by writing the fish diagram (D.1.2) using the Schwinger prop-
ertime parameters (the Schwinger-Nambu representation [292])
I(x1, x2, x3) =
µ4ε
(4pi)d
∫ ∞
0
e−s1x1−s2x2−s3x3ds1ds2ds3
(s1s2 + s2s3 + s3s1)d/2
, (D.2.6)
where s1s2 + s2s3 + s3s1 is the (first) Symanzik polynomial [293–295] for
the graph (D.1.2). We can recast this into a vector form
I(x) =
µ4ε
(4pi)d
∫ ∞
0
e−s
Txd3s
(sTQs)d/2
where Q =
1
2
0 1 11 0 1
1 1 0
 . (D.2.7)
Now let x = x(t) = eAtx(0) for some constant matrix A and consider the
variation of I(x(t)) with respect to t:
d
dt
I(x) = xTAT∂xI(x) =
µ4ε
(4pi)d
∫ ∞
0
sTA∂se
−sTxd3s
(sTQs)d/2
, (D.2.8)
integrate by parts to get
d
dt
I(x) =
−µ4ε
(4pi)d
∫ ∞
0
sjAjie
−sTx
(sTQs)d/2
d2s
∣∣∣
si=0
−tr(A)I(x) + d µ
4ε
(4pi)d
∫ ∞
0
sTAQs e−s
Tx
(sTQs)d/2+1
d3s .
The first term above is the sum of diagrams with the ith line contracted
while the final term is proportional to I(x) if
AQ+QAT = kAQ . (D.2.9)
Taking the trace of the above implies that kA =
2
3
tr(A). So, assuming that
(D.2.9) holds, we have the flow equation
d
dt
I(x) =
∑
i,j
Aji∂xjJ(xi+1)J(xi+2) +
d− 3
3
tr(A)I(x) , (D.2.10)
where we’re using cyclic indices on the xi in the first term. When A is
proportional to the identity matrix (D.2.10) reduces to the homogeneity
2Mathematica code for constructing Feynman diagrams and calculating their prop-
erties (including the Symanzick polynomials) has been made available at http://
demonstrations.wolfram.com/ScalarFeynmanDiagramsAndSymanzikPolynomials/.
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equation (D.2.5). To remove the homogeneity equation we can restrict A
to be traceless and we obtain the final set of flow equations
d
dt
I(x) = xTAT∂xI(x) =
∑
i,j
Aji∂xjJ(xi+1)J(xi+2)
where AQ+QAT = 0 .
(D.2.11)
This gives the variation of the integral as we change the masses purely as a
sum of contractions of the original Feynman diagram.
Equation (D.2.11) means that A must be in the Lie algebra that leaves
the symmetric formQ invariant. The eigenvectors ofQ are (1, 1, 1), (1,−1, 0)
and (0, 1,−1) with the eigenvalues 1, −1
2
and −1
2
respectively, meaning that
the Lie algebra is isomorphic to so(1, 2). We choose our generators to be
A1 =
 0 1 −1−1 0 1
1 −1 0
 , A2 =
1 1 −11 1 −1
0 0 −2
 , A3 =
2 0 01 −1 −1
1 −1 −1
 .
(D.2.12)
Expanding out (D.2.11) shows that linear combinations of these genera-
tors (combined with the homogeneity equation) yield all of the differential
equations that can be obtained in the usual way by hitting the integrand
of (D.1.2) by the operator ∂kikj· (where ki,j ∈ {k, p}) and integrating by
parts. Exponentiating these generators is easy by observing that they are
(proportional to) periodic matrices: A31 = −3A1 and A32,3 = 4A2,3.
Since AT leaves sTQs invariant, A must leave invariant the polynomial
∆(x) = xTQ−1x = 2(x1x2 + x2x3 + x3x1)− x21 − x22 − x23 . (D.2.13)
Thus our differential equations flow along surfaces of constant ∆. These
surfaces are hyperbola centered around the vector (1, 1, 1) and since xi ≥
0, the flows are restricted to either the upper sheet of the two sheeted
hyperbola for ∆ > 0 or three sections of the single sheeted hyperbola for
∆ < 0. We can move between the three slices for ∆ < 0 using the invariance
of the integral under permutations of the masses. The symmetric form ∆
is exactly that which arises naturally (but less directly) in all of the other
approaches to evaluating I(x) discussed above. ∆(x) can be written as the
Cayley determinant
∆(x, y, z) = − det

0 1 1 1
1 0 x y
1 x 0 z
1 y z 0
 ,
D.2. FISH DIAGRAM 179
and, since
∆(m21,m
2
2,m
2
3)
(m1 +m2 +m3)
= (−m1 +m2 +m3)(m1 −m2 +m3)(m1 +m2 −m3) ,
∆ only vanishes if one of the masses is equal to the sum of the other two.
This condition naturally arises follows from the combination of the BPS
condition mi = Z|ei| and charge conservation in N = 2 calculations in a
covariantly constant background [74].
Our approach to integrating (D.2.6) is to follow [291] (and [2, 74, 91])
and choose a sequence of two simple flows to take an arbitrary mass config-
uration to the simple endpoints I(
√−∆, 0, 0) and I(√∆/3,√∆/3,√∆/3)
for ∆ < 0 and ∆ ≥ 0 respectively. We then relate the two using analytic
continuation to get a single, symmetric form for the result which is then
expanded around d = 4.
We choose the first flow to be the rotation (about (1, 1, 1)) generated by
A1 that takes some x(0) = (X, Y, Y ) to the general point x(t) = (x1, x2, x3).
This rotation preserves the quantity c = x1 + x2 + x3 as well as ∆, so we
can solve ∆ = X(4Y −X) and c = X + 2Y to find
3X = c+
√
c2 − 3∆ , 6Y = 2c−
√
c2 − 3∆ .
Note that we don’t need the explicit forms of X and Y , nor do we need
to know the explicit value of t, we merely need to know that we can reach
X and Y without traveling through negative masses. This means that for
∆ < 0 we must use the permutation symmetry to choose x1 ≥ x2 +x3. The
differential equation (D.2.11) generated by A1 is
d
dt
I(x) = J ′(x1)(J(x3)− J(x2)) + cyclic (D.2.14)
= −Γ
(
1− d
2
)
Γ
(
2− d
2
)(
x˙1
((
x1 − c
2
)2
+
∆
4
)d/2−2
+ cyclic
)
,
where in the last line we used the one-loop result (D.1.4) and the kinematic
flow (using cyclic indices)
x˙i =
∑
j
Aijxj = xi+1 − xi+2 . (D.2.15)
This can be integrated as
I(x, y, z) = I(X, Y, Y )− Γ
(
1− d
2
)
Γ
(
2− d
2
)
×
×
(∫ x1− c2
X− c
2
+
∫ x2− c2
Y− c
2
+
∫ x3− c2
Y− c
2
)
ds
(s2 + ∆/4)2−d/2
.
(D.2.16)
180 APPENDIX D. TWO-LOOP VACUUM INTEGRALS
For the second flow, we use the hyperbolic rotation generated by A3
to move from X(0) = (X0, Y0, Y0) to X(t) = (X, Y, Y ). As above, we can
integrate the differential equation
d
dt
I(X, Y, Y ) = 2J ′(Y )(J(Y )− J(X)) , (D.2.17)
to get
I(X, Y, Y ) = I(X0, Y0, Y0)− Γ
(
1− d
2
)
Γ
(
2− d
2
)
×
×
(∫ X
2
−Y
X0
2
−Y0
+
∫ −X
2
−X0
2
)
ds
(s2 + ∆/4)2−d/2
.
(D.2.18)
We combine the two flows (D.2.16) and (D.2.18) and use the appropriate
values for X0 and Y0 to get
I(x)
∆<0
==== I(
√−∆, 0, 0) + Γ
(
1− d
2
)
Γ
(
2− d
2
)
× (D.2.19a)
×
(
− F (x1 − c
2
) + F (
c
2
− x2) + F ( c
2
− x3)
)
,
∆≥0
==== I
(√∆
3
,
√
∆
3
,
√
∆
3
)
+ Γ
(
1− d
2
)
Γ
(
2− d
2
)
× (D.2.19b)
×
(
G(
c
2
− x1) +G( c
2
− x2) +G( c
2
− x3)− 3G(
√
∆
12
)
)
,
where we’ve defined the integrals
G(w) =
∫ w
0
ds
(s2 + ∆/4)2−
d
2
, F (w) =
∫ w
√
−∆
4
ds
(s2 + ∆/4)2−
d
2
, (D.2.20)
which can be written as 2F1 hypergeometric functions. Note that becomes
simple to integrate G(w) whenever ∆ = 0. Also, the integral I(0, 0, 0) is
scaleless and thus vanishes in dimensional regularisation. This gives us the
special case
I(x)
∆=0
====
Γ
(
1− d
2
)
Γ
(
2− d
2
)
2d−3(d− 3)
(
(−x1 + x2 + x3)d−3 + cyclic
)
. (D.2.21)
The ∆ ≥ 0 and ∆ < 0 cases may be combined by either using the explicit
hypergeometric forms of F , G, I(1, 0, 0) and I(1, 1, 1) [74] or by a careful
analytic continuation of the ∆ < 0 case. Either way, we obtain the closed
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form that holds for all real ∆ (n.b., in the following we always choose the
principle branch for the square root and logarithm)
I(x) = − sin
(dpi
2
)
I(
√
∆, 0, 0) + Γ
(
1− d
2
)
Γ
(
2− d
2
)
× (D.2.22)
×
(
G(
−x1 + x2 + x3
2
) + cyclic
)
.
In [2], inspired by the work of [291] and [296], it was shown that the
expansion of I(x) can be written as
I(x1, x2, x3) = ι(x1) + ι(x2) + ι(x3) + I(x1, x2, x3) + O(ε) , (D.2.23)
where all regularisation and renormalisation dependent details are in the
the ι terms
ι(x) = −x
2
(
1
ε2
− 2
ε
log
( x
µˆ2
)
+ ζ(2) +
5
2
+ 2 log2
( x
µˆ2
)
+ O(ε)
)
, (D.2.24)
and we introduce the convenient renormalisation point
µˆ2 = e3/2µ¯2 = 4pie3/2−γµ2 . (D.2.25)
The finite, homogeneous term in (D.2.23) is
I(x1, x2, x3) =
(
x1
2
log
(x2
x1
)
log
(x3
x1
)
−
√
∆N
(
2θ1
))
+ cyclic , (D.2.26)
where we defined the function
N(θ) = −
∫ θ
0
log
(
2 cos
(
φ
2
))
dφ , (D.2.27)
which is related to the Lobachevsky function used in [291], it’s also related
to the the log-cosine function [296], dilogarithm and Clausen functions [286–
288, 297]. The angles appearing in (D.2.26) are defined by
θ1 = arctan
(−x1 + x2 + x3√
∆
)
and cyclic . (D.2.28)
Comparisons of the above results with the others found in the literature
can be found in [2].
Finally, we note that the separation of all regularisation and renormal-
isation dependence into a sum of terms that depend on only one mass
parameter is indispensable in cleanly demonstrating the 2-loop finiteness of
the β-deformed super-Yang-Mills Ka¨hler potential in chapter 5.

E Goldstino appendices
The following sections are needed for the study of the Goldstino actions in
chapter 6. Since they are both quite short and do not stand by themselves,
they have been combined into a single appendix.
E.1 Minimal basis for Goldstino actions
In order to easily compare different Goldstino actions, we need to be able to
write all terms in a common basis of Lorentz invariant terms. We restrict
our attention to terms that occur in Goldstino actions without interactions
or higher derivative terms and thus have the structure given in (6.2.28).
Obviously, there is a lot of freedom in the choice of such a basis. We have
chosen a basis where as many elements as possible can be written as traces
of the matrices v = (va
b) and v¯ = (v¯a
b) defined in (6.2.26).
We choose the minimal basis for 4-fermion terms to be〈
v2
〉
,
〈
v¯2
〉
, 〈v〉 〈v¯〉 , 〈v〉2 , 〈v¯〉2 , ∂aλ2∂aλ¯2 . (E.1.1)
In this basis, the structure that occurs in the AV action (6.2.27) becomes
2 (〈v〉 〈v¯〉 − 〈vv¯〉) = 〈v〉2 − 〈v2〉+ 〈v¯〉2 − 〈v¯2〉 . (E.1.2)
The 6-fermion basis is chosen to be〈
v2v¯
〉
, 〈v〉 〈vv¯〉 , 〈v¯〉 〈vv¯〉 , 〈v2〉 〈v¯〉 , 〈v〉 〈v¯2〉 , 〈v〉2 〈v¯〉 , 〈v〉 〈v¯〉2 ,
〈v〉 ∂aλ2∂aλ¯2, 〈v¯〉 ∂aλ2∂aλ¯2, iλσaλ¯(〈v〉
↔
∂ a 〈v¯〉) , (E.1.3)
where the first term is the only one that is neither real nor in a complex con-
jugate pair and in the last term we use the symbol x
↔
∂ ay = x(∂ay)−(∂ax)y .
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When writing 6-fermion expressions, we will often use the overcomplete ba-
sis that includes the complex conjugate of the first term〈
vv¯2
〉
=
〈
v2v¯
〉
+
1
2
(
〈v〉2 〈v¯〉 − 2 〈v〉 〈vv¯〉 − 〈v2〉 〈v¯〉 − c.c. ) . (E.1.4)
Most actions in this paper have also been simplified by rewriting the last
basis element in (E.1) using the extra terms 〈v〉 λ¯22λ2 and 〈v¯〉λ22λ¯2:
iλσaλ¯(〈v〉
↔
∂ a 〈v¯〉) =
(1
2
〈
v2
〉 〈v¯〉 − 〈v〉 〈vv¯〉 − 1
4
〈v〉 λ¯22λ2
− 1
2
〈v〉 ∂aλ2∂aλ¯2
)
+ c.c. (E.1.5)
All 8-fermion terms can be written as traces. We choose the basis
〈v〉 〈vv¯2〉 , 〈v¯〉 〈v2v¯〉 , 〈v〉2 〈v¯2〉 , 〈v2〉 〈v¯〉2 ,〈
v2
〉 〈
v¯2
〉
,
〈
(vv¯)2
〉
, 〈v〉 〈v¯〉 〈vv¯〉 , 〈v〉2 〈v¯〉2 . (E.1.6)
The identities needed to show the vanishing of the O(κ6) terms in SAV are〈
v2v¯2
〉
= 〈v〉 〈vv¯2〉+ 〈v¯〉 〈v2v¯〉− 〈(vv¯)2〉− 〈v〉 〈v¯〉 〈vv¯〉
+
1
2
〈v〉2 〈v¯〉2 + 1
2
〈
v2
〉 〈
v¯2
〉
,
2 〈vv¯〉2 = 〈v〉2 〈v¯2〉+ 〈v2〉 〈v¯〉2 + 〈v2〉 〈v¯2〉− 2 〈(vv¯)2〉+ 〈v〉2 〈v¯〉2 .
The 8-fermion term that occurs in the KS action is
1
4
λ2λ¯22λ22λ¯2 = 〈v〉2 〈v¯2〉+ 〈v2〉 〈v¯〉2 + 〈v2〉 〈v¯2〉+ 〈v〉2 〈v¯〉2 . (E.1.7)
The proof that the above basis is both complete and minimal is based on
a computer calculation that can be found within the Mathematica notebook
distributed with [4].
E.2 Composition rule for field redefinitions
By direct calculation, the composition of a transformation (6.2.29) with
coefficients xi, yj & zk followed by one with coefficients ai, bj & ck is shown
to be the same as the transformation with coefficients αi, βj and γk where
α1 = a1 + x1 , α2 = a2 + x2 , α3 = a3 + x3
β1 = b1 + y1 + a2x2 + 4a2x3 + 4a3x3 − x1a∗1 − 2x1a∗3 − 2x2a∗3 − 4x3a∗3
β2 = b2 + y2 + 2a2x1 + 2a3x1 + 2a1x2 + a2x2
+ 2a3x2 + 4a2x3 + 4a3x3 + x2a
∗
2
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β3 = b3 + y3 − a2x22 − 2a2x3 − 2a3x3 + x1a
∗
1
2
β4 = b4 + y4 +
3a2x2
2
− 2a2x3 − 2a3x3 + x1a
∗
1
2
+ x2a
∗
1
β5 = b5 + y5 +
a2x2
2
+ a3x2 + 2a2x3 + 2a3x3 − x1a
∗
1
2
− x2a∗3
β6 = b6 + y6 +
a2x2
4
+ a3x2 + a2x3 + a3x3 − x1a
∗
1
4
β7 = b7 + y7 − a1x22 − a2x22 − a3x2 − 2a2x3 − 2a3x3 + x1a
∗
1
2
+
x1a∗2
2
+ x3a
∗
2 + x1a
∗
3 + x2a
∗
3 + 2x3a
∗
3
β8 = b8 + y8 + a3x2 + 2a2x3 + 2a3x3 + x3a
∗
1
γ1 = c1 + z1 − 4x2a23 + 2y1a3 − 4y3a3 − 4y5a3 − 4y8a3 − b1x2 + 2b5x2
− 2y1a∗3 − 4y7a∗3 + x1b∗1 + 2x3b∗1 − 2x1b∗5 − 4x3b∗5
γ2 = c2 + z2 − 4x2a23 − 2a2x2a3 + 4y1a3 − 4y4a3 − 4y5a3 + 4y7a3
− 4y8a3 − 2x2a∗1a3 + 2x1a∗2a3 + 2x2a∗2a3 + 4x3a∗2a3 + 4x2a∗3a3 − a1a2x2
+ b1x2 − b2x2 + 2b5x2 + 2b7x2 − 2b8x2 + 3a2y1 + 2a1y3
− 2a1y4 + 6a2y7 − a1x2a∗1 + 2y1a∗1 + 4y7a∗1 + 2a2x1a∗2 + 4a2x3a∗2 − y1a∗2
+ y2a
∗
2 + 2y7a
∗
2 + 4y8a
∗
2 − 2y1a∗3 + 4y8a∗3 + x1b∗1 + x2b∗1 + 2x3b∗1 + x1b∗2
+ 2x3b
∗
2 − 2x1b∗5 − 4x3b∗5
γ3 = c3 + z3 + 2x1a
2
3 + 2x2a
2
3 + 4x3a
2
3 + 3a1x2a3 + 2y2a3 + 2y7a3 + 2y8a3
+ 2x2a
∗
2a3 + 2x2a
∗
3a3 + 2b3x1 + 4b6x1 +
b1x2
2
+ b3x2 + 2b6x2 + b7x2
+ 4b3x3 + 8b6x3 + 2a1y3 + 2a1y6 + a1y8 +
y1a∗2
2
+ 2y3a
∗
2 − 2y5a∗2 + 4y6a∗2
− y7a∗2 + y1a∗3 + 2y3a∗3 − 2y5a∗3 + 4y6a∗3 − x1b
∗
1
2
− x3b∗1
γ4 = c4 + z4 + x1a
2
2 +
1
2
x2a
2
2 + 2x3a
2
2 + 2a3x1a2 +
3
2
a1x2a2 + 2a3x2a2 + 2x3b
∗
7
+ 4a3x3a2 + 3y2a2 − y3a2 + y4a2 + 3y7a2 + 3y8a2 + x1a∗1a2 + 12x2a∗1a2
+ 2x3a
∗
1a2 + x1a
∗
2a2 + 2x2a
∗
2a2 + 2x3a
∗
2a2 + 2x1a
∗
3a2 + 2x2a
∗
3a2 + 4x3a
∗
3a2
+ 2a23x1 + 2b4x1 + 4b6x1 + 2b8x1 + 2a
2
3x2 + 3a1a3x2 +
3b2x2
2
+ b4x2
+ 2b6x2 + 2b7x2 + b8x2 + 4a
2
3x3 + 4b4x3 + 8b6x3 + 4b8x3 + 4a3y2 − 2a3y3
+ 2a1y4 + 2a3y4 + 2a1y6 + 4a3y7 + a1y8 + 4a3y8 + a3x1a
∗
1 +
3
2
a1x2a
∗
1
+ a3x2a
∗
1 + 2a3x3a
∗
1 +
y1a∗1
2
+
3y2a∗1
2
+ y7a
∗
1 + a3x1a
∗
2 + 3a3x2a
∗
2 + 2a3x3a
∗
2
+
y2a∗2
2
+ 2y4a
∗
2 − 2y5a∗2 + 4y6a∗2 + 2y8a∗2 + 2a3x1a∗3 + 2a3x2a∗3 + 4a3x3a∗3
+ y2a
∗
3 + 2y4a
∗
3 − 2y5a∗3 + 4y6a∗3 + 2y8a∗3 + x1b
∗
2
2
+ x2b
∗
2 + x3b
∗
2 + x1b
∗
7 + x2b
∗
7
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γ5 = c5 + z5 − a1a2x22 + a2a3x2 − b1x22 − b2x22 + 2b5x2 + b7x2 − b8x2 + a1y3
− a2y3 − 2a3y3 − a1y4 + 3a2y5 + 2a3y5 − 4a2y6 − 4a3y6 + 3a2y7
+ a2y8 − 12a1x2a∗1 + y1a
∗
1
2
+ y7a
∗
1 + a2x1a
∗
2 + a3x1a
∗
2 + a3x2a
∗
2
+ 2a3x3a
∗
2 − y1a
∗
2
2
+
y2a∗2
2
+ y7a
∗
2 + 2y8a
∗
2 + 2a2x1a
∗
3 + 2a3x1a
∗
3
+ 4a3x3a
∗
3 − y1a∗3 + y2a∗3 + 2y8a∗3 + x1b
∗
1
2
+ x3b
∗
1 +
x1b∗2
2
+ x3b
∗
2 + x2b
∗
5
+ x1b
∗
7 + 2x3b
∗
7 + 2a3y7 + 2a2x3a
∗
2 + 4a2x3a
∗
3 .
The composition of field redefinitions is the group law for the noncommuta-
tive group G of all transformations that relate all of the Goldstino models.
When the field redefinitions are restricted to the trivial symmetries of any
particular Goldstino action, then we obtain the group law for the subgroup
H of such trivial symmetry transformations.
The composition rule above with αi = βj = γk = 0 can be solved to give
the inversion rule for field redefinitions. The inverse of a field redefinition
with coefficients ai, bj & ck is one with coefficients xi, yj & zk, where
a1 + x1 = 0 , a2 + x2 = 0 , a3 + x3 = 0
b1 + y1 = −|a1|2 − 4|a3|2 + a22 + 4a23 + 4a2a3 − 2a1a∗3 − 2a2a∗3
b2 + y2 = |a2|2 + a22 + 4a23 + 4a1a2 + 2a1a3 + 6a2a3 ,
b3 + y3 =
|a1|2
2
− a22
2
− 2a23 − 2a2a3 ,
b4 + y4 =
|a1|2
2
+
3a22
2
− 2a23 − 2a2a3 + a2a∗1
b5 + y5 = − |a1|22 + a
2
2
2
+ 2a23 + 3a2a3 − a2a∗3 ,
b6 + y6 = − |a1|24 + a
2
2
4
+ a23 + 2a2a3
b7 + y7 =
|a1|2
2
+ 2|a3|2 − a
2
2
2
− 2a23 − a1a22 − 3a2a3 + a1a
∗
2
2
+ a3a
∗
2 + a1a
∗
3 + a2a
∗
3
b8 + y8 = 2a
2
3 + 3a2a3 + a
∗
1a3
c1 + z1 = 2a3|a1|2 + 4a2a23 + 4|a3|2a1 − 4|a3|2a2 + 8|a3|2a3 − 2a22a3 − a2b1
+ 2a3b1 − 4a3b3 + 2a2b5 − 4a3b5 − 4a3b8 + 4a23a∗1 − 2a1a2a∗3
+ 4|a3|2a∗2 − 2b1a∗3 − 4b7a∗3 + 2a1a∗2a∗3 + a1b∗1 + 2a3b∗1 − 2a1b∗5 − 4a3b∗5
c2 + z2 = 3a2|a1|2 + 2a3|a1|2 − 4a∗2|a1|2 − 2a∗3|a1|2 + 6a1a22 + 8a2a23 − a1a∗22
− a2a∗22 − 2a3a∗22 − 4a1a∗32 − 4a2a∗32 − 8a3a∗32 − 4|a2|2a1 + 4|a3|2a1
+ |a2|2a2 − 8|a2|2a3 + 8|a3|2a3 + 10a22a3 + 2a1a2a3 + 4a2b1 + 4a3b1
− a2b2 + 2a1b3 − 2a1b4 − 4a3b4 + 2a2b5 − 4a3b5 + 8a2b7 + 4a3b7
− 2a2b8 − 4a3b8 − 4|a3|2a∗1 + 4a23a∗1 + 6a2a3a∗1 + 2b1a∗1 + 4b7a∗1
− 8|a3|2a∗2 − 4a23a∗2 − 2a1a3a∗2 − b1a∗2 + b2a∗2 + 2b7a∗2 + 4b8a∗2
− 4|a2|2a∗3 + 2a22a∗3 − 2b1a∗3 + 4b8a∗3 − 4a1a∗2a∗3 + a1b∗1 + a2b∗1
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+ 2a3b
∗
1 + a1b
∗
2 + 2a3b
∗
2 − 2a1b∗5 − 4a3b∗5 − 8a3a∗1a∗2
c3 + z3 = −4(a3)3 − 2a1a23 − 10a2a23 − 2a∗1a23 − 2a∗2a23 − 2|a1|2a3 − 3|a2|2a3
− 4|a3|2a3 − a22a3 + a∗22a3 + 4a∗32a3 − 7a1a2a3 + 2b2a3 + 4b3a3 + 8b6a3
+ 2b7a3 + 2b8a3 − a1a∗2a3 − b∗1a3 + 12a1a22 + 12a1a∗22 + 2a1a∗32 − |a1|
2a1
2
− |a2|2a1
2
− 2|a3|2a1x+ 2a22a∗3 + a2b12 + 4a1b3 + a2b3 + 6a1b6 + 2a2b6
+ a2b7 + a1b8 + 4|a3|2a∗2 + b1a
∗
2
2
+ 2b3a
∗
2 − 2b5a∗2 + 4b6a∗2 − b7a∗2 + b1a∗3
+ 2b3a
∗
3 − 2b5a∗3 + 4b6a∗3 + 2a1a∗2a∗3 − a1b
∗
1
2
c4 + z4 = −3(a2)3 − 232 a1a22 − 20a3a22 − 2a∗1a22 − 5a∗3a22 − 13|a1|
2a2
2
− 9|a2|2a2
2
− 14|a3|2a2 − 30a23a2 − 12a∗22a2 − 2a∗32a2 − 18a1a3a2 + 9b2a22 − b3a2
+ 2b4a2 + 2b6a2 + 5b7a2 + 4b8a2 − 10a3a∗1a2 − 5a1a∗3a2 − 2a∗1a∗3a2
+ b∗2a2 + b
∗
7a2 − 12(a3)3 − 6a1a23 − |a1|
2a1
2
− 5
2
|a2|2a1 − 4|a3|2a1
− 5|a1|2a3 − 9|a2|2a3 − 8|a3|2a3 + 4a3b2 − 2a3b3 + 4a1b4 + 6a3b4
+ 6a1b6 + 8a3b6 + 4a3b7 + 3a1b8 + 8a3b8 − 7|a2|
2a∗1
2
− 2|a3|2a∗1 − 8a23a∗1
+
b1a∗1
2
+
3b2a∗1
2
+ b7a
∗
1 − 3|a1|
2a∗2
2
− 4a23a∗2 − 2a1a3a∗2 + b2a
∗
2
2
+ 2b4a
∗
2
− 2b5a∗2 + 4b6a∗2 + 2b8a∗2 − 3a3a∗1a∗2 − |a1|2a∗3 − 3|a2|2a∗3 + b2a∗3
+ 2b4a
∗
3 − 2b5a∗3 + 4b6a∗3 + 2b8a∗3 + a1b
∗
2
2
+ a3b
∗
2 + a1b
∗
7 + 2a3b
∗
7
c5 + z5 =
(a2)3
2
+ 3a1a
2
2 + 4a3a
2
2 +
|a1|2a2
2
+ |a2|
2a2
2
− 10|a3|2a2 + 4a23a2 − 12a∗22a2
− 2a∗32a2 + a1a2a3 − b1a22 − b2a22 − b3a2 + 5b5a2 − 4b6a2 + 4b7a2
− 5a1a∗3a2 + b∗5a2 − 12a1a∗22 − a3a∗22 − 2a1a∗32 − 4a3a∗32 − 2|a2|2a1
− 2|a3|2a1 − 4|a2|2a3 − 4|a3|2a3 + a1b3 − 2a3b3 − a1b4 + 2a3b5 − 4a3b6
+ 2a3b7 − 2|a3|2a∗1 + b1a
∗
1
2
+ b7a
∗
1 − 3|a1|
2a∗2
2
− 4|a3|2a∗2 − 2a23a∗2 − a1a3a∗2
− b1a∗2
2
+
b2a∗2
2
+ b7a
∗
2 + 2b8a
∗
2 − 3a3a∗1a∗2 − |a1|2a∗3 − 3|a2|2a∗3 − b1a∗3
+ b2a
∗
3 + 2b8a
∗
3 − 2a1a∗2a∗3 + a1b
∗
1
2
+ a3b
∗
1 +
a1b∗2
2
+ a3b
∗
2 + a1b
∗
7 + 2a3b
∗
7 .
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