In this paper, we consider the traditional Van der Pol Oscillator with a forcing dependent on a delay in feedback. The delay is taken to be a nonlinear function of both position and velocity which gives rise to many different types of bifurcations. In particular, we study the Zero-Hopf bifurcation that takes place at certain parameter values using methods of centre manifold reduction of DDEs and normal form theory. We present numerical simulations that have been accurately predicted by the phase portraits in the Zero-Hopf bifurcation to confirm our numerical results and provide a physical understanding of the oscillator with the delay in feedback.
Introduction
The classical van der Pol oscillator x(t) + ε(x 2 (t) − 1)ẋ(t) + x(t) = f (t), (1.1) is one of the most well-studied paradigms for nonlinear oscillators. Originally equation (1.1) was a model for an electrical circuit with a triode valve, and it has evolved into one of the most celebrated equations in the study of nonlinear dynamics. Typically ε > 0 is a parameter, and f (t) is the external forcing term.
It is well-known that in the unforced system (when f ≡ 0) the trivial equilibrium point is unstable and the system contains a stable limit cycle oscillation for all values of ε. In the case of time-periodic forcing, more complicated dynamics can occur, and even chaotic behaviour is possible if ε is large enough.
The van der Pol oscillator has become synonymous in many far reaching branches of the physical sciences with modern systems that exhibit limit cycle oscillations. Kaplan et al. provide a simple example of a biological application of the van der Pol oscillator to the dynamics of the heart [11] , and the FitzHugh-Nagumo model is a modified form of the oscillator that has direct applications to neurones in the brain. On the larger scale, Cartwright et al. showed that the van der Pol oscillator can be used to model earthquake faults with viscous friction [3] . All of these applications and many more make the van der Pol oscillator one of the most widely celebrated differential equations in mathematics and one that is just as relevant today as the day that van der Pol himself presented the equation.
Despite all of these applications of the van der Pol oscillator, it wasn't until around the start of the twenty-first century, almost eighty years after van der Pol introduced his equation, that mathematicians began to investigate the effects of delayed feedback on the equation. Delay-differential equations are used as models in many areas of science, engineering, economics and beyond [2, 9, 12, 14, 15, 16, 17, 18, 21, 22] . It is now well understood that retarded functional differential equations (RFDEs), a class which contains delay-differential equations, behave for the most part like ordinary differential equations on appropriate infinite-dimensional function spaces. As such, many of the techniques and theoretical results of finite-dimensional dynamical systems have counterparts in the theory of RFDEs. In particular, versions of the stable/unstable and center manifold theorems in neighborhoods of an equilibrium point exist for RFDEs [8] . Also, techniques for simplifying vector fields via center manifold and normal form reductions have been adapted to the study of bifurcations in RFDEs [5, 6] .
Atay [1] studied the equation
x(t) + ε(x 2 (t) − 1)ẋ(t) + x(t) = εkx(t − τ ), (1.2) where τ > 0 is a delay. In particular, he showed that the delay can change the stability of the limit cycle which is present in the non-delayed version (1.1). A similar study was presented by Oliveira [4] , in which delay terms were added to the nonlinear part of the unforced system, and found that periodic solutions still existed under certain conditions. Wei and Jiang [19, 20] study the general case of a delayed position feedback forcing of the van de Pol equationẍ (t) + ε(x 2 (t) − 1)ẋ(t) + x(t) = g(x(t − τ )).
(1.3)
They found that under certain conditions single, double and triple zero eigenvalues were possible as well as a purely imaginary pair with a zero eigenvalue. The cases of the single and double zero eigenvalues were presented in [20] and [10] , respectively, with full details of the nature of their respective bifurcations. Later, Wu and Wang [21] undertook the bifurcation analysis of the purely imaginary pair and the zero eigenvalue to find that a ZeroHopf bifurcation was occurring. They found that only two of the four possible bifurcation diagrams of the Zero-Hopf bifurcation were possible. This is due to the nonlinear forcing term g in (1.3) that depends only on delayed position. In principle, it could also depend on delayed velocity. In this paper, we consider the more general case of a feedback forcing which is dependent on both delayed position and delayed velocitÿ
where g ∈ C 3 , g(0, 0) = 0, gẋ(0, 0) = a and g x (0, 0) = b, and work to understand its dynamics. This allows us to consider the work of Wei and Jiang as a special case of equation (1.4) . We will concentrate on the Zero-Hopf bifurcation, and we will show that the added delay in the velocity has now allowed us to fully realize all four generic unfoldings of this singularity (in contrast to only two possible unfoldings in [21] , as mentioned above). We will use methods of normal form reduction on the centre manifold to effectively study the dynamics of the system near the bifurcation. This will therefore allow us to observe the dynamics of the Zero-Hopf bifurcation as it occurs on the centre manifold.
The paper is organized as follows. We begin with an analysis of the characteristic equation of equation (1.4) . We then use a standard functional analytic framework [5, 6] to reduce (1.4) to a normal form on the three-dimensional center manifold for the Zero-Hopf bifurcation. We will then use the well-known analysis of the Zero-Hopf bifurcation [7, 13] to completely classify the possible local phase diagrams near the singularity in terms of the model parameters in (1.4). Finally, we will present numerical results illustrating the theoretical results of the paper. Some technical aspects of our work are detailed in the Appendix.
Linear Analysis
Linearization of equation (1.4) at the trivial solution x = 0 gives
Substituting the ansatz x(t) = e λt into (2.1) gives us the characteristic equation
We then get the following
(ii) λ = 0 is a double root to (2.2) when τ = ε + a and ε 2 − a 2 = 2;
(iii) λ = 0 is a triple root to (2.2) when τ = ε + a, ε 2 − a 2 = 2 and ε = ε 0 ≈ 1.632993162;
(iv) λ = 0 is a quadruple root to (2.2) when τ = ε + a, ε 2 − a 2 = 2 and ε = ε 0 ;
(v) If τ = τ 0 = ε + a and ε 2 − a 2 < 2, (2.2) has a simple zero root and a pair of purely imaginary roots λ = ±iω 0 . Here ω 0 and τ 0 are defined by
Proof
Immediately we see that λ = 0 is a root of (2.2) if and only if b = 1. Substituting b = 1 into ∆(λ, τ ) and differentiating with respect to λ, we get
Hence when λ = 0, (2.3) is 0 if and only if τ = ε + a, and the conclusion of (i) follows. By differentiating (2.3), we obtain
Again setting λ = 0, (2.4) is 0 if and only if ε 2 − a 2 = 2, and hence the conclusion of (ii) follows.
From (2.4), we find that
Equation (2.5) has only one positive root, denoted ε 0 , and the conclusion of (iii) follows. From (2.5), we get that d 4 ∆(0, τ )/dλ 4 | τ =ε 0 +a,ε 2 0 +a 2 =2 = 0 for either choice of a, which gives the conclusion of (iv).
By taking λ = iω (ω > 0) in (2.2), when b = 1 we get 1 − ω 2 = cos(ωτ ) + aω sin(ωτ ) and − εω = aω cos(ωτ ) − sin(ωτ ). (2.6)
Squaring and adding the above equations gives
Denote the positive, nonzero root of this equation ω 0 . Similarly, the expression for τ 0 can be obtained by a simple manipulation on the equations in (2.6) to isolate cos(ωτ ), and hence the conclusion of (v) follows.
Although it will not be the focus of this paper, we remark that by allowing the forcing function g in (1.4) to depend also on delayed velocity leads to the possibility of a quadruple zero eigenvalue. For our purposes, we will be concentrating on case (v) of the previous Proposition, i.e. the Zero-Hopf singularity.
Functional Analytic Framework
In this section, we will adapt the technique and notations of [5, 6] to our particular problem.
We rewrite (1.4) as the equivalent first-order systeṁ
Next, we consider for τ ≥ 0, the phase space C = C([−τ, 0]; C 2 ), the space of continuous functions from the interval [−τ, 0] into C 2 . The system (3.1) is then viewed as a retarded functional differential equation with parameterṡ
where µ ∈ V , a neighbourhood of zero in 
where η(θ), −τ ≤ θ ≤ 0, is a 2×2 matrix whose elements are of bounded variation. Therefore, equation (3. 3) becomesż
Let A 0 be the infinitesimal generator of the semigroup of solutions (see [8] for details) to equation (3.3), we have A 0 ϕ =φ with domain
, where C 2 * is the space of row vectors. Then for ϕ ∈ C and ψ ∈ C * we define the bilinear form
Call Λ the set of eigenvalues of the operator A 0 with zero real part, and let P be the generalized eigenspace associated with the eigenvalues in Λ. Then, for the purpose of this paper, we will assume that dimP = m is finite. We denote P * as the generalized eigenspace associated to the eigenvalues in Λ of the adjoint of A 0 in C * . Now C can be decomposed by Λ such that C = P ⊕ Q, where
Then there exists bases Φ, Ψ for P , P * respectively satisfying Ψ, Φ = I. Using these bases, we will project solutions from the infinite dimensional space C to the finite dimensional centre manifold P .
As described by Faria and Magalhães in [5] and [6] , we consider the phase space BC of functions from [−τ, 0] to C 2 which are uniformly continuous on [−τ, 0) and with a jump discontinuity at 0. Therefore any element in BC can be written in the form φ = ϕ + X 0 c, where X 0 is the matrix valued function given by
ϕ ∈ C, and c is a vector in C 2 . This allows us to consider equation (3.2) in BC as the abstract ordinary differential equation
where
for ϕ ∈ C, µ ∈ V and the operator A : C 1 → BC is an extension of the infinitesimal generator A 0 and is given by
(3.12)
Then π : BC → P is the continuous projection
which allows us to decompose the space BC by Λ such that BC = P ⊕ Ker π. Since we have that Q Ker π we may rewrite equation (3.10) aṡ
is the operator A restricted to functions in Q 1 , and the m×m matrix J satisfies the ordinary differential equations dΦ/dθ = ΦJ and dΨ/dθ = −JΨ.
Application to the Zero-Hopf Bifurcation in (3.1)
From Proposition 2.1, we have that if ε > 0, ε 2 − a 2 < 2, b = 1 and τ = τ 0 = ε + a, then system (3.1) has a simple zero eigenvalue and a simple pair of purely imaginary eigenvalues ±iω 0 .
We write the Taylor expansion of g as
Then, after the scaling t → t/τ , system (3.1) becomeṡ 17) where h.o.t. stands for "higher order terms" and in this case represents the terms which are of order O(|(u 1 , u 2 )| 4 ) uniformly in µ 1 and µ 2 . Linearizing (3.17) around (u 1 , u 2 , µ 1 , µ 2 ) = (0, 0, 0, 0) we geṫ
By letting
such that 20) we can define the operator
T . Then (3.17) can be rewritten in the following form,
T is given by
(3.23) Using the definition of dη above we can simplify the bilinear form in (3.7) to get
The infinitesimal generator A :
Then A and A * have eigenvalues 0, iω 0 τ 0 and −iω 0 τ 0 for which we must now compute their respective eigenvectors.
Proposition 3.1 There exists bases
T of the centre space P and its adjoint P * such thatΦ = ΦJ,Ψ = JΨ and Ψ, Φ = I, where
From the definition of A we get
which gives us that
Then from the definition of A * we have
which gives us
It can be checked that ψ 1 , ϕ 1 = 0, ψ 2 , ϕ 1 = 0 and ψ 1 , ϕ 2 = 0. In order to assure ψ 1 , ϕ 1 = 1, ψ 2 , ϕ 2 = 1, we must determine the factors D, D 1 . Since
we get the desired results, finishing the proof of the lemma. Now let u = Φx + y where x ∈ C 3 and y ∈ Q 1 = {ϕ ∈ Q :φ ∈ C}, then we write u as
Then System (3.17) is decomposed as
and upon using Taylor's Theorem we obtain where for j = 2, 3
Faria and Magalhães Normal Form
We are now ready to state our main result of this paper. Theorem 3.2 Near the triple-zero nilpotent bifurcation point in (3.1), there exists a 3-dimensional invariant center manifold on which the local dynamics of (3.1) reduce to the 3-dimensional ordinary differential equatioṅ
where x 1 ∈ C, x 2 = x 1 , and x 3 ∈ R, where h.o.t. refers to terms which are O(|(x 1 , x 2 , x 3 )| 4 ) uniformly in µ, and where the coefficients a ij , b ij , . . . , m ij , n ij are given in terms of the various Maclaurin coefficients of the function g in (3.1) in the Appendix.
Proof The proof hinges on performing, at successively higher orders, near identity changes of variables of the form (x, y) = (x,ŷ) + (U 1 (x), U 2 (x)) on (3.30) as per [5, 6] , and setting y = 0. Although the computational details are lengthy and tedious, they are standard and straightforward. The details are given in the Appendix.
Reduction to Polar Coordinates
We can convert the ODE (3.32) from complex variables to real variables by introducing the change of variables
Upon completing this change of variables we may now convert to cylindrical coordinates by letting w 1 = r cos ξ, w 2 = r sin ξ. System (3.32) now becomes In the sequel, we will ignore the uncoupledξ equation in (4.1) and concentrate on the amplitude equationsṙ
Equilibrium points with r = 0 for (4.3) correspond to equilibrium solutions for (4.1) and (3.1), equilibrium points with r > 0 for (4.3) correspond to periodic solutions for (4.1) and (3.1), and limit cycles for (4.3) correspond to invariant tori for (4.1) and (3.1).
We consider a change of variables z → z + δ, where δ is yet to be defined explicitly. This givesṙ
where the Ω j are smooth functions, and have leading order expansions given by
We will assume the following generic conditions: We may then use the implicit function theorem to solve uniquely the equation Now taking r → − |a 23 a 24 |r and z → −a 24 z and truncating to quadratic order, we geṫ
where Remark 4.2 We make the following remarks concerning (4.8) and the relation between our paper and the paper of Wu and Wang [21] (a) System (4.8) is the standard quadratic order normal form for the Zero-Hopf bifurcation, as can be found in [7, 13] . Note that if the function g in (3.1) depends only on u 1 (t−τ ), as was the case in [21] , then from the formulae (A.11) in the appendix, we get that
Thus, the cases where B = +1 in the standard unfolding of the Zero-Hopf bifurcation are not realizable if the forcing function g in (3.1) depends only on a delayed position term, as was assumed in [21] . By allowing g to also depend on delayed velocity as we have done in this paper, we can attain the unfoldings with B = +1 as well as the unfoldings with B = −1.
(b) We also note that since
then the phase diagrams with χ 2 < 0 in the unfoldings of the Zero-Hopf bifurcation are not attainable for our problem. This is due to the fact that (3.1) always possesses a trivial equilibrium solution, and any bifurcation from this trivial solution to another equilibrium solution with u 2 = 0 in (3.17) is a transcritical bifurcation; whereas (4.8) exhibits a saddle-node bifurcation on the axis r = 0 when χ 2 crosses from positive to negative. This issue is independent of whether or not the function g in (3.1) depends on only delayed position, or on delayed position and delayed velocity. However, there is an error on page 2597 of [21] in the formula for χ 2 , where they claim that the leading order dependence of χ 2 on µ 1 is of cubic order.
Following the analysis done in [7, 13] , we know that system (4.8) undergoes a pitchfork bifurcation from an r = 0 steady-state to an r > 0 steady-state when the parameters (χ 1 , χ 2 ) are such that χ 2 = χ We also know from [7, 13] that in the case where B = −1 and A > 0 in (4.8) then on the semi-axis χ 1 = 0, χ 2 > 0, an r > 0 steady-state of (4.8) undergoes a Hopf bifurcation to a limit-cycle. Furthermore, this limit-cycle grows in amplitude (as χ 1 moves away from the χ 1 = 0 axis), and eventually disappears in a global heteroclinic bifurcation on a curve Because higher order terms break the normal form symmetry, the global heteroclinic bifurcation occuring in the normal form (4.8) on the curve (4.10) may lead to chaotic dynamics in the system (3.17) near the torus for parameter values near the curve (4.10).
Numerical Examples
In this section, we provide results of numerical simulations on the system
for various values of ε and various functions g for parameter values near the Zero-Hopf point, with the goal of illustrating some of the cases in the unfolding space of this bifurcation which are achieved in (5.1). In all cases, we have used Matlab; in particular, the dde23 package to integrate the system (5.1), and the supsmu package to represent the solutions graphically.
Case I: A < 0 and B = 1
We consider the function
2) and ε = 0.3 in (5.1). In this case, a lengthy but straightforward computation of the coefficients A and B as per formulae (4.9) and (A. We thus introduce the unfolding parameters µ 1 and µ 2 and consider the following unfolding of (5.1)
The theroretical versal unfolding (in polar coordinates) for the Zero-Hopf bifurcation in the case A < 0, B = 1 is given in (4.8), and the corresponding unfolding diagram is illustrated in Figure 1 (see [13] ), where we recall that according to Remark 4.2 (b), only the upper half-plane portion of this diagram is attainable in the unfolding of (5.3). We remind the reader that the link between the theoretical unfolding parameters χ 1,2 and the unfolding parameter µ 1,2 in (5.3) are given by (4.9).
In Figures 2 and 3 , we show the results of a numerical integration of (5. With respect to the theoretical unfolding diagram of Figure 1 , this corresponds to a point (χ 1 , χ 2 ) in the first quadrant, below the parabola. We note that the phase diagrams shown in Figures 2, 4 , 6, 8, 9 and 10 were obtained by numerically integrating (5.1) for different parameter values using dde23 in Matlab, and then numerically computing the projection of the obtained solution (x(t),ẋ(t)) onto the center eigenspace P of the Zero-Hopf bifurcation using the bilinear form (3.7), converting into polar coordinates (r, z), and then using the supsmu package of Matlab to smooth out the trajectories.
In Figure 4 , we show the results of a numerical integration of (5.3) for parameter values
With respect to the theoretical unfolding diagram of Figure 1 , this corresponds to a point (χ 1 , χ 2 ) above the parabola. 
Case II: A < 0 and B = −1
In this case, we simulatë
with ε = 0.6 and where τ = τ 0 + µ 2 .
When µ 1 = µ 2 = 0, system (5.6) undergoes a Zero-Hopf bifurcation with values:
as given in Proposition 2.1 (v), and
as per (4.9) and (A.11).
The theroretical versal unfolding (in polar coordinates) for the Zero-Hopf bifurcation in the case A < 0, B = −1 is given in (4.8), and the corresponding unfolding diagram is illustrated in Figure 5 .
In Figure 6 , we show the results of a numerical integration of (5.6) for parameter values
With respect to the theoretical unfolding diagram of Figure 5 , this corresponds to a point (χ 1 , χ 2 ) above the parabola.
Case III: A > 0 and B = −1
In this final case, we simulatë The theroretical versal unfolding diagram is illustrated in Figure 7 . In Figure 8 , we show the results of a numerical integration of (5. .8) with several different initial conditions, and parameter values (5.9). As can be seen, trajectories tend towards an asymptotically stable non-trivial equilibrium point, and there is a separatrix terminating at the saddle at the origin.
With respect to the theoretical unfolding diagram of Figure 7 , this corresponds to a point (χ 1 , χ 2 ) in the second quadrant above the parabola.
In Figure 9 , we show the results of a numerical integration of (5.8) for parameter values
With respect to the theoretical unfolding diagram of Figure 7 , this corresponds to a point (χ 1 , χ 2 ) in the first quadrant above the parabola and to the right of the heteroclinic bifurcation line P . The non-trivial equilibrium point has gone from a sink in Figure 8 to a source in Figure 9 . Of course, as can be seen in the theoretical bifurcation diagram in Figure 7 , mediating this loss of stability is a Hopf bifurcation, followed by a heteroclinic bifurcation. The limit cycle generated by the Hopf bifurcation grows in amplitude until it disappears in a heteroclinic connection between the two equilibrium points on the r = 0 axis. From (4.10), we see that the Hopf bifurcation curve and the heteroclinic bifurcation curve are tangent at the origin. Consequently, the region between the Hopf bifurcation curve and the heteroclinic bifurcation curve is very thin, and thus extremely hard to resolve numerically. We have attempted to find parameter values (µ 1 , µ 2 ) in this region where (5.8) should have a stable limit cycle. In Figure 10 , we give the results of such an integration for
While the illustrated trajectory looks like it tends to a limit cycle, we can not conclusively say that it does. Further detailed numerical analysis would be required to establish this definitively.
A Proof of Theorem 3.2
First, let V j (C 3 × Ker π) be the space of homogeneous polynomials of degree j in the variables (x, µ) with coefficients in
where 11) . The trajectory appears to tend towards a limit cycle, but further numerical investigation would be required to establish this definitively.
Introduce the nonlinear change of coordinates
(A.4) Equation (3.30) now becomeṡ
upon dropping the hats. For |x| small we have that 6) and using Taylor's Theorem we obtain
. Therefore we now have the normal form on the centre manifold given bẏ
where g 
, where e 1 = (1, 0, 0) T , e 2 = (0, 1, 0) T and e 3 = (0, 0, 1) T . Then for j = 2, upon finding the images of each basis element under M . We have that
Now expanding out the terms in (3.31) we get
Now to compute g 1 3 (x, 0, 0), recall that
(A.14)
this gives us that 15) such that
Dσ g u 1 u 1 (0, 0)(
This gives us 
, and write
where h 200 , h 020 , h 002 , h 110 , h 101 , h 011 ∈ Q 1 . Then we solve for the coefficients of h using the fact that (M 
Applying the definition of A and π we obtain the following ordinary differential equation,
whereḣ is the derivative of h with respect to θ. If we denote
where Solving these linear differential equations is standard [21] , and the details are omitted. Since We thus get the desired conclusion.
