This work approaches the texture segmentation problem by incorporating Gibbs sampler (i.e., the combination of Markov random ÿelds and simulated annealing) and a region-merging process within a multiresolution structure with "high class resolution and low boundary resolution" at high levels and "low class resolution and high boundary resolution" at lower ones. As the algorithm descends the multiresolution structure, the coarse segmentation results are propagated down to the lower levels so as to reduce the inherent class-boundary uncertainty and to improve the segmentation accuracy. The computational complexity and frequent occurrences of over-segmentation of Gibbs sampler are addressed and the computationally and functionally e ective region-merging process is included to allow Gibbs sampler to start its annealing schedule at relatively low pseudo-temperature and to guide the search trajectory away from local minima associated with over-segmented conÿgurations. ?
Introduction
Image segmentation is the essential and usually the ÿrst stage in image analysis and computer vision systems. Its applications can be found in a wide variety of areas such as remote sensing, vehicle and robot navigation, medical imaging, surveillance, target identiÿcation and tracking, scene analysis, product inspection/quality control, etc. It is also frequently cast as an optimization problem wherein the partitioning of the target image corresponding to the optimal value of an objective function is sought [3, 12, 14, 17, 19] . The appropriateness of the objective function dictates the accuracy of the segmentation results. However, formulating an appropriate objective function is E-mail address: ctli@dcs.warwick.ac.uk (C.-T. Li).
usually one of the most di cult parts in an optimization problem. The ubiquitous local optima in the landscape of the objective function necessitate proper mechanisms to guide the algorithm away from them.
Moreover, segmenting texture images is not a trivial task due to various reasons. First of all, textures consist of primitives and tiny edges (intensity uctuation) which can cause false response to conventional edge detectors, while texture boundaries do not appear as conventional edges between homogeneous regions, and thus, often go undetected by conventional edge detectors [6] .
Another major di culty of texture segmentation arising from the contextual characteristic of texture is the compatibility of texture symbol (what class the texture belongs) with the position symbol (where the texture boundary is) [18] . If we take a big block of a textured image into consideration by using a large analysis window, we get high conÿdence in which class of texture this area contains. However, we lose conÿdence in where the texture boundary may be. On the other hand, if we conÿne the analysis in a smaller window, the conÿdence in boundary position increases at the expense of compromising the certainty of texture class. This problem, known as "class-boundary uncertainty" [18] , calls for remedy and poses a tough challenge to all segmentation algorithms. It is this reason that motivates the adoption of the multiresolution approach in this work.
Thirdly, to be considered e ective and practicable in a wide variety of application areas, a segmentation algorithm must work without human supervision or intervention. To achieve this objective, the algorithm should not require a priori knowledge about the number of texture classes and the types of textures contained in the target images. The later requirement means that it is preferable not to have a training phase before the algorithm is commissioned. This requirement is sensible because if the training phase were needed, than when textures outside the training set present in the images, the algorithm would have diculty identifying them.
In the last few decades, a wide variety of image segmentation techniques have been reported in the literature [1, 3, 4, 7, 8, [10] [11] [12] [13] [14] [15] 17] . Among them, Markov random ÿeld is one of the most frequently utilized techniques [1, 4, 7, 8, 12, 13, 17] . However, despite its local characteristic (also known as Markovianity), which allows a global optimization problem to be solved locally, Markov random ÿeld is still a computation intensive method, especially when they are used in conjunction with stochastic relaxation schemes [16] such as simulated annealing (SA) [5, 17] . With simulated annealing, to guarantee the convergence to the global optimal, the annealing schedule has to start with a su ciently high pseudo-temperature. Unfortunately, it is non-trivial to tell how high is su cient, and the higher the starting temperature is, the longer the schedule will take.
Generally speaking, given the inherent merit of MRF's local characteristic, to make Markov random ÿeld a more e cient segmentation technique, the following requirements have to be met.
• No a priori knowledge about the number of texture classes and the types of textures contained in the images is required.
• The objective function has to appropriately characterize the problem domain.
• When simulated annealing is adopted, a mechanism allowing the schedule to start from relatively low temperature should be utilized in order to accelerate the convergence rate and to stay away from the local optima. However, the computational cost of the mechanism must be insigniÿcant relative to that of the MRFs. The approach reported by Wilson and Li in [17] is a typical combination of MRFs and simulated annealing, known as Gibbs sampler [5] . By using the idea of set of indispensable labels (SOIL) [9] and exploiting the local feature di erences, their work requires no a priori global knowledge about the number of texture classes and the types of textures contained in the images. The satisfactory experimental results demonstrate that their technique is e ective. However, without meeting the last two requirements mentioned above, their algorithm has to start at high temperature and may still converge to local minima, yielding over-segmented results. It is our intention to propose an improved algorithm in this work, which meets all the three aforementioned requirements to circumvent the shortcomings of Gibbs sampler in general and the algorithm of [17] in particular.
The rest of the paper is organized as follows. Section 2 discusses the methodology and drawbacks of the previous work [17] . The core of the modiÿed multiresolution Gibbs sampler and the region-merging algorithm are proposed in Section 3. A set of experiments is conducted in Section 4. Section 5 concludes the work.
Methodology and drawbacks of the previous work
In work [17] , when Gibbs sampler is applied for texture segmentation, the algorithm is comprised of two sequential processes: a region process making use of regional data followed by a boundary process making use of boundary information. Both of the two processes employ Gibbs sampler. However, besides providing a smoother visual e ect, the boundary process does not contribute signiÿcant accuracy improvement. The decisive role is played by the region process. Therefore, in this work, we will just focus on the region process. Nevertheless, because they are sequential modules, the boundary process can still be performed after the proposed algorithm.
In the region process of work [17] , a multiresolution pyramid conforming to a quad-tree structure is constructed based on the original image. Each resolution level is divided into blocks and a set of texture features is extracted from each of them. Each block is then treated as a Markov random ÿeld and Gibbs sampler [5] is adopted to label each block/site based on the local label conÿguration of a neighborhood and the texture features di erence between neighboring blocks within the same neighborhood. At the nominal top level, the neighborhood is the traditional 4-neighborhood (also known as ÿrst-order neighborhood). On the other levels the neighborhood is comprised of the 4-neighbors at the same level and a father block of the previous level. Although experiments showed that the technique is e ective, the way the energy function is deÿned and the lack of long-range interaction between disjoint blocks leaves room for improvement.
In [17] , we observed that, for the discriminative features, the probability density functions of both intra-and inter-class feature di erence is similar to Gaussian distribution function, and the variances of the intra-and inter-class feature di erences differ signiÿcantly as shown in Fig. 1 . The probability density functions of intra-class feature di erence in Fig. 1 characterize the mean gray level di erence, a common feature adopted in discriminating textures, of 1000 pairs of blocks of 16 × 16 pixels from each of the textures on both sides of Fig. 6 , respectively, while the probability density function of inter-class feature di erence characterizes the mean gray level di erence of 2000 pairs of blocks of the same size, each consisting of one block from the textures on the right-hand side of Fig. 6 and the other from the left-hand side. Based on this observation, the interaction energy in [17] is deÿned as a function of a set of four spatially localized texture feature descriptors (the observed data) and the local label conÿgurations.
However, the means of the intra-and inter-class feature di erences are not necessarily always far apart in the space of feature di erences. Fig. 2 shows two synthesized probability density functions of feature di erences wherein the variances of the intra-and inter-class feature di erences di er signiÿcantly while the means of the intra-and inter-class feature differences are both equal to zero. Textures with these types of feature di erences pose the most di cult task for the segmentation algorithms. Although this dicult case does not occur frequently, to prepare for the worst, the energy function in [17] was deÿned based on the assumption that the intra-and inter-class feature di erences are both zero-mean as shown in Fig. 2 . As reported in [17] , this deÿnition of the energy function does yield satisfactory results under a framework of multiresolution Markov random ÿelds (MMRF's) in conjunction with stochastic relaxation. However, the algorithm does also converge to local minima sometimes.
After close observation, we found that, actually, the probability density function of inter-class di erences in Fig. 2 is just a special case of its counterpart probability density function in Fig. 1 with mean equal to zero. Therefore, one of the objectives of the proposed work is to encode the characteristics of the general probability density function of Fig. 2 in the energy function in order to improve the performance of the previous algorithm.
In addition to the aforementioned drawback, since no global information and long-range interaction are involved in the labeling process of each block, sometimes, over-segmentation may occur. The situation is described as follows. Suppose we have an image containing two di erent textured regions of the same size divided by a vertical boundary. If we partition the image into 8 × 8 blocks, each indexed with co-ordinates (i; j); 0 6 i; j 6 7, and extract a feature vector from each block, ideally the di erences between blocks belonging to di erent regions should be much larger than the di erences between blocks belonging to the same region. Therefore, for the ideal case we should be able to segment the image as shown in Fig. 3(a) . The bold line segments between blocks in Fig. 3(a) represent big feature di erences while the thin ones represent small di erences. Letters 'a' and 'b' are the class labels assigned to the sites. However, even in the ideal case, over-segmentations as shown in Fig. 3(b) can still occur. Fig. 3(b) shows the homogeneous region on the left side being segmented into two regions (labeled 'a' and 'c') by mistake even though the di erences between di erently labeled sites are relatively small. For example, despite the fact that sites (4, 2) and (5, 2) belong to the same region, when site (4, 2) is visited, three of its neighbors within the 4-neighborhood system are labeled 'a' while only one is labeled 'c'. Therefore, the probability of assigning 'a' to site (4, 2) tends to increase as relaxation proceeds. Similarly, site (5, 2) is next to three 'c' neighbors and only one 'a', thus, it will stick to label 'c' with high probability. This kind of local "sibling competition" can cause "deadlock" and consequently gives rise to over-segmentation. This type of over-segmentations corresponds to the local minima in the interactive energy landscape and is more likely to occur in regions containing more blocks, in which di erent class labels may grow into sub-regions from di erent locations of the regions. When these sub-regions meet, sibling competition starts and spurious boundaries are formed. Fig. 4 shows the segmentation result of a remotely sensed image after the application of the algorithm proposed in [17] at the resolution level with the size of the sampling window equal to 8 × 8. The over-segmentation phenomenon is clearly demonstrated. The presence of the spurious vertical and horizontal boundaries manifests our observation.
The over-segmentation phenomenon arises from the fact that 4-neighborhood is too small, and as a result, the labeling decision can only be made on the Fig. 4 . The segmentation result of a remotely sensed image after the application of the algorithm proposed in [17] at the resolution level with the size of the sampling window equal to 8 × 8. inadequate local information. Therefore, involving a larger neighborhood to accommodate long-range interaction among blocks or even global information in the decision process is a sensible solution. However, for Markov random ÿeld approaches, adopting larger neighborhoods incurs higher computational cost. In its extreme case, when the whole image of the largest neighborhood is involved, the local characteristic of Markov random ÿeld (also known as Markovianity) is completely lost. In [17] , in order to avoid over-segmentation without involving large neighborhood, we start the annealing schedule at a relatively high temperature in the hope that the algorithm will not be trapped in local minima. However, this goal is achieved at the expense of slow convergence rate and it does not guarantee the convergence to the global minimum (see Table 2 ). In [9] , we discussed some issues about the computational complexity of Markov random ÿelds when they are used in conjunction with stochastic relaxation.
To alleviate the over-segmentation problem of [17] and to accelerate the convergence rate, a modiÿed version of Gibbs sampler augmented by a region-merging algorithm, which is a mechanism for keeping the search trajectory away from local minima, is proposed in this new work. By marrying the modiÿed Gibbs sampler and the region-merging algorithm, the three requirements set at the end of Section 1 can all be met.
Proposed algorithm

Multiresolution Gibbs sampler
In the context of texture segmentation, what we want to achieve is to assign a proper class label to each pixel in an image based on the observed data. An equivalent statistical description of this problem is that we want to know the posterior probability distribution P(X | Y ) where X is the label conÿguration and Y is the observed data. According to Baye's theorem, this posterior probability can be expressed in terms of a prior probability P(X ) and the conditional probability of the observation P(Y | X ), i.e.
P(X
To reduce the class-boundary uncertainty [18] , a multiresolution approach is taken in our previous work [17] wherein the image model is sequence random ÿelds X k ; 0 6 k 6 K, conforming to a quadtree structure, with a nominal top level 0 and K levels below that. The main purpose of this sub-section is to derive an improved version of the model in [17] in order to integrate it with a region-merging algorithm to be introduced in the next sub-section therefore, only the necessary parts of it and some elements which are not given in [17] are introduced.
Within the multiresolution structure, the labeling at level k is conditioned on that at level k − 1. Now, the model in (1) can reformulated as
where P(Y k | X k−1 ) is a constant [5] . Therefore,
The search for the optimal conÿgurationx is the process of maximizing this a posteriori, i.e., x = arg max
However, the computational cost of the optimization is far beyond acceptable bound because of the enormity of the conÿguration space. What makes Markov random ÿelds attractive is its local characteristic, also called Markovianity, which allows the global optimization problem to be solved locally. Thus, instead of taking the global conÿguration into consideration, Markovianity allows us to reach the global objective by focusing on the labeling of each individual site s based on a local neighborhood N s . With the theorem of MRF-Gibbs equivalence [2] , the model of (3) can be transformed into a MRF model with respect to a neighborhood N s as
The neighborhood is 
where · is the oor of a real number and (i s ; j s ; k) is the image coordinate of the site s on level k. The level indices are not shown in (5) 
The potential is deÿned, based on di erences between neighboring sites as 
Combining simulated annealing (SA) with (7) 
T t in (12) is the pseudo-temperature or annealing schedule
where the constant C k is a linear function of k, with higher value at low k. t is the number of iteration. Using MRF model, (4) can be transformed intô x s = arg max xs P(x s | y s ; y r ;x r ; r ∈ N s ):
Although the aforementioned models produces satisfactory results as reported in [17] , models (9)- (11) are based on the assumption that means of both intraand inter-class feature di erences are 0 as depicted in Fig. 2 . However, based on Fig. 1 , it is more appropriate to reformulate (9) and (11) 
where o is the mean of inter-class feature di erences.
Region-merging algorithm
Based on the argument about over-segmentation made in Section 2 and the fact found in Figs. 3 and 4 , it is clear that the sibling competition can be resolved with an augmenting mechanism by detecting the spurious boundaries and merging the regions separated by them during the labeling process of the Gibbs sampler. To do so, after every i iterations, two neighboring regions are merged if the following merging criterion is met:
Merging criterion: All the feature di erences between the sites along any horizontal or vertical b-site long boundaries segments shared by two neighboring regions are less than or equal to × w -a factored standard deviation of intra-class feature di erences in (10) .
Merging criterion is set based on the observation that sibling competition only occurs along horizontal and vertical spurious boundary segments. This observation is clearly shown in Fig. 4 . Parameter b in merging criterion determines the length of the spurious boundary segments. Giving the fact that there are sometimes leaks (i.e., weak di erences between neighboring blocks belonging to di erent texture regions), ÿxing b to 1 may result in merging distinct regions due to a narrow leak. Therefore, in the proposed work, b is set to 2 at the nominal top level where the segmentation algorithm starts. At each new level, the value of b is doubled to conform to the quadtree structure. In an even more cautious manner, b can be set to a value greater than 2 at the nominal top level. This is a sensible practice when the block size of the nominal top level is small and the variation across the texture regions is smooth. Factor in merging criterion determines the "aggressiveness" of the merging algorithm. The higher its value is, the more aggressive the algorithm becomes. In its special case when equals 0, no merging operation is performed.
The beneÿt of integrating the region-merging process is twofold:
• Over-segmentation corresponds to the local minima in the interactive energy landscape. As discussed in [5, 9] , starting the simulated annealing schedule at lower temperature, Gibbs sampler is more likely to be trapped in local minima. Merging the neighboring regions of the same class is equivalent to guiding the searching trajectory away from the local minima because the Gibbs sampler will start its new iteration from the post-merging conÿguration. This allows the Gibbs sampler to start the simulated annealing schedule at signiÿcantly lower temperature without worrying about being trapped in local minima.
• By breaking the spurious boundaries, it prevents the time-consuming label oscillation/competition from happening. This beneÿt is multiplied when there are large regions present in the images or when smaller block size is used. In the later case, the smaller the block size is, the more blocks each region contains. This will increase the likelihood of over-segmentation.
Since the operation of detecting spurious boundaries and merging the regions separated by them are relatively simpler the operation of Gibbs sampler and it is performed only once after several labeling iterations of the Gibbs sampler, the cost is signiÿ-cantly less than the beneÿt gained from starting the simulated annealing schedule at low temperature and eliminating sibling competition along the spurious boundaries.
Experiments
Like most approaches, the segmentation process in this work follows the features extraction process. Since the main purpose of this work is to investigate the performance of the segmentation process, without loss of generality, feature set in this work includes only the mean gray value, a common feature adopted in discriminating textures. However, readers are reminded that appropriate features other than mean gray value can be incorporated with the proposed segmentation algorithm since the feature extraction and segmentation processes are separate modules.
In the following experiments, all the images (Images I-IV in Figs. 5-8, respectively) used are of size 256 × 256. For Images I-III the proposed algorithm starts at level 3 of the multiresolution structure where there are 8 × 8 blocks/sites, each containing 64 × 64 pixels (because of the 50% overlap). The algorithm completes at level 4 where there are 64 × 64 blocks/sites, each containing 8 × 8 pixels. The superposed white lines are the texture boundaries detected by the algorithms. The percentages of misclassiÿcation resulted from the application of the proposed algorithm are collected in Table 1 . These statistics about Image IV are not calculated because there is no ground truth for the image. The computational complexity in terms of number of iterations per pixel is tabulated in Table 2 . Because each block is basic element for labeling (not each pixel) and because of 50% overlapping, the measure of iteration per pixel is Although there are only two texture classes appearing in Image I of Fig. 5 , ÿve regions are detected, with three small false ones along the real boundary. The reason for the three false ones to stand out is that each of them contains equivalent amounts of texture from di erent classes and the texture combination makes them di er signiÿcantly from both of the two classes. However, the three false regions are eliminated at ÿner levels and the boundary estimate is signiÿcantly improved (see also Table 1 for the percentage of misclassiÿcations). We can see that the accuracy and smoothness of the detected boundaries are signiÿ-cantly improved as the algorithm descends the multiresolution structure. This fact is also re ected on the decreasing percentage of misclassiÿcation shown in Table 1 . Same argument applies to the small regions along the real boundaries in Figs. 6(a) and 7(a).
As mentioned in Section 2 that the over-segmentation due to sibling competition is more likely to occur in regions containing more blocks. To demonstrate the merit of incorporating region-merging process, we start segmenting Image IV in Fig. 8 at level 6 , where the block size is 8 × 8 pixels and the total number of blocks is 4096 (64 times more than that at level 3). Also, because of 50% overlapping, the algorithm has to stop at level 8 (where the block size is 2 × 2 pixels), which is equivalent to the original image in terms of the number of blocks/sites. Comparing the segmentation result of Image IV in Fig. 8(a) with the result obtained by applying the previous algorithm on the same image as shown in Fig. 4 , the superiority of the proposed algorithm over the previous one is evidently. The vertical and horizontal spurious boundaries present in Fig. 4 disappear from Fig. 8(a) .
To make a quantitative comparison as shown in Table 3 , the previous algorithm is applied on the top level (level 3) of Images I and III with di erent value of C 3 in (13) . The readers are reminded that C k determines the starting temperature of the annealing schedule. The higher the value of C k , the higher the starting temperature. The results are then compared to that of the proposed algorithm. However, one single run of an algorithm is not enough to reveal its stochastic behavior. Therefore, the statistics are calculated after 100 runs of the algorithms each at di erent value of C 3 . Note, the reason we do not involve Image III of Fig. 7 is simply because the block population sizes of the four textured region is too small. Given the fact that the blocks straddling the real boundaries contain more than one texture, therefore, it is reasonable to expect non-zero percentage of misclassiÿca-tions. This is especially true at higher levels where the blocks are larger. When these boundary blocks form small regions as shown in Figs. 5(a), 6(a), and 7(a), we do not see them as over-segmentation. The percentage of over-segmentation tells the percentage of runs resulted in over-segmentation. It is clear from Table 3 that for the previous algorithm lower percentage of over-segmentation is associated with higher starting temperature. However, this quality improvement is gained at the expense of higher average iterations/pixel (computational cost) as shown in the row below. On the other hand, for the proposed algorithm even starting the annealing schedule at a value of C k as low as 5, there is no occurrences of over-segmentation and the low average iteration/pixel shows the computational cost e ectiveness of the proposed algorithm. 
Conclusions
In this work, we have addressed the drawbacks of Gibbs sampler (i.e., the combination of Markov random ÿeld and simulated annealing) when it is applied to texture segmentation problem due to its short-range interaction among sites and local "sibling competition". In attempt to circumvent these drawbacks, we also pointed out that given the inherent merit of MRF's local characteristic, to make Gibbs sampler a more e cient segmentation technique, the following requirements have to be met.
• A mechanism allowing the annealing schedule to start from relatively low temperature should be utilized in order to accelerate the convergence rate while the local optima are avoided. However, the computational cost of the mechanism must be insigniÿcant relative to that of the MRFs. Speciÿcally, the merits and shortcomings of a previous segmentation algorithm [17] using Gibbs sampler are investigated, and an improved algorithm is proposed. The idea of SOIL [9] is employed to meet the ÿrst requirement. The second requirement is met by encoding a more general probability density function of feature di erences into the energy function. A computationally trivial, yet functionally e ective region-merging process is included as the mechanism to meet the third requirement.
