In this paper, some existence theorems of periodic solutions of a class of the nonautonomous second order Hamiltonian systems
Introduction and main results

Consider the following second order Hamiltonian systems ẍ(t) − B(t)x(t) + ∇H t, x(t)
where T > 0, B ∈ C(R, R N 2 ) is a symmetric matrix-valued function with (B(t)x, x) 0 for all x ∈ R N and all t ∈ R. Let H : R × R N → R, (t, x) → H (t, x) be measurable in t for each x ∈ R N and continuously differentiable in x for almost every t ∈ R, H is T -periodic in t and H (t, 0) ≡ 0. Write ∇H (t, x) =
∂H (t,x)
∂x . We need the following assumptions:
(H 1 ) H (t, x)/|x| 2 → +∞ as |x| → ∞ uniformly for all t. When B(t) ≡ 0 for all t ∈ R, the existence of periodic solutions for systems (1) had been extensively studied and a lot of important existence and multiplicity results had been obtained, for example, see [1, [4] [5] [6] [9] [10] [11] [12] and their references. Particularly, Fei [4] got the existence of 1-periodic solutions of systems (1) under some new superquadratic conditions, Wu [11] studied multiplicity of periodic solutions, and Tao and Tang [10] researched the subharmonic solutions. When B(t) ≡ 0, Zou and Li [13] studied the existence of infinitely many T -periodic solutions under the assumption that H (t, x) is even in x, Ou and Tang [7] get the existence of homoclinic solutions and Faraci [3] studies the existence of multiple periodic solutions.
In the present paper, our main purposes are to give some new existence results of periodic solutions for systems (1) by using a mountain pass theorem and a local link theorem, which generalizes the following Theorem 1.2 in [4] :
there exists constants β λ and α 2 > 0 such that
Then there exists a non-constant 1-periodic solution of system (1) (with B(t) ≡ 0).
Our main results are the following theorems:
) and the following condition:
Then there exists a nontrivial T -periodic solution of systems (1). 
Periodic solutions of Hamiltonian systems
In this paper, we shall use the following mountain pass Theorem A (Theorem 5.3 in [8] ) to prove Theorem 1 and local linking Theorem B (Theorem 2 in [5] ) to prove Theorem 2.
The following concepts appeared in [5] . Let X be a real Banach space with direct decomposition X = X 1 ⊕ X 2 . Consider two sequences of subspaces:
Definition 1.1. A sequence {α n } ⊂ N 2 is said to be admissible if, for every α ∈ N 2 there is m ∈ N such that n m ⇒ α n > α.
Definition 1.2.
Let c ∈ R and ϕ ∈ C 1 (X, R). The functional ϕ is said to satisfy the (PS) * condition if every sequence {x α n } such that {α n } is admissible and
contains a subsequence which converges to a critical point of ϕ, where ϕ α = ϕ| X α .
Definition 1.3.
Let X be a Banach space with a direct sum decomposition
The function f ∈ C 1 (X, R) has a local linking at 0, with respect to (X 1 , X 2 ), if, for some r > 0, 
Theorem A. (See [8].) Let E be a real Banach space with
Then I possesses a critical value c α which can be characterized as
where
Theorem B. (See [5] .) Suppose that f ∈ C 1 (X, R) satisfies the following assumptions:
(B 1 ) f has a local linking at 0 and
Then f has at least one nonzero critical point. We need the following lemma, which is due to Ding [2] (see [7] ).
Lemma 1. Suppose that B(t) satisfies (L 1 )
. Then E is compactly embedded in L p for any 1 p +∞, which implies that exists a constant C > 0 such that
for all x ∈ E and all p = 1, 2, β + 2,
Ding [2] pointed out that the spectrum σ (A) consists of eigenvalues numbered in
by Lemma 1 (counted in their multiplicities), and corresponding system of eigenfunctions {e i } forms an orthogonal basis in L 2 . Let n − (respectively n 0 ) be the number of λ i satisfying λ i < 0 (respectively λ i = 0),n = n − + n 0 , and set
we introduce on E the following inner product and norm:
which is continuously differentiable on E, and
x(t) , y(t) dt
for all x, y ∈ E. It follows from (3) that
for all x = x − + x 0 + x + ∈ E = E − ⊕ E 0 ⊕ E + and y = y − + y 0 + y + ∈ E = E − ⊕ E 0 ⊕ E + (see [7] ).
Proof of Theorem 1.
Step 1. ϕ satisfies the (PS) condition. Let {x n } ⊂ E satisfy ϕ (x n ) → 0 as n → ∞ and {ϕ(x n )} is bounded. We prove that {x n } is a bounded sequence in E. Otherwise, going to a subsequence if necessary, we have x n → ∞ as n → ∞. It follows from the equivalence of the norms on the finite-dimensional subspace E 0 that there exists a positive constant C 1 such that
By (H 3 ) and (H 4 ), there exists d 3 > 0 such that
In fact, by (H 4 ), we have
On the other hand,
which implies that
It follows from combining (a) with (b). So we have
Hölder's inequality and (2), one has, as β > λ,
Similarly for x − n , we also get x − n x n → 0, as n → ∞.
By (H 3 ) and (H 4 ), there exist d 4 > 0 and d 5 > 0 such that
Since dim E 0 < +∞,
by (2) and (4). Moreover, it follows from (6) and (7) that
Hence by (6)- (8), one has
a contradiction. Hence {x n } must be bounded, that is, there exists a constant C 2 > 0 such that
for all n. Going if necessary to a subsequence, we can assume that
It follows from Lemma 1 that
as n → ∞. By (H 2 ) there is δ 1 > 0 such that
for all t ∈ [0, T ] and |x| < δ 1 . Choose positive integer k 0 such that
It follows from (L 1 ) that there exists δ > 1 such that
for all |s| δ − 1. By Hölder's inequality, (9) , (13) and (14) we have
for all n ∈ N and all |t| δ. Hence one has
by (12), (15) and Hölder's inequality. Moreover we have
for all n, which implies that x + n → x + in E as n → ∞ by (10) and (11) . From (11) and the equivalence of the norms on the finite-dimensional subspace E − ⊕ E 0 we obtain that x 0 n → x 0 and x − n → x − in E as n → ∞, which implies that x n → x in E as n → ∞. Hence {x n } has a convergent subsequence, which shows that the (PS) condition holds.
We now prove that ϕ satisfies the other conditions of Theorem A. By (H 3 ), we have
It follows from (H 2 ) that, for any ε > 0, there exists δ 2 > 0 such that
where M is a positive constant. Hence we obtain
for all x ∈ E by (2) and (17).
Step 2. We claim that there exist ρ > 0 and α > 0 such that
In fact, ∀x ∈ E 1 = E + , by (18), we see
Notice that β + 2 > 2. Taking ε = 1 4C 2 > 0 and a small ρ > 0, we have
Step 3. Let e ∈ E + with e = 1. Then there exists d 6 > 0 such that
for all x ∈ E 0 . By (H 1 ) and (H 3 ) there exists M 1 > 0 such that
It follows from (20) and (19) that
for all s > 0 and x ∈ E − ⊕ E 0 . Hence we have
, where
By (21), one has
It follows from (H 5 ) that ϕ(x) 0 for all x ∈ E − ⊕ E 0 , which implies that ϕ(x) 0, ∀x ∈ Q 1 .
Hence we obtain ϕ(x) 0, ∀x ∈ ∂Q.
Consequently, Theorem 1 is proved by Theorem A. 2
We will use Theorem B to prove Theorem 2. We have known that ϕ satisfied (B 3 ) of Theorem B (by the definition of ϕ(x) and (18)), now we only prove (B 1 ), (B 2 ) and (B 4 ) of Theorem B.
Proof of Theorem 2. We only consider the case (i). The other case is similar.
(1) We claim that ϕ has a local linking at zero with respect to (X 1 , X 2 ), where X 1 = E + and X 2 = E 0 ⊕ E − . Indeed, for x ∈ X 1 = E + , by (18), we have
So letting ε = 1/(4C 2 ) > 0 and noting that β + 2 > 2, we can find a constant r 0 > 0 such that ϕ(x) 0, ∀x ∈ X 1 with x r 0 .
, where R is the constant appearing in (H 5 ). Let
Then we have 
