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Abstract
Understanding the origins of intermediate mass nuclei requires accurate knowledge
of nuclear reaction rates. This thesis addresses two projects targeting measure-
ments of nuclear cross sections relevant in hot astrophysical environments. Direct
measurements of neutron capture on 67Zn and 68Zn were performed using the De-
tector for Advanced Neutron Capture Experiments (DANCE) at the Los Alamos
Neutron Science Center (LANSCE). A new 68Zn(n, γ) cross section in the neutron
energy range from 150 eV to 850 keV and Maxwellian-Averaged Cross Sections
from 20 keV-100 keV are presented along with the details of the analysis. These
reaction rates are important for the weak s process that takes place in massive
stars and is responsible for the production of a major portion of the elements from
mass 60 < A < 90.
A technical component of this thesis pertains to the development of the LSU-
FSU Array for Nuclear Astrophysics and Structure with Exotic Nuclei (ANASEN).
This advanced detector technology will be used to perform direct (and indirect)
measurements of charged particle nuclear reactions on proton-rich nuclei using ra-
dioactive ion beams. Reactions on proton-rich nuclei impact the abundances of in-
termediate mass nuclei produced in core-collapse supernova and have a substantial
impact on understanding observations of Type I X-Ray bursts, the most common
stellar explosion. Specifically, we developed an approach using ANASEN for direct
measurements of (α, p) reactions that have a significant influence on Type I X-
Ray bursts. The results from a 14N(α, p) proof-of-principle test, and progress with




Origin of Intermediate Mass Elements
One of the driving goals in nuclear astrophysics is understanding the observed
abundances of the elements. It was recognized in the 20th century that the so-
lar system abundances heavier than the iron group must be predominantly formed
from neutron-capture processes, and that two distinct classes of environments must
contribute to the observed abundances [14, 15, 16]. Charged-particle reactions on
such isotopes are generally unfavorable because of the low probability of pene-
trating the Coulomb barrier at astrophysical energies, whereas there is no such
hindrance for neutron captures.
FIGURE 1.1: A portion of the chart of the nuclides showing the s process path and
the r process region where horizontal paths are neutron captures, and diagonal
lines are beta decays. Specific nuclei that are produced by the r process or s process
alone are shown labeled by the letter s or r respectively. The solar system isotopic
abundance distribution is shown in the inset. (Figure taken from [1].)
The neutron-capture processes responsible for the formation of the nuclei be-
tween iron and the actinides are illustrated in Figure 1.1. The double-peaked struc-
1
ture in the abundance pattern shown in the inset of Figure 1.1 arises from the two
distinct time scales for neutron captures in the s and r process causing isotope
abundances to accumulate at closed neutron shells (for example at the N=50 shell
closure) in different mass regions. The rapid neutron-capture process (the r pro-
cess) takes place far from beta stability on a very short time scale and the isotopes
of interest have thus far been largely inaccessible to experiments. In contrast, the
slow neutron-capture process (the s process) takes place over a timescale of tens
of thousands of years, with the mean time between sequential neutron captures
on the order of tens to hundreds of years. In the s process, neutron captures take
place primarily on stable nuclei that can be studied in the laboratory. Precise
cross section measurements of s process reactions are key in interpreting evidence
of other nucleosynthetic processes, since they allow a robust determination of s
process abundances that can be subtracted from the solar system distribution.
A simplified model, called the classical model of the s process, is useful for
understanding the general features of the s process abundance pattern and the
astrophysical environment in which it takes place. In the classical s process model,
two drastically different exponential neutron exposure components are required
to explain the observed abundances and have come to be known as main and
weak components of the s process. The results of a two component exposure fit
to the product of cross section and abundance is illustrated in Figure 1.2 [17]. At
equilibrium, this product is constant explaining the stair-step dependence in the
main s process in Figure 1.2 [17] where equilibrium is approximately achieved be-
tween neutron magic numbers. While such a site-independent analysis determines
the conditions of the necessary stellar environment (i.e. neutron exposure, initial
metallicity, and time scale), detailed stellar and galactic chemical evolution models
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are also required to fully understand the detailed abundances, especially those of
branch points and the weak s process isotopes [18, 19, 2].
FIGURE 1.2: The product of cross section and s-process abundance is plotted as
a function of mass number where open squares are the known abundances of s-
only nuclei. The thick (thin) lines represent the main and (main+weak) s process
components [1].
The abundance pattern for the main component of the s process arises from
neutron production in 1.5 to 3 solar mass Asymptotic Giant Branch (AGB) stars
and is relatively well understood. This is a result of a large amount of directly
measured nuclear data [20, 11], known solar abundances for a large number of
isotopes (s-only isotopes) that can only be produced in the s process, and mea-
sured isotopic ratios from pre-solar grains originating in AGB stars [21]. For the
main s process, an important remaining nuclear uncertainty is due to uncertain
neutron capture cross sections on branch points, which occur when the s-process
flow reaches a radioactive isotope with a β-decay half-life comparable to the time
between neutron captures. This causes s-process nucleosynthesis to split into two
paths that result in the sharp dips in Figure 1.2. Measuring neutron capture cross
sections on these radioactive branch-point isotopes can provide a constraint for
3
stellar s-process models, but these experiments are extremely difficult where the
detector rate limit places constraints on the maximum sample mass and minimum
neutron flux feasible [22].
Less well understood is the weak s process taking place in massive stars (8-
25 solar masses) that undergo significant mass loss and eventually explode as
Type II Supernovae. There are fewer s-only nuclides in weak s process mass region
(60 > M > 90) to constrain calculations, and only recently have detailed models
started to address nucleosynthesis in the weak s process. Uncertainties in reaction
rates effecting neutron production via 22Ne(α, n) are a main uncertainty for weak
s process abundance predictions. The weak s process abundance calculations are
also sensitive to the initial CNO seed abundance assumed in the model. Further-
more, new neutron capture cross section measurements are required to reduce the
uncertainties in abundance predictions in the weak s process [2].
Observations of metal-poor stars also provide elemental abundance data that
reveal information about nucleosynthesis in the early Galaxy [23]. Subtracting
the expected s-process abundance distribution from the solar system abundances
provides a residual abundance that is strikingly similar to the abundances seen in
metal poor stars for elements heavier than tin. The observed abundances of some
elements that are believed to be primarily formed in the rapid neutron-capture
process (e.g. Eu) do not generally correlate with the production of iron (primarily
originating in supernovae), and evidence is mounting for rarer scenarios such as
neutron star mergers as the source of the r process in the early Galaxy [24, 25].
Later stages of massive star evolution may also play an additional role in the
production of the intermediate mass nuclei (from nickel to tin). Star-to-star com-
parisons of abundances show an excess of intermediate mass elements in the metal-
poor stars HD88609 and HD122563 providing evidence for an additional primary
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process, called the Light Element Primary Process (LEPP), that contributes to
the production of intermediate mass elements in the early Galaxy [26, 27, 23]. The
elemental abundance pattern between the iron group and tin shows substantial
variation from star-to-star, and abundances in this region correlate with the pro-
duction of iron, suggesting an association with core-collapse supernovae [24, 25].
Site independent studies are able to reproduce the LEPP abundance pattern us-
ing a neutron-capture process called a weak r process [23]. Another proposed sce-
nario is an s process taking place in fast rotating massive stars where neutron pro-
duction at low metallicity is possible due to primary production of the 22Ne(α, n)
neutron source [28, 29]. In addition, results from core-collapse supernovae simula-
tions have been shown to favor proton-rich conditions, and a sequence of proton
capture reactions on proton-rich nuclei aided by neutrino-induced reactions (the
νp-process) can occur in neutrino-driven winds of core-collapse supernova and may
be the site for the LEPP [30, 31].
Site independent classical s-process analyses are also able to reproduce the
general features of the abundances produced by the r-process [17], determining
abundances especially for intermediate mass nuclei require more careful analy-
sis [18, 19, 23]. Early comparisons between the solar residual abundances for in-
termediate mass nuclei showed significant deviations, especially for the lighter el-
ements (Sr, Y, and Zr), from the LEPP abundance pattern seen in metal-poor
observations [27]. Only after including a more detailed description of the main
s-process component in AGB stars and the weak s process component in massive
stars does the solar residual abundance pattern begin to agree with that observed
in metal-poor stars [18, 19, 23].
In order to build a better understanding of the origin of intermediate mass nuclei,
direct measurements to reduce uncertainties in nuclear data are essential. More
5
accurate data on neutron capture reactions important for the s process are pivotal
for residual abundance determinations that serve as the basis for understanding
the r process and the LEPP. A new frontier is also emerging as measurements of
nuclear data involving radioactive nuclei that are important in stellar explosions
like supernovae and X-Ray bursts are becoming possible at radioactive ion beam
facilities. Both frontiers are complementary in reducing uncertainties in the nuclear
physics that helps to constrain the interpretation of ever increasing observational
data and improve our understanding of the origin of intermediate mass elements.
This thesis includes seven chapters and two appendices. Chapter 1 provides an
overview of the complex problem of understanding the origin of intermediate mass
elements. A description of the weak s process neutron production is given in Chap-
ter 2 along with a motivation for directly measuring neutron capture on stable,
neutron rich zinc isotopes. Chapter 3 is a discussion of the technical details of
a 67,68Zn(n, γ) neutron capture experiment, data analysis, and methods. Results
from the 67,68Zn(n, γ) experiment are given in Chapter 4. A motivation for direct
measurements with radioactive ion beams using the Array for Nuclear Astrophysics
and Structure with Exotic Nuclei (ANASEN) is given in Chapter 5. Current de-
velopments, preliminary results, and an outlook on the future of ANASEN are
presented in Chapter 6. Finally, a conclusions section highlighting the work and




2.1 The Weak s Process
The weak s process is the slow neutron capture process that occurs in massive stars
(8 - 25 solar masses) producing most of the s process isotopes between iron and
strontium. The dominant neutron source in the weak s process is the alpha-driven
22Ne(α, n) reaction. The neutron production begins with an initial CNO metallicity
that is converted to 14N in core hydrogen burning in the star [32, 33, 2]. The initial
CNO metallicity assumed in weak s process stellar models linearly affects the weak
s process neutron production [32, 33, 2]. In the early stages of core helium burning
14N is converted into 18O via the 14N(α, γ)18F(β+ν)18O reaction path [34], and 22Ne
is produced by 18O(α, γ)22Ne when core temperatures reach 2.5 × 108 K towards
the end of core helium burning and He exhaustion [33, 34]. The remaining helium
present in the core provides neutrons for the weak s process via the 22Ne(α, n)
reaction when temperatures have reached 3 × 108 K producing neutrons with an
effective energy (kT) of 30 keV. This helium core burning phase results in a peak
neutron exposure of 106 n/cm3 over a time scale of 100,000 years [13, 2].
A fraction of the 22Ne produced in the core remains after the end of helium
exhaustion [2, 32]. The 22Ne(α, n) neutron source reaction is re-ignited with α par-
ticles produced in carbon burning by the 12C(12C, α) reaction [2]. Carbon burning
takes place at approximately 1 × 109 K producing neutrons with an effective en-
ergy (kT) of 90 keV over a much shorter time scale of less than a year [35, 2] with
a peak neutron exposure of 1012 n/cm3. Nucleosynthesis in shell helium burning
is significantly affected by proceeding supernova explosion, and the core carbon
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burning region will eventually collapse in a neutron star or black hole thus do not
affect the s process abundances [2].
2.2 Sensitivity Studies and the Role of 66−68Zn
In a recent study by Pignatari et al., the impact of updated neutron capture rates
since the Bao et al. reaction rate compilation [20] were evaluated for their affects
on abundances in the weak s-process [2]. Recent improvements on cross sections
of stable Ni isotopes showed that the nucleosynthesis in this regime is not in local
equilibrium. Thus improving the cross section on one isotope has an effect on
many isotopes downstream [36, 37, 16, 13]. For the weak s process, reaction rates
are needed both at core helium burning temperatures (kT = 30 keV) and at carbon
shell-burning temperatures (kT = 90 keV) especially when neutron capture cross
sections are sufficiently small (<150 mb) [2].
A sensitivity study by Pignateri et al. specifically called for new measurements
on the 66−68Zn isotopes [2]. Shown in Figure 2.1 are the results of a sensitivity
study varying the standard 68Zn(n, γ) rates by a factor of 1.5 that affects the pre-
dicted abundances up to rubidium. This 50% variation is larger than the modestly
reported uncertainties (≈ 10%); however, recent evaluation of previous data on
natZn resulted in a 30% reduction in the 67Zn(n, γ) Maxwellian Averaged Cross
Section at kT=30 keV [6, 38]. The zinc isotopes (66,68Zn) being specifically impor-
tant because, in the weak s process, lighter nuclei with low capture cross sections
have a greater impact on the entire mass region and must be known to a precision
of 10% or better [2].
There is a significant effort to improve the neutron capture cross sections needed
for nucleosynthesis calculations [20, 38, 2]. In this region, recent calorimeter mea-
surements on isotopes with small neutron capture cross sections (62Ni,63,65Cu,
74,76Ge, and 75As) reveal systematic discrepancies with previous measurements
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FIGURE 2.1: Relative overabundance for isotopes of interest following C-shell burn-
ing in a 25 M star with an initial solar metallicity. Solid circles show the impact
of scaling up the standard 68Zn(n, γ) by 1.5 while the crosses show the effect of
decreasing the cross section by a factor of 1.5 [2].
most likely due to improperly accounting for the scattered neutron background or
ambiguities arising from target inpurities [37, 16, 39, 40]. Recently recommended
66−68Zn accepted cross sections up to 100 keV are based on recent adjustments of
the combined results of Garg et al. and Agrawal et al. [41, 42, 43] in a systematic
evaluation of five stable zinc isotopes 64,66,67,68,70Zn using elemental zinc neutron
capture cross section data. Above 100 keV a coupled-channels optical model cal-
culation parameterizes the cross section fit to experimental data up to 3 MeV [6].
The 68Zn(n, γ)69mZn cross section has also recently been revisited via activation at
kT = 30 keV [44]. However, the germanium detector γ-counting measurement was
limited to the partial cross section to the metastable state (Tm1/2=13.76 h) because
the experiment was not optimized for measuring the ground state of 69Zn that
decays by β-emission with a much shorter half-life (T g.s.1/2 =56.4 m).
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Chapter 3
68Zn Neutron Capture Experiment
The 68Zn neutron capture experiment was performed with the Detector for Ad-
vanced Neutron Capture Experiments (DANCE) at Los Alamos National Labo-
ratory. DANCE is a BaF2 calorimeter located at a dedicated flightpath at the
Manuel Lujan Center at the Los Alamos Neutron Science Center (LANSCE) in
Los Alamos, New Mexico. At LANSCE, a high intensity pulsed proton beam is ac-
celerated to 800 MeV by a linear accelerator. The proton beam, bunched in 250 ns
wide pulses, impinges on a water-cooled tungsten production target producing a
white source of spallation neutrons [45]. The spallation neutrons are then mod-
erated by the room temperature water surrounding the production target before
traveling down multiple flightpaths to various experiments.
The DANCE flightpath shown in Figure 3.1 does not have a direct line of sight
to the production target and views only the water moderator. The neutron energy
is deduced by the flightpath length, lfp = 20.29 m, and the neutron time-of-flight,
ttof using Equation 3.1. The time-of-flight is measured between a reference to the
primary proton pulse and events in the BaF2 detectors. Since the maximum neutron
energy considered in this experiment is 1 MeV the non-relativistic kinematic energy








For a given flightpath length, the width of the primary proton pulse combined with
the broadening effects of the water moderator are factors that limit the neutron
energy resolution achievable. The uncertainty in neutron energy ∆En due to an
independent time-of-flight uncertainty ∆ttof and flightpath length uncertainty ∆lfp
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lfp
FIGURE 3.1: Flight Path 14 (FP14) illustrating shielding and collimation of the
DANCE dedicated neutron beam line [3].












The neutron energy resolution is modeled in more detail within the framework of
the R-matrix code SAMMY allowing the cross section from this experiment to be
compared to recommended cross section parameters in §4 [46, 47].
TABLE 3.1: Run log for zinc experiment
Run Number Time Start Time Stop Sample
48488-48505 10/23/2014 17:05:22 10/24/2014 09:46:49 68Zn
48506-48510 10/24/2014 10:36:24 10/24/2014 17:04:30 67Zn
48515-48534 10/24/2014 20:31:33 10/24/2014 18:08:31 68Zn
48847-48881 11/13/2014 00:50:17 11/14/2014 11:40:44 68Zn
48882-48887 11/14/2014 12:02:15 11/14/2014 21:57:39 197Au
48888-48896 11/14/2014 22:17:52 11/15/2014 21:16:51 208Pb (30 mg)
48897-48922 11/15/2014 21:32:48 11/16/2014 18:42:37 67Zn
48923-48936 11/16/2014 19:02:10 11/17/2014 11:16:14 68Zn
49144-49225 12/01/2014 18:51:00 12/05/2014 17:03:13 68Zn
49226-49283 12/05/2014 17:15:38 12/08/2014 08:16:57 208Pb (97.4 mg)
49284-49297 12/08/2014 08:26:39 12/09/2014 07:58:55 197Au
49465-49503 12/17/2014 14:30:51 12/19/2014 09:11:45 208Pb
Measurements on various targets were conducted for beam intensity normaliza-
tion and background subtraction. Table 3.1 shows the breakdown of the experi-
mental data taken for this experiment. In addition to a measurement of 68Zn(n, γ),
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a measurement of 67Zn(n, γ) was also conducted as it is also important for under-
standing background in the 68Zn enriched sample. Both data sets are important
for understanding the systematics of the previous zinc measurements. This work
also provides some limited information on the strongest 66Zn(n, γ) resonances.
3.1 DANCE: The Detector for Advanced Neutron Capture
Experiments
DANCE is an array of 160 BaF2 crystals, each 734 cm
3 in volume located at a
distance of 19 cm from the target to form a spherical shell. The geometry shown
in Figure 3.2 is based on a spherical packing of four distinct crystal shapes to-
taling 162 modules each viewing the same solid angle [48]. Two of the modules
are omitted to allow the neutron beam to enter and exit the detector. With 160
crystals, the array covers a total solid angle of approximately 3.5 π steradians.
The solid angle matching for all crystals is crucial for the data interpretation of
the number of gamma rays emitted (multiplicity) in the decay cascade following
a neutron capture. Since a single gamma-ray can often Compton scatter in more
than one detector crystal in DANCE, the measured multiplicity is defined as the
number of nearest-neighbor detector clusters that fire. Summing the detector en-
ergies within nearest-neighbor clusters defines a cluster energy, Eγ, that is a better
representation of individual gamma rays than single crystal energies.
The multiplicity and energy information measured in DANCE is extremely im-
portant for understanding the detector efficiency and is a powerful tool that can be
used to probe nuclear properties. A 6 cm thick, hollow sphere of LiH surrounds the
target position passively shielding the crystals from scattered neutrons [22]. The
high detector efficiency (≈ 87%) and segmentation of DANCE provides an active
suppression of backgrounds [49]. DANCE functions as a calorimeter by summing
the measured energy from all detectors to get the total energy Esum. The neu-
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(a) (b)
FIGURE 3.2: (a) Schematic representation of DANCE showing the beam-line,
lithium hydride sphere, and the four BaF2 crystal shapes represented by the differ-
ent colors. (b) Illustration of hypothetical gamma-ray cascades following neutron
capture on 68Zn.
tron capture on different isotopes can be identified cleanly when the total energy
corresponds to the reaction Q-value: 6.482 MeV for 68Zn(n, γ). The this total en-
ergy detected in the detector provides a means for identification and subtraction
of backgrounds throughout this analysis.
3.2 Targets
The zinc target material was procured from by Trace Sciences [50] as metal pieces
that were bent into layers and fixed with scotch tape so that the target remained
within a 5 mm diameter. With non-uniform targets, it is advantageous that the
sample be smaller than the central, homogeneous part of the beam that is approx-
imately 7 mm diameter at the target location.
TABLE 3.2: 67,68Zn Targets Composition and Natural Abundances
Isotope 64Zn 66Zn 67Zn 68Zn 70Zn
Natural Abundance 49.17% 27.73% 4.04% 18.45% 0.61%
67Zn (50 mg) 0.12% 5.92% 88.58% 5.38% <0.01%
68Zn (200 mg) 0.13% 0.10% 0.43% 99.23% 0.09%
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(a) (b) (c)
FIGURE 3.3: Photographs of 68Zn, (a) top view and (b) side view, and a photograph
of 67Zn (c) illustrating the 5 mm maximal dimensions.
In addition to the zinc targets listed in Table 3.2, two other targets were es-
sential for the experiment. A measurement on a gold target with 4 mm diameter
and a thickness of 490 nm (2.91± 0.12× 106 atoms/barn) determined the overall
normalization of the neutron flux shape provided by the flux monitors (See §3.4).
Two targets of 208Pb, a 30 mg and a 97.4 mg of the same sample bulk, were used
as scattering samples in order to characterize the background from neutrons cap-
turing on barium in the detector crystals. The capture cross section for 208Pb has
no resonances below approximately 100 keV and is generally much smaller than
the neutron scattering cross section [5, 49].
3.3 Calibrations
The energy calibration is performed with standard gamma sources placed at the
target position; however, to correct periodic shifts in the detector gains on a run-
by-run basis, the intrinsic alpha activity of the BaF2 crystals is utilized. The alpha
activity in the crystals is due to the presence of radium which is a chemical analog
to barium. The alpha decay events are clearly separated by comparing a short time
integral of the detector signals to a long integral shown in Figure 3.4(c) [48, 49, 4].
The alpha events are removed from the event analysis and are reserved for an
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WOUTERS et al.: ACQUISITION—ANALYSIS SYSTEM FOR THE DANCE 881
The acquisition system also is responsible for synchronizing
the acquisition hardware. Hardware synchronization of all the
detectors presented significant challenges and thus we turned
to a software solution relying on “semaphores” controlled by a
central computer to synchronize operation of the entire acquisi-
tion hardware.
The analysis system is responsible for reconstructing physics
events from the raw data, calibrating the data from the various
detectors with respect to time and energy, calculating physics
quantities from calibrated data, and providing various graphs
with event selection criteria applied if needed for final anal-
ysis. Our specific requirements for analysis are that the system
is highly modular to simplify programming, is based on existing
frameworks, and can be modified easily to adapt to new algo-
rithms and analysis requirements. A key reason for these re-
quirements is the small size of the team performing the DANCE
experimental program.
Our specific software choices include Midas [2] (Maximum
Integrated Data Acquisition System), ROME [3] (Root based
Object oriented Midas Extension), and Roody [4] a program
for displaying on-line histograms. Both ROME and Roody are
based on ROOT [5].
The following sections describe the basic experiment, the ac-
quisition hardware and software, and the task based analysis
paradigm.
II. EXPERIMENT
Neutrons hitting the DANCE target, which is located at
the center of the DANCE calorimeter, originate from a 200
nanosecond wide proton beam pulse from the LANSCE proton
storage ring facility impacting a tungsten target surrounded by
a water moderator. A proton pulse occurs every 50 ms and pro-
duces neutrons spanning the energy range from a few million
electron Volts down to thermal energy neutrons (e.g., 0.025
eV). The corresponding time-of-flight for such neutrons, which
is a direct measurement of their energy, varies from a few 100
nanoseconds to 14 ms over the 20 meter flight path between
the neutron production target and the DANCE internal target.
Neutron interactions in the DANCE target produce compound
nuclear reactions, which decay primarily via a gamma cascade
that is detected by DANCE. The primary interferences to the
reaction under study come from three sources: reactions on
the target backing material or target contaminants, scattered
neutrons mostly from (n,n) reactions interacting with the BaF
crystals, and alpha emission from the decay of Radium impuri-
ties in the BaF crystals since Radium and Barium are chemical
homologues.
The DANCE detector addresses these three issues with
specific design features. First the calorimeter is shaped as a
ball encircling the target enabling measurement of the total
gamma-ray energy and thus the Q-value, which can be used as a
gate to screen out interfering reactions (see Fig. 1). Second the
calorimeter has a high level of segmentation (i.e., 160 individual
equal volume BaF crystals), which helps distinguish between
various gamma cascades and between gamma cascades and
neutron reactions directly on the BaF crystals. Third each
BaF crystal produces both fast (few nanoseconds total width)
Fig. 2. Gamma-ray and alpha particle signals from single BaF2 crystal.
and slow light (with a decay constant of 630 nanoseconds)
signals. The fast component can be used to distinguish between
gamma-rays and alpha particles interacting with the crystals




To maximize the data available from the detector each crystal
is connected to a channel in two different Acqiris 4-channel
DC265 digitizers [6] (to handle both high and low amplitudes
with good resolution) sampling at 500 MHz (i.e., 2 nanosec-
onds/point) with a resolution of 8 bits (see Fig. 3). Each digitizer
has 128 Kbytes of fast memory per channel. We employ two
modes of acquisition. In mode 1 we use NIM (Nuclear Instru-
ment Modules) hardware to provide an external digitizer trigger
whenever the number of crystals firing within a 100 nanosecond
time window exceeds a preset threshold. (We call this gate the
crystal multiplicity gate). The appropriate digitizers collect data
where the gains for the two channels for a specific crystal differ
by a factor of 10 in order to capture both the large amplitude fast
peaks as well as the much lower amplitude slow decay compo-
nent (see Fig. 2). A looking time generator controls the neutron
energy range acquired during a beam pulse. In mode 2 we trigger
all the digitizers simultaneously a fixed amount of time after the
proton beam pulse and collect data for 250 s. Mode 1 is used


















FIGURE 3.4: Figures on the left were taken from [4] of DANCE BaF2 showing
signals produced b gamma rays (a) and alpha events (b). Alpha particles are
selected by the pulse shape discrimination cut shown in (c), and a representative
alpha decay spectrum fit is shown in (d).
in-situ calibration. An automatic fitting routine then extracts the energies of the
alpha peaks provi ing a reliable relative energy calibration. An example fit from
the fitting routine is shown in Figure 3.4(d).
The relative timing between crystals is also calibrated on a run-by-run basis.
Time calibrati s utilize the larg number of Compton scattering coincidences
between neighb ring crystal . Starting from a reference detector, the calibration
is bootstrapped pair-by-pair over the whole DANCE array. The timing calibration
and BaF2 resolution permit imposing a narrow coincidence gate of ±5 ns (See
Figure 3.5). A narrow time coincidence is extremely important to reduce random
background in addition to suppressing pile-up events. The background subtraction
method described in §3.5 explicitly assumes the absence of pile-up.
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FIGURE 3.5: Representative time difference spectra between two BaF2 crystals in
the DANCE array after calibration.
3.4 Neutron Flux Determination
The neutron flux is measured downstream from DANCE by two complementary
neutron monitor detectors: a silicon detector in vacuum with a 6LiF converter
foil at 22.59 m, and gas-filled 235U fission chamber at 22.82 m. At low neutron
energies (near thermal energies), a 3He proportional counter can be used [51]. For
this experiment, only the silicon monitor and 235U fission chamber were used since
the energy region of astrophysical interest is near 30 keV and 90 keV.
3.4.1 Neutron Beam Monitors
The number of counts, YBM(En), for a given neutron energy bin, En, was measured
for the silicon and fission chamber beam monitors. This yield measured by beam
monitor BM is proportional to the product of the cross section, σBM(En), and
neutron flux ΦBM(En) averaged over a given bin: YBM(En) ∝ ΦBM(En)σBM(En).
The determined flux and the cross sections used are shown in Figure 3.6. The neu-
tron flux at the beam monitor location is less than the flux at the target position
due to the divergence of the beam. To account for this, a constant geometrical
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factor is introduced in the neutron flux normalization of the beam monitor. In
previous experiments, this constant correction agrees with the expected beam pro-
file determined by the upstream collimation in DANCE [52, 51]. Combining the
beam monitor normalization (thickness, acceptance, and the geometrical factor)
into one constant, κ, the incident flux on target, Φ(0), in units of neutrons/barn





For the silicon monitor, the 6Li(n, α)3H cross section is smooth (∼ 1/v) up until
a broad resonance centered at approximately 240 keV complicates the flux deter-
mination. To be conservative, we adopt the silicon monitor only up to 5 keV. The
counts in the detector, for each neutron energy bin, are divided by the ENDF/B-
VII.1 evaluated cross section for 6Li(n, α)3H to define the neutron flux from 1 eV
to 5 keV neutron energy [5].
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FIGURE 3.6: (a) Normalized neutron flux. (b) ENDF/B-VII.1 Cross section used
in the neutron flux determination. The 6Li(n, α)3H cross section is shown in red
and the 235U(n, f) cross section is shown in black.
The fission chamber consists of a gas-filled ion chamber that detects the frag-
ments from neutron-induced fission on a 235U foil inside the chamber. The 235U(n, f)
cross section varies rapidly below 3 keV due to a large number of resonances mak-
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ing the neutron flux difficult to constrain. At higher energies, above 3 keV, the 235U
fission chamber is both more efficient and has a smooth cross section. The counts
in this monitor, for each neutron energy bin, are divided by the ENDF/B-VII.1
evaluated cross section for 235U(n, f) to define the neutron flux shape from 5 keV
to 1 MeV [5]. The 235U monitor flux is then normalized to the silicon monitor flux
in the region from 3 keV to 5 keV. The absolute normalization of the silicon mon-
itor was determined from the data with the gold foil described in the next section.
The large dips in the neutron flux above 104 keV in Figure 3.6(a) are due to beam
attenuation and absorption at strong aluminum and magnesium resonances. The
aluminum and magnesium are contained in components of the beam-line shutter
assembly at the DANCE flightpath.
3.4.2 197Au Target Data
A strong 197Au(n, γ) resonance, with a peak cross section of 27 kilobarns at En =
4.9 eV was used to normalize the flux measured at the beam monitor location to
the flux at the target position. The number of capture events in a neutron energy
bin, Y Aun,γ , is given by the product of the efficiency for detecting a gamma cascade,
εcas., the number of neutrons per area Φ, the number of target gold atoms NAu
and the cross section σAun,γ:
Y Aun,γ = εcas.ΦNAuσ
Au
n,γ (3.4)
Out of the total energy of 6.5 MeV in the 197Au(n, γ) cascade, the efficiency of
detecting at least 150 keV of energy is approximately 100%. Because the threshold
is at low energy, the calibration was checked with a standard 133Ba source with
a characteristic 356 keV gamma ray energy. Proper subtraction and suppression
of low energy backgrounds were also important to ensure that the true number of
neutron captures Yn,γ was measured accurately.
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A blocking time was used to suppress a low energy artifact (§3.4.2.1) requiring a
correction for dead time (§3.4.2.2). A linear background subtraction (§3.4.2.3) was
performed to the time-of-flight yield spectrum that was then transformed into a
neutron energy spectrum using Equation 3.1 resulting in the gold neutron capture
yield Y Aun,γ (En) spectrum. The normalization constant κ in Equation 3.3 was then



































FIGURE 3.7: Fit to the measured spectrum in the region of the 4.9 eV 197Au capture
resonance using the evaluated cross section from ENDF/B-VII.1 [5].
The dominant source of uncertainty in the gold normalization comes from a 4%
uncertainty in the number of gold atoms determined by Rutherford backscattering
with a proton beam. The statistical uncertainty from this gold normalization fit is
negligible compared to the 4% systematic uncertainty in the number of gold atoms.
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3.4.2.1 Suppressing Re-triggering with Blocking time
Near the single detector threshold of 150 keV, an intense low energy peak was
observed at approximately 250 keV in the Esum spectrum correlated with the two
strongest 197Au resonances and the production target gamma flash. See [22] for
simulations of cascades following 197Au neutron capture with a single detector
threshold of 100 keV and 200 keV. The simulations produce an Esum spectra very
similar to the background subtracted spectra shown in Figures 3.8 and 3.10.
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FIGURE 3.8: Background subtracted Esum spectra for blocking times of 0-1000
nanoseconds illustrates a suppression of a low energy artifact that arises from re-
triggering at high event rates.
Essentially, this feature is apparent at time-of-flight regions when the detector is
experiencing high rates and is attributed to re-triggering on the tails of pulses that
is difficult to disentangle. Speculating on possible sources of these after-pulses, one
possibility arises from ionization of trace gas molecules inside the photomultiplier
vacuum tube. The time scale of ion after-pulses is given by the ion transit time of
the tube that can range from hundreds of nanoseconds up to a few microseconds,
and this signal is expected to produce tens to hundreds of electrons that matches
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the range of expected photoelectrons produced by a 200 keV gamma ray [53]. The
possibility that these low energy events were due to the decay of an isomeric state
populated in 198Au was considered; however, the intensity of this excess (10% of
the Esum distribution for a neutron energy of 4.9 eV) is too large and the time
scale too long (∼ 1 µs) to be attributed to any known isomeric states.
Regardless of the exact source of this excess, it is clearly suppressed by intro-
ducing a finite blocking time, τB. Following an event coincidence gate, all later
events within DANCE are vetoed for a time interval set by the blocking time. As
seen in Figure 3.8, a blocking time of 1 µs was sufficient to suppress the majority
of the low energy background. No further change was observed by increasing the
blocking time to 2 µs. This blocking time imposes a dead-time that vetoes valid
events within the detector, and a correction described in §3.4.2.2 must be made to
determine the real event rate.
3.4.2.2 Dead-time correction
The observed count rate per time-of-flight bin, C ′n, in units of counts per beam
pulse is:
C ′n = Nc/Nt0 (3.6)
where Nt0 is the number of beam pulses and Nc is the total number of counts in a
time-of-flight bin n. The observed rate, C ′n, in the presence of dead-time τB is less
than the real event rate Cn. Following the procedure described in [52, 53], the real
rate can be calculated by:











assuming each time-of-flight bin is statistically independent and the arrival of
events for an individual bin is described by Poisson statistics. Since the limits
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of the summation run from m = n − 1 to τB/δt, for convenience blocking times
used were chosen to be constant multiples of time-of-flight bin width δt = 10 ns.




n for the count rate
in each time-of-flight bin, the number of counts in each bin after applying cuts can
be scaled to correct for events lost due to the dead time. This dead-time correction
ratio is shown in Figure 3.9 with a maximum value of 10% at the peak of the 4.9
eV 197Au(n, γ) resonance.
FIGURE 3.9: Dead-time correction for a one microsecond blocking time in a 250 µs
time-of-flight window centered on the 4.9 eV resonance.
3.4.2.3 Background Subtraction
Not all of the counts near the strong, isolated 4.9 eV neutron resonance are due
to neutron capture. There is background from neutron scattering at this reso-
nance energy; however, this background is strongly suppressed by the LiH sphere
surrounding the target position and can be neglected. The dominant background
in this time-of-flight region has a smooth time dependence resulting mainly from
the ambient neutron background, the decay of neutron-induced reaction products,
and random coincidences. This smooth background is assumed linear with neutron
energy in the region near the 4.9 eV resonance.
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FIGURE 3.10: (a) Counts vs. Time-of-flight near the 197Au resonance showing the
background regions (w) and foreground region with width (w×4). (b) Total energy
distribution in the resonance window before subtraction, the background calculated
from the two shaded regions, and Esum spectra for
197Au neutron capture.
The background diagnostic shown in Figure 3.10(b) was produced by perform-
ing a linear background subtraction on individual projected time-of-flight spectra
corresponding to 150 keV wide Esum bins. The slope and offset parameters were
allowed to be free parameters with respect to Esum since the background in the
time-of-flight spectra is strongly correlated with total energy (See Figure 3.10).
After summing over all Esum this is equivalent to a single linear background sub-
traction under the gold resonance, but the low energy excess shown in §3.4.2.1
would have gone unnoticed without the Esum diagnostic plot. The background
measured in the “off-resonance” intervals shown in Figure 3.10(a) were chosen to
conveniently have a width w equal to 1/4 the width of the “on-resonance” integral.
This allows for a straightforward background subtraction and error propagation
similar to the method used in [54], where the integral of a linear background under
the resonance is given by the sum of the area of the shaded regions multiplied by
a constant. There is some contribution to capture in the “off-resonance” intervals
that can be seen by a small peak in the background of Figure 3.10 at the 197Au
Q-value of 6.5 MeV; however, this effect is small (< 0.1%) and is neglected.
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3.4.3 Thick Target Corrections
Two corrections related to the thick 68Zn target are considered. An attenuation
correction is described in §3.4.3.1 that accounts for the reduced flux seen by the
monitors, and a target self-shielding correction is discussed in §3.4.3.2. The effect
of the target edges, geometrical complexities, and any multiple scattering contri-
bution to the yield are neglected and contribute to a systematic uncertainty in the
attenuation correction described in §3.4.3.1. Since a number of assumptions are
made in order to determine these analytical correction factors, they are only effec-
tive when small because only then can you neglect introduction of the unknown
systematic errors due to the simplifications.
3.4.3.1 Transmission Correction for Neutron Monitors
The thick targets used in the zinc measurements require considering the attenu-
ation of neutrons by the target in order to correct the beam monitor flux. For a
fixed neutron energy En, the number of neutrons attenuated from the beam (-dN)
is given by the product of the incident number of neutrons N , the total neutron
cross section σtot, and the target thickness dx with units of (atoms/barn).
dN = −Nσtotdx (3.8)
Equation 3.8 applies to a target of uniform thickness that is much larger than the
size of the incident neutron beam eliminating edge effects. Secondly, this applies to
the attenuation of a parallel neutron beam, while the beam at DANCE has a small
divergence determined by the collimator geometry. Despite these conditions not
being met, the number of unreacted neutrons at a given location x in the target
can be approximated by:
N(x) = N0e
−σtotx, where N0 = N(0). (3.9)
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Although the targets are non-uniform, the neutron transmission through the
target can be used to define an average thickness and an effective target area. The
central portion of the neutron beam (7 mm diameter) is uniform, enabling the cross
section measurement with targets of non-uniform thickness. The beam diameter is
approximately 1 cm at the target location [52]. The zinc targets were constrained
to have 5 mm maximal dimensions, smaller than the area of the beam at the target
location. As illustrated in Figure 3.11, the beam monitors are partially shadowed
by the 68Zn sample and see a number of neutrons, NBM , that is a mixture of
incident neutrons N0 and transmitted neutrons N(τ),
NBM = αN0 + βN(τ) = N0
(
1− β + βe−σtotτ
)
(3.10)
Where β ≈ Aeff
Abeam − Aeff
is related to the effective target area (Aeff ), τ represents
an average target thickness, and N0 is the number neutrons incident on the beam















FIGURE 3.11: (not to scale) Simplified geometry used to define transmission cor-
rection in Equation 3.10.
The relative normalization between NBM and N0 was fixed in the region near
En = 400 eV constraining α = 1−β where the calculated attenuation is negligible.
This is near the 516 eV resonance; however, this is the minimum in the attenuation
calculated using the current recommended 68Zn total neutron cross section [5]. A
beam attenuation correction factor fa can be defined from Equation 3.10 to correct
the number of neutrons seen by the beam monitors with the 68Zn target in place.
fa = NBM/N0 =
1
1− β + βe−σtotτ
(3.11)
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The two remaining free parameters β and τ were determined by fitting to the
ratio NBM/N0 using Equation 3.10. The resulting fit with β = 0.27 ± 0.03 and

























FIGURE 3.12: Transmission probability calculated using the ENDF/B-VII.1 68Zn
total neutron cross section [5]. The calculated transmission is approximately 1 near
400 eV and is used to reduce the number of parameters in the fit.
as a parallelepiped and taking flat, 1 cm diameter beam profile [52] translates β






cm2 = 0.17± 0.01 cm2 (stat) (3.12)
Since the target attenuates all of the neutrons at the peak of the 516 eV resonance,
the depth of the transmission probability is sensitive to the target effective area
while the width of the transmission resonance constrains the average target thick-
ness. The statistical uncertainties in these best-fit parameters were determined
using the MINOS method [55], while the simplifying assumptions made contribute
an additional systematic uncertainty.
The effective area 0.17 ± 0.01 cm2 is consistent with the measured zinc target
dimensions and is smaller than the homogeneous portion of the beam. Furthermore,
this estimated thickness and effective area correspond to a target mass of (200 ±
60) mg consistent with the mass measured on a balance of 200.5 mg. It is important
to note that this uncertainty in the target thickness does not directly influence the
cross section results. This effective target thickness is only necessary for target
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thickness correction factors, which are small in the astrophysical energy range.
The important result from this transmission calculation is a consistency check
that indeed the zinc target mass was fully illuminated by the central portion of
the neutron beam.
3.4.3.2 Target Self-Shielding Correction
The attenuation correction described in the last section corrects for neutrons that
are scattered and not seen by the beam monitors. Another possible correction can
be made for self-shielding, which is an attenuation of neutrons inside the target
from the target material itself. As illustrated in Figure 3.13(b), a cancellation in the
interior of the target diminishes the influence of neutron scattering on the local
flux of neutrons. Instead, the downstream side of the target is shielded mainly
by capture occurring at the upstream side of the target. The target self-shielding
transmission probability, shown in Figure 3.13(a), is calculated using only the
neutron capture cross section [5] is only significant near the strong resonance at
516 eV.
Neutron Energy (eV)























FIGURE 3.13: (a) Transmission Probability through thickness τ = 0.01 barn−1 us-
ing the 68Zn capture cross section from ENDF/B-VII.1. (b) Simplified picture of
how neutrons scattered out (dashed arrows) are compensated by neutrons scatter-
ing in (solid grey arrows) from a neighboring region.
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The yield at this resonance is further complicated by multiple scattering prior
to capture that is impractical to model analytically given the sample geometry.
Furthermore, the neutron energy loss in the kinematics of scattering is entirely
neglected here. More importantly, this resonance will not have a significant effect
on the Maxwellian-Averaged Cross Section at weak s process temperatures. Thus,
only the beam attenuation is corrected for and the target self-shielding is neglected.
3.5 68Zn Background Subtraction
DANCE is a calorimeter capable of measuring, with high efficiency, the total energy
(Esum) of gamma-ray cascades following neutron capture. Calorimeters provide
the capability to distinguish, by the reaction Q-value, capture events of interest
from events due to scattered neutrons and capture on contaminants in the target.
The ability to perform accurate characterization of backgrounds is one of the key
features of DANCE [13, 56, 52, 49]. The detected Esum signatures are used to
determine the normalizations for subtracting the dominant sources of background
from 67Zn contamination and the scattered neutron background. The 208Pb target
yield is dominated by neutrons scattering from the target location that are captured
on barium isotopes in the detector crystals.
The total counts measured for each target of nominal atomic mass A, low-




(Esum,M ;En) arising from different isotopes in the target of mass A
′, as a
function of neutron energy En, total gamma energy Esum, and multiplicity M .
y68 = Y 68 + b68Y 67 + c68Y 208
y67 = a67Y 68 + Y 67 + c67Y 208
y208 = Y 208 (3.13)
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Each component, 67Zn, 68Zn, and 208Pb, is labeled by the atomic mass (A =
67, 68, 208) respectively. Leveraging that a given isotope will produce a charac-
teristic Esum spectrum, the linear coefficients (a
A, bA, cA) for each component are
assumed independent of Esum and only functions of neutron energy, multiplicity,
and target enrichment. The background-subtracted 68Zn yield, Y 68, can be deter-
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= y68 − αy67 − βy208 (3.15)
The pre-factor in Equation 3.14 can be neglected because the term a67b68, although
being a function of neutron energy and multiplicity, is on the order of the product











At Esum energies above the
68Zn Q-value peak (Q68 = 6.48 MeV), in the absence of
pile-up events, neutron capture on 68Zn does not contribute to the yield. This allows
the background contributions to be constrained by leveraging the characteristic
Esum distributions for each component. Summing over a range of multiplicities
M = [2, 5], for each fixed neutron energy bin En, the total energy spectrum for








Ỹ 68(Esum,M ;En). (3.16)
The yield in each Esum bin, weighted by the statistical uncertainty, defines a row
element in the column vector yA for each component A. The variable Ỹ 68 is given
29
by Y 68 weighted by the statistical uncertainty. The statistical uncertainties are
calculated assuming Poisson statistics.
Equation 3.16 was solved at Esum energies above 7.0 MeV, where Y
68 = 0, using
the method of linear least squares. This fitting was performed for each neutron en-
ergy bin from 150 eV to 850 keV, and representative background subtraction results
are shown in Figure 3.14 for four neutron energy bins. Figures 3.14(c) and 3.14(d)
demonstrate the robustness of the background subtraction even in the 10 to 100 keV
region where the signal-to-background ratio is low.
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FIGURE 3.14: Representative background-subtracted total energy distributions
shown in light blue for selected neutron energy bins for multiplicities M = [2, 5].
The neutron scattering background is shown in pink, and the 67Zn background is
shown in dark blue. (a) & (b) Examples of background subtractions where both
background components are present. (c) & (d) Examples of approximately one
dimensional background subtraction.
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Throughout the neutron energy range of interest, the 67Zn capture cross section
is typically much smaller than the neutron elastic scattering cross section. At
neutron energies where the 67Zn(n, γ) yield is sufficiently small so that it is not
statistically significant, the 67Zn target is then also dominated by the neutron
scattering background. In such regions the total energy distributions, Esum, for
208Pb and 67Zn are not linear independent and Equation 3.16 is ill-posed. This
causes linear least-squares fitting methods that rely on linear independence or
direct matrix inversion to fail. For these reasons, the Singular Value Decomposition
linear least-squares method (SVD) described in [57] was chosen to guarantee a
solution even in the case of a singularity.
As described in [57], the fitting method calculates the least-squares best-fit using
a Singular Value Decomposition of the matrix A comprised of the two column










 = σ1u1vT1 + σ2u2vT2 , σ1 ≥ σ2 (3.17)
In a Singular Value Decomposition, the vectors ui and vi are the respective eigen-
vectors of AAT and ATA with eigenvalues σi where i runs from one to the min-
imum dimension of A.. The Singular Value Decomposition in two dimensions can
be interpreted geometrically with v1 (v2) defining a coordinate axis parallel (per-
pendicular) to the least-squares best-fit line of y67 plotted against y68. A threshold
placed on the smallest singular value (σ2 ≥ ftolσ1) truncates the background fit to
one dimension in the case of degeneracy. When the second term in Equation 3.17
is truncated, the vector u1 defines the shape of the background as a normalized
least-squares best-fit to both background components. When the statistical fluc-
tuations in the data are high, a competition between y67 and y208 may persist.
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The parameters α and β are highly correlated, which can complicate estimates of
the background subtraction statistical error. The SVD method solves the linear
equation in an orthonormal basis allowing the uncertainties in α and β to be es-
timated in the absence of covariances. The fitting was performed using the SVD
decomposition and linear solver provided in ROOT [58] similar to the example
given in [59].
More can be said about the linear coefficients in Equation 3.16. The enrichment
of each target ensures that the parameter α is always positive and less than one.
The scattering coefficient, β = c68− b68c67, describes the neutron scattering contri-
bution of both zinc targets simultaneously. Negative values of β can compensate
for over subtracting the scattering background that is present in the 67Zn. This
issue only arises at the peak of 67Zn resonance near 200 eV, which is far from the
important energy range for astrophysics. At this energy, thick-target effects in the
67Zn sample result in a higher ratio of 67Zn(n, n) to 67Zn(n, γ) than in the 68Zn
target causing the scattered background component to be over-subtracted.
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FIGURE 3.15: The 68Zn target total yield is shown in black. The contamination
from the 67Zn is shown in dark blue, and the 208Pb scattering used to determine
the neutron scattering background is shown in pink.
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For a given neutron energy bin, the background contributions are determined
by summing over the individual terms in Equation 3.15 corresponding to a chosen
Esum range. See Figure 3.15 for a comparison of the background contributions to
the 68Zn target yield as a function of neutron energy for multiplicities 2 to 5 and
total energies of 3.5 MeV to 7 MeV. Because photons are also a component of the
beam below total energies of 3.5 MeV, the background subtraction is problematic
due to the systematic difference between the photon scattering on 68Zn and 208Pb
samples having different atomic number [49]. The difference in atomic mass re-
sults in a systematic shift in the neutron energy distributions following neutron
scattering on the 68Zn and 208Pb samples. This leads to a shift in the peaks of
the Esum spectra resulting from neutrons capturing on the BaF2 detectors that
increases with neutron energy. This systematic shift explains the “bipolar” shape
of the residuals shown in background subtracted Esum spectra, shown in Appendix
A, for the neutron energy range of 50 keV to 850 keV. Despite these limitations,
the Esum spectra resulting from the background subtractions (shown in this Sec-
tion and Appendix A) indicate clean 68Zn(n, γ) events for measured Esum energies
between 5.0 MeV and 7.0 MeV.
Another interesting feature of the background subtraction is the capability to
simultaneously remove the small 66Zn background. Separated by two mass units,
the contamination in the 68Zn enriched sample is small, 0.10% (See Table 3.2), and
on average the capture cross sections for 66,68Zn are of similar order of magnitude.
Yet still, on a strong resonance, the 66Zn(n, γ) reaction is a concern having a
Q-value of 7.0 MeV that overlaps with the 68Zn capture Q-value of 6.48 MeV.
Conveniently, the 67Zn enriched sample has six times the concentration of 66Zn
and is utilized in the background subtraction. The equations listed in this section
still directly apply by simply making the label substitution 67→ 66. Thus, the 66Zn
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FIGURE 3.16: The background subtraction provided by the 67Zn enriched target
also accounts for yield correlated with a 7.0 MeV Q-value indicative of 66Zn(n, γ).
background subtraction occurs automatically as long as 66Zn(n, γ) and 67Zn(n, γ)
resonances do not appear at the same neutron energy. Even then, the largest of
the two backgrounds will be the one removed. The peak at approximately 300 eV
seen in the 67Zn component of Figure 3.15 is actually a 66Zn(n, γ) resonance. As
shown in Figure 3.16, despite the similar Q-value, the 66Zn(n, γ) contribution can
be easily identified and cleanly removed in the background subtraction.
3.6 DICEBOX Cascade Efficiency Simulations
If the experimental conditions allow the use of all multiplicities and low energy
thresholds (150 keV), as is done for the gold target normalization in §3.4.2, DANCE
is approximately 100% efficient. The signal-to-background ratio is also very unfa-
vorable in the single multiplicity data. In the presence of these two limitations,
the multiplicity and total energy cuts were chosen be as wide as possible to min-
imize the uncertainty in the detector efficiency. In the analysis of the zinc data,
only events with multiplicities from 2 to 5 and total energies of Esum = 3.5 MeV–
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7.0 MeV were counted. The efficiency, εcut, is given by the ratio of counted events
to the true number of neutron captures. Given these cuts, the actual efficiency
of DANCE is less than 100% and in principle depends on the properties of the
emitted gamma-rays, and the efficiency, εcut, is calculated from simulations.
The efficiency of detecting a gamma-ray from the cascade following a neutron
capture depends on the multiplicity and energy distribution of the gamma-ray
cascades. The details of the cascades depend ultimately on the properties of the
resonant states in the newly formed nucleus, 69Zn, and strongly on the spin-parity
of the resonance. To understand the efficiency, gamma-ray cascades were simulated
using DICEBOX, which uses the known levels and transitions below a critical
energy Ecrit (1.74 MeV for
69Zn) which are most likely complete. Above the critical
energy, the extreme statistical model is used to artificially generate levels and
transition probabilities [60]. In DICEBOX, a set of levels are generated using a
model for the nuclear level density ρ(Ea, J
πa
a ), then transition probabilities are








using a model for the photon strength function fXL where yXL is a random vari-
able with zero mean and unit variance. The labels a and b denote the initial and
final state and XL represents the type and multipolarity of electromagnetic tran-
sition (E1, M1, E2, etc.). The simulation results, shown in detail in Appendix A,
were calculated using a constant temperature model for the nuclear level densities
and show reasonable agreement with the data [61]. The KMF model was used for
the E1 photon strength function [62, 63]. The E2 and M1 photon strength func-
tions were modeled by a combination of spin-flip and single-particle transitions.
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Fifteen artificial nuclear realizations for each capture spin-parity were simulated








































FIGURE 3.17: DICEBOX efficiencies for multiplicities as a function of lower Esum
gate boundary M = [2, 5] and Esum < 7.0 MeV. The minimum Esum was varied
starting at 2.5 MeV and was increased in 100 keV steps (vertical bars are artificially
offset for visualization)
The statistical cascades from DICEBOX were then used as an input to a detector
response simulation modeled using the Geant4 toolkit [64]. In order to validate
the DICEBOX+Geant4 simulations, the total energy distributions and Multi-Step
Cascade (MSC) spectra were used to compare the data to the simulations. MSC
spectra are the energy spectra of individual gamma rays (Cluster Energies Eγ) for
a given multiplicity gated on the neutron energy of an individual capture resonance
and Esum gate on the reaction Q-value. The spectra produced from the simulations
were subject to the same conditions applied to the analysis of the zinc data. See
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Appendix 7.2 for a comparison of an ensemble of simulations to DANCE data on
several strong resonances.
TABLE 3.3: DICEBOX efficiencies (M = [2, 5], 3.5 MeV > Esum > 7 MeV) for
different spin parities calculated for 150000 gamma ray cascade simulations on
fifteen artificial nuclei.









1 0.53(2) 0.60(5) 0.57(8)
2 0.43(2) 0.63(5) 0.62(7)
3 0.62(6) 0.59(0) 0.61(8)
4 0.37(0) 0.63(0) 0.64(2)
5 0.43(7) 0.59(2) 0.62(9)
6 0.54(8) 0.55(7) 0.60(6)
7 0.39(1) 0.63(7) 0.62(8)
8 0.58(7) 0.60(9) 0.61(5)
9 0.58(9) 0.61(7) 0.63(7)
10 0.45(5) 0.62(4) 0.55(2)
11 0.59(4) 0.63(9) 0.62(9)
12 0.63(1) 0.63(6) 0.63(5)
13 0.63(6) 0.56(5) 0.63(7)
14 0.62(4) 0.60(9) 0.61(7)
15 0.61(5) 0.63(1) 0.61(3)
For multiplicities M = [2, 5], the effect on the efficiency of the lower Esum










spin-parities was seen when only multiplicity M = [3, 5] were included
emphasizing the importance of including M=2 events. The vertical bars in the
efficiency plot shown in Figure 3.17 represent the efficiency average and standard
deviation of 15 nuclear realizations for each spin-parity. The lower Esum boundary
of 3.5 MeV was chosen as a compromise between minimizing the resulting uncer-
tainty in the efficiency and maintaining confidence in the background subtraction
at low Esum energies. The efficiencies calculated from the simulations are shown
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in Table 3.3 for this chosen Esum range and multiplicities 2 to 5. Taking a global
average over all simulations, an average of efficiency of 0.59 was adopted with a
systematic uncertainty of 20%. Averaging over nuclear realizations provides an
efficiency that can be interpreted as an average efficiency over several neutron cap-
ture resonances. These simulations predict less dependence on spin-parity if single
multiplicities are included, and preliminary background subtractions in the zinc
experiment show promising single multiplicity data. This could provide a venue
for further reducing the efficiency uncertainty that is a dominant source of sys-
tematic error. However, the variation in the gamma cascades for different neutron


















where εcut is the cut efficiency determined by DICEBOX; Y
68
nγ (En) is the back-
ground subtracted yield (counts); N68 is the number of
68Zn atoms in the target;
and ΦBM is the normalized neutron flux (neutrons/barn) determined from the
beam monitors. Figure 4.1 shows the cross section from this work. The statistical
uncertainty for each neutron energy bin is the result of independently propagated
errors from the neutron flux and background subtraction. The flux errors were cal-
culated assuming poisson statistics for the neutron flux monitors, and the errors
in the background subtracted yield were calculated using the SVD method. The
statistical errors increase with energy, since both the flux and the cross section are
decreasing.
We also compare our result to the most recent evaluated cross section by Iwamoto.
Below 100 keV the resonance parameters from Iwamoto were used to produce a
resolution broadened cross section using the R-matrix code SAMMY [65, 6, 46, 47].
Above 100 keV, in the unresolved resonance region, the cross section is based on a
coupled-channels optical model calculation fit to measured data up to 3 MeV [6].
At this point, the uncertainty in the current measurement is dominated by a sys-
tematic error in the efficiency of detecting a gamma-ray cascade following neutron
capture. Further simulation studies of the detector efficiency, and including sin-
gle multiplicity data could reduce this uncertainty. The next largest uncertainty
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is the 4% systematic error in the gold target thickness determined by Rutherford
back-scattering sets a lower limit on the obtainable uncertainty. Other sources of































FIGURE 4.1: The 68Zn(n, γ) cross section from this work is shown in black with
statistical error bars with a comparison to the current recommended cross section
in red [6, 5].
Due to the large cross section and target thickness, the peak of the 516 eV res-
onance shows a saturation effect in the measured yield. However, this resonance
has a small impact on the Maxwellian-Averaged Cross Sections for kT> 20 keV.
However, the effect of this saturated resonance could become more important once
other sources of error are reduced. Large discrepancies are seen at neutron ener-
gies of 0.98 keV and 2.2 keV corresponding to missing resonances in the 68Zn(n, γ)
evaluated cross section (See Figure 4.2). A resonance at 983 eV was originally seen
in the Garg et al. experiment and was preliminarily reported to Mughabghab by
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private communication as a p-wave resonance with no spin assignment or gamma
width [66], and later this resonance was omitted in the published resonance param-
eters [42]. Iwamoto noted a significant discrepancy at 2.245 keV in the description
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FIGURE 4.2: The 68Zn(n, γ) cross section from 1 keV-16 keV compared the current
recommended cross section [6, 5].
of the elemental capture cross section and attributed this discrepancy to resonance
parameters for 67Zn. Previous experimental techniques would have had difficulty
in resolving this 68Zn state in the midst of several resonances in 67Zn, especially
in elemental capture data. Since DANCE is a calorimeter, it provides clear dis-
crimination of different isotopic contributions (see Figure 3.15). The cross section
shown in Figure 4.2 at 8.5 keV is a factor of two lower than the evaluated cross
section. This particular resonance appears very strongly in the single multiplicity
M = 1 data explaining the reduced yield for M = [2, 5].
Another significant deviation from the evaluated cross section is at higher energy,
shown in Figure 4.3(a), for the 20.23 keV resonance reported by [42]. It is a possi-
bility that a contribution from resonant neutron scattering in this energy region,
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apparent in Figure 4.3(b), could be misidentified as capture yield in the previous
work. It is important to note that the extra flightpath length of the scattered neu-
Neutron Energy (eV)


























FIGURE 4.3: (a) The 68Zn(n, γ) cross section compared the current recommended
cross section [6, 5]. (b) The background characterization near 20 keV. It is impor-
tant to note that there is an unaccounted for energy shift in the scattered neutron
component.
tron would correspond to a shift in the calculated energy in both this experiment
and the previous experiment. The neutron energy resolution in this region cannot
rule out a capture resonance at this energy; however, additional analysis could pro-
vide a constraint on the gamma width (Γγ). The ability to distinguish scattered
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neutron backgrounds from capture events is one of the advantages calorimeters
such as DANCE have over previous experimental techniques.
The Maxwellian-Averaged Cross Sections (MACS) were calculated using Equa-

















The calculated MACS are shown in Table 4.1 with statistical uncertainties com-
pared to values reported in the Karlsruhe Astrophysical Database of Nucleosynthe-
sis in Stars (KADoNiS) [11] and the National Nuclear Data Center (NNDC) [5, 67].
An additional systematic uncertainty of 20% is associated with the results from this
work from the efficiency as previously discussed. The MACS reported in KADoN-
TABLE 4.1: Maxwellian-Averaged Cross Sections (MACS) for a range of energies
(kT from 20 keV to 100 keV) from this work compared to recommended values.
This work NNDC [67] KADoNiS0.3[11]
kT [keV] 〈σv〉 ± σ(stat.)[mb] 〈σv〉 [mb] 〈σv〉 [mb]
20 24.6± 0.6 25.4 26
25 22.9± 0.5 22.6 22
30 21.7± 0.4 20.7± 2.6 19.2±2.4
40 19.9± 0.3 18.4 16
50 18.7± 0.3 17.0 14
60 17.7± 0.2 16.1 13
70 16.9± 0.2 15.3 –
80 16.3± 0.2 14.8 12
90 15.7± 0.2 14.4 –
100 15.3± 0.2 14.1 11
iSv0.3 were calculated from the experimental data from Garg et al. [42], and the
MACS calculated from ENDFVII.1/B is based on the work by Iwamoto [6, 67]. The
MACS from this work favor the values from the new recommended ENDFVII.1/B
MACS partly due to the agreement at higher energies between this work and the
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model-driven calculated cross section of Iwamoto that included higher energy neu-
tron capture data and additional channels resulting in an enhanced cross section
at high energy [6].
As an outlook for continued work, the data from this experiment can further con-
strain the uncertainties on both 67Zn(n, γ) and 68Zn(n, γ). This DANCE data for
67Zn(n, γ) could potentially have a substantial impact considering the 30% reduc-





















FIGURE 4.4: Preliminary 67Zn cross section comparison. The data from this work
is shown in blue, and the red line corresponds to the work by Iwamoto [6]. The
absolute normalization of the data is arbitrarily scaled for comparison.
data shown in Figure 4.4 of the 67Zn(n, γ) cross section looks promising; however,
more work is required to extract the final cross section results. Even the 68Zn target
analysis reveals a resonance at 320 eV due to 66Zn(n, γ) has been previously at-
tributed to 67Zn, and the 67Zn can further improve the data on the 66−68Zn region.
Having a significantly different Q-value (10.2 MeV), the background suppression
for the 67Zn target is much different than outlined in §3.5. The preliminary cross
section for 67Zn(n, γ) (with arbitrary absolute normalization) was produced by
placing a narrow total energy gate (Esum > 10 MeV) to select clean events above




The Array for Nuclear Astrophysics and Structure with Exotic Nuclei (ANASEN)
is an instrument being developed to study charged-particle reactions using beams
of radioactive nuclei that are important in stellar explosions. Measurements on
proton-rich nuclei particularly in the region of 56Ni are important for supernova
ejecta where the νp process is a possible scenario for the Light Element Primary
Process [31]. Reactions on proton-rich nuclei are also important for nucleosynthesis
and energy generation in Type I X-ray bursts, where a sequence of proton capture
reactions (rp process) occur similar to that of the νp-process. A major difference is
that the νp-process starts with the iron group nuclei initially produced in a quasi-
statistical equilibrium [31], and the rp process starts with nuclei formed from the
triple-α and the αp process [68].
Type I X-ray bursts are the most common stellar explosions in the Galaxy and
result from thermonuclear explosions on the surface of accreting neutron stars in
binary systems. In such cases, a neutron star accretes hydrogen and helium rich
material from the envelope of a companion star. Nuclear reactions produce energy
on the surface, but due to the neutron star degeneracy, the temperature and density
increase rapidly burning hydrogen in the hot CNO cycles. Helium accumulates on
the surface of the neutron star until the triple-alpha reaction ignites thermonuclear
runaway with a series of (α,p) and (p, γ) reactions, known as the αp-process, and
eventually the rapid proton capture (rp) process [69]. The sequence of reactions
that occurs, illustrated in Figure 5.1, potentially synthesizes nuclei as heavy as
A=100. The study of these events can help us to understand the structure and
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evolution of neutron stars in binary systems, but our understanding is limited
in large part by a lack of nuclear data regarding charged particle reactions on
radioactive isotopes that play a key role in the explosions.
Due to the intense gravitational field, Type I X-ray bursts are not expected
to eject matter or contribute to the chemical evolution of the Galaxy; however,
the isotopic abundances produced can have a substantial effect on the evolution
of the host system and are important for understanding observations. Few of the
important nuclear reactions have been previously studied, and new reaction mea-
surements are required to accurately model the bursts and study neutron star
systems [70]. New techniques like ANASEN allow measurements key reactions im-
portant for these systems with radioactive beams of relevant proton rich nuclei.
FIGURE 5.1: Figure from Matic et al illustrating the nuclear reactions that occur
in Type I X-ray bursts [7]
Reaction network sensitivity studies have identified key reaction rates signifi-
cantly affecting both energy generation and final elemental abundances in Type I
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X-ray bursts [70]. Many of the reactions these studies have identified are α-induced
reactions with low Q-values and weak reaction rates that limit energy production
and stall nucleosynthesis in X-ray bursts. Recent state-of-the-art, multi-zone hy-
drodynamical simulations in particular identified (α, p) reactions on 14O, 18Ne,
22Mg, and 56Ni as being most important [71].
One of these reactions, 18Ne(α, p)21Na, governs breakout of the hot CNO cy-
cles [68]. Because of its importance, 18Ne(α, p)21Na has had the most experimen-
tal investigation [8]. Figure 5.2 shows the tension between different information
on the cross section of interest. Two measurements of the time-inverse reaction
21Na(p, α)18Ne have been measured (data points shown in Figure 5.2) [72]; how-
ever, such studies do not provide significant constraints on (α, p) reactions to ex-
cited states in the final nucleus, which likely provide the dominant contributions to
the reaction rate [8]. Nuclear structure information from transfer reaction measure-
ments by Matic et al. and others have been used to infer the reaction rate [73, 8].
Groombridge et al. performed a direct measurement on an extended helium gas
target [74]; however, the results from that experiment have yet to be fully un-
derstood in the context of other available information on the reaction rate. Mohr
et al. compares the all of the available information on the reaction rate, supple-
mented by additional information from the mirror nucleus, but the discrepancies
with the time-inverse reactions are still uncertain [8]. While substantial uncertain-
ties remain, what has been learned thus far experimentally does not agree well
with statistical model estimates that form the basis of rates used in astrophysi-
cal models. Thus, it is important to measure these (α, p) reactions directly and
precisely in the astrophysically relevant energy ranges.
The principle challenge in directly measuring (α, p) reactions is to construct a
thick helium gas target to achieve high reaction yields while maintaining adequate
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TABLE II. Revisions for resonance strengths ωγ , compared to
Table VII in MAT and Table I. The upper five lines are recalculations
of ωγ instead of the resonance strengths adopted from GRO (here
ωγMAT is identical toωγGRO). The lower five lines result from new spin
assignments in CHA. For comparison, the original strengths ωγMAT
from MAT are also listed.
E∗ (MeV) E (MeV) J π ωγ (eV) ωγGRO (eV)
10.272 2.130 2+ 1.31× 103 1.03× 104
10.429 2.287 [4+ ] 4.89× 101 7.30× 103
10.651 2.509 [3− ] 1.12× 103 1.82× 104
10.873 2.731 [0+ ] 1.19× 104 4.52× 104
11.001 2.859 [4+ ] 5.81× 102 8.10× 103
ωγMAT (eV) J πMAT
8.519 0.377 [2+ ] 1.53× 10− 11 4.87× 10− 14 [3− ]
9.542 1.400 [1− ] 1.31× 101 1.78× 100 [2+ ]
9.752 1.610 [1− ] 4.82× 101 8.22× 100 [2+ ]
11.595 3.453 [4+ ] 3.67× 103 6.11× 104 [1− ]
11.914 3.772 [2+ ] 1.77× 105 8.82× 104 [0+ ]
resonance strengths from the GRO data by calculations similar
to the other resonance strengths in MAT (see upper part
of Table II; these data will be referenced as MAT-th: “th”
for theoretical strengths only). A further explanation for this
replacement will become apparent later in the comparison of
the MAT data to the GRO data and SAL data (see Sec. III C).
Under the realistic assumption that the total width is
dominated by the proton partial width p (and thusωγ ≈ ω α
and ≈ p ), the reaction cross section σ(E ) as a function
of energy can be calculated as a sum over Breit-Wigner





(E − ER)2 + 2/ 4
. (3)
The result is shown in Fig. 1 (MAT-th, thin dotted black line).
The upper limit of the total width has been used for the
three resonances at E∗ = 9.157, 9.482, and 9.542 MeV. The
resulting uncertainty from these upper limits for the reaction
rate factor NA σv remains negligible because the resonances
are narrow in any case.
This calculation of the cross section σ(E ) enables a more
detailed comparison of the data from transfer and from the
study of the inverse reaction (see Sec. III B). The original
strengths of MAT (using the experimental GRO strengths
where available) lead to the green short-dashed curve in Fig. 1,
which is much higher at energies between 2 and 3 MeV because
of the high resonance strengths taken from the GRO data.
2. Chae et al.
The CHA data are also based on a study of the 24Mg(p, t)
22Mg reaction. The experiment has been performed at lower
energies slightly above 40 MeV at the Holifield Radioactive
Ion Beam Facility at Oak Ridge. The achieved energy
resolution does not reach that of the MAT data, but the larger
angular range under study allows an improved but still tentative





















FIG. 1. (Color online) Reaction cross section of the
18Ne(α,p)21Na reaction, calculated from total widths (see Table I)
and from resonance strengths ωγ . The full black line uses the MAT
strengths with all revisions in Table II (reference cross section σref.).
The green short-dashed line refers to the original MAT strengths
(from their Table VII). The long-dashed magenta line shows the
five GRO resonances only. The black dotted line (MAT-th) uses
the MAT strengths but replaces the experimental GRO strengths by
the calculated strengths (see first five lines in Table II). MAT-th is
almost identical to MAT (green short-dashed line) at low energies
and to σref. (full black line) at higher energies; thus, the black dotted
MAT-th curve becomes visible only at energies aroundE ≈ 1.8 MeV.
The experimental data points have been determined by the inverse
21Na(p,α)18Ne reaction and represent the ground-state contribution
only. For a further discussion see the text.
We have taken the tentative assignments from the CHA data
and have recalculated the resonance strengths ωγ for these
states using the adopted energies of the high-resolution MAT
data. The results are listed in Table II (lower part). The new
spin assignments lead to smaller spins J for some low-lying
resonances and consequently to larger resonance strengthsωγ
because of the reduced centrifugal barrier. However, the rate
factor NA σv is given as the sum over many resonances, and
the influence of the new spin assignments on the total rate
factor remains below a factor of 2 over the astrophysically
relevant temperature range of T9 = 1–2.
The calculated resonance strengths ωγ from Table VII
in MAT with all modifications from Table II are taken as
a reference in this work to calculate σref.(E ) and the rate
factor NA σv ref.. For simplicity, the rate factor NA σv has
been calculated from the approximation in Eq. (1). Thus, it
will also be possible to modify our rate factor without much
effort as soon as improved experimental data for any of the
18Ne(α,p)21Na resonances become available. The result is
shown as the full black line in Fig. 1. Note that the final
recommendation for σ(E ) and NA σv from the combined
035801-3
FIGURE 5.2: mparison of available data in a study by Mohr et al [8]
resolution. Previous thick helium target measurements have typically used tele-
scopes of silicon detectors operating in an extended gas volume, with limited solid
angle coverage, target thickness, and resolution [74]. Tracking detectors and active
gas targ ts are becoming increa ingly more important in the push to study more
exotic short-lived isotopes.
The LSU-FSU Array f r Nuclear Astrophysics and Str cture with Exotic Nuclei
(ANASEN) is a charged particle detector array designed to measure these reactions
using radioactive ion beams from the John D. Fox Superconducting Accelerator
Laboratory at FSU and at the new ReA3 facility at the National Superconducting
Cyclotron Laboratory (NSCL). ANASEN is designed in part for direct measure-
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ments of (α, p) reactions with maximum sensitivity, allowing measurements with
radioactive ion beam intensities of as little as 105 ions/s. The ReA3 facility at the
NSCL also promises to provide nuclei that are important in the αp process that ig-
nites X-ray bursts with sufficient intensities for direct (α, p) reaction studies using
a sensitive instrument like ANASEN. This program promises to provide a broad
basis in range of energies and isotopes that is needed to put our understanding of
the αp process on a firm experimental footing.
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Chapter 6
ANASEN: Active Gas Target Mode
An integral part of ANASEN is an Active Gas Target (AGT) capability where
gas is used both as target and as part of a detector system to achieve detection
efficiency over a broad range of angles while maintaining good energy resolution.
The ANASEN AGT configuration is comprised of two essential components: 1)
a large area array of double-sided silicon strip detectors (DSSDs): (Micron Semi-
conductor Super X3 and QQQ3) [75] backed by Scionix CsI(Tl) scintillators [76],
and 2) a high-gain position-sensitive Multi-Anode Proportional Counter (MAPC).
The event-by-event reconstruction using the DSSDs and the MAPC improves the
resolution achievable with a thick target as the incident beam produces reactions
in the target over a range of energies. This allows the entire excitation function
to be measured simultaneously as the beam loses energy as a function of target
depth. The use of AGTs will become extremely important for the study of new
exotic beams that will be provided by ReA3 facility at MSU and the Facility for
Rare Isotope Beams which is currently under construction.
(a) (b)
FIGURE 6.1: Photo of Initial Implementation of ANASEN. (a) Two rings of Super
X3s-CsI Rings Installed around MAPC. (b) Beam View of ANASEN with one ring
of Super X3s and the MAPC removed.
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The initial implementation of ANASEN, shown in Figure 6.1, used a MAPC
constructed with 19 anode wires in a barrel geometry at a radius of 3 cm from
the center of the beam axis (z-axis). The MAPC measures energy deposited in
a 1 cm diameter region around each anode wire, and provides the position of
reaction products at one point close to the beam axis. A surrounding array of
silicon detectors backed with CsI scintillators provide position and full energy
reconstruction [9]. Furthermore, the energy signals from the DSSDs and MAPC
together allow discrimination between particle species (protons, deuterons, tri-
tons, 4He, 6He) described in §6.4.3, and the two position measurements enable the
track reconstruction in §6.4.1. The excitation function can be determined through
energy-loss calculations described in §6.4.2 and kinematics calculations described
in §6.4.4 and §6.4.5.
6.1 14N(α, p)17O Commissioning Experiment
The reaction, 14N(α, p)17O, was measured as an initial proof-of-principle test case
of the AGT mode of ANASEN to study the detector performance. This reaction
has been extensively studied with α beams on nitrogen targets [10], and has a
historical significance of being the first nuclear reaction ever recorded [77]. The
14N(α, p)17O excitation function has a number of clearly identifiable resonances
that can be used to characterize the energy resolution of the spectra obtained
with ANASEN. This test case reaction also has a very similar kinematic behavior
to (α, p) reactions of interest for initial ANASEN experiments: 14O(α, p)17F and
18Ne(α, p)21Na. Furthermore, a benchmark for determining excited state contribu-
tions to reaction rates is provided by the rather large, 870 keV, separation between
the ground state and the first-excited state in 17O.
For this stable beam test, a 14N beam was produced by the FSU FN pellotron
tandem Van de Graf accelerator at 30 MeV. The beam quality (energy resolution,
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spot size, and emittance) is unmatched by other types of accelerators. A nominal
beam intensity of 106 ions/s was used for this test providing ample statistics in
only six hours of data collection. Care was taken to limit the beam rate, since high
beam particle rates are detrimental to the MAPC performance.
Various gas mixtures were tested during the experiment, and a preliminary anal-
ysis was performed online to select a gas mixture for this test. The data presented
here was taken with the detector filled with 350 Torr helium 1% CO2 admixture.
The bias voltage on the detector was set to 650 Volts corresponding to approx-
imately 50 Volts below the onset of breakdown. The presence of breakdown was
prevented by careful monitoring of the MAPC signals and the bias supply current.
Because the detector has a large series resistance of over 200 MΩ, bias supply cur-
rents as low as 0.1 µA are symptoms of breakdown within the detector. During this
experiment, the detector gas was mixed in the chamber and valved off requiring
periodic flushing and refilling the detector.
6.2 Silicon Array
The DSSDs are electrically segmented into perpendicular strips (see Figure 6.2).
When a particle deposits energy in the silicon, signals are induced on orthogonal
strips on the front and back sides of the detector. Correlating events between the
two sides of the detector partitions detected events into quasi pixels. This capability
is utilized in the energy and position calibrations. The Super X3s were designed
with a uniform resistive layer on the front side resulting in an upstream Ui and
downstream Di signal from the two edges of each front strip i [78]. The Super
X3s are oriented with the front strips running parallel to the beam axis (z-axis).
See Figure 6.2 for schematics of the silicon detector geometries. A precise position
(δz ≈ 1.5 mm) is determined by the resistive charge-division method between the
upstream and downstream ends [53].
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(a) (b)
FIGURE 6.2: Sketches of the Micron Semiconductor Super X3 (a) and QQQ3 (b)
illustrate the perpendicular segments in each detector type.
6.2.1 Silicon Energy Calibration
The first stage of the calibration is an offset pedestal subtraction. A well calibrated
pulser is used to determine the zero voltage offset (or pedestal) (pi) for each channel
of the electronics. The pedestal should correspond to the detector zero point energy;
however, incomplete charge collection, ballistic deficit and crosstalk can contribute
to a small shift to the energy offset of about 100 keV. After subtracting the pedestal
from the pulser calibration, a linear energy calibration (with a gain gi and energy
offset oi) is then applied for each channel of the silicon detectors. The pedestal
subtraction is done for all silicon signals and is implied in the rest of this section.
The pedestal offset pi can be absorbed into the detector offset, but it is extremely
useful for the Super X3 position to constrain the relative offsets between two ends
of the same front strip (See §6.2.2).
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An additional, sixty-four calibration parameters are needed for the QQQ3 de-
tectors and twenty-four for the Super X3s. By selecting events when one pair of
perpendicular strips registers, a full relative energy calibration of the QQQ3 strip
detectors can be determined in situ for the data of interest directly and automat-
ically using the following relationship:
E = g
(f)





j Bj + o
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⇒ g(b)j Bj − g
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Each of the sixteen QQQ3 front signals Fi can be matched to each of the 16 back
segments Bj by a variety of linear fitting methods to provide 62 out of the 64 needed
parameters. Then a single energy calibration with a source of known energy can
be applied to the entire detector.
Similarly for the SuperX3, after subtracting the voltage offset, each pair of front
signals Ui and Di are coincident with each back signal Bj providing a relation that
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i only appear as a sum in Equation 6.1, they
cannot be determined individually by energy calibration alone. These offsets play
an important role in the position calculation.
6.2.2 Super X3 Position
It is vital to perform proper energy calibrations before considering the detector
position. The gains g(u) and g(d) are determined by the energy calibration while
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the individual offsets o(u) and o(d) are still undetermined. However, the offsets can
be constrained to within 100 keV by a precise pulser calibration. In this case,
the energy calibration constraint on the sum of the offsets can be used as an
approximation o(u) ' o(d) ' (o(u) + o(d))/2 which is approximately 5% of the

























depending on which front side signals are present. See Figure 6.3(a) for an example
of the behavior of the Super X3 position when the energy calibration is neglected.
The ∼ 1/E divergence in the position is due to the error introduced by not ac-
counting for the offsets. In order to diagnose this error in position, it is very useful



















FIGURE 6.3: (a) SuperX3 “Position” vs. Energy for a single quasi pixel without
an energy calibration. (b) SuperX3 Position for a single front strip gated on the
four back segments.
Finally, as illustrated in Figure 6.3(b) the position can be validated and refined
using the five known positions of the back strip borders (Each back strip is of equal
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width of 1.875 cm) by correlating the front side position with the back channel
that fired. For each back segment, the position at half maximum amplitude of
the front side position distribution is constrained to the known location of the
back segment border. Care must be taken at the edges of the detector to choose
the correct form of Equation 6.2 when using the outer border of the detector as
a constraint. If a large dataset is available an alternative method to define the
edge of the strips selects border hits that share energy between two adjacent back
segments [9]. This method usually requires stable beam intensities and either long
runtimes or undesirable high rates on the silicon detectors. The position within
the silicon detector can be transformed into world coordinates using the measured





FIGURE 6.4: Single anode cylindrical proportional counter
The typical geometry of a proportional counter, shown in Figure 6.4, is a gas-
filled cylindrical cathode tube with a thin anode wire with bias voltage +V along




Electrons and ions produced by ionization of the detector gas drift towards the
anode and cathode respectively. Away from the anode, the mean free path between
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collisions with the detector gas prevents substantial acceleration of the charges.
Near the anode wire, the electric field is sufficiently high that, within one mean
free path, electrons can gain enough energy to ionize the detector gas resulting in




The multiplication M of the number of charge carriers in a process known as a
Townsend Avalanche depends upon the gas species, applied voltage V , and the gas
pressure P . The Townsend coefficient α is zero below a minimum electric field Emin
and increases monotonically throughout the operational range of the detector.
Making the approximation of a linear increase in Townsend Coefficient with elec-













where ∆V and K = Emin/P are a constant for a given gas mixture [79]. Neglecting
the logarithmic term in Equation 6.5, the gas gain of the proportional counter
should increase roughly exponentially with the bias voltage qualitatively describing
the increase in signal size shown in Figure 6.5 [53].
The original design of the Multi-Anode Proportional Counter (MAPC) that is
central to the ANASEN active gas target mode consists of 19 individual propor-
tional counter regions. Operating at high multiplication is necessary for detecting
protons because they lose a small amount of energy in the detector gas. The an-
ode diameter limits the maximum electric field achievable for the detector for a
given operating voltage, thus limiting the maximum multiplication. Each region is
defined by a 7 µm diameter carbon fiber anode wire that is surrounded by eight
75 µm diameter gold plated tungsten wires that form the cathode (see Figure 6.6).
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FIGURE 6.5: Plot showing the exponential increase signal size in ADC channels
for an 241Am alpha source.
Carbon fiber wire is the only material available that provides a reasonable mechan-
ical strength for such a small diameter anode. Carbon is also the ideal material
because it has a uniform, high resistance per unit length (≈ 2.7 kΩ/cm2). Similar
to the Super X3 postion (§6.2.2), this allows position information to be extracted
using the resistive charge division method [9] discussed in §6.3.2.
A distance of three centimeters from the beam axis was chosen for the location
of anode wires as a compromise to keep the anode wires far from, and insensitive
to, the beam region while maintaining the ability to precisely reconstruct particle
tracks described in §6.4.1. At this radius, segmentation into 19 proportional counter
regions optimizes the cylindrical symmetry of the field near the wire (Figure 6.6).
The detector was intentionally designed to be dead (no drifting of charges) near
the axis because the beam and beam-like heavy recoils have higher Z and produce
much more ionization than protons or alpha particles. Most importantly, the beam
particle rate is much higher than the number of charge particles produced from













































































FIGURE 6.6: Cross-sectional view of equipotential contours from Garfield [9] for
the proportional counter illustrating the 19 sensitive volumes segmented by the
grounded cathode wires (marked in blue) having a cylindrical field in a region near
the wire (highlighted in red).
Additional inner and outer guard rings were constructed with the purpose of
field shaping and shielding the detector from charge produced near the beam axis;
however, the effect of biasing these rings is quite complicated and has not yet been
clearly demonstrated. A shift in the breakdown voltage of the detector occurs when
biasing the guard rings indicating a change in the electric field near the anode
wire. The influence of shaping wires or additional guard rings could be revisited
for further study.
6.3.1 Pulser Calibration of the Preamplifier
The proportional counter was instrumented with a 64 channel Mesytec MPR-
Log charge sensitive preamplifier [80]. This novel preamplifier is designed to have
a gain that is approximately constant for low signal amplitudes while gradually
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shifting to a lower gain for large signals (as illustrated in Figures 6.7 and 6.8). This
allows a wide input range of charge to be measured with an acquisition system of
limited dynamic range. The preamplifier signals were amplified and shaped into
semi-gaussian pulses by a multi-channel shaping amplifier.
Pulser Voltage (Volts)












































FIGURE 6.7: (a) Pulser calibration curves for the low gain setting for each of the
19 upstream channels. (b) Same as (a) for the downstream channels.
This complicated preamplifier response is clearly not linear, and although the
response is described as logarithmic, it does not accurately follow a logarithmic
function. In order to calibrate this preamplifier, it is necessary to perform multiple
pulser measurements to build an interpolation table of the signal size measured
by the ADCs versus pulser input voltage. When the electronic gain is increased,
Pulser Voltage (Volts)












































FIGURE 6.8: Same as Figure 6.7 using the high gain setting.
the low gain region is pushed off scale of the 12-bit peak-sensing ADCs and the
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improved electronic dynamic range is not available. The resulting preamplifier re-
sponse is approximately linear, yet a multipoint pulser calibration and interpolation
is still needed to account for variations in the gain.
6.3.2 Proportional Counter Position
Once the proportional counter pulser calibration has been completed, Equation 6.6
is used to calculate the proportional counter position using the constants α and β
determined for each individual wire by using a 5.3 MeV 210Po alpha needle source








In a variety of helium plus carbon-dioxide gas mixtures, the position of a sim-
ilar 5.4 MeV 241Am alpha source was used to determine the position resolution
achievable. At sufficiently high bias voltages it is shown in Figure 6.9 that about 2
mm position resolution can be achieved. However, the measurements with helium
gas were made at low pressure P ≈ 50 Torr due to the limited range of the alpha
particles.
Unlike the Super X3s, there is no independent full energy measurement and
gain variations from the two ends of the same wire, resulting from the preamplifier
channel-to-channel gain spread seen in Figures 6.7 and 6.8, are neglected in the
position calculation. Also, the calibration from the alpha source is at a fixed energy,
and the extrapolation of this calibration to the energy range of interest can be
problematic especially when the response of the preamplifier is not linear over the
full range of interest.
6.3.3 Sporadic Signals
In the detector fill gas, especially with helium, the excitation of atomic levels
competes with the ionization process leading to the production of ultraviolet emis-
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 He+ 1% CO
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 He+ 2% CO
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2
FIGURE 6.9: Proportional Counter Position Resolution in various helium carbon-
dioxide gas mixtures for 241Am needle source [9].
sion [53]. This is problematic for two reasons: 1) the excitation of the helium atom
without the emission of an electron does not contribute directly to the detector sig-
nal, and 2) the emission of an ultraviolet photon can produce secondary ionization
by the photoelectric effect resulting in spurious pulses throughout the detector vol-
ume. These effects are detrimental to both the position and energy determination
from the measured signals. These sporadic signals have a negligible affect on the
performance of proportional counters operating at low gas multiplications. In the
regime of high multiplication where ANASEN operates, this can be extremely im-
portant. When the multiplication is increased to an extreme, the secondary pulses
eventually lead to a saturation of charge within the detector. This is the operating
principle behind Geiger counters, which produce signals with no position or energy
information, providing only a means of counting ionization events. Optimal pro-
portional counter performance is achieved by not operating under unnecessarily
high multiplication [53].
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To mitigate the production of UV photons, a quenching gas must be added to
absorb the photons into atomic states that do not lead to further UV emission.
Additionally, a steep dependence of the multiplication on bias causes any small
drift in the detector bias to lead to poor resolution. The introduction of a quench
gas allows the higher gas multiplication to be reached without these adverse ef-
fects. It is important to note that proportional counter quench gases should not be
confused with quench gases used for Geiger counters that rely on an entirely dif-
ferent mechanism to quench ionized charge [53]. During the 14N(a, p) experiment,
a number of covalent gases (methane, CO2, and H2) at various mixture ratios were
tested for the ANASEN AGT. In the online analysis, a quench gas of 1% CO2 was
selected for the initial test experiment.
∆ϕ(degrees)




































FIGURE 6.10: Signal pattern coincident with a saturation event in the proportional
counter plotted versus angular separation from saturated wire. All wires experience
crosstalk with intensity decreasing with distance. Signals at 180◦ separation are
consistent with alpha scattering.
High values of gas multiplication are necessary for detecting protons which pro-
duce very little ionization in the gas. This can be problematic when a large amount
of charge is deposited in the detector; then the gas multiplication is too high, re-
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sulting in spurious pulses in the detector. Figure 6.10 shows an effect observed in
the 14N(α, p) measurement where all wires produce signals in coincidence with a
highly ionizing event defined by an event that saturates the detector electronics.
The amplitude of the spurious pulse is highest near the highly ionizing event and
decreases geometrically with distance. The spurious pulse amplitude is comparable
to the proton signal size at 180◦ away from the saturated wire. This is a problem-
atic background for any two body reaction where protons are produced coincident
with a heavy ion. It was also seen in hydrogen target gas elastic scattering experi-
ments. Since ANASEN is an extended target, even small angle scattering can reach
the anode wires. All events of this type must be vetoed, and the cut applied in the
analysis is to reject all events where the readout electronics register a saturation.
This cut rejects a number of potentially “good” events. Two groups near 180◦ in
Figure 6.10 are tentatively attributed to 14N(α, α), and it is possible that some
14N(α, p) events are also being rejected.
It should be noted that this effect is not simply eliminated by the introduction
of more quenching gas. Increasing the quenching gas also increases the number
of heavy ions in the target gas. This increases the potential for highly ionizing
events due to elastic scattering on large Z nuclei in addition to increasing the
stopping power of the target gas. Thus the problem of determining the optimum
gas composition is quite complicated and requires further study.
6.4 Two-Body Reaction Reconstruction
Reconstruction of an event depends upon non-relativistic kinematics and energy
loss calculations. We intend to select two-body reactions depicted in the laboratory
frame by Figure 6.11. We begin by assuming all detections result from two-body
reactions and, using the reconstructed beam energy and reaction Q-value, later
reject events that are kinematically inconsistent. The reconstruction relies on the
64
detection of the light projectile (p, t,3 He, α, etc) at two points and the determi-













FIGURE 6.11: Schematic for a two body reaction in the laboratory frame
In the current implementation of ANASEN, the heavy recoil is not detected. The
upgrade described in §7.2 has the potential to provide information about the heavy
recoil for additional discrimination of backgrounds.
6.4.1 Event Selection and Two Point Tracking
Event singles are recorded by the data acquisition system when a silicon detector
back channel triggers. Since random coincidences can cause additional triggers for
a valid two body event, it is acceptable for multiple silicon detectors to trigger for
a given event. However, events with more than one hit within a single detector
are rejected. To reduce the effect of random coincidences, each silicon trigger is
validated by the restriction that within a detector only one back channel fires in
coincidence with a single front strip with one or both sides present. See §6.2.2
for more details on the silicon position determination. Further restriction and cor-
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rections are applied such that the position reconstructed from front of the silicon
detector is within the physical range of the back segment that triggered.
For a single event to be consistent with a two-body reaction, each silicon hit
is correlated with a proportional counter signal located azimuthally within ±20◦
relative to the silicon hit. This restriction allows a possible coincidence between
a silicon strip with up to three proportional counter wires. To remedy this, the
maximum amplitude hit in the proportional counter is the one selected as the true
coincidence. Ideally, the two detections of the particle track would be at exactly the
same azimuthal angle; however, the azimuthal resolution of the track is limited by
angular straggling in the gas as well as the segmentation of the DSSD and MAPC.
σφSi = 360
◦/(12 detectors)/(4 front strips) = 7.5◦
σφPC = 360







In practice, the mismatch between the segmentation of the two detectors further
limits the relative azimuthal resolution.
Once the event coincidences between the silicon array and the proportional
counter are selected, the polar angle θ of the light particle can be calculated. This
angle is critical for determining the center-of-mass energy of the reaction described
in §6.4.5. This angle is also important for interpreting the proportional counter en-

















It is important to note here that the angle θ could be defined differently. For exam-
ple, more complicated methods allow the beam position to vary over an estimated















FIGURE 6.12: Schematic representation of ANASEN
to the central axis assuming that is the exact location of the beam. It is impor-
tant to optimize the beam centering, focus, and emittance, to minimize any error
introduced by assuming the beam direction and detector axis are aligned.






The reaction depth is needed to calculate the beam energy loss in the gas which is
described in §6.4.2 and the Q-value of the reaction in section §6.4.4. This position
information is what defines the AGT mode of ANASEN.
6.4.2 Energy Loss Calculations
Upstream of ANASEN the beam is energy selected, then loses energy in the en-
trance window and gas mixture, and then reacts with the target gas. Additionally,
the light particle loses energy in the gas mixture before depositing the remainder
of its energy in the silicon. Determining the particle energies at the reaction lo-
cation, relevant for the kinematics calculations, depends upon calculated energy
losses. The energy loss of a charged particle through an absorber depends upon
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the particle energy, charge, and mass in addition to the absorber density and com-
position. The mean energy loss in a thin layer of material is given by the specific
energy loss (or stopping power): S(E) = -dE/dx. For this analysis, tabulated
stopping powers were calculated using the binary collision code SRIM (Stopping
and Range of Ions in Matter) which simulates ion interactions in matter [81]. The
stopping powers used for the 14N(a, p) analysis are plotted in Figure 6.13 in units
of energy per unit mass thickness. Mass thickness is the product of the absorber
Energy (MeV)





















FIGURE 6.13: Stopping powers for alpha particles, protons, and 14N in a helium
carbon-dioxide gas mixture at 350 Torr calculated with SRIM.
thickness and density which is indicative of the number of electrons in the absorber
because most common absorbers have similar Z/M . This is a natural unit for ex-
pressing stopping powers because the main mechanism for energy loss arises from
ion-electron collisions. Multiplying the stopping power per unit mass thickness by
density yields the stopping power in energy per unit length which is used in the
68
following integrations.












⇒ En = En−1 − S(En−1)∆x (6.10)
The energy of a particle after traversing a distance h through some material is cal-
culated by integrating the stopping power along the forward path of the particle
as shown in equation 6.9 approximated by a left Riemann sum. Equation 6.10 is
implemented as a multistep recursive relation starting with the known energy E0.
At each iteration the value of the stopping power S(Ei) at energy Ei is linearly
interpolated from SRIM tabulated values, and then the energy Ei+1 at the begin-
ning of next step is calculated. However, equations 6.9 can be rewritten slightly
approximating the integration instead by a right Riemann sum.












= En−1 − S(En)∆x
⇒ En−1 = En + S(En)∆x (6.12)
This allows the initial energy E0 before losing energy in an absorber to be calculated
from the known final energy En and thickness h.
6.4.3 Particle Identification
When a charged particle penetrates a layer of thin material, such that the stopping
power is approximately constant, the energy loss ∆E is the product of the layer
thickness t and the average stopping power Savg [53].
∆E = tSavg (6.13)
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For a particle with a given energy E, the average stopping power Savg depends
mainly on the particle charge squared. Thus, the charge of the particle can be
determined from measuring the energy loss ∆E in a thin layer to determine Savg,
and the residual energy E in a second layer. This technique is called ∆E-E particle
identification and is typically done using a two layered particle-identifier telescope
of detectors viewing a small range of angles [53]. In ANASEN, the proportional
counter measures the ∆E energy loss, and most of the residual energy is deposited
in the silicon array.
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Corrected for thickness (∝ Savg)
(b)
FIGURE 6.14: Tracking of the light particle angle improves particle identification
resolution. (a) Energy loss in Proportional Counter versus Silicon Energy. (b) En-
ergy loss in proportional counter adjusted for apparent thickness versus Silicon
Energy. Both (a) & (b) contain events for the forward silicon detectors from the
14N(a, p) dataset.
The energy measured by the MAPC is proportional to the total energy loss in
the gas as long as the energy loss in both the active and dead regions is small.
In this limit, the effect of the energy loss in dead regions on the particle iden-
tification is negligible. The proportional counter is parallel to the beam with an
apparent thickness varying as the cosecant of the polar angle over a large range






∝ ∆E sin θ. (6.14)
The loci of points corresponding to protons and alphas shown in Figure 6.14
are well-separated after correcting for the apparent thickness. In other ANASEN
experiments discrimination between protons and tritons as well as 6He from 4He
has been demonstrated [82, 83]. The two dimensional gate applied to select proton
events is shown in Figure 6.15.
Silicon Energy (MeV)





































FIGURE 6.15: Particle identification plot showing the proton cut in black.
6.4.4 Q-value Determination
Determining the Q-value provides indication that the events of interest are in-
deed reconstructed properly. Furthermore, the Q-value distribution provides a dis-
crimination between reactions that produce the heavy recoil in its ground state














= (m4 +m3 −m1 −m2)c2 − Eheavyx (6.16)
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The Q-value for the reaction is calculated using equation 6.15 using the recon-
structed angle of the light particle θ, the beam energy EB(z) at a reaction depth
z, the proton energy Ep immediately after the reaction, and the particle masses
m1−4. The beam energy is calculated starting from the rigidity selected radioactive
beam energy and a series of energy loss calculations until finally reaching a depth
z in the target. As shown in Figure 6.16 the ground state contribution (Eheavyx = 0,
Q = −1.19 MeV) is the dominant process. There is a signature of the first excited
state contribution (Eheavyx = 0.87 MeV, Q = −2.06 MeV); however, the Q-value
resolution of approximately 1 MeV prevents clear discrimination between the two
contributions.
(a) (b)
FIGURE 6.16: Representative Q-value distributions for two different energy regions
showing overlapping components from ground state and first excited states in the
recoiling nucleus. (a) The Q-value for center-of-mass energies 3.5 MeV to 4 MeV.
(b) Same as (a) for center-of-mass energies 4 MeV to 4.5 MeV. The signature of
the excited state contribution is most visible in (a) corresponding to the center-
of-mass energy region where an excess is seen in the cross section from this work
(see Figure 6.18).
It is important to note that the center-of-mass energy calculation described in
§6.4.5 assumes a known Q-value. The Q-value spectra shown in Figure 6.16(a) and 6.16(b)
are only used to distinguish specific states, and using the known Q-value to cal-
culate the center-of-mass energy provides an enhancement to the center-of-mass
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energy resolution. Since the excited state contribution cannot be separated in this
case, center-of-mass energies calculated for the excited states are inaccurate.
6.4.5 Center-of-Mass Energy Calculation
FIGURE 6.17: 14N(α, p) Proton residual energy detected in the silicon detectors
versus laboratory angle. Kinematic curves corresponding to center-of-mass energies
that match resonances in the compound nucleus 18F are visable at forward angles.
Using the known Q-value of the reaction and assuming different final states can
be separated by Q-value, Equation 6.15 can be inverted to find the beam energy,
EB, at the location the reaction occurred from the proton energy and angle. This
provides a better measure of the beam energy than the EB which is determined
by energy loss calculations using the reaction depth and known thicknesses of
energy absorbing layers before the chamber. This leads to an enhancement in the






The center-of-mass energy distribution is shown in Figure 6.18, scaled to compare
to the regular kinematics measurement with an implanted 14N target [10]. The
FIGURE 6.18: Excitation Function for the 14N(α, p) reaction for forward detectors
compared to the data from Terwagne et al. [10].
excess in yield in the region between 3 MeV and 3.5 MeV is due to the unseparated
excited state contribution. As can be seen from the Q-value distribution shown in
Figure 6.16(a) the excited state contribution is significant in this region. In this
angular range, Terwagne et al report the first 14N(α, p1)
17O∗ cross section in the
region of 4.6 MeV to 5.6 MeV which would appear as an increased yield at lower
energies due to effect of the Q-value error in the ANASEN spectra [10].
6.5 Towards 18Ne(α, p) Radioactive Beam Experiment
The first attempt at measuring an (α, p) reaction with a radioactive beam was
performed at the RESOLUT (REsonating SOlenoid Upscale Transmission) beam-
line of the John D. Fox Superconducting Linear Accelerator Laboratory at FSU.
Approximately 0.5×104 18Ne/s with 6% purity were produced by RESOLUT with
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the in-flight method using the 16O(3He, n)18Ne production reaction with a 3He tar-
get at 350 Torr at 77◦ K producing a final radioactive beam energy in the target
chamber of 56.3 MeV. To produce the radioactive beams, the in-flight technique
filters and focuses the reaction products that are forward traveling with “beam-
like” velocities. The reaction products have a range of initial angles and energies,
which results in a beam with an increased energy spread and angular divergence
at the target location relative to the 14N tandem beam.
A number of successes were achieved in this experiment. A scintillator foil in-
strumented with a silicon photomultiplier (SiPM) was used to measure the timing
relative to the accelerator RF signal to separate events due to the radioactive beam
(18Ne) from the more intense primary beam (16O) as shown in Figure 6.19(b). As
(a) (b)
FIGURE 6.19: (a) 18Ne(α, p) data from FSU experiment showing the identification
of protons and alpha particles and (b) time-of-flight separation of the radioactive
beam from the stable primary beam for proton events.
shown in Figure 6.19(a) protons and alpha particles were identified. Although,
the number of protons detected were much higher than that expected by rate es-
timates using a 10 millibarn 18Ne(α, p) cross section. Due to an sharply peaked
intensity of protons originating from the upstream region of the detector, most
likely the excess of protons were produced from background reactions occurring in
the scintillator foil. Another complication arises from the increased emittance of
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the radioactive beam as compared to the stable tandem beam used in the 14N(α, p)
experiment. The geometry of the beam is a limiting factor for the AGT mode of
ANASEN. Increased emittance leads to more highly ionizing events in the propor-
tional counter performance and introduces an error in the “on-axis” assumption in
the reconstruction AGT mode of ANASEN. The new radioactive beams available
from ReA3 at the NSCL are stopped, separated, and then reaccelerated which




Understanding the complex origins of intermediate mass nuclei (Ni-Sn) requires
new direct measurements of nuclear reaction rates. This thesis addresses two
projects targeting measurements of nuclear cross sections important for under-
standing nucleosynthesis in hot astrophysical environments.
We developed an approach using ANASEN for measurements of charged-particle
reactions with radioactive ion beams that are important in stellar explosions. An
active gas target capability is being developed, and a demonstration of direct (α, p)
reaction measurements were conducted. Upgrades to the capabilities of ANASEN
will refine this experimental technique for future experiments.
Direct measurements of neutron capture on 67Zn and 68Zn were performed using
the Detector for Advanced Neutron Capture Experiments (DANCE) at the Los
Alamos Neutron Science Center (LANSCE). A new 68Zn(n, γ) cross section in the
neutron energy range from 150 eV to 850 keV and MACS from 20 keV-100 keV
are reported along with the details of the analysis. New cross sections and MACS
for 67Zn(n, γ) in the same energy range are forthcoming.
7.1 Implications of new 68Zn MACS Result with DANCE
The new 68Zn Maxwellian-Averaged Cross Sections for neutron energies from 20
keV to 100 keV determined in this work are listed in Table 4.1 and shown in
Figure 7.1. These results provide a confirmation of the newer evaluated cross sec-
tion [65, 6, 5] by Iwamoto which suggest a higher cross section, above 100 keV,
than the previous measurement [42]. An Online tool NETZ1 was used to estimate
1NETZ is not an acronym but rather the German word for network.
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the influence of the new MACS on nucleosynthesis in the weak s process [12, 13].
The NETZ tool uses a simplified single neutron pulse model for the nucleosynthe-
sis; however, it provides an preliminary estimate of the sensitivity of individual
MACS that is qualitatively very similar to the more detailed sensitivity study by
Pignateri et al. shown in Section 2.2. In the calculations shown in Figure 7.2, the
MACS for 68Zn are scaled by a constant where the reference MACS were taken
from KADoNiS0.3 [84, 11].
kT   keV















FIGURE 7.1: Plot of the MACS shown in Table 4.1 uncertainties on the standard
MACS cross sections at each energy were conservatively estimated using the rel-
ative uncertainty reported at 30 keV by KADonNis0.3 [11]. Error bars shown for
this work are the sum of the statistical and systematic uncertainties discussed in
§4
The higher MACS near 90 keV will have a significant impact on the carbon shell
burning phase of the weak s process. Further work on reducing the 20% systematic
uncertainty in the efficiency from this measurement will provide a better determi-
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nation of the MACS in this energy range and reduce uncertainties on abundance
calculations. The effect of a 20% change in the 68Zn(n, γ) cross section is illustrated
in Figure 7.2 where weak s process abundances from A=74-90 are altered by nearly
10%. However, the cut efficiency does not vary substantially with neutron energy
and results in a global scaling of the MACS. Despite the large 20% uncertainty,
which place the MACS from this work in agreement with the KADoNIS0.3 com-
pilation [11], the relative trend of the MACS with neutron energy depends upon
the statistical uncertainties listed in Table 4.1 that are estimated to be less than
3%. Future work could further reduce the uncertainties in the MACS results from
the DANCE 68Zn(n, γ) experiment.
Mass Number  (A)
























FIGURE 7.2: Sensitivity calculation using the NETZ Online tool [12, 13] showing
the relative change in abundance as a function of mass number. Filled triangles
represent the effect of a 20% 68Zn MACS uncertainty on weak s process abundances.
Upward (Downward) pointing triangles correspond to scaling the standard 68Zn
MACS up (down) by 20%. Open circles represent the effect of a 40% increase in
the 68Zn MACS.
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The largest change is a 40% increase at 100 keV in the MACS relative to KADo-
NiS0.3 [11]. Since NETZ uses only a single scale factor, the effect scaling up the
MACS at all neutron energies by a factor of 1.4 was used to investigate the sig-
nificance of the higher MACS reported in this work. This resulted in up to a 20%
change in the calculated weak s process abundances; however, this is most likely an
overestimate of the influence of the higher MACS near 100 keV. In future work a
more accurate determination of the weak s process abundances will be performed
using a detailed stellar model, similar to the model used by Pignateri [2], including
this new MACS for 68Zn(n, γ) and a new MACS for 67Zn(n, γ).
7.2 ANASEN Development
For many (α, p) reaction measurements, better Q-value resolution is needed than
was achieved with the first version of the active target. The ground state and
excited state contribution are overlapping in distribution shown in Figure 6.16. The
ability to distinguish the population of excited states can be important achieving
good center-of-mass energy resolution. Both good Q-value resolution and center-
of-mass energy resolution can be important factors in determining the reaction
rate.
We are developing a new active target design that incorporates a novel gas
ionization detector to instrument the region near the beam with an ion chamber
(IC) and improves the geometry of the MAPC. This new design required extending
the footprint of the proportional counter, which is an improvement on its own for
two reasons. The larger footprint includes finer segmentation using 24 anode wires,
which is better matched to the geometry of the silicon array, improving angular
reconstruction. Secondly, discharging or high rates with large multiplication lead
to destruction of the quench gas introducing contaminants in the gas mixture, and
both are detrimental for the detector performance and lifetime. This is more likely
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to occur the closer the anode wires are to the beam axis and is correlated with
the sporadic pulses in the MAPC. Moving the anodes wires further from the beam
axis will reduce the presence of sporadic pulses described in §6.3.3. In addition to
the adjustments to the geometry, an IC can provide a measurement of recoils at
large scattering angles to improve the event reconstruction algorithms and assist
in diagnosing sporadic pulses.
In the design of the IC, electric potential finite-element calculations (shown
in Figures 7.3(a) and 7.3(b)) were performed to determine the path of charge
carriers and the behavior of induced signals. The Shockley-Ramo Theorem [85, 86]
is a quasi-static approximation used to predict and interpret the induced signals
produced by both solid-state and gaseous ionization detectors. In this framework,
charge drifting is governed by the electric field lines, and the induced charge at the
signal electrode is determined by the change in weighting potential, ϕw, experienced
along the path of charge q0: Qinduced = q0∆ϕw. See He et al. [87] for a review
of various applications of the Shockley-Ramo Theorem producing a number of
examples and derivations.
The charge produced inside the detector is the desired quantity to measure
rather than a path-dependent signal. This leads to the introduction of a Frisch
grid in most ordinary ion chambers explicitly constraining the weighting poten-
tial to be zero everywhere except for a small region near the anode [53]. The
design in the new ANASEN IC utilizes a “coplanar” anode configuration utilized
in previous ionization based detectors in “planar” [87, 53] and later in cylindrical
geometries [88, 89, 90]. As illustrated in the calculation shown in Figure 7.3(b), a
subtraction of dual electrodes achieves an effective Frisch grid weighting potential.
For localized ionization, such as the Bragg peak of charge particles stopping in the





(a) (b)V (x, y)/V0
FIGURE 7.3: (a) Electric potential of proportional counter and ion chamber con-
figuration with representative electric field lines inside IC region. The color scale
represents the potential V (x, y)/V0 where V0 is the proportional counter bias volt-
age. The IC bias voltage in this case was set to V0/2. (b) Weighting potential
calculation demonstrating effective Frisch grid functionality for three representa-
tive charge trajectories. Line patterns correspond to the three different trajectories
shown in green in (a).
estimate of radial position [89, 90]. The IC detector has been tested successfully
with an 241Am alpha source in isobutane gas at a pressure of approximately 100
Torr. An in-beam test experiment is needed to determine if the ion chamber indeed
can provide a usable heavy-recoil signal to improve the resolution and background
suppression. In the 241Am source tests performed at LSU, a significant noise can-
cellation was observed upon subtracting the two signals. Since external sources
will similarly effect both signal lines, any pickup noise is mitigated in a differential
signal.
As part of the ANASEN upgrade, we have also upgraded the MAPC electron-
ics. We have instrumented the detector with new linear preamplifiers and are de-
veloping a new digital data acquisition system that should improve the detector
resolution, thresholds, and dynamic range. The new preamplifiers are coupled to
the MAPC inside of the vacuum chamber and a second-stage, external linear am-
plifier allows variable gain control. A digital data acquisition system is now under
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development to be used with the new preamplifiers in the MAPC readout. A new
mounting scheme was also designed for the array to aid in accessing the individual
detector components and improve the portability of ANASEN. Incorporated into
the new detector mounting scheme is a target actuator system which allows the
use of solid targets for calibration purposes. Systematic studies of the detector
performance with the new target system are currently being performed, and a new
campaign of ANASEN experiments has commenced.
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[38] I. Dillmann, M. Heil, R. Käppeler, R. Plag, T Rauscher, and F.-K. Thiele-
mann. KADoNiS- the Karlsruhe Astrophysical Database of Nucleosynthesis
in Stars. AIP Conf. Proc., 819:123, 2009.
[39] J. Marganiec, I. Dillmann, C. Domingo Pardo, F. Käppeler, R. Reifarth,
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[40] M. Heil, F. Käppeler, E. Uberseder, R. Gallino, and M. Pignatari. Neutron
capture cross sections for the weak s process in massive stars. Phys. Rev. C,
77:015808, Jan 2008.
[41] J. Garg, V. Tikku, J. Harvey, R. L Macklin, and J. Halperin. Phys. Rev.
C 24, 1922 (1981) - Statistical properties of complex states of 67Zn. PRC,
24(5):1922–1939, November 1981.
[42] J. Garg, V. Tikku, J. Harvey, J. Halperin, and R. Macklin. Neutron reso-
nance parameters of 68Zn + n and statistical distributions of level spacings
and widths. Physical Review C, 25(4):1808–1823, April 1982.
[43] H. M. Agrawal, J. B. Garg, V. K. Tikku, J. A. Harvey, and R. L. Macklin.
High-resolution neutron total and capture cross sections in 67Zn. Journal of
Physics G: Nuclear and Particle Physics, 18(6):1069–1087, June 1992.
87
[44] R. Reifarth, S. Dababneh, M. Heil, F. Kppeler, R. Plag, K. Sonnabend, and
E. Uberseder. Neutron activation of natural zinc samples at kT = 25 keV.
Physical Review C, 85(3), March 2012.
[45] P. Lisowski and K. Schoenberg. The Los Alamos Neutron Science Center.
Nuclear Instruments and Methods in Physics Research Section A: Acceler-
ators, Spectrometers, Detectors and Associated Equipment, 562(2):910–914,
June 2006.
[46] SAMMY, Multilevel R-Matrix Fits to Neutron and Charged-Particle Cross-
Section Data Using Bayes’ Equations.
[47] A. Couture. private communication, February 2016.
[48] M. Heil, R. Reifarth, M.M Fowler, R.C. Haight, F. Käppeler, R.S. Rundberg,
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Appendix A: Total Energy Spectra
Illustrating Background Subtraction for
En > 50 keV and M=[2,5]
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 < 60399.03 eVn51171.72 eV < E
FIGURE 7.4: Representative background-subtracted Esum distribution shown along
with the fitted background components for 51172 eV < En < 60399 eV.
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 < 71290.23 eVn60399.03 eV < E
FIGURE 7.5: Representative background-subtracted Esum distribution shown along
with the fitted background components for 60399 eV < En < 71290 eV.
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 < 84145.33 eVn71290.23 eV < E
FIGURE 7.6: Representative background-subtracted Esum distribution shown along
with the fitted background components for 71290 eV < En < 84145 eV.
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 < 99318.46 eVn84145.33 eV < E
FIGURE 7.7: Representative background-subtracted Esum distribution shown along
with the fitted background components for 84145 eV < En < 99318 eV.
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 < 117227.63 eVn99318.46 eV < E
FIGURE 7.8: Representative background-subtracted Esum distribution shown along
with the fitted background components for 99318 eV < En < 117228 eV.
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 < 138366.19 eVn117227.63 eV < E
FIGURE 7.9: Representative background-subtracted Esum distribution shown along
with the fitted background components for 117228 eV < En < 138366 eV.
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 < 163316.47 eVn138366.19 eV < E
FIGURE 7.10: Representative background-subtracted Esum distribution shown
along with the fitted background components for 138366 eV < En < 163316 eV.
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 < 192765.80 eVn163316.47 eV < E
FIGURE 7.11: Representative background-subtracted Esum distribution shown
along with the fitted background components for 163316 eV < En < 192766 eV.
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 < 227525.46 eVn192765.80 eV < E
FIGURE 7.12: Representative background-subtracted Esum distribution shown
along with the fitted background components for 192766 eV < En < 227525 eV.
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 < 268552.99 eVn227525.46 eV < E
FIGURE 7.13: Representative background-subtracted Esum distribution shown
along with the fitted background components for 227525 eV < En < 268553 eV.
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 < 316978.64 eVn268552.99 eV < E
FIGURE 7.14: Representative background-subtracted Esum distribution shown
along with the fitted background components for 268553 eV < En < 316979 eV.
 (MeV)sumE



















 < 374136.43 eVn316978.64 eV < E
FIGURE 7.15: Representative background-subtracted Esum distribution shown
along with the fitted background components for 316979 eV < En < 374136 eV.
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 < 441600.95 eVn374136.43 eV < E
FIGURE 7.16: Representative background-subtracted Esum distribution shown
along with the fitted background components for 374136 eV < En < 441601 eV.
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 < 521230.71 eVn441600.95 eV < E
FIGURE 7.17: Representative background-subtracted Esum distribution shown
along with the fitted background components for 441601 eV < En < 521231 eV.
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 < 615219.36 eVn521230.71 eV < E
FIGURE 7.18: Representative background-subtracted Esum distribution shown
along with the fitted background components for 521231 eV < En < 615219 eV.
 (MeV)sumE






















 < 726156.11 eVn615219.36 eV < E
FIGURE 7.19: Representative background-subtracted Esum distribution shown
along with the fitted background components for 615219 eV < En < 726156 eV.
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 < 857097.04 eVn726156.11 eV < E
FIGURE 7.20: Representative background-subtracted Esum distribution shown
along with the fitted background components for 726156 eV < En < 857097 eV.
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Appendix B: DICEBOX Comparison of
Esum and MSC spectra for M=[2,5]
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FIGURE 7.21: Esum distribution comparison between data (colored lines) and
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FIGURE 7.22: MSC comparison between data (colored lines) and DICEBOX sim-
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FIGURE 7.23: Esum distribution comparison between data (colored lines) and
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FIGURE 7.24: MSC spectra comparison between data (colored lines) and DICE-
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FIGURE 7.25: Esum distribution comparison between data (colored lines) and
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FIGURE 7.26: MSC spectra comparison between data (colored lines) and DICE-
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