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Format of the Dissertation 
This dissertation is arranged in a format in which the research publications of 
the author are presented as separate sections within the dissertation. The style of 
captions, figures and text are as required for the journals of submission. A general 
introduction presents the background concepts and literature necessary for a 
thoughtful appreciation of the work presented. A general summary presents final 
comments on the work presented and a listing of the literature cited within the 
general introduction concludes the dissertation. 
Union of Biology and Chemistiy 
Since the beginning of the industrial revolution, the exponential growth of 
science and technology has radically transformed every aspect of society. Mass 
production was made possible by the replacement of manual labor with machinery, a 
joint product of physics and engineering. The proliferation of the chemical industry 
was largely a consequence of the cooperation between chemists, geologists and 
engineers. The emergence of the nuclear industry saw the assembly of a still more 
diverse team of experts skilled in physics, chemistry, geology and engineering. In 
fact, as the growth rate of science and technology continues to increase, the demand 
and need for multi-disciplinary work teams are likely to grow in the future. The 
burgeoning industry of biotechnology is no exception. 
However, there is much more to inter-disciplinary cooperation than merely 
the pooling together of expertise in different areas. Frequently, the intentional 
application of one's specialized know-how could facilitate fundamental breakthroughs 
in a separate discipline. An example of this is the impact that nuclear magnetic 
resonance (NMR) and absorption spectroscopy, mass spectrometry as well as gas and 
liquid chromatography (the realms of physical and analytical chemistry) had on the 
development of organic and inorganic chemistry in the 1960's. The first half of this 
century witnessed the union of physics and chemistry which, again, provided an 
illustration of the immense significance of cross-disciplinary visions. By now, it is 
quite obvious that the marriage of chemistiy and biology is about to be 
consummated. For the past decade, molecular biology has been knocking on the 
door of chemistry and the ensuing conversation has been convivial. This is 
exemplified by the emergence of a new journal entitled Journal of Bioconjugate 
Chemistry which represents the response of mostly organic chemists to the invitation 
from molecular biologists. Although an exact analogy cannot be drawn in the case of 
analytical chemistry, an urgent demand for the transfer of knowledge and 
cooperation exists. It is in this context where the development of precise and 
quantitative chemical methods for biological applications becomes valuable. 
Historically, many advances in the biological sciences were method driven. 
Recent examples of these include polymerase chain reaction (PGR) and DNA 
sequencing technology, multi-dimensional NMR as well as X-ray diffraction 
techniques. As Nobel laureate Arthur Kornberg had remarked, "Molecular biology 
appears to have broken into the back of cellular chemistry, but for the lack of 
chemical tools and training, it is still fumbling to unlock the major vaults" (1). 
Another driving force behind the push for developing chemical methods for 
biological applications results from the rapid growth of the now multibillion-dollar 
industry of biotechnology which is certain to transform health care, agriculture or, for 
better or worse, the ecosystem. The appearance of recombinant DNA-derived 
products and the largely unknown effects of their presence on the environment and 
human health call for analytical methods with higher sensitivity and specificity than 
those afforded by the more traditional techniques. To these ends, the potential that 
capillary electrophoresis (CE) holds in the rapid identification and quantitation of 
DNA, proteins, viruses, bacteria and many other potentially harmful (and/or useful) 
biological agents could directly influence the acceptance of recombinant DNA 
products by society at large and facilitate fundamental breakthroughs in biological 
research. 
Historical Background 
From the early observation by F.F. Reuss in 1809 (2) that clay particles 
migrate under an electric field to the present, separation techniques based on the 
differential mobilities of constituents in a mixture have evolved into an indispensable 
tool in the laboratory. Although much pioneering work on the utilization of 
electrophoresis for the separation and identification of charged species can be 
attributed to Picton and Under (3), Hardy (4) and Ellis (5), the moving boundary 
experiments of Tiselius in 1937 (6) signalled the beginning of practical 
implementation and acceptance of electrophoresis as a viable method in conjunction 
with various chromatographic techniques in the field of separation science. The 
incorporation of Schlieren optics for the refractometric detection of the solution 
boundaries in the U-tube of Tiselius' apparatus made possible the accurate 
measurement of the mobilities of analytes. However, a serious drawback of the 
technique is that only the fastest- and slowest-moving components can be separated 
from the mixture in any given run, as the differences in the densities of the remaining 
analyte zones result in convective mixing in the free solution medium. Consequently, 
numerous approaches to perform electrophoresis in anti-convective media were 
executed in realizing "zone separation." 
The first successful demonstration of zone electrophoresis was that of 
Consden et al. (7) with their ingenious use of a silica gel as the medium. 
Subsequently, zone electrophoresis had been performed on soaked paper and fabrics 
(8,9). Equally common materials used as anti-convective media included powders 
and granulated gels (10-12). The introduction of polyaciylamide (13) in the late 
1950's revolutionized electrophoresis in the separation of biomolecules for analytes 
can be fractionated in accordance to size through the mechanism of sieving. 
Enhanced resolution is attained through a pore size gradient along a cylindrical tube 
in the technique of disc electrophoresis where, in addition to analyte stacking, 
advantage is taken of the use of multiphasic buffers (14,15). Since then the concept 
of pore size gradient had been extended to the slab gel format to widen the size 
distribution of analytes amenable to separation in a single run (16). 
Although still widely practiced today, zone electrophoresis in the slab gel 
format suffers from the necessity to employ low field strengths due to the poor heat-
dissipating capability of the separation medium. Since a large cross-sectional 
temperature gradient results in a wide distribution of analyte mobilities, zone electric 
field strengths or even gel pore sizes, conventional electrophoretic methods fail to 
qualify as high-resolution techniques. Besides, the skill of gel-casting is as much of 
an art as the interpretation of band shapes and locations on electropherograms. The 
labor-intensive nature and poor quantitative capability of the technique are also 
undesirable. Hence, electrophoresis in the slab gel format remains inefficient and 
semi-quantitative at best. Nonetheless, the emergence of disc electrophoresis in 1964 
(14,15), where separation is performed in a narrow cylindrical tube with good heat-
5 
dissipating capability, permits the use of higher field strengths and foreshadows the 
transformation of electrophoresis into a modern, automated method. 
Various attempts, notably those of Hjerten (17) and Kolin (18), had failed to 
demonstrate zone electrophoresis in free solution as an effective separation 
technique. Excessive heating of the separation medium remains the stumbling block 
to the maintenance of zone integrity. It was not until 1974 when Virtanen (19) 
succeeded in obtaining reasonably good efficiencies in free zone electrophoresis with 
200- to 500-jum inner diameter (i.d.) glass tubes. Five years later, Mikkers et al (20) 
decreased the plate height to less than 10 /im with lOO-fxm i.d. Teflon tubes. In 
1981, harnessing the latest in capillaiy manufacturing technology, Jorgenson and 
Lukacs (21) demonstrated plate heights of only a few /xm and adapted many of the 
automated features of the then more mature microcolumn high-performance liquid 
chromatography (/xHPLC) to the method, thereby laying down the foundation of the 
earliest versions of CE. 
By turns deliberate and surrendipitous, the ensuing development of CE can 
adequately be described as explosive. This is evidenced by a total of 5 references on 
the technique before 1982 relative to the 743 between 1982 and 1991 (22,23). The 
timely capability of CE in the determination of biomolecules complements the 
equally fast-paced developments in the fields of biotechnology and biomedical 
science. The seminal works of Jorgenson and Lukacs (21,24,25) characterized the 
most rudimentary operating parameters of the technique. Some of these include the 
sub-100-/im i.d. of the capillary tubing, high voltage (20-30 kV) operation and on-
column ultraviolet-visible (UV-VIS) absorbance detection scheme. In addition, they 
expounded the virtues afforded by the flat flow-profile of electroosmotic pumping, 
rendering molecular diffusion the sole source of band dispersion in capillary zone 
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electrophoresis (CZE) with efficient heat dissipation. In 1985, isoelectric focusing 
and molecular sieving were shown to be feasible in gel-filled capillaries by Hjerten 
(26). Since then significant progress had been made in improving the efficiency of 
capillary gel electrophoresis (CGE) in size-based separations of proteins and DNA 
fragments (27). The utility of CE was extended to neutral species by Terabe et al in 
1984 (28) through the incorporation of a surfactant present at above its critical 
micelle concentration in the running buffer, thereby spawning the technique of 
micellar electrokinetic chromatography (MEKC), an important diversion from the 
traditional concept of electrokinetic chromatography originally demonstrated by 
Pretorius and co-workers (29). 
Modes of Operation 
Despite its instrumental simplicity, CE has emerged as one of the most 
versatile analytical techniques. If versatility is the hallmark of wide applicability, CE 
stands to become one of the most popular analytical tools. A major part of this can 
be attributed to the highly diverse modes of operation at the disposal of the analyst. 
Besides, the switching from one mode to another does not go beyond the simple act 
of changing the buffer and/or capillary tubing. Nonetheless, if appropriately 
performed, such ostensibly trivial efforts could bring about dramatic effects in terms 
of selectivity and speed of analysis. Given the rapid progress in CE, only brief 
descriptions of the basic principles of operation and highlights of application for each 
mode will be presented below. 
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Capillary zone electrophoresis (CZE)  
Charged species migrate at different velocities in an electric field, thereby 
effecting separation in CZE. Ordinarily, the part of the capillary directly exposed to 
solution is charged through surface ionization and gives rise to a diffuse electrical 
double layer in the solution adjacent to the wall. When a potential difference is 
applied between the two ends of the capillary, the movements of the mobile ions in 
the double layer create a drag on the neighboring solvent molecules, resulting in 
electroosmotic flow. A remarkable feature of electroosmotic flow is its flat profile 
which is unlike that of pressure-driven flow where the profile is parabolic. In other 
words, bulk flow in CZE does not contribute to band dispersion. Since other causes 
of band dispersion in typical pressure-driven chromatographic systems such as 
resistance to mass transfer and channel irregularities are also absent, CZE is able to 
deliver a few million theoretical plates in less than ten minutes on a routine basis. 
Because most interesting analytes are weak electrolytes, selectivity in CZE is 
usually manipulated by changing the pH of the buffer. In addition, one could 
enhance resolution through the modification of the capillary wall in attempting to 
alter the charge on the capillary wall, thereby changing the electroosmotic flow rate 
which has a direct bearing on resolution. The use of pH-determining buffer 
components which form complexes with the analytes of interest (e.g., borate-sugars) 
has also been utilized to control selectivity (30). Provided that the overall dielectric 
constant of the buffer is reasonably high, polar organic solvents can be used in 
conjunction with aqueous solutions to achieve unique selectivity. Although not widely 
practiced, gradient schemes including pH, organic solvent content, flow and 
temperature have been shown to offer advantages in either selectivity, resolution or 
speed in certain situations. 
Whether the task at hand is the determination of protein structures by tryptic 
digestion, speciation of ions in ground water or analysis of drugs and their 
metabolites in physiological fluids, CZE presents itself as a complementary technique 
to HPLC and, as a consequence of its superior speed and efficiency, proves to be the 
method of choice for numerous applications. For instance, the simultaneous 
quantitation of the chemical contents of single cells, long considered the basic 
building blocks of life, is made possible by the small sample size requirement (pL) 
and high efficiency of the technique (31,32). 
Electrokinetic chromatography (EKQ with carriers 
While the concept of controlling the migration velocities of analytes in 
electrophoresis with mobile carriers in the separation medium is not new, its 
ramifications have never been more pervasive than in CE. Although cyclodextrans, 
polyelectrolytes, microemulsions and inorganic fine particles have served as carriers, 
their appearance in the field of CE is too recent and their applications too limited to 
deserve discussion here. In fact, complexation agents and micelle-forming surfactants 
remain the two most popular forms of carriers in EKC today. 
In CZE, the migration velocity of an analyte is determined by its 
electrophoretic mobility in free solution. In the presence of a complexation agent 
(e.g., EDTA), however, the electrophoretic mobility of the same analyte depends on 
not only its electrophoretic mobility in free solution, but also that of the complex, the 
complexation constant and the concentration of the complexation agent. The analyst 
is, therefore, presented with ample opportunities by way of control over the above 
factors in the fine-tuning of particular EKC separations. If complexation constants 
and electrophoretic mobility values are available, one could optimize separations by 
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simulation, dramatically shortening method development time. The landmark 
application of complexation EKC involves the resolution of 14 pairs of dansyl amino 
acid enantiomers with Cu(II) and L-histidine as the complexation agents (33). 
Identical in category but entirely different in mechanism is MEKC where the 
aqueous buffer contains a micelle-forming agent (e.g., SDS) present at concentrations 
above its critical micelle concentration (CMC). The hydrophobic microenvironment 
of the micelle provides temporary refuge for those analytes possessing attributes 
similar to that of the interior of the micelle. Naturally, this partitioning behavior is 
more pronounced for analytes having more hydrophobic character than otherwise. 
As indicated by the large aggregation number of the typical micelle (e.g 32 for SDS), 
the micelle is normally the slowest-moving species in the system for typical directions 
of electroosmotic flow. Hence, the degree of affinity of the analyte for the micelle 
offers, in addition to the electrophoretic mobility, extra selectivity in the separation. 
Since neutral species partition into micelles, they can be resolved with MEKC, a feat 
unrealizable with CZE alone. A unique feature of MEKC is that all analytes must 
migrate past the detector before the appearance of the peak corresponding to the 
micelle. This renders MEKC ideal for the rapid screening of unknown mixtures as 
the migration times of all the components must be less than that of the micelles. 
However, the generality of EKC does not come without a price. What one 
gains in extra selectivity is often offset by the ensuing loss of efficiency. Among the 
factors contributing to this are carrier mobility differences, the slow kinetics of inter­
species conversion and increased buffer ionic strength. Rather than the few million 
in CZE, typical EKC separations offer only several hundred thousand theoretical 
plates. While the performance of EKC dims in the lights of CZE, it still qualifies as 
a phenomenal improvement over the few thousand plates offered by conventional 
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HPLC, as illustrated in the resolution of normal and deuterated dansylated 
methylamines (34). 
Electrokinetic chromatography fEKO without carriers 
Ever since its conception in the 1960's, major strides have continually been 
made toward the attainment of the ultimate in HPLC in terms of speed and 
efficiency. Problems associated with channel irregularities and resistance to mass 
transfer have adequately been addressed through the use of open tubular columns 
with small inner diameters and thin stationary phases. This renders the parabolic 
profile of pressure-driven flow the stumbling block to further improvement in 
efficiency. However, the use of electroosmosis in place of pressure overcomes the 
hurdle of flow-induced band dispersion and brings HPLC in the form of EKC to new 
levels of performance. 
Much like MEKC, separation in electrically driven HPLC is effected by both 
partitioning and electrophoretic migration. Thus, two entirely distinct mechanisms 
are responsible for analyte resolution. However, the distinctive feature of electrically 
driven HPLC over MEKC lies in the much higher efficiency of the former where 
inhomogeneity in carrier mobility is nonexistent. Whereas the early efforts of the 
academic community in the 1980's failed to persuade the practitioners of 
conventional HPLC to embrace microbore or microcolumn HPLC, with its unique 
selectivity and high efficiency, the 1990's could witness the wide acceptance of 
miniaturized HPLC in the form of EKC. 
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Capillary gel electrophoresis fCGE^ 
Electrophoresis in slab gels is commonplace in biology and biochemistry. Its 
special ability in effecting size-based separations through sieving provides a powerful 
means of analyzing complex biological matrices and isolating valuable biomolecules. 
Moreover, the method allows the estimation of the molecular weights of large 
biopolymers. Despite all its virtues, however, slab gel electrophoresis is labor-
intensive, time-consuming, inefficient and semi-quantitative at best. 
Performing electrophoresis in gel-filled capillaries promises to advance gel 
electrophoresis into a modern, automated and quantitative technique capable of 
high-speed and highly efficient separations. Once again, the possibility of employing 
large voltage gradients across small-diameter capillaries accounts for much of the 
gain in speed and efficiency while the sophisticated injection and detection devices 
render the technique labor-saving and quantitative. Although CGE is suitable for the 
determination of a wide array of analytes, none of its applications is more critical 
than the resolution of DNA fragments. The recent demonstration of a sequencing 
rate of 1000 bases/h makes CGE a promising alternative to conventional methods for 
DNA sequencing (35). Further development of CGE through the incorporation of 
novel features such as non-traditional media and pulsed voltage sequences could 
increase the speed of DNA sequencing by several orders of magnitude. 
Consequently, given the explosive pace at which advances in CGE are being made, it 
is entirely conceivable that the technique could vastly alter the rate at which genetic 
information at the molecular level is being deciphered, thereby accelerating the 




ITP is to displacement chromatography as CZE is to elution chromatography. 
In ITP, the analytes are sandwiched between a leading and a trailing electrolyte. 
Provided that the leading and trailing electrolytes are, respectively, the fastest and 
slowest migrating species in the capillaiy tubing, all analytes are forced to migrate at 
a single velocity at steady state. Because the current density along the entire length 
of the capillary tubing is uniform, distinct analytes from adjacent zones migrate in 
accordance to mobility between the leading and trailing electrolytes. Although 
efficient separations are not possible, ITP can serve as a sample preconcentration 
technique for other modes of CE when detection sensitivity is a concern. Beside, the 
compatibility of ITP with large quantities of analytes renders it the mode of choice in 
CE for preparative applications. 
Isoelectric Focusing TIEF^ 
lEF is by no means an unfamiliar method, especially to biologists and 
biochemists. The advantages accompanying the ability to utilize high field strengths 
and the characteristic of efficient heat-dissipation of small-diameter capillaries permit 
the resolution of analytes with small pi differences when lEF is performed in the CE 
format. Since analytes are resolved on the basis of pi, lEF offers unique selectivity 
amongst the various modes of CE. 
Injection 
In order for CE to qualify as a quantitative technique, reliable and 
reproducible means of introducing analytes into the capillary tubing are necessary. 
By far, the most widely practiced injection methods are electrokinetic (EK) and 
hydrodynamic (HD) injection. 
In HD injection, analyte introduction is typically achieved by immersing the 
injection end of the capillary tubing in the sample solution which is then raised to a 
level above that of the other buffer. The pressure differential thus resulted induces 
flow of the sample solution into the capillary tubing. Provided that no significant 
differences in the viscosities, densities and temperatures between the running buffer 
and sample solution exist, HD injection can adequately be described Poiseuille's Law. 
Noteworthy is that HD injection is a constant-volume injection method and, hence, 
no sampling biases based on analyte mobilities and sample solution conductivities are 
expected. Nevertheless, the instrumental requirements of HD injection are often 
cumbersome, as a precise means of controlling pressure is necessary. 
On the other hand, EK injection equipment is relatively simple. The injection 
end of the capillary tubing is immersed in the sample solution. Rather than 
generating a pressure difference, a voltage difference is applied across the tubing 
such that the ensuing electroosmotic flow carries the sample solution into the 
capillary tubing, giving rise to analyte injection. However, since charged analytes 
migrate according to their electrophoretic mobilities, some analytes are preferentially 
injected and, hence, over-represented in the electropherogram. For analytes which 
are weak electrolytes, the amounts introduced are also a function of the pH of the 
sample solution, for mobility is sensitive to pH. Furthermore, the electric field 
experienced by the analytes in the injection zone depends on the conductivity of the 
sample solution. This also results in another source of sampling biases. 
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Detection 
Despite the vehement efforts of proponents of microbore or microcolumn 
HPLC in the early 1980's, the technique never fulfilled the promise of supplanting 
conventional HPLC. Notwithstanding the numerous innovative approaches 
undertaken, inadequate detection sensitivity remains a major impediment to the wide 
acceptance of /itHFLC. While most analysts can always abandon /uHPLC in favor of 
conventional HPLC and, thereby, sacrifice some degree of separation efficiency in 
exchange for better detection sensitivity, the orthogonal selectivity and unparalleled 
efficiency afforded by CE are irreplaceable. Unfortunately, the nL detector volume 
of CE together with the necessity of employing the on-column format render the 
detector technology originally developed for juHPLC unsuitable for CE. Given the 
vast attention that detection in CE has received, only a general survey of the more 
common schemes will be outlined here. 
Absorbance 
As most analytes absorb at least moderately in some parts of the 
electromagnetic spectrum, absorption has become the most widely practiced 
detection scheme in HPLC. Even though the same is valid in CE at present, the 
performance of absorbance detectors in CE in terms of concentration sensitivity is a 
far cry from that in HPLC and proves to be inadequate in many applications. This 
can be attributed to the short pathlength provided by the small diameter (10-75 /um) 
of the capillary tubing. Even with the use of ball lenses, the focusing of light form a 
divergent source into the small volume of space confined by the imperfectly shaped 
cylindrical detection region of the capillary tubing remains difficult and, hence, limits 
the linearity of the detector. The /xM-detection limits for most unlabeled but 
interesting analytes such as proteins, nucleotides, pharmaceuticals, etc. render CE 
impractical in many situations. On the other hand, the attachment of desirable 
chromophores to analytes may result in undesirable effects including the formation of 
multiple peaks, loss of efficiency and degradation of precision due to increased 
sample handling. In some instances, the lack of appropriate functional groups on the 
analyte, interaction between the labeled species with the capillaiy wall and 
interference from concomitants in the derivatization process also impede the strategy 
of labeling. 
Fluorescence 
In light of the inadequate sensitivity of absorbance detection, it is not 
surprising that fluorescence detection in CE has attracted much attention. A major 
reason for this is that the sensitivity of fluorometry does not depend on pathlength. 
As a consequence, as long as one can couple light into the nL-detector volume while 
avoiding scattering, fluorometric detection is compatible with CE. Although the first 
fluorescence detector for CE utilizes a conventional light source, the difficulty 
inherent in focusing a large amount of light from a divergent source into the small 
detection region in an on-column manner while minimizing scattering renders the 
resulting sensitivity not much better than absorbance detection. However, it is 
possible to focus a large amount of light from a laser to a beam waist of just a few 
lim. Thus, laser-induced fluorescence (LIF) is able to satisfy the criteria of high 
photon flux and low scattering for high sensitivity. 
At present, four LIF detection schemes of significance have been 
demonstrated. The simplest and most convenient to implement involves the direct 
focusing of the laser beam into the interior of the capillary tubing whereby the 
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fluorescence is collected by a photomultiplier tube at an angle perpendicular to the 
direction of the beam (36). Even though the beam is tightly focused, scattering from 
the fused silica of the tubing still limits detectability. A more elaborate setup consists 
of axially illuminating the buffer solution from the detection end, thereby reducing 
the amount of scatter. The low level of fluorescence is then registered on a charge-
coupled device detector (37). However, photobleaching of the analytes precludes the 
use of high laser powers. The attachment of a sheath flow cuvette to the end of the 
capillary tubing represents the state-of-the-art in LIF detector technology for CE 
today (38). Because of the excellent optical quality of the cuvette together with the 
well-defined location of the eluent stream confined by the sheath flow, high power 
levels are not compromised by increased scattering. Detection limits at the pM and 
ymole (yoctomole or 10'^^ mole) levels can routinely be attained for labeled analytes. 
More recently, the adaptation of a confocal fluorescence microscope as a CE 
detector offers sensitivity levels comparable to those with the sheath flow cuvette 
design (39). Besides, the confocal arrangement confers sturdiness and ease of 
alignment on the detector so that the important task of multiplexing can more readily 
be implemented. 
Nonetheless, LIF is not a universal solution to the problems associated with 
detection in CE. In nature, analytes which absorb vastly out-number those which 
fluoresce appreciably. Thus, the applicability of LIF detection to CE requires the 
tagging of analytes with fluorescent derivatization agents. However, labeling 
complicates sample preparation and may not be suitable for some analytes or sample 
matrices. Besides, the high cost and bulkiness of most lasers are a deterrent to 
practical implementation. Nevertheless, advances in diode laser technology and 
derivatization methodologies may render LIF the detection scheme of choice in CE 
in the future. 
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Electrochemistry 
In /iHPLC, the selectivity and high sensitivity of electrochemical detection are 
well-known. However, the direct transfer of microelectrode-based amperometric 
detection schemes to CE is not so straightforward. This is largely a consequence of 
the high applied potentials necessary for effecting separations in CE. The presence 
of the electrode in a high-field region adversely perturbs the transport process of the 
analyte. Fortunately, through the introduction of a small crack in the wall just prior 
to the end of the capillary tubing, the electric field responsible for separation can be 
terminated prematurely so that the electrochemical reactions occur in an essentially 
field-free region. With this design, the detection of electroactive analytes at 
sensitivity levels within two orders of magnitude to those with LIF has been 
demonstrated (40). With respect to selectivity, as with fluorescence, amperometric 
detection in CE is useful only if the analytes concerned are electroactive. Besides, 
exposure of the electrode to high-molecular weight species (e.g., proteins, etc.) 
frequently leads to electrode-fouling. Therefore, although electrochemical detection 
is a welcome addition to the battery of detection methodologies, it by no means 
solves the problems of detection in CE for most applications. 
Mass spectrometry 
The success enjoyed by gas chromatography/mass spectrometry(GC/MS) as a 
sensitive separation/identification technique for volatile organics cannot be 
overstated. On this note, the potential that CE/MS holds in the determination of 
nonvolatile and thermally labile species is equally immense. Notwithstanding the 
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failure of LC/MS in gaining popularity in the modern analytical laboratory, the small 
dimensions of CE promise to alleviate some of the problems associated with the 
maintenance of low pressure during the introduction of the eluent to the vacuum 
chambers of the mass spectrometer. As with LC/MS, sample introduction by means 
of electrospray atmospheric pressure ionization and analysis with a quadrupole mass 
spectrometer offer the best performance (41). Albeit structural information can be 
obtained, so far the achievable sensitivity is unsatisfactory for most applications, 
especially for the more interesting high-molecular weight analytes. The poor 
reliability of the technique is also a deterrent to wide acceptance. Nevertheless, the 
continued development of more efficient sample introduction methods and innovative 
approaches such as the use of ion-trap MS promise to enhance the performance of 
CE/MS in routine analyses in the future. 
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PAPER I. 
FACILITATING DATA TRANSFER AND IMPROVING PRECISION IN 
CAPILLARY ZONE ELECTROPHORESIS WITH MIGRATION INDICES 
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INTRODUCTION 
The tremendous potential that capillary zone electrophoresis (CZE) holds in 
modern separation science is well known (1-3). The unparalleled efficiency and 
speed of CZE in the resolution of nonvolatile and thermally labile species have led 
to its ever increasing popularity. This is reflected in the availability of commercial 
instruments from several companies on the market. With the rapid development in 
the field of biotechnology, it is certain that CZE will play an even larger role in the 
analytical arena in the future. 
Much like gas chromatography (GC) in the 1960s and high-performance liquid 
chromatography (HPLC) in the 1970s, the current version of CZE is plagued with 
several problems which preclude its routine and wide-spread use. Most notably, 
problems associated with poor migration time and quantitative precision, analyte-wall 
interaction, unreliable coating manufacturing procedures, inaccurate temperature 
control and low detector sensitivity remain to be solved. While many fine efforts 
have been expended in the areas of coating and detection technologies, the aspects 
of migration time precision and reproducibility have received relatively little atten­
tion. In fact, as the application of CZE expands in scope and complexity, more 
stringent requirements will likely be placed upon the accuracy and precision with 
which analytes can be specified in an electropherogram. The reliable transfer of 
results between laboratories is vital for quality control/quality assurance purposes, 
whether for satisfying government protocols or ensuring product quality. Further­
more, the ability to relate results obtained under different separation conditions 
would prove to save both time and effort in method development. In this context. 
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research directed toward addressing these issues is paramount to the general 
acceptance of CZE as a mainstream analytical technique. 
In the present work, the mechanisms and problems underlying the behavior of 
migration times are discussed. Two migration indices are then introduced to circum­
vent some of these shortcomings. Finally, experiments are carried out to compare 
the performances of these parameters in typical analytical runs. 
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THEORY 
Problems with electrophoretic mobility and migration time 
Separation in CZE is achieved via the distinct migration velocities of analytes 
under the influence of an electric field. An analyte is typically identified by its 
migration time (t^) in an electropherogram. A more general parameter that 
specifies an analyte is the electrophoretic mobility (/Xg,). When contributions from 
relaxation are neglected, can be expressed as (4): 
where e is the dielectric constant of the solvent, the zeta potential of the analyte, 
7} the viscosity coefficient, K the reciprocal of the analyte double layer thickness, a 
the "radius" of the analyte and f(KO) is a function dependent upon the shape and kw 
of the analyte in the buffer. The electrophoretic migration velocity (v^) of an 
analyte is as follows: 
where E (=P/L) is the local electric field, V the applied potential and L the length of 
the capillary. The approximation is valid if E is constant throughout the capillary. 
This will be the case when the analyte is present at much lower concentrations 
compared to the buffer components. We will also neglect band distortions due to 
differences in electrophoretic mobility between the analyte and the buffer ions, which 
will affect our ability to determine v. In all practical situations, the velocity of 
electroosmotic flow (v^^) in a cylindrical capillary is given by (5): 
(1) 
V, ep ^ep^ (2) 
(3) 
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where ^ is the zeta potential of the inner wall of the capillaiy and the proportion­
ality constant relating to E is known as the electroosmotic flow coefficient (Mgo)-
Strictly speaking, the if s in Eq. (1) and (3) are different (analyte-solution vs. wall-
solution). For most applications however, these can be treated as being identical. 
Combination of equations (1), (2) and (3) yields the following expression for v„,, the 
net migration velocity of an analyte: 
V. -
It follows that the analyte migration time is: 
f = nL 
" 2E (5) 
As shown in equation (5), is dependent upon E, L, ^ and ^J(Ka). While E and 
L can freely be chosen by the practitioner, fg and ÇJ(Ka) are essentially determined 
by the nature of the running buffer, i.e. pH, electrolyte type, electrolyte concentra­
tion, solvent and, in the case of (J(Ka), the analyte itself. Although it is possible to 
control fg (without affecting ÇJ(Ka)) by means of an external electric field (6) or 
addition of a surfactant to the running buffer (7) to optimize a given separation, they 
do not represent general approaches. The method of choice for this seems to be 
modification of the inner surface of the capillary through chemical derivatization. 
However, good precision and reproducibility as well as successful inter-capillary 
comparison hinge critically upon the reliable manufacture of capillary coatings with 
adequate chemical and temporal stability. Derivatization sometimes also leads to 
retention of the analytes, further complicating the interpretation of migration times. 
While it is too early to declare this insuperable, no rigorously proven method for this 
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exists today. As a result, the search for alternative solutions to deal with variations in 
^ remains urgent. 
Numerous workers have found that (or !//„,), as a function of E (or F), 
deviates positively at high values of E, an effect attributed to increase in the temper­
ature of the running buffer as a consequence of Joule heating (8-14). More specifi­
cally, this stems from the large temperature coefficient of the t] of water which 
decreases by roughly 2%rc between 20 and 40°C (15). On the other hand, the 
changes in and e as a function of T are negligibly small (11,12,16,17). The 
sensitive dependence of v^^ and, hence, through 17 upon temperature is a draw­
back to the use of in specifying an analyte in an electropherogram because precise 
control of the temperature is essential to obtaining adequate precision of /„,. 
Although some commercial CZE instruments are equipped with temperature control 
through air- or liquid-cooling of the capillary, accurate T control of the capillary and 
assurance of temperature uniformity along the capillary is difficult, if not impossible, 
to attain for two reasons. First, the two ends of the capillary in contact with the 
buffer solutions and the region through the detector are not subjected to tempera­
ture control in all existing instruments. Even if the buffer solutions and the air in the 
oven are maintained at the same temperature, differences in their heat capacities, 
and, thus, heat-dissipating capabilities persist. Secondly, Joule heating of the buffer 
solution during a run, an inevitable result of passage of electrical current through the 
capillary, almost always gives rise to significant temperature elevations in the 
capillary. In fact, a temperature increase of approximately 45°C from the ambient 
temperature at the start of a run to the steady state temperature during the run 
under typical operating conditions (with natural air convection) has been reported 
(11). Examination of equation (1) reveals that even the traditionally popular n^p 
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(used in specifying an analyte in electrophoresis and isotachophoresis) is afflicted 
with the same malady through its association with tj in that the operating tempera­
ture needs to be specified. To this end, the generality of cannot be exploited in 
relating the results obtained with different CZE instruments as the temperature at 
which separation occurs can neither be precisely controlled nor accurately measured. 
The same is observed even with forced-air and liquid cooling (13). However, this by 
no means undercuts the necessity to control the temperature of the separation 
condition so as to avoid analyte denaturation or degradation, drastic pH changes of 
the medium and buffer evaporation. To the extent that accurate temperature control 
during separation is not always possible, it becomes necessary to explore other means 
of specifying an analyte in an electropherogram. 
Relative migration 
As defined below, the relative migration affords a solution to the 
problem of capillary temperature changes. Inspection of equation (5) leads to the 
following expression for the migration time of a reference standard: 
r - 2f (6) 
where ^ is the zeta potential of the reference standard. Combination of equations 
(5) and (6) gives tjt/. 
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2E 
Expression (7) is valid under the condition where the average temperatures during 
the periods from the start of a run to and are identical. This condition is 
satisfied if and /„, are large compared to the time required for thermal equilibrium 
to be established soon after the commencement of a run and if no significant drift in 
the capillary temperature occurs during separation. Examination of equation (7) 
reveals no term that is temperature-dependent, given the fact that ^ and 
f{m) are all relatively temperature-insensitive (11,12,16,17). Thus, t^Jt^ is immune to 
the adverse effects associated with capillaiy heating. Nevertheless, a reference 
standard is mandatory for the utility of This is problematic, particularly in the 
analysis of complex mixtures where selecting a well-behaved reference standard 
(except for neutral species) with an appropriate migration time in the electrophero-
gram can be arduous. Besides, difficulty arises from samples containing analytes with 
widely different migration times, which leaves vulnerable to thermal drift. 
is also incompatible with step or gradient potential runs. Furthermore, successful 
inter-capillary data comparisons require that the f^'s are identical and a common 
reference standard is agreed upon by the practitioners. All the restrictions discussed 
above drastically limit the practical use of in routine analyses. 
Migration index 
Plots of (or 1A„,) against I, the current, consist of straight lines even at the 
high values of I typical in ordinary CZE applications with or without cooling (8-13). 
In fact, the relationship between E and / has been used as a test of T control (11,18). 
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To account for this, Hjertén (16) and Tsuda (19) had derived the following expres­
sion to relate v^, and i, the current density: 
V. = -^le, * (8) 
where k is the specific conductance of the running buffer. The slope of the plot of 
against i contains and k, both exhibiting rather sensitive temperature dependen­
cies. But Tf and k change in such a way that kt] remains constant for small variations 
in temperature (20). In fact, the product of the limiting molar conductivity of an 
electrolyte (yl°) and the viscosity coefficient of the solvent (yf) is known as the 
Walden product whereas the assertion that A'yf is independent of temperature is 
termed the Walden rule (21,22). The condition of the Walden product as well as the 
validity of the Walden rule have profound influences on the index and will be 
discussed later. 
The easily measured / can be used to monitor v^^ and, therefore, correct for 
any effect that temperature has on v„,. This is accomplished by integrating i/L 
against time which results in a migration index (A/7) as defined below: 
MI = f\dt (9) 
It can be shown that MI can be expressed as follows (see Appendix): 
kt) MI = 
MI is a function of ^ and This renders MI useful in specifying analytes separat­
ed in a given buffer using capillaries with identical ^'s. MI is, in fact, the slope of 
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the plot of i against which, as discussed earlier, is insensitive to temperature. As 
a result, MI should show superior performances compared to in terms of preci­
sion, reproducibility and inter-laboratoiy data transferability. In addition, MI is 
independent of the potential (or electric field) utilized in the separation. This 
suggests that MI can be used to relate the results obtained in runs carried out using 
different constant or gradient potentials. Moreover, MI is neither a function of the 
length nor inner diameter (i.d.) of the capillary. Consequently, data transfer between 
capillaries of distinct dimensions is straightforward. 
Adjusted migration index 
Application of and MI is restricted to runs performed in capillaries with 
identical ^'s, as revealed in equations (5) and (10) respectively. To ensure that 
different capillaries possess the same ^'s, meticulous control of the coating manufac­
turing procedures, good temporal stability of the coatings and reproducible equilibra­
tion conditions are vital. Such is difficult to accomplish and, in most instances, 
untenable in light of the intrinsic differences that exist even amongst capillaries 
manufactured by the same company from batch to batch. To exacerbate matters 
further, undesirable adsorption of sample constituents could alter resulting in a 
changed 
To allow specification of analytes without the constraints imposed by tempera­
ture- and ^-related considerations, an adjusted migration index (AMI) is proposed. 
Suppose (MI)QQ denotes the MI of an unretained, neutral marker. Then AMI is 
defined as follows: 
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Substitution of equation (10) into equation (11) gives: 
^ 
It can be seen that AMI is dependent upon in a given running buffer, but not ^ 
or temperature. Thus, AMI has the capability of being used to specify analytes 
determined not only in capillaries of different dimensions using distinct applied 
potentials, but also those with different surface compositions (and, hence, ^'s). This 
relaxes the stringent requirements placed upon the capillary coating manufacturing 
processes while facilitating the practical transfer of AMI data between laboratories. 
A problem arising from the use of MI and AMI in the transfer of data 
between capillaries with different i.d.'s is that the i.d.'s of the capillaries concerned 
have to be known with an accuracy of within 0.5%. This aspect of capillary manufac­
turing technology presents a problem to the performance of AMI. In addition, 
application of AMI in data transfer requires that the concentrations of the buffers 
used be controlled to the same degree of accuracy. However, the latter problem can 
be solved with adequate attention to detail. 
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MATERULS AND METHODS 
Detection 
The laser-induced fluorescence detector employed in this study has been 
described elsewhere (7). Briefly, a laser beam (350 nm) is focused on-column into 
the detection region located at about 15 cm from the exit end of the capillary. A 
microscope objective is used to collect and direct the fluorescence onto a photomulti-
plier tube. Scattered light is excluded from passage onto the photomultiplier tube by 
cut-off and spatial filters. 
Capillary electrophoresis 
The CZE setup has also been described (23). All the capillaries used in this 
study (Polymicro Technologies, Phoenix, AZ) were treated with a 50/50 (v/v) metha-
nol/water mixture followed by 0.1 A/ NaOH (aq), each for 30 min. Then they were 
equilibrated with the running buffer for at least 12 hours before use. The dimensions 
of the capillaries and other pertinent information specific to each study are given in 
"Results and Discussion". All injections were by electromigration at 30 kV for 1 s. 
All the chemicals used in preparing the running buffers are reagent grade and the 
water is conductivity grade. The analytes in the sample buffer are (1) coumarin 2(7-
hydroxy-^-methylcoumarin), (2) coumarin 343(SYN: 1,2,4,5,3H,6H,lOH-
tetrahydrobenzopyrano(9,9fl,i-g/i)-quinolizin-20-one-9-carboxylic acid) and (3) 
disodium fluorescein (Eastman Kodak, Rochester, NY) each present at 1 x 10"^ M 
and is dissolved in the running buffer. 
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Data acquisition 
A DT2827 A/D converter (Data Translation, Marlboro, MA) was configured 
in the 2-channel collection mode to simultaneously acquire signals from 2 
multimeters (Keithley, Cleveland, OH) with the data stored in an IBM PC/AT 
microcomputer (Boca Raton, FL). The model 160B multimeter was used to monitor 
the current from the photomultiplier tube to record the electropherograms whereas 
the model 197 multimeter records the electrophoretic current. 3000 data points were 
collected from each channel while ensuring that at least 1500 points were acquired 
before the appearance of the fastest-migrating analyte peak. 
Data processing 
After the completion of each run, the data was processed with a BASIC 
program capable of first identifying the migration time of each analyte by the 
location of the maximum height of its peak and then calculating MI through numeri­
cally integrating the current with time. Depending on the study, the program also 
evaluated the AMI, and Et^JL of each analyte. 
RESULTS AND DISCUSSION 
Precision of migration data 
The importance of precision of migration data to a separation technique 
needs no further elaboration. It is, therefore, of interest to compare the perfor­
mances of and MI in this regard. As depicted in Table 1, the precision of 
each of the parameters, as indicated by the RSDs, is impressive. However, the 
precision of MI and is clearly superior to that of This lends support to the 
contention that thermal effects figure prominently in the variations of in the 
present set of experimental conditions, which is quite typical for a homemade system 
with natural air convection cooling. As mentioned before, both and MI are 
rather temperature-insensitive, in contrast to The RSDs for MI are four times 
smaller than those for An explanation for this might be the vulnerability of 
to thermal drift on the time-scale of the /„,'s of the analytes. In the case of MI, 
since I is measured throughout the run time, the of the analyte is known at any 
instant and, as a result, any changes in due to thermal effects are corrected for in 
the evaluation of ML This accounts for the slightly better precision of MI than 
Relating results obtained in constant potential runs 
In CZE method development, other than varying the pH, buffer type and 
ionic strength, the most common parameter to manipulate is the E employed. 
Whereas separation efficiency at low £"s is limited by molecular diffusional spreading 
of the analyte zone, high E's cause thermal band broadening (1). A compromise 
between these two extremes needs to be struck to minimize the separation time 
while allowing adequate resolution of the components of interest. Besides, it is 
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Table 1: Comparison of Precision off^, tjt,. and MI 
tl" 12^ t3^ am tsitl MIl^ M/2^ MI3^ 
mean 2.63 3.56 4.11 1.36 1.57 1.38 1.87 2.16 
RSD (%) 0.7 0.7 0.7 0.2 0.2 0.05 0.05 0.05 
''in mm\ ^in C cm'^ 
Condition: F=30.0 kV; L=65.0 cw; i.d.=50 fim; Buffer: 10 mM sodium phosphate; 
pH 6.62; T: capillary cooled by ambient air (22 "C) 
Procedure: Successive injections were made between 1-2 min after the completion 
of each previous run. 
Notation: tj and Mlj denote the and MI of analyte j respectively while the 
degrees of freedom (/i-l) were 10. 
advantageous to be able to make use of CZE data obtained using a different E in 
the literature or in the same laboratory at an earlier time. Hence, it would prove to 
save both time and effort if the parameter which specifies an analyte in the electro-
pherogram is independent of the applied E. 
An obvious candidate for this is n^p. However, due to the fact that different 
amounts of power are generated in the capillary at different £'s, the average 
temperature of the buffer solution within the capillary differs from one E to another. 
As shown in ref. (18) and (24), the temperature rise within the capillary is roughly 
proportional to E^. This results in large changes in through its dependence upon 
ri (equation (1)), which renders the assignment of previously identified analytes to 
peaks obtained using a different E a separate effort. With analyte (1) indicating 
it can be seen in Table 2 that the magnitude of increases as E increases and the 
changes in the /x^^'s of analytes (2) and (3) obtained at 154 vs. 462 V/cm exceed 
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11%. Even though attempts have been made in minimizing temperature elevation in 
the capillary through air- (18,25-27) and liquid-cooling (13,27) in typical running 
conditions, significant decreases in r) persist at high E's. It has been demonstrated 
that a Peltier thermoelectric device can effectively control capillary temperature (18), 
but it is not conveniently accessible. Therefore, it is not fruitful to utilize to 
relate results from runs performed at different £"s. By the same token, multiplying 
by E does not rid the resulting parameter of its dependence upon rj, and thus, T, 
as revealed in Table 2 and equation (5). 
MI, Hgp, /„, and at various £"s are compared in Table 2. As 
expected on the basis of equation (5), the /^,'s vary widely as a function of E. The 
HgpS and Ef^/s exhibit the same behavior except that the variations are somewhat 
smaller than those for the /„,'s. This can be explained by the fact that the depen­
dence of ^.gp and Et^^ on E is, unlike not explicit but manifests itself through t\. 
On the other hand, both and MI remain quite constant as E is changed. Thus, 
it can be concluded that and MI are virtually independent of the E used in the 
separation. Hence, and MI can conveniently be utilized in the comparison of 
data obtained in separations carried out with distinct E's. 
Relating results obtained in gradient potential runs 
Although disparate in principles of operation, GC, HPLC and CZE all share a 
common attribute, namely: the capability of rapidly resolving a mixture of analytes 
with widely different physical properties through the temporal adjustment of a 
parameter in the separation condition. In GC and HPLC, the most popular choices 
are temperature and eluent programming to allow adequate resolution of analytes 
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Table 2: Comparison of Parameters in Constant- and Programmed-Potential Runs 
E(Vcm-^) 
154 307 462 
3.5min 
307-t462 
tl'' 8.40 4 31 2.48 3.94 
t2" 11.41 5 85 3.36 4.80 
13" 13.08 6 73 3.88 5.30 
Etl^ 1.29 1.31 2.01 1.29^ 
Et^ 1.75 1.80 2.07 1.68^ 
EtS'' 2.01 2.07 1.79 1.91^ 
H2^ -10.2 -10.4 -11.4 -9.3^ 
H3^ -13.8 -14.0 -15.8 -12.9® 
t2/tl 1.36 1.36 1.36 1.22 
t3ltl 1.56 1.56 1.57 1.35 
Ml/ 1.38 1.38 1.37 1.38 
Md 1.88 1.87 1.85 1.87 
MISf 2.15 2.15 2.14 2.15 
'^in min-, ^in 10"^ V min cm'^\ ^calculated from f^(307 Vcm'^) + (/„,-/^)(462 Vcm'^) 
where /^=3.50 min', cm^kV^min'^; ^calculated from L{l/[/_y(307 Vcm'^)+(tj-tg)(462 
Vcm'^)] - l/[/j(307 Fcm--')+(/i-/j)(462 Vcm-^)]}\f'm C cm'^ 
Condition: as in Table 1 except for the V used 
Procedure: The value of each parameter was computed from the mean of the data 
from two separate but consecutive runs with the second injection made 
within 2 min of the completion of the first run. 
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possessing, respectively, a wide range of volatilities and hydrophobicities in a reason­
ably short period of time. The demand for this in CZE is no less rigorous, since 
samples might consist of analytes with opposite polarities and very different electro-
phoretic mobilities. Depending on the application, one way of shortening the 
separation time of analytes having a wide range of p^ values is the employment of a 
dynamic pH gradient (28,29). An equally promising approach involves the use of a 
potential gradient (14). 
The upper limit of the E utilized in a constant-potential separation is deter­
mined by the pair of analytes that are most difficult to resolve. Hence, the potential 
can be stepped up immediately subsequent to the elution of the two components 
corresponding to the potential-limiting pair of analytes. The potential to step up to 
is, in turn, decided by the next pair of analytes that are hardest to resolve but yet to 
emerge. Likewise, the potential can be manipulated in a similar fashion to minimize 
the separation time while optimizing the resolutions of all the remaining components. 
Of course, care must be taken not to exceed the critical point where thermal 
convection becomes intolerable. 
In the implementation of such a strategy, one is faced with the task of 
assigning each analyte to a different migration time or relative migration once a new 
potential-program is attempted. This renders the process both cumbersome and 
time-consuming. However, the use of MI bypasses such difficulties since the v„,'s of 
all the analytes are monitored continuously through / throughout the run time. Thus, 
any change in due to the application of a changing potential is corrected for in 
MI. The behaviors of and MI at constant and gradient potentials are 
documented in Table 2 where the last column depicts the results obtained in a 
programmed-potential run with an abrupt increase in V from 20.0 to 30.0 kV at 3.50 
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min into the separation. As expected, varies widely in the constant- and pro-
grammed-potential runs whereas remains unchanged at different constant 
potentials, but decreased in the programmed-potential run. The behavior of can 
be attributed to the fact that equation (7) is derived on the assumption that E is 
invariant with time. This is valid for constant-potential runs, but not programmed-
potential runs. Simply correcting and with the temporal function of E 
still fails to relate the f„,'s, ï„,///s and jn^'s in constant- and programmed-potential 
runs as the change in the temperature-dependent 77 at different E's is left unaccount­
ed for as shown in Table 2. MI, however, is not only unaltered in the programmed-
potential run, but its value is the same as in the corresponding constant-potential 
runs. Consequently MI can be used to relate the results obtained in different 
constant- and gradient-potential runs. 
Relating results obtained in capillaries of different lengths 
In GC and HPLC, it is possible to relate the results obtained in columns of 
different lengths by simple geometric corrections provided that the capacity factors of 
the analytes can be reproduced from column to column. Extension of the previous 
statement to CZE is valid if can be made constant from capillary to 
capillary. In practice, the transfer of data between capillaries of different lengths in 
CZE is, however, not so straightforward. This is largely a consequence of the 
inevitable temperature differences of the buffer solutions during separation because 
of the distinct extents of Joule heating and varied heat-dissipating capabilities of the 
capillaries with different lengths when a constant V is employed. The resulting 
temperature differences render (figo+tigp) different in capillaries with different 
lengths through t) (equations (1) and (3)). As shown in ref. (18) and (24), the 
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temperature rise of the buffer solution within the capillary from the start of a run to 
the steady state is roughly proportional to 1/L^. Hence, even if the effects of the 
distinct E's together with the L's are taken into account, the transfer of results 
between capillaries with different lengths remain untenable in the case where the 
capillary is cooled by natural air convection. A substantiation of this is revealed in 
Table 3 where the Et^JL\ obtained in capillaries with three different lengths for all 
the analytes vary as the capillary length changes. While one could make the argu­
ment of performing separations in capillaries of different lengths with identical £'s, 
such an approach is cumbersome in practice and inaccurate in light of the approxi­
mate nature of the proportionality of T increase and (E/L)^. Nonetheless, the 
transfer of results between capillaries of different lengths remains useful not only in 
inter-capillary data comparison, but would also save time in method development. 
Recall that in equation (5), is directly proportional to L and E is inversely propor­
tional to L for constant V operation. Provided that secondary thermal effects are not 
serious, one could always shorten the analysis time by using a shorter capillary. 
As mentioned earlier, and MI are insensitive to effects associated with T 
changes. Thus, the differences in the Ts of the buffer solution in capillaries with 
different lengths during separation would not affect either parameter. Indeed, the 
results shown in Table 3 are in agreement with expectation in that both the 
and A/ys of the three analytes did not display any significant change in the three 
capillary lengths studied. Consequently, both and MI can be used to relate the 
results obtained in capillaries of different lengths. Moreover, the fact that the MPs 
stayed constant from one length to another gives an indication of the high degree of 
uniformity of throughout the length of the capillary. Since non-uniform ^ values 
within the capillary result in viscous flow and, therefore, loss of efficiency (30), the 
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Table 3: Comparison of and MI Obtained in Capillaries of Different 
Lengths 
L(cm) 
55.0 65.0 75.0 
tl'' 1.71 2.69 3.88 
t2^ 2.35 3.68 5.36 
t3^ 2.72 4.25 6.19 
EtlIÛ 2.33 2.48 2.59 
Et2IÛ 3.20 3.40 3.93 
Et3IÛ 3.71 3.93 4.13 
t2ltl 1.37 1.37 1.38 
t3ltl 1.59 1.58 1.60 
MIl'^ 1.31 1.32 1.32 
MI2^ 1.80 1.80 1.81 
MIS' 2.08 2.08 2.08 
^in mitt', ^in \^kV min cm'^; ^in C cm'^ 
Condition: as in Table 1 except pH 6.75 
Procedure: as in Table 2 
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constancy of and MI as a function of L can be utilized as a means of determin­
ing whether non-uniformity in the ^ of the capillary (which could be a consequence 
of intrinsic differences in the physical properties of the wall materials or severe 
solute adsorption) exists. 
Relating results obtained in capillaries with different f^'s 
The wide variety of coating materials from different commercial sources only 
add to the difficulty in the transfer of CZE data obtained in different capillaries. 
Even if the capillaries in use possess coatings comprising the same materials nominal­
ly, it is unlikely that the requirement of identical f^'s can be fulfilled with the most 
time-consuming and involved capillary pre-treatment procedures. The utility of AMI 
rids the analyst of such concerns as AMI is not only unaffected by T, but it is also 
independent of the ^ of the capillary. However, since resolution is dependent upon 
(1) and, hence, care must be exercised to ensure that adequate resolution is 
preserved in separations performed in capillaries with different ^'s. A major area of 
CZE involves suppressing by making negligible. In that case, MI would be 
adequate for inter-capillary data transfer. 
A comparison of MI and AMI obtained in two capillaries with 
different ^'s is shown in Table 4. Since the capillaries are of identical dimensions 
and the same E is used in the separations, the difference in the (^'s is reflected in 
the distinct /^,'s of all the analytes in the two capillaries. As expected on the basis of 
equations (7) and (10) respectively, both the /„,///s and A/A changed from one 
capillary to another. Of all the parameters outlined, only AMI remained relatively 
unaltered. In fact, the AMFs for each analyte differed from each other by less than 
1% between the two capillaries. This demonstrates the feasibility of utilizing AMI in 
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Table 4: Comparison of t^, MI and AMI Obtained in Capillaries with DiiTerent 
Capillary A Capillary B 
tl"* 3.46 3.13 
4.90 4.28 
t3^ 5.76 4.93 
tm 1.41 1.66 
tsni 1.37 1.58 
MIl^ 1.41 1.30 
1.99 1.78 
MI3^ 2.34 2.05 
AMl'^ -4.85 -4.81 
AMI3^ -3.57 -3.55 
"in min; ^in C cm'^ 
Condition: as in Table 3 with L=75.0 cm 
Procedure: Capillary A: as in Table 2 
Capillary B: Capillary A was flushed with 0.1 M NaOH(ag) for 6 hrs 
followed by equilibration with the running buffer for 12 hrs and the 
subsequent procedure was identical to that for Capillary A. 
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relating the results obtained in capillaries with different ^'s. Accordingly, no 
theoretical barrier obstructs the use of AMI in the transfer of data obtained in 
capillaries composed of different materials (e.g., Teflon, Pyrex, etc.). 
Relating results obtained in capillaries with different inner diameters 
Disputes over the optimal capillary i.d. in CZE analyses are many-faceted and 
depend upon the relative degree of separation efficiency and detection sensitivity 
demanded by the task at hand. Use of a large i.d. capillary (e.g., 200 urn) maximizes 
the concentration detection sensitivity with the popular UV absorption detector while 
sacrificing some useful separation efficiency through severe thermal band broadening. 
On the other hand, concentration detection sensitivity becomes a matter of concern 
despite a gain in separation efficiency when a small i.d. capillary (e.g., 5 nm) is 
utilized. In fact, due to the mutual exclusiveness of detection sensitivity and separa­
tion efficiency, any efforts in pushing toward a standardized capillary i.d. are bound 
to be unsuccessful. Therefore the advantages realized over the ability of relating the 
results obtained in capillaries with different i.d.'s remain attractive. In a previous 
section, it has been demonstrated that one could use MI as a parameter in relating 
the results obtained in capillaries of different lengths. This is possible because of the 
r-insensitive nature of ML However, MI is not only a function of but also 
While it is possible to study the behavior of MI with the assurance of constancy in ^ 
by simply cutting off parts of the same capillaiy, the same is not applicable to i.d. 
studies in that no readily accessible means exists that would ensure that the ^'s of 
capillaries with different i.d.'s are identical. One method which permits the deter­
mination of in a manner free of constraints imposed by T effects involves the 
measurement of the streaming potential (31), but it necessitates the construction of 
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Table 5: Comparison of tjt,., MI and AMI Obtained in Capillaries with Different 




t2f 4.67 4.68 
t3^ 5.33 5.43 
t2/tl 1.35 1.39 
mi 1.53 1.62 
Mil'' 1.26 1.40 
MI2^ 1.70 1.95 
1.93 2.26 
AMI^ -4.86 -4.96 
AMIsf' -3.60 -3.66 
^in min; ^in C cm'^ 
Condition: as in Table 4 except V=25.0 kV and pH 6.66 
Procedure: as in Table 2 
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specialized instruments and is, therefore, not conveniently accessible. As a result, no 
deliberate effort was made here to guarantee that the capillaries possess identical 
In the present study, even with meticulous attention devoted to ensuring that 
the capillaries studied were pretreated identically, the resulting (^'s still differed 
somewhat, as unveiled in the values of Mil in Table 5. For the same reason, the 
MPs of each of the remaining analytes differed from one capillary to another. 
Surprisingly, displayed smaller changes from one i.d. to another in Table 5, an 
observation contrary to many previous studies carried out in our laboratory (data not 
shown). As a matter of fact, is usually observed to increase by as much as 30% 
from a 50-jum i.d. capillary to a 20-/um one because of the poor heat-dissipating 
capability of the former and is assumed to be unsuitable as a parameter for the 
transfer of data between capillaries with different i.d.'s. In the present study, the 
effect of the smaller rj of the buffer solution in the 50-fim i.d. capillary compared to 
that in the IQ-nni one is accidentally offset by the smaller ^ of the former compared 
to that in the latter, thereby concealing the sensitive dependence of upon T. The 
coincidental nature of the invariant /^,'s from one i.d. to another is further supported 
by the clear trend of a positive rate of increase of the f^/s in the 50- over the 20-/i/n 
capillary from analytes (1) to (3). As revealed in equation (5), had 77 remained 
constant from one i.d. to another, no such increase should have been observed. 
Another manifestation of the smaller ^ in the 50-/um i.d. capillary compared to that 
in the 20-nm one can be found in the greater in the SO-nm compared to 20-jum 
capillary for each analyte (equation (7)). The use of in relating the results 
obtained in capillaries with different i.d.'s is, as discussed earlier, unsatisfactory due 
to its dependence upon which leaves AMI the only feasible alternative. 
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Despite its insensitivity to T and the accuracy of AMI in the transfer of 
data between capillaries with different i.d.'s is limited by the accuracy with which the 
i.d.'s of the capillary can be determined. Recall that i is computed from I and the 
cross-sectional area of the inner space of the capillaiy. Since an error of ±4% in the 
i.d. of an average-sized capillary (50 jum) is not uncommon (32), the small difference 
between theXMTs from one i.d. to another in the present study (<2%) seems 
reasonable. Further improvement in the accuracy with which AMI can be used to 
relate results obtained in capillaries with different i.d.'s awaits a corresponding 
improvement in the capillary manufacturing technology. 
Walden product. Walden rule and migration indices 
The insensitivity of kri to T is the basis upon which MI is devised. Any 
deviation from this would directly translate into an error in ML The data in Table 2 
indicates a very small decrease in the MTs as E (and, thus, T) increases. This is 
observed to be a consistent trend even with buffers of other concentrations and pH's 
(data not shown). An explanation for this can be found in the context in which the 
Walden rule is applied to the index. 
A consequence of Stokes' relation (33), the Walden rule is strictly valid only if 
the assumptions made in the former are fulfilled experimentally. First, yl° and tf are 
limiting terms which imply that they are the A and rj extrapolated to infinite dilution 
and it is A'rf, but not Aq, that is independent of T. Since the increases in the yl's of 
most electrolytes as T increases are less than those of the corresponding /l°'s. At) 
decreases slightly as T increases (34,35). Secondly, in the derivation of the Walden 
rule, it is assumed that any change in A° is caused by a change in the macroscopic tf. 
For an ion whose dimensions are much greater than those of the solvent molecule. 
46 
this is an accurate description. However, for the small buffer ions typical in CZE, 
this can at best be approximate since the microscopic 7}° "experienced" by the 
migrating ion may not necessarily be identical to the macroscopic rf. This has been 
used to explain the decrease in (about 25%) as T increases (from 0-100°C) 
(36,37). Thirdly, the hydrodynamics inherent in Stokes' relation applies strictly to 
spherical ions only. In nature, truly spherical ions are the exception rather than the 
norm. This also contributes to the behavior of the A°ri°'s of non-spherical ions as a 
function of T (36,37). 
Together, the assumptions discussed above manifest themselves in the small 
negative T-coefficients of the A°7)°'s for most electrolytes (34,35). Since the T of the 
buffer solution in the capillary increases as the E is increased, the decrease in MI at 
high E's can be explained by the direct dependence of MI upon krj, as depicted in 
equation (10). 
Future work 
It can be recognized from Eq. (8) and the results presented here that a 
constant current mode (without using MI or AMI) is superior to a constant potential 
mode of operation for CZE in terms of precision in migration times. However, 
constant current operation still does not allow comparison of results from capillaries 
with different lengths, internal diameters (current density), or f^'s, and cannot benefit 
from gradient potential schemes for speeding up late eluting peaks. Constant current 
operation was not attempted in this work because a valid comparison cannot be 
made unless / is stabilized to better than 0.05%, according to Table I. 
In the present study, the utility of MI and AMI has been demonstrated using a 
10 mM sodium phosphate buffer at close to neutral pH. However, it is known that 
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the T dependence of krj is abnormally perturbed by the unique transport mechanisms 
of and OH" (36,37). Hence, it is necessary to explore the behavior of MI and 
AMI in highly acidic and basic buffer solutions. Besides, both the analyte concentra­
tion and buffer concentration dependences of MI and AMI (away from infinite 
dilution) are unclear. Since equations (10) and (12) are derived on the assumption 
that non-linear effects such as orientational effects and the "relaxation effect" (38) 
do not affect the analyte transport process, generalization of MI and AMI calls for 
further studies with other interesting analytes. Finally, the use of AMI in the 
archiving of migration data for a large number of analytes seems feasible. 
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APPENDICES 
Derivation of expression for MI 
From equation (8): 
f • 
where x denotes the axial distance of the capillary beginning at the injection end and 
t, the time. Since the slope of the plot of dx/dt against i is constant, rearranging and 
integrating equation (13) from the start of a run (/ = 0; jf = 0) to its finish (t = 
% = L) give: 
% 7"^  (14) 
" «ft * -fflm)] ' 
Hence, 
/i"" —V- (>') 
Derivation of expression for MI when detector is not at end of capillary 
When the detector is not at the end of the capillary, equation (10) yields : 
(MI)J = 
where (MI)^ is the MI of an analyte obtained in a capillary with its detection region 
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located at a distance of / from the injection end. It follows that: 
MI = W 
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PAPER II. 
COMPENSATING FOR INSTRUMENTAL AND SAMPLING BUSES 
ACCOMPANYING ELECTROKINETIC INJECTION IN 
CAPILLARY ZONE ELECTROPHORESIS 
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INTRODUCTION 
Despite the high efficiency and speed of separation that can be achieved by 
capillaiy zone electrophoresis (CZE) and its applicability to nonvolatile and thermally 
labile species, so far the technique is not widely accepted for routine analyses. A 
major drawback of CZE in many practical analyses is its poor quantitative capability. 
The two most commonly practiced and accessible sample introduction 
methods in CZE are hydrodynamic (HD) and electrokinetic (EK) injection. While 
HD injection is quite insensitive to variations in sample solution composition and is 
thus relatively free of sampling biases, it necessitates the construction of complicated 
instruments due to the need of a precise mechanism to control pressure. As 
discussed by Gordon et al (1) and Dose et al. (2), the simplicity of EK injection 
equipment should render it more reliable than HD injection. In fact, efforts have 
been expended on automating EK injection (3,4) as well as utilizing one (2,5-9) and 
two (2) internal standards to improve quantitative precision. In general, the use of 
internal standards offers better precision than without standards. However, several 
disadvantages accompany the use of internal standards. First, with the single internal 
standard method, it may not be convenient to find an internal standard with a 
migration time distinct from but similar to that of the analyte. This is because 
precision degrades as the difference between the migration times of the analyte and 
standard increases (2). With the two-internal standard technique (2), the require­
ment that the migration times of the standards sandwich those of the analytes makes 
the selection of the standards arduous and lengthens the run time. Secondly, in 
practical analyses, there exists the possibility of unknown impurities in the sample co-
migrating with the internal standard, thereby affecting the quantitative accuracy for 
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all analytes. Thirdly, the necessity to accurately introduce internal standards to all 
sample solutions in known quantities complicates sample preparation, especially 
when dealing with small samples. Finally, one will also need to be concerned with 
loss of sensitivity due to dilution and possible interactions with the analytes (e.g., pH 
changes) when adding internal standards. As a consequence, it is important to 
further understand EK injection and explore new ways to improve its quantitative 
capability. 
Many applications of CZE consist of determining analytes in sample matrices 
of different or unknown compositions. This presents a special problem for EK 
injection. The pH of the sample solution greatly influences ionization and thus the 
mobilities of the analytes during injection. For simplicity, we will neglect pH effects 
in this discussion. It has been identified that the quantity of analytes injected 
depends on the conductivity of the sample solution (10-12). While this can be 
alleviated by diluting a small amount of sample in a large volume of the running 
buffer, the ensuing loss of detectability may be intolerable in some cases, especially 
with the popular ultraviolet-visible absorbance detector. Use of the two-internal 
standard technique represents a solution to the problem (2). However, the use of 
internal standards may not always be desirable, as discussed earlier. Hence, it 
becomes necessary to investigate new alternatives to correct for sampling biases 
resulting from distinct sample solution conductivities. 
In the present work, we present a method which improves the quantitative 
precision of CZE with EK injection by monitoring the electrophoretic current during 
injection and separation. Also, we show that the effects of sample conductivities on 
the amounts of analytes introduced with EK injections are nullified by proper 
corrections with the measured conductivities of the sample and buffer solutions 
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together with the migration times of the analyte and a neutral marker. 
MATERIALS AND METHODS 
The CZE apparatus employed resembles the one described earlier with 
several modifications (13). A model CV* variable wavelength ultraviolet-visible 
absorbance detector (Isco, Inc., Lincoln, NE) operating at 230 nm and a 65-cm long 
(42-cm working length), 77-/um i.d. fused-silica capillary tubing (Polymicro Tech­
nologies, Inc., Phoenix, AZ) were used. The analytes, used as received, were reagent 
grade acetophenone (analyte 1, neutral marker), N-benzoylphenylalanine (analyte 2), 
/7-hydroxycinnamic acid (analyte 3) and benzoic acid (analyte 4) (Sigma Chemical 
Co., St. Louis, MO) present in all sample solutions at 0.60, 1.90, 4.00 and 4.30 mM 
respectively such that the peaks were all baseline-resolved, of about the same height 
and of similar appearance to those in ref. 2. The running buffer (40.0 mM sodium 
phosphate) and all sample solutions (100, 77, 55, 33 and 10 mM sodium phosphate) 
were at pH 7.67. The capillary was flushed with a 50 mM NaOH solution for 6 
hours and then equilibrated with the running buffer for at least 4 days before use. 
Conductivity measurements were made with a model CDCN-36 conductivity detector 
equipped with a model CDCN-36-EP-K electrode (Omega Engineering, Inc., 
Stamford, CT) and all the readings reported were those at 25.0 °C. Although the 
present electrode requires at least 5 mL of solution, as little as 7 /iL is feasible with 
the use of micro-electrodes which are available commercially. Semi-automated EK 
injections were controlled by an electronic timer in the control circuit (14) while 
manual EK and HD injections were timed by visual reference to a digital stopwatch. 
The injection times for EK and HD injections were 5 and 90 s respectively. HD was 
performed by raising the level of the sample vial 2 cm above that of the buffer vial. 
The separation and injection potentials for all runs were 15 kV. A/D conversion of 
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the running current and the detector output was via a 16-bit interface board (Data 
Translation, Marlborough, MA, DT2827) at 600 and 7.7 Hz for injection and separa­
tion respectively. Conversion is based on a sample-and-hold rather than a true 
integration mode. All computations were performed with a BASIC program on an 
IBM PC/AT (Boca Raton, FL) and the temporal location of the centroid of each 
peak was taken to indicate the analyte migration time. 
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RESULTS AND DISCUSSION 
When an analyte is present at concentrations much lower than those of the 
buffer ions such that the conductivity of the sample zone is essentially identical to 
that of the running buffer, the migration velocity of analyte a (v^g) during electromi-
gration can be described by (13,15,16) 
v™ = K. { (0 
where A is the cross-sectional area of the capillary and Kg a constant determined by 
the buffer pH, dielectric constant, ionic strength, viscosity, size and shape of analyte a 
as well as wall and analyte C potentials. The crucial point is that v^^ is linearly 
proportional to the electrophoretic current (I) and not the applied electric field in 
the presence of temperature variations (13). Thus, I, which is easily measured, can 
be used to provide an accurate indication of v^^^. It follows that the amount of 
analyte a moving past axial location x at time t in a small increment of time is 
dn,(x,t) = K,c,(x,t)I(t)dt 
where ng(x,t) and Cg(x,t) denote, respectively, the amount and concentration of 
analyte a at x and t. Hence, the amount of analyte a passing through the detection 
region located at D is 
= K./c.(D.t)I(t)dt (3) 
0 
where in practice the integration is performed over a finite interval determined by 
the appearance of the analyte peak at the detector. Eq. 3 allows for temporal 
fluctuations in through I(t) and, as discussed by Huang and co-workers (17), 
distinct analyte electrophoretic mobilities through Kg. This then accounts for 
variations in the migration velocity of each analyte passing the detector, which give 
rise to different peak areas for a given amount injected (17). Eq. 3 is more reliable, 
however, than simply using the total migration time, since only the individual 
velocities right at the moment of appearance at the detector are relevant. We have 
experimentally determined that I and, hence, V^g, fluctuate by 0.36% over the time 
scale of a few minutes. This is explicitly accounted for in eq. 3. 
EK injection of samples with conductivities similar to that of the running buffer 
Because of the small i.d. and, thus, large resistance of the capillary, the 
electric field outside the capillary is typically negligible relative to that inside during 
electromigration (14). During EK injection, the sample solution is driven toward the 
capillary from the bulk by electroosmotic pressure (18) and, hence, no bias based on 
distinct analyte electrophoretic mobilities is expected initially. But, at the instant 
when the analytes cross the capillary-sample solution interface, in addition to 
electroosmotic flow, the analytes experience electrical forces whose magnitudes 
depend on, among other factors, their electrophoretic mobilities. The electroosmotic 
flow and electrical forces during EK injection should be identical in nature to the 
ones during separation because the conductivities and the pH's are identical. 
Therefore, from eq. 2, the amount of analyte a injected is 
where tj is the time when I is non-zero during injection and c® (= Cg(0,t)) the 




the only mode of analyte introduction. In eq. 4, Kg accounts for EK sampling biases 
resulting from distinct analyte electrophoretic mobilities (10,19) while I(t) compen­
sates for variations in injection potential, injection time and temperature. Similar 
equations have been derived using the electric field or potential rather than I 
(2,10,11,19). However, since the relation between v^g and electric field or potential 
is not linear whereas that between v^g and I is linear (20-23), the use of I should 
provide more accurate results. Besides, treating the injection I as time-variant is 
more realistic than otherwise, as both the injection I-t (17) and injection zone-t (14) 
profiles are not plug-like, with or without a shunt resistor. 
Now, provided that no irreversible adsorption of analytes occurs and sample 
solvent evaporation is not serious, the parameter of interest, c®, which is constant 
from run to run and independent of variations in injection and separation conditions 
caused by changes in potential, injection time and temperature, can be obtained by 
combining eq. 3 and 4 (based on mass conservation) to give 
According to eq. 5, correcting the detector peak area with the temporal profile of I 
during separation and during injection should improve the quantitative precision of 
EK injection, if the errors concerned are significant. Noteworthy is that Kg is absent 
from eq. (5). This implies that sampling biases in EK injection due to the distinct 
electrophoretic mobilities of analytes are nullified in the relative sense. Even though 
less of the slower-migrating analytes are injected, they also give rise to wider peaks in 





in CZE is actually a closer analogy to that in high-performance liquid chroma­
tography than is the case with HD injection, since analyte migration times are 
typically not used to correct for the different migration velocities of analytes having 
distinct electrophoretic mobilities (17). 
Table I lists the precision of (a) integrated injection I, (b) raw, (c) injection 
I-corrected, (d) migration I-corrected, and (e) injection and migration I-corrected 
peak areas as well as corrected areas from the (f) one- and (g) two-internal standard­
ization methods (2). Except for manual EK injections, the RSD's for all the para­
meters are at the 1 to 2% level. This corresponds to the better group of precision 
values found in the literature, as summarized in ref. 2. A probable reason for the 
low RSD's is the long equilibration time between the capillary surface and the buffer 
(at least 4 days) employed in the present work. Other researchers (3,4) have already 
shown that the amount of analyte introduced during EK injection is roughly propor­
tional to the injection potential and to the injection time. Here, manual EK injec­
tions are used to simulate variations in potential, temperature and time during 
injection. The higher RSD's for raw peak areas with manual compared to semi-
automated EK injections are expected, and the lower RSD's for manual HD com­
pared to manual EK injections can be explained by the longer injection time (90 s) 
used in the former in comparison to that in the latter (5 s). Since the RSD's for the 
migration I-corrected peak areas are only slightly lower than those for the raw peak 
areas with all three schemes, we can conclude that v^g drifts between runs and v^g 
fluctuations during separation are negligible compared to other sources of errors, 
even without forced-air or liquid temperature control. This is confirmed by the fact 
that the migration times in these experiments were reproducible to < 0.3%. 
On the other hand, for manual EK injection, correcting the raw peak areas 
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Table I: Quantitative Precision" with HD, Manual and Semi-automated EK 
Injection 
Injection 
Scheme*^ Manual HD® Manual EK^ 
Semi-automated 
EK** 
















1.1 0.9 0.9 1.3 3.5 3.0 3.8 4.1 0.3 0.8 0.8 1.9 
Inj. & Mig. 
I-Corrected 
Peak Area 








- 0.2 1.1 - - 1.4 0.7 - - 1.0 1.4 -
«In % RSD. 
''Four consecutive runs were performed to obtain the data for each injection scheme. 
^Injection time: 90 s; vertical displacement: 2 cm. 
^Injection time: 5 s; injection potential: 15 kV. 
®Analyte 1 was the internal standard. 
^Analytes 1 and 4 were the internal standards. 
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with the integrated injection I lowers the RSD's from the 3-4% to 1-2% level. The 
errors in the raw data are thus due wholly to the imprecision in timing 5-s intervals. 
This is not surprising as the observed RSD for the integrated injection I of 3.6% is 
similar to those for the raw peak areas and could obviously account for the poor 
precision of the latter. However, the same is not true with semi-automated EK 
injection where correction with the integrated injection I actually degrades the 
precision slightly. We note that the precision for semi-automated EK injection is 
already very good. This implies that the errors in the raw peak areas and the 
integrated injection I are not correlated at this level of precision. Three successive 
semi-automated EK injection current-time profiles are shown in Fig. 1. The step-like 
behavior present during the rising and falling edges of the pulses is characteristic of 
this and another power supply used. A third power supply however provided a 
smooth profile on both edges. Neither the step heights, as judged from Fig. 1, nor 
the step intervals (RSD = 3.6%) are reproducible. The start-stop intervals, on the 
other hand, show negligible variations (RSD < 0.04%). The observed RSD of 0.8% 
in the integrated I for semi-automated EK injection in Table I thus reflects variations 
in the pulse shape. Even poorer reproducibility can be expected if the matrix 
changes, affecting the conductivity of the system. Monitoring the current during 
injection from different matrices can therefore aid in quantitation. 
It can be seen in Table I that correcting the raw peak area with both the 
integrated injection I and migration I is useful when the precision is poor (manual 
EK) but not when the precision is already good (semi-automatic EK). It is interes­
ting to note that at this level of precision, the RSD's obtained with one, two or no 
internal standard (current-corrected) are all comparable in magnitude. The relatively 
poor signal-to-noise ratio for absorbance measurements in these small capillaries is 
Fig. 1. Time profiles of the current pulse for 3 consecutive EK 
injections in the semi-automated mode set for 5 s each. 
Current 
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well recognized. The limiting factor here is probably imprecision attributable to the 
determination of the peak area, detector response or the presence of "ubiquitous" 
injection (24,25). 
EK injection of samples with conductivities different from that of the running buffer 
EK injection of sample solutions having conductivities different from that of 
the running buffer can be likened to field-amplified capillary electrophoresis (18). 
Depending on the relative magnitudes of the electroosmotic flow velocities of the 
running and sample buffers, the ensuing electroosmotic pressure induces viscous flow 
in the injection zone in a direction which either reinforces or opposes the bulk flow. 
In all practical situations, however, the length of the injection zone (-1 mm) is much 
smaller than that of the capillary (-50 cm). Thus, the bulk velocity (v^) during EK 
injection is simply the electroosmotic flow velocity when the capillary is totally filled 
with the running buffer. Hence, the migration velocity of analyte a during EK 
injection is 
Vw = Vb + v.^ (6) 
where v^^j represents the electrophoretic velocity of analyte a in the injection zone. 
It should be emphasized that Vgj is independent of the electroosmotic flow of the 
sample solution in the injection zone for all typical cases. However, the analytes in 
the injection zone experience an electric field different in magnitude from that in the 
running buffer, as the conductivities of the running and sample buffers are not 
identical (10-12). Again, since the length of the injection zone is much smaller than 
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that of the capillary, the electric field in the injection zone can be approximated by 
(kj/kg)Vj/L and becomes (18) 
where jUgo denotes the electroosmotic mobility of the running buffer, /Liggj the 
electrophoretic mobility of analyte a in the sample solution, V; the applied potential 
during injection, L the length of the capillaiy, the conductivity of the running 
buffer and kg the conductivity of the sample solution. Eq. 7 is valid in the absence of 
isotachophoretic effects. Experimentally, can be determined from ty, the 
migration time of a neutral, unretained species under identical conditions, since Vy is 
dictated by the electroosmotic flow of the running buffer. Because the time that 
analyte a takes in leaving the sample buffer zone during separation is small com­
pared to its migration time (t^g) (26) and, to a first degree of approximation, the 
/Xggj's in the running and sample buffers can be treated as identical if the tempera­
tures during injection and separation are similar (27), Vgj can be expressed as 
where is the applied potential during separation. Since n^; and, hence, peak area, 
is proportional to c® and v^j, the peak areas resulting from the injection of analyte a 
from sample solutions 1 and 2, which may possess distinct conductivities, with EK 
injection can be related by the following expression: 
where A^j, c|j and k^j represent the peak area from analyte a dissolved in sample 
IL (7) 
^«2 _ ®i2 [1/t, + (kyk^)(l/t^ - i/gi 
A..  ^ c.' [l/tb + (kAi)(l/U - i/g 
solution j, the concentration of analyte a in sample solution j and the conductivity of 
sample solution j respectively. Eq. 9 is valid if the injection times, injection po­
tentials, running potentials and temperatures of the operating conditions are repro­
ducible from run to run. As shown in Table I, this does not present a problem in the 
present work with semi-automated EK injection. In addition, it is assumed that 
exposure of the capillary wall to the small amounts of sample solutions different in 
composition from that of the running buffer does not result in permanent alteration 
of the overall wall C potential. 
Qualitatively, the linear dependence of peak area on sample solution resis­
tance with EK injection has been observed for cations (10). In Fig. 2, we present the 
plot of peak area against l/kg for anions. The positive and negative slopes of the 
plots for cations and anions respectively are expected on the basis of eq. 9, as t^g/ty 
for cations is less than unity and vice versa for typical directions of electroosmotic 
flow and applied potentials. Since neutral species are not affected by electrical 
forces, the insensitivity of the peak areas corresponding to analyte 1 upon sample 
solution conductivity in Fig. 2 is not surprising. From eq, 9, it can be seen that the 
dependence of the peak area from a neutral marker upon sample solution conduc­
tivity vanishes as t^g and tj, are identical. This provides support for the contention 
that Vj, and, therefore, the amount of neutral species injected, is practically 
Fig. 2. Relationship between the amount of analyte injected 






0.05 0.15 0.25 0.35 0.45 
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independent of the electroosmotic flow in the injection zone, whose magnitude 
depends on the ionic strength, and, hence, conductivity, of the sample solution 
(20,21). It is interesting to note from eq. 8 and 9 that for a sample with high 
conductivity relative to that of the running buffer, the second term within each set of 
square brackets becomes negligible, and no sampling bias is expected in EK injection. 
This results from the fact that the electric field within the injection zone becomes 
negligible. In other words, the vertical-intercepts in Fig. 2 should correspond to 
values obtained from HD injection for identical bulk volumes introduced. A similar 
correspondence exists in the case of cations. This explains the non-zero intercepts in 
Fig. 2 of ref. 10. 
In Fig. 2, we have plotted the measured peak areas (data points) as well as 
the predicted peak areas (lines) for 4 different analytes in 5 different sample 
matrices. The lines are not least-square fits of the data. Rather, the first sample 
matrix (100 mM phosphate, extreme left) provides the calibration factors for 
differences in responses and differences in concentrations for the 4 analytes. Eq. 9 
then allows one to predict all other peak areas based on the experimentally deter­
mined t^, t^g, kf and kj. Except for analytes 3 and 4 from the sample solution with 
the lowest conductivity, the agreement between theory and experiment is excellent. 
We also note that tj, varied by only 0.43% (RSD) even though the buffer concen­
trations changed by an order of magnitude. The RSD's for t^^ of the other analytes 
were 0.55%, 0.64% and 0.68% respectively. So, little additional error is introduced 
in using eq. 9 as a result of variations in migration velocities past the detector. If 
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necessary, eq. 3 can be employed to correct for the A's in eq. 9. The small RSD's 
for ty and t^g also confirm that exposure of the capillary wall to this set of sample 
solutions did not significantly alter the overall wall ( potential. However, the same 
may not be true if the sample solutions contain a potential-determining species more 
dominant than the one in the running buffer (28). 
The l/kg-intercepts in Fig. 2 correspond to the points at which the anionic 
analytes employed here would cease to be injected by electromigration as kg de­
creases further. Rather unexpected, however, are the non-zero peak areas from 
analytes 3 and 4 in the sample solution with the lowest conductivity. Since the local 
electric field in the injection zone becomes so large that the electrophoretic velocities 
of analytes 3 and 4 in such a low-conductivity medium actually exceed the bulk 
velocity in magnitude during injection (12), none of analytes 3 or 4 is expected to 
enter the capillary by electromigration. Since meticulous attention has been paid to 
ensure that no significant height differential between the injection and detection ends 
of the capillary as well as between the levels of the sample and the two running 
buffer solutions exists during both injection and separation, HD injection could not 
have been responsible for this phenomenon. 
One explanation is based on the so-called "ubiquitous" injection (24), where 
the mere insertion and withdrawal of the capillary into and from the sample solution 
would give rise to analyte introduction. Indeed, we have confirmed this hypothesis by 
doing just that (data not shown). The amounts of analytes thus introduced give rise 
to peak areas that are around 5-10% of those shown in Fig. 2. However, there does 
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not seem to be any particular correlation between the percentage of the areas due to 
ubiquitous injection and the sample conductivity or the analyte C potential. Unfortu­
nately, the inadequate sensitivity of the present detection system for the analytes 
presents an obstacle to detailed quantitative studies along this avenue. We plan to 
carry out further work in characterizing and elucidating the mechanism of this 
injection process in the future. Fortunately for this study, however, the small 
percentage of analytes introduced in each case through "ubiquitous" injection does 
not cause uncertainties beyond the 1% level (see Table I), which would hamper the 
application of eq. 9. Fig. 2 clearly shows there is sample introduction beyond 
"ubiquitous" injection for the last (10 mM phosphate) sample solution. This can be 
explained by the fact that electroosmotic flow has a large time constant (~ ms) 
relative to ionic migration (~ ps). Thus, when the electric field is switched off, some 
analytes will be carried into the capillary by the slowly decaying electroosmotic flow. 
This type of hysteresis thus constitutes a secondary correction factor to eq. 9. 
The utility of various parameters in relating analyte concentrations in sample 
solutions having different conductivities with EK injection are outlined in Table II. 
Since the concentrations of each analyte in all sample solutions are identical, the 
peak areas from the injection of the sample solution containing 100 mM sodium 
phosphate are arbitrarily taken to indicate the correct analyte concentrations with 
which calculated values from other sample solutions are compared. A value of 1.00 
implies an error-free determination. As discussed earlier, the behaviors of the raw 
peak areas are expected. Because the raw peak area of analyte 1 remained nearly 
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Table II: Calculated Analyte Concentrations" in Sample Solutions of DilTerent 



















Standards Eq. 9 
1 1.05 0.88 1.10 --
77 10.3 2 0.95 0.80 — 1.01 0.98 
3 0.90 0.76 1.73 1.05 0.95 
4 0.91 0.77 1.93 — 0.98 
1 1.08 0.68 1.18 — — 
55 7.75 2 0.91 0.58 — 0.98 1.03 
3 0.84 0.54 1.00 0.99 1.01 
4 0.79 0.50 1.01 — 1.01 
1 1.07 0.48 1.45 -- — 
33 5.49 2 0.74 0.33 — 1.01 0.99 
3 0.64 0.29 1.00 1.01 0.98 
4 0.54 0.24 1.01 " 1.00 
1 1.12 0.20 4.78 — — 
10 2.10 2 0.24 0.04 — 0.97 0.40 
3 0.13 0.02 0.60 1.05 -1.97 
4 0.09 0.02 0.46 — -6.55 
®In mM. Two injections were made for each sample studied. All results are relative 
to the raw areas obtained from a sample containing 100 mM sodium phosphate. 
There, the solution conductivity is 12.2 S cm'^ 
^As in Table I for semi-automated EK injection. 
®In mM sodium phosphate. 
^In S cm'\ 
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unchanged from one sample solution to another while those for the charged analytes 
varied, using the area of the former as the reference in the single-internal standard 
technique is unfair. Nonetheless, even when the anionic analyte 2 was used as the 
reference in calculating the relative peak areas (Table II), they still failed to relate 
the results from sample solutions of distinct conductivities. An explanation for this 
can be found in eq. 9 where dividing the peak area of an analyte with that from 
another analyte in the same sample solution but with a different migration time does 
not eradicate its dependence upon kg. It has been proposed that the sample size 
resulting from EK injection is given by (11) 
sample size = * ^ (10) 
tnu \ k, 
where Vg is the capillary volume to the detector and tj the injection time (assuming 
plug injection). Eq. 10 indicates that the correction factor is simply the product of 
Aai/Aa2 and k^g/kg^. With c®, Vg, tj, Vj and remaining invariant using the semi-
automated injection of the present experimental setup, the concentration values 
calculated from eq. 10 still fail to relate the results from sample solutions of different 
conductivities. This can be explained by the fact that eq. 10 does not take into 
account the presence of bulk flow and is valid only in its absence. On the contrary, 
eq. 9 is able to relate the results from all sample solutions at the 0 to 5% level, 
which is close to the accuracy permitted by the precision shown in Table I, with the 
exception of the last (10 mM sodium phosphate) solution. This is expected because 
eq. 9 is devised on the condition that electromigration is the only injection mec­
hanism in operation. As discussed earlier, the presence of "ubiquitous" injection 
and hysteresis in migration renders this assumption inappropriate and contributes 
significantly when little or no analyte is injected by electromigration, such as when a 
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very low-conductivity sample solution is involved. The negative values for analytes 3 
and 4 reveal the fact that the magnitude of the electrophoretic velocity for each of 
the analytes exceeds that of the electroosmotic flow rate, corresponding to the case 
where no analyte injection by electromigration is expected. Interestingly, the two-
internal standardization technique (2) succeeds in relating the results from all sample 
solutions at the 0 to 5% level, including the last (10 mM sodium phosphate) solution. 
This shows that that method is not only insensitive to the relative contributions from 
hydrodynamic flow and electromigration, but is also valid in the presence of "ubiqui­
tous" injection and hysteresis in migration. 
Nevertheless, in many situations, the use of eq. 9 may prove to be advanta­
geous because only the migration time of a neutral species and not its concentration 
or response factor is required. This means that its quantity in the sample solution 
need not be known with a high degree of accuracy, thus simplifying sample prepara­
tion. Besides, migration times can generally be determined with a higher degree of 
precision (13) compared to, for example, absorption signals. As a matter of fact, if 
the samples concerned already contain neutral species, addition of the neutral 
marker would not even be necessary. Furthermore, since neutral species are not 
amenable to separation in CZE, their presence in the sample would not have adverse 
effects on the resolution of the analytes of interest. Therefore, no additional effort is 
needed to select internal standards with suitable migration times in method develop­
ment. Finally, since bulk flow is dictated by the running buffer when the injection 
zone is small, vide supra, one can even determine ty in separate experiments and not 
manipulate the sample solution at all. 
In short, correction based on the integrated injection current (eq. 4) raises the 
quantitative precision of CZE with manual EK injection to the levels attained with 
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semi-automated EK and manual HD injections. The use of eq. 9 nullifies sampling 
biases based on distinct sample solution conductivities without the need to utilize any 
quantitative internal standards. However, correcting for matrix effects in EK 
injection resulting from large differences in viscosity and pH amongst sample 
solutions remain untenable thus far. 
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PAPER III. 
HIGH-SENSIUVITY LASER-INDUCED FLUORESCENCE 
DETECTION OF NATIVE PROTEINS IN CAPILLARY ELECTROPHORESIS 
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INTRODUCTION 
The high efficiency and speed of capillary electrophoresis (CE) in the resolu­
tion of biomolecules have attracted much attention (1). However, efficient separa­
tion is not sufficient unless coupled to adequate detection. In this regard, CE 
presents a challenge as the nL cell volume and on-column arrangement render 
traditional detectors designed for high performance liquid chromatography (HPLC) 
unsuitable. 
The analysis of biological materials and the determination of biomolecules are 
of indispensable importance to the field of biotechnology. Despite the prominent 
role of proteins in biotechnology, the detection of proteins in CE is far from satisfac­
tory. So far, amperometric detection (2) is hampered by electrode fouling while 
conductometric (3) and mass spectrometric detection (4) are unreliable and insen­
sitive. Radiochemical detection (5), though quite sensitive, requires labeling as well 
as handling and disposing of hazardous materials with short shelf-lives. Although 
widely used and convenient, the best ultraviolet-visible absorption detectors with the 
cross-beam arrangement (6) offer a limit of detection (LOD) in the /iA/ range 
because of the inherently short pathlength provided by the capillary tubing. This 
represents a major drawback for CE in the analysis of proteins in biological matrices 
where the demand for concentration detection sensitivity is far more stringent (7). 
Besides, it excludes CE from the realm of trace analysis where HPLC is still the 
method of choice in spite of the poor separation efficiency of the latter. 
In general, fluorescence detection in CE exhibits the best performance in 
sensitivity, linearity and selectivity. Even though conventional excitation sources have 
been used (8), the achievable sensitivity is offset by the inherent difficulty in focusing 
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a large amount of light from a divergent light source into the nL detection region 
while minimizing light scattering. Utilization of the laser as a fluorescence excitation 
source reduces such problems and defines the state-of-the-art in CE detectors today 
(9). Unfortunately, implementation of this approach to the detection of proteins is 
by no means straightforward because usually it is necessary to label the analytes with 
fluorescent tags. Because of differences in the extent of incorporation of the tags 
into each protein molecule, pre-column labeling gives rise to multiple peaks for each 
type of protein in the electropherogram (10,11). On-column labeling of proteins with 
laser-induced fluorescence (LIF) detection offers slightly better sensitivity than 
absorbance, but at the expense of separation efficiency due to the slow kinetics of 
inter-species conversion (11,12). The advantages gained in the 100-fold improvement 
in sensitivity over absorbance afforded by a post-column labeling scheme with LIF 
are largely offset by instrumental complexity as well as the dependence of peak 
efficiency upon reagent flow rate and reaction distance (10). A technique retaining 
the sensitivity of post-column labeling with LIF while avoiding derivatization is 
indirect fluorescence detection (13). However, the need to work at low buffer 
concentrations renders practical applications difficult. 
Swaile et al. (11) have demonstrated LIF detection of native, underivatized 
proteins in CE based on the fluorescence of tryptophan and tyrosine residues. In 
their study, an argon-ion laser operating at 514 nm was frequency-doubled to 257 nm 
with a harmonic generator. But instrumental instability and poor match between the 
excitation wavelength and excitation maxima of the fluorophores limited the sen­
sitivity of the technique to no better than post-column labeling with LIF (10). 
Nevertheless, the ability to detect proteins at trace levels remains attractive 
and, in the case of assuring the purity of biopharmaceticals, essential. According to a 
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"Points to Consider" draft issued by the FDA on biopharmaceuticals, the analytical 
goal for protein impurities and contaminants are in the 1 to 100 ppm range (14). 
However, it is possible that a highly immunogenic protein impurity present at the 
ppm level can elicit an allergic response in a high percentage of human recipients 
(15,16). Hence, the current analytical goals set forth by the FDA merely reflect the 
sensitivity limits of existing technologies. This is supported by a more recent draft in 
which the term "analytical goals" has replaced by phases such as "as free as 
possible" (17). On this note, the impact realized through coupling the high separa­
tion efficiency of CE to nM-detection sensitivity for proteins would be dramatic in 
the development and proliferation of biopharmaceuticals. 
Despite the unparalleled performance of LIF detection in CE (9-11,13,18,19), 
there have only been a limited number of applications reported. The need for the 
separation scientist to acquire the expertise in designing, assembling, operating 
and/or maintaining an LIF detector may be a deterrent. Hence, there is a need for 
an easily constructed, user-friendly and rugged LIF detector which the non-specialist 
can build and use without having to expend too much effort or resources. In the 
present work, a highly sensitive LIF detection scheme for CE based on native protein 
fluorescence is reported and various aspects of it are discussed. In addition, a 
compact, rugged and user-friendly instrumental arrangement is described. 
MATERIALS AND METHODS 
The experimental setup used in the present work resembles the one described 
previously (18) with several modifications. First, an argon-ion laser (Spectra Physics, 
Mountain View, CA, model 2045) was optimized for deep UV operation. A prism 
was used to isolate the 275.4 nm line (utilized to excite protein fluorescence) from 
the total output. Secondly, 2 UG-1 band pass filters (Schott Glass Technologies, 
Duryea, PA) were used to selectively pass the fluorescence. Thirdly, a compact, 
rugged LIF detector housed in a light-tight plexiglas box (25 cm x 35 cm x 10 cm) 
was constructed. A diagram of the detector arrangement is shown in Fig. 1. 
As depicted in Fig. 1, the device represents a simple and rugged design for 
LIF detection. It consists of 8 main components: a quartz 1-cm focal length lens 
(L), capillary holder (CH), 20X microscope objective (MO), microscope objective 
holder (MOH), mirror (M) and mirror mount (MM), photomultiplier tube (PMT) 
with filter (F), plexiglas box (PB) and 2 light shields (LS). The laser beam enters the 
otherwise light-tight box PB through a 3-mm hole. L is rigidly mounted to PB so that 
the focal point of the excitation beam is uniquely defined and used as the reference 
point for all the other components. The capillary with a small section of its coating 
removed is mounted on a 2-dimensional stage CH capable of 10-/um resolution. Two 
short pieces of quartz capillary 350 ixm o.d. and 250 nm i.d. glued to CH serve to 
guide the separation capillary through the optical region. This can hold the common 
150 /xm o.d. capillary tubing. Alternatively, 350 /xm o.d. separation capillaries can be 
inserted directly into CH. The mounted capillary is at about 20° with respect to the 
incident laser beam to minimize scattering off the capillary walls. We find that this 
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configuration is rigid enough with regard to noise from mechanical vibrations. With 
this design, capillary change can be accomplished in less than S min. 
By examining the diffraction image of the transmitted light while translating 
CH, the incident light can easily be focused tightly into the center of the capillary. 
With a fluorophore (e.g., 10"^ M fluorescein solution at pH 8) running through the 
capillary, MO, positioned roughly such that its focal point is at the same height as the 
capillary window and pointing toward the excitation region, is translated with MOH 
so that the fluorescence image can be focused onto the exit plane of PB. By judging 
the sharpness of the image on the wall behind which PMT is located, the optimal 
location of MO is determined. Finally, the angle of M relative to PMT and MO is 
adjusted with MM such that the fluorescence image clears the hole on the wall of PB 
that is just large enough to allow passage of the fluorescence spot while excluding 
light scattered off the capillary walls. F can then be used to selectively pass light of 
the appropriate wavelengths onto the PMT. The LS's are effective in excluding stray 
light from passage from the region around CH into PMT. With this arrangement, we 
are able to routinely obtain detection limits within an order of magnitude of the 
state-of-the-art (9). With the top of PB in place, one can generally work in moderate 
room light without additional shielding. 
In other studies in our laboratory, an air-cooled Ar ion laser was used. The 
laser and the rest of the optical components can then be bolted together on a 3/4" 
plexiglas base plate. A single 488 nm interference filter is mounted at the entrance 
to PB to eliminate room light. The components shown in Fig. 1 only cost a total of 
$2,000. 
All separations were performed using a 5 mM sodium phosphate buffer at pH 
10.2 and the analytes were dissolved in the same buffer just before use unless 
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specified otherwise. An electric field strength of 286 V/cm and a 77-cm long 50 (im 
i.d., 150 nm o.d. untreated fused-silica capillary was used throughout. 
RESULTS AND DISCUSSION 
The high sensitivity of LIF detection of native proteins is shown in Fig. 2 
where the peak results from the injection of conalbumin present at 5 x 10'^® M in 
the sample. The LOD (S/N = 2) of 1 x 10'^® M here represents a 140-fold improve­
ment over the one reported for the same analyte previously (11). The major reason 
for this is the simplicity and ruggedness of the present optical setup. Frequency-
doubling is instrumental^ elegant and requires a smaller argon ion laser, but 
produces light which is inherently noisy because of the quadratic dependence in the 
intensity of the frequency-doubled light on the intensity of the source. Temperature 
stability of the doubling crystal is also a problem. Besides, the excitation wavelength 
of 275.4 nm in the present system is a much better match with the fluorescence-
excitation maxima of most proteins (20) than the 257 nm in ref. 11. Moreover, the 
high power used there prescribes long warm-up times. Since practical LIF detection 
is flicker noise limited, a frequency-doubled light source directly restricts the per­
formance of the detector. However, the factors discussed above are not a concern in 
the present optical arrangement and, as a result of the much smaller source flicker, a 
drastic improvement in performance is realized. It is interesting to note that the 
fused-silica of the capillary tubing exhibits luminescence that can be visually dis­
cerned upon excitation at 275.4 nm. Even with 2 UG-1 band pass filters in place, 
this background luminescence cannot be totally eliminated, thereby providing an 
indication of the large spectral width of the luminescence. Consequently, the LOD 
of the present detector is limited by source-induced background luminescence flicker 
noise. Accordingly, increasing the dynamic reserve of the laser light or reducing the 
quantity of luminescent impurities in the fused-silica of the capillary tubing would 
Fig. 2. Electropherogram of 5 X 10'^° M conalbumin injected. 
Relative Fluorescence Intensity 
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further lower the LOD attainable with the present detector. We note that 10"^® M is 
an actual injected LOD and not one extrapolated from runs at high concentrations. 
This is important since adsorption of analytes onto the capillary walls can prevent 
one from taking advantage of the high sensitivity of LIF for studying small samples at 
low concentrations. The actual mass LOD (injection volume = a few nL) is around 
g, which is quite impressive. As shown in Figs. 3 and 4, the present detector 
shows a linear dynamic range of at least 5 and 4 orders of magnitude for tryptophan 
and BSA respectively. The correlation coefficient for each set in linear plots is 
better than 0.999. This is the first time that good quantitation is shown for LIF over 
a large concentration range. This highlights the stability of the present optical system 
over a series of runs. The linearity of data in Fig. 4 also shows that adsorption of 
BSA is not a problem even at these low concentrations. Although the high cost of 
argon-ion lasers that can produce deep UV light is a disadvantage of the present 
detection scheme, it will eventually gain popularity as laser technology advances in 
the future. 
Table lis a summary of the reported limits of detection for proteins in CE by 
using various LIF techniques. Indirect fluorescence, native fluorescence excited at 
257 nm, on-column and post-column labeling with LIF all offer higher LOD's than 
native fluorescence excited at 275 nm. The LOD achievable with indirect fluores­
cence detection is limited by the dynamic reserve of the laser light (13) and the 
difficulty in selecting a well-behaved fluorophore with an electrophoretic mobility 
close to that of the analyte (21). On-column labeling LIF detection is hampered by 
the large flicker noise on the fluorescence background resulted from the presence of 
unbound fluorophores in the eluent (11). The performance of post-column labeling 
LIF is compromised by the short reaction time at the optimal reagent flow rate and 
Fig. 3. Log-log plot of tryptophan calibration 
log(relative fluorescence intensity) 
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Fig. 4. Log-log plot of BSA calibration curve. 
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flow distance (10). Rather surprisingly, pre-column labeling LIF with FITC for 
conalbutnin, which contains 102 side chain amine groups (22), offers an LOD no 
better than native fluorescence detection excited at 275 nm. This is in contrast to 
reports that FITC-derivatized amino acids can be detected in the 10"^^ M range (9). 
The probable reason for this is the formation of multiple peaks on the electrophero-
gram with pre-column labeling, which increases the magnitude of background 
fluctuations close to the migration time of the major peak and decreases the size of 
the major peak (11). Consequently, the use of native fluorescence as a detection 
principle for proteins in CE surrenders little in detection sensitivity. One gains in the 
simplicity and speed of analysis compared to fluorescence derivatization, which may 
not even be feasible at these low concentrations and small amounts. The sample is 
also preserved for further studies or use. One may even be able to implement 
fluorescence-detected circular dichroism (23) to study protein conformations. A 
drawback of the present detection scheme is that only tryptophan- or tyrosine-
containing proteins are amenable to detection. Therefore, some peptides and small 
proteins may escape detection. 
The LOD's of 1 x 10"^® and 2 x 10"^® M for, respectively, conalbumin and 
BSA were obtained with the analytes dissolved in buffers identical in composition to 
the running buffer (5 mM sodium phosphate at pH 10.2). Interestingly, when a 5 
mM sodium phosphate solution at pH 6.68 was used as the sample buffer, the LOD's 
for the same analytes decreased to 3 x 10'^^ and 1 x 10'^^ M respectively with a 
small loss of separation efficiency. The phenomenon bears some similarity to 
electrophoretic concentration (or stacking). The lower ionic strength of the pH 6.68 
sample buffer also increases the effective injection potential. Electrophoretic 
concentration has been applied to the analysis of dilute peptide samples with CE 
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where the pH of the sample buffer is higher than that of the running buffer and with 
that, it has been claimed the LOD can be lowered by at least 5 times (24). There­
fore, electrophoretic concentration, when optimized and coupled to LIF detection of 
native proteins, possesses tremendous potential in protein determination at the trace 
level. The present enhancement should be applicable to physiological samples, which 
are near neutral pH. Further work on this is now under way. 
Fig. 5 depicts an electropherogram showing tryptophan present at 1 x 10'® M 
in the sample. The estimated LOD (at S/N of 2) for tryptophan is 2 x 10"^ M. 
Conalbumin, which contains 15 tryptophan and 21 tyrosine residues (22), does not 
show a linear increase in detection sensitivity as expected from the number of 
tryptophan residues. There are several explanations for this. First, the quantum 
yield of fluorescence of tryptophan residues in a hydrophobic microenvironment is 
about 3 times smaller than that for residues in a hydrophilic microenvironment (25). 
Hence, it is possible that most or all of the tryptophan residues in conalbumin are 
located in the hydrophobic core of the protein. Secondly, a variety of functional 
groups such as peptide bonds (26) and protonated amine groups (27) are effective in 
quenching the fluorescence of tryptophan residues in proteins. Thirdly, the fluores­
cence and fluorescence-excitation spectra of tryptophan and proteins differ (20). The 
present optical arrangement might favor tryptophan fluorescence over conalbumin 
fluorescence. However, the LOD of BSA (2 x 10'^® A/) is only twice that for 
conalbumin, even though the former possesses only 1 tryptophan and 16 tyrosine 
residues (28). The hydrophilic microenvironment of the tryptophan residue in BSA 
might serve as an explanation. Another reason is that energy-transfer from the 
tyrosine and phenylalanine residues to the tryptophan residue in BSA might increase 
I 
Fig. 5. Electropherogram of 1 X 10"® M tryptophan injected. 
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the effective fluorescence quantum yield of the tryptophan residue (20). Why this 
energy-transfer phenomenon occurs selectively in BSA but not conalbumin is unclear. 
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PAPER IV. 
QUANTITATIVE DETERMINATION OF NATIVE PROTEINS IN 
INDIVIDUAL HUMAN ERYTHROCYTES BY CAPILLARY ZONE 
ELECTROPHORESIS WITH LASER-INDUCED FLUORESCENCE DETECTION 
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INTRODUCTION 
Recently, the chemical analysis of individual cells has attracted much attention 
(1-13). The ability to determine the levels of biochemically interesting species on a 
cell-by-cell basis promises to answer many long-standing questions in the biological 
and medical sciences. Some prominent examples include the chemical bases of 
cellular differentiation and inter-cell communication. With the availability of detailed 
chemical information, researchers could elucidate the functions and, hence, 
understand the roles of specific cells in a heterogeneous population of cells. In 
addition, the use of single-cell analytical technologies opens up the possibility of 
studying the effects of external stimuli, such as drugs and toxins, on the chemical 
contents of individual cells, thereby contributing valuable information which would 
otherwise be inaccessible. The identification of chemical markers for diseases in rare 
cell types (e.g., cancerous cells) can also be performed so that early diagnosis and a 
better understanding of the diseases are possible. Finally, since only a single cell is 
involved, many of the legal and moral difficulties associated with the utilization of 
human and animal tissues for the purposes of scientific research and drug-testing are 
alleviated. 
Although electron microscopy (13), immunoprecipitation (12), enzymatic 
radiolabeling (11), micro thin-layer chromatography (TLC) (10), high-performance 
liquid chromatography (HPLC) with amperometric detection (9), gas chromatogra-
phy/mass spectrometry (GC/MS) (8) and fluorescence microscopy (7) have been used 
to analyze individual cells, they suffer from either inadequate sensitivity, poor 
quantitative capability or the inability to determine multiple components. So far, 
microcolumn separation techniques coupled to electrochemical (1,3-6) or laser-
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induced fluorescence (LIF) (2,4) detection offer the best performance in terms of 
sensitivity as well as quantitative and multi-component capabilities. The results 
obtained through microcolumn HPLC in the open-tubular (2-4,6) and packed (1) 
column formats with amperometric, voltametric and LIF detection have clearly 
demonstrated the quantitative determination of multiple constituents in individual 
cells. Likewise, Wallingford et al. (5) and Kennedy et al. (4) have succeeded in 
adapting capillary zone electrophoresis (CZE) with, respectively, amperometric and 
LIF detection to the analysis of single neurons. 
However, notwithstanding the high sensitivity of amperometry and qualitative 
information provided by voltametry, the detection schemes are quite restrictive, as 
only intrinsically electroactive analytes are amenable to detection. Even though some 
analytes (e.g., proteins) are naturally electroactive, deterioration in performance 
resulting from electrode-fouling due to contamination with, in particular, high-
molecular weight analytes remains problematic. LIF detection with labeling 
represents an alternative to electrochemical detection in the analysis of individual 
cells (2). Nevertheless, the need to derivatize the desired analytes within a single cell 
presents a daunting instrumental challenge and may degrade both the accuracy and 
precision of the analyses (2). Besides, derivatization is not compatible with many 
interesting analytes because of the absence of appropriate functional groups, 
interference from concomitants or variable extents of label-incorporation. 
Heterogeneity resulting from the last approach renders the labeling of proteins with 
fluorescent tags for CZE unsuitable (14,15). More recently, the determination of 
Na"^ and K"^ with indirect LIF/CZE (16) and monobromobimane-labeled thiol-
containing peptides with direct LIF/CZE in individual red blood cells was 
accomplished (17). Unfortunately, the present sensitivity of indirect LIF detection is 
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inadequate for the quantitation of proteins whereas the derivatization of proteins is, 
as discussed earlier, not suitable. 
Nonetheless, the ability to quantify proteins in individual cells remains 
attractive. As the molecules which mediate the chemical bases of life, proteins play 
vital roles in regulating cellular functions and behaviors (18). LIE detection of native 
proteins in CZE was first demonstrated by Swaile and Sepaniak (15). Since then, we 
have improved the sensitivity by more than two orders of magnitude through the use 
of the 275.4 nm line from an argon ion laser (19) so that the sensitivity of this 
detection scheme is now at a level where the determination of proteins in single 
human red blood cells with CZE is feasible. 
The reasons for selecting the human red blood cell for study are four-fold. 
First, the size of the average human red blood cell of 86 fL is at least 15 times 
smaller than the smallest cell type used in other studies (1). Therefore, it is hoped 
that the capability of analyzing the human red blood cell would translate into the 
feasibility of applying LIF/CZE to most other types of mammalian cells. Secondly, 
the chemical contents and cell volume of the average human red blood cell have 
been documented by numerous other workers (20). As a consequence, the utility of 
the present approach can easily be assessed. Thirdly, the freedom of red blood cells 
from attachment to extraneous cells or tissues simplifies their isolation and injection. 
Finally, the wide availability of human red blood cells renders the procurement of 
samples straightforward. 
In the present work, we demonstrate the use of LIF/CZE for the determina­
tion of several proteins in individual red blood cells and report the variations in the 
amounts of individual proteins from cell to cell. To the best of our knowledge, this is 
the smallest biological unit that has been subjected to quantitative multicomponent 
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chemical analysis to date and, for the first time, inter-cellular variations in the levels 
of multiple proteins are reported. 
I l l  
MATERIALS AND METHODS 
Apparatus 
The CZE system used in this work is similar to the one described previously 
(19). Briefly, a 110 cm long, 20 /im i.d. and 150 fim o.d. fused-silica capillary tube 
(Polymicro Technologies, Inc., Phoenix, AZ) and a high-voltage power supply (0-40 
kV; EH Series; Glassman High Voltage, Inc., Whitehouse Station, NJ) were used 
throughout. All separations were performed at -29 kV with the injection end at 
electrical ground and an effective separation length of 64 cm. The capillary tubing 
was pressure-flushed with a (3:l/v:v) methanolrwater mixture for 30 min followed by 
0.1 M NaOH (aq) for the same period of time before use. The capillary however 
was not treated in between runs. 
The LIF detector consisted of an argon ion laser (Model 2045; Spectra-
Physics, Mountain View, CA) operating at 275.4 nm. An on-column detection 
window was created by removing a 5-mm section of polyimide coating on the fused-
silica capillary tubing. A 1-cm focal length quartz lens (Melles Griot Corp., Irvine, 
CA) was used to focus the laser beam into the detection region while the 
fluorescence was collected at an angle of 90° to the beam via a 20X microscope 
objective (Edmund Scientific Co., Harrington, NJ). After spatial and spectral 
filtering, the current from the photomultiplier tube (Model IP28; Hamamatsu Corp., 
Bridgewater, NJ) was amplified by a Model 427 meter (Keithley Instruments, Inc., 
Cleveland, OH) set at a rise time of 300 ms. Data was acquired at 10 Hz via a 24-
bit A/D conversion interface (Chrom Perfect Direct, Justice Innovations, Palo Alto, 
CA) and was stored on an IBM PC/AT computer (Boca Raton, FL). 
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Sample preparation 
Human red blood cells were isolated from the plasma of a normal adult male. 
When not in use, the plasma was stored in a heparin and EDTA-containing test-tube 
at 5°C for up to 48 hours. After centrifugation, the supernatant serum was siphoned 
off and a 135 mM NaCl and 20 mM sodium phosphate solution at pH 7.4 with a 
volume equivalent to 4 times the volume of the red blood cells on the bottom of the 
test-tube was added. The mixture was mixed by gentle shaking and separated by 
another centrifugation which was, again, followed by the removal of the supernatant 
liquid. The siphoning-mixing-centrifuging cycle was repeated at least 6 times. Then 
the sample was remixed and ready for use. The absence of serum proteins was 
confirmed by the analysis of the intercellular fluids by LIF/CZE. 30-/iL droplets 
containing a concentration of red blood cells which is approximately 1/lOOOth that in 
plasma were deposited on standard microscope glass slides. This was accomplished 
by touching the red blood cell solution with the tip of a needle and transferring the 
sample on the tip to a 30-/iL droplet of the pH 7.4 solution already deposited on the 
glass slide. 
Introduction of red blood cells 
The 30-/iL droplet of the red blood cell solution was examined under a 
microscope with a magnification of lOOX. With a 5-mm section of its injection end 
cleared of the polyimide coating, the injection end of the capillary tubing was gently 
immersed in the droplet under the guidance of a 3-dimensional micromanipulator 
such that the opening of the tubing could clearly be seen. A single cell was 
introduced into the tubing by manually controlling a 20-mL piston-syringe connected 
to the detection end of the gas-tight buffer vial. The cell was then allowed to settle 
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on and adhere to the inner surface of the tubing. After the injection end of the 
tubing was transferred to the running buffer, electrophoresis was initiated and the 
cell was lysed via osmotic shock when it was exposed to the running buffer. It took 
about 12 hours of practice for the practitioner to become reasonably proficient at the 
injection procedure. 
Introduction of sample solutions 
The sample solutions were introduced hydrodynamically by raising the 
injection end of the capillary tubing to a height of 38.7 cm relative to the detection 
end for 60 s. 
Solutions 
The running buffer, 50 mM Na2B^Oy (aq) at pH 9.1, and the sample buffer, 
135 mM NaCl and 20 mM NaH2PO^ (aq) at pH 7.4, were brought to the 
appropriate pH's with NaOH (s) and were filtered with 0.22-/um cutoff cellulose 
acetate filters (Alltech Associates, Inc., Deerfield, IL) before use. This filtration step 
greatly reduces noise spikes caused by particles passing through the detection region. 
The stock hemoglobin Ag (HemA), methemoglobin (Met) and carbonic anhydrase 
(CAH) solutions were prepared in the pH 7.4 sample buffer. 
Reagents 
Reagent-grade Na2B^O^, NaCl, NaH2P0^ and NaOH crystals were purchased 
from Fisher Scientific Co. (Fair Lawn, NJ) while human HemA, human Met and 
CAH were from Sigma Chemical Co. (St. Louis, MO). All reagents were used as 
received and only deionized water was used. 
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Data treatment 
Data were collected at 10 Hz. These are then merged into working files with 
a 5:1 reduction to produce an effective data rate of 2 Hz. Within a given data file 
there are typically 2 or 3 noise spikes resulting from microbubbles or particles 
passing through the laser beam. These are easily recognized because they represent 
sub-second events. They are therefore removed from the data files by interpolation 
between the adjacent points. No further smoothing of the data was performed. 
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RESULTS AND DISCUSSION 
Separation and detection of hemoglobin and carbonic anhvdrase 
The average human red blood cell houses more than 100 proteins (20), with 
HemA (450 amol/cell) and CAH (7 amol/cell) present in sufficient quantities to 
render their determination by LIF/CZE feasible. Depending on the age and history 
of the cells, some Met, a form of hemoglobin where the Fe^"*" in the heme group has 
been oxidized to Fe^^, may also be present. A separation of the protein standards 
from commercial sources by CZE with LIF detection was attempted and the ensuing 
electropherogram is depicted in Fig. 1. Both CAH and HemA migrated as rather 
sharp zones with an average efficiency of about 58,000 plates. The peak 
corresponding to Met, however, appears quite broad and exhibits subtle features 
which indicate that many forms of the protein with similar but distinct electrophoretic 
mobilities are present. Several separations at other pH's were attempted, but no 
significant improvement was noticed (data not shown). Four consecutive injections 
of the same sample solution show that the migration times and peak areas are 
reproducible to within 1 and 3% respectively. 
The mass limits of detection (signal/noise = 2) for CAH and HemA are 2 and 
8 amol respectively whereas linear dynamic ranges of at least 2 orders of magnitude 
are found for both CAH (4 x 10"^ to 4 x 10"^ M) and HemA (9 x 10"^ to 9 x 10"^ 
M), with the slopes of the logarithmic calibration curves being 1.02 and 1.05 
respectively. Met was not studied because of the broad and complex features of its 
peak. Besides, it represents only 0.4% of all hemoglobin in normal human red blood 
cells in vivo (20). The reproducible migration times and peak areas together with the 
large linear dynamic ranges render the use of external standardization for the 
Fig. 1. Electropherogram of standard proteins. Peaks A, B and C are 















quantitation of CAH and HemA in biological samples suitable. This aspect is 
crucial, as the addition of internal standards to biological matrices may give rise to 
undesirable effects including pH changes, concomitant-standard interactions and 
dilution. When only limited amounts of samples, such as individual cells, are 
available, the precise and accurate introduction of internal standards to the samples 
involves the use of sophisticated nL-microdispensers requiring a high degree of 
operator-skill (1). Because of the small volumes and low analyte levels, variable 
extents of surface adsorption to the microvial also present a problem. Moreover, 
increased sample-handling increases the chance of contamination and concentration 
changes resulting from solvent evaporation. 
Analvsis of hemolvsate 
Fig. 2 depicts the electropherogram of the hemolysate of human erythrocytes. 
By comparison to Fig. 1, the presence of CAH and HemA in the hemolysate is quite 
obvious. In addition, several small peaks and some subtle features can be discerned 
throughout the electropherogram. They are probably due to the less abundant 
proteins in the cells (20). The most prominent unidentified feature is peak 2, which 
we will refer to as an unknown protein (Unk). Fig. 2 is in good agreement with the 
results of ref. 21 where the same running buffer was used but the analytes were 
detected by absorbance at 200 nm. In addition to the much better signal-to-noise 
ratio with native fluorescence detection, the prominent system peaks and baseline 
fluctuations in the electropherogram obtained with absorbance detection are also 
absent in Fig. 2. The latter phenomena can be explained by the high selectivity of 
fluorescence detection for the analytes of interest and the absence of refractive-index 
artifacts, thereby reducing undesirable disturbances resulting from concomitants in 
Fig. 2. Electropherogram of hemolysate of human eiythroqrtes. The lettered 
peaks are as depicted in Fig. 1 while the identities of the 
numbered peaks are unknown. The most prominent of these, 
peak 2, is referred to as Unk in the text. 
Relative Fluorescence 
















the sample matrix and simplifies the electropherogram for protein separations. 
The experimentally measured values of 1.7 x 10"^ and 0.349 g/mL cells for, 
respectively, CAH and HemA agree well with the 2.5 x 10"^ and 0.335 g/mL for the 
same analytes obtained by other methods (22,23). Since the composition of human 
red blood cells varies with the age of the donor (24,25) and with physiological 
condition, the slight differences between the values from the present work and earlier 
studies are not surprising. Other possible sources of inaccuracies include differences 
in the composition of the buffers used to lyse the cells, the amount of time spent by 
the lysed cells in the buffer and the temperature at which lysis occurred (26). From 
the earlier discussion on the applicability of external standardization, we believe that 
instrumental contribution to the slight disagreement in the analyte levels is 
insignificant. 
It is interesting to compare the efficiencies of the separations in Figs. 1 and 2. 
Except for the sample solutions, the running conditions for both separations were 
identical. However, it is evident that the peaks in Fig. 2 are much broader than 
those in Fig. 1. In fact, the average efficiency decreased from 58,000 plates in Fig. 1 
to 14,000 plates in Fig. 2. This might be a consequence of a temporary change in the 
(-potential of local regions on the wall of the capillary (27) resulting from the 
different pH, ionic strength and composition of the hemolysate solution from those of 
the running buffer, as well as the adsorption of concomitants onto the wall of the 
capillary. This illustrates that when optimal efficiencies are desired in the analysis of 
biological matrices with CZE, proper sample cleanup or dilution may be necessary. 
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Analysis of individual cells 
A total of 39 cells were analyzed consecutively. Ten of the data files 
contained unexpected baseline shifts, abnormally high noise levels due to scattering 
inclusions in the running buffer, or signal levels beyond the digitization range of the 
A/D converter. Therefore, only 29 files are further processed for the quantification 
of the individual components. The success rate clearly improved with practice, as 
only 1 of the last 17 runs (compared to 5 of the first 10 runs) was discarded. 
Fig. 3 shows a set of runs that are representative of the data collected. The 
numbers refer to the chronological order of the 39 cells studied. These are plotted 
on a common scale to allow quantitative comparisons. An important observation is 
that the signal-to-noise ratios are excellent and that baseline stability is not of 
concern for the 29 cells included for quantitative analysis. Another striking feature is 
that the individual cells are very different from each other, and from the "average" 
cell composition depicted in Fig. 2. Cell #22 has a composition most similar to that 
in the hemolysate, but that is the exception rather than the rule. For all of these, 
one can clearly recognize the major components, CAH, HemA, Met, and Unk, which 
correspond to peaks A, C, B and 2 in Fig. 2. There are also other minor features 
which vary from cell to cell, e.g., one between CAH and Met, but because they are 
not fully resolved from the main components under these electrophoretic conditions, 
further discussion of these are not warranted. We note that a 20-^m i.d. capillary 
was used here. So, even better detectability can be expected for single-cell studies if 
a 10-^m i.d. capillary is used, albeit at the expense of more critical optical alignment 
and more difficult manipulation at injection. 
The precision of the migration times, using CAH as the marker, degraded 
from < \% RSD for consecutive standard runs to ~6% RSD for the series of 39 
Fig. 3. Electropherograms of proteins in several individual 
human erythrocytes. Numbers refer to consecutive 
run numbers over the entire series of 39 trials. 









Fig. 4. Changes in migration time of carbonic anhydrase 
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single-cell runs. In Fig. 4 we show the variation in migration times of CAH in this 
study. There is a clear drift in migration time over the 24 hour duration of the set of 
experiments. The correlation coefficient for the plot in Fig. 4 is listed in Table I, and 
is definitely significant at the 99% confidence level. Overall (-potential changes 
resulting from the contamination of the surface of the capillary wall are probably 
responsible for this. The drift is small because the injected quantities are small. In 
fact, the difference in the migration times of the CAH and HemA peaks in all the 
unadjusted electropherograms are found to be equal to within ~2%. This indicates 
that variations of the migration times result not from changes in the electric field or 
temperature of the separation medium, but those in the (-potential of the capillary 
wall between runs (28). 
Fig. 5 shows some examples of the unusual electropherograms obtained in this 
study. Close examination reveals that each electropherogram involves two sets of 
repeating features at somewhat different signal levels. Within each set of repeating 
features, the migration time spacings between the features are constant. The sharp 
peak of CAH is quite apparent in each set. This argues against the presence of 
other unexpected components or the slow release (partial lysis) of proteins from a 
given cell. Rather, the repeating features can be explained by the injection and 
separate lysis of two distinct cells in a given run. Such an event will lead to 
uncorrelated cytoplasmic sampling times after the cells are adsorbed on the capillary 
wall, delaying the second set of repeating features. Throughout these studies, care 
was taken to provide single-cell injection as confirmed by observation under a 
microscope. Still, there is the possibility that the disk-shaped erythrocytes are 
stacked on top of each other and injected as a "single" cell. Surface area 
considerations favor such a geometry for coadsorption, which is difficult to identify at 
Fig. 5. Electropherograms each corresponding to the injection 
of 2 cells with asynchronous lysis. Repeating 
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this power of magnification. Since erythrocytes are not compartmentalized like 
certain other cells, such sets of features cannot be attributed to late release from 
different parts of the cell. The facts that the relative amounts are not constant and 
that only a few experiments reveal these repeating features further support such a 
conclusion. The delayed lysis after 1-2 minutes can be explained by the fact that the 
residual cell membrane of the top cell can act as a protective shield for the bottom 
cell. Fig. S shows that our procedure for cell injection and spontaneous lysis at the 
start of electrophoresis (when electroosmotic flow carries the low ionic-strength 
buffer past the adsorbed cell) provides an internal check on multiple-cell events. 
Unless the cells lyse together within a time corresponding to the peak width of CAH, 
the electropherogram will allow discrimination among the individual events. Future 
experiments with lower cell densities and at higher microscope magnification will 
remove such uncertainties. 
The prominent peaks corresponding to CAH and HemA can be used to 
correct for migration time variations (Fig. 4) among all the runs. Then, 5-s intervals 
of all electropherograms can be binned together to form a composite 
electropherogram. This is shown in Fig. 6. The main features are clearly visible. In 
comparison to Fig. 2, the Met peak is larger, probably at the expense of the HemA 
peak. The possibility that some of the HemA might have been oxidized to Met 
during the typical storage period exists, as it is well-known that HemA is readily 
oxidized to Met by atmospheric oxygen (29,30). Such quantitative information should 
be valuable to blood bank operations, where the integrity of the HemA form is 
important. 
Fig. 6. Composite of 29 electropherograms of single human erthrocytes. 
The lettered peaks are as depicted in Fig. 1. 
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Since the entire cell is injected into the capillary with no additional 
manipulation or derivatization reaction, one can expect superior quantitative 
reliability compared to previous single-cell studies. For quantitative determinations, 
the individual data points were first normalized with respect to the migration time of 
CAH for that electropherogram. This corrects for peak area determinations 
irrespective of the speed of migration past the detector. Then, integration is 
performed, with baseline correction, separately for CAH, HemA, Unk and total 
signal. For some electropherograms, reliable determination of every one of the first 
3 may not be possible because of uncertainties in the baseline, so some of the values 
were not used in the following analysis. For those runs with double sets of features, 
individual contributions from two separate cells were assumed and integration was 
performed separately for each set. 
The total fluorescence signal for each run is plotted for the individual cells in 
Fig. 7. Since over 90% of the cell proteins are known to be in one form of 
hemoglobin or another, this is an important quantity. Even though various forms of 
hemoglobin may have different molar absorptivities or fluorescence yields, the 
correction is not expected to be large. The total signal is then a good measure of the 
total hemoglobin originally in the cell, even given the possibility of changes or 
degradation after in vivo sampling. Previous determination of total hemoglobin has 
been reported based on the density on a photographic image of individual cells in the 
field of view of a microscope under 415 nm light (31). That does not take into 
account the large spectral shift in the heme chromophore (as opposed to the protein 
moieties here) between the HemA and the Met forms. Naturally, photographic 
images are limited in linear dynamic range and were not even calibrated in the 
Fig. 7. Total (integrated) signal recorded for individual 
eiythrocytes over the population sampled. 
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Fig. 7 shows several important features. First, there is no correlation with 
respect to run number (see also Table I). Variations are therefore not due to 
changes in the column surface, drift in optical alignment, or degradation of the cells 
over the 24-hour measurement time, any of which would have given rise to 
noticeable trends in the data as plotted. Second, the distribution of values does not 
follow Gaussian statistics. The normal description of the data is 3.67 ± 3.59 (mean 
± stardard deviation). From studies of standard, matrix-free protein samples, the 
experimental uncertainties in quantitation should be no larger than 3%. A histogram 
of the data is shown in Fig. 8. While histograms have been reported for various cell 
components earlier (12), our unique quantitative reliability for individual 
measurements allow detailed distributions to be obtained. Fig. 8 reflects true 
differences between cells rather than measurement and sampling errors. Indeed, 
erythrocytes should be fairly uniformly distributed in the blood stream with ages 
spanning 1-120 days (20), and an "average" is not meaningful. Third, human 
erythrocytes are known to be quite homogeneous in terms of cell volumes (±7%) in 
an individual (32-34). This is qualitatively verified under the microscope for our 
sample. Yet, the total signal varied by roughly an order of magnitude over the 35 
cells plotted, even neglecting cell #7. Previous reports have mentioned variations of 
factors of 2 or 3 (12,31), but only semi-quantitative techniques were employed. In 
the extremely unlikely situation that we have quite a few two-cell injections with 
simultaneous lysis, the results would still show a factor of 5 variation in total signal. 
Although not quantitative, some cells do appear quite a bit darker than others within 
the field of the microscope, lending support to the above measurements. 
In Fig. 9 we show the variations of the fraction of HemA (as a function of 
Fig. 8. Histogram of total signal in individual human erthroiytes. 
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Fig. 9. Fraction of hemoglobin for individual erythrocytes 
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the total signal) among cells. These values refer to fluorescence intensities and are 
not corrected for differences in response factors among different proteins (19). Fig. 
9 is different from Fig. 7 because cell sizes, multiple injections, and optical alignment 
changes will all be properly corrected for. Again, we see a non-Gaussian distribution 
which distorts the standard representation of 0.175 ± 0.085 for the 18 cells for which 
HemA can be confidently measured. There is no correlation with run number or 
with the total observed signal (see Table I). The individual values in Fig. 9 varied by 
an order of magnitude. Since the majority of hemoglobin in cells in vivo is in the Aq 
form (HemA), Fig. 9 shows degradation after in vivo sampling to Met. It is surpris­
ing at first sight that for such a homogeneous cell type the rate of degradation after 
exposure to the same in vitro environment can be so different. However, if the 
reducing environment (e.g., glutathione content) (17) and/or the activity of various 
reducing enzymes are different, such an observation can be expected. 
Table I. Correlation Coefllcients 
r(N)* Total CAH HemA Unk 
Run # .92 (29) .28 (35) .02 (32) .19 (18) .04 (24) 
Total .23 (32) .04 (18) .01 (24) 
CAH .65 (18)t .18 (22) 
HemA .30 (14) 
*r, correlation coefficient; N, number of observations 
tO.65 > 0.468 (95%) 
> 0.590 (99%) 
All other entries are below the statistically significant values even at the 95% 
confidence level (35). 
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Table I also lists the correlation coefficients for regression plots for the other 
two quantified components within single cells, fraction CAH and fraction Unk as a 
function of run number and as a function of total signal. None of these showed 
statistically significant correlations (35). Indeed, there is no a priori reason why they 
should, if our sampling and measurement procedure is not subject to systematic 
errors. Fraction CAH (0.083 ± 0.032) and fraction Unk (0.021 ± 0.033) also do not 
follow Gaussian statistics and also vary by roughly an order of magnitude over the 
whole data set. These results support the range of variability of chemical contents in 
individual cells shown in Figs. 7 and 9. The fraction Unk present in each cell is also 
not correlated with the fraction CAH or fraction HemA present, as indicated in 
Table I. We can conclude that Unk is not directly related to HemA-Met 
degradation, but further insight cannot be gained until positive identification (e.g., 
fraction collection and GC-MS analysis) is made. 
The relationship between the fraction of CAH and fraction of HemA in 
individual cells is shown in Fig. 10. There is a positive correlation between the two 
as supported by Table I. At the 99% confidence level, the observed correlation 
coefficient of 0.65 is larger than the required value of 0.59 for this number of 
observations (35). Cells with a larger fraction of HemA remaining tend to also show 
a higher level of CAH. A reasonable explanation of this is these represent cells of 
different ages (20). The older cells are less likely to retain protein or enzymatic 
activity, since proteins are not replaced in erythrocytes once manufactured. The 
same factors (reducing environment, reducing enzyme activity, ATP levels) that 
maintain the integrity of HemA are likely to affect CAH as well. Further studies on 
cell populations of known age {in vivo) and on different individuals will elucidate this 
point. 
Fig. 10. Relationship between the fraction of carbonic anhydrase and 






The same blood sample was used throughout and was collected from the 
experimenter. This is necessitated by the safety concern over using foreign blood 
samples. No abnormality is expected. The "average* levels of CAH and HemA per 
cell, assuming a cell volume of 86 fL, were determined from the hemolysate (Fig. 2) 
as calibrated by external standards (Fig. 1) and were found to be 5 amol and 0.47 
fmol respectively. These are close to the literature values of 7 amol and 0.45 fmol 
respectively (22,23). However, it is difficult to obtain a reliable absolute calibration 
of the same quantities from the single-cell data (Fig. 6), since the injection volume of 
the standards is dependent on temperature (viscosity), capillaiy diameter, and 
injection hysteresis (36). The capillary diameter is nominally 20 /im but can deviate 
easily by 10-20% (37). Since single-cell studies are more valuable for noting 
individual differences than to replace routine blood tests to give the "average" levels, 
absolute calibration may not be the limiting factor in many biological applications. 
However, more work is needed along these lines. 
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CONCLUSION 
We have shown that native fluorescence can be used to monitor individual 
proteins from single erythrocytes separated by capillary zone electrophoresis. The 
sensitivity is sufficient for detecting amol levels of proteins, which addresses even 
minor components in erythrocytes, and is likely to approach sub-amol levels if even 
smaller capillaries are used. Future applications to cell compartments, organelles, or 
to even smaller cells are certainly not out of the question. The fact that no derivati-
zation or handling of the intracellular fluid is needed in this scheme means that 
quantitation will be independent of reaction efficiency, transfer (injection) efficiency, 
or retention on sample vials. Presumably variations in excitation/emission efficiency 
as a function of environment (buffer pH) can be corrected for when modifications 
are made to alter the selectivity of the separation to isolate other components. Our 
results show that Gaussian statistics are not suitable for describing these cell 
populations. Age is a likely factor that affects the rate of oxidation of HemA to Met, 
and can explain the positive correlation between fraction CAH vs fraction HemA in 
the cells after storage. Previous results on single-cell glutathione levels (17) also 
show similar non-Gaussian statistics and may in fact be related to the present 
observations. Unexpectedly large variations in the individual protein fractions as well 
as in the total signal among the cells, up to a factor of 10, highlight the importance 
of single-cell studies. It may be that the "outliers" are the only significant ones that 
will provide chemical markers for early disease diagnosis. Extension of the present 
work to lymphocytes and to cancer cell lines should therefore be valuable. 
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PAPER V. 
SCREENING AND CHARACTERIZATION OF BIOPHARMACEUTICALS BY 
CAPILLARY ELECTROPHORESIS WITH 
LASER-INDUCED NATIVE FLUORESCENCE DETECTION 
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INTRODUCTION 
The use of living organisms for the manufacture of pharmaceuticals by 
recombinant DNA technologies represents a unique approach and promises to 
transform numerous aspects of human health care. The novelty of 
biopharmaceuticals, however, renders the protocols of quality control (QC) intended 
for traditional pharmaceuticals inappropriate. Although many analytical techniques 
developed in the biological sciences have been applied to the QC of 
biopharmaceuticals, the necessities of high accuracy, sensitivity, resolution and speed 
appear to have exceeded the capabilities of many traditional methods. In fact, the 
vague guidelines set forth by the U.S. Food and Drug Administration (FDA) reflect 
an attitude of openness toward the incorporation of innovative approaches to assure 
the quality of biopharmaceuticals (1). To this end, the high speed and efficiency 
together with the automated and quantitative features of high-performance capillary 
electrophoresis (HPCE) in the analysis of protein mixtures represent a significant 
improvement over slab-gel electrophoresis and high-performance liquid 
chromatography (HPLC) and is bound to gain wide acceptance in the QC of 
biopharmaceuticals as the technology advances. 
The application of HPCE with absorbance detection to the QC of 
biopharmaceuticals is well-documented (e.g., 2-9). For instance, peptide mapping by 
HPCE has been utilized to ensure the genetic stability of the organism and structural 
integrity of the expressed product (2,3). The quantitation of active ingredients and 
excipients in dosage formulations has been accomplished by HPCE (4). It has been 
shown that HPCE is suitable for the real-time monitoring of the major product and 
host cell contaminants at the various stages of product purification (5). The rapid 
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and high-resolution separation of slight structural variants of and probable impurities 
accompanying the expressed protein has been achieved by HPCE (6-8). 
Biopharmaceuticals with different extents of glycosylation have successfully been 
resolved by HPCE (7,8). HPCE has also been used to unravel the composition of a 
complex culture medium (9). 
While the examples mentioned heretofore have clearly demonstrated the 
immense potential of HPCE in the QC of biopharmaceuticals, an aspect which 
hampers its acceptance by the industry is the poor detection sensitivity for proteins 
separated by HPCE. As a consequence of the short pathlength provided by the 
small-i.d. capillary tubing and the low extinction coefficients of most proteins in 
shallow ultra-violet and visible region of the electromagnetic spectrum, the detection 
of proteins by absorbance offers a limit of detection (LOD) in only the nM range. 
This drastically impairs the utility of HPCE in vital facets of the QC of 
biopharmaceuticals. Some prominent examples include the quantitation of trace 
impurities, monitoring of product yield during incubation, assurance of genetic and 
product stability at low protein concentrations and detailed chemical profiling of 
culture media. Even in situations where the proteins of interest are present at high 
concentrations, such as in product purity analyses via HPCE peak profiles, better 
precision, reduced electrophoretic band broadening and extended column-life can 
often by realized through the dilution of concentrated samples prior to injection. 
The preceding discussion underscores the importance of high detection sensitivity for 
proteins in HPCE. 
Since many applications of HPCE to the QC of biopharmaceuticals involve 
the analyses of complex matrices, with all its dependencies upon concomitants, the 
strategy of labeling with chromophores or fluorophores to enhance detection 
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sensitivity is bound to be unsuccessful. Besides, the derivatization of proteins gives 
rise to multiple (10,11) or broad (12) peaks, further complicating the analysis. As 
the more elaborate electrochemical detectors (13,14) suffer from gradual 
deterioration in performance resulting from electrode-contamination while the 
sophisticated mass spectrometric detectors (15) do not yet possess the sensitivity and 
reliability which surpass those of absorbance detectors, their use in HPCE for 
proteins is unwarranted. The requirement that the analyte be tagged with 
radioisotopes renders the use of radiochemical detection in HPCE for the 
determination of proteins in production lots unsuitable (16). Hence, native 
fluorescence detection remains the only viable alternative for the high-sensitivity 
determination of proteins in HPCE. 
Laser-induced fluorescence (LIF) detection of native, tryptophan-containing 
proteins in HPCE was first demonstrated by Swaile and Sepaniak (11). Since then, 
we have improved the sensitivity by more than 2 orders of magnitude through the 
use of the 275.4-nm line from an argon-ion laser so that most proteins can now be 
detected at below the nM level (17). In the present work, we report the use of 
HPCE/LIF to solve practical problems encountered in the screening and 
characterization of biopharmaceuticals. We demonstrate that the coupling of high 
speed, efficiency and sensitivity tremendously enhances the capability of HPCE in the 
QC of biopharmaceuticals. HPCE/LIF is used to monitor a vaccine purification 
process, quantify trace impurities in "purified" biopharmaceuticals, determine the 
genetic and structural stability of products at trace levels and obtain kinetic 
information on an enzyme-drug present at low concentrations. 
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MATERIALS AND METHODS 
Capillary electrophoresis 
The experimental setup used has been described elsewhere (17). Briefly, 50-
nm i.d. uncoated fused silica capillaries of various lengths (Polymicro Technologies, 
Inc., Phoenix, AZ) and a voltage of +28 kV at the injection end were employed 
throughout. The electrode and buffer vials at the high-voltage terminal were housed 
in a Plexiglas box to ensure the safety of the operator. A high-voltage power supply 
(Classman High Voltage, Inc., Whitehorse Station, NJ; EH Series; 0-40 kV) was used 
to drive the electrophoresis. The capillary was conditioned with a 1:1 (v:v) mixture 
of methanol and water for 30 min followed by a 0.1 M NaOH (aq) for the same 
period of time before use. All samples were injected hydrodynamically by raising the 
level of the injection end of the tubing to a height of 18.0 cm relative to that of the 
detection end for 40 s. Quantitative precision at the 1% RSD level has been 
obtained using this injection scheme (18). Data was collected via a 24-bit A/D 
interface (Chrom Perfect Direct, Justice Innovation, Palo Alto, CA) and stored on an 
IBM PC/AT (Boca Raton, FL). 
Detection 
The 275.4-nm line from an argon-ion laser (Spectra Physics, Inc., Mountain 
View, CA; Model 2035) was isolated from other lines with a prism and focused with 
a 1-cm focal length lens into the detection region on a part of the capillary tubing 
where the polyimide coating had been removed. Scattered light was prevented from 
passage onto the photomultiplier tube through spatial and spectral filtering. 2 UG-1 
absorption filters (Schott Glass Technologies, Inc., Duryea, PA) were used. For 
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absorbance detection, a CV^ variable wavelength absorbance detector (Isco, Inc., 
Lincoln, NE) was used. 
Chemicals 
Buffer solutions were prepared by dissolving the crystals of NaH2P0^.H20, 
Na2B^Oy and NaOH (Fisher Scientific Co., Itasca, IL) in deionized water from a 
Waters Purification System (Millipore Corp., Milford, MA). The particulate matter 
in the solutions was then removed by passing the solutions through 0.22-nm cutoff 
cellulose acetate filters (Alltech Associates, Inc., Deerfield, IL). Trypsin and 
conalbumin were purchased from Sigma Chemical Co. (St. Louis, MO). «-Thrombin 
was kindly supplied by ZymoGenetics, Inc., Seattle, WA. 
Biopharmaceuticals 
All the biopharmaceuticals employed were generous gifts from various 
pharmaceutical and biotechnology companies. They include: recombinant hepatitis B 
surface antigen (rHBsAg) from Merck Sharp & Dohme Research Laboratories, West 
Point, PA; humanized anti-Tac monoclonal antibody (anti-TAC) from Hoffmann-La 
Roche, Inc., Nutley, NJ; recombinant human growth hormone (rhGH) and 
interferon-Y (rlFN-y) from Genentech, Inc., S. San Francisco, CA; recombinant 
human interleukin-4 (rhIL-4) from Sterling Drug, Inc., Malvern, PA; recombinant 
human interleukin-6 (rhIL-6) from Sandoz Pharma AG, Basel, Switzerland and 
recombinant platelet factor XIII (rFXIII) from ZymoGenetics, Inc., Seattle, WA. 
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RESULTS AND DISCUSSION 
Assaying biopharmaceuticals in dosage formulations 
In the assay of biopharmaceuticals in dosage formulations, the importance of 
high accuracy and precision as well as labor- and time-saving capabilities cannot be 
overstated. Because of the semi-quantitative, imprecise, slow and labor-intensive 
features of radioimmunoassay (RIA), enzyme-linked immunosorbent assay (ELISA), 
bioassay, slab polyacrylamide gel electrophoresis (PAGE) and isoelectric focusing 
(lEF), HPLC has become the workhorse in the quantitation of biopharmaceuticals in 
dosage formulations (19,20). However, reliable assays must be based on multiple 
methods with orthogonal separation mechanisms. In this respect, HPCE possesses 
tremendous potential as a fast and high-resolution technique which complements 
HPLC. In many situations, high detection sensitivity is needed in order to take 
advantage of the speed and efficiency of HPCE in the quantitative determination of 
biopharmaceuticals in dosage formulations. An example is shown in Fig. 1 where 
rHBsAg(S), a vaccine used in the prevention of diseases caused by the hepatitis B 
virus produced in bakers' yeast and the active ingredient of Recombivax HB* is 
depicted in electropherograms obtained with absorbance and LIF detection. The 
much better signal-to-noise ratio (S/N) with LIF detection is evident. This aspect is 
critical, as sufficient S/Ns are a prerequisite for accurate and precise quantitation. In 
addition, LIF detection affords special selectivity compared to absorbance detection. 
This is illustrated as the absence of the peaks at 4.0, 8.2, 8.4 and 12.2 min and the 
presence of the peak at 4.5 min in Fig. 1(b). 
A more dramatic illustration of the differences in selectivity and sensitivity 
between absorbance and LIF detection is provided by Fig. 2 where a 
Fig. 1 (a). Electropherogram of "pure" rHBsAg(S) (200 /itg/mL) with absorbance 
detection at 200 nm. Condition: 25 mM sodium phosphate at pH 7.25; 






























Fig. 1 (b). Electrophero^am of "pure" rHBsAg(S) (200 /ig/mL) with LIF 
detection. Condition: as in Fig. 1(a). 
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Fig. 2 (a). Electropherogram of "pure" rHBsAg(preSl+S2+S) (17 ^g/mL) with 
absorbance detection at 200 nm. Condition: as in Fig. 1(a). 
Relative Absorbance 
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Fig. 2 (b). Electropherogram of "pure" rHBsAg(preSl+S2+S) (17 /ig/mL) with 
LIF detection. Condition: as in Fig. 1(a). 
Relative Fluorescence 
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rHBsAg(preSl+S2+S) formulation is analyzed by HPCE. Other than the much 
higher S/Ns of the peaks in Fig. 2(b) than those in Fig. 2(a), the relative sizes and 
locations of some of the peaks are also different. Most notably, the prominent peak 
at 8.3 min in Fig. 2(b) is not seen in Fig. 2(a) whereas the opposite is valid for the 
doublet centered at 9.0 min. Many other subtle differences are readily apparent on 
close examination. Consequently, since the information contents afforded by 
absorbance and LIF detection are often different, the use of both detection schemes 
in tandem should provide added confidence to the analysis. We note that both of 
the rHBsAg formulations in this study are designated as "pure" by the manufacturer. 
The presence of extraneous components at low concentrations underlines the value 
of HPCE/LIF in the analysis of biopharmaceutical formulations. 
Determination of trace impurities accompanvinp "purified" biopharmaceuticals 
The complex culture media employed in the production of biopharmaceuticals 
contain many potential sources of impurities. Unfortunately, it is possible for a 
highly immunogenic protein impurity present at the ppm level to elicit an allergic 
response in a high percentage of human recipients (21,22). The use of phrases such 
as "as free as possible" in a draft issued by the FDA directly reflects the fact that the 
acceptable level of impurities is actually decided by the best technology available (1). 
Because slab PAGE and lEF with silver staining are insensitive and semi-quantitative 
at best, their use for the determination of protein impurities is unsuitable. Though 
quite sensitive, the utility of ELISA and RIA requires that the identities of all the 
impurities be known beforehand. Therefore, unidentified or unexpected impurities 
will escape detection. This aspect of ELISA and RIA is especially unsatisfactory in 
light of the lack of extensive clinical data in the brief history of recombinant DNA 
166 
technologies. Moreover, multiantigenic ELISAs are time-consuming and labor-
intensive to develop as well as host cell system- and purification process-specific. 
Hence, a slight modification in either the culture condition or purification procedure 
would require the development of an entirely new set of multiantigenic ELISAs (23). 
Although the multicomponent capability and speed of HPLC has been utilized to 
quantify impurities accompanying a "purified" biopharmaceutical (24), the poor 
efficiency of HPLC gives rise to broad peaks, rendering the detection of trace 
impurities difficult. Nevertheless, because of its potential capability of determining 
both previously identified and unexpected impurities, HPLC remains an important 
method for assuring the purity of biopharmaceuticals. 
As in the quantitation of biopharmaceuticals in dosage formulations, the use 
of multiple methods is necessary to establish the criteria of purity for a 
biopharmaceutical preparation. To this end, HPCE has been applied to resolve 
slight structural variants from the biopharmaceutical of interest (7). However, the 
poor sensitivity of absorbance detectors precluded the quantitation of impurities at 
trace levels. With sub-nM LODs, the use of LIF extends the utility of HPCE to this 
crucial aspect of the QC of biopharmaceuticals. Figs.3 and 4 depict, respectively, the 
electropherograms of "purified" rFXIII and anti-TAC where the (b) 
electropherograms are plotted at a sensitivity 1000 times greater than that for the (a) 
electropherograms. The presence of significant amounts of impurities in both rFXIII 
and anti-TAC is obvious. For rFXIII, the recombinant version of the last enzyme to 
become activated in the blood coagulation cascade produced in bakers' yeast, 
HPCE/LIF is the only method capable of quantifying impurities at below the 1% 
level at present. Assuming that the fluorescence quantum yields for the impurities 
are identical to that for rFXIII, the impurity present at the lowest quantity 
Fig. 3 (a). Electropherogram of "purified" rFXIII (0.10 mg/mL or 670 nM). 
Condition: 10 mM Na2B^Oy(aq) at pH 8,1; 65-cm capillary (50-cm 
working length); 28 kV running voltage at injectio end. 
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Fig. 3 (b). Electropherogram of "purified" rFXin (0.10 mg/mL or 670 nM) 
at a sensitivity lOOOX that oin Fig. 3(a). 
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Fig. 4 (a). Electropherogram of "purified" anti-TAC (28 mg/mL or 180 /iM). 
Condition: as in Fig. 3(a). 
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Fig. 4 (b). Electropherogram of "purified" anti-TAC (28 mg/mL or 180 /xM) 























- 0.01 4%(2.4x1 0'®M) 
- 0.027% (4.6x10'®M) 
0.11 7% (2.0x10-^M) 




corresponds to only 0.006% of the total protein content. This translates into a 
concentration of merely 3.8X10"^^ M. Hence, the high sensitivity of LIF detection is 
not superfluous, but essential to detect trace impurities resolved by HPCE. Although 
the sensitivity requirements for anti-TAC, an IgGl hybrid antibody containing 
approximately a 9 to 1 ratio of human to murine sequence and directed against the 
human receptor for interleukin-2, are less stringent, HPCE/LIF is able to provide 
unique information, as HPCE with absorbance detection is not sensitive enough to 
indicate the presence of any of the impurities in Fig. 4(b). In comparison to the 4 
impurity peaks observed here, reversed-phase HPLC assays yielded only 2 impurity 
peaks. Consequently, the orthogonal separation mechanisms of HPCE and HPLC 
are able to establish more stringent criteria of purity for biopharmaceuticals and, 
hence, redefine the meaning of "purified" biopharmaceuticals. Interestingly, the 14-s 
peak width-at-half-height is long for a migration time of about 4 to 5 min. This 
indicates the existence of structural variants amongst the IgGl proteins comprising 
the monoclonal antibody. It is highly conceivable that the stringency of the criteria 
of purity will be extended further when other modes of HPCE, such as lEF, PAGE 
and electrokinetic chromatography, with LIF detection are incorporated into the 
analytical protocols of biopharmaceuticals in the future. 
Monitoring of a vaccine purification process 
Although only "well-characterized" organisms are used to produce 
biopharmaceuticals, the chemical description of the compositions of the production 
systems remains complex. This is especially valid in the case of eukaryotic cells such 
as bakers' yeast (Saccltaromyces cerevisiae) utilized to manufacture rHBsAg (25). 
Because of the complexity and lack of long-term safety records of this expression 
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system, the demonstration of consistency at the various stages of the purification 
process is essential to assuring product integrity and purity (26). Since proteases 
from the host cells may "clip" the expressed product, purification must be completed 
as rapidly as possible. Besides, it is advantageous to be able to provide information 
in real-time to the recovery plant so that prompt feedback decisions can be made. 
As a result, the high speed and efficiency of HPCE have been utilized to 
monitor the various stages in the purification of rHBsAg through acquiring 
electropherograms as "fingerprints" (5). However, accurate and detailed 
"fingerprints" are not possible with absorbance detection. Fig. 5 shows the 
electropherograms at an intermediate stage of a 10-step purification process of 
rHBsAg(preSl+S2+S) obtained by HPCE with absorbance and LIF detection. The 
2 large peaks in Fig. 5(a) are from reagents introduced during purification. 
Noteworthy is that the peak corresponding to the component of greatest interest, 
rHBsAg(preSl+S2+S), appears as just a broad hump laden with noise (see Figs.l 
and 2). Hence, HPCE with absorbance detection is not able to reveal qualitatively 
accurate "fingerprints". As shown in Figs. 5(b) and 5(c), the far richer information 
content of HPCE/LIF is evident. Even though the rHBsAg(preSl+S2+S) peak is 
not fully resolved from other components, a more detailed glimpse of the partially 
purified product is obtained, thereby providing a means of demonstrating consistency 
in the purification process. Once again, the absence of the peaks at 6.8 min as well 
as the difference in appearance between the peak at 4.0 min in Fig. 5(a) and that in 
Fig. 5(b) indicate the unique selectivity of LIF compared to absorbance detection. 
Fig, 5(a). Electropherogram of partially purified rHBsAg(preSl+S2+S) 
(115 Mg/mL protein & 15.5 fig/mL rHBsAg) with absorbance 
detection at 200 nm. Condition: as in Fig. 1(a). 
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Fig. 5(b). Electropherogram of partially purified rHBsAg(preSl+S2+S) 
(115 Mg/mL protein & 15.5 /ig/mL rHBsAg) with LIP detection 

























Fig. 5(c). Electropherogram of partially purified rHBsAg(preSl+S2+S) 
(115 /ig/mL protein & 15.5 fig/mL rHBsAg) with LIF detection 
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Peptide mapping of biopharmaceuticals at hiph sensitivity 
The assurance of the genetic stability of the organism and structural integrity 
of the expressed product is germane to the QC of biopharmaceuticals. For simple 
production systems such as bacteria and yeast, nucleotide sequence analysis and 
peptide mapping are definitive means of detecting subtle mutations and structural 
modifications. In the case of mammalian cells, peptide mapping is the only method 
capable of such tasks, as the recombinant plasmids incorporated into the 
chromosomes of the cells are not easily recovered for nucleotide sequence analysis. 
In addition, peptide mapping is useful for monitoring changes in the positions of 
carbohydrate attachments in glycoproteins. Although powerful reversed-phase HPLC 
methods have been developed and used for separating peptide fragments from the 
enzymatic digestions of biopharmaceuticals (2,6,24,27), methods based on separation 
mechanisms distinct from that for reversed-phase HPLC and capable of resolving 
structural variants not recognized by reversed-phase HPLC are necessary to ensure 
the absence of mutations, proteolytic degradation and variances in post-translational 
modifications. 
As mentioned earlier, the peptide mapping of biopharmaceuticals by HPCE 
has been described (2,3). However, the poor sensitivity of absorbance detectors 
renders the mapping of biopharmaceuticals present at concentrations and masses 
lower than, respectively, 10 /iiM and lug an impossible task. The need for low 
concentration and mass sensitivity in peptide mapping is necessary to minimize 
disturbance of the culture media or purification process during sampling and allow 
the expressed protein to be sequenced even if it is present at very low 
concentrations. The impressive results of Cobb and Novotny (28,29) have shown that 
the sequencing of 2 pmol (4 /iM) of /3-casein using a reactor column filled with a 
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tiypsin-immobilized agarose gel followed by analysis with microcolumn HPLC or 
HPCE is attainable. However, the poor sensitivity of absorbance detectors and the 
required sample-handling prevented further decrease in sample size. Although LIF 
detection of labeled peptides after digestion has been attempted, derivatization 
necessitates dilution, thereby increasing the initial sample size compared to no 
derivatization (29). Recently, Amankwa and Kuhr (30) have succeeded in carrying 
out digestion reactions in SO-jum i.d. trypsin-immobilized open tubes and, hence, 
opened up the feasibility of performing online digestion and separation. 
Nonetheless, the need to label the peptide fragments with fluorophores in order to 
detect them necessitates dilution and imposes a lower limit to sample size. 
The problems associated with the detection of peptides in microcolumn HPLC 
or HPCE can be addressed by native fluorescence detection which retains the 
sensitivity of LIF detection with labeling while obviating the effects of dilution during 
derivatization (17). As a model system, we have obtained the HPCE-separated 
peptide maps of conalbumin with absorbance and native fluorescence detection (Fig. 
6). Not surprisingly, the electropherogram obtained with absorbance detection 
possesses more peaks than that with fluorescence detection (33 vs 18). This is 
because native fluorescence detection is selective for only tryptophan- and/or 
tyrosine-containing peptides whereas absorbance detection is able to detect all the 
fragments. Given the large size of conalbumin (MW 77,700 (31)), a complete 
separation of all the peptide fragments is not obtained here. Nevertheless, only 150 
amol of conalbumin from a sample solution concentration of 0.13 /iM is injected into 
the capillary. By inspection, HPCE/LIF should be able to analyze as little as 70 amol 
of a conalbumin digest injected. On the other hand. Fig. 6(a) shows that the LOD 
with absorbance detection (70 fmol) is at least 1000 times that with native 
Fig. 6(a). Electropherogram of tryptic digestion of conalbumin (0.13 mM 
or 150 £mol injected) with absorbance detection. Condition: as 
in Fig. 1(a) except 25 mM sodium phosphate at pH 6.4. 
Relative Absorbance 
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Fig. 6(b). Electropherogram of tiyptic digestion of conalbumin (0.13 /iM 
or 150 amol injected) with LIF detection. Condition: as 
in Fig. 6(a). 
Relative Fluorescence 







fluorescence detection. As a result, the online coupling of digestion and separation 
by HPCE followed by detection with native fluorescence without derivatization (30) 
could lower the total protein sample requirement for peptide mapping to the 10- to 
100-amol level in the future. Moreover, with native fluorescence detection, the 
problems accompanying messy derivatization reactions are also avoided. 
In order to demonstrate the utility of HPCE with native fluorescence 
detection to the peptide mapping of biopharmaceuticals, tryptic maps of rFXIII are 
shown in Fig. 7. Once again, the electropherogram obtained with absorbance 
detection is considerably more complicated than that with native fluorescence 
detection. Consequently, HPCE with native fluorescence detection not only allows 
the use of much smaller quantities of samples, but the peptide maps are also 
simplified. We note from Fig. 7(b) that the LOD for the tryptic digest of rFXIII is at 
worst 60 amol (or 40 nM) which is roughly 1000 times lower than that with 
absorbance detection (see Fig. 7(a)). Because of its selectivity for tryptophan- and/or 
tyrosine-containing peptides, a drawback of HPCE with native fluorescence detection 
is that peptides devoid of both tryptophan and tyrosine residues and, hence, any 
structural changes in them will escape detection. Consequently, the proper role of 
HPCE with native fluorescence detection in the QC of biopharmaceuticals should be 
that of a rapid and sensitive technique for the preliminary screening of genetic and 
structural changes in the expressed protein during incubation and purification. When 
concentration detection sensitivity is not an issue, HPLC and HPCE with absorbance 
detection should be the preferred alternatives. 
Fig. 7(a). Electropherogram of tryptic digestion of rFXIII (80 /xM 
or 120 finol injected) with absorbance detection. Condition: as 
in Fig. 6(a). 
Relative Fluorescence 
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Fig. 7(b). Electropherogram of tryptic digestion of rFXIII (80 nM 
or 120 amol injected) with LIP detection. Condition: as 




Potency assays of biopharmaceuticals 
As the measurement which assesses the activity of a biopharmaceutical, 
potency assays determine the effectiveness of the product. While potency assays 
based on animal models and cell-line proliferation are expensive, time-consuming, 
labor-intensive and unreliable, the development of meaningful in vitro biomimetic 
assays, where the proposed biological effect of the drug is mimicked by other means, 
provides a solution to the problem of gauging the efficacy of biopharmaceuticals (23). 
Because of the characteristics of rapidity, simplicity and reproducibility of most 
chemical reactions, the chemical action of a biopharmaceutical is an obvious 
candidate from which biomimetic assays can be derived. Therefore, it is important to 
develop rapid, labor-saving, accurate and reliable methods by which biochemical 
reactions can be monitored. 
As an example toward the development of such potency assays based on 
HPCE/LIF, we have studied the kinetics of rFXIII activation by «-thrombin in the 
presence of Ca^"^. The activated form of rFXIII, rFXIIIa, catalyzes the formation of 
Y-glutamyl-e-lysyl peptide cross-links between polypeptide chains in adjacent fibrin 
monomers and between fibrin and other plasma proteins in the last stage of the 
blood coagulation cascade (32). rFXIII exists as a dimer (a2) which, in the presence 
of Ca^"^, is catalyzed by a-thrombin to give rFXIIIa and an activation peptide (AP), 
as depicted in Scheme I (33,34). 
Various methods have been utilized to study the kinetics of rFXIIIa 
formation. Precipitation (35), chromatography (36,37), PAGE (38), radioactivity 
assay (39) and fluorometric assay through dansylcadaverine incorporation (40) are 
either slow, indirect, insensitive or inaccurate. Here, HPCE with native fluorescence 
detection is used to study the kinetics of rFXIIIa formation in real-time. Fig. 8 
Scheme 1 




a 2= rFXIIIa with both APs cleaved off 
a a= rFXIIIa with one AP cleaved off 
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contains some typical electropherograms obtained by directly sampling the reacting 
mixture. In Fig. 8(a), the electropherogram revealing the composition of the mixture 
immediately after the addition of «-thrombin and Ca^^ to rFXIIIs is depicted. The 
tallest peak in the middle corresponds to rFXIII whereas the sharp peak to its left is 
from «-thrombin. The small hump on the right is due to an impurity in the form of 
rFXIIIa which forms slowly from rFXIII on storage (see Fig. 3). Even though rFXIII 
is present at a concentration of only 6.1 /xM, the S/N is excellent with LIF detection 
while the same is not valid with absorbance detection (data not shown). As the 
reaction progresses, the size of the peaks representing both «-thrombin and rFXIII 
becomes smaller and smaller whereas the opposite applies to the peaks from 
rFXIIIa. Since rFXIII is gradually converting to rFXIIIa, the decrease and increase 
in the sizes of the peaks from, respectively, rFXIII and rFXIIIa are expected. 
Rather surprising, however, is the decreasing size of the «-thrombin peak as the 
reaction proceeds. An explanation for this is that the newly formed rFXIIIa 
catalyzes the formation of cross-links between «-thrombin and itself or other 
proteins, including rFXIII and rFXIIIa, thereby giving rise to species with 
electrophoretic mobilities similar to those of rFXIII and rFXIIIa. (This is a 
consequence of the fact that «-thrombin (MW 33,580) is small compared to rFXIII 
(MW 166,000).) The catalytic activity of rFXIIIa on itself and the other proteins 
resulting in the formation of polymeric species is consistent with the broad features 
of the slow-migrating peaks in the electropherograms obtained in the later stages of 
the reaction. This is because heterogeneous species often possess distinct 
electrophoretic mobilities and, hence, migration times (41). The fact that the peaks 
corresponding to rFXIIIa are not sharp indicates that species other than a*a or a*2 
are present. 
Fig. 8(a). Electropherogram of rFXIII (6.1 /uM) reaction mixture immediately 
after mixing. Condition: as in Fig. 3(a). 
Relative Fluorescence 
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Fig. 8(b). Electropherogram of rFXin (6.1 nM) reaction mixture 60 
after mixing. Condition: as in Fig. 3(a). 
Relative Fluorescence 
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Fig. 8(c). Electropherogram of rFXIII (6.1mM) reaction mixture 120 min after mixing. 








Fig. 8(d). Electropherogram of rFXIII (6.1/iM) reaction mixture 180 min after mixing. 
Condition: as in Fig. 3(a). 
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To demonstrate the capability of HPCE/LIF to acquire data in real-time, the 
peak areas from rFXIII and rFXIIIa are plotted against reaction time in Fig. 9. 
Because of the speed of HPCE, rapid sampling and, hence, detailed temporal 
profiles of the reacting mixture is possible. As it took all the components less than 6 
min to migrate past the detection region, sampling intervals much shorter than the 15 
min employed here are certainly feasible. We note that both sets of peak areas 
exhibit exponential trends and the scatter of the data in the early stages of the 
reaction is quite small. As the reaction time increases, however, the scatter of the 
rFXIII peak areas remains small while that of rFXIIIa is noticeably greater. This 
might be caused by increased integration errors due to the broad and irregular 
features of the rFXIIIa peaks in the later stages of the reaction. It is also of interest 
to point out that an equilibrium between rFXIII and rFXIIIa is attained as reaction 
time approaches infinity and that the concentration of rFXIII at infinite reaction time 
comprises a substantial fraction of the initial concentration. 
As a*a and a*2 possess identical specific activities, the observed activity (A) 
and reaction time (t) are related by (33): 
- to(l - A/yy = HkMcJ (I) 
where Aj represents the activity at infinite reaction time, the specificity 
constant of the reaction and c^ the concentration of a-thrombin. Assuming that the 
fluorescence quantum yields of a*a, a*2 and their cross-linked species are identical, 
equation (1) can be expressed as: 
- ln(l - AJA^ = (2) 
where Ag and A^j denote, respectively, the areas of the peaks in the 
electropherogram from a*a, a*2 as well as their cross-linked species during the 
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experiment and at infinite reaction time. One could measure the increase in the 
activity of rFXIIIa by monitoring either the increase in rFXIIIa or decrease in 
rPXIII. This is possible because (l-Ag/Agf) can be approximated by Aj/Aj^ when Aj 
is much greater than Ajj, where Aj, Aj^ and Ajj represent, respectively the peak 
areas from rPXIII during the reaction, at the start of the reaction and at infinite 
reaction time. To extract ("(l-A^/Ag^) and ln(A/A;Q) are plotted against c„t 
(Fig. 10). Not surprisingly, the plot of ln(A/A(Q) versus c^t deviated from linearity at 
large c^t values, as the assumption that Aj is much greater than Ajj breaks down. 
Despite the increased scatter due to, as discussed earlier, integration errors, the plot 
of ln(l-Ag/Ag^) versus c^t remains linear even for large c^t values. This provides 
support for the contention that the fluorescence quantum yields of a*a, a*2 and their 
cross-linked species are similar and, indeed, the scatter of the data at large c^t values 
stems from integration errors. 
To avoid errors arising from non-linearity and scatter, only the early portion 
of the data in Fig. 10 is subjected to regression analyses. Good coefficients of 
correlation of 0.95 and 0.98 for, respectively, the ln(l-Aa/Ag^) and ln(Aj/Ajo) versus 
c^t plots are found. From the slopes of the plots in Fig. 10, k^^i/K^ is found to 
assume the values of 2.2X10^^ and 2.6X10'* which are in reasonably close 
agreement in light of the assumptions made. The ability of HPCE/LIF to extract the 
same kinetic information from multiple observables in a single experiment offers 
added confidence to the analysis. Since the present experiment was performed at 
room temperature, the poor agreement with the 1.2X10^ M'^s"^ found by other 
methods carried out at 37°C is not unexpected, as k^g^/K^ increases rapidly with 
temperature (33). 
Although the present method is not a direct assay for biological activity and 
Fig. 10. Plots of In(A|/Ajg) and ln(l-Ag/Ag^) versus reaction time. 
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the biochemical reaction chosen may not be the most meaningful one, it does 
illustrate the immense potential of HPCE/LIF in the development of biochemically 
based in vitro biomimetic assays. For instance, it is conceivable that HPCE/LIF may 
be used to obtain kinetic information on the transamidation reaction between fibrin 
monomers, which mimics the most significant function of rFXIII more closely than 
merely the activation of rFXIII. Alternatively, if good correlations between 
HPCE/LIF-based assays and more direct bioassays are found, the replacement of 
bioassays with HPCE/LIF analyses promises to dramatically reduce the cost of 
potency assays through the feasibility of automation. 
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CONCLUSION 
The elusive combination of high speed, separation efficiency and detection 
sensitivity in the analysis of protein mixtures has finally become a reality. HPCE with 
laser-induced native fluorescence detection proves to be a powerful method capable 
of solving many important problems encountered in the QC of biopharmaceuticals 
not tenable previously. HPCE/LIF is able to impose more stringent criteria of purity 
on biopharmaceuticals and serve as a rapid, automated as well as quantitative means 
of assaying biopharmaceuticals in dosage formulations. In conjunction with 
developments in online digestion and separation technologies, HPCE/LIF promises to 
lower the speed and quantity of biopharmaceuticals required for assuring genetic and 
structural stability through peptide mapping. Finally, the urgent quest for techniques 
which can monitor biochemical reactions used in biochemically-based in vitro 
biomimetic assays in real-time for assessing the potency of biopharmaceuticals is 
fulfilled by the capability of HPCE/LIF in obtaining kinetic information on drug 
activity using a multi-parametric approach. 
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PAPER VI. 
MICELLAR ELECTROKINEnC CHROMATOGRAPHIC 
SEPARATION AND LASER-INDUCED FLUORESCENCE DETECTION OF 
2 -DEOXYNUCLEOSIDE S'-MONOPHOSPHATES OF 
NORMAL AND MODIFIED BASES 
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INTRODUCTION 
In the past few years, capillary electrophoresis (CE) has emerged as a promis­
ing bioanalytical technique (1). In capillaiy zone electrophoresis (CZE), separation 
is effected by the distinct electrophoretic mobilities of analytes and, as a conse­
quence, only charged species can be resolved (2). Micellar electrokinetic chroma­
tography (MEKC) is a major subdivision of CE (3). A surfactant at concentrations 
greater than its critical micellar concentration is added to the buffer solutions. 
Neutral analytes can be resolved as separation is based upon differences in parti­
tioning behavior between the aqueous and the micellar phases. However, the mech­
anism of separation for ionic species is a convolution of both electrophoretic mi­
gration and partitioning. Hence, MEKC introduces additional selectivity in the 
separation of charged species with very similar electrophoretic mobilities. 
The application of CE to the analysis of nucleosides and nucleotides is well 
documented (4-15). Detection in CE can utilize modified UV-VIS HPLC detectors, 
conductance, electrochemical (EC), ^^P-radiochemical (RC) and fluorescence (FL) 
methods along with mass spectral interfacing. The more general detection tech­
niques such as UV-VIS absorbance and conductivity method lack the sensitivity 
necessary to be broadly applicable to CE. EC detection offers much higher sen­
sitivity but its application is limited by the fact that only electroactive species are 
amenable to detection. Detection of nucleic acids by RC has been restricted, thus 
far, to the a-^^P labeled triphosphates of A, C and T (11). Detection by mass 
spectral interfacing involves costly instrumentation and lacks adequate sensitivity. 
On-column fluorescence detector is not yet commercially available. Kuhr and Yeung 
(13) reported detection of 5 '-monophosphates of normal ribonucleosides by indirect 
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laser-induced fluorescence detection (LOD 70 attomole, S/N = 3). Due to the lower 
background and higher signal-to-noise ratio, further improvement in detection 
sensitivity is expected using laser-induced direct detection of fluorescent labeled 
nucleotides. 
Kelman et al. (16) developed a novel assay for DNA damage by combining 
enzymatic digestion of DNA with fluorescence postlabeling (16). Briefly, DNA is 
digested enzymatically to 2'-deoxynucleoside-5'-monophosphates with normal bases 
(dNmp, N = A,C,G,T) and modified bases. The modified nucleotide is enriched 
from dNmp by HPLC and labeled with a fluorescent tag. The labeled nucleotides 
are analyzed by HPLC with fluorescence detection. The labeling procedure involves 
5'-phosphoramidation with ethylenediamine followed by in-situ conjugation of the 
free amino end with dansyl chloride. The efficiency of the labeling procedure is 
quantitative and has been found to work well with both normal as well as polar, 
alkylated and bulky aromatic modified nucleotides such as 8-hydroxydGmp (8-
OHdGmp), 5-methyldCmp (5-MedCmp) and 8-(N-2-acetylaminofluorene)dGmp (8-
AAFdGmp) respectively. 8-OHdGmp is one major modified nucleotide identified 
when DNA is exposed to ionizing radiation (17). 5-MedCmp is the only naturally 
occurring modified nucleotide yet found in mammalian DNA. A large body of 
experimental data suggest the association of DNA methylation with gene activity 
(18). 8-AAFdGmp is the major adduct of DNA modification by the chemical 
carcinogen N-acetoxy-N-2-acetylaminofluorene (19). Using conventional HPLC with 
a conventional fluorescence detector, the sensitivity of the fluorescence postlabeling 
assay allowed detection of one modified nucleotide per 10^ normal nucleotides from 
a 100 fig DNA sample (20). In order to enhance the detection sensitivity, a fluores­
cent detector with helium-cadium CW laser as an excitation source has been de-
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veloped with the cell design of Kuhr and Yeung (21). Analysis of the dansylated 
nucleotides by microbore HPLC coupled to the laser-induced fluorescence detector is 
currently under investigation. 
In this context, MEKC appears to be the ideal method for the analysis of 
dansyl-labeled nucleotides and their structurally similar derivatives. In the present 
work, the extremely high sensitivity of laser-induced fluorescence (LIF) detection is 
combined with mixed mode MEKC separation to allow the determination of modi­
fied nucleotides in the presence of normal nucleotides at the attomole level. 
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MATERIALS AND METHODS 
Chemicals 
dNmp and 5-MedCmp were obtained from Sigma Chemical Co. (St. Louis, 
MO). 8-OHdGmp and 8-AAFdGmp were synthesized as reported earlier (19,20). 
Dansylation of the monophosphates and the calf-thymus DNA digest were carried 
out as described previously (16). Sodium dodecyl sulfate (SDS) was purchased from 
Gallard-Schesinger Industries (Carle Place, NY) and was recrystallized twice from 
95% ethanol before use. 
Capillary electrophoresis 
The CE instrument used has been described previously (21). A 75-cm fused-
silica capillary (20 /xm i.d.; 150 /im o.d.; PolyMicro Technologies, Phoenix, AZ) was 
rinsed with a 50/50 (v/v) methanol/water mixture for 30 min followed by a 0.05 M 
aqueous sodium hydroxide solution for the same period of time. After equilibrating 
for 24 hr with the buffer solution (0.010 M Na2HP0^; 0.007 M Na2B^0^; 0.045 M 
SDS; pH 9.0), the capillary was ready for use. All separations were performed at 30 
kV and samples were injected hydrodynamically by raising the level of the sample 
vial 32 cm above the exit end for 6.0 min. (injected volume = 6 nL). 
Fluorescence detection 
Several important differences exist between the previous and present setups 
(21). An argon ion laser (Model 2045 Spectra-Physics, Mountain View, CA) 
operating at 350 nm was used to excite on-column fluorescence. The beam passes 
through a laser power stabilizer (Cambridge Research and Instrumentation, Cam-
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bridge, MA) and then through a band-pass filter (Type UG-1; Schott Glass Technol­
ogies, Duryea, PA) to remove plasma emission lines before it was focused on the 
capillary. 3 Schott long-pass filters (1 CG435 and 2 CG455) were employed to 
remove scattered light and the detection region was located at 15 cm from the 
cathodic end of the capillary. 
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RESULTS AND DISCUSSION 
Fig. 1 is an electropherogram showing the separation of a mixture of dansyl 
dNmp, 8-OHdGmp, 5-MedCmp and 8-AAFdGmp prepared from HPLC-purified 
samples. Separation of the first 6 components took less than 10 min while the whole 
separation was completed in approximately 16 min. The peak at 7.6 min resulted 
from S-dimethylaminonapthalene sulfonate (deprotonated form of dansyl hydroxide) 
whereas the broad, short peak at about 15.8 min was probably due to polymers. 
Both are derivatized forms of impurities that were still present in the HPLC-purified 
samples. Other than this, baseline separation of all the components was achieved. 
The unusually long migration time of dansyl 8-AAFdGmp relative to the other 
components can be understood in terms of the more hydrophobic nature of the 
former arising from its fluorenyl moiety, which favorably enhances the partitioning of 
dansyl 8-AAFdGmp into the slow-moving micellar phase. The fact that the pyrimi-
dine derivatives (dansyl dCmp and dTmp) as well as the purine derivatives (dansyl 
dAmp and dGmp) possessed similar migration times is not surprising in light of the 
strong resemblances in their structures. The same reasoning applies to the close 
proximity of the peaks representing dansyl dGmp and its 8-hydroxy-derivative. In 
fact, dansyl dCmp and dTmp could not be resolved at a wide range of solution 
acidities based solely upon differences in their electrophoretic mobilities when 
micelles were not used (data not shown). This illustrates the ability of MEKC in 
resolving components with very similar electrophoretic mobilities through the 
introduction of an additional parameter to the separation mechanism namely, 
selective partitioning between the aqueous and micellar phases. The high efficiency 
of MEKC can readily be appreciated by comparing the theoretical plate number of 
Fig. 1. MEKC-LIF analysis of deprotonated dansyl hydroxide (a), danqr dTmp (b), dansyl 
dCmp (c), dansyl 5-MedCmp (d), dansyl dAmp (e), dansyl dGmp (f), dan^l 8-OH 
dGmp (g) and dansyl 8-AAFdGmp (h). 
Relative Fluorescence 
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120,000 for dansy] dTmp obtained in the present work with that of 5,000 in an HPLC 
separation where dansyl dCmp and dGmp were not totally resolved. This is despite 
the shorter analysis time of 9.5 min with MEKC relative to the 19 min required for 
the HPLC procedure in the determination of the dansyl dNmp (16). 
Depending on the sample preparation steps, it may be desirable to use larger 
capillaries so that the injection volume can be increased. The same separation was 
attempted using a 50-jnm i.d. capillary, but adequate resolution of the components 
was not possible at 30 kV. In addition, it v/as noticed that as the applied potential 
decreased, a corresponding improvement in the separation was realized. Baseline 
resolution of all the components was achieved at 10 kV (data not shown) with an 
analysis time 3 times that with the 20-/xm capillary at 30 kV. The fact that higher 
separation efficiencies at 30 kV were possible with the 20-Mm capillary than with the 
50-fim one can be explained by the reduced heating of the 20-/iim capillary due to its 
smaller i.d. This is because roughly 6 times more Joule heat is generated in a 50-jLtm 
capillary than a 20-jtim one, resulting in serious zone broadening due to turbulent 
mixing in the former. In a theoretical study of MEKC, efficiency for analytes which 
partition poorly into the micellar phase is predicted to increase with applied potential 
(22). Indeed, this is the case for the 20-/im separation in the present study, where 
the same separation carried out at 15 kV showed poorer efficiency (data not shown) 
than at 30 kV. The discussion above points to the importance of LIF in MEKC 
because the separation power does not have to be compromised to maintain useful 
sensitivity and speed of analysis, which would have been the case when wider 
capillaries, necessary for conventional FL, UV and RC detection schemes, were used. 
The remarkably high sensitivity of LIF is demonstrated in Fig. 2 where the 
peak represents dansyl dTmp. As expected from the more hydrophobic 
Fig. 2. Electropherogram showing detection of 6 amol of danqrl dTmp. 
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environment, the fluorescence signal increased in the presence of micelles. However, 
the background signal also increased (scattering and impurity fluorescence). So, net 
detectability was not influenced by the micelles. According to the method of Knoll 
(23), the limit of detection (LOD) for dansyl dTmp here is estimated to be 6 amol or 
roughly 4 million molecules. From Fig. 1, the variations in sensitivity among the 
dansyl dNmp are all within 26% of that for dansyl dTmp. It is, therefore, reasonable 
to expect similar LODs from the remaining components. Table 1 contains a sum­
mary of the state-of-the-art LODs with various detection schemes coupled to HPLC 
or CE in the determination of derivatized or native nucleosides (N), nucleoside-5'~ 
monophosphates (Nmp), nucleoside-5'-diphosphates (Ndp), nucleoside-5'-triphos­
phates (Ntp), 2'-deoxynucleoside (dN), dNmp, 2'-deoxynucleoside-5'-diphosphates 
(dNdp) and 2'-deoxynucleoside-5'-triphosphates (dNtp). Several interesting points 
are noted. First, the mass LODs obtained with CE are typically 5 orders of mag­
nitude lower than those with HPLC when the same type of detection scheme is 
employed. This is primarily a consequence of the smaller sample size and peak 
volumes of CE versus conventional HPLC. A comparison of the concentration 
LODs shows only a difference of one order of magnitude. In the case of the 
concentration LODs with FL, the 10-time improvement in CE over HPLC is prob­
ably due to the employment of LIF and the sharper peaks in the former versus a 
conventional FL detector in the latter. Secondly, the LODs of FL or RC are often 
1000 times lower than that of UV. The explanation for this is that FL and RC 
measurements are, in theory, shot-noise-limited whereas UV detection is frequently 
hindered by flicker noise. Thirdly, the mass LOD in the present study is better than 
those with HPLC-FL by 3 x 10^ times, HPLC-UV by 3 x 10® times, CE-UV by 1 x 
lO'^ times and matches the 7 amol level obtained for adenosine-5'-triphosphate 
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Table 1. State-of-the-art Limits of Detection with HPLC and CE 
HPLC CE 
absorption amount/mol 2 x 10"^ ^ 7 x 10"^'* ^ 
concentration/M 2 x 10 '* ® 3 x 10'^ ^ 
electrochemical amount/mol 2 x 10'^^ — 
concentration/M 2 x 10'® ® — 
fluorescence amount/mol 2 x 10"^^ ^ 6 x 10"^® ® 
concentration/M 2 x 10'® ^ 1 x 10"^ ® 
radiochemical amount/mol — 7 x 10'^® ^ 
concentration/M — 1 x 10'^® ^ 
^From reference 6 for dansyl dNmp 
^From reference 5 for dAmp, dCmp, dGmp, dUmp 
^From references 26, 27 for 8-OHdG 
^From reference 16 for dansyl dNmp 
®This study 
%rom reference 11 for Atp, Ctp, Ttp 
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(Atp), cytidine-5'-triphosphate (Ctp) and thymidine-S'triphosphate (Ttp) labeled 
with in a CE-RC scheme (11). Fourth, CE-RC can separate and detect ^^P-
labeled Atp, Ctp and Ttp present at a concentration of 10"^® M, an order of magni­
tude lower than that for CE-LIF which, in turn, is still 20 times better than HPLC-
FL, 3 X 10^ times CE-UV and 2 x 10^ times HPLC-UV. However, a procedure has 
not been devised to assay DNA damage in the form of ^^P-labeled dNmp, dNdp or 
dNtp using CE-RC at the present moment, even though separation of dAmp, dGmp, 
dTmp and dCmp with CE (5) and enzymatic labeling of 8-OHdG with y-^^P tagged 
Atp (2) have already been accomplished. Furthermore, in our studies using 50-/xm 
capillaries, a concentration LOD of 10'^® M was also obtained. This is due to the 
larger signals and improved stray-light rejection. So, if a longer analysis time is 
acceptable (see above), FL is competitive with RC detection. Fifth, assuming the 
modified forms of the nucleotides possess similar sensitivities as the unmodified 
versions, what was mentioned previously regarding the LODs of the latter is also 
applicable to the former. Sixth, HPLC-EC offers a mass and concentration LOD for 
8-OHdG (24) which are inferior to those of CE-LIF by 3 x 10*^ and 20 times respec­
tively. 
It has been claimed that ^^P-postlabeling (25) and HPLC-FL (20) each allows 
the detection of 1 residue of 8-OHdG in 10^ normal nucleotides from a 100 fig size 
DNA sample. Using the same argument, CE-LIF is able to detect 1 residue in 10^ 
normal nucleotides from a 3 /ug size DNA sample. In practice, this kind of sensitivity 
is difficult, if not impossible, to demonstrate because a procedure capable of selec­
tively removing a large portion of the components excluding the 8-OHdG residue has 
to be devised, such that the peak of dansyl 8-OHdGmp at its LOD can still be 
discerned in the presence of peaks due to all the other components in the same 
Fig. 3(a). Electropherogram of danqrl dNmp (1(P excess), dansyl S-OHdGmo fel 
dansyl 5-MedCmp (d). 
Relative Fluorescence 







Fig. 3(b). Electropherogram of dansyl dNmp (# excess), dansyl 8-OHdGmp (g) 
dansyl 5-MedCmp (d). 
Relative Fluorescence 
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electropherogram. Fig. 3a shows the detection of dansyl S-OHdGmp and 5-Me-
dCmp, each present at a concentration 10^ times smaller than those of dansyl dNmp. 
One can clearly distinguish the peaks corresponding to dansyl 8-OHdGmp and 5-
MedCmp albeit peaks resulting from impurities in the dansyl dNmp samples can be 
seen. However, the same cannot be said about Fig. 3b which depicts an electro­
pherogram of dansyl 8-OHdGmp and 5-MedCmp with lO'* times more dansyl dNmp 
present. Hence, the practical LOD for both 8-OHdGmp and 5-MedCmp in the 
presence of an excess of dNmp that can be attained by fluorescence postlabeling 
(16), as proposed by Sharma et al. (20), with CE-LIF lies between a normal to 
modified nucleotide ratio of 10^ and lO'^. Therefore, prior to labeling, the enrich­
ment of the modified nucleotide from the normal nucleotides in the digest is critical 
to the success of DNA damage studies by CE at its detection limit. 
Because of the large quantity of excess reagents relative to analytes, it is 
crucial that the dansylated impurities elute far from the analytes of interest in the 
analysis of real samples which have not been purified with HPLC. Otherwise, the 
analyte baseline would be obscured by peaks from the impurities. With CZE (i.e. in 
the absence of micelles, data not shown), the major impurity peak not only eluted 
before those of the analytes, but the impurities also appeared to adhere strongly to 
the inner wall of the capillary, resulting in severe tailing. This renders the identifi­
cation and quantitation of the analytes impossible. Fig. 4 shows the electrophero­
gram of a dansylated mixture of dNmp from a digested calf-thymus DNA sample, 
using the same labeling scheme and analyzed with MEKC-LIF. Prominent in the 
electropherogram is the large peak due to the ionized form of dansyl hydroxide (a), 
which has been identified as a major impurity in the derivatization process (5). In 
contrast to CZE, MEKC was able to slow down the rate of migration of most of the 
Fig. 4. MEKC-LIF analysis of dansylated calf-thymus DNA digest. 
Relative Flu ores cen ce 
LZZ 
238 
major impurities (with the exception of the ionized form of dansyl hydroxide) and 
allowed resolution of all the dansylated analytes. Although tailing of the late-eluting 
impurity peaks persisted, the extent of tailing was dramatically reduced compared to 
HPLC. This is probably the result of the stronger partitioning of the impurities into 
the micellar rather than the aqueous phase. The relative migration times of the 
impurities in MEKC and CZE suggest that the impurities are more hydrophobic in 
nature than the dansylated analytes due to the fact that hydrophobic compounds 
partition well into the slow-moving micelles. This, in turn, lends support to the 
polymeric character of the late-eluting impurities. Naturally, the size of these 
impurity peaks can be substantially reduced if one limits the amount of excess 
reagents during the derivatization step. The long migration time of the major 
impurities can be circumvented by flushing out the column (hydrodynamically) 17 
minutes into each run to speed up the analysis. 
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GENERAL SUMMARY 
As scientists begin to unravel the complexities of biological processes through 
chemical descriptions, the urgent need for a new generation of analytical techniques 
capable of tackling the often complicated biological matrices becomes obvious. 
Because of the tremendous potential that capillary electrophoresis holds in the 
determination of biomolecules, further development of the technique could 
accelerate the already rapid progress that is being made in the biological sciences. 
To this end, the demonstration of high detection sensitivity for an important class of 
biomolecules such as proteins in capillary electrophoresis vastly expands the utility of 
the technique to a myriad of biological systems. On the other hand, the finding that 
morphologically homogeneous entities such as human erythrocytes actually possess a 
wide spectrum of chemical personalities raises interesting but yet unsettling questions 
regarding the meaning of macroscopic measurements. The presence of the migration 
indices fills the voids from the absence of order in the transfer of information 
obtained in capillaiy electrophoresis. The case of the missing analytes during 
electrokinetic injection from samples with distinct conductivities is almost exactly 
solved by the concept of field-amplification. While our understanding of both the 
ramifications and mechanics of capillary electrophoresis has been enhanced through 
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