Vendor managed inventory replenishment is a business practice in which vendors monitor their customers' inventories, and decide when and how much inventory should be replenished. The inventory routing problem addresses the coordination of inventory management and transportation. It needs to be solved to design a strategy that realizes the potential savings in inventory and transportation costs brought about by vendor managed inventory replenishment. The inventory routing problem is hard, especially if a large number of customers is involved. We formulate the inventory routing problem as a Markov decision process, and we propose approximation methods to find good solutions with reasonable computational effort. Computational results are presented for the inventory routing problem with direct deliveries.
Introduction
The inventory routing problem (IRP) is one of the core problems that has to be solved when implementing the emerging business practice called vendor managed inventory replenishment (VMI). VMI refers to the situation where the replenishment of inventory at a number of locations is controlled by a central decision maker (vendor) that manages a fleet of vehicles. The central decision maker can be the supplier, and the inventory can be kept at independent customers, or the central decision maker can be a manager responsible for inventory replenishment at a number of warehouses or retail outlets of the same company. In this paper the central decision maker is called the supplier, and the inventory locations are referred to as the customers.
VMI differs from conventional inventory management in the following way. In conventional inventory management, the customers monitor their own inventory levels, and when a customer thinks that it is time to reorder, an order for a quantity of the product is placed at the supplier. The supplier receives these orders from the customers, prepares the product for delivery, and makes deliveries using the fleet of vehicles.
Conventional inventory management has several disadvantages. It is typical for orders not to arrive uniformly over time. For example, one of the suppliers we worked with used to receive a rush of orders on Mondays. The conjecture was that many customers tend to check their inventory levels on Mondays, and then place orders. The result of this nonuniform order arrival pattern is that the supplier's resources, such as the production and storage facilities, as well as transportation resources, cannot be utilized well over time.
For example, the supplier's resources would be stretched to the limit on Mondays and Tuesdays, after a large number of orders have arrived, and would be relatively idle during the rest of the week. Another related phenomenon causes a disadvantage for the customers. Some customers place apparently urgent orders when other customers place orders that are really urgent. Since the supplier does not know the inventory levels at the customers, the information needed to compare the real urgency of different orders is not available. Also, the supplier is only responsible for delivering product on order to the customer, and not for maintaining a desirable inventory level at the customer, and hence, even if the supplier were provided with the inventory level data, there would not be a strong incentive for the supplier to find the optimal trade-off between the inventory needs of the different customers. Consequently really urgent orders may be delayed because of a lack of information and incentive, and a high demand on the supplier's resources.
In VMI, the supplier monitors the inventory at the customers. This is made possible with modern equipment that can both measure the inventory at the customers and communicate with the supplier's computer. The rapidly decreasing cost of this technology has probably made a significant contribution to the increasing popularity and success of VMI. The supplier is responsible for maintaining a desirable inventory level at each customer, and decides which customers should be replenished at which times, and with how much product.
To make these decisions, the supplier has the benefit of access to a lot of relevant information, such as the current (and possibly past) inventory levels at all the customers, the customers' demand behavior, the customers' locations relative to the supplier and relative to each other and the resulting transportation costs, and the capacity and availability of vehicles and drivers for delivery.
It is thus not surprising that VMI has several advantages for the supplier over conventional inventory management. First, VMI may lead to reduced production and inventory costs. By implementing VMI, the supplier can usually obtain a more uniform utilization of resources. This reduces the amounts of resources required and increases the productivity of the resources. It also reduces the amount of inventory the supplier has to keep to achieve a desirable level of customer service. Second, VMI may reduce transportation costs beyond the reduction achieved by a more uniform utilization of transportation capacity. By proactive planning based on the additional available information instead of reactive response to customers' orders as they arrive, it may be possible to increase the frequency of low-cost full truckload shipments and decrease the frequency of high-cost less-than-truckload shipments. Furthermore, it may be possible to use more efficient routes by coordination of the replenishment at different customers close to each other. Third, VMI may increase service levels, measured in terms of reliability of product availability, which is also an important benefit for the customers. As discussed, under conventional inventory management the supplier does not have the information to prioritize urgent orders from different customers. With VMI, the supplier does have the information to know which nonurgent deliveries can be postponed to accommodate urgent deliveries.
Similarly, the supplier does have the information to know which customers may receive smaller-than-usual replenishments to enable larger-than-usual replenishments at other customers in dire need. Also, the supplier has an incentive to find a good trade-off between the inventory needs of the different customers. Thus two advantages of VMI for customers are more reliable product availability, and the fact that customers have to devote fewer resources to monitoring their inventory levels and placing orders than under conventional inventory management.
The benefits of VMI are made possible by the increased availability of relevant information for the decision maker, and by the increased coordination made possible by centralized decision making. However, for these benefits to be realized to their full potential, the central decision maker should be able to take the increased amount of information into account to make good decisions. This is a very complex task, as the resulting decision problems turn out to be extremely hard. In this paper we study the core decision problem that has to be addressed when implementing VMI, namely the inventory routing problem, and we propose methods for obtaining good decisions.
The inventory routing problem (IRP) addresses the coordination of inventory replenishment and transportation. Specifically, we study the problem of determining optimal policies for the distribution of a single product from a single supplier to multiple customers. For this purpose, the supplier operates a fleet of vehicles. The demands at the customers are assumed to have a probability distribution that is known to the supplier. The objective is to maximize the expected discounted value, incorporating sales revenues, production costs, transportation costs, inventory holding costs, and shortage penalties, over an infinite horizon.
Our work on this problem is motivated by our collaboration with a producer and distributor of air products. The company operates several plants and produces a variety of products, such as liquid nitrogen and oxygen. The company's bulk customers have their own storage tanks at their sites, which are replenished by tanker trucks under the company's control. Most of the bulk customers participate in the company's VMI program. The inventory levels at the bulk customers are measured by remote telemetry units. Such a device measures the quantity of the product in the storage tank, and is connected through a modem and the telephone network to the company's computer. A telemetry unit can be set to periodically measure the inventory level and send the information to the company's computer, and the computer can also query the telemetry unit at any time, so that the decision maker can obtain inventory information whenever needed.
For the most part each customer and each vehicle is allocated to a specific plant, so that the overall problem decomposes according to individual plants. Also, to improve safety and reduce contamination, each vehicle and each storage tank at a customer is dedicated to a particular type of product. Hence the problem also decomposes according to type of product. It seems that the most questionable assumptions are that vehicles and drivers are available at the beginning of each day, mostly because of the notorious unpredictability of driver availability, and that the probability distributions of the customers' demands are known to the supplier and do not change over time. In practice, these probability distributions have to be estimated from data, and of course the probability distributions change over time. Fortunately, in this particular case, a large amount of data is available, and the demand characteristics of consumers do not seem to change rapidly over time. (However, there are significant differences between demand on weekdays and weekends.)
A definition of the IRP is given in Section 2. In Section 3 research related to the IRP is reviewed.
Section 4 discusses the major computational tasks involved in solving the IRP. Section 5 presents a special case of the IRP, namely the IRP with Direct Deliveries. In Sections 6 and 7 an approximation method for this problem is developed. Computational results are presented in Section 8, in which the solution values of the proposed method are compared with the optimal values for small problems, as well as with the values of a heuristic proposed in the literature for small and medium sized problems. Future research in this area is briefly discussed in Section 9.
Problem Definition
A more general description of the IRP is given in Section 2.1, after which a Markov decision process formulation is given in Section 2.2.
Problem Description
A product is distributed from a supplier's plant to N customers, using a fleet of M homogeneous vehicles, each with known capacity C V . Each customer n has a known storage capacity C n . The process is modeled in discrete time t = 0, 1, . . . , and the discrete time periods are called days. Customers' demands on different days are independent random vectors with a joint probability distribution F that does not change with time.
The probability distribution F is known to the supplier. The supplier can measure the inventory level X nt of each customer n at any time t. The supplier makes decisions regarding which customers' inventories to replenish, how much to deliver at each customer, how to combine customers into vehicle routes, and which vehicle routes to assign to each of the M vehicles. Such a decision is called an itinerary. The set of feasible itineraries is determined by constraints on the travel times and work hours of vehicles and drivers, delivery time windows at the customers, the storage capacities and current inventory levels of customers, and other constraints dictated by the application. It may be feasible for a vehicle to perform more than one route per day. For ease of presentation we assume that the duration of an itinerary is less than the length of a day, so that all vehicles and drivers are available at the beginning of each day, when the tasks for that day are assigned.
The cost of each itinerary is known to the supplier. This includes the travel costs c ij on the arcs (i, j) of the distribution network, which may also depend on the amount of product transported along the arc.
The cost of an itinerary may include the costs incurred at customers' sites, for example due to product losses during delivery. If quantity d n is delivered at customer n, the supplier earns a reward of r n (d n ).
Because demand is uncertain, there is often a positive probability that a customer runs out of stock, and thus shortages cannot always be prevented. Shortages are discouraged with a penalty p n (s n ) if the unsatisfied demand at customer n is s n . Unsatisfied demand is treated as lost demand, and is not backlogged. If the inventory at customer n is x n at the beginning of the day, and quantity d n is delivered at customer n, then an inventory holding cost of h n (x n + d n ) is incurred. The inventory holding cost can also be modeled as a function of some "average" amount of inventory at each customer during the time period. The objective is to choose a distribution policy that maximizes the expected discounted value (rewards minus costs) over an infinite time horizon.
Problem Formulation
We formulate the IRP as a discrete time Markov decision process with the following components:
1. The state x is the current inventory at each customer. Thus the state space X is [0,
C n ] denote the inventory level at customer n at time t. Let X t = (X 1t , . . . , X N t ) ∈ X denote the state at time t.
2. The action space A(x) for each state x is the set of all itineraries that satisfy the work load constraints, such that the vehicles' capacities are not exceeded, and the customers' storage capacities are not exceeded after deliveries. Let A t ∈ A(X t ) denote the itinerary chosen at time t. For any itinerary a and arc (i, j), let k ij (a) denote the number of times that arc (i, j) is traversed by a vehicle while executing itinerary a. Also, for any customer n, let d n (a) denote the quantity of product that is delivered to customer n while executing itinerary a. The constraint that customers' storage capacities not be exceeded after deliveries can be expressed as X nt + d n (A t ) ≤ C n for all n and t, if it is assumed that no product is used between the time that the inventory level X nt is measured and the time that the delivery of d n (A t ) takes place. If product is used during this time period, it may be possible to deliver more. The exact way in which the constraint is applied does not affect the rest of the development.
For simplicity we applied the constraint as stated above.
3. Let U nt denote the demand of customer n at time t. Then the amount of product used by customer n at time t is given by min{X nt + d n (A t ), U nt }. Thus the shortage at customer n at time t is given by S nt = max{U nt − (X nt + d n (A t )), 0}, and the next inventory level at customer n at time t + 1 is given by X n,t+1 = max{X nt + d n (A t ) − U nt , 0}. The known joint probability distribution F of customer demands gives a known Markov transition function Q, according to which transitions occur. For any state x ∈ X , any itinerary a ∈ A(x), and any (measurable) subset B ⊆ X , let a, B) ]. In other words, for any state x ∈ X , and any itinerary a ∈ A(x),
4. Let g(x, a) denote the expected single stage net reward if the process is in state x at time t, and itinerary a ∈ A(x) is implemented. Then, in terms of the notation introduced above,
where E Fn denotes expected value with respect to the marginal probability distribution F n of U n .
5. The objective is to maximize the expected total discounted value over an infinite horizon. Let α ∈ [0, 1) denote the discount factor. Let V * (x) denote the optimal expected value given that the initial state is
The actions A t are restricted such that A t ∈ A(X t ) for each t, and A t has to depend only on the history (X 0 , A 0 , X 1 , . . . , X t ) of the process up to time t, i.e., when the decision maker decides on an itinerary at time t, the decision maker does not know what is going to happen in the future.
A stationary deterministic policy π prescribes an action a ∈ A(x) based on the information contained in the current state x of the process only. For any stationary deterministic policy π, and any state x ∈ X , the expected value V π (x) is given by
From the results in Yushkevich and Feinberg (1979) it follows that under conditions that are not very restrictive (e.g., g bounded and α < 1), to determine the optimal expected value in (1), it is sufficient to restrict attention to the class Π of stationary deterministic policies. It follows that for any state x ∈ X ,
A policy π * is called optimal if V π * = V * .
Review of Related Research
The long-term dynamic and stochastic control problem presented above is extremely difficult to solve. As a result, all of the proposed approaches found in the literature have simplified the problem in one way or another. Table 1 is an attempt to categorize the variants of the inventory routing problem studied by different researchers and the contributions that they have made. The column headings in the table represent some key problem characteristics, which we briefly describe below. Customer demands, which in most real-life applications are not known to the decision maker before the usage takes place (or, in conventional inventory management, before the orders are received), have been modeled as being either deterministic or stochastic.
Fleet size, i.e, the number of available vehicles, which is usually limited in real-life applications, is sometimes assumed to be unlimited to facilitate the analysis of a proposed policy. Another key issue is the length of the planning horizon. In practice, the objective is to maximize profit over a long period of time, and some researchers explicitly model this objective. Other researchers consider a short horizon problem where they do not take into account what happens after the short horizon over which they optimize the objective.
Some researchers develop a reduced horizon approach in which a short horizon problem is formulated where the costs are heuristically modified to capture what happens after the short horizon. Another issue is the number of customers visited on a vehicle trip. In many situations vehicles can visit multiple customers on each route. Several researchers have also studied variants in which a single customer is visited on each route, which is called the direct delivery case. Finally, a distinguishing feature of research contributions is whether policies are presented that specify when to deliver to each customer, how much to deliver to each customer, and how to deliver to customers, or whether bounds on the profits (or costs) are presented.
Solving the Markov Decision Process
To determine the optimal value function V * , and an optimal policy π * , if such a policy exists, the optimality equation (2) has to be solved. This requires the following major computational tasks to be performed.
1. Estimation of the optimal value function V * . Because V * appears in the left hand side and right hand side of (2), most algorithms for computing V * involves the computation of successive approximations to V * (x) for every x ∈ X . Clearly, this is practical only if the state space X is small. In the case of the IRP, the size of the state space is exponential in the number of customers. Thus, even if the inventory levels are discretized, the state space X is far too large to compute V * (x) for every x ∈ X if there are more than about four customers.
2. Estimation of the expected value (integral) in (2). For many applications, this is a high dimensional integral, which requires a lot of computational effort to compute accurately. In the case of the IRP, the number of dimensions is equal to the number of customers, which can be as much as several hundred. Conventional numerical integration methods are not practical for the computation of such high dimensional integrals.
3. The maximization problem on the right hand side of (2) has to be solved to determine the optimal action for each state. This maximization problem may be easy or hard, depending on the application. In the case of the IRP, the optimization problem on the right hand side of (2) is very hard, because the vehicle routing problem, which is NP-hard, is a special case.
There are several conventional algorithms for solving Markov decision processes; see for example Bertsekas (1995) and Puterman (1994) . These algorithms are practical only if the computational tasks discussed above are easy to perform. As mentioned, these requirements are not satisfied by practical inventory routing problems, as the state space X is usually extremely large, the expected value is hard to compute, and the optimization problem on the right hand side of (2) is hard to solve.
Our approach is to develop efficient dynamic programming based approximation methods to perform these computations. The first motivation for using approximation methods is the computational complexity of the IRP outlined above. A motivation for using specifically dynamic programming based approximation methods is as follows. Suppose V * is approximated byV such that
for all x ∈ X , that is, decisionπ(x) is within δ of the optimal decision using approximating functionV on the right hand side of the optimality equation (2). Then
for all x ∈ X , that is, the value function Vπ of policyπ is close to the optimal value function V * .
The application of our proposed method to the IRP with Direct Deliveries is discussed in the next section.
The IRP with Direct Deliveries
In the remainder of the paper we consider the special case of the IRP in which only one customer is visited on each vehicle route. This important special case of the IRP is called the IRP with Direct Deliveries (IRPDD).
The reasons why the IRPDD is of interest are discussed next.
If the storage capacities and demands of the customers are sufficiently large relative to the vehicle capacity, then it is often optimal to deliver full vehicle loads or nearly full vehicle loads to customers. Gallego and Simchi-Levi (1990) analyzed a single-depot/multi-customer distribution system with constant (deterministic) demand rates, in which no shortages or backlogs are allowed. Customer storage capacities are not constrained.
Transportation cost proportional to the total distance traveled, a linear inventory holding cost, and ordering costs are taken into account. They assumed availability of an unlimited number of vehicles with limited capacity. They studied conditions under which direct delivery is an efficient policy. A lower bound on the long-run average cost over all policies was derived, by adding a lower bound on the average inventory holding and ordering costs, using a traditional economic order quantity model, and a lower bound on the long-run transportation costs, obtained from the model of Haimovich and Rinnooy Kan (1985) . An upper bound was derived on the average cost of a particular direct delivery policy as a function of the economic order quantities (EOQ) of the customers. It was concluded that the effectiveness (the ratio of the infimum of long-run average cost over all policies to the long-run average cost of the direct delivery policy) is large (e.g., at least 94%) when the EOQ of all customers is large relative to the vehicle capacity (e.g., at least 71%).
This indicates that if the demands of the customers are sufficiently large relative to the vehicle capacity, then a direct delivery policy performs quite well.
Barnes-Schuster and Bassok (1997) studied a single-depot/multi-customer distribution system with random demands over an infinite horizon. Customer storage capacities are constrained. Linear inventory holding costs and transportation costs between the depot and the retailers were incorporated. The fleet size was assumed to be unlimited, but vehicle capacities are limited. The objective was to study the cost effectiveness for the depot of using a particular direct delivery policy. The policy delivers as many full truck loads at a customer as the remaining capacity at the customer can accommodate. A lower bound was obtained on the expected long-run average cost per period as a sum of the expected inventory holding cost, using an infinite horizon newsvendor problem, and the expected transportation cost, extending the bound developed by Haimovich and Rinnooy Kan (1985) for one retailer and a single period. The policy of direct delivery with full truck loads was simulated and compared with the lower bound. The results indicate that the policy performs well in situations in which truck sizes are close to the means of the customer demand distributions.
The formulation of the IRPDD is the same as the formulation of the IRP in Section 2.2 except for the following.
1. The action space A(x) for each state x is the set of all itineraries consisting of routes that visit only one customer on a route, and that satisfy the work load, time window, and capacity constraints as before.
Each itinerary a consists of individual customer itineraries a n , n = 1, . . . , N . Itinerary a n denotes the number of visits to customer n by each vehicle and the amount of product delivered at customer n by each vehicle. Let t n denote the amount of time required per vehicle route from the supplier to customer n and back.
2. The transportation costs can now be associated with the individual customers, instead of with the arcs of the network. Let c n denote the transportation cost for making a delivery at customer n, and let k n (a n ) denote the number of times that customer n is visited by a vehicle while executing itinerary a n . Then
Although the hard routing and delivery quantity decisions of the IRP become much easier if only one customer is visited on each vehicle route, the IRPDD is still a hard problem to solve if there are more than about four customers and a limited number of vehicles, due to the size of the state space growing exponentially in the number of customers. For example, if Z denotes the number of inventory levels per customer, then the size of the state space |X | = Z N . To illustrate the effect of this rapid growth, a number of instances of the IRPDD were solved to optimality using the modified policy iteration algorithm. All instances had C n = 10 for all customers n, f n (u) = 1/10 for all customers n and u = 1, . . . , 10, C V = 5, and α = 0.98. Table 2 shows the rapid growth in computation times on a 166MHz Pentium PC as the number of customers increases. Because direct deliveries are important in practice, as well as to study approximation methods for the first two computational tasks discussed in Section 4 without being hampered by hard routing problems, we investigated the IRPDD first before moving on to the more general IRP.
6 Approximating the Value Function
A Decomposition Approximation
The first major task is the construction of an approximationV to the optimal value function V * . Our approximation is based on a decomposition of the IRPDD into individual customer subproblems, motivated as follows. From (3) it follows that
The only consideration that prevents the exact decomposition of the IRPDD into individual customer subproblems, is the limited number of vehicles that have to be assigned to customers each time period. The challenge is to incorporate this dependence between customers in a computationally tractable way.
Consider any policy π ∈ Π. In general, the chosen itinerary under policy π depends on the state x, and thus the inventory levels at all the customers. Let π n (x) denote the itinerary associated with customer n chosen under policy π when the state is x. Assume that the demand distribution and thus the state space X are discrete. Let f n (u n ) denote the probability that the demand of customer n is u n . Let ν π (x) denote the stationary probability of state x under policy π, assuming the existence of unique stationary probabilities under policy π. Then, given the current inventory level x n and delivery quantity d n at customer n, the probability q n (y n , k n |x n , d n ) that under policy π, at the beginning of the next day the inventory level at customer n is y n , and customer n is visited k n times by a vehicle, is given by
if the denominator is positive, and q n (y n , k n |x n , d n ) = 0 if the denominator is 0. The choice of policy π and the estimation of q n (y n , k n |x n , d n ) are discussed later. With these probabilities q n (y n , k n |x n , d n ) we define the following MDP for each customer n.
1. State (x n , k n ) denotes that the inventory level at customer n is x n and customer n can be visited up to k n times by a vehicle.
2. The set A(x n , k n ) of admissible actions a n when the state is (x n , k n ), is the dispatching of up to k n vehicle trips to customer n, and the delivery of amounts of product constrained by the vehicle capacity C V and the customer storage capacity C n .
3. The transition probabilities are as follows.
4. The expected net reward per stage, given state (x n , k n ) and action a n , is g n (x n , a n ), as before.
5. The objective is to maximize the expected total discounted value over an infinite horizon. Let V * n (x n , k n ) denote the optimal expected value given that the initial state is (x n , k n ), i.e.,
The actions A nt are again constrained to be feasible and nonanticipatory.
The optimal values V * n (x n , k n ) of the individual customer MDPs are easily computed, because the state spaces of the individual customer MDPs are much smaller than the state space of the IRPDD.
The approximate value functionV is given by the optimal value of the following nonlinear knapsack
Recall that t n denotes the amount of time required per vehicle route to customer n, M denotes the number of vehicles in the fleet, and T denotes the maximum amount of work time per vehicle per time period. The idea is that the available work time of the M vehicles are assigned to the n customers to maximize the values given by the resulting individual customer MDPs. The nonlinear knapsack problem is easily solved using dynamic programming.
Although the resulting vehicle assignment (if feasible for the IRPDD) may constitute a good policy, this knapsack problem is primarily solved to obtain the value functionV , and the policyπ is given by a maximizer in the optimality equation, usingV to approximate the values of future states, as follows.
This method can also be interpreted as a multistage lookahead method, whereby the knapsack problem is solved to determine the tentative decision at the second stage, and the optimal value functions of the individual customer MDPs give the objective function for the knapsack problem to take into account the expected net reward from the second stage onwards.
An Algorithm
The development in Section 6.1 assumed that the conditional probabilities q n (y n , k n |x n , d n ) are known.
Computing the probabilities q n (y n , k n |x n , d n ) exactly using (4) is almost as hard as solving the IRPDD, because the stationary probabilities ν π (x) have to be computed for all x ∈ X . Since q n (y n , k n |x n , d n ) is a five dimensional parameter (with dimensions corresponding to n, y n , k n , x n , and d n ), if there are more than about five customers, then the number of probabilities q n (y n , k n |x n , d n ) is usually less than the number |X | of states. Thus one may attempt to estimate the probabilities q n (y n , k n |x n , d n ) without computing the stationary probabilities ν π (x). One straightforward method to do this is to simulate the IRPDD process under policy π. Letq nt (y n , k n |x n , d n ) denote the estimate of q n (y n , k n |x n , d n ) after t transitions of the simulation. One method for updating the estimatesq nt (y n , k n |x n , d n ) is as follows. Let N nt (x n , d n ) denote the number of times that customer n has been in state x n and quantity d n has been delivered at customer n by transition t of the simulation. Then
where N n0 (y n , k n |x n , d n ) represents a weight, equivalent to N n0 (y n , k n |x n , d n ) observations, assigned to the initial estimateq n0 (y n , k n |x n , d n ). It follows thatq nt (y n , k n |x n , d n ) → q n (y n , k n |x n , d n ) as t → ∞ with probability 1 for all states x n and delivery quantities d n that occur infinitely often, i.e., for all states x n and delivery quantities d n such that N nt (x n , d n ) → ∞ as t → ∞. Convergence with probability 1 can also be established for more general update methods.
However, for most applications the number of probabilities q n (y n , k n |x n , d n ) is far too large to estimate accurately in reasonable time using simulation. To resolve this dilemma, we use the following approach.
The conditional probability p n (k n |y n ) that customer n is visited by k n vehicles under policy π, given that the inventory level at customer n is y n , is given by
if the denominator is positive, and p i (k i |y i ) = 0 if the denominator is 0. The number of probabilities p n (k n |y n ) is much less than the number of probabilities q n (y n , k n |x n , d n ). (There is a large difference between estimating three dimensional parameters and five dimensional parameters.) The probabilities p n (k n |y n ) can thus be estimated by simulating the process under policy π. Letp nt (k n |y n ) denote the estimate of p n (k n |y n ) after t transitions of the simulation. The estimatesp nt (k n |y n ) can be updated similarly to the estimateŝ (7), as follows. Let N nt (y n ) denote the number of times that customer n has been in state y n by transition t of the simulation. Then
Similar convergence results as forq nt (y n , k n |x n , d n ) in (7) hold.
Then an estimateq nt (y n , k n |x n , d n ) for q n (y n , k n |x n , d n ) is obtained as follows.
In general, these estimates are not the same as those given in (7). This enables us to state the first approximation procedure for the IRPDD given in Algorithm 1.
Parametric Value Function Approximations
One may attempt to improve the approximation described in Section 6.1 by introducing parameters β into the value function approximationV (x, β). One type of parametric value function approximation with computational advantages is a function
Algorithm 1 Approximation Algorithm for IRPDD. 1. Start with an initial policyπ 0 . Set i = 0.
2. Repeat steps 3 through 6 for a chosen number of iterations, or until a convergence test is satisfied.
3. Simulate the IRPDD under policyπ i to estimate the probabilities p n (k n |y n ).
4. With the updated estimates of the probabilities p n (k n |y n ), formulate and solve the updated individual customer MDPs.
5. Policyπ i+1 is defined by (6), whereV is given by (5) with the updated individual customer values
that is linear in the parameters β, where the φ i s are chosen basis functions. Van Roy et al. (1997) used a similar approach to develop an approximation method for a retailer inventory management problem that was introduced by Nahmias and Smith (1994) .
When using this approach, the parameters β have to be chosen as well. We discuss two approaches for obtaining parameters β. The first approach is as follows. Consider any policy π ∈ Π with unique stationary probabilities ν π (x). An appealing idea is to choose the parameters β in such a way thatV approximates V π "as well as possible". One way to do this is to choose β to solve the following optimization problem.
This problem looks like a weighted least squares regression problem, except that ν π and V π are unknown. Bertsekas and Tsitsiklis (1996) showed that ifV (x, β) is linear in the parameters β, and other standard conditions (given later) hold, then the following stochastic approximation method can be used to compute the optimal solution β * of (9). Suppose the IRPDD process under policy π is simulated. Let β t denote the estimate of the parameters after transition t of the simulation. Then the parameter estimates β t are updated as follows.
where γ t is the step size at iteration t,
is the so-called temporal difference, or
is the expected temporal difference,
is the so-called eligibility vector, λ ∈ [0, 1] is a memory parameter, and ∇ βV (X t , β t ) is the gradient ofV with respect to β evaluated at (X t , β t ). IfV is linear in β, as in (8), then ∇ βV (X t , β t ) has components
the Markov chain under policy π is aperiodic with one recurrent class, (3)V (x, β) is linear in the parameters β, (4) the basis functions φ i restricted to the set of recurrent states are linearly independent, (5) the step sizes γ t satisfy ∞ t=0 γ t = ∞ and ∞ t=0 γ 2 t < ∞, and (6) λ = 1, then the parameters β t converge to the optimal solution β * of (9) as t → ∞ with probability 1. A disadvantage of stochastic approximation methods is that the convergence of the parameters β t is notoriously slow.
Another approach for obtaining parameters β is as follows. The value function V π of a policy π ∈ Π satisfies
Again assume that π has unique stationary probabilities ν π (x). Then it seems appealing to choose the parameters β to minimize the weighted discrepancy between the left hand side and right hand side of (10).
Thus, the parameters are chosen to be be the optimal solution β * of min β x∈X
This approach is called the Bellman error method. This problem also looks like a weighted least squares regression problem, except that ν π is unknown.
IfV (x, β) is linear in the parameters β, then the corresponding parameter estimates β t can be computed as follows. Again the IRPDD process under policy π is simulated. Let φ(x) ≡ (φ 1 (x), . . . , φ K (x)) T , and let
Let Y 0 = 0 be an K × 1 matrix, and let
The solution is unique if M t is nonsingular, for which it is necessary
the Markov chain under policy π is aperiodic with one recurrent class, (3) V (x, β) is linear in the parameters β, and (4) the basis functions φ i restricted to the set of recurrent states are linearly independent, then the parameters β t converge to the optimal solution of (11) as t → ∞ with probability 1.
The optimal solutions of (9) and (11) are not the same in general. However, from our computational experience, they are usually quite similar for the IRPDD. The objective of (11) does not seem quite as appealing as the objective of (9). Rewriting the objective function of (11) 
it follows that this objective chooses β in such a way thatV (x, β) −
] is close to the expected single stage net reward g(x, π(x)). In contrast, (9) chooses β such thatV (x, β) is close to V π (x), which seems more appealing, especially in the light of the approximation results in Section 4. One can also formulate multistage Bellman error objective functions, the optimal solutions β * of which can be shown to be close to the optimal solution of (9). This topic is not pursued further here. The Bellman error method has the advantage that the parameter estimates β t converge much faster to β * than with stochastic approximation.
Van Roy et al. (1997) proposed an approximation with basis functions φ i chosen as first and second degree polynomials of "features" of x, for their inventory management problem. The resulting policies performed better than an order-up-to heuristic. We tested such an approximation for the IRPDD with the φ i s chosen as first and second degree polynomials of x. The performance of the resulting policies was quite poor.
Combining the decomposition approximation and the parametric approximation giveŝ
where
is the optimal solution of the nonlinear knapsack problem (5). It is shown in Section 8 that the policiesπ based on thisV (x, β) gave excellent numerical results. A procedure that can be used to computeV (x, β) and the resulting policiesπ is given in Algorithm 2.
Algorithm 2 Procedure forV (x, β) andπ.
1. Start with an initial policyπ 0 . Set i = 0.
2. Simulate the IRPDD under policyπ 0 to estimate the probabilities p n (k n |y n ).
3. Formulate and solve the individual customer MDPs.
4. Policyπ 1 is defined by (6), whereV is given by (5).
5. Repeat steps 6 through 9 for a chosen number of iterations, or until a convergence test is satisfied.
6. Increment i ← i + 1.
7. Simulate the IRPDD under policyπ i to update the estimates of the probabilities p n (k n |y n ) and the parameters β.
8. With the updated estimates of the probabilities p n (k n |y n ), formulate and solve the updated individual customer MDPs.
9. Policyπ i+1 is given by (6), whereV is given by (12) with the updated parameters β and individual customer values V * n (x n , k n ).
Estimation of the Expected Value and Optimal Action
The second major computational task discussed in Section 4 is the estimation of the expected value on the right hand side of (2) or (6). In the case of the IRPDD, the expected value is a multidimensional integral with the number of dimensions equal to the number of customers. Conventional deterministic numerical integration methods can be used to estimate the expected value. A popular approach is to use the Newton-Cotes formulas; specific examples of these include Euler's rule, the trapezoid rule, and Simpson's rules. Computing the expected value of a multidimensional discrete distribution corresponds to Euler's rule.
Randomized (Monte Carlo) methods can also be used to estimate the expected value.
The computational efficiency of these methods is a relevant issue. Many deterministic numerical integration methods construct a grid on the space to be integrated over, and The use of randomized methods raises a number of related questions.
1. What sample size n should be used?
2. Since the objective function on the right hand side of (6) is estimated with a random estimator with error, how should the action be chosen?
3. What performance guarantees can one give for the action chosen after the objective value has been randomly estimated?
These questions have been widely studied in the statistics and stochastic optimization areas.
For the IRPDD, we followed the approach proposed by Nelson and Matejcik (1995) . Suppose the current state is x. Let the actions in A(x) be numbered a = 1, . . . , k, where k = |A(x)|. Let Y aj denote random observation j of the right hand side of (6) under action a ∈ A(x). That is,
where state X j is randomly generated from distribution k−1,(k−1)(n0−1),1/2 , an equicoordinate critical point of the equicorrelated multivariate central t-distribution.
4. Update the required sample size to n 1 = max{n 0 , ⌈(gS/δ) 2 ⌉}.
6. Compute the overall sample meansȲ a· = n1 j=1 Y aj /n 1 for each a ∈ A(x).
7. Select the action a with the largest value ofȲ a· .
If the assumptions stated above are satisfied, then whenever µ b ≥ µ a + δ for all a ∈ A(x)\{b}, it holds that
In other words, the probability is at least 1 − α that an action a is selected with value µ a on the right hand side of (2) 3. Dispatch vehicle m to maximize the right hand side of the optimality equation (6). That is, choose the customer n m to send vehicle m to, and the quantity d m to deliver at customer n m , as follows.
If n m = 0 it indicates that vehicle m is not dispatched to any customer (and C 0 = 0). Procedure NM can be used to select the action (n m , d m ).
4. Update:
Set m ← m + 1.
For ease of presentation, Procedure Greedy is stated here for the case where each vehicle can visit at most one customer per day. The extension of Procedure Greedy to the case where vehicles can visit more than one customer per day is straightforward.
Computational Results
To test the viability of our proposed dynamic programming approximation method for the IRPDD and to fine-tune and improve its efficiency, we have conducted a variety of computational experiments.
Algorithm Efficiency
In the previous sections, we have proposed several algorithms to approximate the optimal value function V * , the expected value, and the optimal action, in the right hand side of the optimality equation (2). In this section, we test the efficiency of these algorithms and the quality of the solutions produced.
One type of approximation for the optimal value function V * involves a parametric value function
, where V * n is the optimal value function of the single customer MDP for customer n and k * 1 (x), . . . , k * N (x) is the optimal solution of the nonlinear knapsack problem (5). We have outlined two approaches for obtaining parameters β: the stochastic approximation method and the Bellman error method.
We experimented with two different step-size rules for stochastic approximation. The first rule is γ t = c 1 /(c 2 + t), where c 1 and c 2 are chosen (typically large) constants. This is a slight modification of γ t = 1/t, the step-size rule frequently given in the literature. The second rule is a variant of the online step size rule analyzed by Ruszczyński and Syski (1986) , and is written as
where γ 0 > 0 and α, η,γ are chosen positive (typically small) constants. The quantity u t = ξ t , ∆β t , where ·, · denotes an inner product, ∆β t = β t − β t−1 , and ξ t is a stochastic subgradient of the convex function that is being minimized. In our implementation, ξ t was taken as the negative of the product of the temporal difference and the eligibility vector, ξ t = −d t z t . The convergence of the parameter estimates using each of the two step size rules is shown in Figure 1 . The figure shows that the parameter estimates converge much faster with step-size rule 2 than with step-size rule 1. Observe too that in both cases the parameter estimates first move away before moving towards their optimal values. An alternative to the stochastic approximation method is the Bellman error method. We have experimented with both methods and found that the parameter estimates β t converged much faster with the Bellman error method than with the stochastic approximation method, even when using step-size rule 2 discussed above. An example of this behavior is presented in Figure 2 . Note that the parameter estimates were initialized close to their optimal values for the stochastic approximation method, and in spite of that the parameter estimates converged much quicker with the Bellman error method, for which parameter estimates are not initialized. Also, to improve numerical accuracy, the cost data in all the instances used in this computational study were scaled appropriately so that the components of the gradient ∇ βV (x t , β t ) had the same order of magnitude.
Another important aspect of our approach is the use of random sampling to estimate the expected value in the optimality equation (2). Variance reduction techniques played a significant role in improving the efficiency of these estimates. Variance reduction techniques can be used to either improve, for a given sample size, the accuracy of the random estimatorsȲ a· of the right hand side of (6) and (Ȳ a· −Ȳ b· ), or to decrease the sample size needed to obtain the specified level of accuracy. After experimentation with common random numbers, stratified sampling, latin hypercubes, and orthogonal arrays, we have chosen to use a combination of common random numbers and orthogonal arrays, as it gave the best performance. The combination of common random numbers and orthogonal arrays gave almost a ten-fold reduction in the sample size required for the specified accuracy compared with just using simple random sampling with common random numbers. Even when one takes into account that a combination of common random numbers and orthogonal arrays requires approximately 1.4 times as much computation time as simple random sampling with common random numbers for the same sample size, it still provides a significant reduction in computational effort.
The performance improvement is illustrated in Figure 3 , which shows the sample sizes required for the specified accuracy of choosing an action with value within δ = 0.05 (less than 0.1%) of the optimal value with probability at least 1 − α = 0.99, for each of 1000 transitions of a simulation of the IRPDD process, for both simple random sampling with common random numbers and for random sampling with a combination of common random numbers and the Bose-Bush orthogonal array design (Bose 1938 and Bose and Bush 1952) with level 9 and frequency 3. 
Simulation Steps
Figure 3: Sample size required for the specified accuracy, for each of 1000 transitions of a simulation of instance cst2, for the two sampling methods. A thicker line is used for orthogonal arrays than that for simple random sampling.
Solution Quality
In this section, we discuss a number of experiments to test the quality of the policies produced by the dynamic programming approximation method.
First, we compare the value functions of the approximation policies with the optimal value functions for small instances of the IRPDD, for which the optimal value function can be computed in reasonable time. The ten instances used (given in Appendix B) have two, three, four or five customers, and a demand distribution which varies from being bimodal, to randomly generated from U (0, 1), to being the same for all usage levels.
A concise presentation of the quality of a policy π is difficult because it involves comparing its value function with the optimal value function over all states. One possibility is to compute the maximum difference between the value of policy π and the optimal value over all states. Another possibility is to compare the average value of policy π over all states and the average optimal value over all states. There are obvious drawbacks associated with both methods. With the first method, where we single out one specific state, we may not get a good overall picture. On the other hand, with the second method, the averaging over all states may smooth out irregularities.
We used both methods to evaluate the quality of three classes of policies, but only present the results of the second (for the instances tested, the results of the first do not provide any additional insight). In Table 3 , V * is the average optimal value over all states,V π ′ i is the average value over all states of policy π ′ i resulting from Algorithm 2 (where between successive policies we perform 10 8 iterations of the Bellman error method followed by 10 8 iterations of the stochastic approximation method), and V πi is the average value over all states of policy π i resulting from Algorithm 2 when combined with Algorithm 4 (i.e., the actions are chosen using the greedy method and the expected values are estimated using random sampling). The results show that the values obtained using these policies are very close to the optimal values. Furthermore, it shows that the successive policies obtained after simulation are slightly better than the previous policies. Another way to obtain information about the quality of a policy π is to graph the value function of policy π and the optimal value function for a subset of the states. Figure 4 shows the optimal value function as well as the value function of the approximation policy (called KNS) that is obtained after 10 4 iterations of the Bellman error method for parameter estimation. The figure shows the quality of the resulting policy as its value function is close to the optimal value function.
Since computing the optimal value functions for large instances of the IRPDD is too time consuming, we compare the quality of the approximation policies with the quality of two other policies for large instances.
The objective is to evaluate the quality of the approximation policies for larger instances, and to evaluate the improvements obtained by using parameterized value function approximations. The first of these policies is based on the method proposed by Chien, Balakrishnan and Wong (1989) by passing information from one day to the next. We modified the CBW method slightly to take the rewards and costs of our formulation of the IRPDD into account. An integer program is formulated that maximizes the daily profit, which consists of revenue per unit delivered, transportation costs, inventory holding costs, and shortage costs. The integer program determines an assignment of vehicles to customers for each day.
As the process evolves, data are collected and are used to modify the rewards and costs for the next day.
Unsatisfied demand at a customer in one day causes an increased revenue per unit delivered for that customer the next day. The integer program that forms the basis of the CBW approach is given in Appendix A. The second policy which is used for comparison is a myopic policy. In this policy, given a state, the action is chosen as follows: compute the value (using the revenue, travel, holding and penalty costs for one period)
of assigning a vehicle to each of the customers and assign it to the customer which maximizes the value.
Update the inventory at the selected customer with the chosen delivery quantity, and then repeat this selection process for each of the remaining vehicles. Hence, the myopic policy greedily assigns vehicles to customers using the single-stage costs only and is equivalent to an approximation method with value function approximationV = 0 or discount factor α = 0.
We also compare two variants of our policy. The first variant is the policy introduced in Section 6.1 and specifically given in (6), which uses the decomposition approximation given in (5). The second variant is the policy introduced in Section 6.3, which uses a combination of the decomposition approximation and a parametric approximation given in (12). The first variant can be considered a special case of the second variant with parameters β 0 = 0 and β i = 1 for all other i (we denote the first variant by KNS (before simulation)). The second variant was obtained after two policy improvement iterations, during each of which parameters were estimated by simulating the process for 10 8 steps using the Bellman error method followed by 10 8 steps of stochastic approximation (we denote the second variant by KNS (after simulation)).
The Gauss-Seidel policy evaluation algorithm used to compute the value functions of policies for smaller instances cannot be used for larger instances. The main reason for this is that the number of states becomes too large, and hence the available computer memory is not sufficient to store the values of all the states, and the computation time becomes excessive. For larger instances, the policies were evaluated by randomly choosing five initial states, and then simulating the process under the different policies starting from the chosen initial states. Each replication produced a sample path over a relatively long but finite time horizon of 800 time periods. The length of the time horizon was chosen to bound the discounted truncation error to less than 0.01 (approximately 0.1%). Six sample paths were generated for each combination of policy and initial state, for each problem instance. The sample means µ and standard deviations σ of the sample means over the six sample paths, as well as intervals (µ − 2σ, µ + 2σ) were computed.
We conducted three experiments to evaluate the quality of the four policies on larger instances. In each of these experiments, we varied a single instance characteristic and observed the impact on the performance of the policies. The three instance characteristics varied are (1) the number of customers, (2) the number of vehicles, and (3) the coefficient of variation of customer demand.
To study the impact of the number of customers on the performance of the policies, the instances were generated so that larger instances have more customers with the same characteristics as the smaller instances.
Hence, customer characteristics as well as the ratio of delivery capacity to total expected demand were kept the same for all instances. Table 4 shows the performance of the policies on instances with varying numbers of customers. The results clearly demonstrate that the KNS policies consistently outperform the other policies.
Furthermore, the difference in quality appears to increase with the number of customers. Apparently, when the number of customers becomes larger, the KNS policies are better at coordinating deliveries than the other policies. Also, observe that while KNS (before simulation) gives good results, the results from KNS (after simulation) are significantly better.
Next, we studied the impact of the number of vehicles, and thus the delivery capacity available, on the performance of the policies. The numbers of vehicles was chosen in such a way that we could study the effectiveness of the policies when the available delivery capacity is smaller than the total expected demand, as well as when there is surplus delivery capacity. The results are given in Table 5 . Intuitively, it is clear that when the delivery capacity is very restrictive, i.e., the number of vehicles is small, then it becomes more important to use the available capacity wisely. The results show the superiority of the KNS policies in handling these situations. The differences in quality are much larger for tightly constrained instances than for loosely constrained instances.
Finally, we studied the impact of the customer demand coefficient of variation on the performance of the policies. The customer demand distributions for the six instances were selected so that the demand distribution is the same for all customers in an instance, and the expected customer demand for each of the instances is 4.5. We varied the distributions so that the customer demands have different variances, namely 0. 25, 4.65, 8.85, 12.85, 15.25 and 17.05 . All other characteristics are exactly the same for the instances. The 11 -12.64 -12.22 -25.60 0.07 -25.74 -25.46 -24.69 0.22 -25.12 -24.25 -17.09 0.30 -17.68 -16.50 -13.07 0.15 -13.36 -12.77 -25.34 0.06 -25.47 -25.22 -24.73 0.16 -25.04 -24.41 -17.42 0.20 -17.82 -17.02 -12.95 0.18 -13.31 -12.58 -25.35 0.07 -25.49 -25.21 -24.31 0.21 -24.73 -23.90 -16.91 0.23 -17.36 -16.45 -12.77 0.20 -13.17 -12.38 cst5 50 -31.55 0.22 -31.99 -31.12 -31.38 0.33 -32.05 -30.71 -23.12 0.42 -23.95 -22.28 -18.59 0.33 -19.26 -17.92 -31.70 0.11 -31.92 -31.48 -30.64 0.24 -31.11 -30.16 -23.65 0.28 -24.22 -23.08 -18.83 33 -22.01 -20.67 -37.84 0.19 -38.21 -37.47 -37.40 0.58 -38.55 -36.25 -26.91 0.18 -27.26 -26.55 -21.69 0.33 -22.35 -21.02 -37.47 0.32 -38.10 -36.84 -36.03 0.38 -36.79 -35.26 -27.05 0.19 -27.42 -26.68 -21.49 0.49 -22.47 -20.50 -37.24 0.20 -37.63 -36.84 -35.87 0.29 -36.45 -35.29 -27.29 0.26 -27.82 -26.76 -21.24 0.45 -22.15 -20.33 Table 5: Performance of policies on instances with different number of vehicles (V c = 10, E[D] = 130). 45 -23.23 -22.62 0.11 -22.85 -22.40 -11.94 0.27 -12.49 -11.40 -7.55 0.38 -8.30 -6.80 -23.95 0.25 -24.44 -23.46 -23.21 0.15 -23.51 -22.92 -12.74 0.16 -13.05 -12.42 -7.71 0.42 -8.55 -6.86 -23.66 0.17 -24.00 -23.32 -22.62 0.08 -22.78 -22.46 -11.98 0.38 -12.75 -11.22 -6.92 results are given in Table 6 . The results show that when the coefficients of variation of customer demand are large and it becomes less clear what the future is going to bring, then the difference in quality between the KNS policies and the other policies tend to be smaller, although the KNS policies still do better on every instance. As expected, this indicates that carefully taking into account the available information about the future, such as through dynamic programming approximation methods, provides more benefit if more information is available about the future.
Overall, the computational experiments conducted demonstrate the viability of using dynamic programming approximation methods for the IRPDD.
Future Work
An important extension of our work involves routing vehicles to more than one customer on a delivery tour. This version of the IRP is likely to be much harder than the IRPDD, since the optimization problem on the right hand side of (2) is much harder for the IRP than for the IRPDD. In the case of the IRP, this optimization problem involves solving both a vehicle routing problem, which is NP-hard, as well as determining the optimal quantities to be delivered to each customer on a delivery tour, which involves solving a nonlinear optimization problem with a nonunimodal objective function, as shown in Campbell et al. (1998) .
Other issues that have to be addressed before IRPs can be solved in practice, include the estimation of the problem parameters from data. These include the rewards and costs, as well as the demand distributions.
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A CBW Formulation
In this appendix, we present a slightly modified version of the method proposed by Chien, Balakrishnan, and Wong (1989) The integer program is given below.
Constraints (17) ensure that the total amount of product delivered to a customer does not exceed the customer's remaining capacity. Constraints (18) ensure that the amount of product delivered to a customer by a single vehicle is no more than the vehicle capacity. Constraints (19) ensure that a vehicle is assigned to at most one customer. Constraints (20) and (21) determine, for each customer, the final inventory or shortage at the end of the day. The inventory at the end of the day is computed as max{0,
where D i is taken to be the maximum demand as suggested by CBW. Likewise, shortage is computed as
Note that by the choice of D i , the holding costs are underestimated and the shortage costs are overestimated. This may result in a conservative low-risk policy.
The objective function consists of four parts: the revenue earned, the transportation cost, the inventory holding cost and the shortage cost. As proposed by CBW, the revenue earned per unit is given by r i + p i or r i depending on whether or not there was a shortage in the previous period. Their model has been modified slightly by incorporating a linear inventory holding cost given by half the sum of inventory after delivery and inventory at the end of the day, times the per unit holding cost. We have also assumed that shortages occur at the end of the day and are discounted at a rate α to the beginning of the day. Finally, it is assumed that the depot has an unlimited supply of the product. Table 19 : Instances cst1-cst6. The values of (n, m) are (10, 5), (20, 10), (30, 15), (40, 20), (50, 25) and (60, 30) . 
B Instances Used in Computational Results
i C i f i c i r i p i h i
