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Введение
Идентификация вида зависимости между на
блюдениями за стохастической динамической си
стемой является одной из актуальных проблем в за
дачах, связанных с управлением, фильтрацией,
прогнозированием. Как в технике, так и в экономи
ке широкое применение получили линейные моде
ли авторегрессии [1–5]. Однако на практике огра
ничение линейной зависимости не всегда позволя
ет отследить динамику реального процесса. Так в
последние годы представляет интерес модель поро
говой авторегрессии, функция динамики которой
является кусочнолинейной. Рассмотрим модель
пороговой авторегрессии первого порядка вида
(1)
где {Xk}k≥0 – наблюдаемый процесс; X0=0, {εk}k≥1 –
шумовая последовательность; θ1, θ2 – неизвестные
параметры модели.
Рассмотрим задачу оценивания неизвестных пара
метров θ1, θ2. В работе [6] показано, что оценки пара
метров по методу наименьших квадратов (МНК) явля
ются состоятельными тогда и только тогда, когда θ1≤1,θ1≤1, а в работе [7] показана совместная асимптотиче
ская нормальность оценок в области, где процесс Xk
является эргодическим {(θ1, θ2):θ1<1,θ2<1, θ1θ2<1}.
В данной работе для восстановления неизвест
ных параметров θ1, θ2 предлагается использовать
последовательную процедуру на основе метода на
именьших квадратов, когда число наблюдений при
построении оценок не фиксировано, а определяет
ся согласно некоторому правилу остановки.
Основные результаты
Будем предполагать, что последовательность
шумов {εk}k≥1 – это последовательность независи
мых одинаково распределенных случайных вели
чин с непрерывной всюду положительной плотно
стью, причем Eε1=0, Eε12=1.
Для построения процедуры оценивания неиз
вестных параметров θ1, θ2 для каждого H>0 введем
моменты остановки
(здесь и далее j=1,2), (2)
при yk,1=(Xk)–, yk,2=(Xk)+, где (x)–=min(x,0),
(x)+=max(x,0). Пусть 0<αj(H)≤1 такие, что 
Обозначим
(3)
где χ{•} – индикаторная функция. Запишем после
довательные оценки МНК
(4)
При этом ошибка оценивания параметра θj за
писывается в виде
(5)
Выбор коэффициентов βk,j(H) сделан, как и в
[8], для того, чтобы оценки (4) в отличие от обыч
ных оценок МНК обладали свойством несмещен
ности, т. е. Eθlj(H)=θj.
Недостаток обычных оценок МНК состоит в
том, что их асимптотическое распределение зави
сит от моментов процесса Xk в стационарном режи
ме (см. [4]), которые не вычисляются аналитиче
ски. Это затрудняет построение доверительных ин
тервалов для неизвестных параметров θ1, θ2.
Следующая теорема показывает, что оценки θl1(H),θl2(H) асимптотически независимы, а их предельное
распределение является стандартным гауссовым.
Теорема 1. Для любого компактного множества
K⊂Θ
где Ф(x) – функция распределения стандартного
нормального закона. Доказательство теоремы вы
несено в приложение.
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Для оценивания параметров пороговой авторегрессии предлагаются последовательные оценки по методу наименьших квадратов.
Получено совместное асимптотическое распределение ошибок оценивания. Приводятся результаты численных экспериментов.
Ключевые слова:
Пороговая авторегрессия, метод наименьших квадратов, последовательные оценки, асимптотическое распределение.
Замечание 1. Теорема 1 устанавливает, что оценки
(4) обладают свойством равномерной по параметрам
совместной асимптотической нормальности, когда па
раметры θ1, θ2 принимают значения в областиΘ={{(θ1,θ2):θ1<1, θ2<1, θ1θ2<1}. Известно, что для обыч
ных оценок МНК данное свойство не выполнено.
Замечание 2. Теорема 1 позволяет строить дове
рительную область для неизвестных параметров θ1,θ2 с заданным коэффициентом доверия.
Результаты численного моделирования
Для применения предложенных оценок на
практике, необходимо определить при каком уров
не порога H найденное в теореме 1 асимптотиче
ское распределение может быть использовано для
построения доверительных интервалов неизвест
ных параметров. Кроме того, представляет интерес
поведение распределения оценок на границе допу
стимой области параметров. Поэтому было прове
дено имитационное моделирование процесса (1) с
гауссовыми шумами. Для генерации псевдослучай
ных величин {εk}k≥1 использован алгоритм из [9], а
для построения величин {Xk}k≥1 – рекуррентная
формула (1) с X0=0. Полученные наблюдения ис
пользовались для построения оценок (4). На ри
сунке приводятся оценки плотностей распределе
ний нормированных уклонений
построенные по 10000 повторений процедуры оце
нивания при H=50 для внутренней точки θ1=0,2,θ2=0,85 (рисунок, а и б) и точки θ1=0,8, θ2=1,25, ле
жащей на границе области Θ (рисунок, в и г). Не
прерывная линия показывает теоретическую пре
дельную плотность, прерывистая – оценки плот
ностей нормированных уклонений.
Из графиков видно, что оценки плотностей ра
спределений ошибок достаточно хорошо аппрок
симируют теоретическую предельную плотность,
как для внутренней точки, так и для точки на гра
нице допустимой области значений параметров.
Рассмотрим задачу построения доверительной
области неизвестных параметров, когда ширина
доверительной области по каждому параметру оди
накова. Для этого при заданном уровне доверия α
необходимо найти x такое, что
Тогда доверительная область будет иметь вид
Согласно теореме 1
поэтому x≈Ф–1(√–α). При H=100 для уровня доверия
0,9 получаем область
Заключение
Предложена последовательная процедура оце
нивания неизвестных параметров пороговой ав
торегрессии. Показано, что в отличие от обычных
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Рисунок. Теоретическая предельная плотность p(x) (непрерывная линия) и ее оценка  pl(x) (пунктирная линия) для:
а) √⎯50(θl1(50)–0,2); б) √⎯50(θl2(50)–0,85); в) √⎯50(θl1(50)–0,8); г) √⎯50(θl2(50)–1,25) 
МНК оценки (4) обладают следующими свой
ствами:
• несмещенность;
• независимость предельного распределения от
моментов процесса в стационарном режиме;
• равномерная по параметрам совместная асим
птотическая нормальность.
Последнее свойство может быть использовано
для построения доверительной области неизвест
ных параметров с заданным уровнем доверия.
Представлены результаты построения плотностей
нормированных уклонений оценок, полученные
путем имитационного моделирования процесса (1).
Приложение
Для доказательства теоремы 1 потребуется сле
дующая лемма.
Лемма 1. Для любого компактного множества
K⊂Θ и любого δ>0
(5)
для любого n≥2.       (6)
Доказательство леммы 1. Поскольку K компакт
ное множество, то его можно покрыть конечным
числом прямоугольников, каждый из которых со
держится в одной из областей
Поэтому достаточно рассмотреть случай, когда
K={(θ1,θ2):a1≤θ1≤b1, a2≤θ2≤b2} и целиком содержится
в одной из этих подобластей.
Случай K⊂θ1. По индукции можно показать,
что для всех (θ1,θ2)∈K Vk≤Xk≤Uk при
Vk=max(b1,b2)(Vk–1)–+εk, Uk=max(b1,b2)(Uk–1)–+εk, где
(Vk)–=min(Vk,0), (Uk)–=min(Uk,0), V0=U0=0. Обозначим
тогда v2k,j≤y2k,j≤u2k,j для любых (θ1,θ2)∈K и всех k, j.
Поэтому при m→∞, a→∞
поскольку с вероятностью единица 
т. к. процессы Vk, Uk являются геометрически эрго
дическими (см. [4]).
Случай K⊂Θ2. Как и в первом случае, для всех
(θ1,θ2)∈K можно показать, что
Пусть uk=U2k, vk=V2k, ξk=ε2k , ηk=ε2k–1. Тогда
Согласно теореме 1 из [10], процессы uk, vk будут
геометрически эргодическими, если существуют
непрерывная функция g(x), δ>0 и компакт A нену
левой меры, такие, что g(x)≥1 для любого x∈A и
E[g(uk)/uk–1=x]≤(1–δ)g(x) для любого x∈Ac. Пусть
g(x)=1+|x|. Тогда
где α=1=a1a2>0, C=(1–a1)E|ε|<∞. Положим δ=α/2,
тогда для x∈Ac
Эргодичность vk проверяется аналогично. Далее
воспользуемся неравенствами
Следовательно
Поэтому в силу геометрической эргодичности
uk, vk, при m→∞, a→∞
Случай K⊂Θ3. Покажем по индукции, что для
всех (θ1,θ2)∈K
(7)
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При k=1 X1=ε1, поэтому (7) выполнено. Пусть
это неравенство выполнено при k=p. Покажем, что
(7) выполнено при k=p+1. Выполнение левого не
равенства очевидно. Для проверки правого нера
венства рассмотрим оценки
Таким образом (7) выполнено. Для некоторого
целого M и δ>0 рассмотрим предел
Отметим, что с вероятностью единица суще
ствует предел например, по теореме
Колмогорова о «трех рядах». Кроме этого по уси
ленному закону больших чисел для любых δ и p
Поэтому по лем
ме Теплица с вероятностью 1 для любых δ и p
Используя последнее равенство при M→∞, по
лучаем оценку
В силу (7) и последнего неравенства при m→∞
Используя (7), имеем оценки
Случай K⊂Θ4 показывается аналогично рассмо
тренному случаю. Лемма 1 доказана.
Доказательство теоремы 1. Пусть v=(v1,v2)T – не
который вектор, такой, что v12+v22=1. Рассмотрим
линейную комбинацию нормированных ошибок
оценивания
Введем следующие случайные величины gk(H) и
момент остановки τ(H)
Используя (2), (3), получаем
Утверждение теоремы 1 будет выполнено, если
показать, что для любого вектора v (v12+v22=1) спра
ведливо предельное соотношение
Введем множество
где
Лемма 2. 
Доказательство леммы 2. Имеем включение
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Отсюда, в силу леммы 1, следует утверждение
леммы 2. Лемма 2 доказана.
Рассмотрим равенство
где Используя
это равенство и определение множества ΩH, получаем
где 
Для каждого δ>0 рассмотрим разложение
где Используя это
разложение, получаем равенство
где
По теореме о равномерной сходимости мартин
галов (см. [11], лемма 2.1)
где функция ρ(x)→0 при x→∞. Для некоторого
λ>0 оценим вероятность
Далее получаем оценку
Здесь ω(.) – модуль непрерывности функции,
который задается равенством
Таким образом, получаем
Переходя к пределу при H→∞, затем при δ→0,
и окончательно при λ→0, получаем утверждение
теоремы 1. Теорема 1 доказана.
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1. Постановка задачи
Cтатья продолжает работу [1], где поставлена зада
ча оценивания характеризационного функционала (1)
[1], являющегося функцией от базовых функциона
лов, и предлагается оценка подстановки, элементами
которой являются рекуррентные ядерные оценки ба
зовых функционалов с векторным параметром размы
тости, построенные по независимым наблюдениям.
Предположение о независимости наблюдений суще
ственно сужает область приложения модели, посколь
ку в стохастических динамических системах выходные
переменные являются, как правило, стохастически
связанными. Как отмечено, к примеру в [2. C. 102],
«...the assumption of independence is not acceptable in ma
ny economic and financial models...». Зависимость на
блюдений сильно усложняет анализ свойств оценок,
поэтому в данной работе мы отказались от рекуррент
ной структуры оценок с масштабированием по каждой
компоненте, положив hlk≡hn. Далее будут использо
ваться обозначения, введенные в [1].
Будем считать наблюдения Zl=(Xl,Yl), l=1,n
⎯
строго стационарным эргодическим процессом,
удовлетворяющим дополнительно условию силь
ного перемешивания (αперемешиванию) с коэф
фициентом перемешивания 
где σалгебра Fa,b=σ(Zl,a≤l≤b) порождена случайны
ми величинами Za,...,Zb. Сильное перемешивание
(с. п.) означает, что α(k)→0 при k→∞. Асимптоти
ческая среднеквадратическая ошибка (СКО) оцен
ки НадараяВатсона функции регрессии для с. п. на
блюдений была найдена только в 1999 г. [3]. Заме
тим, что αперемешивание относится к слабому ти
пу зависимости наблюдений и следует из других
обычно рассматриваемых типов перемешивания: β
перемешивания и ρперемешивания [4]. Условию с.
п. удовлетворяет устойчивый процесс авторегрес
сии; оцениванию характеристик процессов такого
типа посвящены, например, работы [5, 6].
В качестве непараметрических ядерных оценок
базовых функционалов a(x)=a(0j)(x) и их производных
a(1j)(x) (формулы (2), (3) в [1]) в точке x возьмем стати
стики, аналогичные статистикам (6) в [1] при hlk≡hn:
где последовательность чисел (hn)↓0,
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