Landau levels on the hyperbolic plane in the presence of Aharonov–Bohm fields  by Mine, Takuya & Nomura, Yuji
Available online at www.sciencedirect.comJournal of Functional Analysis 263 (2012) 1701–1743
www.elsevier.com/locate/jfa
Landau levels on the hyperbolic plane in the presence
of Aharonov–Bohm fields
Takuya Mine a,∗, Yuji Nomura b
a Graduate School of Science and Technology, Kyoto Institute of Technology, Matsugasaki, Sakyo-ku,
Kyoto 606-8585, Japan
b Department of Computer Science, Graduate School of Science and Engineering, Ehime University, 3 Bunkyo-cho,
Matsuyama, Ehime 790-8577, Japan
Received 21 February 2012; accepted 3 June 2012
Available online 14 June 2012
Communicated by B. Driver
Abstract
We consider the magnetic Schrödinger operators on the Poincaré upper half plane with constant Gaussian
curvature −1. We assume the magnetic field is given by the sum of a constant field and the Dirac δ measures
placed on some lattice. We give a sufficient condition for each Landau level to be an infinitely degenerated
eigenvalue. We also prove the lowest Landau level is not an eigenvalue if the above condition fails. In
particular, the infinite degeneracy of the lowest Landau level is equivalent to the infiniteness of the zero-
modes of the two-dimensional Pauli operator.
© 2012 Elsevier Inc. All rights reserved.
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1. Introduction
1.1. Motivation
The Landau levels h¯ωc(n+ 1/2) (n= 0,1,2, . . . , ωc = eB/(mc)) are the infinitely degener-
ated eigenvalues of the Schrödinger operator in a homogeneous magnetic field of intensity B on
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1702 T. Mine, Y. Nomura / Journal of Functional Analysis 263 (2012) 1701–1743Fig. 1. Tessellation by the modular group SL2(Z). Each hyperbolic triangle is a fundamental cell of this group. All these
triangles are non-compact.
the Euclidean plane. The discrete structure of the Landau levels is connected with the represen-
tation of the Heisenberg group, and plays a crucial role in the study of the quantum Hall effect,
De Haas–van Alphen effect, etc.
We can also consider the Schrödinger operator with a ‘homogeneous magnetic field’ on the
hyperbolic upper half plane H, which is first studied by Maass [23] in his study of the modular
functions. Then the spectrum consists of a finite number of infinitely degenerated eigenvalues in
the lower part of the spectrum (also called the ‘Landau levels’), and continuous spectrum in the
higher part. Comtet [6] gives a physical interpretation of the spectral structure; the low-energy
classical particles in H subjected to a homogeneous magnetic field are trapped by the magnetic
field, but the high-energy particles can escape to infinity due to the negative curvature of H.
Moreover, Bulaev, Geyler and Margulis [5] and Lisovyy [22] show that the Landau levels are
still infinitely degenerated even if we add one pointlike magnetic field (or, the Aharonov–Bohm
magnetic field) to the homogeneous field. We can easily show that the same is true if we add a
finite number of pointlike magnetic fields.1
On the other hand, the authors [26] study the perturbation of a homogeneous magnetic field
by pointlike magnetic fields on a lattice in the Euclidean plane. In this case, the Landau levels
might be collapsed by the Aharonov–Bohm phase shift [2] caused by the magnetic flux of the
pointlike magnetic fields inside the cyclotron orbit of the electron. Nevertheless, [26] shows that
the low-energy Landau levels still survive as infinitely degenerated eigenvalues. The number of
such levels is determined by the magnetic flux through the fundamental cell of the period lattice.
The aim of the present paper is to generalize the result of [26] on the hyperbolic plane. Es-
pecially we pay attention to (i) the effect of the negative curvature, and (ii) the effect of the
structure of the period lattice. In contrast to the Euclidean case, the structure of a lattice in the
hyperbolic plane can be much more complicated (see Fig. 1). Our conclusion is that the negative
curvature decreases the number of infinitely degenerated eigenvalues, but the complexity of the
lattice group has no effect, though some technical difficulty occurs in the case of non-compact
fundamental cell. If we take the flat-space limit, we reproduce the result of [26] at least formally.
1 This can be done by putting Φ =∏γ∈Γ (z− γ ) and f = (z+ i)−m in the solutions (22) and (26) below.
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value 0) for the Pauli operators. The Aharonov–Casher theorem [3] says that the number of the
zero-modes for the Pauli operator on the Euclidean plane is given by⎧⎨⎩
[|Φ|] (|Φ| /∈ Z),
|Φ| − 1 (|Φ| = 1,2, . . .),
0 (Φ = 0),
(1)
where Φ is the total magnetic flux through the plane divided by 2π (we normalize physical
constants as h¯ = e = 2m = 1), and [x] denotes the integer part of x. The A–C theorem is gen-
eralized by Miller [24] and Erdös and Vugalter [12] under some weaker assumptions on the
magnetic field. The A–C result also suggests there are infinite zero-modes in the case |Φ| = ∞.
This statement is rigorously proved by Dubrovin and Novikov [9,10], Shigekawa [31], Geyler
and Št’ovícˇek [15] and Rozenblum and Shirokov [30] for the Euclidean case, and by Inahama
and Shirai [18] and Geyler and Št’ovícˇek [16] for the hyperbolic case. Actually, it is easy to
deduce an estimate for the number of the zero-modes for the Pauli operator from our result for
the Schrödinger operator, since the zero-modes are just the lowest Landau eigenfunctions of the
Schrödinger operators (see (13)).
1.2. Landau levels for the Schrödinger operators
The Poincaré upper half plane is given by
H= {z= x + iy | x ∈R, y > 0},
endowed with the metric ds2 = y−2(dx2 +dy2) and the surface form ω = y−2 dx∧dy. It is well
known that the Riemannian manifold (H, ds2) has negative constant Gaussian curvature −1, and
is isomorphic to the Poincaré disc (D, d˜s2) given by
D= {w = u+ iv ∣∣ |w|< 1}, d˜s2 = 4(du2 + dv2)
(1 − |w|2)2 ,
via the Cayley transform w = (z − i)/(z + i). We introduce a 1-form a = ax dx + ay dy called
the magnetic vector potential, and define the magnetic Schrödinger operator L on H by
L= y2((Dx − ax)2 + (Dy − ay)2),
where Dx = −i∂x , Dy = −i∂y . The magnetic field is the 2-form given by da, where d denotes
the exterior derivative. We always assume ax, ay ∈ L1loc(H;R), so da can be defined at least in
the distributional sense. We say da is a constant magnetic field if da = Bω for some constant
B ∈R.
In the present paper, we assume the magnetic field is the sum of a constant field and
δ-magnetic fields on a lattice, as described below. In the sequel, we use some terminology from
the theory of automorphic forms. A reader not familiar with automorphic forms can refer to
Section 6.
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first kind, and a discrete subset Γ of H∗ (the union of H and the cusps; see Section 6.2) invariant
under the action of G, such that
da = Bω+
∑
γ∈Γ
2παδγ , (2)
where δγ is the Dirac δ measure at the point γ .
In Section 2, we shall construct ax, ay ∈ C∞(H \ Γ ;R) ∩ L1loc(H;R) satisfying (2). The
restriction 0 < α < 1 loses no generality, because the integral difference of α can be gauged
away (see e.g. Geyler and Št’ovícˇek [15, Section 6]). When we need to indicate the value B
(or α) explicitly, we write LB (or LB,α) for L, etc.
As in the Euclidean case (Adami and Teta [1] or Dabrowski and Št’ovícˇek [7]), we can prove
that the operator HB,0 = L|C∞0 (H\Γ ) is not essentially self-adjoint if Γ = ∅. We choose sev-
eral self-adjoint extensions of HB,0 as follows. Let a = ax dx + ay dy satisfying (2). We define
operators Πx , Πy , AB and A†B by
Πx = y(Dx − ax), Πy = y(Dy − ay),
AB =Πx + iΠy, A†B =Πx − iΠy + 1.
Notice that A†B is the formal adjoint of AB in the sense(A†Bu, v)= (u,ABv)
for every u, v ∈ C∞0 (H \ Γ ), where (u, v) =
∫
H
uvω = ∫
H
uvy−2 dx dy. The following relation
is called the shape invariance (see Benedict and Molnár [4], Molnár, Benedict and Bertrand [27]
or Inahama and Shirai [19]):
LB =A†BAB +B =AB+1A†B+1 −B on H \ Γ. (3)
We define two self-adjoint operators H±B,max as the self-adjoint operators associated to the
quadratic forms h±B,max given by
h+B,max[u] = ‖ABu‖2 +B‖u‖2,
Q
(
h+B,max
)= {u ∈L2(H;ω) ∣∣ABu ∈L2(H;ω)},
h−B,max[u] =
∥∥A†B+1u∥∥2 −B‖u‖2,
Q
(
h−B,max
)= {u ∈ L2(H;ω) ∣∣A†B+1u ∈ L2(H;ω)},
where ‖u‖2 = (u,u) and the derivatives ABu and A†Bu are defined as distributions on H \ Γ .
By (3), H±B,max are two self-adjoint extensions of HB,0. We also define operators H±B,min as the
self-adjoint operators associated to the quadratic forms h± given byB,min
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(
h+B,min
)= C∞0 (H \ Γ ),
h−B,min[u] =
∥∥A†B+1u∥∥2 −B‖u‖2, Q(h−B,min)= C∞0 (H \ Γ ),
where the overline denotes the form closure. However, both operators H±B,min coincide with the
Friedrichs extension of HB,0, so we usually omit ± and write simply H±B,min = HB,min. The
difference between three operators is, roughly speaking, the boundary conditions at the lattice
points. The domains D(H±B,max) contain some functions singular at γ ∈ Γ , while all the elements
of D(HB,min) satisfy some repulsive conditions, that is,
lim
z→γ u(z)= 0 for u ∈D(HB,min).
When Γ = ∅ (da is a constant magnetic field), it is known that HB,0 is essentially self-
adjoint (see e.g. Shubin [34]), so we denote the operator H±B,max =HB,min =HB,0 simply by HB .
The spectrum σ(HB) of HB is well known (see e.g. Roelcke [29], Elstrodt [11], Comtet [6] or
Inahama and Shirai [19]):
σ(HB)=
{⋃N(B)
n=0 {EB,n} ∪ [B2 + 1/4,∞) (|B|> 1/2),
[B2 + 1/4,∞) (|B| 1/2), (4)
where N(B) is the largest integer less than |B| − 1/2, and EB,n = (2n+ 1)|B| − n(n+ 1). The
eigenvalues {EB,n}N(B)n=0 are called the Landau levels. When |B| > 1/2, all the eigenvalues EB,n
are infinitely degenerated, due to the invariance of the magnetic field under the action of SL2(R).
We study the degeneracy of EB,n for the operators H±B,# (# = ‘ max’ or ‘min’, as in the sequel),
when Γ is a lattice. We require some number-theoretical assumptions for the lattice Γ .
Assumption 1.2. For some m ∈ N (positive integers) and some even integer k, there exists an
automorphic form Ψ of weight k on G satisfying the following conditions:
(i) All the zeros of Ψ are of order m.
(ii) Γ coincides with the set of the zeros of Ψ in H.
(iii) Ψ is not zero at every cusp of G.
We denote Φ = Ψ 1/m. Notice that Φ is a single-valued holomorphic function on H having
only first order zeros on Γ .
When G has cusps, we additionally assume the following.
Assumption 1.3. There exists a cusp form  which has no zeros in H.
In Section 6, we see that there are many examples of the groups G and the lattices Γ satisfying
the above conditions.
Let ι be the projection from SL2(R) to PSL2(R)= SL2(R)/{±1}. For z ∈H, we denote
Gz = {g ∈G | gz= z}
and ez = #ι(Gz). We call z a fixed point if ez > 1.
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choose a complete representatives {γk}Kk=1 of Γ such that
γk ∈ Γ ∩D, Γ =
K⋃
k=1
Gγk, Gγk ∩Gγk′ = ∅ for k = k′.
We define the number N of points of Γ in D by
N =
K∑
k=1
e−1γk .
If Γ includes no fixed points and no boundary points of D, then N is just the number of the points
of Γ in D in the usual sense. When Γ includes fixed points, N may take a fractional value.
First we state our result for the case G is co-compact. We denote mult(H ;E)= dim Ker(H −
E) for a self-adjoint operator H .
Theorem 1.5. Suppose B , α, G and Γ satisfy Assumptions 1.1, 1.2, and G is co-compact. Let D
and N be as in Definition 1.4, and |D| the hyperbolic area of D, that is, |D| = ∫D ω. Then thefollowing holds.
(i) Let Φ+ = B + 2παN/|D|. Then
mult
(
H+B,max;B
)= {∞ if Φ+ > 1/2,0 if Φ+  1/2, (5)
mult(HB,min;B)=
{∞ if Φ+ > (1/2)+ 2πN/|D|,
0 if Φ+  (1/2)+ 2πN/|D|. (6)
(ii) Let Φ− = −B + 2π(1 − α)N/|D|. Then,
mult
(
H−B,max;−B
)= {∞ if Φ− > 1/2,0 if Φ−  1/2, (7)
mult(HB,min;−B)=
{∞ if Φ− > (1/2)+ 2πN/|D|,
0 if Φ−  (1/2)+ 2πN/|D|. (8)
In (i), the value Φ+ is the average of the magnetic flux per unit area. So the results read the
lowest Landau level is infinitely degenerated if the magnetic field is sufficiently strong compared
with the curvature (see also (17) below). The additional term 2πN/|D| for HB,min is due to
the repulsive boundary conditions at γ ∈ Γ . The result (ii) is derived from (i), the complex
conjugation symmetry and the gauge invariance
CH±B,α,#C =H∓−B,−α,# H∓−B,1−α,#, (9)
where C denotes the complex conjugation map Cu= u, and  means the both sides are unitarily
equivalent.
When G has cusps, we have the following.
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cusps, and Assumption 1.3 holds. Then,
(i) the statements (6) and (8) hold without any change;
(ii) the statement (5) holds when Φ+ = 1/2, or when Φ+ = 1/2 and B  0;
(iii) the statement (7) holds when Φ− = 1/2, or when Φ− = 1/2 and B  0.
The restriction B  0 in (ii) above (or B  0 in (iii)) is necessary for some technical reasons,
and not yet removed at present.
Next we state the result for the higher Landau levels of HB,min.
Theorem 1.7. Suppose B , α and Γ satisfy Assumptions 1.1 and 1.2. If Γ has cusps, suppose
additionally Assumption 1.3 holds. Let n be a positive integer, and assume
B + 2παN|D| >
(
1
2
+ n
)
+ 2πN|D| (n+ 1), (10)
or
−B + 2π(1 − α)N|D| >
(
1
2
+ n
)
+ 2πN|D| (n+ 1).
Then mult(HB,min;EB,n)= ∞.
Theorem 1.7 also gives the degeneracy of the higher Landau levels of H±B,max, because of the
following relations. For n 1, we have{
Ker
(
H+B,max −EB,n
) Ker(HB−1,min −EB−1,n−1) (B > 3/2),
Ker
(
H+B,max −EB,n−1
) Ker(HB−1,min −EB−1,n) (B <−1/2), (11){
Ker(HB,min −EB,n) Ker
(
H−B−1,max −EB−1,n−1
)
(B > 3/2),
Ker(HB,min −EB,n−1) Ker
(
H−B−1,max −EB−1,n
)
(B <−1/2), (12)
where  means the two subspaces are isomorphic via some unitary operator (and have the same
dimensions). These relations are derived from the supersymmetric property of the Pauli operator
for our magnetic field, as defined below.
1.3. Zero-modes for the Pauli operators
In Inahama and Shirai [18], they define the Dirac operator D, the Pauli operator P and its
diagonal components P±B by2
D =
(
0 A†B
AB 0
)
, P =D2 =
(A†BAB 0
0 ABA†B
)
=
(P+B 0
0 P−B
)
.
2 Geyler and Št’ovícˇek [16] adapt another definition, that is, P±
B,max =H±B,max ∓B . Here we adapt the above definition
from the viewpoint of the supersymmetry (16). In the Euclidean case, Persson [28] discusses the definition of the Pauli
operator with the Aharonov–Bohm magnetic fields in detail.
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to the quadratic forms p±B,max, p
±
B,min given by
p+B,max[u] = ‖ABu‖2,
Q
(
p+B,max
)= {u ∈ L2(H;ω) ∣∣ABu ∈L2(H;ω)},
p−B,max[u] =
∥∥A†Bu∥∥2,
Q
(
p−B,max
)= {u ∈ L2(H;ω) ∣∣A†Bu ∈L2(H;ω)},
p+B,min[u] = ‖ABu‖2, Q
(
p+B,min
)= C∞0 (H \ Γ ),
p−B,min[u] =
∥∥A†Bu∥∥2, Q(p−B,min)= C∞0 (H \ Γ ).
Clearly we have
H+B,# = P+B,# +B, H−B,# = P−B+1,# −B. (13)
The relation (13) and Theorem 1.5 tell us the following corollary for the degeneracy of the zero-
modes of the Pauli operators.
Corollary 1.8. Under the same assumptions of Theorem 1.5, we have the following.
(i) Let Φ+ = B + 2παN/|D|. Then
mult
(
P+B,max;0
)= {∞ if Φ+ > 1/2,0 if Φ+  1/2, (14)
mult
(
P+B,min;0
)= {∞ if Φ+ > (1/2)+ 2πN/|D|,0 if Φ+  (1/2)+ 2πN/|D|.
(ii) Let Φ− = −B + 2π(1 − α)N/|D|. Then,
mult
(
P−B,max;0
)= {∞ if Φ− >−1/2,0 if Φ− −1/2, (15)
mult
(
P−B,min;0
)= {∞ if Φ− >−(1/2)+ 2πN/|D|,0 if Φ− −(1/2)+ 2πN/|D|.
Especially (14) and (15) are quite similar to [18, Theorem 1.6], but a little different because
of the δ-magnetic fields. Of course, Theorem 1.6 and (13) give us another corollary for the cusp
case.
As is usual in the theory of Pauli operators, the spin-up component P+B,# and the spin-down
component P−B,# satisfy the following supersymmetric relations (see Proposition 3.1 below):
P±B,max
∣∣
(KerP±B,max)⊥
 P∓B,min
∣∣
(KerP∓B,min)⊥
. (16)
The relations (16) together with (13) imply (11) and (12).
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−1 to −1/A for some constant A > 0. We replace ds2 by (dsA)2 = Ay−2(dx2 + dy2), and
consequently ω by ωA =Ay−2 dx∧dy, LB by LAB = (1/A)LAB , EB,n by EAB,n = (2n+1)|B|−
n(n+ 1)/A, etc. Then, the statement (14) is changed into
mult
(
P
A,+
B,max;0
)= {∞ if Φ+ > 1/(2A),0 if Φ+  1/(2A). (17)
If we formally take the flat-space limit A→ ∞, we obtain the classical Aharonov–Casher result
(1) in the case Φ = ∞. Similarly, (10) is changed into
B + 2παN|D| >
1
A
(
1
2
+ n
)
+ 2πN|D| (n+ 1). (18)
Taking the limit A → ∞ again, we obtain the corresponding result in the Euclidean case [26,
Theorem 1.1].3
Our analysis relies on the theory of the automorphic forms. However, in the non-critical case,
there is a possibility of another proof using the entire function theory for the asymptotic behavior
of the canonical product, as in the Euclidean case. In fact, the canonical product on the unit
disc is introduced by Tsuji [36], and its asymptotics is studied by Girnyk [17] and Sons [35]
(though Girnyk says the angular density of zeros in the unit disc does not uniquely determine the
asymptotics of the canonical product). We hope to study this direction in the future work.
The rest of the paper is organized as follows. In Section 2 we shall construct the vector po-
tentials satisfying (2). In Section 3, we shall write down the eigenfunctions corresponding to
the Landau level EB,n explicitly. In Section 4, we shall prove main theorems in the case G is
co-compact. In Section 5, we shall prove main theorems in the case G has cusps. In Section 6,
we shall review some definitions and fundamental facts about the automorphic forms, and give
some examples of groups and automorphic forms satisfying our assumptions.
All the figures and the numerical values are obtained by using Mathematica 8.0.0.0.
2. Vector potentials
In this section, we shall construct the vector potential a satisfying (2). Similar constructions
are found in [15,16].
Let Φ be the function given after Assumption 1.2. The function Φ is a single-valued holomor-
phic function on H having only first order zeros at every γ ∈ Γ . Put φ = (logΦ)′ =Φ ′/Φ , then
φ is a meromorphic function on H having only first order poles with residue 1 at every γ ∈ Γ .
Define a 1-form a by
a = B
y
dx + α Im(φ dz), (19)
3 In the paper [26], the index of the Landau level starts from n= 1. So we should adjust the index n when we compare
our result with [26, Theorem 1.1].
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da = − B
y2
dy ∧ dx + α Im(∂zφ dz∧ dz)= Bω
for z ∈H \ Γ . For z near γ ∈ Γ , we have
d Im(φ dz)= d Im
(
dz
z− γ
)
= d(−∂y log |z− γ |dx + ∂x log |z− γ |dy)
= log |z− γ |dx ∧ dy = 2πδγ ,
where  = ∂2x + ∂2y and we used the distributional equality  log |z|dx ∧ dy = 2πδ0. Thus a
satisfies the equality (2). By the gauge invariance, we can assume a is given by (19) without loss
of generality.
3. Eigenfunctions for Landau levels
In this section, we shall construct the eigenfunctions of H+B,# (# = max,min) for the eigen-
value B , and the eigenfunctions of HB,min for the higher Landau levels. First we prove the
supersymmetric relation in the introduction.
Proposition 3.1. The equivalence relation (16) holds.
Proof. The proof is quite similar to that of [25, (8)], so we give only the sketch. We define two
linear operators
ABu=ABu, D(AB)= C∞0 (H \ Γ ),
A
†
Bu=A†Bu, D
(
A
†
B
)= C∞0 (H \ Γ ),
where the overline denotes the closure with respect to the operator norm. Since A†B is the formal
adjoint of AB , we have
A∗Bu=A†Bu, D
(
A∗B
)= {u ∈ L2(H;ω) ∣∣A†Bu ∈ L2(H;ω)},
A
†∗
B u=ABu, D
(
A
†∗
B
)= {u ∈ L2(H;ω) ∣∣ABu ∈L2(H;ω)},
where we regard AB and A†B as operators on the Schwartz distribution space D′(H \ Γ ). Then
we have
P+B,max =A†B
(
A
†
B
)∗
, P−B,min =
(
A
†
B
)∗
A
†
B, (20)
P−B,max =AB(AB)∗, P+B,min = (AB)∗AB, (21)
since the form domains of the both sides of each equality are equal. Then the relation
X∗X|(KerX)⊥ XX∗
∣∣
(KerX∗)⊥
(see e.g. Deift [8, Theorem 3]) implies the conclusion. 
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only if there exists a holomorphic function f on H such that
u(z)=
{
yB |Φ(z)|−αf (z) (# = max),
yB |Φ(z)|−αΦ(z)f (z) (# = min), (22)
and u ∈ L2(H;ω).
Proof. By (20), we have
u ∈ KerP+B,max ⇔ u ∈ Ker
(
A
†
B
)∗ ⇔ ABu= 0, u ∈ L2(H;ω). (23)
By (21), we have
u ∈ KerP+B,min ⇔ u ∈ KerAB ⇔ ABu= 0, u ∈ L2(H;ω),
lim
z→γ u(z)= 0 for every γ ∈ Γ. (24)
Put ∂z = (∂x + i∂y)/2. Then the operator AB is written as
AB = iy
(
−2∂z + B
y
i − αφ(z)
)
= iyB+1|Φ|−α(−2∂z)|Φ|αy−B.
Thus the solution to the equation ABu= 0 is given by
u= |Φ|−αyBg(z),
where g is a holomorphic function on H \ Γ . If u ∈ D(P+B,max), we have u ∈ L2(H;ω), and
the converse is true by (23). If u ∈ D(P+B,min), u must satisfy the boundary condition in (24).
Since |Φ|−α = O(|z − γ |−α) as z → γ and 0 < α < 1, the function g(z) must be factorized as
g(z)=Φ(z)f (z), where f is a holomorphic function on H (notice that Φ(z) has only first order
zeros). 
Next, let us consider the higher Landau levels.
Proposition 3.3. Let B > 1/2. Suppose u ∈ C∞(H \ Γ ) satisfies LBu = EB,nu for some
n= 0,1,2, . . . . Then
LB+1A†B+1u=EB+1,n+1A†B+1u. (25)
Proof. By (3), we have
LB+1 =A†B+1AB+1 +B + 1, LB =AB+1A†B+1 −B.
If LBu=EB,nu, we have
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=A†B+1(LB + 2B + 1)u= (EB,n + 2B + 1)A†B+1u=EB+1,n+1A†B+1u. 
Proposition 3.4. Suppose B > 1/2. Let n= 1,2,3, . . . and let f be a holomorphic function on H.
Put
u=A†B+n · · ·A†B+1
(
yB
∣∣Φ(z)∣∣−αΦ(z)n+1f (z)). (26)
If u ∈L2(H;ω), then u ∈D(HB+n,min) and HB+n,minu=EB+n,nu.
Proof. Let f be a holomorphic function on H and put
v = yB ∣∣Φ(z)∣∣−αΦ(z)n+1f (z).
Then we have LBv = Bv = EB,0v by Proposition 3.2. Since u = A†B+n · · ·A†B+1v, we have
LB+nu=EB+n,nu by Proposition 3.3. Since u ∈L2(H;ω), we have LB+nu ∈L2(H;ω). More-
over, by the explicit form of v and A†B , we see u(z) = O(|z − γ |1−α) as z → γ . Thus the
boundary conditions limz→γ |u(z)| = 0 hold and u ∈D(HB+n,min). 
4. Co-compact case
In this section, we assume G is co-compact (i.e. G has no cusps) and prove the statements for
H+B,# in Theorems 1.5 and 1.7. Then, those for H
−
B,# hold because of the complex conjugation
symmetry (9). The basic idea is based on the proof of [16, Theorem 8].
4.1. Infiniteness of the lowest Landau eigenfunctions
First we assume {
Φ+ > 1/2 if # = max,
Φ+ > 1/2 + 2πN/|D| if # = min, (27)
where Φ+ = B + 2παN/|D|, and prove mult(H+B,#;B) = ∞. By Theorem 6.1 below, (27) is
equivalent to {
2B + kα/m> 1 (# = max),
2B + k(α − 1)/m > 1 (# = min), (28)
where m, k are the numbers given in Assumption 1.2.
Let u be the function (22) with f = (z+ i)−j , where j is a positive integer. By Proposition 3.2,
it suffices to prove u ∈ L2(H;ω) for sufficiently large j . Since Ψ is an automorphic form of
weight k, we have
Ψ (gz)= (cz+ d)kΨ (z)
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c d
) ∈G. By this equality and
Imgz= Im z|cz+ d|2 ,
we see that the function
ρ(z)= yk/(2m)∣∣Φ(z)∣∣
is periodic with respect to G-action and has zeros only on Γ .
Consider the case # = min. Since G is co-compact, the periodicity of ρ implies there exists a
constant M > 0 such that ∣∣Φ(z)∣∣2(1−α) Myk(α−1)/m
for every z ∈H. Thus we have∫
H
|u|2ωM
∫
H
y2B−2+k(α−1)/m|z+ i|−2j dx dy.
By (28), the last integral converges if we take j sufficiently large.
When # = max, we have to take care of the singularity of Φ−α on Γ . Take sufficiently small
 > 0 and put U = {z ∈H | distds(z,Γ ) < }. By the periodicity of ρ, there exists M > 0 such
that ∣∣Φ(z)∣∣−2α Mykα/m
for every z in H \U . Thus we have∫
H
|u|2ωM
∫
H\U
y2B−2+kα/m|z+ i|−2j dx dy +
∫
U
y2B
∣∣Φ(z)∣∣−2α|z+ i|−2jω. (29)
By (28), the first term in RHS of (29) converges for sufficiently large j . The second term is
bounded by
M ′
∑
g∈G
sup
z∈U∩gD
y2B+kα/m|z+ i|−2j (30)
where M ′ = ∫
U∩D ρ(z)
−2αω.
To see (30) is finite, we need the following lemma. In the sequel, we denote
B(z)=
{
z′ ∈H ∣∣ distds(z′, z)< },
for z ∈H and  > 0.
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e−2 <
∣∣∣∣ Im zIm z′
∣∣∣∣< e2, (31)
e−2 <
∣∣∣∣ z+ iz′ + i
∣∣∣∣< e2 . (32)
Proof. Let z0 = x0 + iy0 ∈ H. Then, the set B(z0) is an open disc in H and the diameter of
B(z0) parallel to the imaginary axis is the segment from x0 + ie−y0 to x0 + iey0. The first
statement (31) follows from this fact. Next, consider the line l passing through the two points z0
and −i, and let z1 and z2 be the two intersection points of l and ∂B(z0), with Im z1 < Im z2.
Then we have for z, z′ ∈ B(z0)∣∣∣∣ z+ iz′ + i
∣∣∣∣< ∣∣∣∣z2 + iz1 + i
∣∣∣∣= Im z2 + 1Im z1 + 1 < Im z2Im z1  e2 .
Taking the reciprocal of the both sides, we have (32). 
Notice that there are only finite points of Γ in D, since D is compact and Γ is discrete. By
Lemma 4.1, the sum in (30) is bounded by
e2M ′
∑
g∈G
1
|U ∩D|
∫
U∩gD
y2B+kα/m|z+ i|−2jω
 e2M ′ 1|U ∩D|
∫
H
y2B+kα/m−2|z+ i|−2j dx dy <∞
for sufficiently large j , because of (28). Thus we prove u ∈ L2(H;ω).
4.2. Non-existence of the lowest Landau eigenfunctions
Next we prove the non-existence part of Theorem 1.5. We need two lemmas.
Lemma 4.2. Let p  1. Then, we have for any holomorphic function f ≡ 0 on H∫
H
yp
∣∣f (z)∣∣2ω = ∞. (33)
Proof. Let σ be the inverse Cayley transform from D to H, that is,
z= σw = i 1 +w
1 −w. (34)
Then we have
y = Im z= 1 − |w|
2
2 . (35)|1 −w|
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D
(
1 − |w|2
|1 −w|2
)p∣∣f (σw)∣∣2ω˜. (36)
Put g(w)= (1 −w)−pf (σw), then g is holomorphic on D. Consider the Taylor expansion of g
g(w)=
∞∑
n=0
anw
n.
Then the integral (36) equals
∞∑
n=0
2π |an|2
1∫
0
4r2n+1
(
1 − r2)p−2 dr,
since ω˜ = 4(1 − r2)−2r dr ∧ dθ in the polar coordinate. Since p− 2−1, the integral diverges
for every n. Since f ≡ 0, we have g ≡ 0, therefore at least one coefficient an is non-zero. Thus
we have the conclusion. 
Lemma 4.3. Let p ∈ R. Then, for sufficiently small  > 0, there exist ′ = ′() >  and
C = C(,p) > 0 such that, ∫
B′ (z0)\B(z0)
yp
∣∣f (z)∣∣2ω C ∫
B(z0)
yp
∣∣f (z)∣∣2ω
for any z0 ∈H and any holomorphic function f on B′(z0). Moreover, ′ → 0 as  → 0.
Proof. By Lemma 4.1,
sup
z∈B′ (z0)
yp  e2′|p| inf
z∈B′ (z0)
yp (37)
for any ′ > 0, any z0 ∈H and any z ∈ B′(z0). Thus it is sufficient to prove the case p = 0. Since
ω is invariant under the action of SL2(R), we can assume z0 = i. Again by (37), it is sufficient to
show that ∫
B′ (i)\B(i)
∣∣f (z)∣∣2 dx dy  ∫
B(i)
∣∣f (z)∣∣2 dx dy (38)
for some ′ = ′() with ′ → 0 as  → 0.
For 0 <  < log(4/3), put ′′ = e − 1 and ′ = − log(4 − 3e). Since the diameter of B(i)
parallel to the imaginary axis is the segment from e−i to ei, we have
B(i)⊂
{
z
∣∣ |z− i|< ′′}⊂ {z ∣∣ |z− i|< 3′′}⊂ B′(i).
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f (z)= 1
2π
2π∫
0
f
(
z+ 2′′eiθ )dθ
for z ∈ B(i). Notice that z+ 2′′eiθ ∈ B′(i) \B(i). By the Schwarz inequality and the Fubini
theorem, we have
∫
B(i)
∣∣f (z)∣∣2 dx dy  1
2π
2π∫
0
∫
B(i)
∣∣f (z+ 2′′eiθ )∣∣2 dx dy dθ

∫
B′ (i)\B(i)
∣∣f (z+ 2′′eiθ )∣∣2 dx dy.
Thus (38) holds. 
Suppose the contrary of (27) holds. Then we have{
2B + kα/m 1 (# = max),
2B + k(α − 1)/m 1 (# = min). (39)
Let u be the function (22) for a holomorphic function f ≡ 0. By Proposition 3.2, it suffices to
prove u /∈ L2(H;ω).
By definition, we have ∫
H
|u|2ω =
∫
H
yβρ˜(z)
∣∣f (z)∣∣2ω, (40)
where
β =
{
2B + kα/m (# = max),
2B + k(α − 1)/m (# = min),
ρ˜(z)=
{
ρ(z)−2α (# = max),
ρ(z)−2(α−1) (# = min).
In both cases, we have β  1 by (39), and ρ˜(z) is periodic with respect to G-action. When
# = max, ρ is bounded since G is co-compact, so we have infz∈H ρ˜(z) > 0. Thus the integral
(40) diverges by Lemma 4.2.
When # = min, the function ρ˜ has zeros on Γ , so we need a little modification. For sufficiently
small  > 0, let C, ′ be the constants given in Lemma 4.3 with p = β . We take  and ′ so small
that {B′(γ )}γ∈Γ are mutually disjoint. Put Ω =⋃γ∈Γ B(γ ). Since ρ˜(z) is G-periodic and has
zeros only on Γ , we have
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z∈H\Ω ρ˜(z) > 0 (41)
by the compactness of D.
Suppose the integral (40) converges. By (41), we have∫
H\Ω
yβ
∣∣f (z)∣∣2ω <∞. (42)
Since β  1, we have by Lemma 4.2 ∫
Ω
yβ
∣∣f (z)∣∣2ω = ∞. (43)
However, Lemma 4.3 and (42) imply the left-hand side of (43) converges. This is a contradiction.
Therefore (i) of Theorem 1.5 is proved.
4.3. Infiniteness of the higher Landau eigenfunctions
Lastly, we shall consider the case n  1, and prove mult(HB,min;EB,n) = ∞ under the as-
sumption (10). Actually we prove an equivalent statement as follows. We assume
B + 2παN|D| >
1
2
+ 2πN|D| (n+ 1), (44)
and prove that EB+n,n is an infinitely degenerated eigenvalue of HB+n,min. By Theorem 6.1, (44)
is equivalent to
2B − k(n+ 1 − α)/m> 1. (45)
By Proposition 3.4, it suffices to prove the function u given by (26) belongs to L2(H;ω) for
infinitely many independent holomorphic functions f on H. Let us write down u more explicitly.
Put
v = yB ∣∣Φ(z)∣∣−αΦ(z)n+1f (z). (46)
Then u=A†B+n · · ·A†B+1v. The operator A†B+1 is written as
A†B+1 = −2iy∂z −B + iαyφ,
where ∂z = (∂x − i∂y)/2. Since φ =Φ ′/Φ = (logΦ)′, we have
A† v = −2iy((n+ 1 − α)(logΦ)′ + (logf )′)v − 2Bv = (−2iyη− 2B)v,B+1
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(j − 1), we can prove the function u =A†B+n · · ·A†B+1v is a finite linear combination of v and
the terms of the form(
yj1∂
j1−1
z η
) · · · (yjl ∂jl−1z η)v, 1 j1  · · · jl, 1 j1 + · · · + jl  n. (47)
We choose f = (z+ i)−p for sufficiently large p. Then
yj ∂
j−1
z η = (n+ 1 − α)yj ∂jz logΦ + yj ∂jz log(z+ i)−p. (48)
For the second term of the right-hand side of (48), we have∣∣yj ∂jz log(z+ i)−p∣∣= p(j − 1)!yj |z+ i|−j  p(j − 1)!. (49)
In order to estimate |yj ∂jz logΦ| = |yj ∂jz logΨ |/m, we prepare some lemmas. Notice that we
do not use the assumption G is co-compact in the following lemmas.
Lemma 4.4. Let G be a Fuchsian group of the first kind and Ψ an automorphic form of weight k.
Then, for g = ( a b
c d
) ∈G, z ∈H, and j = 1,2, . . . , the function (∂jz logΨ )(gz) is the sum of
(j − 1)!k(c(cz+ d))j
and a finite linear combination of the terms of the form
(
c(cz+ d))j−l (cz+ d)2l∂lz(logΨ )(z), l = 1, . . . , j.
Proof. Since Ψ (gz)= (cz+ d)kΨ (z), we have
logΨ (gz)= k log(cz+ d)+ logΨ (z). (50)
Since
∂zgz= ∂z az+ b
cz+ d =
1
(cz+ d)2 ,
we have by differentiating the both sides of (50)
∂z(logΨ )(gz)
1
(cz+ d)2 =
kc
cz+ d + ∂z logΨ (z)
⇔ ∂z(logΨ )(gz)= kc(cz+ d)+ (cz+ d)2∂z logΨ (z).
This equality implies the assertion is true for j = 1. Then we can prove the assertion for j  2
by induction. 
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there exists a constant C > 0 independent of g ∈G and z ∈H such that
∣∣(∂jz logΨ )(gz)∣∣ 1
(Imgz)j
(
(j − 1)!k +C
j∑
l=1
(Im z)l
∣∣∂lz logΨ (z)∣∣
)
(51)
for any g ∈G and z ∈H.
Proof. By the equality Imgz= Im z/|cz+ d|2, we have
|cz+ d| =
(
Im z
Imgz
)1/2
(52)
and
∣∣c(cz+ d)∣∣= ∣∣∣∣ Im(cz+ d)Im z
∣∣∣∣|cz+ d| |cz+ d|2Im z = 1Imgz . (53)
Then the conclusion follows immediately from (52), (53), and Lemma 4.4. 
For z ∈H, we write z= gz′ (g ∈G, z′ ∈D). Then we have by the G-periodicity of ρ∣∣v(z)∣∣= yB−k(n+1−α)/(2m)ρ(z′)n+1−α|z+ i|−p. (54)
By Lemma 4.5, we have
∣∣yj (∂jz logΨ )(z)∣∣ (j − 1)!k +C j∑
l=1
y′ l
∣∣∂lz logΨ (z′)∣∣, (55)
where y′ = Im z′. By (54) and (55), the absolute value of (47) is bounded by a linear combination
of |v| and the terms of the form
y′ l1+···+lp
∣∣∂l1z logΨ (z′)∣∣ · · · ∣∣∂lpz logΨ (z′)∣∣ρ(z′)n+1−αyB−k(n+1−α)/(2m)|z+ i|−p,
1 l1  · · · lp, 1 l1 + · · · + lp  n. (56)
Since Ψ has an m-th order zero at γ ∈ Γ , the function ∂lz logΨ has a pole of order l at γ . Since
ρ(z′)n+1−α =O(|z′ − γ |n+1−α) near z′ = γ , the first line of (56) converges to 0 as z′ → γ , and
is bounded on D by the compactness of D. Thus we have
|u|2  Cy2B−k(n+1−α)/m|z+ i|−2p (57)
for some positive constant C. By (45), the right-hand side of (57) belongs to L2(H;ω) for suffi-
ciently large p, and the proof is completed.
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When G has cusps, the most difficulty for the proof is the unboundedness of the G-
periodic function ρ(z) = |Φ(z)|yk/(2m). For example, if ∞ is a cusp, then the non-zero limit
limy→∞ |Φ(z)| exists (see the q-expansion (85) below), and then ρ(z)=O(yk/(2m)) as y → ∞.
Moreover, the G-periodicity of ρ(z) implies this function is unbounded at every cusp. So some
parts of the proofs in the previous section need modifications.
5.1. Infiniteness of the lowest Landau modes
Let us consider the proof in Section 4.1. We assume (28), and we need some upper bound of
the function |u|, where u is the function given in (22).
When # = max, the divergence of ρ(z) at cusps causes no problem, since
|u| = yB+kα/(2m)ρ(z)−α∣∣f (z)∣∣
and the exponent −α is negative. So the proof in Section 4.1 is applicable without modification.
When # = min, we have
|u| = yB+k(α−1)/(2m)ρ(z)1−α∣∣f (z)∣∣.
So we have to control the divergence of ρ(z)1−α at cusps. To this purpose, let  be the cusp form
given in Assumption 1.3. The function  is an automorphic form of weight k′ which has no zero
in H and has zero at every cusp. For any  > 0, the function  is defined as a single-valued
holomorphic function on H. By the argument in the previous section, the function yk′/2|(z)| is
periodic with respect to G.
Lemma 5.1. For any  > 0, the function
F(z)= ρ(z)1−αyk′/2∣∣(z)∣∣
is bounded on H.
Proof. We already know F(z) is G-periodic, so we have to show F(z) is bounded on the funda-
mental domain D. It suffices to show
lim
z→c F (z)= 0 (58)
for any cusp c. We may assume c = ∞. Since Φ = Ψ 1/m, Ψ is an automorphic form, and  is a
cusp form, we have q-expansions
Ψ (z)=
∞∑
n=0
anq
n, (z)=
∞∑
n=1
bnq
n,
where q = e2πiaz for some a > 0. These expansions imply |Φ| is bounded near z = ∞ and
=O(exp(−2πay)) as y → ∞. Thus we have (58). 
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f =(z+ i)−p (59)
for sufficiently small  > 0 and sufficiently large p. Thus we have∣∣u(z)∣∣ CyB−k(1−α)/(2m)−k′/2|z+ i|−p, (60)
where C = max |F(z)|. If we take  sufficiently small, we see u ∈L2(H;ω) by (28) and (60).
5.2. Non-existence of the lowest Landau level
Next, we assume (39) and consider the proof in Section 4.2. In this case, we need some lower
bound of |u|.
When # = min, the divergence of ρ(z)1−α at cusps causes no problem.
When # = max, the function ρ(z)−α tends to 0 as z tends to cusps. So the proof needs some
modification. First consider the non-critical case, that is,
2B + kα
m
< 1. (61)
In this case, we can write down |u| as
|u| = yB+kα/(2m)+k′/2ρ(z)−α∣∣yk′/2∣∣−∣∣f˜ (z)∣∣
for sufficiently small  > 0, where f˜ (z) = f (z) is a holomorphic function on H. Since the
function − diverges exponentially at cusps, we can cancel the decay of ρ(z)−α at cusps.
By (61), we can prove u /∈L2(H;ω) unless f = 0, as in the same way in Section 4.2.
Next consider the critical case, that is,
2B + kα
m
= 1. (62)
Then
|u| = y1/2ρ(z)−α∣∣f (z)∣∣.
In this case, the proof in the non-critical case fails, so we need more detailed analysis of the
function ρ. As stated in Theorem 1.6, we need an additional assumption
B  0. (63)
We assume (62), (63) and u ∈L2(H;ω), and prove u= 0.
We shall consider the problem on the Poincaré disc D. We use the notation f g(z) =
f (gz)(cz + d)−k for g = ( a b
c d
) ∈ GL(2,C). Then we have (f g)g′ = f (gg′) for any g,g′ ∈
GL(2,C). Let σ be the inverse of the Cayley transform given by (34). Put Ψ˜ = Ψ σ , Φ˜ = Ψ˜ 1/m,
and G˜= σ−1Gσ . Put ρ˜(w)= ρ(σw)= ρ(z), then we have
ρ˜(w)= (1 − |w|2)k/(2m)∣∣Φ˜(w)∣∣. (64)
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the pull-back operator), we have∫
H
|u|2ω =
∫
H
yρ(z)−2α
∣∣f (z)∣∣2ω
=
∫
D
1 − |w|2
|1 −w|2 ρ˜(w)
−2α∣∣f (σw)∣∣2ω˜
=
∫
D
(
1 − |w|2)ρ˜(w)−2α∣∣f˜ (w)∣∣2ω˜, (65)
where f˜ (w) = f (σw)/(1 − w). Notice that f˜ is holomorphic on D. The assumption u ∈
L2(H;ω) implies the integral (65) converges. We shall show f˜ = 0.
We use the following lemma.
Lemma 5.2. Let C and r0 be positive constants with 0 < r0 < 1. Let η(w) be a non-negative
continuous function on D satisfying
2π∫
0
η
(
reiθ
)
dθ  C log(1 − r)−1 (66)
for every r with r0 < r < 1. Let f˜ be a holomorphic function on D satisfying
I =
∫
r0<|w|<1
(
1 − |w|2)η(w)−1∣∣f˜ (w)∣∣2ω˜ <∞. (67)
Then, f˜ = 0.
Proof. Consider the Taylor expansion of f˜
f˜ (w)=
∞∑
n=0
anw
n.
By the Cauchy formula 2πian =
∫
|w|=r f˜ (w)/w
n+1 dw, (66) and the Schwarz inequality, we
have
2πrn|an|
2π∫
0
∣∣f˜ (reiθ )∣∣dθ

(
C log(1 − r)−1)1/2( 2π∫ η(reiθ )−1∣∣f˜ (reiθ )∣∣2 dθ)1/20
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4π2
( 1∫
r0
4r2n+1
(1 − r2) log(1 − r)−1 dr
)
|an|2  C
1∫
r0
(
1 − |w|2)η(w)−1∣∣f˜ (w)∣∣2ω˜ = CI <∞.
Since the first integral diverges, we have an = 0 for every n, and f˜ = 0. 
Therefore it suffices to prove η = ρ˜2α satisfies (66), that is,
2π∫
0
ρ˜
(
reiθ
)2α
dθ  C
∣∣log(1 − r)∣∣. (68)
In order to prove (68), we have to analyze the asymptotic behavior of ρ˜(w) as w tends to cusps.
Let x1, . . . , xt ∈D (the closure of D in H) be a system of the complete representatives of the
cusps of G. For each xj , choose hj ∈ SL2(R) with xj = hj∞ and fix it hereafter. For any cusp x,
there exist unique xj and (not unique) g ∈ G such that x = h∞ and h = ghj . For sufficiently
small  > 0, put
V,∞ =
{
z′
∣∣ Im z′ > 1/}, V,x = hV,∞.
If h= ( a b
c d
)
, we can write down V,x explicitly
V,x =
{
z
∣∣∣ Im z|−cz+ a|2 > 1/
}
if x = ∞. (69)
The set V,x is independent of the choice of g ∈ G with x = ghj∞. If we take  sufficiently
small, we have V,x ∩ V,x′ = ∅ for any two different cusps x and x′.
By the definition of the automorphic form, the function Ψ h has the q-expansion
Ψ h
(
z′
)= ∞∑
n=0
anq
n, q = e2πipz′ ,
where p is some positive constant. The right-hand side of the q-expansion depends only on the
equivalence class of the cusp x. By (iii) of Assumption 1.2, we have a0 = 0, so∣∣Ψ h(z′)∣∣∼ |a0| in V,∞. (70)
The notation (70) means there exists some positive constant C > 1 independent of x and z′ such
that
C−1|a0|
∣∣Ψ h(z′)∣∣ C|a0|
for any z′ ∈ V,∞. We use this notation also in the sequel. Since z = hz′ ∈ V,x , we have
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ρ(z)= yk/(2m)∣∣Ψ (z)∣∣1/m ∼ |a0|1/myk/(2m)|−cz+ a|−k/m. (71)
Next, let x˜ = σ−1x ∈D∗ be a cusp for the group G˜. Let
U,x˜ = σ−1V,x .
For z= σw, we have by (35)
Im z
|−cz+ a|2 =
1 − |w|2
|−(ci + a)w + (−ci + a)|2 . (72)
We define a new coordinate w′ = (a + ci)w/(a − ci) on D (since |(a + ci)/(a − ci)| = 1, this is
just a rotation). By (69) and (72), we have
w ∈U,x˜ ⇔ 1 − |w
′|2
A|1 −w′|2 >
1

⇔ w′ ∈U ′,x˜ , (73)
where A= |a − ci|2 = a2 + c2 and
U ′,x˜ =
{
w′ ∈D
∣∣∣ ∣∣∣∣w′ − AA+ 
∣∣∣∣< A+ 
}
.
Notice that the value A=A(x) is dependent on the cusp x, but is independent of the choice of h
with h = ghj and x = h∞. The relation (73) means both U,x˜ and U ′,x˜ are discs tangent to the
boundary of D. By (71) and (72), we have
ρ˜(w)∼ |a0|1/m
(
1 − |w′|2
A|1 −w′|2
)k/(2m)
in U,x˜ . (74)
Let U =⋃x˜:cusp U,x˜ , which is the union of an infinite number of disjoint discs tangent to
the boundary of D (see Figs. 2, 3). Notice that U is invariant under the action of G˜. By the
G˜-periodicity, ρ˜ is bounded outside U . Thus we have∫
Cr∩Uc
ρ˜(w)2α dθ  2π sup
w∈Uc
ρ˜(w)2α
for every 0 < r < 1, where Cr = {w | |w| = r} and c denotes the complement set. Thus it suffices
to show there exist C > 0 and 0 < r0 < 1 such that
Ir =
∫
Cr∩U
ρ˜(w)2α dθ  C
∣∣log(1 − r)∣∣ (75)
for r0 < r < 1.
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Fig. 3. The discs U,x˜ for G= SL2(Z) near w = 0.7 + 0.7i.
In order to estimate Ir , we have to estimate the counting function of A(x), that is,
N(λ)= #{x: cusp of G ∣∣A(x) λ}.
Lemma 5.3. There exist C > 0 and λ0 > 0 dependent only on G, such that
N(λ)
{
 Cλ (λ λ0),
= 0 (λ < λ0). (76)
Proof. First we show A(x) has positive infimum. By (73), the radius of U,x˜ is /(A+ ). Since
the discs U,x˜ are disjoint, the radii have upper bound δ < 1. So

A+   δ ⇔ A
(
δ−1 − 1).
Put λ0 = (δ−1 − 1). The above inequality means
N(λ)= 0 for λ < λ0. (77)
Next, let x1, . . . , xn be all the cusps satisfying A(x) λ, and we may assume A(x1) · · ·
A(xn). The number n=N(λ) is actually finite, since {U,x˜ }n are disjoint and their radii havej j=1
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U ∩ Cr . By a simple geometric consideration, we see that lr (U) is monotone non-decreasing
function with respect to the radius of U . Take r < 1 so that the circle Cr passes through the two
endpoints of a diameter of U,x˜n . Then we have
lr (U,x˜1) · · · lr (U,x˜n )
2
λ+  .
Since {U,x˜j }nj=1 are disjoint, we have
N(λ)
2
λ+   2πr  2π ⇔ N(λ)
πλ

+ π.
This inequality and (77) imply the conclusion with C = π(−1 + λ−10 ). 
Let us begin the proof of (75). Put s = 1 − r . By (73), we have
Cr ∩U,x˜ = ∅ ⇔ r > A− 
A+  ⇔
1 + r
1 − r  > A.
Thus it suffices to show ∑
A(x)2/s
∫
Cr∩U,x˜
ρ˜(w)2α dθ  C|log s|.
Since the number of equivalence classes of cusps is finite, we can ignore the term |a0|1/m in the
asymptotics (74), and it suffices to show
∑
A(x)2/s
1
Aβ
∫
Cr∩U ′,x˜
(
1 − |w′|2
|1 −w′|2
)β
dθ  C|log s|, (78)
where β = αk/m. Let us estimate the integral. If we write w′ = u + iv, then the condition
w′ ∈ Cr ∩U ′,x˜ is equivalent to(
u− A
A+ 
)2
+ v2 < 
2
(A+ )2 , u
2 + v2 = r2.
Eliminate v in this equation and put r = 1 − s; we have
u > 1 −
(
1 + 
A
)
s + 1
2
(
1 + 
A
)
s2 > 1 −
(
1 + 
A
)
s.
Substituting this inequality into v2 = (1 − s)2 − u2, we have
v2 −
(
2 + 
2
2
)
s2 + 2 s  2 s. (79)A A A A
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dθ
dv
= 1√
(1 − s)2 − v2  C (80)
for s < 1/2, where C = (1/4 − /m)−1/2. Moreover,
1 − |w′|2
|1 −w′|2 
2s
s2 + v2 . (81)
By (79), (80) and (81), we see that the summand in (78) is bounded by
2β+1C 1
Aβ
√
2s/A∫
0
(
s
s2 + v2
)β
dv = 2β+1Cs1−β 1
Aβ
√
2/(sA)∫
0
(
1
1 + t2
)β
dt.
By integration by parts, the LHS of (78) is bounded by a constant times
s1−β
2/s∫
λ0
1
λβ
√
2/(sλ)∫
0
(
1
1 + t2
)β
dt dN(λ)
= s1−β
(
N
(
2
s
)(
s
2
)β 1∫
0
(
1
1 + t2
)β
dt
+
2/s∫
λ0
N(λ)β
1
λβ+1
√
2/(sλ)∫
0
(
1
1 + t2
)β
dt dλ
+
2/s∫
λ0
N(λ)
1
λβ
(
1
1 + 2/(sλ)
)β√
2/s(1/2)λ−3/2 dλ
)
. (82)
By using (76) and putting λ= (2/s)k, RHS of (82) is bounded by a constant times
1 +
1∫
λ0s/(2)
k−β
√
1/k∫
0
(
1
1 + t2
)β
dt dk +
1∫
λ0s/(2)
k−1/2(1 + k)−β dk.
The third term is bounded with respect to s. For the second term, we use
√
1/k∫ ( 1
1 + t2
)β
dt
⎧⎨⎩
 C (β > 1/2),
= log(√1/k + √1 + 1/k) (β = 1/2),
β−1/2
0  Ck (β < 1/2),
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1∫
λ0s/(2)
k−β
√
1/k∫
0
(
1
1 + t2
)β
dt dk 
{
C|log s| (β = 1),
C (0 < β < 1)
as s → 0. By the assumptions (62) and (63), we have 0 < β = kα/m 1 (this is the only part we
need the assumption (63)), so we have the conclusion.
5.3. Infiniteness of the higher Landau modes
Next we shall prove Theorem 1.7. Again we take f in (26) as (59). Define v by (46) and put
η = (n+ 1 − α)(logΦ)′ + (logf )′ + (log)′. Then, u is written as a finite linear combination
of the terms of the form (47), and we have instead of (48)
yj ∂
j−1
z η = (n+ 1 − α)yj ∂jz logΦ + yj ∂jz log(z+ i)−p + yj ∂jz log. (83)
For the first term of (83) and the second, we can still use the estimates (51) and (49). Moreover,
we can apply Lemma 4.5 for the function , and obtain
∣∣(∂jz log)(gz)∣∣ 1
(Imgz)j
(
k′(j − 1)! +C
j∑
l=1
(Im z)l
∣∣∂lz log(z)∣∣
)
.
Thus the term (47) is bounded by a linear combination of v and the terms of the form
y′ l1+···+lp+l
′
1+···+l′q+k(n+1−α)/(2m)+k′/2
× ∣∣∂l1z logΦ(z′)∣∣ · · · ∣∣∂lpz logΦ(z′)∣∣∣∣Φ(z′)∣∣n+1−α
× ∣∣∂l′1z log(z′)∣∣ · · · ∣∣∂l′qz log(z′)∣∣∣∣(z′)∣∣
× yB−k(n+1−α)/(2m)−k′/2|z+ i|−p,
1 l1  · · · lp, 1 l′1  · · · l′q,
1 l1 + · · · + lp + l′1 + · · · + l′q  n. (84)
We shall show the product of the first three lines of (84) is bounded on D. Then, we have u ∈
L2(H;ω) for sufficiently small  and large p.
Since the singularities come from ∂ljz logΦ(z′) are canceled by |Φ(z′)|n+1−α and  has no
zero, it suffices to prove the product is bounded near the cusps. For the cusp x ∈D (the closure
as a set in H=H∪R∪ {∞}), take h and V,x as (69), and assume  is sufficiently small so that
Ψ has no zero in V,x . Put z′ = hz′′ for z′′ ∈ V,∞. By differentiating the equality
logΨ
(
hz′′
)= k log(cz′′ + d)+ logΨ h(z′′),
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(
Im z′
)j ∣∣(∂jz logΨ )(z′)∣∣ (j − 1)!k +C j∑
l=1
(
Im z′′
)l∣∣∂lz logΨ h(z′′)∣∣,
and a similar estimate for . Since (Im z′′)l |h(z′′)| is bounded for any l, it suffices to prove
|∂jz logΨ h(z′′)| and |∂jz logh(z′′)| are bounded for z′′ ∈ V,∞.
The functions Ψ h and h have q-expansions
Ψ h(z)=
∞∑
n=0
anq
n, h(z)=
∞∑
n=1
bnq
n
for z ∈ V,∞, where q = e2πiaz. Since ∂z = ∂zq∂q = 2πiaq∂q , we have
∂zΨ
h = 2πia
∞∑
n=1
nanq
n, ∂z
h = 2πia
∞∑
n=1
nbnq
n.
Thus ∂z logΨ h = ∂zΨ h/Ψ h and ∂z logh = ∂zh/h are holomorphic with respect to q near
q = 0. This also implies ∂jz logΨ h and ∂jz logh are holomorphic with respect to q near q = 0,
and thus bounded in V,∞. This completes the proof.
6. Sufficient conditions for G to satisfy Assumptions 1.2 and 1.3
In this section, we shall review some definitions and known facts about the automorphic forms
for the convenience of the readers. After that, we give some examples of Fuchsian groups satis-
fying Assumptions 1.2 and 1.3. For the reference, see e.g. Ford [14], Shimura [33], Shimizu [32],
or Iwaniec [20].
6.1. Definition of the automorphic forms
Let
SL2(R)=
{(
a b
c d
) ∣∣∣ a, b, c, d ∈R, ad − bc = 1} .
For g = ( a b
c d
) ∈ SL2(R) and z ∈ H, we define the action of g on H (or on H = H ∪ R ∪ {∞})
by the linear fractional transformation gz = (az + b)/(cz + d). The group SL2(R) acts on H
transitively. The Poincaré metric ds2 = y−2(dx2 + dy2) and the surface form ω = y−2 dx ∧ dy
are invariant under this action. Let ι : SL2(R) → PSL2(R) = SL2(R)/{±1} be the canonical pro-
jection map. An element g ∈ SL2(R) \ {±1} is called elliptic if | trg|< 2, parabolic if | trg| = 2,
hyperbolic if | trg|> 2.
A discrete subgroup G of SL2(R) is called a Fuchsian group of the first kind if the quotient
set G \H has finite hyperbolic area, and co-compact if G \H is compact. For a Fuchsian group
G of the first kind, we say a closed subset D of H is a fundamental domain of G if the following
(i)–(iii) hold:
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(ii) The sets {g ˚D}g∈G are disjoint, where ˚D is the interior of D.
(iii) The boundary of D consists of a finite number of geodesics.
The group G is co-compact if and only if there is a compact fundamental domain D.
For z ∈H, put
Gz = {g ∈G | gz = z}, ez = #ι(Gz).
The number ez is called the order of z with respect to G. A point z ∈ H is called a fixed point
of G if ez  2. We say a fixed point z in H is called an elliptic point of G if Gz contains an
elliptic element. If z is an elliptic point of G, then ι(Gz) is a finite cyclic group. A fixed point z
is called a cusp if Gz contains a parabolic element. The cusps are contained in R∪ {∞}.
Let G be a Fuchsian group of the first kind, m an integer. For g = ( a b
c d
) ∈ G and a function
f (z) on H, put
f g(z)= f (gz)(cz+ d)−m.
Then (f g)g′(z) = f gg′(z) holds for any g,g′ ∈ G. We call f a meromorphic automorphic form
of weight m on the group G if the following (i)–(iii) hold:
(i) f is a meromorphic function on H.
(ii) f g(z)= f (z) for every g ∈G and z ∈H.
(iii) f is meromorphic at every cusp.
We denote the set of the meromorphic automorphic forms by A(m,G). The meaning of (iii)
above is the following. For a cusp x, we can take some σ ∈ SL2(R) such that σ∞ = x. Then the
group σ−1Gxσ fixes ∞, so this group is generated by some element ±
( 1 r
0 1
)
for some r > 0. Let
f be a function satisfying (i) and (ii). Since (f σ )σ−1gσ = f σ for every g ∈Gx , we have
f σ (z)= f σ (r + z)
by (ii). So f σ is analytic with respect to the variable q = e2πiz/r in the annulus {0 < |q|< } for
some  > 0. Thus f σ is expressed as the q-expansion near q = 0:
f σ (z)=
∞∑
n=−∞
anq
n. (85)
Let νx(f ) be the order of f σ with respect to q at q = 0, that is,
νx(f )= inf{n ∈ Z | an = 0}.
The number νx(f ) depends only on the equivalence class of x with respect to the G-action. We
say f is meromorphic at x if νx(f ) > −∞, holomorphic at x if νx(f )  0, and zero at x if
νx(f ) > 0. For f ∈ A(m,G), we call f an automorphic form if f is holomorphic on H and at
every cusp of G. An automorphic form f is called a cusp form if f is zero at every cusp of G. We
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For f ∈A(m,G) and z0 ∈H, we also define νz0(f ) as the order of f at z= z0 with respect to z.
The number νz0(f ) also depends only on the equivalence class of z0. Let z1, . . . , zs ∈ D be a
system of complete representatives of the zeros and the poles of f (with respect to G-action),
and z′1, . . . , z′t ∈D (the closure of D in H) a system of complete representatives of the cusps. We
define the number N by
N =N(f )=
s∑
j=1
νzj (f )
ezj
+
t∑
j=1
νz′j (f ). (86)
The following theorem is a direct consequence of [14, Section 49, Theorem 4]5 and the area
formula
S = π − α − β − γ
for the hyperbolic triangle with angles α, β , γ .
Theorem 6.1. Let G be a Fuchsian group of the first kind, D a fundamental domain of G, m an
integer, f a meromorphic automorphic form of weight m, and N given by (86). Then we have
N = m|D|
4π
.
6.2. Riemann–Roch theorem
We shall introduce the notion of differential, then the existence of automorphic forms is equiv-
alent to the corresponding differential.
Let G be a Fuchsian group of the first kind. We denote by H∗ the union of H and cusps of G
and define a topology of H∗ as follows:
(i) The topology of H as the subspace of H∗ is the usual one.
(ii) For a cusp x = σ∞ (σ ∈ SL2(R)), we take all sets of the form
U(x,λ)= {σz | Im z > λ} ∪ {x} (λ > 0)
as an open basis around x.
We can define the complex structure on G \H∗ = R(G) and R(G) become a compact Riemann
surface (see e.g. Shimura [33, 1.3, 1.5]). Let π be the canonical projection map from H∗ to R(G).
For P = π(z) (z ∈H∗) and non-zero f ∈A(m,G), we define
eP = ez (z ∈H)
4 If G is co-compact, then S(m,G)=G(m,G).
5 Our weight m corresponds to the number 2m in Ford’s book. See the definition of the theta function in [14, Section 45,
(4)]. Essentially the same assertion is stated in the proof of [33, Theorem 2.20].
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νP (f )=
{
νz(f )/ez (z ∈H),
νz(f ) (z ∈H∗ \H), (87)
which are independent of the choice of z with P = π(z).
Let R be a compact Riemann surface. A divisor A on R is a formal sum
A=
∑
P∈R
aPP
such that aP ∈ Z for every P ∈ R and aP = 0 for all but finitely many P ∈ R. The set of all
divisors on R becomes a Z-module in a natural way, denoted by Div(R). The degree of A is
defined as
degA=
∑
P∈R
aP .
The degree is a homomorphism from Div(R) to Z. If aP  0 for all P ∈R, we denote A 0 and
say that A is effective. We write AA′ if A−A′  0. Let K(R) be the field of all meromorphic
functions on R and K(R)× =K(R)\ {0}. Let f be an element of K(R)×. For P ∈R, we choose
a holomorphic chart φα :Uα → Vα on R such that P ∈ Uα . Then f ◦ φ−1α is a meromorphic
function on the open subset Vα of C. Put
νP (f )= νφα(P )
(
f ◦ φ−1α
)
,
which is independent of the choice of charts. We define the divisor of f by
(f )=
∑
P∈R
νP (f )P .
A divisor which is the divisor of some f ∈ K(R)× is called a principal divisor. For a principal
divisor (f ), it is known that
deg(f )= 0. (88)
Two divisors A and A′ are said to be linearly equivalent, written by A ∼ A′, if A − A′ is a
principal divisor.
Let {φα :Uα → Vα}α∈A be an atlas on R. A meromorphic differential η of degree n on R is
given by a collection {fα: Vα → C ∪ {∞}}α∈A of meromorphic functions on the open subsets
Vα of C such that if α,β ∈A and u ∈Uα ∩Uβ then
fα
(
φα(u)
)= fβ(φβ(u))((φβ ◦ φ−1α )′(φα(u)))n,
and we denote
η = {(Uα,φα,fα)} .α∈A
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df = {(Uα,φα, (f ◦ φ−1α )′)}α∈A
for f ∈ K(R); then df is a meromorphic differential of degree 1 on R. If we define ωn =
{(Uα,φα,f nα )}α∈A for ω = {(Uα,φα,fα)}α∈A ∈ Dif1(R), then ωn is an element of Difn(R).
Difn(R) is a one-dimensional vector space over K(R). Hence if η, ζ ∈ Difn(R) and ζ = 0, there
exists f ∈K(R) uniquely such that η = f ζ.
Let η = {(Uα,φα,fα)}α∈A ∈ Difn(R) or η = 0. For P ∈ R choose a chart φα :Uα → Vα ,
P ∈Uα and put
νP (η)= νP (fα ◦ φα),
which is independent of the choice of a chart. We define the divisor of η by
(η)=
∑
P∈R
νP (η)P .
The divisor of a meromorphic differential of degree 1 is called a canonical divisor. For two
canonical divisors (ω) and (η) we have (ω)∼ (η), because η = fω for some f ∈K(R).
For a divisor A=∑P∈R aPP on R, we put
L(A)= {f ∈K(R)× ∣∣ (f )+A 0}∪ {0}
= {f ∈K(R)× ∣∣ νP (f )+ aP  0 for all P ∈R}∪ {0}.
It can be shown that L(A) is a finite-dimensional vector space over C. We define
l(A)= dimCL(A).
We remark that if A∼A′, then l(A)= l(A′). We state the Riemann–Roch theorem.
Theorem 6.2 (Riemann–Roch). Let R be a compact Riemann surface of genus g and (ω) be a
canonical divisor on R. Then for any divisor A on R we have
l(A)= degA− g + 1 + l((ω)−A). (89)
For example, since l(0) = 1 (the only holomorphic functions on a connected compact Rie-
mann surface are constant functions), we have
1 = l(0)= −g + 1 + l((ω)) ⇔ l((ω))= g.
Then we have
l
(
(ω)
)= deg(ω)− g + 1 + l(0) ⇔ deg(ω)= 2g − 2. (90)
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the compact Riemann surface G \ H∗ = R(G). For a non-zero meromorphic differential ω =
{(Uα,φα,fα)}α∈A of degree k on R(G), we define
f (z)= fα
(
φα ◦ π(z)
)(d(φα ◦ π)(z)
dz
)k (
z ∈H∩ π−1(Uα)
)
,
which is independent of the choice of a chart (Uα,φα) with z ∈ π−1(Uα). Then it can be checked
that f is meromorphic both on H and at every cusp of G, and f is a meromorphic automorphic
form of weight 2k on G. Further we have the correspondence between νP (f ) and νP (ω) as
follows: {
νP (f )= νP (ω)+ k(1 − 1/eP )
(
P = π(z), z ∈H),
νP (f )= νP (ω)+ k
(
P = π(z), z ∈H∗ \H) (91)
(see e.g. Shimura [33, 2.4]). By this correspondence of a meromorphic differential on R(G) to a
meromorphic automorphic form on G, we can show that Difk(R(G)) is isomorphic to A(2k,G),
and we write ω = f (z)(dz)k .
6.3. The case G \H∗ has genus 0
In this subsection, we assume the Riemann surface G \H∗ has genus 0, and find automorphic
forms and lattices satisfying our assumptions. For example, the triangle group of type (a, b, c),
that is, the group generated by the twice-reflections along the edges of a hyperbolic triangle with
the angle (π/a,π/b,π/c) (a, b, c ∈ N ∪ {∞}, a−1 + b−1 + c−1 < 1), satisfies this condition.
For N = 1,2, . . . , the group
Γ0(N)=
{(
a b
c d
)
∈ SL2(Z)
∣∣∣ c ≡ 0 mod N}
is called the modular group of Hecke type of level N . It is known that the genus of Γ0(N) \H∗
is 0 for 1N  10 and N = 12, 13, 16, 18, 25.
Concerning the existence of automorphic forms satisfying Assumption 1.2, we have the fol-
lowing theorem:
Theorem 6.3. Let G be a Fuchsian group of the first kind and Γ a discrete subset of H∗ invariant
under the action of G. If the genus of the compact Riemann surface G \H∗ is 0, there exist a
number m ∈N and an automorphic form Ψ on G satisfying Assumption 1.2.
Proof. Since there are only finite points of Γ in the fundamental domain D and since the product
of automorphic forms is again an automorphic form, it suffices to consider the case Γ =Gz0 for
z0 ∈ H. Let z′1, . . . , z′t be a complete set of representatives of the cusps with respect to the G-
equivalence and Qj = π(z′j ) (j = 1, . . . , t). Let k be a common multiple of all numbers eP for
P ∈ π(H) and put
l = k
(
−2 +
∑ (
1 − 1
eP
)
+ t
)
. (92)P∈π(H)
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and finite integers. Let (ω) be a canonical divisor. We define a divisor
D =
∑
P∈π(H)
(
1 − 1
eP
)
P +
t∑
j=1
Qj (93)
with rational coefficients. By (90) and [33, Theorem 2.20], we have
deg
(
(ω)+D)= 2g − 2 + ∑
P∈π(H)
(
1 − 1
eP
)
+ t
= 1
2π
|D|> 0. (94)
By the hypothesis g = 0, we have l ∈N by (94). Put
m= eP0 l ∈N, (95)
where P0 = π(z0). Let Az0,m be the set of all non-zero automorphic forms f of weight 2k on G
satisfying that f has a zero at z0 and νz0(f )m. Let η = f (z)(dz)k ∈ Difk(R(G)). By (87) and
(91) the condition νz0(f )m is equivalent to the one
νP0(η)+ k
(
1 − 1
eP0
)
 m
eP0
.
Since f is holomorphic on H and finite at every cusp, we have
νP (η)+ k
(
1 − 1
eP
)
 0
for P ∈ π(H), P = P0 and
νP (η)+ k  0
for P ∈ π(H∗ \H). Hence f is an element of Az0,m if and only if
(η)+ kD  m
eP0
P0.
Because there exists h ∈K(R(G))× such that η = hωk , we have
Az0,m ∪ {0} 
{
η ∈ Difk(R(G)) ∣∣∣ (η)+ kD − m
eP0
P0  0
}
∪ {0}
=
{
h ∈K(R(G))× ∣∣∣ (h)+ k(ω)+ kD − m
eP0
P0  0
}
∪ {0}
= L
(
k(ω)+ kD − m P0
)
. (96)eP0
1736 T. Mine, Y. Nomura / Journal of Functional Analysis 263 (2012) 1701–1743Remark that k(ω)+ kD − m
eP0
P0 ∈ Div(R(G)) by the definition of k and m. By (92), (94), (95)
and g = 0, we have
deg
(
k(ω)+ kD − m
eP0
P0
)
= 0. (97)
From the Riemann–Roch theorem, (97), and the hypothesis g = 0, it follows that
l
(
k(ω)+ kD − m
eP0
P0
)
= 1 + l
(
(1 − k)(ω)− kD + m
eP0
P0
)
 1.
This implies there exists η = hωk ∈ Difk(R(G)) (h ∈K(R(G))×) such that
(η)+ kD − m
eP0
P0  0.
However, since the degree of the left-hand side is 0 by (88) and (97), we have
(η)+ kD − m
eP0
P0 = 0.
Put η = Ψ (z)(dz)k . The above equality implies{
νz(Ψ )=m (z ∈Gz0),
νz(Ψ )= 0 (z ∈H∗ \Gz0).
Consequently Ψ satisfies Assumption 1.2. 
Next theorem gives a sufficient condition for G to satisfy Assumption 1.3.
Theorem 6.4. Let G be a Fuchsian group of the first kind which is not co-compact. If the genus
of the compact Riemann surface G \H∗ is 0, there exists a cusp form which has no zeros in H.
Proof. Let Qj = π(z′j ) (j = 1, . . . , t), where {z′j }j=1,...,t is a complete set of the representatives
of the cusps with respect to the G-equivalence. Let l be a common multiple of all numbers eP
for P ∈ π(H) and put
k = t l, m= l
(
−2 +
∑
P∈π(H)
(
1 − 1
eP
)
+ t
)
. (98)
We remark that k and m are natural numbers. Let Sm be the set of all cusp forms f of weight 2k
such that
νQ (f )m (j = 1, . . . , t).j
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(η)+ kD m
t∑
j=1
Qj,
where η = f (z)(dz)k , we have
Sm ∪ {0} 
{
η ∈ Difk(R(G)) ∣∣∣ (η)+ kD −m t∑
j=1
Qj  0
}
∪ {0}
=
{
h ∈K(R(G))× ∣∣∣ (h)+ k(ω)+ kD −m t∑
j=1
Qj  0
}
∪ {0}
= L
(
k(ω)+ kD −m
t∑
j=1
Qj
)
.
Here (ω) is a canonical divisor. By (98) and g = 0, we have
deg
(
k(ω)+ kD −m
t∑
j=1
Qj
)
= 0. (99)
By the Riemann–Roch theorem, (99) and g = 0, we obtain
l
(
k(ω)+ kD −m
t∑
j=1
Qj
)
 1,
so there exists a non-zero φ ∈ Sm. In a similar fashion in the proof of Theorem 6.3, we can show{
νz′j (φ)=m (j = 1, . . . , t),
νz(φ)= 0 (z ∈H).
Hence φ is a cusp form which does not vanish in H. 
6.4. The case G \H∗ has genus 1
In this subsection we consider the case G \H∗ has genus 1. For simplicity, we concentrate
on the group G = Γ0(11) (though some of the arguments can be generalized). It is known that
the genus of Γ0(11) \ H∗ is 1. The points 0 and ∞ form a complete set of representatives of
the cusps with respect to the Γ0(11)-equivalence and there are no elliptic points of Γ0(11). Put
f (z)= (η(z)η(11z))2, where η is the Dedekind η-function defined by
η(z)= eπiz/12
∞∏(
1 − e2πinz). (100)
n=1
1738 T. Mine, Y. Nomura / Journal of Functional Analysis 263 (2012) 1701–1743The space S(2,Γ0(11)) is one-dimensional and is generated by f (z) (see e.g. Shimura [33,
p. 49]). We claim that the cusp form f (z) satisfies Assumption 1.3 for G= Γ0(11) by (100).
Let p0 ∈H. We consider the condition for p0 so that there exist a holomorphic automorphic
form Ψ of weight 2k and a positive integer m satisfying the conditions (i)–(iii) of Assump-
tion 1.2 for the orbit Γ = Γ0(11)p0. By (91), the differential ω˜ of degree k corresponding to the
automorphic form Ψ satisfies the following equation
(ω˜)+ k(Q1 +Q2)−mP0 = 0, (101)
where Q1 = π(0), Q2 = π(∞) and P0 = π(p0). Put ω = f (z) dz. Then ω is a holomor-
phic differential of degree 1 (i.e. an Abelian differential of the first kind) and (ω) = 0 be-
cause (ω)  0 and deg(ω) = 0 by (90). Since ω˜ = hωk for some h ∈ K(Γ0(11) \ H∗)× and
(ω˜)= (h)+ k(ω)= (h), we have
(h)+ k(Q1 +Q2)−mP0 = 0 (102)
from (101). Hence deg(k(Q1 +Q2)−mP0)= 0 by (102) and we get
m= 2k.
Let γ1 and γ2 be a basis of the homology group H1(Γ0(11) \H∗,Z),
τj =
∫
γj
ω (j = 1,2)
and Λ= Zτ1 ⊕Zτ2. Since f (z) dz is a holomorphic differential of degree 1, we define the Abel–
Jacobi map ϕ :Γ0(11) \H∗ →C/Λ:
ϕ(P )= Proj
( P∫
Q1
ω
)
= Proj
( p∫
0
f (z) dz
)
,
where π(p) = P and Proj :C → C/Λ is the canonical projection. It is known that ϕ is an iso-
morphism (see e.g. Farkas and Kra [13, p. 95]). Let Q˜1, Q˜2 and P˜0 be in Ω = {tτ1 + sτ2 | 0
t < 1, 0 s < 1}, called the fundamental parallelogram for Λ, and satisfy the following
Q˜j =
Qj∫
Q1
ω mod Λ (j = 1,2) and P˜0 =
P0∫
Q1
ω mod Λ.
We see Q˜1 = 0. Since ϕ is an isomorphism from Γ0(11) \H∗ to C/Λ, the condition (102) with
m= 2k holds for some h ∈K(Γ0(11) \H∗)× if and only if there exists an elliptic function g for
Λ such that the poles of g in Ω are Q˜1 and Q˜2 and are of order k, and g has the unique zero at
P˜0 in Ω , whose order is 2k. This condition is equivalent to the following
k(Q˜1 + Q˜2 − 2P˜0)= 0 mod Λ (103)
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directly (see e.g. Farkas and Kra [13, p. 93]).) Therefore we obtain the following result:
Theorem 6.5. There exists a holomorphic automorphic form satisfying Assumption 1.2 for
Γ = Γ0(11)p0 if and only if
P˜0 ∈ Q˜1 + Q˜22 +
∞⋃
k=1
1
2k
Λ,
that is,
π(p0) ∈ ϕ−1
(
Proj
(
Q˜1 + Q˜2
2
+
∞⋃
k=1
1
2k
Λ
))
, (104)
where Proj :C→C/Λ is the canonical projection.
Consequently, since ( Q˜1+Q˜22 +
⋃∞
k=1 12kΛ)∩Ω is dense in Ω , we can take points p0 in a dense
subset in H satisfying the conditions of Theorems 1.6 and 1.7 for G= Γ0(11) and Γ = Γ0(11)p0.
Next we specify all the points of ϕ−1(Proj( Q˜1+Q˜22 + 12Λ)). The Dedekind η-function satisfies
the transformation law
η(−1/τ)= √−iτη(τ ), τ ∈H,
where
√
z denotes the branch of the square root z1/2 having nonnegative real part (see e.g. Koblitz
[21, p. 121]). From this law, it follows that
f
( −1
11w
)
= η
( −1
11w
)2
η
(−1
w
)2
= −11w2f (w). (105)
By making the change of variables
z= −1
11w
and (105), we have
∞∫
p0
f (z) dz =
−1
11p0∫
0
f (w)dw (106)
for every p0 ∈H. Hence it follows that
Proj(Q˜2)= ϕ(Q2)= ϕ
(
π(∞))= p0∫
0
f (z) dz+
∞∫
p0
f (z) dz mod Λ
=
p0∫
f (z) dz+
p0∫
f (z) dz+
−1
11p0∫
f (z) dz mod Λ (107)
0 0 p0
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Proj( Q˜1+Q˜22 + 12Λ), i.e. Q˜1 + Q˜2 − 2P˜0 ∈Λ if and only if
∞∫
0
f (z) dz− 2
p0∫
0
f (z) dz ∈Λ,
that is,
−1
11p0∫
p0
f (z) dz ∈Λ. (108)
A necessary and sufficient condition for (108) is that
p0 = −111p0 mod Γ0(11). (109)
We solve the equation
z= −1
11z
mod Γ0(11),
that is, we find the set of all pairs (g, z) (g ∈ Γ0(11), z ∈D) satisfying
gz= −1
11z
(110)
up to Γ0(11)-equivalence for z, where D is a fundamental domain for Γ0(11). We may choose
D as
D =
{
z ∈H
∣∣∣ 0 Re z 1, ∣∣∣∣z− j11
∣∣∣∣ 111 (j = 1, . . . ,10)
}
(see. e.g. Ford [14, Section 35, Theorem 22]). Noting that
# Proj
(
Q˜1 + Q˜2
2
+ 1
2
Λ
)
= 4,
Eq. (110) has 4 distinct pairs (g, z) as solutions. The solutions are
g1 =
(
1 0
0 1
)
and z1 = i√
11
,
g2 =
(−2 1
11 −6
)
and z2 =
1 + i√
11
2
,
g3 =
(−3 1
11 −4
)
and z3 =
1 + i√
11
,3
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Fig. 5. The fundamental parallelogram Ω and the image P˜j =
∫ Pj
0 f (z) dz.
g4 =
(
3 −2
−22 15
)
and z4 =
2 + i√
11
3
.
Clearly z1, . . . , z4 are non-equivalent to each other under Γ0(11). Consequently we get the fol-
lowing theorem:
Theorem 6.6. Put
p1 = i√
11
, p2 =
1 + i√
11
2
, p3 =
1 + i√
11
3
, p4 =
2 + i√
11
3
.
Then
{
π(pj )
∣∣ j = 1, . . . ,4}= ϕ−1(Proj(Q˜1 + Q˜2
2
+ 1
2
Λ
))
.
In particular there exists a holomorphic automorphic form satisfying Assumption 1.2 for Γ =
Γ0(11)pj for j = 1, . . . ,4.
The position of the points pj and the images p˜j =
∫ pj
0 f (z) dz are illustrated in Figs. 4, 5.
Thus the set in the right-hand side of (104) is explicitly given by
Q˜1 + Q˜2
2
+
∞⋃ 1
2k
Λ=
{
p˜1 + n1τ1 + n2τ22k
∣∣∣ n1, n2 ∈ Z, k ∈N},
k=1
1742 T. Mine, Y. Nomura / Journal of Functional Analysis 263 (2012) 1701–1743p˜1 =
i/
√
11∫
0
f (z) dz 0.0202001i,
τ1 =
(9+√3i)/22∫
(15+√3i)/22
f (z) dz 0.232178 + 0.101i,
τ2 =
(13+√3i)/22∫
(7+√3i)/22
f (z) dz−0.232178 + 0.101i.
The inverse image of the above set by (ϕ ◦π)−1 ◦ Proj is a dense subset of H containing 4 points
p1, . . . , p4.
We conclude the paper with some comment about the case the genus g of R(G) = G \ H∗
is greater than 1. We can also define the Abel–Jacobi map ϕ from R(G) to the g-dimensional
complex torus J (R(G)) = Cg/Λ (Λ is some lattice of rank 2g), which is called the Jacobian
variety of R(G) (see e.g. Farkas and Kra [13, p. 92]), and prove that if ϕ(π(z0)) (z0 ∈H) is in
some dense subset of J (R(G)) then there exists some automorphic form Ψ satisfying Assump-
tion 1.2 for the orbital lattice Γ = Gz0 by means of Abel’s theorem. However, since ϕ(R(G))
is only a one-dimensional submanifold of the g-dimensional complex manifold J (R(G)), the
statement mentioned above does not necessarily imply the existence of z0 ∈ H satisfying the
above condition. Moreover, if G has some cusps, some technical difficulty appears in the proof
of the existence of  satisfying Assumption 1.3. We would like to discuss this matter in the
future work.
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