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Abstract
Lorentz Gas Cellular Automata (LGCA) are models of parallel many-tape Turing machines
generated by the motion of localized (point) objects (particles, signals, wave trains, etc.) on a
graph. In each vertex v of the graph we store a symbol. A read/write head of the Turing machine
is represented as an object that hops from one vertex of the graph to another according to a rule
(symbol) stored in the vertex. Thus, the symbols stored in the vertices represent scattering rules
(or simply scatterers) of the lattice gas. It is assumed that initially the scatterers are randomly
distributed among the vertices of the graph. The random environment formed by the scatterers
may either be 9xed or evolve due to collisions with the moving object. The collisions simulate
storing of a new symbol in the vertex of the graph. We investigate these models with 9xed
environment in general types of graphs and the models with evolving environments on trees.
Remarkably, it occurred that all models with 9xed environments and many models with evolving
environment behave like a depth-9rst search on the underlying graph. Observe that such behavior
occurs for any initial random distribution of scatterers rather than for some “specially prepared”
initial con9gurations of scatterers. We also give estimates of periods of orbits on 9nite graphs.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
We consider a class of deterministic cellular automata, that model the motion of an
object (the Turing machine’s head) on a graph. At each time step, the object hops
from a vertex to one of its neighboring vertices. The choice of neighbor is completely
determined by the type of a deterministic scattering rule, or a scatterer, encoded by
symbols, written on the tape of the Turing machine, at the current vertex. Initially,
the scatterers are distributed randomly among the vertices of the graph. (Most of the
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results, though, are obtained for any initial con9guration of the scatterers. It is one
of the characteristic features of these models which do not belong to deterministic or
stochastic systems but are rather hybrid type models.)
These models can be viewed as describing a deterministic walk in random media.
Such models were independently introduced in statistical physics, coding theory, the
theory of arti9cial life and theoretical computer science (see, e.g. [9,10,16,19], the
review [7] and references therein). Mathematically, these models are deterministic cel-
lular automata (CA). The class of CA we consider generalizes Lorentz lattice gases
(LLG). In the classical Lorentz gas model, a particle moves in the Euclidean space
and collides elastically with randomly placed spheres [20]. In another classical model
of statistical physics, the so-called Ehrenfest’s wind-tree model, the moving particle is
elastically scattered by randomly placed diamonds, whose coordinates are parallel to
the coordinate axes [12]. We will restrict these models to some graph. The Lorentz
lattice gas cellular automata (LLGCA) can be thought of as generalizations of the
resulting models.
These generalizations are of two types. First, various types of scatterers can be placed
on the vertices of the underlying graph. The second generalization is concerned with
the possibility for the environment (type of scatterer) to change (Hip) after collision
with the moving object. It is this second generalization, which makes such model a
type of a high-dimensional Turing machine [2,4,10,19]. In fact, in these models, at
each vertex there is a “protocol” which governs changes of the environment (a type
of scatterer) at this given vertex.
Even though it is possible to obtain some results [2] even for the case when no
additional assumptions are made about these (local) protocols (in9nite tapes subdivided
into cells with symbols of scattering rules written in them), such model is too general
to analyze it in details.
Therefore, a more narrow (but still big enough to generalize all studied before) class
of LLGCA has been introduced in [3] and further examined in [5]. In these models,
all tapes (protocols) are periodic and each symbol (scattering rule) occurs on any tape
in strings of identical symbols of length r. This number 16r6∞ is called the rigidity
of the environment.
The term “rigidity” is justi9ed by its dynamical interpretation. Indeed, the moving
object (head of Turing machine, particle, etc.) must return to a given vertex of the
graph r times in order to change the state (type) of a scatterer at this vertex. We
will sometimes refer to these models as rigidity models. Observe that models with
9xed environment correspond to rigidity r=∞, while the models where environment
changes after each visit by the moving object (like e.g. Langton’s ant [19]) correspond
to rigidity r=1. The latter models are called 2ipping.
In this paper, we study behavior of LLGCA on graphs. The models with 9xed
environments are considered on arbitrary graphs. It is shown that the moving object
performs depth-9rst search [1,8] on the underlying graphs. We examine LLGCA with
all possible rigidities on trees and show that in many cases again a depth-9rst search
type of behavior emerges. We also give estimates on periods of orbits in these models.
In case r=1, these estimates coincide with the ones obtained by Gajardo et al. [13],
Gajardo-Schulz [14].
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1.1. Preliminary notions
An ordered pair G=(V; E) with E⊆V ×V is called a graph with vertices V and
edges E. A graph G=(V; E) is called 4nite if |V |¡∞ and undirected if E is sym-
metric, i.e. (y; x)∈E whenever (x; y)∈E. A graph G is called simple if no two edges
of G have the same ends and if G has no loops, i.e. edges, which start and end at the
same vertex. A path in the graph G is a sequence v1; v2; : : : vn of distinct vertices of G,
such that (vk ; vk+1)∈E for all k =1; : : : n− 1. A path, the ends of which coincide (i.e.
v1 = vn) is called a cycle. A graph G is called connected if between any two distinct
vertices of G there exists a path in G. In this paper, we only deal with undirected
simple connected graphs.
A graph G is called acyclic if G contains no cycles. A connected and acyclic graph
is called a tree. Any tree may have a special vertex, called the root of the tree. In
that case, the tree T is called rooted. The set of vertices of the rooted tree at some
distance n from the root is called the nth level of the tree. In any rooted tree T , a path
of in9nite length starting at the root is called a ray.
A vertex v is a neighbor of a vertex u iL (u; v)∈E. A vertex v is adjacent to all
of its neighbors and to all edges leading from v to its neighbors. A vertex v is said to
have degree n if it has precisely n neighbors in G. Every tree with 9nite number of
vertices must have at least 2 vertices of degree 1. Such vertices are called leaves. If
every non-leaf node of the tree has degree d, we call the tree d-regular. A d-regular
tree in which the 9rst level contains d vertices and any other level n¿1 has d(d−1)n
vertices is called complete. The length of the longest path in a tree T is called the
diameter of T . Also, a tree on n¿1 vertices has exactly n − 1 edges. There exists a
unique path between any pair of vertices in the tree. In particular, there exists a unique
path between the root of the tree and any other vertex v in that tree. The predecessor
of v on such a path, say u, is called the parent of the v, and v is called the child of u.
Any graph can be drawn in the plane in some way. A drawing of a graph where
no two edges intersect is called a planar drawing. A graph is planar if and only
if it has at least one planar drawing. In particular, any tree is a planar
graph.
We shall also need some notions to measure the speed of an algorithm. For that,
we use the standard O(·) and M(·) notations of asymptotic growth, de9ned as fol-
lows. We say f(n)=O(g(n)) if and only if ∃c; N ∈ (0;+∞) such that 06f(n)6c ·
g(n) ∀n¿N . This way, f(n)=O(g(n)) means that f grows asymptotically not faster
than g. We also say that f(n)=M(g(n)) if and only if f(n)=O(g(n)) and
g(n)=O(f(n)).
1.2. Dynamics of a LLGCA
We will consider a connected undirected graph G=(V; E), together with one of its
drawings in the plane. Note that G is not necessarily planar, and so the drawing we
consider may possibly contain some non-vertex edge-crossings. Fixing the particular
drawing of G allows us to de9ne an order on the set of edges, adjacent to a given
vertex. For a given edge e, adjacent to u∈V , there always exists an edge e′ which
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is next to the left of e. This edge e′ can be found by moving clockwise around u,
starting at the edge e. Notice that e= e′ if and only if degG v=1. The next edge to the
right of e can be de9ned analogously by moving counter clockwise from e around u.
Henceforth, we follow the orientation of the particle when using directions right and
left.
LLGCA can be de9ned on diLerent lattices [15,18]. We follow [13] to extend
LLGCA to general graphs. We place a scatterer on every vertex of the underlying
graph G. Denote the state of the scatterer at any v∈V by (v). Initially, any scat-
terer will be in one of the two states: to-left or to-right. In accordance with this,
 : V →{L; R}. Later we will introduce so-called back-scatterers by allowing the third
state of the scatterer, back, and letting  :V →{L; R; B}. Suppose the particle arrives
to some u∈V using the edge e∈E. If (u)=L, the particle will use the next edge
to the left of e to exit the vertex u. On the other hand, if (u)=R, the particle will
use the next edge to the right of e to exit the vertex u. In case of a Hipping LLGCA
model, we shall in addition switch (u) after each passage through u by the parti-
cle. Observe that at any particular time, we can completely determine the state of the
system by combining the states of the scatterers at each vertex, the position of the
particle (i.e. the edge on which it is currently located) and the direction along which
the particle is moving on this edge. Such a combination taken at some 9xed time t is
called the con4guration of the system at time t. An orbit of the particle is a sequence
of successive con9gurations c1; c2; : : : ; arising from the movement of the particle on
the graph. This orbit is periodic if ∃p;m∈Z+ such that ck+p= ck ∀k¿m. In this case,
the number p is called the period of the particle.
1.3. Previous results
In this section we summarize some previous results. The models on a one-dimension-
al integer lattice have been studied in [3,15]. In these one-dimensional models, if we
do not allow back-scatterers in either Hipping or 9xed scatterer models, the particle
will propagate in one direction with unit velocity. When we allow back-scatterers, in
the case of a model with 9xed environment the particle will oscillate between two
back-scatterers to the right and to the left of its initial starting point. In the Hipping
model, the particle will proceed in one of the directions with random velocity, due to
a blocking mechanism [15].
Gajardo et al. [13], Gajardo-Schulz [14] studied the behavior of the Hipping-scatterer
model (also known as the Langton’s ant model [19]) on planar graphs. They proved
that on a tree with diameter D, the period of the ant is linear in the number of vertices
of the graph and equals 4D. They also proved that the period is linear for a larger
class of planar graphs, where no edge can be shared in two distinct cycles. There exist
non-planar drawings of planar graphs, on which the period of the ant is exponential,
while on planar drawings of the same graphs, the period is polynomial. There also are
planar drawings of some graphs on which the period of the ant is exponential [13].
So the behavior of the ant in the Hipping model is dependent on the drawing of the
graph.
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2. Model with xed scatterers
2.1. General graphs
Consider a particle of a LLGCA with 9xed environment moving on a simple graph
G=(V; E) with n vertices and m edges. Without loss of generality assume that G is
connected.
Proposition 1. Period of a LLGCA with 4xed environment on a 4nite connected
graph G=(V; E) with n= |V | and m= |E| is O(m)=O(n2).
Proof. At any given time the particle can be positioned at one of the edges of the
graph G, and it can be moving in either of the two directions along this edge. Because
the scatterers at the vertices of the graph never change their state, there are at most
2m6n(n − 1)=O(n2) distinct system con9gurations. Once the particle retraces the
same edge in the same direction, it must be in a periodic orbit.
So, period for models with 9xed environment is at most linear in the number of
edges and is at most quadratic in the number of vertices. Any planar graph with m
edges and n¿3 vertices satis9es m63n− 6 [11], which yields the following.
Corollary 2. Period of a LLGCA with 4xed environment on any 4nite planar graph
is at most linear in the number of vertices of the graph.
2.2. Construction of a quadratic-period graph
In view of Proposition 1, it is natural to ask if there exist non-planar graphs, for
which the period of the LLGCA with 9xed environment is super linear. For any prime
p¿3, we construct a drawing in the plane of a non-planar graph Gp (i.e. the edges
will be allowed to cross), such that the LLGCA with 9xed environment on it will
have a quadratic period in n, the number of its vertices. Even though we consider a
non-planar drawing, the senses of right and left are going to stay the same, because
we embed the graph in the plane. The algorithm is illustrated in Figs. 1–5 for p=5.
We proceed as follows.
1. Start with a cycle on p vertices, say {vi}pi= 1, forming the boundary of a regular
p-gon. For each vi we set (vi)=R. See Fig. 1.
2. Draw an edge from v1 to v3, moving inside the cycle from v1, leaving the cycle
right before v3 and hitting the destination from outside the cycle. See Fig. 2.
3. Now, between the edge just drawn and the edge next to its right, draw an edge
going outside the cycle from current vertex, intersecting the edge used to enter the
site, and proceeding to the next vertex on the cycle, skipping 1, and hitting the
destination vk between the last edge drawn incoming to vk and the edge from vk to
the next vertex along the original cycle. See Fig. 3.
4. Repeat the above until the vertex v1 is hit. See Fig. 4.
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Fig. 1. The original cycle.
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Fig. 2. Drawing the edge {v1; v3}.
5. Repeat the two preceding steps for all skips from 2 until (p− 1)=2, except the very
last edge to v1 crosses into the cycle right before v1 and enters v1 between the edges
{v1; v2} and {v1; v3}. See Fig. 5.
6. Start the particle on the edge {v1; v2} going from v1 to v2.
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Fig. 3. Drawing the next edge with skip 1.
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Fig. 4. Complete the cycle with skip 1 until v1 is hit.
Lemma 1. For any 4xed n∈Z+, there is a graph Gn with n vertices, such that
LLGCA with 4xed environment has a quadratic (i.e. M(n2)) period on Gn.
Proof. First, let us assume that n=p for some prime p. Consider the graph Gp, drawn
by the above algorithm. Between any two distinct vertices of Gp there is an edge.
Therefore, Gp is a complete graph on p vertices, and so it has (p(p− 1))=2=M(p2)
edges. Thus, it suPces to show that the particle visits every edge of Gp exactly once
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Fig. 5. The Graph G5.
during the movement along its orbit in the same period. The proof of this will be given
in the appendix.
Now, suppose an integer n¿3 is not prime. We can come up with largest prime
number p smaller than n, i.e. let p= max{q|q6n; q is prime}. It has been shown
[17] that if x∈N, then there is a prime q satisfying x6q62x. Then, p=M(n).
Now construct the graph Gp, and replace any one edge {x; y} of Gp with a path
x→w1→ v2→ · · · →wn−p→y, obtaining the graph Gn. Since p=M(n), LLGCA with
9xed environment has a M(n2) period on Gn.
Thus, there are graphs of arbitrary size, where the period of the non-Hipping LLGCA
model is quadratic in the number of vertices. Therefore,
Corollary 3. The bound of Proposition 1 on the period of a LLGCA with 4xed
environment on general graphs is sharp.
Now, Gp is a complete graph on p vertices. There certainly exist other ways of
drawing the same graph with the same initial con9guration in such a way that LLGCA
has a linear period on it (for example, make all edges go outside of the initial cycle, and
LLGCA will proceed to move along the cycle with period p). Thus, for LLGCA with
9xed scatterers on non-planar graphs, the period of the particle is drawing-dependent.
This is analogous to what was found in [13,14] for the Hipping-scatterer model.
2.3. Trees
Consider a LLGCA with 9xed environment on a tree T =(V; E) with n vertices and
m edges. We already mentioned that the period of the motion will be linear in n [13].
Yet, speci9cally for trees, we can describe the dynamics in much more detail.
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Proposition 4. The particle of a LLGCA with 4xed environment on a tree T performs
a depth-4rst search on T, where the order of visiting children at any vertex v is
speci4ed by (v). This order will be right-to-left if (v)=R, and left-to-right if
(v)=L.
Proof. Consider local behavior of the particle near some arbitrary vertex v in the tree.
When visiting v for the 9rst time, the particle will visit all children of v in order, one
after another. This order will be right-to-left if (v)=R, and left-to-right if (v)=L.
Finally, the particle will leave using the edge that was originally used to visit the
vertex for the 9rst time, i.e. towards v’s parent in the tree. The global behavior of the
particle, then, is to perform a depth-9rst search [1,8] on the tree T , where the order
of visiting children at every vertex is speci9ed by the scatterer at that vertex.
Consequently, the only thing locally inHuenced by the state of the scatterer is the
order in which all of the children are browsed—left-to-right or right-to-left. Hence, the
period of dynamics is independent of the initial distribution of scatterers. Moreover,
when the particle performs depth-9rst search on T , it visits every edge of T exactly
twice (once in each direction) before it start repeating the cycle again. This implies
the following.
Corollary 5. Let T be a 4nite tree with n vertices and m edges. Each orbit of motion
of a LLGCA with 4xed environment on T traces every edge of T exactly once in
each direction in each period. This period equals 2m=2n− 2.
3. Models with nite rigidity on nite trees
Here, a particle of a LLGCA is moving on a 9nite tree T =(V; E), in an environment
with rigidity r. At every v∈V there is a scatterer, which is always in one of two states:
(v)∈{L; R}. Every rth visit of the particle to v changes (Hips) (v). One special
feature of this system is that the scatterer at any vertex can be in one of 2r states. Let
0 through r − 1 be the states of the scatterer corresponding to (v)=L and r through
2r − 1 be the states corresponding to (v)=R.
3.1. Local behavior
Suppose that our particle 9rst visits some v∈V using some edge e from the parent
p of v. If (v)=R, the particle will make a right turn; otherwise a left turn, towards
the 9rst child c1 of v. Thus, v has been visited once so far. The particle will then
browse the subtree rooted at c1, and return to v, at which point it shall proceed to
make a turn in the same direction as the 9rst turn, towards the child c2. This behavior
will be exhibited until one of two things happens: either we run out of children or
(v) is Hipped.
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In the 9rst case (i.e. we ran out of children), after the particle returns from the
last child of v, the scatterer is not Hipped. The particle visited v precisely deg v times,
so deg v¡r. In the second case (i.e. the scatterer was Hipped), the particle visits v
precisely r times to Hip the scatterer. Thus, deg v¿r. We consider the cases deg v= r
and deg v¿r separately.
Let deg v¡r. Then, when the particle leaves v, the new state of the scatterer at v is
deg v if (v)=L and r + deg v if (v)=R. More generally, we have
Lemma 2. Let deg v¡r. If the particle arrives at a vertex v, and the scatterer at v
is in some state k ∈{0; 1; 2; : : : ; 2r − 1}, and (k + deg v)=r= k=r, then it explores
each subtree of v in order, from left to right (in the perspective of the particle) if
k¡r and from right to left otherwise. When the particle leaves v, the scatterer at v
is in the state k + deg v.
Now consider deg v¿r.
Lemma 3. Let deg v¿r. Suppose that the particle arrives at a vertex v, which has
been visited k times since the last 2ip, and (k+deg v)=r¿k=r, and (k+deg v)mod
r =0. Then, the particle will 2ip the scatterer at v one time (or two times i; k =0)
and leave the scatterer in the state r − k or (2r − k)mod 2r, depending on whether
the initial state was r + k or k, respectively. In this process, each of the subtrees
1; 2; 3; : : : ; r − 1 of v will be visited twice and the rth subtree will be visited once.
Proof. Let deg v¿r. When (v) is Hipped, the particle will still have at least one more
child cr+1 to visit. After the particle explores the subtree of cr+1 and returns to v; (v)
has been Hipped. Then, the particle changes direction, and retraces the children of v
in the reverse order from the way they were originally traced. This is like performing
a depth-9rst search right-to-left on a subtree of the original tree, rooted at v, and then
doing it again left-to-right. Finally, when the particle leaves v towards p using the
edge e, the vertex v has been visited precisely the same number of times on the way
back as it was on the way forward. But on the way forward, it was visited r times,
because the scatterer was Hipped. Thus, when the particle leaves v using e, the (v)
shall Hip again. Overall, the particle has visited the edge e twice, the rth child of v
once and children 1; 2; 3; : : : ; r−1 twice. Whether the particle will visit the left children
or the right children depends on the initial value of (v).
Finally, let deg v= r. Then, when the particle comes back from the last child of v,
right before it leaves using the edge e, the state of v is Hipped. The next statement,
summarizing this behavior, has a proof similar to Lemma 2.
Lemma 4. Let deg v= r. Whenever a particle visits a vertex v in some state k with
(k+deg v)mod r=0, then the particle shall perform depth-4rst search, in some order,
on each subtree, rooted at one of the children of v, leaving the scatterer in state r if
06k¡r, or 0 if r6k¡2r, 2ipping it exactly once.
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3.2. Complete d-regular trees
In this section, we apply the results on local behavior to analyze the LLGCA model
with arbitrary rigidity on complete d-regular trees. The particle will always start on
the edge from the root of T towards one of its children, oriented away from the root.
In a d-regular tree, every non-leaf vertex of the tree has degree d. Assume d¿0 and
r¿0. Easy computation gives
Lemma 5. Let T =(V; E) be a complete d-regular tree with n vertices and k levels.
Then,
k = logd−1
(
1 +
(n− 1)(d− 2)
d
)
:
Let "; #∈N, such that r= "d + #. We will consider diLerent cases, depending on
the values of " and #.
Proposition 6 ("=0; # =0). Consider LLGCA with rigidity r on a 4nite complete
d-regular tree T =(V; E) with n vertices and diameter D. Suppose that d¿r. Then,
the orbit of motion will have period 4D if r=1, and
4r2(( n(d−2)+2d )
logd−1(2r−1) − 1)
r − 1 ; ∀r ¿ 2:
Proof. Every non-leaf node has degree d¿r. Therefore, locally, by Lemma 3, the
particle shall visit r− 1 subtrees of each non-leaf vertex twice and one subtree exactly
once. The root is an exception to this, because the particle visits two subtrees of the
root once, and r−1 subtrees twice. This also follows from Lemma 3 because the edge
towards the 9rst subtree of the root to be browsed replaces the top edge e from the
lemma. Also, after the particle leaves any non-leaf vertex for the last time during one
period, the scatterer at this vertex will remain in its initial state.
The root has r + 1 identical subtrees that will get browsed. Of them, r − 1 will get
browsed twice. Then, one pass around the whole tree browses a total of 2(r−1)+2=2r
root subtrees. Let tk denote the time to complete one pass on a tree with k levels, and
$k denote the number of edges visited in one root subtree during one pass (where a
visit counts each time the particle traces the edge in both of the two directions). Let
$k also include the edge from the root to the parent of the subtree. The particle never
uses more than r + 1 edges adjacent to any vertex. So we may assume d= r + 1 for
the purpose of calculating tk and $k .
The time it takes to browse one subtree completely is 2$k , and therefore, it takes the
time tk =2r · 2$k =4r$k to complete one pass. Each orbit consists of 2r such passes,
because every pass increments the state of the leaf scatterers by 1 and does not modify
the state of the scatterers at non-leaf vertices. So, the period of LLGCA on such a tree
with k levels would be 8r2$k . Now it remains to 9nd $k and express k as a function
of n.
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Clearly, $1 = 1. For k¿1, a root subtree on k levels consists of a root, whose only
child is a parent for r subtrees on k − 1 levels. Of them, one will be browsed once,
and the other r − 1 will be browsed twice. That makes 2(r − 1) + 1=2r − 1 subtrees
to be browsed, and one more edge from root to the parent of the smaller subtrees.
Therefore, $k =1 + (2r − 1)$k−1. Also, $1 = 1 implies $0 = 0.
For r=1, this reduces to $k = $k−1 + 1 with $1 = 1, which is the arithmetic series
$k = k. So, the period is 8k, where k is the number of levels in the tree T (so the
diameter of T is D=2k and the period is 4D). This is precisely the result obtained
by Gajardo et al. [13].
Solving the recurrence for r¿2, we obtain $k =((2r − 1)k − 1)=(2(r − 1)). So, one
pass along the tree takes time
tk = 4r$k = 4r
(2r − 1)k − 1
2(r − 1) =
2r((2r − 1)k − 1)
r − 1 :
Consequently, the orbit will have size 2rtk =(4r2((2r−1)k−1))=(r−1). Now we only
have to express k as a function of n. We have d¿r¿2, so d¿2. By Lemma 5,
k = logd−1
(
1 +
(n− 1)(d− 2)
d
)
= logd−1
(
n(d− 2) + 2
d
)
:
Finally, ∀r¿2, our orbit must have period
4r2((2r − 1)logd−1(
n(d−2)+2
d ) − 1)
r − 1 =
4r2(( n(d−2)+2d )
logd−1(2r−1) − 1)
r − 1 :
For a 9xed d, the period has length M(rnlogd−1(2r−1)). Because we are assuming
d¿r¿2, we have logd−1(2r−1)¡2. So we get a subquadratic estimate in n. In terms
of r, this estimate is polynomial with degree depending linearly on the depth of the
tree T . Now, consider the easier case of r= "d.
Proposition 7 (#=0). Consider LLGCA with rigidity r on a 4nite complete d-regular
tree T =(V; E) with n vertices. Suppose that r= "d. Then, the orbit of the motion
will have period 4r(n− 1).
Proof. Suppose that r= "d. Let one pass denote the amount of time it takes for the
particle to return to the edge it initially started from. During the 9rst " − 1 passes,
the behavior is described by Lemma 2. The state of the scatterer at any vertex is not
Hipped. The particle visits each subtree of each non-leaf vertex exactly once during
every pass, tracing each edge in the tree twice (once in each direction). So, each pass
takes time 2(n− 1).
During the "th pass, the dynamics is given by Lemma 4. The particle will Hip the
state of the scatterer at each non-leaf vertex before leaving, but it will still visit each
subtree exactly once, so this pass also takes time 2(n − 1). The next " − 1 passes
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behave just like the 9rst ones, except the order of browsing vertices is reversed due to
the Hipped state of the scatterer at each internal vertex. The next pass will again Hip
the states of the scatterers at all non-leaf vertices of T , returning them to their original
state.
So, we need a total of 2" passes to return the scatterers of the non-leaf vertices
to their original states. Because each path visits each leaf of T exactly once, in 2r
passes the scatterers at the leaves return to their original states. Hence, we need a
total of lcm{2r; 2"}=2r passes. Each pass takes 2(n− 1) time, so the period has size
2r · 2(n− 1)=4r(n− 1).
This is very similar to depth-9rst search behavior. In fact, every pass made by the
particle on the tree is just a depth-9rst search, with the property that the order of
browsing the children at a particular vertex is speci9ed by the state of the scatterer at
that vertex. Also, the size of the resulting orbit is linear in both n and r.
Our last result of this section concerns the case when d¡r and d - r.
Proposition 8 (" =0; # =0). Consider LLGCA with rigidity r on a 4nite complete
d-regular tree T =(V; E) with n vertices. Suppose that r= "d + #, where " =0 and
0¡#¡d. Then, the period of an orbit will be at most
4r2
r − 2"− 1[u
logd−1(2r−2"−1) − ulogd−1(2"+1)]; where u=1 + (n− 1)(d− 2)
d
:
Proof. Due to the symmetry of the problem, we may assume that all scatterers at
non-leaf sites start out in state 0. We say that the particle descends on a vertex v
using the edge e if it enters v using the edge e, and leaves v using the same edge e.
The particle may actually visit v more than once during a particular descent from the
parent of v to v.
Let v be some non-leaf vertex of T . During the 9rst " descents to v, by Lemma 2,
the particle increases the state of the scatterer at v by d and leaves using the edge it
came from. After these 9rst " descents are complete, the scatterer at v is in the state
"d. On the next descent, by Lemma 3, the particle will Hip the state of the scatterer,
and visit v precisely 2# times before leaving v using the edge it came from. This
happens because once the state of the scatterer at v Hips, the particle will retrace its
path along the subtrees of v, as discussed in the previous section. The next " descents
will behave just like the 9rst ones, except the order of browsing vertices is reversed
due to the Hipped state of the scatterer at v. After the particle leaves v in the last of
those descents, the scatterer at v will be in its original state 0.
So, we need 2" + 1 descents to any non-leaf vertex v from its parent in order to
return the scatterer at v to its original state. The root of T is a special case of this,
because we shall descend on the root from our initial starting edge (note that the 9rst
descent onto the root occurs after the subtree of the 9rst child has been already browsed
once). To complete the descent on the root 2"+1 times from our initial starting edge,
we need to perform 2" + 1 passes on the tree. In that case, the state of the scatterer
at the root will not change.
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Fig. 6. The structure for Proof of Proposition 8.
We will now analyze properties of special tree-like structures and then extend the
analysis to the whole tree. The structures we consider are subtrees k¿1 levels deep
(i.e. at least a root and its children, which may be leaves), with the edge from the root
& of the subtree to its parent included in the structure, as is pictured in Fig. 6.
Let us look at how the time of browsal of such a structure Sk depends on k. Denote
by $k the number of descents onto Sk that is necessary for all scatterers in Sk to return
to their original states, and let Tk denote the time that these $k descents take. Consider
S1 (i.e. a root & with d − 1 leaves, plus one edge going from & to its “supposed”
parent, which is not a member of S). In a particular case of what we just examined
above, the 9rst " descents will increase the degree of & by d each. Every one of those
passes will visit each edge in T precisely twice (once in each direction), and each
descent will take time 2d. The next pass will visit #−1 edges twice in each direction,
two edges once in each direction (one of them is the top edge, and the other one is
the edge to be visited immediately after the state of the scatterer at & Hips), and the
rest (d − # − 1 of them) will not get visited at all. The total time for this descent is
then 4(#− 1) + 4=4#. Finally, the last " visits behave just like the 9rst ones. So we
need a total of $1 = 2"+1 descents to & from its parent to return the scatterer at & to
its original state of 0. These descents comprise one complete period for the scatterer
at &. Such a period takes a total time of T1 = "(2d) + 4# + "(2d)= 4r.
Now examine Sk . Every subtree of the root & forms Sk−1. We need 2"+1 descents
from the parent of & to & in order to return the scatter at & to its original state
of 0. As before, the 9rst and the last " descents behave similarly, descending onto
each substructure exactly once per descent, and tracing the top edge exactly twice per
descent. During the Hipping descent, the particle descends to #−1 substructures twice,
one substructure once and d−#−1 substructures are not descended to at all. Therefore,
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after one period of the root, we have substructures of the following kinds:
• # − 1 substructures descended to 2"+ 2 times,
• 1 substructure descended to 2"+ 1 times,
• d− # − 1 substructures descended to 2" times.
Each substructure needs exactly $k−1 descents to complete one period for all of its
scatterers. Therefore, we need to complete a total of
min
{
x ∈ Z+
∣∣∣∣ (2"+ 2)x$k−1 ∈ Z;
(2"+ 1)x
$k−1
∈ Z; 2"x
$k−1
∈ Z
}
= $k−1
periods of the scatterer of &. Thus, we need $k =(2" + 1)$k−1 descents onto & from
its parent for the whole structure to complete one period. So, $k =(2" + 1)$k−1; with
$1 = 2"+ 1. Thus, $k =(2"+ 1)k ∀k ∈Z+.
We now compute Tk . Notice that in one period of our structure, we have
• # − 1 substructures go through 2"+ 2 periods,
• 1 substructure goes through 2"+ 1 periods,
• d− # − 1 substructures go through 2" periods.
So, there is a total of (#−1)(2"+2)+(2"+1)+2"(d−#−1)=2r−2"−1 periods of
lower substructures, each of which takes Tk−1 time. In addition, the top edge is being
browsed $k =(2"+ 1)k times in each direction. Thus,
Tk =(2r − 2"− 1)Tk−1 + 2(2"+ 1)k ; with T1 = 4r:
This yields
Tk =
(2r − 2"− 1)k+1 − (2"+ 1)k+1
r − 2"− 1 :
Hence, if the original tree T has k levels, then the structures under the root have
a period of $k−1 = (2" + 1)k−1 descents, which lasts a total time of Tk−1 = ((2r −
2" − 1)k − (2" + 1)k)=(r − 2" − 1). The behavior of the root is diLerent than at the
regular vertex, since there is no top edge to the parent. The 9rst " passes on T descend
into each substructure exactly once. During the Hipping pass, # − 1 substructures get
descended to twice, two (the 9rst one and the last one visited on the pass) get visited
once, and the rest do not get visited. The following " passes behave just like the 9rst
ones, except the order of browsal of the substructures is reversed. After these 2" + 1
passes on T , the scatterer at the root of T completes exactly one period. Just as before,
in this period, we have some structures that were descended to 2" times, some 2"+1
times, and some 2" + 2 times. Each sub-structure needs precisely $k−1 = (2" + 1)k−1
descents to complete its period, as we mentioned before. Thus, we need a total of
(2" + 1)k−1 periods of the root, or exactly (2" + 1)k passes on T to simultaneously
return scatterers at all non-leaf vertices of T to their original states.
Now, let us calculate how much time this will take. We have
• # − 1 substructures go through 2"+ 2 periods,
• 2 substructures go through 2"+ 1 periods,
• d− # − 1 substructures go through 2" periods.
In total, we have (# − 1)(2" + 2) + 2(2" + 1) + 2"(d − # − 1)=2r periods, each
one taking the time Tk−1. So one period of all non-leaf vertices of T takes 2r=
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(r − 2" − 1)[(2r − 2" − 1)k − (2" + 1)k ] time. Thus, T will have period of length
at most 4r2=(r − 2"− 1)[(2r − 2"− 1)k − (2"+ 1)k ].
By Lemma 5, k = logd−1(1 + ((n− 1)(d− 2))=d). Thus, T has a period of
4r2
r − 2"− 1 [u
logd−1(2r−2"−1) − ulogd−1(2"+1)]; where u= n(d− 2) + 2
d
:
Thus, the period is polynomial in n for constant r and polynomial in r for constant n.
3.3. Arbitrary trees
Now consider LLGCA with rigidity r on an arbitrary tree T =(V; E) with n¡∞
vertices. Recall that ((T ) denotes the maximum degree of T , and let )(T ) denote the
minimum non-leaf degree of T . The following corollary is a straight-forward general-
ization of Proposition 6.
Corollary 9. Consider LLGCA with rigidity r¿2 on a 4nite tree T with n ver-
tices. Suppose that )(T )¿r. Then, the orbit of the motion will have size at most
O(rnlog)(T )−1(2r−1)).
Observe that in the special case r=1, which is just the Hipping scatterer model
(Langton’s Ant), the upper bound established in our proof in the preceding section
also holds [13].
The corollary holds because for a rigidity r we cannot use more than r+1 neighbors
at each vertex. Since )(t)¿r, the particle must use exactly r+1 subtrees at each non-
leaf vertex, in exactly the same fashion as it did under the conditions of Proposition 6.
Generalization of Proposition 7 is also simple.
Corollary 10. Consider LLGCA with rigidity r on a 4nite tree T =(V; E) with n
vertices. Suppose that ∀v∈V; deg(v) | r. Then, any orbit will have size 4r(n− 1).
Proof. Suppose ∀v∈V; deg(v) | r. Then, during each pass, every subtree of each non-
leaf vertex is browsed exactly once, just like in Proposition 7. So, each pass takes
2(n − 1) time, since the particle traverses each edge twice (once in each direction).
In addition, during each pass, the state of the scatterers at the leaves is incremented
by 1 and the state of the scatterer at any non-leaf vertex v is incremented by deg(v).
Thus, to return the leaves to their original state, we need 2r passes. After 2r passes
each non-leaf vertex v will be returned to its original state because it will change
state precisely 2 · r=deg(v) times, which is an even number, because deg(v) | r by our
assumption.
Now we will generalize Proposition 8. Consider a LLGCA model on a tree T as
described in the beginning of this section. In addition, assume that ((T )¡r. Let us
try to measure the length of the resulting orbit. Just as before, we count the number of
passes the particle needs to make on the tree in order to make sure that the scatterer
at every node returns to its original con9guration.
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Consider a structure, similar to Sk that was examined in the proof of Proposition 8.
The only diLerence will be that now the degrees of non-leaf vertices do not have to
be the same. Now, if the structure has one level, and the root & has degree d&, then
the situation is just like in the analogous case of Proposition 8. Let "& and #&¡d&
be positive integers such that r= "&d& + #&. Then, for one-level structure to have a
complete period, we need 2"& + 1 descents to & from the parent of &, and this period
takes time 4r.
The situation changes a little when we have k¿1 levels. Then, we must have d&−1
substructures, each of which needs ti; i=1; 2; : : : ; d& − 1 descents from & to that sub-
structure to go through one period (this quantity corresponds to $ in the proof of
Proposition 8). The period of such a structure will take time Ti; i=1; 2; : : : ; d& − 1.
Compute now the total number t of descents from the parent of & to &, necessary for
the structure to go through one period, and the total time T this period would take.
As before, there exist positive integers "& and #&¡d& such that r= "&d&+#&. Then,
every 2"& + 1 descents to & using the top edge, the scatterer at & goes through one
period, which we call the period of the scatterer at &. In this one period of the scatterer
at &,
• the substructures 1; 2; : : : ; #& − 1 have been visited 2"& + 2 times,
• the substructure #& has been visited 2"& + 1 times,
• the substructures #& + 1; #& + 2; : : : ; d& − 1 have been visited 2"& times.
To restore the scatterers for the whole subtree rooted at & to their original states, we
need to make sure that (2"& + 2)x=ti; (2"& + 1)x=$#& and 2"&x=tj are all integers for all
16i¡#& and #&¡j¡d&. That means we need
X = min
{
x ∈ Z+
∣∣∣∣∣
{
(2"& + 2)x
ti
}#&−1
i=1
∪
{
(2"& + 1)x
$#&
}
∪
{
2"&x
tj
}d&−1
j=#&+1
⊂ Z
}
periods of the scatterer at &. So we need t=(2"&+1)X descents from the parent of &
to &, necessary for the structure to go through one period. This takes a total time of
T = X
[
#&−1∑
i=1
(2"& + 2)Ti
ti
+
(2"& + 1)T#&
t#&
+
d&−1∑
i=#&+1
2"&Ti
ti
+ 2
]
:
Then, the average time per descent in a substructure is T=X .
To be able to use the above recurrences to compute T and t for the whole tree,
these need to be slightly modi9ed for the whole tree, because root does not have a
top edge coming into it. We still have to have X passes on the tree for the scatterer
at the root of T to complete one cycle. Now, however,
T = X
[
(2"& + 1)T1
t1
+
#&∑
i=2
(2"& + 2)Ti
ti
+
(2"& + 1)T#&+1
t#&+1
+
d&∑
i=#&+2
2"&Ti
ti
]
and the average time per pass is T=X . In addition, the average time per pass and the
average time per descent on any level are integers.
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3.4. Examples
Consider now some examples of trees of arbitrary degree. Our goal is to compute
the length of the period that all orbits on T have.
3.4.1. Linear growth of degree
Consider 9rst an even number r¿3. The tree T will have r=2 + 1 children at the
root, each of these will have r=2 + 2 children, and the degree will continue growing
linearly at every level, until the vertices on level r=2 − 1 will have degree r − 1 and
their children will be leaves (i.e. have degree 1).
Let us examine a structure just like Sk in Proposition 8. For any degree of the root
of the structure, "=1. In S1, the root has degree r − 1. Thus, #=1. As in the proof
of Proposition 8, we will have $1 = 2"+ 1=3 and T1 = 4r.
For any other level i; deg &= r− i; #= i. We always need $i =3i descents onto the
root & from the top edge for the structure to have one period. In this period, i − 1
substructures will go through four periods, one will go through three periods and the
rest (r − 2i − 1) of them will go through two periods. Thus, 4(i − 1) + 3 + 2(r −
2i − 1)=2r − 3 total periods of time Ti−1 each. The top edge will get browsed $i
times in each direction. Thus, Ti =(2r − 3)Ti−1 + 2 · 3i. Solving this recurrence yields
Ti =((2r − 3)i+1 − 3i+1)=(r − 3).
At the top level, this will be slightly diLerent. The root has r=2 + 1 substructures
of level r=2− 2. We have to have 3r=2−1 = 13
√
3r passes on the tree. In summary, we
shall go through 2r substructure periods of time Tr=2−2 each. We need to repeat the
procedure 2r times to make sure the leaves also return to their original state. Therefore,
one period of the tree T will have size
4r2T r
2−2
=
4r2
r − 3 [(2r − 3)
r=2−1 − 3r=2−1]:
3.4.2. Linear decay of degree
Now let r¿3 be even, but the tree T will have r − 1 children at the root, each of
these will have r− 2 children, and the degree will continue decaying linearly at every
level, until the vertices on level r=2 − 1 will have degree r=2 + 1 and their children
will be leaves (i.e. have degree 1).
As previously, we examine a structure like Sk in Proposition 8. For any degree of
the root of the structure, "=1. In S1, the root has degree r=2 + 1. Thus, #= r=2− 1.
As in the proof of Proposition 8, we will have $1 = 2"+ 1=3 and T1 = 4r.
For any other level i; deg &= r=2 + i; #= r=2− i. We always need $i =3i descents
onto the root & from the top edge for the structure to have one period. In this period,
r=2− i−1 substructures will go through four periods, one will go through three periods
and the rest (2i−1 of them) will go through two periods. Thus, we shall have exactly
4(r=2− i − 1) + 3 + 2(2i − 1)=2r − 3 total periods of time Ti−1 each. The top edge
will get browsed $i times in each direction. Thus, Ti =(2r − 3)Ti−1 + 2 · 3i. This is
the same recurrence as for the linear growth example. Solving this recurrence yields
Ti =((2r − 3)i+1 − 3i+1)=(r − 3).
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Again, the top level will be slightly diLerent. The root has r − 1 substructures of
level r=2− 2. We have to have 3r=2−1 = 13
√
3r passes on the tree. In total, we shall go
through 2r substructure periods of time Tr=2−2 each. We need to repeat the procedure
2r times to make sure the leaves also return to their original state. So, one period of
the LLGCA on the tree T with 9nite rigidity r will have length
4r2T r
2−2
=
4r2
r − 3 [(2r − 3)
r=2−1 − 3r=2−1]:
This period is the same for the linear growth model. Also, the number of vertices in
the tree is exactly
n =
( r
2
+ 1
)
×
( r
2
+ 1
)
× · · · × (r − 1) = (r − 1)!
(r=2)!
:
Since (r=2 + 1)r=2−16n6(r − 1)r=2−1 and the period of the orbit of the particle has
size M(r(2r − 3)r=2−1), the period is super linear and subquadratic in the number of
vertices of the tree in both the linear growth and linear decay cases.
4. Rigidity models on innite trees with back-scattering
Now we consider a more general setting, with the particle moving on a tree, pos-
sibly containing some rays. In the case when the underlying tree has no leaves, in
the arbitrary rigidity model with right and left scatterers, the particle with each step
propagates further and further away from the root in any initial con9guration. This is
the reason to consider a diLerent type of scatterer. With the usual to-left and to-right
states of the scatterer at any vertex of the tree, we will also allow back-scatterers by
introducing the state back. We will now have  :V →{L; R; B}. If the particle enters a
vertex v using the edge e, and the (v)=B, the particle will leave the vertex v using
the edge e, i.e. using precisely the edge that was used to enter the vertex v originally.
We discuss models of two types. In the 9rst type, we shall only allow the states of
the scatterers back and to-right (by symmetry, if we allow the states back and to-left,
the results would be identical). In the second type of the model, we will allow the
scatterer at any vertex to be in one of the three states: to-left, to-right or back. For
either kind of model, we consider models with 9xed environment, Hipping models and
models with arbitrary 9nite rigidity.
4.1. Model with 4xed scatterers
In this case, models of both type exhibit identical behavior, so we shall analyze the
more general system, allowing scatterers on vertices to be in any of the three states
to-left, to-right, back.
Proposition 11. Consider the dynamics of a non-2ipping LLGCA model with right,
left and back-scatterers on an in4nite tree T =(V; E). Construct a new tree T ′ by
removing from the subtrees of every vertex v with (v)=B. Then, the particle will
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perform a depth-4rst search on the tree T ′, where the order of visiting children at
every vertex v will be right-to-left if (v)=R, and left-to-right if (v)=L.
Proof. If for some v∈V we initially have (v)=B, this is equivalent to simply re-
moving all of the subtree, rooted at v, from the tree T , and changing the state of the
scatterer at the vertex v to the state to-right. Thus, we can eLectively eliminate all of
the back-scatterers from consideration. Now we end up with a 9xed-scatterer model on
a (possibly in9nite) tree. Then, this becomes just like the situation in Proposition 4.
In other words, the particle will perform a depth-9rst search on the tree T .
If there are no rays (i.e. if T is a 9nite tree), we get exactly the behavior and the
results of Section 2.3. However, if T is in9nite, then the particle will browse all of
the edges on the 9rst ray it encounters. In other words, over the course of time, it will
move farther and farther away from the root along the 9rst ray that it encounters. The
speed with which particle will be moving away from the root depends on how bushy
the tree T is in the direction of that path. For example, the maximum is unit velocity,
i.e. one edge per unit time, and that occurs if the 9rst subtree encountered by the
particle has no leaves (i.e. paths in all directions of the subtree have in9nite length).
Otherwise, the speed will decrease, since the particle will need to browse through all
the edges outgoing from the tree T in the direction of the path.
Corollary 12. Consider the dynamics of a LLGCA with 4xed environment with right,
left and back-scatterers on an in4nite tree T =(V; E) with some rays not containing
any vertices with back-scatterers. Then, the particle will eventually propagate in the
direction of the 4rst such ray it encounters.
This is a natural extension of the one-dimensional case [6]. There, the particle will
propagate in one direction as long as no back-scatterers are encountered. A pair of
back-scatterers will make the one-dimensional integer lattice behave like a 9nite set
of points, in the same way as in our case we can place back-scatterers to cover all
possible rays, forcing the dynamics to be like the dynamics on a 9nite tree.
Also, it follows that if (v)=R∀v∈V , then the particle will perform depth-9rst
search on the tree T .
4.2. The 2ipping model
4.2.1. Two-state scatterers
Here, we consider the Hipping scatterer model on the same tree T =(V; E) as in the
previous section. First, look at the models with only two possible scatterer states, back
and to-right. The state of the scatterer  :V →{R; B} depends on time. So we denote
the state of the scatterer at v∈V at some time t ∈N by t(v).
Proposition 13. Consider the dynamics of a 2ipping LLGCA model with right and
back-scatterers on an in4nite tree T =(V; E). Then, the particle eventually will prop-
agate along the 4rst ray that it 4nds, due to a blocking pattern.
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Proof. First look at local behavior. Suppose the particle is moving on some edge e
from the parent p to the child c, visiting c for the 9rst time at time t. The scatterer at
p can be either back or to-right, and that is the opposite from what it was before p
was entered immediately before proceeding to e. The state of the scatterer then could
not have been back since the particle proceeded towards e instead of returning one
level closer to the root of T . Thus, after the particle passed p, (p) Hipped, and so
now (p)=B. Trivially, c is either a leaf or not. Also, either scatterer at c is in the
state back or in the state to-right.
Case I: c is a non-leaf vertex with a to-right state of the scatterer.
Then, the particle proceeds to the right child of c, say v, and change the scatterer
state at c to back. This is just like the situation we had before, except one level down
in the tree T .
Case II: c is a non-leaf vertex with a back state of the scatterer.
Then, the particle goes back to p on the edge e, changing the state of the scatterer at
c to the to-right. After the particle hits p, which has a state of back, it has to re-trace
e again, and now reach c with the state of the scatterer at c being to-right. As in
the previous case, the particle changes that scatterer to the state back and proceeds to
the rightmost child of c. Thus, we again have the same situation, but now the particle
propagates one level, recreating the preceding situation in three steps, instead of one
step in the previous case.
Case IIIa: c is a leaf, but not the rightmost child of p.
Then, the particle will reach c and back-trace itself on the edge e, independently
of the state of c. Now, the particle will reach p, where the scatterer is in the state
back, and will have to again trace e towards c, changing the scatterer at p to the state
to-right. Finally, the particle will each c, re-trace the edge e towards p for the second
time, and then turn to the edge, leading to the next to the right child of p, changing
the scatterer at p to the state back. This is again a re-creation of the same situation,
but this time, the particle propagated to the next to the right edge, outgoing from p.
Case IIIb: c is the rightmost child of p.
In this case, the dynamics will be identical to Case IIIa, except instead of leaving
towards the next to the right child of p, the particle leaves towards the parent of
p, say ,, on the tree T (in the special case when p is the root of T and has no
parent, the particle propagates towards the left-most child of p). By a logic similar
to the one we applied for p, the scatterer at , has to be in the state back. Thus,
the particle goes from p to ,, then back to p and then back to ,, 9nally turning
to the next to the right child of ,, or proceeding up the tree towards the root in
case p is the rightmost child of ,. This is a propagation up one level and to the
right.
Without any loss of generality, we can start the particle at the left-most edge of the
root, and set the initial state of the root to be back. It is easy to see that the particle
will start at the left-most subtree of the root, and will explore all of the subtrees right-
to-left, until it 9nds the one with a ray, and it will propagate on this ray with random
velocity (dependent only on the initial distribution of the scatterers and the structure
of the underlying tree) due to a blocking pattern, described in Cases I and II above.
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This result is also similar to the corresponding one-dimensional model [15], where
the blocking pattern leads to in9nite propagation of the particle, just like we proved
for our more general case.
The dynamics of the particle is very similar to depth-9rst search, with the exception
that some edges may be repeated (this happens in Case II, where an edge must be traced
three times instead of one, to take care of back-scatterers at both ends of the edge).
The result we get is in a sense similar to the one for models with 9xed environment,
containing scatterers of any type. However, here the particle always 9nds the rightmost
ray, independently of the initial distribution of the scatterers and propagates along it at
a slower pace than the propagation of the previous section, due to repetition necessary
in Case II of the argument. In the preceding section, however, the ray along which
propagation will occur depends on the initial distribution of the scatterers, and it is
possible to consider a dynamics on an in9nite tree and get a periodic trajectory (if
all the rays have back-scatterers on them), while in the case we considered here, such
situation cannot occur. In other words, if the underlying tree is in9nite, the particle will
propagate along the rightmost ray, independently of the distribution of the scatterers.
4.2.2. Three-state scatterers
Here, we consider the same dynamics as above, except the scatterers at the vertices
of the underlying graph are allowed to be in one of the three states: to-left, to-right
and back. Due to symmetry, we may assume that transitions take place in the same
order, i.e. to-left gets changed to to-right, then to-right changes to back and then back
changes to to-left. The motion of the particle in this case turns out to be similar to
the case where no back-scatterers would be present. Recall that in this situation (r=1
without back-scattering), the dynamics is time-reversible and the particle always stays
on the same unique path between two leaves on both sides of the root. As it turns out,
the back-scatterers prevent the dynamics from being time-reversible, but the second
property holds.
Proposition 14. Consider the dynamics of a 2ipping LLGCA with left, right and
back-scatterers on a tree T = (V; E) with some paths of in4nite length. Then, the
orbit of the particle is a path in T.
Proof. It suPces to prove that for all non-leaf v∈V , there are at most two edges
adjacent to v that are in the trajectory of the particle.
First let us look at the non-leaf non-root vertices visited by the particle. The 9rst
time such a vertex v is visited, say t, the particle comes along the unique root-to-v
path in T , using the edge e from v to the parent of v in the tree. If t(v) = B, the
particle changes it to to-left (i.e. t+1(v) = L) and leaves using the edge e it came
from. In this case, only one edge adjacent to v was used.
If t(v) = L, the particle proceeds to the left child c of v. The scatterer at v is also
changed to the state to-right. When the particle returns to v, we see that it must return
using the same edge {c; v} that it used to leave v. When it arrives at v, the scatterer
at v is in the state to-right and the particle changes it to back and leaves using the
edge e. At the next visit of the particle to v, it will come along e and leave along e,
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as described above, changing the scatterer at v to the state to-left, thus returning v to
its original position.
Finally, if we have t(v) = R, the particle proceeds to the right child c of v, and
t+1(v) = B. Now when the particle returns to v, we see that it must return using
the same edge {c; v} that it used to leave v. When it arrives at v, say at time $, we
have $(v)=t+1(v)=B. So, the particle changes it to to-left and leaves using the
edge {c; v}. At the next return of the particle to v, the particle Hips the state of the
scatterer from to-left to the state to-right and leaves using the edge e, thus returning v
to its original position. Again, the particle used two edges adjacent to v, one of which
coincides with the one used in the preceding case.
So it only remains to take care of the root. But exactly the same thing happens to
the root as to the other non-leaf vertices, except the edge to the right-most child of
the root plays the role of the edge e above. The only diLerence is, if the original path
from the root is of in9nite length, the particle may never visit the root except for the
initial position of the particle.
Let S be the subtree of the root, in which the particle begins its motion. Rising from
the subtree S towards the root, let SR and SL denote the next to the right and next
to the left subtrees of the root. Suppose that the tree T has two leaves u; v, such that
u∈ S and v∈ SL and ancestors of u; v on all levels above 1 (grandchildren of the root
and further) are either right-most or left-most children of their parents (if the scatterer
states Hip from to-right to to-left and then to back, let v∈ SR). Then, the probability
that the trajectory of the particle is 9nite is strictly positive; such a situation happens
when it will always stay on the unique u→ v path in T .
Hence, even on a tree with in9nitely many rays we can have a periodic orbit. This
is very diLerent from the model with only two scatterer types, where the existence of
even one ray in T forces the particle to propagate.
4.3. The case of arbitrary 4nite rigidity
4.3.1. Two-state scatterers
Lemma 6. Consider the dynamics of a LLGCA with 16r¡∞ and with right and
back-scatterers on a tree T =(V; E). Let v∈V be such that the subtree of T rooted
at v is 4nite. If the particle visits one child of v, then the particle will visit every
child of v. If v is not the root of T, then every child of v is visited before the particle
returns to the parent of v.
Proof. Let v∈V and suppose the particle at some time t visits one child c of v. Then
t−1(v)=R (otherwise we must have t−1(v)=B which contradicts the fact that the
particle was at c, a child of v, at time t). Then, the particle proceeds to c which must
be the right child of v. After returning from that subtree, it will again turn to the next
child of v on the right, just like depth-9rst search. This will continue until we either
run out of children of v (so we are done) or until the scatterer at v Hips to the state
back. Since the subtree rooted at v is 9nite, the particle will return to v suPciently
many times to Hip the scatterer at v to the state to-right, and then again proceed to
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explore the next child of v to the right. Thus, eventually, every child of v will be
explored.
Finally, it is clear that if v is not the root, then the parent of v will be visited only
after all the children of v have been visited.
Proposition 15. Consider the dynamics of a LLGCA with 4nite rigidity and right
and back-scatterers on an in4nite tree T =(V; E). Then, ∀n∈N∃t ∈N such that at
time t the particle will be further from the root than n.
Proof. Let O denote the orbit of the particle. It suPces to show that |O|=∞. Suppose
that |O|¡∞. Then, it has a (not necessarily unique) vertex with smallest distance to
the root, say u. Because u is in the orbit, it is visited by the particle in9nitely often,
which means that if u has a parent in the tree, say p, then p is also visited in9nitely
often, which contradicts u being the vertex in O with the smallest distance to the root,
since p∈O and it is closer. So, the root of T is in O.
By Lemma 6, O contains the root and all of its children. Also, every vertex in O
will be visited in9nitely often, so all of the paths from the root of T down along O
terminate in the leaves of T .
We know T is in9nite, so it contains at least one ray, say L. Because O contains
all of the children of the root, and vertices of O maximally away from the root of T
are all leaves, there has to be the vertex v∗ ∈O∩L which is furthest away from the
root of T . Then, since v∗ ∈L, we know v∗ has children in T . So at least one of the
children of v∗ must be in O. But by Lemma 6, we know that all children of v∗ are in
O, which contradicts the maximality of v∗, since there is a child of v∗ lying in L.
4.3.2. Three-state scatterers
Consider the cases of arbitrary rigidity r of the system, where the scatterers can
be in one of the three states: to-right, to-left, back. The situation here, just as in the
9nite case we studied above, will depend on the number of children at each node. We
will 9rst discuss the local behavior. We allow any cyclic kind scheme for changes in
the states of the scatterers. For example, to-left→ to-right→ back is a valid scheme,
and back→ to-left→ back→ to-right is not a valid scheme. Let Iv be the indicator
variable of the event ”if the scatterer at v Hips, it’s next state is back”. (i.e. in that
case Iv=1 and otherwise Iv=0)
Lemma 7. Suppose a particle descends into the vertex v of a 4nite tree T, with the
scatterer at v in the state to-left or to-right. Suppose in addition that v in its current
state has been visited less than r− deg v times. Then, every child of v will get visited
and the state of the scatterer at v will not get 2ipped.
Proof. Consider a particle moving away from the root of the tree to some vertex
v. If the scatterer at v is in the state to-back, the particle undergoes a reHection at v,
increasing the number of visits to v by one until the scatterer state Hips. If the scatterer
at v is to-right or to-left, the particle proceeds to the subtree, rooted at v and explores
the subtrees rooted at the children of v. Now, the analog of Lemma 2 is the same
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as the original, in other words, the scatterer is not Hipped and the particle visits all
subtrees, rooted at the children of v.
Similarly, an analog of Lemma 4 holds in almost the same fashion.
Lemma 8. Suppose a particle descends into the vertex v of a 4nite tree T, with the
scatterer at v in the state to-left or to-right. Suppose in addition that v in its current
state has been visited exactly r− degc v times. Then, every child of v will get visited
and the state of the scatterer at v will get 2ipped.
Our next result will be similar to Lemma 3. Here, if there is suPcient number of
children to Hip the scatterer state, and the vertex v was visited k times in its current
scatterer state, then the particle will visit r − k + 1 children of v twice, one child of
v exactly 1 + Ivr times, and will not visit any other child of v, since the direction of
exploration of children of v will be reversed once the scatterer at v Hips state. Lastly,
the particle will leave the scatterer at v in the state opposite to the one it was found
in.
Lemma 9. Suppose a particle descends into the vertex v of a 4nite tree T, with the
scatterer at v in the state to-left or to-right. Suppose in addition that v in its current
state has been visited exactly k¿r−deg v times. Then, the particle will visit r−k+1
children of v twice, one child of v exactly 1 + Ivr times, and will not visit any other
child of v. After the particle has left from v to the parent of v, the scatterer at v
will be in the opposite state from the one originally seen by the particle.
Either way, if every vertex of T satis9es the conditions of Lemma 7 or Lemma 8,
then clearly every root-to-leaf path will be found and traced, and so if there is one of
in9nite length, then eventually the particle will be at an in9nite distance from the root
of T .
Corollary 16. Consider the dynamics of a LLGCA on a tree T with some paths of
in4nite length, such that ((T )6r. In that case, ∀n∈N∃t ∈N, such that at time t the
particle will be further from the root of T than n.
5. Concluding remarks
First, let us compare the behavior of models with r=1, r=∞ and 1¡r¡∞ on
trees. In the Hipping models, the initial distribution of the scatterers determines the ac-
tual path, which the particle will follow. So, that the initial distribution of the scatterers
also inHuences the size of the orbit, unless T is a complete tree (of any order).
However, for the models with 9xed environment, the period of the particle is inde-
pendent of the initial distribution of scatterers. The only thing inHuenced by the initial
distribution of scatterers is the order in which the subtrees are traced in T , which is
similar to Hipping models, unlike the situation with the period. Yet, for the LLGCA
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with 9xed environment on any tree T , the particle will perform depth-9rst search. So
the behavior of the models with 9xed environment turns out to be much more regular
than of the models with changing environment and 9nite rigidity.
Another conclusion from the results on general behavior of the models with 9xed
environment is that the behavior of such models depends heavily on the drawing of
the graph that is being used.
Finally, the rigidity models on complete d-regular trees have polynomial periods
of low degree in the number of vertices (subquadratic). However, in terms of r, the
periods can be linear (if d= r) or non-linear. This analysis allows to identify the
properties which make rigidity models have large periods on arbitrary trees and might
be helpful to analyze the behavior of LLGCA on arbitrary graphs.
Remarkably, the depth-9rst search or alike behavior emerges in basically all models
analyzed in this paper. Observe that it occurs in systems with random environments.
Another feature is an eventual propagation along some ray in in9nite graphs. Both
these results may have applications, e.g. for the robot navigation problem. Indeed, both
these results show that it is not always necessary to speci9cally prepare an environment
to ensure these types of behavior.
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Appendix A.
A.1. Proof of Lemma 1 for prime n=p
Between any two distinct vertices of Gp there is an edge. So, Gp is a complete graph
on p vertices, and so it has p(p− 1)=2=M(p2) edges. Thus, it suPces to show that
the particle visits every edge of Gp exactly once during each period.
It suPces to show that the particle will visit the edges of the graph Gp in the same
order as they were drawn by the algorithm. Proceed by induction on the number of
iterations in the algorithm.
Initially, the particle starts on the edge {v1; v2} of the original cycle. Then it follows
that cycle along every vertex until it reaches vertex v1 again. This happens because all
added edges were drawn to the outside of the original cycle, except near the vertex
v1. Now at v1 the particle will turn right, using the edge {v1; v3}, because that edge
was drawn inside the circle. Assume that until step k (with 0¡k6p(p − 1)=2), the
particle precisely followed the order in which the edges were drawn by the constructing
algorithm.
In case k¡p(p−1)=2, suppose the particle entered the vertex v after the step using
the edge ein. Notice that by construction, the algorithm next drew the edge, leaving v
between ein and the previous edge drawn incoming into v, say eprev. Observe that all
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edges adjacent to v drawn after step k by the algorithm will be to the left of ein by
construction. All edges adjacent to v drawn before step k will be to the right of the
edge eprev. So, the edge to the right of ein around v is precisely the one drawn by the
algorithm, and so it will be used to exit the vertex v.
In case k =p(p− 1)=2, the particle will end up at the vertex v1, having just come
in on the last edge drawn by the algorithm. The particle enters v1 between the edges
{v1; v2} and {v1; v3}, and it will turn right. So, the edge {v1; v2} must be used to exit
v1 since no other edge has a part inside the original cycle, except the one that was
used to enter v1 and the edge {v1; v3}, which is to the left. Thus, after tracing the last
edge, the particle retraces the 9rst edge it started from for the 9rst time (by inductive
hypothesis). So, the orbit of the particle will consist of all edges of Gp.
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