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Topos Models for Physics and Topos Theory
September 24, 2013
Sander Wolters1
Abstract
What is the role of topos theory in the topos models for quantum
theory as used by Isham, Butterfield, Do¨ring, Heunen, Landsman, Spit-
ters and others? In other words, what is the interplay between physical
motivation for the models and the mathematical framework used in these
models? Concretely, we show that the presheaf topos model of Butterfield,
Isham and Do¨ring resembles classical physics when viewed from the inter-
nal language of the presheaf topos, similar to the copresheaf topos model
of Heunen, Landsman and Spitters. Both the presheaf and copresheaf
models provide a ‘quantum logic’ in the form of a complete Heyting alge-
bra. Although these algebras are natural from a topos theoretic stance, we
seek a physical interpretation for the logical operations. Finally, we inves-
tigate dynamics. In particular we describe how an automorphism on the
operator algebra induces a homeomorphism (or isomorphism of locales)
on the associated state spaces of the topos models, and how elementary
propositions and truth values transform under the action of this homeo-
morphism. Also with dynamics the focus is on the internal perspective of
the topos.
1 Introduction and Motivation
In a series of four papers [8, 9, 7, 10], Jeremy Butterfield and Chris Isham
demonstrated that in studying foundations of quantum physics, in particular the
Kochen-Specker Theorem, structures from topos theory show up in a natural
way. A second series of papers [17, 18, 19, 20] of Chris Isham, now working
together with Andreas Do¨ring, show greater ambition in applying topos theory
to physics. A central idea in these papers is that any theory of physics, in its
mathematical formulation, should share certain structures [17]. These structures
are assumed as they assist in giving some, hopefully not-naive, realist account
of the theory. Aside from putting restrictions of the shape of the mathematical
framework of physical theories, freedom is added in that we may use other
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topoi than the category of sets. We will refer to this idea as neorealism. The
motivating example is the presheaf model of Butterfield and Isham, further
developed by Isham and Do¨ring.
This notion of neorealism raises several question. For example, what makes a
good topos model? A key point is that the topos formulation of a physical theory
resembles classical physics more than e.g. orthodox quantum physics. But in
what way is a topos model, in all its abstraction, closer to classical physics?
One possibility to make the claim that the model ‘resembles classical physics’
mathematically precise is to use the internal language of the topos. Indeed, it is
exactly in this way that the topos model proposed by Heunen, Landsman and
Spitters in [26] resembles classical physics. This topos model uses a topos of
copresheaves and is closely related to the presheaf model by Butterfield, Do¨ring
and Isham [41]. We will refer to the HLS model of copresheaves as the covariant
model and to the BDI model of presheaves as the contravariant model.
Having a strong dialectic between the mathematical framework and physical
motivation seems highly desirable, whether we are considering neorealism, we
want to gain insight in the foundations of physics, we are seeking new topos
models or seeking connections between the current topos models.
This concludes the motivation for the research sketched below. The rest of
the paper is divided into four parts. Section 2 covers background information,
needed for the later sections. Some constructions from the topos models are cov-
ered. In addition there is a brief discussion of topoi as universes of mathematical
discourse and locale theory. In Section 3 we look at the contravariant model
from the internal picture of the presheaf topos at hand. Of particular interest is
Subsection 3.3, where we discuss relations between elementary propositions and
daseinised self-adjoint operators. In Section 4 we look at differences between
the contravariant and covariant models on the one hand, and the classical topos
of sets. Most of this section is concerned with the physical interpretation of the
Heyting algebra structure used in the logic of the topos models. The discussion
thus far only considered the kinematics of quantum theory. In Section 5, follow-
ing ideas of [34, 16], we discuss dynamics. Again, the emphasis is on the internal
perspective. As for prerequisites: we assume that the reader is familiar with
category theory and von Neumann algebras. Familiarity with topos theory, in
particular the internal language of a topos, is highly desirable.
2 Background Material
This section is divided into two parts. In the first part we define some key
constructions of the contravariant and covariant topos models. In the second
subsection we discuss some relevant aspects of topos theory. In particular the
internal language, presheaf semantics and locale theory are discussed. The dis-
cussion is concise and concentrates on fixing notation and providing references.
2
2.1 Background on Topos Models for Quantum Physics
The discussion below is concise. For more information on the covariant model
see [26, 11]. For the contravariant model and daseinisation, background infor-
mation can be found in [21, 17, 18, 19, 20].
The starting point for both the covariant and contravariant model an op-
erator algebra A associated to a physical system. We assume that A is a von
Neumann algebra. Typically, the covariant model is applied to a larger class of
operator algebras, the unital C*-algebras. However, in this paper we restrict
ourselves to von Neumann algebras. An important consequence of this choice
is that we can use the daseinisation techniques of the contravariant model also
in the covariant case. The covariant model [26] also has a C*-algebraic version
of daseinisation, but it is unclear to the author how the truth values obtained
from this daseinisation map can be interpreted physically.
From the von Neumann algebra A, we construct a partially ordered set
C(A) ≡ C. The elements of C are abelian von Neumann subalgebras of A, which
we denote by D,C ∈ C. The partial order is given by inclusion. The elements
of C are called contexts and we think of them as measurement contexts. The
idea that C ∈ C represents a measurement context is usually avoided in the con-
travariant model. Most likely, the reason is that people working on this model
seek realist interpretations of quantum theory, and want to avoid operationalist
notions.
Consider the poset C as a category. The contravariant approach uses the
topos [Cop,Set], the category of presheaves on C. Objects are the contravariant
functors Cop → Set, and arrows are natural transformations between them. Of
particular interest is the spectral presheaf, the contravariant functor
Σ : Cop → Set, Σ(C) = ΣC , (1)
where ΣC is the Gelfand spectrum of the abelian von Neumann algebra C ∈ C.
Recall that the elements λ ∈ ΣC can be identified with multiplicative linear
functionals λ : C → C. The operator algebra C is isomorphic to the C*-algebra
of continuous complex-valued functions on the compact Hausdorff space ΣC . If
D ⊆ C in C, then the corresponding arrow in the category C is mapped by Σ
to the continuous map ρCD : ΣC → ΣD, corresponding by Gelfand duality to
the embedding D →֒ C. Note that if we see λ ∈ ΣC as a map C → C, then
ρCD(λ) = λ|D, the restriction of the functional λ to D.
The covariant approach uses the topos [C,Set] of covariant functors C → Set
and their natural transformations. The key object of this model is the covariant
functor
A : C → Set, A(C) = C. (2)
If D ⊆ C, then the corresponding arrow in C is mapped by A to the inclusion
D →֒ C. The object A is interesting because, from the internal perspective of
the topos [C,Set] it is a commutative unital C*-algebra. There is a version of
Gelfand duality which is valid in any (Grothendieck) topos [2, 12]. Therefore
there exists a Gelfand spectrum ΣA in [C,Set] such that A is, up to isomor-
phism of C*-algebras, the algebra of continuous complex-valued functions on
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A. However, ΣA is not a compact Hausdorff space, but a compact completely
regular locale.
Next, we give the relevant definitions of daseinisation. For the contravariant
model, outer daseinisation of projections is a central construction. Let
p ∈ Proj(A) be any projection operator of A, and C ∈ C a context. Then the
outer daseinisation of p in C is
δo(p)C :=
∧
{q ∈ Proj(C) | q ≥ p}. (3)
Here we used the fact that Proj(C) is a complete lattice, as this guarantees
that the greatest lower bound
∧
exists in C. The operator δo(p)C , which is a
projection operator in C, is the best approximation of p using larger projections.
Note that p ≤ δo(p)C for each C ∈ C, and p = δ
o(p)C iff p ∈ C. Outer
daseinisation is important for the contravariantmodel as it is used in defining the
elementary propositions about the quantum system. Let a ∈ Asa and ∆ ⊆ R.
In orthodox quantum logic the proposition [a ∈ ∆] is represented by the spectral
projection χ∆(a) of a. If C ∈ C, then δo(χ∆(a))C is a projection operator in
C. By Gelfand duality, a projection operator in C corresponds to a clopen
subset SC of ΣC . In this way, the proposition [a ∈ ∆] gives, for each C ∈ C, a
closed open subset of ΣC . If D ⊆ C, then by definition δo(p)D ≥ δo(p)C , or,
equivalently, ρCD(SC) ⊆ SD. This implies that the sets SC combine to a single
subobject of the spectral presheaf Σ. We will denote this subobject as [a ∈ ∆].
If S is a subobject of the spectral presheaf Σ, such that for each C ∈ C,
the set S(C) is clopen in ΣC , then S will be called a clopen subobject of
Σ. In the contravariant model, the Heyting algebra OclΣ, of clopen subobjects
plays an important role. For a discussion of the Heyting algebra structure, see
e.g. [21, Section 16]. The Heyting algebra structure of OclΣ is closely related to
the natural Heyting algebra structure of the power object PΣ. From the point
of topos theory this seems like a natural choice, but do the operations of the
Heyting algebra also make sense physically?
The same question can be asked for the covariant model. In this model
elementary propositions are represented by certain opens of the locale ΣA. By
the external description of ΣA given in Subsection 3.3.1, an internal open of ΣA
corresponds to giving for each C ∈ C an open subset SC of ΣC , such that ff
D ⊆ C, then ρ−1CD(SD) ⊆ SC . Using inner daseinisation of projections we
can find such opens. Let, as before, p ∈ Proj(A) be a projection operator, and
C ∈ C. Define
δi(p)C :=
∨
{q ∈ Proj(C) | q ≤ p}. (4)
If D ⊆ C, then δi(p)D ≤ δi(p)C , or, equivalently, ρ
−1
CD(SD) ⊆ SC . Taking the
inner daseinisation of the spectral projection χ∆(a) relative to each context, we
can define covariant elementary propositions [a ∈ ∆] as opens of ΣA. However,
this is not the way that elementary propositions are usually defined in the
covariant model. For the actual elementary propositions, we need daseinisation
of self-adjoint operators.
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As a first step, we consider the spectral order on Asa, the set of self-adjoint
elements of A. The spectral order was first considered in [35]. Recall that in
Asa, a ≤ b, iff there exists an c ∈ A, such that b − a = c∗c. Also recall that for
a von Neumann algebra A, to a ∈ Asa we can associate a family of projections
(eax)x∈R, called the spectral resolution of a (see e.g. [30]). Define the spectral
order ≤s, on Asa, by
a ≤s b iff ∀x ∈ R e
a
x ≥ e
b
x. (5)
If a ≤s b, then a ≤ b, but the converse need not hold, unless a and b are
projections, or a and b commute. Using this spectral order, it becomes easy to
define the outer and inner daseinisation of self-adjoint operators.
δo(a)C :=
∧
{b ∈ Csa | b ≥s a}, (6)
δi(a)C :=
∨
{b ∈ Csa | b ≤s a}. (7)
Here we used the fact that Asa is a boundedly complete lattice with respect
to the spectral order. Note that we did not need to include the subscript s in
the meet or join, as the spectral order coincides with the usual order in the
commutative algebra C.
We can view inner and outer daseinisation as (categorical) adjunctions. If
we see both Csa and Asa as posets with respect to the spectral order, then the
inner and outer daseinisation form right and left adjoints to the inclusion map
iC : Csa →֒ Asa. Let a ∈ Asa and b ∈ Csa. Assume that b ≤s δi(a)C . As
δi(a)C ≤s a, we conclude that iC(b) ≤s a. Conversely, assume that b ≤s a.
As δi(a)C is by definition the join of b ∈ Csa satisfying b ≤s a we conclude
b ≤s δi(a)C . By an analogous reasoning a ≤s i(b) iff δo(a)C ≤s b. We conclude
that
δo(−)C ⊣ iC ⊣ δ
i(−)C : Csa → Asa.
If a happens to be a projection operator, then the daseinisation as a self-
adjoint operator coincides with the daseinisation of a as a projection operator,
both in the outer and inner case. If D ⊆ C, then
δi(a)D ≤s δ
i(a)C ≤s a ≤s δ
o(a)C ≤s δ
o(a)D.
For the moment, we reviewed enough constructions from the two topos mod-
els. We will explain more as we need them.
2.2 Background on Topos Theory
Below, we only treat those aspects of topos theory that are needed for later
sections. Readers who know the basics of topos theory should skip this material.
Readers having no background in topos theory may find the material below to
be hard and sketchy. If this is the case, the reader may want to jump to
the next section, or consult one of various excellent texts on topos theory for
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more information. The standard reference is the book Sheaves in Geometry and
Logic by Mac Lane and Moerdijk [31]. An easier, but less in-depth introduction
is [24]. The books [5, 4] provide a useful resource about the internal language
of a topos. Of course, everything and more about topos theory can be found in
the massive [28]. The texts [29, 37] provide more information about locales.
2.2.1 Topoi as Generalised Spaces
There are various ways of looking at topoi, and it is the interplay between
these different points of view that makes topos theory interesting. For our
goals, thinking of a topos as a generalised universe of sets, or a universe of
mathematical discourse, is the most important perspective. In this subsection
however, we think of topoi as generalisations of topological spaces. This helps
in introducing geometric morphisms and locales, two important notions in later
sections.
If X is a topological space, then we can associate to it the topos Sh(X), of
sheaves on that topological space [31, Chapter II]. From the topos Sh(X) we
can recover the topology OX of X by considering the subobject classifier Ω. If
the space X is Hausdorff (and hence sober), we can subsequently retrieve X as
the set of points of OX .
Given f : X → Y , a continuous map of topological spaces, we can associate
to f a geometric morphism F : Sh(X) → Sh(Y ). For topoi E , and F , a
geometric morphism F : E → F is an adjoint pair of functors where the
right adjoint F∗ : E → F is called the direct image functor, and the left
adjoint F ∗ : F → F is called the inverse image functor and where F ∗ is
assumed to be left-exact [31, Chapter VII]. Conversely, if F : Sh(X)→ Sh(Y )
is a geometric morphism and the spaces are Hausdorff, then F comes from a
unique continuous map f : X → Y .
The topos Sh(X) depends on the topology OX , rather than on the underly-
ing set of points of the space. For example, if X has the trivial topology {∅, X},
then Sh(X) can be identified with Set, regardless of the set X . In this sense we
should not see a topos as a generalisation of topological spaces, but of locales.
In order to define locales, we first need to consider frames. A frame F is a
complete lattice, satisfying the following distributivity law
∀U ∈ F, ∀S ⊆ F, U ∧
(∨
S
)
=
∨
{U ∧ V | V ∈ S}.
The motivating example of a frame is a topology OX , where ∧ is simply the
intersection ∩, and
∨
corresponds to the union
⋃
. However, not every frame
comes from a topology, as we will see below. If F and G are frames, then a
morphism of frames, or a frame homomorphism f : F → G, is a function
that preserves finite meets and all joins. If f : X → Y is a continuous map
of topological spaces, then the inverse image map f−1 : OY → OX is a frame
homomorphism.
The category of locales Loc is defined to be the dual category of the category
of frames Frm. So a locale L corresponds to a unique frame, which we denote
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as OL, and a locale map, f : K → L, also called a continuous map, is the
same as a frame map f∗ : OL → OK. In particular, a topological space
X defines a locale L(X) through the topology OX , and a continuous map of
spaces f : X → Y induces, through the inverse image map, a locale map
L(f) : L(X)→ L(Y ).
Points of a space X correspond to continuous maps x : 1 → X , where 1 is
the one-point topological space. The inverse image of x : 1 → X is a frame
morphism x−1 : OX → 2, where 2 is the frame of two elements. If we are given
the topologyOX , we consider the set pt(X) consisting of frame homomorphisms
OX → 2. The frame OX defines a topology on pt(X): if U ∈ OX , let pt(U)
consist of the p ∈ pt(X) such that p(U) is the top element of 2. The space X is
called sober iff it is homeomorphic to pt(X). In other words, we can reconstruct
the points from the topology. In particular, any Hausdorff space is sober. For
any sober space X , we can retrieve X from the locale L(X), or from the topos
Sh(X).
As mentioned before, a frame, and therefore a locale, need not come from a
topological space. For example, let F consist of the subsets U of the real line R,
satisfying the condition that taking the interior of the closure of U is equal to U .
This set, counting all open intervals (r, s) amongst its elements, and partially
ordered by inclusion, defines a frame. However, contrary to topologies, there are
no points in the sense of frame homomorphisms F → 2. The only topology that
has no points is the unique topology on ∅, and obviously F is not isomorphic to
this topology.
The definition of frames and their morphisms can be interpreted in the in-
ternal language of any topos E . As a consequence we can work with frames and
locales internal to a topos. We proceed to discussing the internal language of
topoi.
2.2.2 Topoi as Generalised Universes of Sets
Whenever we talk about taking an internal perspective or internal picture
of the topos [Cop,Set], this means that we are working with the objects and
arrows of that topos without referring to the topos Set. This could mean that
we are considering these objects and arrows in terms of abstract category theory.
However, in this paper it means that we are using the internal language of the
topos. Any topos has an associated internal or Mitchell-Be´nabou language [5, 3,
31]. With respect to this language, working with objects and arrows of the topos
resembles set theory, but the category Set itself is not used. Whenever we use
Set in our descriptions, we take on an external perspective. For example, if
we think of the spectral presheaf Σ as a functor mapping into the category Set,
we are using an external perspective. If we consider Σ as a ‘set’ (or topological
space as we shall see in the next section) with respect to the internal language,
we are dealing with an internal perspective.
The internal language of a topos E uses the objects of that topos as types,
and arrows as terms. The language generated by these terms is rich enough
to express complicated mathematics. One type (i.e., object) is of particular
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importance, and is denoted by Ω. For a topos E , the subobject classifier is
an object Ω, together with an arrow true : 1→ Ω, such that for any subobject
U →֒ X , there is a unique arrow X → Ω making the following square into a
pullback.
U
!
//
 _

1
true

X // Ω
For the topos Set, Ω is the two-element set 2, and the function corresponding to
an inclusion U →֒ X is just the characteristic function χU : X → 2. Returning
to an arbitrary topos, the arrows 1→ Ω are called the truth values. Like the
topos Set there are always truth values true and false, but unlike Set, there
may be many other truth values. For the topos [Cop,Set], the truth values
correspond bijectively to the sieves on C, and for [C,Set] the truth values can
be identified with the cosieves on C.
We return to the internal language of a topos. Let φ(x, y) be a formula in
this language, with some free variable x of type X (free means that it is not
bound by a quantifier), and a free variable y of type Y , then this formula has
an interpretation as a subobject
{(x, y) ∈ X × Y | φ(x, y)} ⊆ X × Y.
By definition of the subobject classifier, this corresponds to a unique arrow
X × Y → Ω. If ψ is a proposition, a formula without free variables, then it
corresponds to a subobject of the terminal object 1, or, equivalently, a truth
value. We say that ψ is true and write  ψ, if ψ corresponds to the truth value
true.
As noted before, with respect to the internal language the topos becomes a
universe of mathematical discourse, resembling set theory. However, there are
some important differences. In the topos Set, an element of a set X corresponds
to a function x : 1→ X , where 1 is a singleton set, the terminal object of Set.
For an arbitrary topos E we need a more generalised notion of element. An
element of a ‘set’ (i.e., object) X is any arrow Y → X .
In the topos Set these generalised elements of a set X are all functions
f : Y → X , that have X as a codomain. We know from set theory that
we need not bother with Y 6= 1. This follows from the observation that the
object 1 generates the category Set. This means that for any pair of functions
f, g : X → Y , the functions are equal f = g, iff f ◦x = g ◦x for each x : 1→ X .
In fact, for any Grothendieck topos there is a set of objects which gener-
ate the topos, and can therefore be used to reduce the number of generalised
elements that we need to consider. If y : C → [Cop,Set] denotes the Yoneda
embedding, then the objects y(C) generate the presheaf category [Cop,Set],
meaning that for any pair of natural transformations f, g : X → Y , we have
f = g iff for each element of the form x : y(C)→ X , f ◦ x = g ◦ x. This means
that in doing internal mathematics, we can restrict to generalised elements of
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the form y(C)→ X . Exploiting this observation leads to presheaf semantics
which we use several times throughout the text when proving internal claims.
By the Yoneda Lemma, a generalised element α : y(C)→ X corresponds to
an element α ∈ X(C). The following conditions are equivalent:
1. The generalised element α factors through the inclusion {x | φ(x)} ⊆ X ;
2. α ∈ {x | φ(x)}(C).
We denote these two equivalent conditions by the forcing relation C  φ(α).
Note that we can think of C  φ(α), either internally (no reference to Set)
using condition (1) expressing that the generalised element α of the ‘set’ X is
an element of the ‘set’ {x ∈ X | φ(x)}, or, externally using condition (2). The
internal and external view are connected by the Yoneda Lemma.
For the copresheaf topos [C,Set], we can also use a version of presheaf se-
mantics. This amounts to replacing the contravariant Hom-functor y of the
Yoneda embedding by the covariant Hom-functor k, and considering the gener-
ating set of objects k(C). Presheaf semantics, its rules, and the more general
sheaf semantics are explained in [31, Section VI.7].
3 The Contravariant Model, seen Internally
Key concepts of the contravariant model, such as the spectral presheaf, possible
value objects, elementary propositions, daseinised self-adjoint operators, and
states, can be viewed from the internal perspective of the topos at hand. From
this internal perspective these objects and arrows resemble constructions from
classical physics more closely. In this section, we also investigate connections
between elementary propositions [a ∈ ∆] and daseinised self-adjoint operators
δ(a). Such a connection need not be simple, as the elementary propositions
are defined using subsets ∆ of the (external) real numbers R, whereas δ(a)
takes values in an (internal) value object R of the topos. Establishing such a
connection is therefore about relating the real numbers of the topos Set to the
value object R of the topos [Cop,Set].
3.1 Spectral Presheaf as a Space
We start with the central object of the contravariantmodel, the spectral presheaf
Σ, which we defined in Subsection 2.1. In the contravariant model, the object
Σ of the topos [Cop,Set] is thought of as a state space, in analogy with classical
physics. But is there any mathematical justification for calling Σ a space? We
can think of Σ either as an object in an abstract category, or as a functor taking
values in the category of topological spaces and continuous maps. In the internal
language of [Cop,Set], Σ is just a set, and we can always consider a set as a
discrete space. However, we can do better than that. Below we describe Σ as
a topological space internal to the topos [Cop,Set], in such a way that states
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on A (in the sense of normalised positive functionals) and (daseinised) self-
adjoint operators have a clear internal perspective. This internal perspective
strengthens the analogy with classical physics, as well as with the copresheaf
model.
Given a set X (in the internal sense) in a topos E , a topology OX on X is
defined in a straightforward way. It is a subset OX ⊆ PX of the powerset of
X , satisfying the condition
 (X ∈ OX) ∧ (∅ ∈ OX) ∧ (U, V ∈ OX → U ∩ V ∈ OX)
∧ (Y ⊆ OX →
⋃
Y ∈ OX).
For a topos of the kind E = Sh(T ) with T a topological space, there is
a useful external description of internal topologies on a sheaf X , as explained
in [32]. This is relevant because the topos [Cop,Set] is equivalent to the topos
Sh(C↓), where the space C↓ is the set C equipped with the downwards Alexan-
droff topology. With respect to this topology U ⊆ C is open iff it is downwards
closed in the sense that if C ⊆ C′ ∈ U , then C ∈ U . We write C↓A for C↓ if
we want to emphasise that C comes from A. This will become important in
Section 5, where we consider ∗-homomorphisms.
For the external description of internal topologies (i.e., a description in Set),
first recall that the category Sh(T ) is equivalent to the category E´tale(T ),
of e´tale bundles over T (as explained in detail in [31, Chapter II]). An e´tale
bundle over T is a continuous map p : X → T such that each x ∈ X has
an open neighbourhood Ux, satisfying the condition that p|Ux : Ux → T is a
homeomorphism onto its image.
Under the identifications [Cop,Set] ∼= Sh(C↓) ∼= E´tale(C↓), the spectral
presheaf Σ corresponds to the e´tale bundle π : Σe → C↓, where the set Σe is
the disjoint union of Gelfand spectra
∐
C∈C ΣC . This set is equipped with the
following (e´tale) topology. For any non-empty U ⊆ Σe, we have U ∈ OΣe iff
the following condition holds. If (C, λ) ∈ U (with λ ∈ ΣC), and D ⊆ C, then
(D,λ|D) ∈ U . Here we used the notation λ|D for the restriction ρCD(λ). The
function π is simply given by the projection (C, λ) 7→ C.
Proposition 3.1. ([32]) There is a bijection between topologies on Σ, internal
to [Cop,Set], and π-topologies on Σe. A topology on Σe is called a π-topology if
it is coarser than the e´tale topology and with respect to which π is continuous.
Note that the e´tale topology itself qualifies, and this corresponds to the
discrete topology on Σ. It is not hard to see that the e´tale opens of Σ correspond
to subobjects of Σ. In the contravariant topos approach one is typically only
interested in subobjects of Σ of a certain kind, the clopen subobjects. Recall
that a subobject of U ⊆ Σ is a clopen subobject iff for each C ∈ C the subset
U(C) ⊆ ΣC is clopen with respect to the topology on the Gelfand spectrum
ΣC . In the external description π : Σe → C↓, the clopen subobjects correspond
to the e´tale opens U of Σe satisfying the condition that for each C ∈ C, the set
UC := U ∩ ΣC is clopen in ΣC . These e´tale opens are not closed under infinite
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unions and therefore do not form a topology. However, they do form a basis for
a topology. Note that, since we are working with von Neumann algebras, each
ΣC has a basis of clopen subsets. By this observation, the internal topology of
Σ generated by the clopen subobjects can be presented externally as follows.
Definition 3.2. The space Σ↓ is the set Σe, where U ⊆ Σe is open iff the
following two conditions are satisfied
1. If λ ∈ UC and C′ ⊆ C, then λ|C′ ∈ UC′ .
2. For every C ∈ C, UC is open in ΣC
Proposition 3.3. The topology OΣ↓ is a π-topology, and thus defines an inter-
nal topology on Σ, which is the topology generated by the closed open subobjects.
In what follows, we write Σ↓A for Σ↓ whenever we want to emphasise A. We
write Σ↓ for Σ with the internal topology generated by the clopen subobjects.
Remark 3.4. As shown in [28, Section C1.6], the category LocSh(T ), of lo-
cales in Sh(T ), is equivalent to the category Loc/T , of locales (in Set) over
T . In particular, a topological space internal to Sh(T ) corresponds to a locale
in Sh(T ) as such a space is described by a bundle over T . Externally, passing
from topological spaces to locales means that we forget that we are working with
topologies that are coarser than the e´tale topology of some sheaf. Internally,
passing from topological spaces to locales means that we forget about the set of
points that we topologised. The bundle π : Σ↓ → C↓, where Σ↓ has the topology
of Proposition 3.3, perceived internally as a locale rather than as a topological
space, was earlier considered in [41, Subsection 2.1].
3.1.1 Sobriety
If we think of the spectral presheaf of the contravariant model as an internal
space or locale, we can ask if it satisfies any separation properties. As shown
in [41, Section 2.1], the spectral presheaf, seen as an internal locale, is in general
not regular, and is therefore not the spectrum of some internal unital commu-
tative C*-algebra. However, we prove the following weaker property.
Lemma 3.5. The internal space Σ↓, associated to the bundle π↓ : Σ↓ → C↓ of
Proposition 3.3 is sober (internally).
Proof. First assume that C↓ is a sober space, such as for A = Mn(C). Let
πe : Σe → C↓, and π↓ : Σ↓ → C↓ denote the bundles associated to Σ and Σ↓.
The space Σ↓ and the e´tale space Σe are both sober because C↓ is sober. Let
j : Σe → Σ↓ be the function (C, λ) 7→ (C, λ), corresponding to the inclusion
j−1 : OΣ↓ →֒ OΣe. By [32, Corollary 3.2], the space Σ↓ is sober internally iff the
function s 7→ s ◦ j, mapping continuous sections of the bundle πe to continuous
sections of the bundle π↓ is a bijection.
Let U ∈ OC↓, and s : U → Σ↓ be a continuous section of π↓. For convenience,
we write s(C) = (C, r(C)), with r(C) ∈ ΣC . We will show that if D ⊆ C,
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then r(D) = r(C)|D . When we know this, we can conclude that s is also a
continuous section of the bundle πe. Let λ ∈ ΣD be different from r(C)|D .
Choose an open neighbourhood U of r(C)|D in ΣD such that λ /∈ U . Next,
consider VC = ρ
−1
CD(U), an open neighbourhood of r(C) in ΣC . Define the open
V in Σ↓ as follows. If D
′ ⊆ C, then VD′ = ρCD′(VC). If D
′ is not below C, then
VD′ = ∅. Note that we used the fact that the restriction maps ρCD are open
maps, in order for V to be open in Σ↓. By construction C ∈ s−1(V ). If follows
that D ∈ s−1(V ), as s is continuous. We conclude that λ 6= r(D). As λ was an
arbitrary element of ΣD such that λ 6= r(C)|D , we conclude r(D) = r(C)|D. We
can conclude that j induces an isomorphism on the sections, and consequently,
that Σ↓ is sober internally. The completes the proof for the cases where C↓ is
sober. Next, drop this assumption.
The sobrification of C↓ can be identified with the set F of filters of C,
equipped with the Scott topology. Recall that a subset F ⊆ C is a filter iff
it is non-empty, upward closed, and downward directed. A subset W ⊆ F is
Scott open iff it is upward closed with respect to the inclusion relation, and if
for any directed family of filters (Fi)i∈I , satisfying
⋃
i∈I Fi ∈ W , implies that
there exists an i0 ∈ I, such that Fi0 ∈W . The Scott topology on F is generated
by the basis
WC = {F ∈ F | C ∈ F}, C ∈ C.
The continuous map
i : C↓ → F , i(C) =↑ C := {E ∈ C | E ⊇ C},
defines, through its inverse image, an isomorphism of frames
i−1 : OF → OC, i−1(WC) =↓ C.
Using this frame isomorphism we identify Sh(C↓) with Sh(F). Let πF : ΣF → F
be the e´tale bundle corresponding to the spectral presheaf. Using the observa-
tion that for the principal filter (↑ C), the smallest Scott open neighborhood is
WC , we identify the fibre π
−1
F (↑ C) with ΣC . If we see λ ∈ ΣC as an element of
λ ∈ Σ(WC), and F is any filter in C containing C, let [λ]F denote the germ of
λ in F . Note that the (e´tale) topology on ΣF is generated by the basis
BC,λ = {(F, [λ]F ) ∈ ΣF | F ∈WC} C ∈ C, λ ∈ ΣC ,
whereas the topology on Σ↓F is generated by the coarser basis
BC,u = {(F, [λ]F ) ∈ ΣF | F ∈ WC , λ ∈ u}, C ∈ C, u ∈ OΣC .
Using the same reasoning as for sober C↓, any continuous section of the bundle
Σ↓F → F is a continuous section of ΣF → F , which is enough to conclude that
the space Σ↓ is sober internally, even if C↓ is not sober externally.
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3.1.2 Continuous Maps
Evidently, if we want to talk about topological spaces in topoi, we also want
to talk about continuous maps. Let (X,OX) and (Y ,OY ) be two topological
spaces in Sh(T ) externally described by bundles p : X → T , and q : Y → T
respectively. A continuous map f : (X,OX) → (Y ,OY ) is a sheaf morphism
f : X → Y satisfying
 ∀U ∈ PY (U ∈ OY )⇒ (f−1(U) ∈ OX).
The sheaf morphism f−1 : PY → PX used in this condition is described in
[31, SectionIV.1], where it is aptly called Pf . Under the identification of Sh(T )
with E´tale(T ), sheaf morphisms f : X → Y correspond to commuting triangles
of continuous functions
X
f
//
p
  
❅❅
❅❅
❅❅
❅❅
Y
q
⑦⑦
⑦⑦
⑦⑦
⑦⑦
T
Here the map f is continuous with respect to the e´tale topologies on X and
Y . Such a map f corresponds to an internal continuous map f : (X,OX) →
(Y ,OY ) iff, in addition, f is continuous with respect to the coarser topologies
on X and Y coming from the internal topologies OX. and OY . We return to
internal continuous maps after discussing the value objects of the contravariant
topos approach.
3.2 Spaces of values
In the previous subsection the state space object of the contravariant approach,
the spectral presheaf Σ, has been given the structure of an internal topological
space. In this subsection we concentrate on the value object of the contravariant
approach. The value object is thought of as the space of values for physical
quantities. This object of values need not be the real numbers (insofar as one
can even speak of the real numbers in a topos). As sketched in e.g. [27], one
of the aims of these topos models is to investigate alternative spaces of values.
This is because relying on real numbers may turn out to be problematic for
theories of quantum gravity. In this subsection, we see how the value object of
the contravariant approach is related to internal real numbers.
Let R denote the real numbers in the topos Set, and let P be a poset. In
what follows OP(P,R) denotes the set of order-preserving functions r : P → R
and OR(P,R) denotes the set of order-reversing functions s : P → R. We write
r ≤ s if r(p) ≤ s(p) for all p ∈ P . A popular choice for the value object in the
contravariant approach is the functor R↔ : Cop → Set, defined by
R↔(C) = {(r, s) ∈ OP(↓ C,R)×OR(↓ C,R) | r ≤ s}, (8)
where the restriction map corresponding to the inclusion D ⊆ C, maps (r, s)
to (r|↓D, s|↓D). This object is closely related to two different kinds of real
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numbers in the topos [Cop,Set]. Using the natural numbers N of this topos,
we can construct real numbers as we would in the topos Set. However, the
axiom of choice and law of excluded middle are not validated in the presheaf
topos [Cop,Set]. This entails that constructions that yield the same set of real
numbers in the topos Set, may yield different objects in the topos [Cop,Set].
In particular, we will be interested in the three versions of real numbers in the
following definition.
Definition 3.6. Consider the following versions of real numbers:
• The lower real numbers, Rl, are the rounded down-closed subsets of Q,
where x ⊆ Q is called rounded if p ∈ x implies that there exists a p < q ∈ Q
such that q ∈ x, and x ⊆ Q is called down-closed if p < q ∈ x implies that
p ∈ x. If x ∈ Rl and q ∈ Q, then we write q < x whenever q is in x.
• The upper real numbers, Ru , are the rounded up-closed subsets of Q.
In this case rounded means that if p ∈ x¯ then there exists a q < p such
that q ∈ x¯. If x¯ ∈ Ru and q ∈ Q, then we write x¯ < q whenever q is in x¯.
• The Dedekind real numbers, Rd, are pairs 〈x, x¯〉, where x ∈ Rl is non-
empty, x¯ ∈ Ru is non-empty, x∩ x¯ = ∅, and x and x¯ are arbitrarily close,
in that if q, r ∈ Q, with q < r, then either q < x or x¯ > r.
Note that by the above definition the sets Q and ∅ are lower and upper real
numbers. If we exclude Q and ∅, we note that in the topos Set, any lower
real can be identified with its supremum, and any upper real with its infimum.
Therefore all three versions of real numbers given above can be identified with
each other and with R (or with R extended with {−∞,+∞}, if we want to
include Q and ∅). The definitions given above make sense internally to ev-
ery topos that has a natural numbers object, and hence in particular to every
Grothendieck topos. In such a topos E , these constructively different notions of
real numbers need not correspond to the same object, as they do in Set.
Even though the sets Rl, Ru and Rd coincide in Set, the natural topologies
on these sets differ. The topology on Rl is the topology generated by upper
half intervals (y,+∞], y ∈ R. The topology on Ru is the topology generated
by half open intervals [−∞, y), with y ∈ R. The topology on Rd is the familiar
Hausdorff topology on R generated by the open intervals (x, y), with x, y ∈ R.
The previous statement requires some clarification. In what sense are these
topologies natural? Each of the real numbers of the definition can be captured
by a propositional theory, within the constraints of geometric logic [39, 28]. To
such a theory we can associate a frame, just like one associates a Lindenbaum
algebra to a classical propositional theory. The points of this frame are the
(standard) models of the theory, which, in our case, are the real numbers. The
topologies that we consider are the (Lindenbaum) frames of the corresponding
theories.
What do the lower, upper and Dedekind reals look like in the topos [Cop,Set]?
As these reals are defined by a geometric propositional theory, we can view them
as either locales (whose frame is constructed like the Lindenbaum algebra of a
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classical propositional theory) or as sets (the set of models of the theory). We
will also describe them as internal topological spaces, which will be convenient
when we consider daseinised self-adjoint operators.
The fact that these real numbers are described by propositional geometric
theories also makes it easy to find the external description of their frames.
Under the identification of the category of locales internal to [Cop,Set] with the
category of locales over C↓ with the Alexandroff down set topology, the different
kinds of real numbers are given by the following bundles.
Lemma 3.7. The external description of the locales of lower, upper and Dedekind
real numbers in [Cop,Set] is given by the bundles
π1 : C↓ × Rα → C↓, (C, x) 7→ C, (9)
where for α we may take l, u or d, and Rα is viewed as a topological space in
Set with the topologies given above.
A discussion why (9) gives the right description can be found in2 of [28,
Section D4.7]. The bundle (9), with α = l describes the lower reals as a locale.
The corresponding internal set of lower reals in [Cop,Set] (the set of points of
the locale) is given by the functor
Rl : C
op → Set, Rl(C) = C((↓ C),Rl),
the presheaf of (Alexandroff) continuous functions taking values in Rl. For
any topological space X , a function µ : X → Rl is continuous iff it is lower
semicontinuous, when seen as a function µ : X → R. By definition of the down
set topology on C the function µ is lower semicontinuous iff it is order reversing.
In the contravariant approach the following presheaf plays an important roˆle,
see for example [21, Definition 8.2]:
R : Cop → Set, R(C) = OR((↓ C),R).
We recognise the presheaf R as the presheaf of lower real numbers Rl. In the
same way the sets of upper and Dedekind real numbers in [Cop,Set] can be
described.
Lemma 3.8. Externally, the set of lower real numbers in [Cop,Set] is the
presheaf
Rl : C
op → Set, Rl(C) = OR((↓ C),R).
Externally, the set of upper real numbers in [Cop,Set] is the presheaf
Ru : C
op → Set, Ru(C) = OP ((↓ C),R).
The set of Dedekind real numbers Rd of [C
op,Set] is externally given by the
constant functor ∆(R).
2Actually, in [28] it is assumed that we are working over a sober space. We could consider
the sobrification of C↓A and consider the upper, lower and Dedekind reals over this space.
However, this leads to the same frames we are using.
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The next corollary described the value object of the contravariant model
internally. It uses the following notation
∀x ∈ Rl ∀ǫ ∈ Q x+ ǫ := {q + r | q < x, r < ǫ};
∀x ∈ Ru ∀ǫ ∈ Q x+ ǫ := {q + r | q > x, r > ǫ}.
If we view a rational number ǫ as an upper or lower real number
ǫ = {q ∈ Q | q < ǫ}, ǫ = {q ∈ Q | q > ǫ},
then x+ ǫ coincides with the sum x+ ǫ, and x− ǫ coincides with both x+(−ǫ),
and x− ǫ, where addition and subtraction are defined as in [40]
Corollary 3.9. The presheaf (8) is the external description of the internal set
{(x, x) ∈ Ru × Rl | ∀ǫ ∈ Q
+ x− ǫ < x+ ǫ},
where, x− ǫ < x+ ǫ means that (x− ǫ) ∩ (x+ ǫ) contains a rational number.
In what follows, we would like to view the upper and lower real numbers as
internal spaces. Consider Rl, the internal set of real numbers in [C
op
A ,Set]. The
corresponding e´tale bundle is given by πl : R
↓
l,A → C
↓
A, where
R↓l,A = {(C, s) | C ∈ C, s ∈ OR((↓ C),R)},
and U ⊆ R↓A is open with respect to the e´tale topology iff
If (C, s) ∈ U and D ⊆ C then (D, s|↓D) ∈ U.
Provide R↓l,A with the coarser topology generated by the e´tale opens
Ux,C = {(D, s) ∈ R
↓
l,A | D ∈ (↓ C), s(D) > x}, C ∈ CA, x ∈ R. (10)
Note that with respect to this topology, the function
j : R↓l,A → C
↓
A × Rl, (C, s) 7→ (C, s(C))
is a continuous map over C↓l,A, and the inverse image map j
−1 is an isomorphism
of frames on the topologies. Whenever we want to see the internal lower reals as
a topological space rather than a locale, we can use the bundle πl : R
↓
l,A → C
↓
A,
where R↓l,A has the topology generated by (10). The same can be done for the
upper reals using a topological space R↓u,A.
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3.3 Physical quantities as continuous maps
In this subsection we take an internal perspective on daseinised selfadjoint op-
erators, by thinking of them as continuous functions from the space of states to
the space of values. We have two reasons for this. The obvious one is that we
are investigating the interplay between the internal language of the topoi and
neorealism, i.e. formal proximity to classical structures. The second reason is
that we want to investigate to what extent the elementary propositions [a ∈ ∆]
can be obtained in an internal way. These propositions are labelled by opens
∆ ∈ OR and have no obvious relation to the internal value object R. Ideally,
we would like to relate opens ∆ ∈ OR to subobjects ∆ ⊆ R, such that for an
operator a, represented by an arrow δ(a) : Σ→R, the elementary open [a ∈ ∆]
is obtained internally as δ(a)−1(∆).
From Subsection 2.1 we know that for any a ∈ Asa and C ∈ C, outer
daseinisation provides an element δo(a)C ∈ Csa. By Gelfand duality, we can see
this as a continuous map
δ̂o(a)C : ΣC → R.
If D ⊆ C, then δo(a)D ≥ δo(a)C by definition of outer daseinisation. This
entails
∀a ∈ Asa ∀C ∈ C ∀λ ∈ ΣC δ̂o(a)C(λ) ≤ δ̂o(a)D(λ|D),
as this follows straight from
λ(δo(a)C) = 〈δ
o(a)C , λ〉 ≤ 〈δ
o(a)D, λ〉 = 〈δ
o(a)D, λ|D〉 = λ|D(δ
o(a)D).
For a fixed a ∈ Asa, and varying C ∈ C, we can combine these maps into a
single arrow δo(a) : Σ → R. So internally δo(a) defines a function from the
spectral presheaf to the set of lower real numbers. The arrow is given by
δo(a)
C
: ΣC → OR((↓ C),R), δ
o(a)
C
(λ)(D) = 〈λ, δo(a)D〉.
Proposition 3.10. The function δo(a) : Σ→ Rl is a continuous map of inter-
nal topological spaces.
Proof. At the level of e´tale bundles, the natural transformation δo(a) : Σ→ Rl
is given by
Σ↓A
δo(a)
//
π

❄❄
❄❄
❄❄
❄❄
R↓l,A
π1
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
C↓A
where
δo(a)(C, λ) = (C,D 7→ 〈λ, δo(a)D〉).
The function δo(a) is continuous with respect to the e´tale topologies, simply
because it comes from a natural transformation, but we need to check that it
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is also continuous with respect to the coarser topologies, corresponding to the
internal topologies. Consider the basic open Ux,C of R
↓
l,A. Then
δo(a)−1(Ux,C)D =
{
δ̂o(a)D
−1
(x,+∞) if D ⊆ C
∅ if D * C.
(11)
From (11) it is clear that for each D ∈ CA, the set δo(a)−1(Ux,C)D is open in
ΣD. Also, if (D,λ) ∈ δo(a)−1(Ux,C) and D′ ⊆ D, then
〈λ|D′ , δ
o(a)D′〉 ≥ 〈λ, δ
o(a)D〉 > x,
so that (D′, λ|D′) ∈ δo(a)−1(Ux,C). We conclude that δo(a)−1(Ux,C) is open in
Σ↓A with respect to the topology generated by the closed open subobjects.
Instead of continuous maps of spaces, we can view δo(a) as an internal map
of locales by considering the commutative triangle
Σ↓A
δo(a)
//
π

❄❄
❄❄
❄❄
❄❄
C↓A × Rl
π1
||②②
②②
②②
②②
②
C↓A
where δo(a) : Σ → C × Rl is given by (C, λ) 7→ (C, 〈λ, δo(a)C〉). Under the
identification of the category of locales in [Cop,Set] with the category of locales
over C↓, the triangle of locale maps over C↓ corresponds to an internal locale
map δo(a) : Σ→ Rl.
Just like the presheaf of order-reversing functions, we can define the presheaf
of order-preserving function R. This presheaf coincides with presheaf of upper
real numbers Ru. Inner daseinisation of a self-adjoint operator defines a natural
transformation δi(a) : Σ→ R. We leave it to the reader to prove the following
analogue of the previous proposition.
Proposition 3.11. The function δi(a) : Σ→ Ru is a continuous map of inter-
nal topological spaces.
3.3.1 Covariant Version
Before we try to connect the continuous daseinised operators to the elementary
propositions we first look at the way this works in the covariant version of the
topos approach. The topos [CA,Set] is equivalent (even isomorphic) to the topos
of sheaves over C↑A, the set CA equipped with the upset Alexandroff topology.
Lemma 3.12. In [C,Set], the internal lower and upper reals (as sets) are ex-
ternally given by the functors
Rl : CA → Set, Rl(C) = OP((↑ C),R),
Ru : CA → Set, Ru(C) = OR((↑ C),R).
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Note that with respect to the contravariant version the roles of order-preserving
and order-reversing functions have been interchanged. In the covariant model,
the role of the spectral presheaf, as a state space, is played by the internal
Gelfand spectrum ΣA of A. Using the identification [C,Set]
∼= Sh(C↑), and the
observation that locales in Sh(C↑) correspond to locale maps over L(C↑), we
describe the spectrum as a continuous map πA : Σ
↑
A → C
↑
A of topological spaces.
Note that a map of spaces induces a map of the associated locales, so this would
indeed define an internal locale. The external description of ΣA is given in the
following proposition [41, Section 2.2] .
Proposition 3.13. Let Σ↑A (or Σ↑ for short) be the set
∐
C∈C ΣC equipped with
the topology, where U ∈ OΣ↑ iff the following two conditions are satisfied
1. If λ ∈ UD, D ⊆ C, and λ′ ∈ ΣC such that λ′|D = λ, then λ′ ∈ UC .
2. For every C ∈ C, UC is open in ΣC
The continuous map
πA : Σ
↑
A → C
↑
A (C, λ) 7→ C
is the external description of the spectrum ΣA.
Note that Σ↑ is the same set as Σ↓, but the topologies are different. In this
covariant version the inner and outer daseinised operators define locale maps
Proposition 3.14. ([41, Proposition 6] Outer daseinisation defines a commu-
tative triangle of continuous maps
Σ↑A
δo(a)
//
πA

❅❅
❅❅
❅❅
❅
C↑A × Ru
π1
||①①
①①
①①
①①
①
C↑A,
for which we denote the corresponding internal locale map as
δo(a) : ΣA → Ru.
In the same way, inner daseinisation defines a locale map
δi(a) : ΣA → Rl.
At the level of sets and functions, this is the same triangle as for the con-
travariant version. The difference is only in the topologies. The same holds for
inner daseinisation.
We can pair the two daseinisation maps together as the locale map
δ(a) = 〈δi(a), δo(a)〉 : ΣA → Rl × Ru,
which externally is described by
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Σ↑A
δ(a)
//
π

❄❄
❄❄
❄❄
❄
C↑A × Rl × Ru
π1
zztt
tt
tt
tt
tt
t
C↑A
where δ(a)(C, λ) = (C, 〈λ, δi(a)C〉, 〈λ, δo(a)C〉), and we used the identifica-
tion
(C↑A × Rl)×C↑
A
(C↑A × Ru)
∼= C
↑
A × Rl × Ru.
The covariant approach normally uses the interval domain IR as a value object.
In the topos Set, as a set it has pairs [x, y], with x, y ∈ R, x ≤ y, as elements.
The topology on IR is generated by the basis
(r, s) = {[x, y] ∈ IR | r < x ≤ y < s}, r, s ∈ Q, r < s.
Consider the injective function
j : IR→ Rl × Ru, j([x, y]) = (x, y).
This function is continuous because j−1((r,+∞]× [−∞, s)) is equal to (r, s) ∈
OIR if r < s, and the empty set if r ≥ s. Note that for each context C ∈ C and
any λ ∈ ΣC , we have the inequality 〈λ, δi(a)C〉 ≤ 〈λ, δo(a)C〉 so the map δ(a)
factors through the interval domain as
Σ↑A
δ(a)
//
((◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
C↑A × Rl × Ru
C↑A × IR
C×j
OO
Note that this is a commutative triangle in Loc/C↑A, where C
↑
A × IR is seen
as a bundle over C↑A by projecting on the first coordinate. This bundle π1 :
C↑A× IR→ C
↑
A is the external description of the interval domain IR in [CA,Set].
The factorised map Σ↑A → C
↑
A×IR is the external description of the daseinisation
map ΣA → IR used in [41].
Now we can connect this daseinisation map to the elementary propositions,
at least for the case where we consider an open interval ∆ = (r, s) in the set of
(Dedekind) real numbers. We can translate this to an open subset of C↑A × IR
(or an open subset of C↑A × Rl × Ru) by
∆ˆ = {(C, [x, y]) ∈ C↑A × IR | C ∈ C, [x, y] ∈ (r, s)},
where we view (r, s) as an open of IR. In addition, define for any real number
ǫ > 0
∆ˆ + ǫ = {(C, [x, y]) ∈ C↑A × IR | C ∈ C, [x, y] ∈ (r − ǫ, s+ ǫ)}.
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For ∆ˆ, we get the corresponding open of Σ↑A
δ(a)−1(∆ˆ) = {(C, λ) ∈ Σ | r < 〈λ, δi(a)C〉 ≤ 〈λ, δ
o(a)C〉 < s}. (12)
In [41] the elementary proposition [a ∈ ∆], viewed externally as an open of Σ↑,
was described as
[a ∈ ∆] = {(C, λ) ∈ Σ | 〈λ, δi(χ∆(a))C〉 = 1}, (13)
where χ∆(a) is the spectral projection of a, associated with ∆. The elemen-
tary proposition (13) was introduced to mimic the contravariant elementary
proposition.
The opens (12) and (13) are closely related.
Theorem 3.15. ([41, Lemma 3.11]) Let r < s in R, and ǫ > 0. Then
δ(a)−1(∆ˆ) ⊆ [a ∈ ∆] ⊆ δ(a)−1(∆ˆ + ǫ).
This theorem establishes the relations between elementary propositions, de-
scribed by inner daseinised projections, and two-sided daseinised self-adjoint
operators. Furthermore, through this correspondence the external space of real
numbers is linked to the internal value object in a straightforward way. The
inclusions of the theorem follow from the identities
〈λ, δi(a)C〉 = sup{r ∈ R | ∃p ∈ P(C), 〈λ, p〉 = 1, p ≤ 1− χ[−∞,r)(a)}, (14)
〈λ, δo(a)C〉 = inf{r ∈ R | ∃p ∈ P(C), 〈λ, p〉 = 1, p ≤ χ[−∞,r)(a)}, (15)
where P(C) is the Boolean algebra of projection operators of C. From these
identities the connection to inner daseinisation of spectral projections of a be-
comes clear. Note that for each projection operator q ∈ P(A) there exists an
p ∈ P(C) with the properties 〈λ, p〉 = 1 and p ≤ q, iff 〈λ, δi(q)C〉 = 1. So, for
example, (15) can be written as
〈λ, δo(a)C〉 = inf{r ∈ R | 〈λ, δ
i(χ[−∞,r)(a))C〉 = 1}.
3.3.2 Contravariant Version
As in the previous subsection, we can combine the two daseinisation maps into
a single map C↓A;
δ(a) : Σ↓A → C
↓
A × Ru × Rl, (C, λ) 7→ (C, 〈λ, δ
i(a)C〉, 〈λ, δ
o(a)C〉),
which is the external description of the internal continuous map
δ(a) = 〈δi(a), δo(a)〉 : ΣA → Ru × Rl.
Given ∆ = (s, r), with r, s ∈ R such that s < r, we consider the open
∆ˆ = CA × [−∞, r)× (s,+∞] ∈ O(C
↓
A × Ru × Rl).
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Likewise, if ǫ > 0, then ∆ˆ + ǫ is defined as CA × [−∞, r + ǫ)× (s− ǫ,+∞].
δ(a)−1(∆ˆ) = {(C, λ) ∈ Σ | r > 〈λ, δi(a)C〉 ≤ 〈λ, δ
o(a)C〉 > s},
= δi(a)−1([−∞, r)) ∩ δo(a)−1((s,+∞]).
Theorem 3.16. Let a ∈ Asa, r, s ∈ R, r < s, and ǫ > 0. Then
δ(a)−1(∆ˆ) ⊆ [a < r] ∩ [a > s] ⊆ δ(a)−1(∆ˆ + ǫ).
For the proof of Theorem 3.16 we start by considering outer and inner da-
seinisation separately. First, recall that the elementary propositions of the con-
travariant model are given by
[a ∈ ∆] = {(C, λ) ∈ Σ | 〈λ, δo(χ∆(a))C〉 = 1}, (16)
where a ∈ Asa, ∆ ∈ OR, and χ∆(a) is the spectral projection associated to this
pair. For half-intervals we will use the notation [a < r] := [a ∈ (−∞, r)] and
[a > s] := [a ∈ (s,+∞)].
Lemma 3.17. Let r ∈ R, a ∈ Asa, and δi(a) : Σ
↓
A → C
↓
A × Ru, be the cor-
responding (continuous) inner daseinised map. If we identify the half-interval
(−∞, r) of the real numbers R with the open
C↓A × [−∞, r) = {(C, x) ∈ CA × Ru | x < r} ∈ O(C
↓
A × Ru)
and write this open as [−∞, r) (with some abuse of notation), then, for each
ǫ > 0,
δi(a)−1([−∞, r)) ⊆ [a < r] ⊆ δi(a)−1([∞, r + ǫ)). (17)
Proof. Assume that λ ∈ [a < r]C . By definition, this is equivalent to
〈λ, δo(χ[−∞,r)(a))C〉 = 1. (18)
By definition of outer daseinisation of projections this is in turn equivalent to
∀p ∈ P(C), p ≥ χ[−∞,r)(a) → 〈λ, p〉 = 1.
Switching to ¬p = 1− p, this is equivalent to
∀p ∈ P(C) p ≤ 1− χ[−∞,r)(a) → 〈λ, p〉 = 0.
For any x ≥ r
1− χ[−∞,x)(a) ≤ 1− χ[−∞,r)(a).
Assume that for some projection p ∈ P(C), p ≤ 1 − χ[−∞,x)(a). Then p ≤
1− χ[−∞,r)(a), and by assumption 〈λ, p〉 = 0. We conclude that if x ∈ R is an
element of the set
{y ∈ R | ∃p ∈ P(C) p ≤ 1− χ[−∞,y)(a) ∧ 〈λ, p〉 = 1},
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then x < r. As 〈λ, δi(a)C〉 is the supremum of such x ∈ R by (14), we know
that 〈λ, δi(a)C〉 ≤ r. By definition, for each ǫ > 0, λ ∈ δi(a)−1([−∞, r + ǫ))C .
We have shown that
[a < r] ⊆ δi(a)−1([−∞, r + ǫ)).
Next, assume that λ ∈ δi(a)−1([−∞, r))C . From (14) we deduce that
∀p ∈ P(C) p ≥ χ[−∞,x)(a) ∧ 〈λ, p〉 = 0 → x < r.
If p ≥ χ[∞,r)(a), then 〈λ, p〉 = 1. This is equivalent to (18). We conclude that
λ ∈ [a < r]C , completing the proof of the lemma.
Lemma 3.18. Let s ∈ R, a ∈ Asa, and δo(a) : Σ
↓
A → C
↓
A × Rl, be the cor-
responding (continuous) outer daseinised map. If we identify the half-interval
(s,+∞) of the real numbers R with the open
C↓A × (s,+∞] = {(C, x) ∈ CA × Rl | x > s} ∈ O(C
↓
A × Rl),
and write this open as (s,+∞] (with some abuse of notation). Then, for each
ǫ > 0
δo(a)−1((s,+∞]) ⊆ [a > s] ⊆ δo(a)−1((s− ǫ,+∞]). (19)
Proof. Assume that λ ∈ δo(a)−1((s,+∞])C , implying 〈λ, δo(a)C〉 > s. Define
ǫ0 =
1
2
(〈λ, δo(a)C〉 − s).
Let p ∈ P(C) satisfy p ≥ χ(s,+∞](a). Using
p ≥ χ(s,+∞](a) ≥ 1− χ[−∞,s+ǫ0)(a),
and (15), which tells us that
inf{x ∈ R | ∃p ∈ P(C) p ≥ 1− χ[−∞,x)(a) ∧ 〈λ, p〉 = 0} > s+ ǫ0.
We conclude that 〈λ, p〉 = 1. This implies that λ ∈ [a > s]C , proving the left
inequality of (19). For the right inequality, assume that λ ∈ [a > s]C . Let
x < s, and assume that p ≥ 1− χ[−∞,x)(a). As x < s, we know
p ≥ 1− χ[−∞,x)(a) ≥ χ(s,+∞](a).
By assumption, this implies that 〈λ, p〉 = 1. This, in turn, implies
inf{x ∈ R | ∃p ∈ P(C) p ≥ 1− χ[−∞,x)(a) ∧ 〈λ, p〉 = 0} ≥ s.
By (15) 〈λ, δo(a)〉 ≥ s, completing the proof of the lemma.
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Theorem 3.16 follows from the previous two lemmas. Note that the inclusions
δ(a)−1(∆ˆ) ⊆ [a < r] ∩ [a > s] ⊆ δ(a)−1(∆ˆ + ǫ).
take the same shape as for the covariant version, given by Theorem 3.15, espe-
cially when we note that in the covariant version
[a ∈ (s, r)] = [a < r] ∩ [a > s].
This equality is consequence of the fact that inner daseinisation of projections
preserves meets. Outer daseinisation does not preserves meets (it does preserve
joins), so in the contravariant case we only have the inclusion
[a ∈ (s, r)] ⊆ [a < r] ∩ [a > s], (20)
where typically the inequality is strict.
Theorem 3.16 tells us that at least in some cases, such as [a < r] and [a > s]
where a has a discrete spectrum , elementary propositions can be obtained
internally as δ(a)
−1
(∆), where ∆ is suitably chosen open of the value space.
3.4 States as Probability Valuations
In this subsection we investigate the connection between states, defined alge-
braically as normalised positive linear functionals on A, and, probability valua-
tions on the spectral presheaf ΣA, viewed internally to [C
op
A ,Set] as an internal
topological space. We can think of a probability valuation on a locale (or in
particular a topological space) as a probability measure, but being defined only
on the opens instead of the Borel algebra generated by it.
In the covariant approach states are described as internal probability val-
uations on the spectral locale ΣA. Probability valuations on ΣA correspond
bijectively with quasi-states on A [26]. Closely related to this are the maps
introduced by Do¨ring in [14], which he calls measures. In the setting of von
Neumann algebras, it is straightforward to verify that such maps correspond
bijectively with quasi-states.
Definition 3.19. Let X be a locale in any topos E, and let [0, 1]l be the set
of lower reals between 0 and 1. A probability valuation on X is a function
µ : OX → [0, 1]l satisfying the following conditions. Let U, V ∈ OX and
{Uλ}λ∈I ⊆ OX be a directed subset. Then
• µ is monotone. If U ≤ V , then µ(U) ≤ µ(V ).
• µ(⊥) = 0, µ(⊤) = 1, where ⊥ and ⊤ are respectively the bottom and top
element of OX.
• µ(U) + µ(V ) = µ(U ∧ V ) + µ(U ∨ V ),
• µ
(∨
λ∈I Uλ
)
=
∨
λ∈I µ(Uλ).
24
Lemma 3.20. A state ψ : A → C defines a probability valuation µψ on the
spectral presheaf ΣA.
Proof. Using presheaf semantics we can describe what a probability valuation
on ΣA comes down to externally for the topos [C
op
A ,Set]. Recall that
[0, 1]
l
(C) ∼= OR(↓ C, [0, 1]).
An internal probability valuation µ : OΣA → [0, 1]l is externally described by
giving, for each C ∈ C, a function
µC : OΣ
↓
C → OR(↓ C, [0, 1]),
such that, if C ∈ C, and U ∈ OΣ↓C , then
∀D ∈ (↓ C) µC(U)(D) = µD(U ∩ Σ
↓
D)(D).
We used the notation Σ↓C to denote
∐
D∈(↓C) ΣD, equipped with the relative
topology of Σ↓A. The four axioms of Definition 3.19 translate externally to the
following four conditions. For each C ∈ C, and D ∈ (↓ C),
• If U ⊆ V in OΣ↓C , then µC(U)(D) ≤ µC(V )(D).
• µC(Σ
↓
C)(D) = 1 and µC(∅)(D) = 0.
• If U, V ∈ OΣ↓C , then
µC(U)(D) + µC(V )(D) = µC(U ∩ V )(D) + µC(U ∪ V )(D).
• If {Uλ}λ∈Λ is a directed subset of OΣ
↓
C , then
µC
(⋃
λ
Uλ
)
(D) = sup
λ
(µC(Uλ)(D)) .
Let ψ be a positive normalised linear functional on A, then ψ defines such a
valuation {µC}C∈C as follows. Restricting ψ to C ∈ C gives a positive normalised
linear functional ψ|C : C → C. By the Riesz-Markov theorem this is equivalent
to a probability valuation µ
(C)
ψ : OΣC → [0, 1]. Define
(µψ)C : OΣ
↓
C → OR(↓ C, [0, 1]), (µψ)C(U)(D) = µ
(D)
ψ (UD),
where UD = U ∩ΣD. It is straightforward to verify that this definition satisfies
all conditions required to define an internal probability valuation, and we leave
this to the reader.
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3.4.1 Does each probability valuation arise from a quasi-state?
In the covariant topos model, the probability valuations on the spectral locale
ΣA correspond bijectively with quasi-states on A. In particular, for von Neu-
mann algebras without a type I2 summand, probability valuations correspond
to the states on A. We would like to know if each probability valuation on
the spectral presheaf ΣA comes from a (quasi-)state on A. For the covariant
model, the correspondence follows straight from the topos-valid version of the
Riesz-Markov Theorem. But, in connection to the contravariant model, it may
be more helpful to study probability valuations using presheaf semantics.
Definition 3.21. A function ψ : A→ C is a quasi-state if it satisfies
• ψ is positive; for each a ∈ A, ψ(a∗a) ≥ 0.
• ψ normalised; ψ(1) = 1.
• ψ is quasi-linear; for each C ∈ CA, ψ|C is linear.
• If a, b ∈ Asa, then ψ(a+ ib) = ψ(a) + iψ(b).
Proposition 3.22. In the covariant approach, probability valuations on ΣA
correspond bijectively to quasi-states on A.
Proof. If µ is a probability valuation on the spectral locale, then for each C ∈ C
it gives a function
µC : OΣ
↑
C → OP(↑ C, [0, 1]). (21)
If C is a maximal context, then (21) can be seen as a function
µC : OΣC → [0, 1].
As µ is a probability valuation, each such µC also satisfies the conditions for
a probability valuation of ΣC . This means that µC corresponds to a unique
state ψC : C → C. These local states combine to a single quasi-state iff, given
D ⊆ C1, C2, ψC1 |D = ψC2 |D. We proceed to show that this is indeed the case.
If D ⊆ C, and U ∈ OΣ↑D, then
µD(U)(C) = µC(U ∩ Σ
↑
C)(C). (22)
Let p ∈ D be a projection operator, corresponding to the closed open subset
S ⊆ ΣD. Define (↑ S), an open of Σ↑, by taking (↑ S)C = ρ
−1
CD(S) if C ⊇ D
and (↑ S)C = ∅ if C + D. The set-theoretic complement Sc of S in ΣD is open
and closed in ΣD and also defines an open ↑ Sc. Note that (↑ S) ∩ (↑ Sc) = ∅
and (↑ S) ∪ (↑ Sc) = Σ↑D. This implies that for any D ⊆ C,
µD(↑ S)(D) + µD(↑ S
c)(D) = 1 = µD(↑ S)(C) + µD(↑ S
c)(C). (23)
As µD(↑ S) and µD(↑ Sc) are both order preserving with respect to ↑ D, we
conclude
µD(↑ S)(C) = µD(↑ S)(D). (24)
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Return to the situation D ⊆ C1, C2 with Ci maximal, and recall that p ∈ D is
the projection operator corresponding to S in ΣD. Consequently, p corresponds
to ρ−1CiD(S) in ΣCi . We now compute
ψC2(p) = µC2(ρ
−1
C2D
(S))(C2)
= µD(↑ S)(C2)
= µD(↑ S)(D)
= µD(↑ S)(C1)
= µC1(ρ
−1
C1D
(S))(C1) = ψC1(p),
where we used (22) for the second and fifth equalities, and (24) for the third
and fourth equalities. This proves that ψC2 |D = ψC1 |D, and demonstrates how
internal valuations on the spectral locale can be identified with quasi-states.
Note that this proof cannot be directly applied to the contravariant model
for probability valuations on the spectral presheaf. One obstacle is that restrict-
ing the valuation to a maximal context C does not yield a probability valuation
on ΣC (it is defined on OΣ
↓
C). Another obstacle is that for any given closed
open S of ΣD, in general (↓ S) ∩ (↓ Sc) 6= ∅.
As far as the author knows, it is an open question whether there exist prob-
ability valuations on the spectral presheaf that do not arise from quasi-states.
3.4.2 Pseudo-states
Originally, in the contravariant model a state on A was represented as a subob-
ject w ⊆ ΣA, called a pseudo-state. As alternatives, truth objects [21, Section
6.3], and later, the measures of [14] were introduced. We do not need to fur-
ther discuss these alternatives as these lead to the same truth values as the
subobjects w, when paired with elementary propositions.
In the assignment of a truth value to a state/proposition pair, the internal
language of the topos [CopA ,Set] plays a key role. Let P denote some property
of interest, e.g., one of the form “a ∈ ∆”. This proposition is represented by a
(clopen) subobject P ⊆ ΣA. Let s be a state. In the contravariant approach, any
state on A, in the sense of a positive normalised linear functional ψ : A → C,
induces a subobject w ⊆ ΣA. From the pair (ψ, P ), we can construct the
following proposition w ⊆ P in the language of [CopA ,Set]. The associated truth
value [w ⊆ P ] : 1→ Ω, is given by the sieve (i.e. downwards closed subset of C)
[w ⊆ P ] = {C ∈ C | ψ(pC) = 1}, (25)
where pC denotes the projection operators corresponding to the clopen subset
PC ⊆ ΣC . In particular, w ⊆ P is true at stage C (i.e., C  w ⊆ P ) iff
ψ(pC) = 1.
Remark 3.23. If we want to stick close to classical physics, at least from the
internal perspective, we can do the following. A state s should correspond to an
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element of the state space ΣA, so instead of thinking of s as a subobject w ⊆ ΣA,
consider it as a generalised element s : w→ ΣA. We think of the property P as
a subset of the state space ΣA. This corresponds to an arrow P : 1→ PΣA. In
the language of [CopA ,Set], we consider the term s ∈ P , represented by the arrow
[s ∈ P ] : w ∼= w× 1
〈s,P 〉
−→ Σ× PΣ
ev
−→ Ω,
where ev : Σ×PΣ→ Ω denotes the evaluation map of the exponential PΣ = ΩΣ.
The relation between [s ∈ P ] : w → Ω and [w ⊆ P ] : 1 → Ω is as follows. The
truth value [w ⊆ P ] is equal to true : 1→ Ω (at stage C) iff [s ∈ P ] factors (at
stage C) as
w
[s∈P ]
//
!

❂❂
❂❂
❂❂
❂❂
Ω
1
true
@@✁✁✁✁✁✁✁✁
A state ψ induces a probability valuation µψ : OΣA → [0, 1]l and a property
P is represented by an open of the space ΣA, P : 1→ OΣA. For any x ∈ [0, 1],
we can consider the proposition µψ(P ) ≥ x. Here, x : 1→ [0, 1]
l
is the constant
function
xC : (↓ C)→ [0, 1], xC(D) = x.
Note that in this way we represent x not only as a lower real number, but as a
Dedekind real number as well, since the function x is constant. The truth value
of this proposition is given by the sieve
[µψ(P ) ≥ x] = {C ∈ C | ψ(pC) ≥ x}. (26)
In particular, for x = 1 we get the same truth value as (25).
Remark 3.24. If we represent states as internal probability valuations, we get
the same truth values as normally used in the contravariant approach. One of
the goals of the neorealism program was to get rid of probabilities altogether, by
replacing them by generalised topos-theoretic truth values. In this paper we will
not follow this interesting idea. More information can be found in [22].
3.5 Summary
By Proposition 3.3 the spectral presheaf ΣA of the contravariant approach was
considered as an internal topological space, where the topology was generated by
the clopen subobjects. With respect to this topology, any self-adjoint element
a ∈ Asa defined through daseinisation, a continuous map δ(a) : ΣA → Ru ×Rl,
as shown by Propositions 3.10 and 3.11. Theorem 3.16 showed that at least
some of the elementary propositions [a ∈ ∆] are of the form δ(a)−1(∆ˆ), where
∆ˆ is a suitable open of Ru×Rl. By Lemma 3.20, states ψ on A define probability
valuations µ
ψ
on the space ΣA. The truth value of the proposition
µ
ψ
([a ∈ ∆]) = 1,
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is the same truth value normally assigned to the proposition [a ∈ ∆] relative to
the state ψ in the contravariant approach.
Note that although we used the same objects, arrows and truth values as
normally used for the contravariant approach, the perspective was different as
we aimed for an internal view which was close to classical physics.
There are some open questions. Are there probability valuations on the
spectral presheaf that do not arise from quasi-states? And how deep to the
connections between daseinised self-adjoint operators and the daseinisation of
their spectral projections run?
4 Differences from the Topos Set
Although the topos models [Cop,Set], and [C,Set] may resemble Set closely
from the internal perspective, there are important differences, such as the logic
being multi-valued. In addition, the internal mathematics of these topos mod-
els validates neither the axiom of choice, nor the law of excluded middle. In
this section we concentrate on these differences for both the contravariant and
covariant approach.
4.1 Contravariant Quantum Logic
In the two topos models, properties of the system under investigation, such as
[a ∈ ∆] are represented by opens of OΣ↓, or OΣ↑. These two frames can be
viewed as complete Heyting algebras. With this Heyting algebra structure, OΣ↓,
orOΣ↑ produce alternatives to the quantum logic of Birkhoff and von Neumann.
At first glance these alternatives offered by the topos approaches look promising.
In orthodox quantum logic, the lattice is non-distributive, making it hard to read
∧ as and, and ∨ as or. Heyting algebras are always distributive. Another point is
that orthodox quantum logic lacks a satisfactory implication operator, whereas
a Heyting algebra has an implication by definition. In this respect the logics
produced by OΣ↓ and OΣ↑ are looking good. However, we should realise that
it is not a priori clear that the operations of these Heyting algebras (∧,∨,¬,→),
have any physical significance. Consider the following simple example, which
shows that recovering distributivity is not an achievement by itself.
Let H be a Hilbert space, and PH be the power set of this space. Just as
any power object in any topos defines a complete Heyting algebra, PH defines
a complete Heyting algebra, when ordered by inclusion. As we are working in
Set it is even a complete Boolean algebra. Consider a proposition [a ∈ ∆]. We
associate to this proposition a projection operator χ∆(a). Such a projection
operator can be identified with a subset of H (which happens to be a closed
subspace). In this way we represent elementary propositions [a ∈ ∆] as elements
of a complete Boolean algebra, but the algebra PH can hardly be called an
interesting quantum logic.
We don’t expect the topos models to perform as badly as the logic PH,
which completely ignores the linear structure of quantum theory. Even so, we
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need to investigate the Heyting algebras of the topos models.
Below, we try to understand the Heyting algebra structures of OΣ↓, and
OΣ↑ by looking at the truth values these operations produce, when combined
with states.
In this subsection and the next one, we will assume that A is of the form
Mn(C). This will make it easier to deal with the negation operation explicitly.
It also implies that OΣ↓ coincides with Ocl(Σ), the complete Heyting algebra
typically considered in the contravariant model.
We start with the Heyting algebra OΣ↓ of the contravariant model, and
treat the covariant version OΣ↑ in the next subsection.
4.1.1 Single Proposition
Consider an elementary proposition [a ∈ ∆]. We represent such a proposition
as an open of OΣ↓ by taking the outer daseinisation of the spectral projection
χ∆(a). If ∆ is an open half-interval, then by Theorem 3.16, this [a ∈ ∆] is equal
to δ(a)−1(∆ˆ), for a suitably chosen ∆ˆ.
Let ψ be a state on A, and let µ : OΣ → [0, 1]
l
be the internal probability
valuations associated to it as in Subsection 3.4. The elementary proposition
[a ∈ ∆] defines an open [a ∈ ∆] : 1 → OΣ. Consider the internal proposition
(in the sense of a closed formula)
µ([a ∈ ∆]) = 1.
By (26), this proposition is true at stage C iff
ψ(δo(χ∆(a))C) = 1,
which, by spelling out the definition of outer daseinisation of projections, is
ψ
(∧
{p ∈ Proj(C) | p ≥ χ∆(a)
)
= 1.
This leads to the following proposition.
Proposition 4.1. For any a ∈ Asa and ∆ ∈ OR, and state ψ the following two
conditions are equivalent:
1. C  µ(([a ∈ ∆]) = 1);
2. ∀p ∈ Proj(C) p ≥ χ∆(a) → ψ(p) = 1.
The proposition [a ∈ ∆] is true, relative to a state ψ, and in context C, iff
by performing only the measurements allowed by C, it is impossible to refute;
given the system, prepared in the state ψ, a measurement of a yields a value
in ∆ with certainty. Of course, if we want to completely avoid operationalist
notions, then this does not yield a satisfactory account of truth.
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4.1.2 Disjunction
Let a1, a2 ∈ Asa, and ∆1,∆2 ∈ OR. In order to obtain an understanding of the
clopen subobject
[a1 ∈ ∆1] ∨ [a2 ∈ ∆2],
we pick an arbitrary state ψ and consider the truth value of the proposition
µ([a1 ∈ ∆1] ∨ [a2 ∈ ∆2]) = 1,
where µ = µ
ψ
is internal probability valuation corresponding to ψ. This propo-
sition is true at stage C ∈ C (equivalently, the sieve of the truth value of the
proposition contains C) iff
µC([a1 ∈ ∆1]
C
∪ [a2 ∈ ∆2]
C
) = 1.
By definition of the local valuation µC , this simply states that,
ψ(δo(χ∆1(a1))C ∨ δ
o(χ∆2(a2))C) = 1.
Recall that outer daseinisation of projections respects ∨, giving the simplifica-
tion
ψ(δo(χ∆1(a1) ∨ χ∆2(a2))C) = 1.
Spelling out the definition of outer daseinisation of projections, this is equivalent
to
∀p ∈ Proj(C) p ≥ χ∆1(a1) ∨ χ∆2(a2) → ψ(p) = 1.
We collect this result in the following proposition.
Proposition 4.2. If we define [a ∈ ∆] using δo(χ∆(a)), then the following two
conditions are equivalent in the contravariant model:
1. C  µ([a1 ∈ ∆1] ∨ [a2 ∈ ∆2]) = 1;
2. If p ∈ Proj(C) satisfies p ≥ χ∆1(a1) and p ≥ χ∆2(a2), then ψ(p) = 1.
We could interpret the result of this proposition in the following way: the
internal proposition [a1 ∈ ∆1] ∨ [a2 ∈ ∆2] is true at context C iff by using a
single measurement allowed by C it is impossible to refute both claims: for the
system in state ψ, a measurement of ai yields a value in ∆i with certainty, where
i ∈ {1, 2}.
4.1.3 Conjunction
At least on the mathematical level, the truth values from Proposition 4.2 take
on a simple form. This is a consequence of the fact that outer daseinisation
respects joins of projection operators. How do the conjunctions fare? Consider
the truth value of the proposition
µ([a1 ∈ ∆1] ∧ [a2 ∈ ∆2]) = 1.
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This proposition is true at stage C iff
ψ(δo(χ∆1(a1))C ∧ δ
o(χ∆2(a2))C) = 1. (27)
Spelling out the definition of outer daseinisation, and using distributivity of
meets, this is equivalent to
ψ
(∧
{p ∈ Proj(C) | p ≥ χ∆1(a1) or p ≥ χ∆2(a2)}
)
= 1
Note that this identity implies
∀p ∈ Proj(C) p ≥ χ∆1(a1) or p ≥ χ∆2(a2) → ψ(p) = 1. (28)
Next, assume (28). It follows that ψ(δo(χ∆i(ai))C) = 1, where i ∈ {1, 2}.
Let the clopens Si of ΣC correspond to the projections δ
o(χ∆i(ai))C , and let
µ : OΣC → [0, 1] denote the probability valuation corresponding to the state
ψ|C . By assumption µ(Si) = 1, for i ∈ {1, 2}. The modular law implies
µ(S1 ∩ S2) = µ(S1) + µ(S2)− µ(S1 ∪ S2) = 1,
which in turn implies (27).
Proposition 4.3. If we define [a ∈ ∆] using δo(χ∆(a)), then the following two
conditions are equivalent in the contravariant model:
1. C  µ([a1 ∈ ∆1] ∧ [a2 ∈ ∆2]) = 1;
2. If p ∈ Proj(C) satisfies p ≥ χ∆1(a1) or p ≥ χ∆2(a2), then ψ(p) = 1.
We could interpret the result of this proposition in the following way: the
internal proposition [a1 ∈ ∆1] ∧ [a2 ∈ ∆2] is true at context C iff using only
measurements of C, we cannot refute either claim: A measurement of a1 yields
a value in ∆1 with certainty, and, a measurement of a2 yields a value in ∆2
with certainty.
4.1.4 Negation
Negation inOΣ↓ is more complicated than conjunction and disjunction. In order
to describe it, we use the following notation. If p ∈ C is a projection operator,
then SCp denotes the corresponding clopen subset of ΣC . The superscript C is
added to distinguish between SDp and S
C
p , whenever p ∈ D ⊆ C.
The negation of OΣ↓ is given by
(¬[a ∈ ∆])C = {λ ∈ ΣC | ∀D ⊆ C λ|D /∈ [a ∈ ∆]
D
}.
This is more conveniently written as
(¬[a ∈ ∆])C =
⋂
D⊆C
ρ−1CD(S
D
δo(χ∆(a))D
)co,
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where the superscript co denotes the set-theoretic complement. For any p ∈
D ⊆ C, we have ρ−1CD(S
D
p ) = S
C
p . By this observation, the previous expression
simplifies to
(¬[a ∈ ∆])C =
⋂
D⊆C
(SCδo(χ∆(a))D )
co.
We can get rid of the set-theoretic complement by using the relation
∀C ∈ C ∀p ∈ Proj(A) δi(1− p)C = 1− δ
o(p)C ;
see e.g. [21, (5.59)]. At the level of the Gelfand spectra, this translates to
(SCδo(p)D )
co = SCδi(1−p)D .
We deduce
(¬[a ∈ ∆])C =
⋂
D⊆C
SCδi(1−χ∆(a))D = S
C∧
D
δi(1−χ∆(a))D
.
Using this identity, we find that
C  µ(¬[a ∈ ∆]) = 1
is equivalent to
ψ

 ∧
D∈(↓C)
δi(1− χ∆(a))D

 = 1. (29)
Assume that the intersection of ∆ with the set of eigenvalues of a is non empty
(i.e., χ∆(a) 6= 0), then condition (29) cannot be satisfied. This simply follows
from the observation that the inner daseinisation of 1 − χ∆(a) with respect to
the trivial context C is equal to 0. However, if we remove the bottom element
C from C, things become more interesting, at least mathematically. As we shall
see, in this setting, the context C needs to satisfy strong conditions in order for
(29) to hold. In what follows we use the notation q := 1− χ∆(a).
Let p ∈ Proj(C) have the property that neither p ≤ q, nor 1 − p ≤ q. If
D ⊆ C is the context generated by p, then δi(q)D = 0. As ψ(0) = 0, we conclude
that a necessary condition for (29) to hold is
∀p ∈ Proj(C) either p ≤ q or 1− p ≤ q.
Note that q < 1 by assumption, so only one of the two options can hold. Also
note that this condition implies that C commutes with q. As we are working
with matrix algebras A = Mn(C) in this subsection, we can find projections
p1, . . . , pk in C such that pi · pj = 0 if i 6= j and
∑k
i=1 pi = 1. If (29) holds, we
can sort these projections as follows. The set L = {p1, . . . , pl} consists of the
pi such that pi ≤ q. The set R = {pl+1, . . . , pk} consists of the pj such that
1− pj ≤ q. Note that L ∩R = ∅, and both sets are non empty. Also note that
δi(q)C = p1 + . . .+ pl.
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Assume that L has at least two elements. Let D1, and D2 be the context
generated by the projections
D1 = {p1 + pl+1, p2, . . . , pl, pl+2, . . . , pk}
′′;
D2 = {p1, p2 + . . .+ pl + pl+1, pl+2, . . . , pk}
′′.
Then δi(q)D1 = p2 + . . .+ pl and δ
i(q)D2 = p1. We conclude that
δi(q)D1 ∧ δ
i(q)D2 = 0,
and (29) cannot be satisfied. If (29) holds, then L is a singleton. In an analogous
way it can be shown that R contains exactly one element. This implies that the
projection lattice of C must be of the form {0, p, 1− p, 1}, with either p ≤ q, or
1− p ≤ q.
Proposition 4.4. If we define [a ∈ ∆] using δo(χ∆(a)), and remove C from C,
then the following two conditions are equivalent in the contravariant model:
1. C  µ(¬[a ∈ ∆]) = 1;
2. There exists a projection p ∈ C, that generates C, and satisfies p ≥ χ∆(a),
as well as ψ(p) = 0.
Only the coarsest contexts that commute with χ∆(a) contribute to the truth
value of µ(¬[a ∈ ∆]) = 1. This emphasis on coarser contexts makes it hard to
find a physical interpretation of the negation operation, if this is possible at
all. We will also encounter this problem with the more general Heyting implica-
tion. This problem may suggest that it is a mistake to seek an interpretation of
the contravariant quantum logic in terms of refutation, as we did for conjunc-
tion and disjunction, but what alternatives are there? Unfortunately, it seems
that negation and implication, as natural as they are from a topos theoretic
perspective, do not seem to have a clear physical motivation.
4.2 Covariant Quantum Logic
We continue with the complete Heyting algebra OΣ↑ of the covariant model.
As in the previous subsection we restrict to matrix algebras A = Mn(C). The
elementary proposition [a ∈ ∆] will be represented by taking the inner dasein-
isation of the spectral projection χ∆(a). As long as ∆ is an open interval or
open half-interval, [a ∈ ∆] is also of the form δ(a)−1(∆ˆ), for an appropriate ∆ˆ.
4.2.1 Single Proposition
The elementary proposition [a ∈ ∆] defines an open [a ∈ ∆] : 1 → OΣA. Rel-
ative to a state ψ, represented by an internal probability valuation µ, we will
study
C  µ([a ∈ ∆]) = 1.
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This is equivalent to
ψ(δi(χ∆(a))C) = 1,
Recall that δi(χ∆(a))C is the largest projection of C that is smaller than χ∆(a).
Proposition 4.5. For any a ∈ Asa and ∆ ∈ OR, and state ψ the following two
conditions are equivalent in the covariant model:
1. C  µ(([a ∈ ∆]) = 1);
2. ∃p ∈ Proj(C) p ≤ χ∆(a) and ψ(p) = 1.
Truth of [a ∈ ∆] relative to the state ψ and context C holds iff C provides
us with a measurement with which we can affirm that the system, prepared in
state ψ, upon a measurement of a, yields a value in ∆ with certainty.
4.2.2 Conjunction
Our treatment of the covariant conjunction operation resembles that of the
contravariant disjunction. Let a1, a2 ∈ Asa, and ∆1,∆2 ∈ OR. Consider
C  µ([a1 ∈ ∆1] ∧ [a2 ∈ ∆2]) = 1,
where µ is internal probability valuation corresponding to ψ. This condition is
equivalent to
ψ(δi(χ∆1(a1))C ∧ δ
i(χ∆2(a2))C) = 1.
Recall that inner daseinisation of projections respects ∧, giving the simplifica-
tion
ψ(δi(χ∆1(a1) ∧ χ∆2(a2))C) = 1.
As in the single proposition case, this amounts to
∃p ∈ Proj(C) p ≤ χ∆1(a1) ∧ χ∆2(a2) → ψ(p) = 1.
Proposition 4.6. If we define [a ∈ ∆] using δi(χ∆(a)), then the following two
conditions are equivalent in the covariant model:
1. C  µ([a1 ∈ ∆1] ∧ [a2 ∈ ∆2]) = 1;
2. ∃p ∈ Proj(C) such that p ≤ χ∆1(a1), p ≤ χ∆2(a2), and ψ(p) = 1.
Truth of the meet of elementary propositions, relative to a state ψ, and
context C is therefore equivalent to: there is a measurement allowed by C,
by which we can affirm that for the system, when prepared in the state ψ, a
measurement of a1 would yield a value in ∆1 with certainty, and for such a
system, a measurement of a2 would yield a value in ∆2 with certainty.
35
4.2.3 Disjunction
Our treatment of the covariant disjunction reminds us of the contravariant con-
junction. Consider the forcing relation
C  µ([a1 ∈ ∆1] ∨ [a2 ∈ ∆2]) = 1,
or, equivalently,
ψ(δi(χ∆1(a1))C ∨ δ
i(χ∆2(a2))C) = 1.
Spelling out the definition of inner daseinisation, and using distributivity of
joins, this is equivalent to
ψ
(∨
{p ∈ Proj(C) | p ≤ χ∆1(a1) or p ≤ χ∆2(a2)}
)
= 1. (30)
Note that this identity is implied by,
∃p ∈ Proj(C) p ≤ χ∆1(a1) or p ≤ χ∆2(a2) and ψ(p) = 1. (31)
Note that (30) and (31) are not equivalent. This is because for a pair p1, p2 ∈
Proj(C), it is possible that ψ(p1 ∨ p2) = 1, whilst neither ψ(p1) = 1, nor
ψ(p2) = 1. The forcing relation is weaker than the affirmation of one of the
two claims: given the system, prepared in state ψ, a measurement of ai yields
a value in ∆i with certainty (i ∈ {1, 2}).
4.2.4 Negation
For matrix algebras, the negation of OΣ↑ was first described in [11] in terms
of projections. There it was shown that the open subset (¬[a ∈ ∆])C of ΣC
corresponds to the projection∨
{p ∈ Proj(C) | ∀E ∈ (↑ C) p ≤ 1− δi(p)E}.
Using
1− δi(χ∆(a))E = δ
o(1 − χ∆(a))E = δ
o(χR−∆(a))E ,
we find
(¬[a ∈ ∆])C =
⋂
E⊇C
{λ ∈ ΣC | ρ
−1
EC(λ) ⊆ S
E
δo(χR−∆(a))E
}
This complicated expression makes it hard to understand the condition
C  µ(¬[a ∈ ∆]) = 1.
However, if we restrict our attention to maximal contexts, then the negation
simplifies considerably. The forcing relation is satisfied iff
ψ(δo(χR−∆(a))C) = 1,
which is equivalent to
∀p ∈ Proj(C) p ≥ χR−∆(a) → ψ(p) = 1.
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Proposition 4.7. If we define [a ∈ ∆] using δi(χ∆(a)), and consider a maximal
context C in C, then the following two conditions are equivalent in the covariant
model:
1. C  µ(¬[a ∈ ∆]) = 1;
2. For each projection p ∈ C, if p ≤ χ∆(a), then ψ(p) = 0;
3. For each projection p ∈ C, if p ≥ χR−∆(a), then ψ(p) = 1.
Hence, using only measurements allowed by the maximally refined context
C we cannot refute the claim that the system, when prepared in the state ψ,
upon a measurement of a yields a value outside of ∆ with certainty.
If C is not maximal, then C  µ(¬[a ∈ ∆]) = 1 implies that for any refine-
ment E of C (i.e. E ⊇ C) we cannot refute the aforementioned claim using only
measurements from the context E. As for the contravariant model, the physical
content of the negation operation seems questionable.
4.2.5 Discussion
Guided by the truth values obtained from state-proposition pairs, it seems
tempting to read the logic of the contravariant model as a logic of refutation
and the logic of the covariant logic as one of affirmation. Through the corre-
spondence δo(p)C = 1− δi(p)C , these logics seem to be related. Even so, not all
the connectives (especially the negation) received a satisfactory interpretation
in this way. In addition, we might worry how such instrumentalist pictures of
truth may get in the way of a more realist perspective on quantum theory.
4.3 A Topos as an Intuitionistic Universe of Sets
A topos is a mathematical universe of discourse. But the axiom of choice and the
law of excluded middle may very well lead to contradictions in such a universe.
This gives possibilities which are not allowed in the topos Set. As an example
there is a topos (Sh(T), where T is a site of topological spaces with the open
cover topology) such that all functions Rd → Rd are continuous [31, Section
VI.9].
But are any of these new possibilities relevant to physics? And how imprac-
tical is it to lose the axiom of choice? In analysis, a branch of mathematics
used extensively throughout physics, this axiom plays an important role. Con-
sider the following quotation, taken from the well-known text [36] on functional
analysis.
This means that our acceptance of the axiom of choice determines
what sort of mathematics we want to create, and it may in the
end affect our mathematical description of physical realities. The
same is true (albeit on a smaller scale) with the parallel axiom in
euclidean geometry. But as the advocates of the axiom of choice,
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among them Hilbert and von Neumann, point out, several key re-
sults in modern mathematical analysis (e.g. the Tychonoff theorem,
the Hahn-Banach theorem, the Krein-Milman theorem and Gelfand
theory) depend crucially on the axiom of choice.
Even so, we have used a topos valid version of Gelfand duality theory for the
covariant model. This version of Gelfand theory [2] does not rely on the axiom
of choice. This works because locales take the place of topological spaces. In the
same way, the other theorems mentioned by Pedersen have a localic counterpart
which do not require the axiom of choice. At the risk of presenting things
somewhat simpler than they really are, we might say that it is the emphasis on
points in the notion of a topological space, that makes us need an axiom which
generates enough points. With less emphasis on points, the axiom of choice
becomes less powerful, possibly even superfluous.
Removing emphasis on points is relevant when we consider Isham’s moti-
vation for using topos theory in physics. In particular, consider the potential
problem in quantum gravity of using real numbers as values for physical quanti-
ties, and, associated to that, the use of smooth manifolds for space-time. In [27]
we read:
Indeed, it is not hard to convince oneself that, from a physical per-
spective, the important ingredient in a space-time model is not the
‘points’ in that space, but rather the ‘regions’ in which physical en-
tities can reside. In the context of a topological space, such regions
are best modelled by open sets: the closed sets may be too ‘thin’ to
contain a physical entity, and the only physically meaningful closed
sets are those with a non-empty interior. These reflections lead natu-
rally to the subject of ‘pointless topology’ and the theory of locales-a
natural step along the road to topos theory.
The arguments thus far only claimed that dropping the axiom of choice might
not be as big a problem as one would expect at first. Thus far no arguments
have shown that there is an actual advantage in dropping the axiom. In all
honesty, the author does not know of any physically motivated arguments.
The extent to which the axiom of choice holds (in the internal language)
depends on the topos [23]. In the topos Set we can assume the full axiom of
choice. For a category of presheaves [Cop,Set] (or copresheaves) the weaker
version called the axiom of dependent choice can be assumed (by assuming
the full axiom of choice for Set), but for many categories C, assuming the full
axiom of choice leads to contradictions. If the topos is of the form Sh(X),
with X a topological space, even the axiom of dependent choice may lead to
contradictions.
Assuming that the axiom of choice holds internally for a topos has large
consequences for the topos. In particular, the topos is boolean, which means
that the internal Heyting algebra Ω is an internal boolean algebra [3]. The con-
travariant model was founded in considerations of coarse-graining. In particular,
the idea that truth values should correspond to down-closed subsets of C is a key
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ingredient. This leads to a topos which is not boolean, and therefore does not
satisfy the (internal) axiom of choice. For the covariant model, using up-closed
subsets of C as truth values does not seem a motivational point, but rather a
consequence of the choice of topos. In [38], Spitters considers using the dense
topology on the copresheaf topos [C,Set]. The resulting topos of sheaves is a
boolean topos, which satisfies the axiom of choice. Although it would be inter-
esting to investigate this topos, we postpone further discussion to another paper.
One of the more striking possibilities granted by the absence of the law of
excluded middle is synthetic differential geometry. Certain topoi [33] can act as
models for differential geometry, using (nilpotent) infinitesimals. In the pres-
ence of the law of excluded middle all such infinitesimals would be forced to be
equal to zero. As argued in detail in [4], (following Lawvere) these infinitesi-
mals could allow us to deal with the continuum in a mathematical more natural
way. At this point we might frown and say: thinking of quantum gravity we
would like to get rid of the continuum rather than giving it a face-lift! Maybe
so, but the problem of continuous vs. discrete in quantum gravity is deep and
subtle. Having mathematical universes that capture the subtleties of the con-
tinuum may assist in understanding this problem better. Still, the current topos
models [Cop,Set] and [C,Set] are not models for synthetic differential geometry.
Speculating for a moment, it may be interesting to see if the categories used for
studying locally covariant quantum field theories [6], can be extended to models
of synthetic differential geometry, in such a way that the quantum field theories
can be studied internally.
In the foundations of mathematics, dropping the law of excluded middle
and axiom of choice is often motivated by a view on mathematical concepts as
products of the mathematicians mind in favour of a view where mathematical
concepts exist independent of us in some (platonic) realm. These very same
mathematical concepts are used to represent ideas from physics. Of course, we
should not confuse these mathematical representations with the physical ideas
themselves, but, on the other hand, it can sometimes be hard to distinguish
where the physics stops and the math starts (and vice versa). Modern physics
is concerned with what we can say about nature, rather than what nature is
(completely independent of us), a stance usually associated with Bohr. Under
this premise, is it not more natural to represent the concepts of physics using
abstractions which are thought of to originate from our mind rather than a
platonic realm? But even if we concede this point, the relation between math-
ematics and physics is a complex one, therefore it remains to be seen whether
or not a constructivist attitude with regards to mathematics has any physical
significance, or if it is just a nuisance for the physicist whom is versed only in
classical mathematics.
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5 Including ∗-homomorphisms
In this section we shift our attention from kinematics to dynamics in the topos
models. In particular, we study how the spectral presheaf ΣA and the spectral
locale ΣA transform under the action of a ∗-automorphism h : A→ A. Almost
all of the material in this section relies on the ideas in [34] or coincides with
constructions from [15, 16]. From a distance the ideas in these references may
appear different, but they are in fact closely related. In [34] the emphasis is
on the covariant model, and constructions such as daseinisation of self-adjoint
operators are not considered. In [15, 16] the emphasis is on the contravariant
model, and the internal perspective of the topos is not considered. Below we
treat these ideas on dynamics for both topos models, with emphasis on internal
reasoning.
5.1 Covariant Model
5.1.1 C*-algebras
As remarked in Section 2, the covariant model is typically applied to unital C*-
algebras instead of the smaller class of von Neumann algebras. For the moment
we will use all unital C*-algebras. In Subsection 5.3, when daseinisation enters
into the discussion, we will again restrict attention to von Neumann algebras.
In the covariant approach, given a unital C*-algebra A, we assign to it a
pair ([CA,Set], A), consisting of a topos and a unital commutative C*-algebra
internal to this topos. In this section we look at the way ∗-homomorphisms f :
A→ B induce morphisms on the associated pairs ([CA,Set], A), ([CB,Set], B).
We start by recalling two categories, introduced in earlier literature on topos
approaches to quantum theory, and which will help in answering this question.
We will subsequently show how these two categories are related. The first of
the two is the category cCToposN , introduced by Nuiten [34, Definition 4].
Definition 5.1. The category cCToposN consists of the following
• Objects are pairs (E , A), where E is a topos and A is a unital commutative
C*-algebra internal to the topos E.
• An arrow (G, g) : (E , A) → (F , B), is given by a geometric morphism
G : E → F and a ∗-homomorphism g : G∗B → A in F .
• Composition of arrows is defined by (G, g) ◦ (F, f ) = (G ◦ F, f ◦ F ∗g).
For an arbitrary geometric morphism G, the object G∗B need not be a C*-
algebra in F . It is, at the very least, a semi-normed commutative ∗-algebra. The
notion of a ∗-homomorphism, in the sense of a ∗-preserving homomorphism of
algebras, still makes sense when the domain is G∗B. If the geometric morphism
comes from an ∗-homomorphism, as discussed below, then G∗B will always be
an internal C*-algebra. Otherwise, we can take its Cauchy completion and turn
it into an internal C*-algebra.
The second category of interest was introduced by Andreas Do¨ring in [15]:
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Definition 5.2. Let C be any small category. The category Copresh(C) is
defined by
• Objects are functors Q : J → C, where J is any small category.
• An arrow (f, η) : Q1 → Q2, where Qi : Ji → C, is given by a functor
f : J1 → J2, and a natural transformation η : Q1 → f∗Q2. Here f∗
denotes the inverse image functor of the essential geometric morphism
associated to f .
The motivating example is when C is equal to cuC∗, the category of uni-
tal commutative C*-algebras and unit preserving ∗-homomorphisms. Using
presheaf semantics, one can prove that functors A : J → ucC∗ correspond
exactly to the unital commutative C*-algebra internal to the topos [J ,Set].
We can think of the objects of Copresh(ucC∗) as pairs (E , A), where E is a
topos (and in particular a functor category), and A is a unital commutative
C*-algebra in E .
For any pair of small categories J1, J2, a functor f : J1 → J2 defines an
essential geometric morphism F : [J1,Set] → [J2,Set], where essential means
that the inverse image functor F ∗ (which is the left adjoint in the adjunction
defining F ) also has a left adjoint F!. See, for example, [31, (VII.2 Theorem 2)].
The following lemma gives a converse of this statement.
Lemma 5.3. ([28] Lemma 4.1.5) Let J1 and J2 be two small categories such
that J2 is Cauchy-complete (i.e., all idempotent morphisms split). Then every
essential geometric morphism [J1,Set]→ [J2,Set] is induced by a functor J1 →
J2 as above.
If the base category D is a poset, then the only idempotent arrows are the
identity morphisms. The base categories for the quantum topoi are therefore
trivially Cauchy-complete. On the level of contexts, the order-preserving maps
φ : CA → CB, correspond to geometric morphisms between the corresponding
topoi, where the left-adjoint φ∗ itself has a left adjoint φ!.
An arrow in Copresh(ucC∗) can thus be seen as a pair (F, f) : (E , A) →
(F , B), where the topoi E , F are functor categories, F : E → F is an essential
geometric morphism, and f : A→ F ∗B is a natural transformation.
We replace the category Copresh(ucC∗) by the a related category.
Definition 5.4. The category cCToposD is given by:
• Objects are pairs (E , A), where E is a topos and A is a unital commutative
C*-algebra in E.
• Arrows (F, f ) : (E , A) → (F , B) are given by a geometric morphism F :
E → F , and a ∗-homomorphism f : A→ F ∗B in E.
• Composition of arrows is defined by (G, g) ◦ (F, f ) = (G ◦ F, F ∗g ◦ f).
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Remark 5.5. The category Copresh(C) was introduced in [15] in connec-
tion with another category Presh(D), to which it is dual equivalent. Here D
is a category which is dual equivalent to C by assumption. When we replace
Copresh(ucC∗) by cCToposD this duality is lost. In the next section, where
we look at the contravariant version of the topos approach, a category closely
connected to Presh(D) is considered.
Let f : A → B be a unit-preserving ∗-homomorphism (in Set). Then f
induces an arrow
(F, f) : ([CA,Set], A)→ ([CB ,Set], B) (32)
in cCToposD. To see this, observe that f induces an order-preserving map
fˆ : CA → CB, fˆ(C) = f [C], (33)
which in turn induces a geometric morphism F : [CA,Set] → [CB,Set]. The
inverse image functor acting on B is given by
F ∗B : CA → Set, F
∗B(C) = B ◦ fˆ(C) = f [C]. (34)
The internal ∗-homomorphism induced by f is now simply given by
f : A→ F ∗B, f
C
: C → f [C], f
C
= f |C . (35)
Definition 5.6. A unital ∗-homomorphism f : A→ B is said to reflect com-
mutativity if
∀a1, a2 ∈ A, [f(a1), f(a2)] = 0 ⇒ [a1, a2] = 0.
Note that if f is injective, then f reflects commutativity. A unital ∗-
homomorphism f : A→ B that reflects commutativity defines an arrow
(G, g) : ([CB,Set], B)→ ([CA,Set], A) (36)
in cCToposN . As f reflects commutativity we can define the order preserving
map
gˆ : CB → CA, gˆ(D) = f
−1(D). (37)
As before, this induces an essential geometric morphismG : [CB,Set]→ [CA,Set].
The associated ∗-morphism is given by
g : G∗A→ B, g
D
: f−1(D)→ D, g
D
= f |f−1(D). (38)
Note that gˆ is a right adjoint to fˆ . As a consequence, the geometric mor-
phisms F ∗ ⊣ F∗ and G∗ ⊣ G∗ are closely related. More precisely, G∗ = F ∗.
As inverse image functors preserve colimits, it is clear that in this setting ∗-
homomorphisms G∗A→ B are equivalent to ∗-homomorphisms A→ F ∗B.
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Remark 5.7. In [34] the ∗-homomorphisms under consideration are all inclu-
sions, which obviously reflect commutativity. In general it is an open question
which ∗-homomorphisms reflect commutativity, and which do not.
We end with a small summary of the material in this section.
Proposition 5.8. A unital ∗-homomorphism f : A→ B induces an arrow
(F, f) : ([CA,Set], A)→ ([CB ,Set], B) (39)
in cCToposD such that the internal ∗-homomorphism f is given by fC = f |C .
If f reflects commutativity, then it also induces an arrow
(G, g) : ([CB,Set], B)→ ([CA,Set], A) (40)
in cCToposN such that the internal ∗-homomorphism g is gD = f |f−1(D).
5.1.2 Locales
In this subsection we describe the internal ∗-homomorphisms of the previous
subsection at the level of the Gelfand spectra. We use the following observations.
As noted before, given a locale X , in Set, the categories LocSh(X) and Loc/X
are equivalent [28, C1.6]. In addition, a map of locales f : X → Y induces an
adjunction
(F∗ ⊣ F
♯) F∗ : LocSh(X) → LocSh(Y ) : F
♯. (41)
There is a good reason for writing the left adjoint as F∗. The continuous map
f defines a geometric morphism F : Sh(X)→ Sh(Y ). Unlike the inverse image
functor F ∗, the direct image functor F∗ preserves frames and morphisms of
frames. In fact, this observation is crucial for the equivalence of the categories
LocSh(X) and Loc/X . The left adjoint F∗ of (41) is the restriction of the
direct image functor F∗ to frames and frame homomorphisms. The right adjoint
F ♯, which should not be confused with the inverse image functor F ∗, is most
easily described under the identification LocSh(X) ∼= Loc/X . As a functor
Loc/Y → Loc/X it maps a bundle Z → Y , to the pullback of this bundle
along the map f : X → Y .
In [34], in addition to cCToposN , another, related, category was introduced.
Definition 5.9. The category spToposN of spaced topoi is given by
• Objects are pairs (E , L), where E is a topos and L is a locale in E.
• An arrow (G, s) : (E , L) → (F ,M) is given by a geometric morphism
G : E → F and a locale map s : G∗L→M in F .
• Composition of arrows is defined as (G, t) ◦ (F, s) = (G ◦ F, t ◦G∗s).
A unital C*-algebra A defines a spaced topos ([CA,Set],ΣA), where ΣA
denotes the internal Gelfand spectrum of A. A unital ∗-homomorphism f :
A → B that reflects commutativity defines an arrow in spToposN as follows.
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We know that f induces a ∗-homomorphism g : G∗A→ B. By Gelfand duality
this defines a locale map on the spectra
Σ(g) : ΣB → ΣG∗A.
Recall from Proposition 3.13 that the spectrum ΣB can be described exter-
nally as the bundle of topological spaces
πB : Σ
↑
B → C
↑
B, (D,λ) 7→ D, (42)
Analogously, the spectrum ΣG∗A can be represented by the bundle
Σ↑G∗A → C
↑
B, (D,λ) 7→ D, (43)
where, as sets, Σ↑G∗A is equal to
∐
D∈CB
Σf−1(D), and U is open in Σ
↑
G∗A iff the
following two conditions hold:
1. If D ∈ CB, then UD := U ∩ Σf−1(D) is open in Σf−1(D);
2. If D1 ⊆ D2, then ρ
−1
f−1(D2)f−1(D1)
(UD1) ⊆ UD2 , where ρf−1(D2)f−1(D1) :
Σf−1(D2) → Σf−1(D1) is the restriction map.
A straightforward calculation (or [34, Lemma 3.4]) reveals that this bundle
is simply the bundle πA : Σ
↑
A → C
↑
A, pulled back along the order-preserving
function gˆ : C↑B → C
↑
A, D 7→ f
−1(D), seen as an Alexandroff-continuous map.
Externally, the map Σ(g), is given by
Σ↑B
Σ(g)
//
πB

❄❄
❄❄
❄❄
❄
gˆ∗Σ↑A
gˆ∗πA
~~⑤⑤
⑤⑤
⑤⑤
⑤⑤
C↑B
Σ(g) : Σ↑B → gˆ
∗Σ↑A, (D,λ) 7→ (D,λ ◦ f |f−1(D)). (44)
Note that internally this is a locale map ΣB → G
♯ΣA in [CB,Set]. This is,
in turn, equivalent to a locale map G∗ΣB → ΣA in [CA,Set]. In this way, the
∗-homomorphism f : A→ B defines a morphism
([CB,Set],ΣB)→ ([CA,Set],ΣA)
in the category spToposN .
Next, drop the assumption that f : A→ B reflects commutativity. From the
previous subsection we know that f defines a ∗-homomorphism f : A→ F ∗B in
[CA,Set]. As before, by Gelfand duality this defines a continuous map of locales
on the spectra
Σ(f) : ΣF∗B → ΣA. (45)
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The spectrum ΣF∗B can be represented by the bundle
Σ↑F∗B → C
↑
A, (C, λ) 7→ C, (46)
where, as sets, Σ↑F∗B is equal to
∐
C∈CA
Σf [C], and U is open in Σ
↑
F∗B iff the
following two conditions hold:
1. If C ∈ CA, then UC := U ∩ Σf [C] is open in Σf [C];
2. If C1 ⊆ C2, then ρ
−1
f [C2]f [C1]
(UC1) ⊆ UC2 , where ρf [C2]f [C1] : Σf [C2] →
Σf [C1] is the restriction map.
This bundle can be identified as πB : Σ
↑
B → C
↑
B, pulled back along fˆ : C
↑
A →
C↑B, C 7→ f [C]. Externally, the locale map Σ(f) : ΣF∗B → ΣA is given by the
continuous function
Σ(f) : fˆ∗Σ↑B → Σ
↑
A, (C, λ) 7→ (C, λ ◦ f |C), (47)
over C↑A. Note that in (47) λ ∈ Σf [C]. Internally we obtain a locale map
F ♯ΣB → ΣA.
For the remainder of this subsection, assume once again that f reflects com-
mutativity. How is the locale map Σ(f) : F ♯ΣB → ΣA, obtained from the
∗-homomorphism f : A → F ∗B related to the locale map3 Σ(g) : G∗ΣB → ΣA
obtained from the ∗-homomorphism g : G∗A → B? We know that G∗ = F ∗,
but this does not imply that on the level of locales G∗ and F
♯ are the same. In
fact, G∗ΣB and F
♯ΣB are slightly different locales.
The locale ΣB corresponds to a frame object OΣB in the topos [CB,Set].
For C ∈ CA,
G∗(OΣB)(C) = F
∗(OΣB)(C) = OΣB(f [C]). (48)
Using the external description Σ↑B, the right-hand side of (48) is given by the
subspace topology of Σ↑B on the subset
∐
D∈CB∩(↑f [C])
ΣD.
G∗(OΣB)(C) = O

 ∐
D∈CB∩(↑f [C])
ΣD

 . (49)
On the other hand
O(F ♯ΣB)(C) = O

 ∐
C′∈CA∩(↑C)
Σf [C]

 (50)
where, on the right-hand side we take the subspace topology from fˆ∗Σ↑B. We
can now see that the sets (49) and (50) are different. The only difference is
3Using Σ(g) for this map is a slight abuse of notation, as this name was used earlier to
denote the corresponding locale map ΣB → G
♯ΣA.
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that G∗(OΣB)(C) considers all contexts D ∈ CB which are above f [C], whereas
O(F ♯ΣB)(C) only considers those contexts which come from an C
′ ∈ CA. As
the locale map Σ(g) comes from a ∗-homomorphism in Sh(C↑B), and the locale
map Σ(f) comes from a ∗-homomorphism in Sh(C↑A) this difference was to be
expected.
Proposition 5.10. A unital ∗-homomorphism f : A→ B induces a continuous
map of locales Σ(f) : F ♯ΣB → ΣA in [CA,Set]. The external description of this
map is given by the continuous function
Σ(f) : fˆ∗Σ↑B → Σ
↑
A, (C, λ) 7→ (C, λ ◦ f |C).
If f reflects commutativity, then there is also a locale map Σ(g) : ΣB → G
♯ΣA
in [CB,Set] externally given by (44).
If we think of ΣA as an internal state space, then ideally a ∗-automorphism
h : A → A induces an isomorphism of locales ΣA → ΣA internal to the topos.
However, the automorphism h induces a map hˆ : CA → CA, and we need to take
into account how h shuﬄes the contexts around. Instead of an isomorphism
ΣA → ΣA we arrived at an isomorphism of locales of the form H
♯ΣA → ΣA.
5.2 Contravariant Version
In the contravariant model, we associate a pair ([CopA ,Set],ΣA) to a von Neu-
mann algebra A, consisting of a topos and a topological space in this topos.
Here ΣA is the spectral presheaf, equipped with the internal topology generated
by the closed open subobjects. Motivated by the locale maps of the previous
subsection, we show that a unital ∗-homomorphism f : A→ B induces a pair
(F,Σ(f)) : ([CopA ,Set],ΣA)→ ([C
op
B ,Set],ΣB)
consisting of a geometric morphism F : [CopA ,Set]→ [C
op
B ,Set] and a continuous
map Σ(f) : F ∗ΣB → ΣA in the topos [C
op
A ,Set]. The first question which we
need to address is how the object F ∗ΣB is an internal topological space.
As an object F ∗ΣB, is constructed as follows. The functor ΣB can be de-
scribed as an e´tale bundle πB : Σ
↓
B → C
↓
B. As a set, Σ
↓
B is equal to
∐
D∈CB
ΣD,
and U ⊆ Σ↓B is open iff
If (D,λ) ∈ U and D′ ⊆ D, then (D′, λ|D′) ∈ U. (51)
As an e´tale bundle F ∗ΣB is the pullback of the e´tale bundle πB along fˆ : C
↓
A →
C↓B, fˆ(C) = f [C]. The bundle fˆ
∗πB : fˆ
∗Σ↓B → C
↓
A obtained in this way can be
described as follows. As a set, the total space fˆ∗Σ↓B is equal to
∐
C∈CA
Σf [C]. A
subset U ⊆ fˆ∗Σ↓B is open iff it satisfies the following condition: if, for C ∈ CA,
λ ∈ Σf [C], (C, λ) ∈ U , and C
′ ⊆ C in CA, then (C
′, λ|C′) ∈ U . The map fˆ
∗πB
is simply (C, λ) 7→ C.
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The internal topology on ΣB corresponds to a topology on Σ
↓
B , which is
coarser than the e´tale topology, but with respect to which πB is still continuous.
With respect to this topology U ∈ OΣ↓B iff it is e´tale open in Σ
↓
B, and, in
addition, for each D ∈ CB, the set UD := U ∩ ΣD is open in ΣD. We can
take the pullback of πB along fˆ , with this new topology on Σ
↓
B, and obtain a
coarser topology on fˆ∗Σ↓B than the e´tale topology. In fact U ∈ OΣ
↑
B iff it is
e´tale open and, for each C ∈ CA, UC = U ∩ Σf [C] is open in Σf [C]. The bundle
fˆ∗πB : fˆ
∗Σ↓B → C
↓
A is continuous with respect to this new topology. We have
thus defined an internal topology on F ∗ΣB. It is the topology generated by the
objects F ∗U , where U is a closed open subobject of ΣB . Whenever we consider
F ∗ΣB as a topological space, it is with respect to this topology.
Now that we have identified F ∗ΣB as an internal topological space, we can
define the function Σ(f) and check whether it is continuous.
Proposition 5.11. The natural transformation Σ(f) : F ∗ΣB → ΣA, given by
Σ(f)C : Σf [C] → ΣC , λ 7→ λ ◦ f |C (52)
is a continuous map of topological spaces in [CopA ,Set].
Proof. We leave the verification that Σ(f) is indeed a natural transformation to
the reader. At the level of e´tale bundles, Σ(f) corresponds to the commuting
triangle
fˆ∗Σ↓B
Σ(f)
//
fˆ∗πB !!❈
❈❈
❈❈
❈❈
❈
Σ↓B
πA
⑧⑧
⑧⑧
⑧⑧
⑧⑧
C↓A
of continuous maps, where the total spaces of the bundles are equipped with the
e´tale topologies. Note that naturality of Σ(f) amounts to continuity of Σ(f)
with respect to the e´tale topologies. Also note that, as functions, the function
Σ(f) is the same function as (47) from the covariant version. The only difference
between the approaches is in the topologies.
The function Σ(f) is internally continuous iff Σ(f) is also continuous with
respect to the coarser topologies on the total spaces (corresponding to the in-
ternal topologies). Let Σ(f |C) : Σf [C] → ΣC be the Gelfand dual of the ∗-
homomorphism f |C : C → f [C]. A straightforward check reveals that for any
U ∈ OΣ↓A, and C ∈ CA
Σ(f)−1(U)C = Σ(f |C)
−1(UC) ∈ OΣf [C]. (53)
This observation combined with e´tale continuity proves that Σ(f) is continuous
with respect to the desired topologies. Note that e´tale continuity can be deduced
from (53), as for λ ∈ Σf [C], and C
′ ⊆ C, clearly (λ ◦ f |C)|C′ = λ|C′ ◦ f |C′.
Proposition 5.11 is the contravariant counterpart to Proposition 5.10. A ∗-
automorphism h : A → A induces a homeomorphism Σ(h) : H∗ΣA → ΣA. In
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the following section we consider how elementary propositions [a ∈ ∆] transform
under the frame isomorphism Σ(h)−1.
Remark 5.12. If we ignore the e´tale topology of ΣB and consider it to be
a locale rather than an internal space, then the bundle map Σ(f), from the
previous proof, can be seen as an internal locale map Σ(f) : F ♯ΣB → ΣA, as in
the covariant case.
Remark 5.13. As in the previous subsection, if f : A → B reflects commu-
tativity, we can define a continuous map of spaces Σ(g) : ΣB → G
∗ΣA in the
topos [CopB ,Set], or see it as a locale map Σ(g) : ΣB → G
♯ΣA in the same topos.
5.3 Automorphisms and Daseinisation
Let A be a von Neumann algebra and h : A → A a ∗-automorphism. In this
section we investigate how daseinised self-adjoint operators transform under h.
We will be working with the contravariant version. However, if we switch from
internal spaces to locales, switch inner and outer daseinisation, replace ΣA by
ΣA, switch order-reversing and order-preserving, and replace ↓ by ↑ whenever it
occurs as a superscript, then this section is about the covariant version instead.
For a ∈ Asa, outer daseinisation defines a continuous map δo(a) : ΣA → Rl,
and inner daseinisation a continuous map δi(a) : ΣA → Ru, where Rl and Ru are
the spaces of lower and upper reals respectively. From the previous section we
know that h induces a continuous map Σ(h) : H∗ΣA → ΣA. We can compose
these maps to obtain continuous maps
δo(a)
h
: H∗ΣA → Rl, δ
i(a)
h
: H∗ΣA → Ru.
If we look at [21, Section 10], we may suspect that there is a relation between
δo(h(a)) and δo(a)
h
and also betwenn their inner counterparts. This is indeed
the case, and we will proceed to describe this.
Lemma 5.14. Let a ∈ Asa, and ∆ a Borel subset of σ(a), the spectrum of a.
Then
h(χ∆(a)) = χ∆(h(a)).
Proof. First note that σ(h(a)) = σ(a). If p(a) denotes a polynomial in a with
complex coefficients, then h(p(a)) = p(h(a)). By norm-continuity of h and the
Stone-Weierstrass Theorem, h restricts to an isomorphism of unital C*-algebras
h˜ : C∗(a, 1)→ C∗(h(a), 1).
Let W ∗(a) = C∗(a, 1)′′ denote the weak as well as the σ-weak closure of C∗(a).
Any ∗-automorphism is σ-weakly continuous, implying that h˜ extends to an
isomorphism of abelian von Neumann algebras
h˜ :W ∗(a)→W ∗(h(a))
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As shown in [13] there exists an isomorphism of von Neumann algebras i :
L∞(σ(a), µ) → W ∗(a), where µ is any scalar-valued spectral measure on σ(a).
For W ∗(h(a)) we can construct an isomorphism j : L∞(σ(a), µ) → W ∗(h(a)),
using the same µ, since the spectra of a and h(a) coincide. With these identi-
fications we obtain an automorphism hˆ = j−1 ◦ h˜ ◦ i of the abelian von Neu-
mann algebra L∞(σ(a), µ). By construction, for each polynomial expression
p(x) : σ(a) → C, we deduce hˆ([p(x)]) = [p(x)]. By σ-weak continuity, hˆ is the
identity map. The desired claim follows from
h(χ∆(a)) = h˜(χ∆(a)) = h˜(i([χ∆])) = j([χ∆]) = χ∆(h(a)).
Lemma 5.15. If a ≤s b in Asa, then h(a) ≤s h(b) in Asa.
Proof. Let a ≤s b in Asa, let (eax)x∈R be the spectral resolution of a, and (e
b
x)x∈R
the spectral resolution of b. By assumption, for each x ∈ R, ebx ≤ e
a
x. The
family of projections e
h(a)
x := h(eax) defines a spectral resolution for h(a). This
can be verified as h, restricted to the projections of A, yields an isomorphism
of complete lattices. Alternatively, it follows straight from the previous lemma.
Likewise, e
h(b)
x := h(ebx) is a spectral resolution for h(b). Any ∗-homomorphism
h is a positive map, so, from the assumption, we deduce that for each x ∈ R,
e
h(b)
x ≤ e
h(a)
x . We conclude that h(a) ≤s h(b).
Corollary 5.16. If a ∈ Asa, and C ∈ CA, then
h(δo(a)C) = δ
o(h(a))h[C], h(δ
i(a)C) = δ
i(h(a))h[C]. (54)
Proof. By the previous lemma the bijection h|Asa : Asa → Asa is monotone
with respect to the spectral order. It has a order-preserving inverse, making it
an order-isomorphism. As a consequence h|Asa is an isomorphism of boundedly
complete lattices.
h(δo(a)C) = h
(∧
{b ∈ Csa | b ≥s a}
)
=
∧
{h(b) ∈ h[Csa] | b ≥s a}
=
∧
{h(b) ∈ h[C]sa | h(b) ≥s h(a)}
=
∧
{c ∈ h[C]sa | c ≥s h(a)}
= δo(h(a))h[C]
Inner daseinisation can be treated in the same way.
The continuous map δo(a)
h
: H∗ΣA → Rl is externally described by the triangle
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of continuous maps
hˆ∗Σ↓A
hˆ∗πA !!❈
❈❈
❈❈
❈❈
❈
δo(a)h
// Rl
πl
  
  
  
  
C↓A
where the elements of Rl are pairs (C, s), with C ∈ CA and s : (↓ C)→ R is an
order-reversing function. For λ ∈ Σh[C]
δo(a)h(C, λ) :↓ C → R, D 7→ 〈δ
o(a)D, λ ◦ h|C〉.
Note that
〈δo(a)D, λ ◦ h|C〉 = 〈δ
o(a)D,Σ(h|C)(λ)〉
= 〈(h|C)(δ
o(a)D), λ〉
= 〈δo(h(a))h[D], λ〉,
where, in the last step, we used Corollary 5.16.
We need one more definition before we can state the relations we are looking
for. Define the continuous map of spaces
Rl(h) : H
∗Rl → Rl,
Rl(h)C : OR(↓ h[C],R)→ OR(↓ C,R), s 7→ s ◦ hˆ|↓C .
Proposition 5.17. Let h : A → A be a ∗-automorphism, and take a ∈ Asa.
Then the following square of continuous maps of spaces is commutative:
H∗ΣA
H∗(δo(h(a)))
//
Σ(h)

H∗Rl
R
l
(h)

ΣA δo(a)
// Rl
The same holds for inner daseinisation if we replace Rl by Ru.
Next, we look at the action of the automorphism on the elementary propo-
sitions. The map Σ(h) : H∗Σ → Σ is continuous, providing us with an inverse
image map Σ(h)−1 : OΣ → OH∗Σ. Let [a ∈ ∆] be the elementary proposition
obtained by outer daseinisation of the spectral projection χ∆(a). To describe
the open Σ(h)−1([a ∈ ∆]) of OH∗Σ it is convenient to take the external descrip-
tions.
For a λ ∈ Σh[C], by definition (C, λ) ∈ Σ(h)
−1([a ∈ ∆]) iff λ◦h|C ∈ [a ∈ ∆]C .
This happens iff
1 = 〈δo(χ∆(a))C , λ ◦ h|C〉 = 〈h(δ
o(χ∆(a))C), λ〉.
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This can be simplified further using Lemma 5.14
h(δo(χ∆(a))C) = δ
o(h(χ∆(a)))h[C] = δ
o(χ∆(h(a)))h[C].
We conclude
Σ(h)−1([a ∈ ∆]) = {(C, λ) ∈ hˆ∗Σ↓ | 〈δ
o(χ∆(h(a)))h[C], λ〉 = 1}.
Note that if [a ∈ ∆] = δ(a)−1(∆), and
δ(a)
h
= 〈δi(a)
h
, δo(a)
h
〉 : H∗Σ→ Ru × Rl,
then
Σ(h)−1([a ∈ ∆]) = δ(a)−1
h
(∆).
We would like to combine this open with a state, seen as a probability
valuation, in order to obtain a truth value. There is one problem however,
as the open lies in Ohˆ∗Σ↓ and not in OΣ↓. Recall that a state ψ defines a
probability valuation by combining the probability valuations µC : OΣC →
[0, 1], corresponding to the local states ψ|C : C → C. Externally viewed, the
valuation µ is given by
µ : OΣ↓ → OR(C, [0, 1]) µ(U)(C) = µ
C(UC).
In very much the same way, a state ψ defines the function
µh : Ohˆ
∗Σ↓ → OR(C, [0, 1]) µh(U)(C) = µ
h[C](UC).
Note that for U ∈ Ohˆ∗Σ↓, UC ∈ OΣh[C]. The reader is invited to check that
µh satisfies all conditions required to turn the corresponding internal function
µ
h
: OH∗Σ→ [0, 1]
l
into a probability valuation.
Using µ
h
we can once again obtain truth values. Since daseinisation and
automorphisms interact well, we obtain the following result.
Theorem 5.18. The following two forcing conditions are equivalent:
1. C  µ
h
(Σ(h)−1([a ∈ ∆])) = 1,
2. h[C]  µ([h(a) ∈ ∆]) = 1.
Proof. Spelling out the first condition gives
µh[C]({λ ∈ Σh[C] | 〈δ
o(χ∆(h(a)))h[C], λ〉 = 1}) = 1
or, equivalently
ψ(δo(χ∆(h(a)))h[C]) = 1,
which is just the second forcing relation of the proposition.
As daseinisation of self-adjoint operators commutes with ∗-automorphisms,
the elementary propositions of both the covariant and contravariant approach
transform in a simple way under the action of Σ(h)−1. As a consequence, the
theorem given above states that if S is the cosieve or sieve of the proposition
Σ(h)−1([a ∈ ∆]) relative to some state ψ, then h[S] is the cosieve or sieve of
[h(a) ∈ ∆] relative to that same state ψ.
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