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We study a Bose-Einstein condensate at the low energy limit and show that their collective dynamics exhibit
interesting quantum dynamical behavior. The system undergoes a dynamical quantum phase transition after a
sudden quench into a properly distributed static force, provided its dispersion relation is linear. We corroborate
the occurrence of the dynamical phase transition by calculating Fisher zeros of the Loschmidt amplitude and
showing that they cross the real time axis in thermodynamic limit. A connection is established between the
order of nonanalycity in the return rate function and the spectral density of the force. Furthermore, it is shown
that a logarithmic or power law scaling holds at the critical times depending on the displacement spectrum. The
scaling behaviors are studied for three different cases. Eventually, a scheme for the quantum simulation of such
dynamical phase transition and its verification is proposed. We show that the behavior remains observable even
by taking into account the environmental effects.
I. INTRODUCTION
Quantum phase transitions (QPTs) have always been offer-
ing attracting physics1,2. Non-analytic behaviors in the phys-
ical observables of an equilibrium interacting system and its
universality has been widely explored in various systems: The
spin and fermionic systems such as Ising, Heisenberg, and
two-band models3–5, interacting bosons6,7, and the fermion-
boson interaction8,9. The studies include a large class of one-
dimensional (1D) systems in dilute Fermi and Bose gases,
the so-called Luttinger liquids, where the problem boils down
to a set of bosons with a linear dispersion relation10. The
apparently simplified system exhibits remarkable features11
and thanks to the recent technological advances some of their
properties have been studied experimentally12–15. The con-
cept of universality in QPTs has also been explored in the
nonequilibrium dynamics16. Dynamical behavior of quantum
systems far from equilibrium can exhibit abnormalities in the
physical observables signaling a dynamical quantum phase
transition (DQPT)17,18. The DQPT is an emerging topic ex-
panding the concept of phase transition to the seemingly un-
controllable parameter, namely time, and lies at the heart of
sudden quenches19–22. In many situations a quench across an
equilibrium critical point triggers the DQPT23–32. Nonethe-
less, the effect is not necessarily associated to the equilibrium
state of the system31,33,34.
Bose-Einstein condensates (BEC) at weakly interacting
regime are described by a set of non-interacting bosons with
a linear dispersion relation35. In a very recent experiment
the geometric phase of a BEC is measured via a dynami-
cal quantum Zeno effect36. Such a system can be brought
into interaction with an atomic degree of freedom, e.g. via
laser transitions. The system has shown to provide interest-
ing physics, especially, it has a close correspondence with
the spin-boson model at sufficiently low energy and tempera-
tures35,37,38. When the above mentioned interaction is tuned
properly, pure dephasing of the atomic state can be used as
a non-destructive probe to the temporal phase fluctuations of
the BEC39.
In this paper, we show that despite its seemingly trivial dy-
namics a system of non-interacting bosons with linear disper-
sion relation, e.g. a low energy BEC, experiences dynamical
phase transitions owing to the quantum interference effects in
its topological phase. The system undergoes a DQPT after a
sudden quench out of its equilibrium by a static force. This
takes the collective state of the system from a vacuum into a
coherent state that accumulate geometric phase over time. By
studying the Loschmidt amplitude, we find that the return rate
function behaves non-analytically that is associated with the
kinks in the collective geometric phase at the critical times.
The occurrence of a DQPT is evidenced by showing that the
cusps occur where the Fisher zeros of the Loschmidt ampli-
tude cross the real time axis, the critical times tc. By inves-
tigating the behavior of return amplitude rate function at the
critical points we find different scaling behaviors that depend
on the spectral density of the static force.
We use our proposed setup for spin–boson model based on
color centers in hexagonal boron nitride (h-BN) monolayers40
to show such DQPT in the set of bosons manifests itself as
kinks in the qubit coherence dynamics. Such a spin–boson
model is realized by coupling the electronic spin of a color
center to vibrations of a free-standing h-BN membrane41.
II. MODEL
According to the Bogoliubov theory, the physics of a BEC
at low energies is described by a set of non-interacting bosons
with a linear dispersion relation: Hˆ = ∑p 6=0υ |p|aˆ†paˆp. Here,
υ is the velocity of sound excitations and p are momenta of
the bosons10,42. The momentum is discrete p = kpi/L for a
finite system length L with integer k, and thus, without loss of
generality the above Hamiltonian can be written in terms of
the discrete modes where frequency of the kth mode is given
by ωk = 2kpiυ/L. Therefore, the period of the whole sys-
tem is given by the longest local period τ0 ≡ L/υ . Here, we
emphasize that the linear dispersion relation is at the heart of
the observations that are discussed in this paper. In fact, the
DQPT does not occur for systems with a nonlinear dispersion
relation.
The Hamiltonian of the system thus reads Hˆ0 = ∑kωkaˆ
†
k aˆk.
The ground state of Hˆ0 is a BEC | /0〉 =⊗k |0〉k whose time
evolution is trivial and only collects a global dynamical phase
corresponding to the vacuum energies. Nevertheless, a global
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FIG. 1. (a) Fisher zeros for α = +1 (gray diamonds), α = 0 (or-
ange circles), and α = −1 (purple squares). The right panel shows
Loschmidt rate function γ (gray solid) and its first (dashed orange)
and second (dotted purple) derivatives for (b) α =+1, (c) α = 0, and
(d) α =−1. The system size is L= 103.
displacement of the modes can dramatically change the sys-
tem dynamics as it becomes clear in the following. By im-
posing the static force ~λ = {λk} on the system, its Hamil-
tonian turns into Hˆ1 = Hˆ0 + ∑k λk(aˆk + aˆ
†
k) whose ground
state is a multimode coherent state
⊗
k |αk〉 with amplitudes
αk = 2λk/ωk43,44. In the phase space representation, each
mode is associated to a circular bulb satisfying the mini-
mum Heisenberg uncertainty relation in the respective phase
xkpk plane. Time evolution of the system with the displace-
ment becomes nontrivial as each bulb goes round a circle
in their phase plane passing through the origin and centered
at (xk, pk) = (λk/ωk,0)45. The modular variables of each
mode are defined by aˆk = (xˆk + ipˆk)/
√
2 and hence follow
the algebra with all of their commutators equal to zero but
[xˆ j, pˆk] = iδ jk. Due to the non-commuting nature of the mod-
ular variables each mode accumulates a geometric phase as it
evolves by time, which is proportional to the area enclosed by
its circular path: φk(t) = (λk/ωk)2[ωkt− sinωkt]45. The total
geometric phase is then
ΦG(t) =∑
k
(
λk
ωk
)2
[
ωkt− sinωkt
]
, (1)
which is composed of a linear term in time and an oscillating
part. For the sake of clarity, we discard the effect of linear
term in the following as it does not contribute in the dynam-
ics that we are interested in. In the cases where {λk} assume
proper values, the total geometric phase exhibits non-analytic
behaviors due to quantum interference effects. The kinks in
the geometric phase, in turn, signal dynamical criticality of
the system46–48 and—as it will become clear shortly—they
indeed refer to a dynamical quantum phase transition26,30.
The concept which is studied in the rest of paper. It worths
mentioning that geometric phase of the ground state is a topo-
logical feature of physical systems49, whose critical behavior
across a QPT in the Ising model has established the connec-
tion between the two supposedly irrelevant aspects47,50.
The order of criticality ofΦG is determined by the displace-
ment parameters in the following way. Assuming λk ∝ ω
α/2
k ,
it is useful to work with J (ν) =∑k λ 2k δ (ν−ωk), the spectral
density function. The linear dispersion relation of our system
simplifies this function to J (ν)∝ να , in the continuum limit.
We find that for α = 1 the geometric phase of the system suf-
fers zeroth order criticality at the global periods τ0. Instead,
it experiences a first order criticality (kinks in the first deriva-
tive of total geometric phase Φ˙G) around α = 0, and so forth
such that for a given integer value of α a (1−α)th criticality
is expected. Remarkably, the effect disappears as soon as the
dispersion relation deviates from a linear function as shown in
Appendix B.
III. DYNAMICAL QUANTUM PHASE TRANSITION
In addition to the geometric phase, the critical behavior of
the system manifests itself as kinks in the Loschmidt ampli-
tude of the quench dynamics. When the system is prepared in
the ground state of Hˆ0 and then suddenly pushed by a static
force, whose dynamics is dictated by Hˆ1, there will be a finite
probability for the system to return to the initial state | /0〉 over
time. The amplitude of such return probabilities, the so-called
Loschmidt amplitude, is given by
G(t)≡ 〈 /0|exp{−itHˆ1
}| /0〉. (2)
This quantity is the dynamical counterpart of the field theoret-
ical boundary partition function and its roots in the complex
plane of time, the Fisher zeros, determine nonanalytic proper-
ties of the system. A dynamical phase transition occurs where
locus of the zeroes of G(z) in the complex time plane cross
the real axis in the thermodynamic limit26. In Appendix A
we derive an analytical expression for the Loschmidt ampli-
tude in our system G(z) = e−γ(z) with γ(z)≡∑k(λk/ωk)2(1−
(a)
(b) (c)
FIG. 2. (a) Behavior and scaling of the return rate function close to
the critical times for α = +1,0,−1 when the system size is fixed to
L= 106. The power law scaling for α = 0 is shown in (b) and (c) with
respect to the system size L and normalized critical time proximity
τ ≡ (t− tc)/tc.
3cosωkz), the return rate function. The complex zeros for α =
0,±1 are then found numerically and one notices that they
approach the real time axis at t∗n = nτ0 for n = 1,2,3, · · · es-
tablishing the occurrence of a DQPT in our model [Fig. 1(a)].
The transitions are closely related to nonanalytic behavior of
the return rate function as well as the total geometric phase
of the system. γ(t) remains an analytic function of time ex-
cept at the critical points tc that are determined by the Fisher
zero lines. In Fig. 1 this is shown for three different spectral
densities with α = 0,±1. The order of criticality in the return
rate function follows the pattern described above for the total
geometric phase. That is, for integer values of α the system
experiences a (1−α)th DQPT. Remarkably, as the value of α
decreases from +1 to −1 the density of Fisher zeros around
the real time axis decrease and take distance from the axis.
This suggests an explanation for the order of DQPT at differ-
ent α values.
The criticality in the collective dynamics of the system is a
quantum interference effect that should be traced back to the
geometrical correlations between the modular variables that
manifest themselves in the total geometric phase. Higher or-
der time correlations are anticipated to further unveil the na-
ture of phase transition45.
Scaling
We next study scaling of the phase transitions. To this end,
the dynamical behavior of the Loschmidt rate function, which
is dynamical counterpart of the free energy function, is studied
close to the critical points. We first notice that the scaling
behavior depends on the spectral density exponent α . For α =
1 the rate function behaves logarithmic in the vicinity of the
critical times tc = t∗n . That is, γ(τ) ∝ ln |τ| where τ ≡ (t −
tc)/tc quantifies proximity to the critical time. Meanwhile, for
α = 0 and −1 it has a power law scaling γ(τ) ∝ |τ|ξα with
dynamical exponents depending on α . It is worth mentioning
that such behaviors are exactly the same for all critical times.
The results are shown in Fig. 2(a). For a white-noise spectral
density we find ξ0 = 1, while for the pink-noise the exponent
is ξ−1 ≈ 1.85.
To further explore the scaling properties of the DQPT, we
take the white-noise case and notice that for a given length
of the system L, the accuracy of the closeness to the critical
point τ ≡ (t− tc)/tc is limited to τ & L−1. Therefore, the true
scaling holds only for the higher values of τ and for shorter
times it reduces to that of leading term of the cosine, i.e. ∝ τ2
[Fig. 2(b)]. On the other hand, for a given value of τ at the
critical points the return rate function scales linearly with the
system length up until it reaches the validity limit L & 1/τ
from where it turns into a plateau showing insensitivity to the
system size close to the critical point [Fig. 2(c)].
IV. IMPLEMENTATION
To experimentally implement a system that shows the above
mentioned nontrivial dynamics, here we put forth a setup
with a detection scheme. The system is composed of a free-
standing monolayer h-BN membrane with an embedded color
center40,51,52. The latter is responsible for displacement of
the modes and also is employed as a probe to the return rate
function, and thus, the global geometric phase of the sys-
tem50. The color center has a spin doublet electronic ground
state {|↑〉, |↓〉}. When immersed in a magnetic field gradi-
ent, the spin couples to the position of the membrane Xˆ .
The dynamics is described by the interaction Hamiltonian
Hˆint = geµBη |↑〉〈↑|Xˆ , where η is the magnetic field gradi-
ent, while µB and ge are electron Bohr magneton and g-factor,
respectively40. For implementing a uniform static force (the
white-noise spectral density) on a system of bosons with lin-
ear dispersion relation, we take a circular geometry: a mem-
brane with radius R and thickness h with the defect at its
center. Therefore, the spin only couples to the axisymmet-
ric modes40,53,54. The membrane is assumed to be subject to
a dominant tensile force at the boundaries ε  (h/R)2. The
motion of the membrane is then described by its normal vi-
brational mode spectrum {Ωk} that span from the lowest fre-
quency Ω0, the fundamental mode, to the highest ΩN , set by
the maximum vibrational wavelength [Appendix C]. We ex-
pand the mechanical position operator in terms of the normal
modes Xˆ =∑Nk=0 x
◦
k(bˆk+ bˆ
†
k) to arrive at the total Hamiltonian
Hˆ =
N
∑
k=0
Ωkbˆ†k bˆk+Λk|↑〉〈↑|(bk+ bˆ†k). (3)
Here, the bosonic annihilation (creation) operator bˆk (bˆ
†
k)
is assigned to the kth mechanical normal mode. The cou-
pling strength of each mode to the spin-qubit is given by
Λk ≡ geµBηx◦k with the zero-point fluctuation amplitude of kth
mode x◦k =
√
h¯/2M∗kΩk, where M
∗
k is the effective mass. Such
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FIG. 3. (a) Collapse and revival in the spin coherence at the coupling
rates: Λ0/Ω0 = 0.5 (black), Λ0/Ω0 = 1.0 (green), and Λ0/Ω0 = 2.0
(red). (b) The return rate function (gray) and its derivative (orange
dashed) at zero temperature. (c) Fisher zeros of the Loschmidt am-
plitude for three different system sizes. The zeros approach to the
real time axis as the system size increases. The tongues suggest that
the crossings occur at the integer multiples of pi/∆ in the thermody-
namical limit.
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FIG. 4. (a) Scaling of the return rate function close to the critical
times (in units of τ). The power law scaling assumes different expo-
nents at the integer and half-integer times where the transitions are
first and second order, respectively. (b) The power law scaling at
tc = τ for three finite temperatures in units of fundamental mode oc-
cupation number nth. The lines are linear fits. In all plots the system
size is N = 105.
spaced frequencies Ωk+1−Ωk = ∆, hence they form a linear
dispersion relation. And all modes are equally coupled to the
spin Λk = Λ0, thus a uniform static force. Therefore, its spec-
tral density is of white-noise with α = 040.
A. Pure dephasing
Let us now study dynamics of the qubit when initially pre-
pared in a superposition state 1√
2
(|↑〉+ |↓〉). The off-diagonal
elements of the spin density matrix ρ evolve as 〈↑|ρ(t)|↓〉 =
〈↓|ρ(t)|↑〉= 〈↑|ρ(0)|↓〉e−Γ(t) with55
Γ(t) =
N
∑
k=0
(Λk
Ωk
)2 coth( h¯Ωk
2kBT
)
(1− cosΩkt), (4)
for a thermal bosonic bath at temperature T , while kB is the
Boltzmann constant. For a zero-temperature bath T = 0 it
is enough to drop the coth factor. One then obviously finds
that the free-induction decay (FID) of the spin-qubit is the
same as the Loschmidt amplitude of the bosonic bath when
quenched from a non-displaced form to a ‘properly’ displaced
bath: G(t) = exp{−Γ(t)}. The FID is plotted in Fig. 3(a). The
coherence of the qubit falls off with time. However, close to
global period of the bath τ0 it sets for a partial revival depend-
ing on the strength of the qubit-bath coupling Λ0. Remark-
ably, kinks and cusps are observable during the collapse and
revivals around half of the collective periods τ ≡ 2pi/∆. As
discussed above, such behavior signals a DQPT in the bosonic
bath manifesting itself in the coherence dynamics of the spin.
The numerically computed Fisher zeros indeed confirm this
observation. One clearly sees from Fig. 3(c) that the Fisher
zeros exhibit tongues appearing exactly at the integer multi-
ples of τ/2. By increasing size of the system the zeros of the
Loschmidt amplitude get closer to the real time axis and cross
it in the thermodynamic limit.
We next study the DQPT in our system both qualitatively
and quantitatively. For this, the rate function Γ and its deriva-
tive are numerically evaluated and plotted in Fig. 3(b). One
notices that kinks at the half integer multiples of τ are of sec-
ond order transitions, while at the integer multiples of the
period the system undergoes first order transitions. In or-
der to quantify them, we study the scaling behavior of the
cusps close to the critical times. The results are summa-
rized in Fig. 2; we find that for all critical times the rate
function closes to its critical value as a power-law function
|Γ(t)−Γ(tc)| ∝ τΞ. The scaling exponent, nonetheless, is
different. For the second order (half integers of τ) we find
Ξ≈ 0.85, while the first order transitions (at integer multiples
of τ) scale with Ξ= 1 [Fig. 4(a)].
To take into account the most prohibiting experimental lim-
itation, we now study effect of finite bath temperature. In
Fig. 4(b) we plot the scaling behavior at tc = τ for three dif-
ferent temperatures in units of fundamental mode occupation
number nth =
[
exp{h¯ω0/kBT} − 1
]−1. The exact calcula-
tions show that the kinks and cusps in the FID and the re-
turn function survive at sufficiently low temperatures. How-
ever, as the temperature rises, the kinks start to turn into
smooth edges (see Appendix D for the plots). In fact, devi-
ations from the power law scaling set off as the temperature
rises but it remains detectable even at temperatures as high
as nth ∼ 100. For a membrane with fundamental frequency
Ω0/2pi = 20 MHz this occupation number corresponds to an
ambient temperature of T ≈ 0.1 K.
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Appendix A: Loschmidt amplitude
Loschmidt amplitude is in fact a braket representing the
overlap between an initial quantum state and its time evolved
version under a different Hamiltonian. In this appendix we
provide the steps of the analytical calculations that lead to the
Loschmidt amplitude given in the main text. In the interaction
picture of Hˆ0 one arrives at:
e−iHˆ0t
(
∑
k
Vˆk
)
eiHˆ0t ≡∑
k
Vˆk(t) =∑
k
gk
(
bˆ†ke
iωkt + bˆke−iωkt
)
.
The interaction picture time evolution is thus given by
Uˆ(t, t0) = T+ exp
{
− i
∫ t
t0
ds∑
k
Vˆk(s)
}
, (A1)
where T+ is the elapsing time ordering operator and t0 is some
initial time. The commutator of the Vˆk(t)s at two different
times are complex numbers:
[Vˆk(t),Vˆk′(t
′)] =−2ig2k sin
[
ωk(t− t ′)
]
δkk′ . (A2)
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FIG. 5. Topological properties of the model for α = 0,±1 and at β = 0.9,1,1.1. The Loschmidt amplitudes are plotted in the right most
panels, while the spectral densities are shown at the left panels. Here, we have taken N = 1000.
This property of the interaction Hamiltonian allows us to sim-
plify Eq. (A1) into
Uˆ(t, t0) = exp
{
i
∫ t
t0
ds
∫ t
t0
ds′Θ(s− s′)ϕ(s− s′)
}
Dˆ(t, t0),
where Θ(t) is the Heaviside step function, ϕ(t − t ′) ≡
∑k g2k sinωk(t − t ′), and Dˆ(t, t0) ≡ exp
{
∑k(αkbˆ
†
k − α∗k bˆk)
}
with αk = (gk/ωk)(eiωkt0 − eiωkt). Therefore, apart from an
overall dynamical (time dependent) phase factor the time evo-
lution of the total system is governed by the operator Dˆ(t, t0),
which is nothing but a multimode displacement operator. By
assuming an initially ground state for the bath |ψB〉(t0) = | /0〉
the Loschmidt amplitude at every instance of time is
G(t) = eiθ(t,t0)〈 /0|Dˆ(t, t0)| /0〉= eiθ(t,t0)∏
k
〈 /0|αk〉
= eiθ(t,t0)∏
k
exp{−1
2
|αk|2}
= eiθ(t,t0) exp
{
− 1
2∑k
|αk|2
}
. (A3)
For t0 = 0 one easily verifies that
|G(t)|= exp
{
−
L
∑
k=0
( gk
ωk
)2
(1− cosωkt)
}
. (A4)
6This is exactly the equation reported in the paragraph below
Eq. (2) in the main text.
Appendix B: Criticality of the geometric phase
During the main article our focus has been on the topolog-
ical order parameter to quantify the criticality in the geomet-
rical properties of the system. In this appendix, instead, we
explore the critical behavior of the geometric phase—which is
closely related to the dynamical order parameter introduced in
the main text—with more details. Another purpose of this Ap-
pendix is to illustratively emphasize of the central role of the
dispersion relation in the geometrical behavior of the bosonic
system. As mentioned before, the critical behaviors studied
in the paper are indeed a feature of linear dispersion relation
of the bath. To show this illustratively we plot the total ge-
ometric phase (sum of the geometric phases accumulated by
each boson mode) and its derivatives in Fig. 5. In the figure
the three spectral densities that where studied in the paper are
plotted when the dispersion relation is linear and also when
it slightly differs from a linear function. Namely, when the
bath frequencies are given by ωk = (k+ 1)βω0 in terms of
the fundamental frequency. Here, we take β = 0.9, 1, 1.1.
The results clearly verify that the kinks and cusps only ap-
pear in the case of linear function, for β = 1. This is evident
both from the total geometric phase and the Loschmidt ampli-
tudes that are plotted in the left most panels. As soon as the
dispersion relation deviates from a linear function the non-
analytic behaviors turn into rapid oscillations. The situation
will not change even by setting a constant factor to the fre-
quencies. Therefore, the interference of the modal variables
through their geometric phase only leads to irregular behavior
when the frequency of the modes form a comb-like spectrum.
That is, when the frequencies of every two adjacent modes are
the same for the whole spectrum.
In Figs. 5 the spectral density function of the three systems
with different αs (shown above the spectral density plot) stud-
ied in the paper are plotted alongside their corresponding ge-
ometric phase and the derivatives. The total geometric phase
is in gray solid line, its first time derivative is in red dashed
line, while the second time derivative is plotted in purple dot-
ted line. We also plot Loschmidt amplitude in the figure at the
different situations described above. In the case of α = −1
spectral density the kinks only appear as second order non-
analytic points at the critical times. Hence, we show the sec-
ond derivative of the Loschmidt amplitude G¨(t) in this case.
Appendix C: Elasticity
Let us now present the mechanical model describing the
motion of a thin layer of the type we use in the main text.
We denote displacement of each point on the membrane by
u(r,θ) with respect to its equilibrium plane. Note that we are
assuming a circular membrane with radius R. Hence, the po-
lar coordinates are considered. The deflections then obey the
following equation of motion53,
ρ2D∂ 2t u=−D∇2∇2u+T∇2u, (C1)
where ∇2u = 1r
∂
∂ r (r
∂u
∂ r )+
1
r2
∂ 2u
∂θ2 is the two-dimensional (2D)
Laplacian, ρ2D is the membrane’s 2D mass density, and D =
Yh3/[12(1− σ2)] with Y being the Young modulus, h the
thickness of the membrane, and σ its Poisson ratio. Here,
T = T0+∆T is the total tensile force experienced by the mem-
brane, with T0 the force applied by the support and ∆T the
bending tension as a result of extension. The latter is propor-
tional to the relative change in the surface area of the mem-
brane,
∆T = Yh
∆A
A0
=
Yh
2A0
∫ 2pi
0
dθ
∫ R
0
rdr |∇u|2 . (C2)
We assume that the bending energy is much smaller than the
contribution coming from the tensile force on the edges of
the membrane (D∇2∇2u T0∇2u). Thus the equation (C1)
simplifies to
ρ2D∂ 2t u= T0∇
2u+
(
Yh
2A0
∫ 2pi
0
dθ
∫ R
0
rdr |∇u|2
)
∇2u, (C3)
and leads to nonlinearities in the equation of motion, which
can be treated perturbatively in our regime of interest. In par-
ticular, we proceed by finding the normal modes associated to
the linear problem ρ2D∂ 2t u= T0∇2u, expand equation (C3) in
these, and keep leading nonlinear terms only. The membrane
geometry is taken to be a disc with radius R, which possess
radially-symmetric (axisymmetric) modes as well as excited
modes with trigonometric polar-angle dependence. We ap-
ply the separation of variables u(r,θ , t) = ∑∞n=0Xn(t)ψn(r,θ)
to obtain the following normal-mode equations for the linear
part of Eq. (C3),
∇2ψn(r,θ)+
(
ζn
R
)2
ψn(r,θ) = 0, (C4)
where ζ 2n = ρ2DR2Ω2n/T0 and should be found numerically as
shall be explained below. Here, Ωn ∈ R is the oscillation fre-
quency of nth mode. The nonsingular solutions of the above
equation can be written as ψn(r) = AnJkn(ζnr/R)cosknθ ,
where Jk are Bessel functions of the first kind, kn ∈ Z. We
order the solutions with increasing values of their separation
constant, so that ζ0 < ζ1 < ζ2 < · · · , i.e. the normal modes
{ψn}n=0,1,2,... are ordered from lower to higher frequency. For
our clamped circular membrane, the boundary conditions im-
ply
Jkn(ζn) = 0. (C5)
We choose An such that max{ψn} = 1 so that Xn provides
the maximal vertical deflection of the membrane when the
corresponding mode is excited. For the axisymmetric modes
An = 1.
The dynamics of each mode is obtained by inserting
u(r,θ , t) =∑∞n=0Xn(t)ψn(r,θ) into Eq. (C3), multiplying both
7sides of the resulting equation by ψm(r,θ), and integrating
over the surface of the membrane. This leads us to
M∗n X¨n =−KnXn−
Yh
2piR2 ∑m
MmmMnnX2mXn. (C6)
Here, M∗n = ρ2D
∫ 2pi
0 dθ
∫ R
0 rdrψ2n is the effective mass of
the nth mode and Kn = T0Mnn the mode’s spring con-
stant, and we have introducedMmn=
∫ 2pi
0 dθ
∫ R
0 rdrψm∇2ψn=∫ 2pi
0 dθ
∫ R
0 rdr(∇ψm) · (∇ψn). We note that Mmn vanishes for
m 6= n as a result of the orthogonality of the modes, which
simplifies the nonlinear cross-coupling between the modes to
only two modes (instead of four-wave mixing that would ap-
pear for the T0 = 0 case). Therefore, the dynamics of the mem-
brane can be described by the Hamiltonian
Hm =
∞
∑
n=0
( P2n
2M∗n
+
1
2
M∗nΩ
2
nX
2
n +
1
4
βnX4n
)
+
Yh
2piR2
∞
∑
n6=m
MnnMmmX2nX2m. (C7)
where the terms with n = m are excluded from the second
sum as they are already included in the first sum. Moreover,
we have defined Ωn =
√Kn/M∗n and βn = 4(Yh/2piR2)M2nn.
Let us now put the focus on the axisymmetric modes where
the diagonal nodes are absent from the profile. Indeed, spin
state of a defect at the center of a circular membrane only
couples to the axisymmetric modes40. By this choice, the nor-
mal modes are fully identified by the number of their radial
nodes and their profile function simplifies to: ψn(r)= J0(ζn rR )
where the ζns are determined through J0(ζn) = 0. It is then
straightforward to find thatΩn= (ζn/R)
√
Yhε/ρ2D and given
the following identity for the Bessel functions∫ 1
0
xJν(ζν ,nx)Jν(ζν ,mx)dx=
1
2
[
Jν+1(ζν ,n)
]2δmn , (C8)
one finds M∗n = piR2ρ2D
[
J1(ζn)
]2 for the effective mass of the
modes. Furthermore, the Duffing nonlinearity and the inter-
mode coupling rates are respectively given by
χnm =
Yhpi
2R2
ζ 2n ζ
2
m
[
J1(ζn)
]2[J1(ζm)]2, (C9)
and 14βn ≡ χnn. To compare the harmonic part of the Hamil-
tonian against the anharmonicity and the quartic inter-mode
coupling rates one has to take into account the vibrational
amplitudes. In this work we mainly consider temperatures
close to the absolute zero as the operating point of the sys-
tem. Therefore, one takes the thermal amplitudes for the ex-
pectation values 〈Xn〉 ≈ nnx◦n in a mean-field approximation to
arrive at:
Rn ≡
1
4β (nnx
◦
n)
4
1
2M
∗
nΩ2n(nnx◦n)2
=
h¯ζn
8piR3
ε−
3
2√
Yhρ2D
n2n, (C10)
where nn =
[
exp{h¯Ωn/kBT}− 1
]−1 is the thermal occupa-
tion number of the nth mode. We have taken the high tensile
×10−14
FIG. 6. Density plot of the ratio parameter with respect to the mode
numbers for the first 20 modes. One notices that the parameter is
maximized for m= n.
strain at the boundaries as our working regime. Therefore,
we set ε = 107× (h/R)2 according to the results presented in
Ref.40. By putting the values corresponding to a monolayer of
hexagonal boron nitride that are h= 3.3 A˚, Y = 270 GPa, and
ρ2D = 6.93×10−7 kg/m2 we are brought to
Rn ≈ 4.69×10−16ζnn2n. (C11)
The value of ζn, the Bessel function zeros, increases only lin-
early with the node number, i.e. ζn ∝ n. Meanwhile, the occu-
pation number falls rapidly with the increasing frequency for a
given temperature. Therefore, the ratioRn remains negligible
for a large number of vibrational modes at the temperatures
discussed in the main text. Negligibility of the inter-mode
coupling is concluded in the same lines. To show this, we
define a generalized ratio parameter as the following
R˜n,m ≡ χnmnnx
◦
nnmx
◦
m
1
2
√
M∗nM∗mΩnΩm
. (C12)
Note that R˜n,n =Rn. This parameter is plotted in Fig. 6 with
the hBN parameter values. One obviously finds that the pa-
rameter is maximized at for n=m, which a small in our setup
as evidenced in Eq. (C11).
Appendix D: Pure dephasing at finite temperature
In this section we present the temporal behavior of the sys-
tem when the temperature is not exactly zero. The steps of the
analytical calculations are quite similar to that of Loschmidt
amplitude given in Appendix A. The total Hamiltonian in
Schro¨dinger picture is Hˆ = Hˆ0+ Hˆintwith:
Hˆ0 =∑
k
ωkbˆ†k bˆk, (D1)
Hˆint = |↑〉〈↑|∑
k
gk(bˆk+ bˆ
†
k). (D2)
8
FIG. 7. Collapse and revival in the spin coherence at the coupling rate g0/ω0 = 1 at three different temperatures. The middle panel is a close
up of the most prominent cusp that happens at tc = 2τ . The right most panel gives yet a closer look at the high temperature FID illustrating its
non-analytic essence at the critical time. Here, we have taken N = 104.
In the interaction picture of Hˆ0 the Hamiltonian becomes time
dependent and given by
e−iHˆ0tHˆinteiHˆ0t ≡ Hˆint(t) = |↑〉〈↑|∑
k
gk
(
bˆ†ke
iωkt + bˆke−iωkt
)
.
The interaction picture time evolution is given by
Uint(t) = T+ exp
{
− i
∫ t
0
ds Hˆint(s)
}
, (D3)
The commutator of the Hˆint(t) at two different times is a com-
plex number:
[Hˆint(t), Hˆint(t ′)] =−2i∑
k
g2k sin
[
ωk(t− t ′)
]≡−2iϕ(t− t ′).
This property of the interaction Hamiltonian allows us to sim-
plify Eq. (D3) into
Uint(t) = exp
{
i
∫ t
0
ds
∫ t
0
ds′Θ(s− s′)ϕ(s− s′)
}
Vˆ(t), (D4)
where Vˆ(t) ≡ exp{|↑〉〈↑|∑k(αkbˆ†k − α∗k bˆk)} with αk =
(gk/ωk)(1− eiωkt). Therefore, apart from an overall dynam-
ical (time dependent) phase factor the time evolution of the
total system is governed by the operator Vˆ(t). In fact, Vˆ(t) is
a state-dependent multimode displacement operator such that:
Vˆ(t)(|↓〉⊗ |φ〉) = |↓〉⊗ |φ〉,
Vˆ(t)(|↑〉⊗ |φ〉) = |↑〉⊗Dˆ(t,0)|φ〉.
We assume an initially separable qubit-bath state
R(0) = ρ(0)⊗ρB. (D5)
The matrix elements of the qubit system is then determined
by
ρi j(t) = 〈i|ρ(t)| j〉= 〈i|TrB
{V(t)R(0)V−1(t)} | j〉, (D6)
where i, j =↓,↑. It is easy to verify that the populations stay
constant with time. That is, ρ↓↓(t) = ρ↓↓(0) and ρ↑↑(t) =
ρ↑↑(0). While the off-diagonal elements of the density ma-
trix, the coherences, behave as
ρ↑↓(t) = ρ∗↓↑(t) = ρ↑↓(0)e
Γ(t), (D7)
where Γ(t), the decoherence function, is calculated from the
following equation
Γ(t) = log
(
TrB
{
exp
[
∑
k
(αkbˆk−α∗k bˆ†k)
]
ρB
})
=∑
k
log
(
TrB
{
exp
[
αkbˆk−α∗k bˆ†k)
]
ρB
})
.
The expectation value appearing the argument of log functions
is the Wigner characteristic function of the bath mode k:
χW(αk,α
∗
k ) = TrB
{
exp
[
αkbˆk−α∗k bˆ†k)
]
ρB
}
. (D8)
When the state of the bath is Gaussian, e.g. a thermal state or
when the bath is in its ground state, this characteristic function
is easily determined by noting that:
χW(αk,α
∗
k ) = exp
[
− 1
2
|αk|2TrB
{(
bˆkbˆ
†
k+ bˆ
†
k bˆk
)
ρB
}]
.
(D9)
Having this and the relation of αk with system parameters at
each instance of time one calculates
χW(αk,α
∗
k ) =−
( gk
ωk
)2 coth( h¯ωk
2kBT
)
(1− cosωkt). (D10)
Therefore, the decoherence function when the bosonic bath is
in a thermal state turns into
Γ(t) =−
N
∑
k=0
( gk
ωk
)2 coth( h¯ωk
2kBT
)
(1− cosωkt). (D11)
This is the result used in the main text. The scaling behavior
is already presented and discussed in the main text. In order
to provide supplementary information, here we plot the FID
evolution with time at different bath temperatures. The spin-
qubit is initially prepared in a superposition state (a maximally
coherent state) (|↓〉+ |↑〉)/√2 with the density matrix:
ρ(0) =
1
2
(
1 1
1 1
)
. (D12)
The spin coherence at every instance of time is then given by
ρ↑↓(t) = 12G(t). In Fig. 7, G(t) is plotted for a few periods of
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FIG. 8. The return rate function (dashed gray) and its derivative (red varieties) at different temperatures. The right most panel shows a closer
look at the jump in ν˙D at tc = τ . Here, we have taken N = 104.
the fundamental mode at three different temperatures in units
of the occupation number of the fundamental mode nth. One
clearly notices that the kinks start to fade out as the temper-
ature rises. Nevertheless, the cusps survive even at tempera-
tures as high as nth ≈ 100 as the closer looks to the plots show.
To further study effect of finite temperature, we also plot the
return rate function and its derivative in Fig. 8. The cusps are
still appreciable at low temperatures. However, they are not
visually observable at higher temperatures unless in a close-
up picture (the right most panel in the figure).
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