



En general, los conjuntos ordenados se tra-
tan de manera superficial y tangencial en los 
cursos básicos de una carrera de Matemáti-
cas. Sin embargo, los conjuntos ordenados y, 
en particular, los retículos, aparecen con fre-
cuencia en multitud de contextos y pueden 
utilizarse como herramientas para entender 
o demostrar resultados en diversas áreas. La 
teoría de retículos es una rama autónoma 
de las matemáticas, relacionada, entre otras 
disciplinas, con el álgebra y la topología. El 
presente texto no pretende hacer un estu-
dio exhaustivo de esta teoría. Se tratan sola-
mente algunos temas que a juicio del autor 
son interesantes. La presentación es moderna 
y ágil, y el lenguaje que se utiliza es topoló-
gico y de la teoría de categorías.
El nivel del libro es adecuado para estudian-
tes avanzados de la carrera de Matemáticas 
y para estudiantes de posgrado que estén ini-
ciando su camino hacia la investigación en 
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Never in the history of mathematics
has a mathematical theory been
the object of such vociferous
vituperation as lattice theory.
Gian-Carlo Rota
En general, los temas de conjuntos ordenados se tratan de ma-
nera superficial y tangencial en los cursos básicos de una carrera de
Matemáticas. Sin embargo, los conjuntos ordenados y, en particu-
lar, los retículos, aparecen con frecuencia en multitud de contextos
y pueden utilizarse como herramientas para entender o demostrar
resultados en diversas áreas. La teoría de retículos por sí sola es un
campo bastante amplio y podría decirse que es, por derecho propio,
una rama de las matemáticas. En el presente texto no intento hacer
un estudio exhaustivo de la teoría de retículos. Trataré solamente
algunos temas que me parecen interesantes y la escogencia de ellos
es una decisión muy personal. Son temas que he encontrado a tra-
vés del tiempo en mi experiencia como estudiante y en mi trabajo
como profesor de matemáticas tanto a nivel de pregrado como de











el Posgrado en Matemáticas de la Universidad Nacional de Colom-
bia en el segundo semestre de 2009. De hecho, pretendo que este
libro pueda utilizarse como una guía para este curso.
El primer contacto con la noción de retículo lo tuve en un curso
de la Carrera de Matemáticas que se llamaba Fundamentos III y
que corresponde a lo que hoy en día es el curso de Introducción a
la Teoría de Conjuntos. El profesor era José María Chepe Muñoz.
En realidad fue una breve mención en algunos ejercicios y por mu-
cho tiempo no lo consideré importante. Más tarde, en un curso de
análisis con el profesor Alonso Takahashi, reencontré la estructura
de retículo en la prueba del teorema de aproximación de Stone-
Weierstrass. Al final de mi carrera me encontré con la topología
de la envolvente del núcleo (hull-kernel topology) al estudiar, en mi
trabajo de grado, el teorema de representación de Gelfand-Naimark
para C∗-álgebras. Este trabajo, que realicé bajo la dirección del pro-
fesor Takahashi, me hizo constatar, por primera vez, que campos
aparentemente independientes de la matemática estaban relacio-
nados de manera estrecha. Ya en mis estudios de maestría, tuve
la fortuna de conocer al profesor Carlos J. Ruiz, quien me involu-
cró en su grupo de trabajo Lecturas sobre Álgebras de Boole. El
profesor Ruiz recurría con frecuencia a la Teoría de Categorías pa-
ra plantear y resolver todo tipo de problemas. Con él estudiamos
el teorema de representación de Stone para anillos de Boole (que
no necesariamente tienen unidad) [41, 42]. La base de este estudio
consistía en observar que todo anillo de Boole tiene una relación de
orden natural, que le proporciona una estructura de retículo dis-
tributivo relativamente complementado. Aquí aparece de nuevo la
topología de la envolvente del núcleo sobre el conjunto de los idea-
les primos de un anillo de Boole. En el lenguaje de categorías, lo
que dice el teorema de Stone es que la categoría de los anillos de
Boole es coequivalente a la categoría de los espacios topológicos lo-
calmente compactos, de Hausdorff y totalmente disconexos. Según
Johnstone [27], este es uno de los primeros ejemplos no triviales
de equivalencia de categorías. Fruto de este trabajo fue mi tesis de
maestría, dirigida, claro está, por el profesor Ruiz, en la que aprove-
chamos tal coequivalencia para hacer una demostración algebraica
de la unicidad del Conjunto de Cantor.
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Teniendo en cuenta que los anillos de Boole tienen estructura
de anillo conmutativo y también de retículo distributivo, y que los
ideales primos de un anillo de Boole coinciden con los ideales primos
de su estructura de retículo, la topologización emprendida por Stone
tiene generalizaciones en dos contextos diferentes: el de los anillos
y el de los retículos. En efecto, el mismo Stone [43] hace el trabajo
con los retículos distributivos para obtener la correspondencia entre
este tipo de retículos y ciertos espacios topológicos que en este texto
se llamarán espacios de Balbes-Dwinger, debido a la caracterización
presentada por ellos en su exquisito libro sobre retículos distribu-
tivos [12]. Estos espacios fueron llamados espacios de Stone en esa
obra, pero este nombre se reserva ahora, después del extraordinario
libro de Johnstone [27], para los espacios de Hausdorff, compactos y
totalmente disconexos. Hoy en día esta correspondencia se presenta
como una coequivalencia de categorías.
Para el caso de los anillos conmutativos, la topología introdu-
cida por Stone sobre el conjunto de los ideales primos se conoce
como topología de Zariski, quien la utilizó en sus trabajos sobre va-
riedades algebraicas. Sin embargo, este nombre es un poco injusto,
pues, como hemos dicho, la debemos en realidad a Stone. La corres-
pondencia entre los anillos conmutativos y los espacios topológicos,
no se comporta tan bien como en el caso de los retículos distributi-
vos. En efecto, anillos muy diferentes pueden tener espectros primos
homeomorfos. En su tesis de doctorado [25], Hochster caracteriza
topológicamente los espacios que se obtienen como espectros pri-
mos de anillos conmutativos con unidad. Estos son, precisamente,
los espacios sobrios, compactos y coherentes y fueron llamados des-
de entonces espacios espectrales. Los espacios espectrales también
son los espacios que se obtienen como espectros primos de retículos
distributivos acotados. Se ponen así en contacto la categoría de los
anillos conmutativos con unidad y la categoría de los retículos dis-
tributivos acotados. Un estudio de esta relación puede encontrarse
en [40].
Fuera de la compacidad, las propiedades topológicas que carac-
terizan los espacios espectrales no se estudian casi nunca en los
cursos de topología general. De hecho, como rara vez son espacios
de Hausdorff, muchos, en particular los analistas, los miran con un
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poco de desprecio. Sin embargo, este tipo de espacios es muy abun-
dante. Podríamos incluso decir que se encuentran por todas partes.
En efecto, todo espacio topológico con la propiedad T0 es denso
en un espacio espectral. Esto es consecuencia de que toda topolo-
gía es un retículo distributivo y por lo tanto produce, mediante el
mecanismo de Stone, un espacio espectral.
Los retículos más conocidos son los retículos de Boole (retículos
distributivos complementados), gracias, en parte, a que permiten
modelar el cálculo proposicional de la lógica clásica. La estructura
algebraica de estos retículos los pone en correspondencia biyectiva
con las álgebras de Boole y con los anillos de Boole con unidad.
Cada retículo distributivo acotado tiene asociados, de manera na-
tural, dos retículos de Boole: el subretículo de los elementos com-
plementados y la extensión booleana libre. En el lenguaje de ca-
tegorías, esto se expresa diciendo que la inclusión de la categoría
de los retículos de Boole en la categoría de los retículos distribu-
tivos acotados, tiene adjunto a derecha y a izquierda. Esta doble
adjunción se refleja topológicamente en dos métodos de transfor-
mar un espacio espectral en un espacio de Stone (espacio espectral
de Hausdorff). Estos procesos los llamaremos hausdorffizaciones.
El profesor Ruiz también utilizaba con frecuencia la adjunción
en conjuntos ordenados. Esta es una de las nociones menos cono-
cidas (casi nunca enseñada) y más útiles en diversos contextos. Se
trata de un caso particular de adjunción en Teoría de Categorías.
La sencillez del contexto en el que se define hace que esté al al-
cance de cualquier estudiante con un mínimo conocimiento de los
rudimentos de la teoría de conjuntos, es decir, de cualquiera que
haya pasado por un curso básico de fundamentos de matemáticas.
No se requiere, por lo tanto, de la abstracción general de la Teoría
de Categorías para manejarla con fluidez. El primer ejemplo es la
adjunción entre imagen directa e imagen recíproca que se utiliza
permanentemente en todos los contextos que tienen que ver con
las funciones conjuntistas (que son prácticamente todos en la ma-
temática moderna). La adjunción en conjuntos ordenados aparece
con frecuencia pasmosa y muchos resultados importantes se pueden
ilustrar mejor desde este punto de vista. Más aún, las demostracio-
nes de estos resultados son mucho más cortas y elegantes si se hacen
con las herramientas de la teoría de adjunción.
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En un retículo de Boole, se tiene que para cada elemento a, el
operador x 7−→ a ∧ x tiene adjunto a derecha. Se definen, enton-
ces, los retículos de Heyting como aquellos retículos en los que se
satisface esta propiedad. En estos retículos aparece una nueva ope-
ración “→”, que se obtiene a partir de las adjuntas a derecha de los
operadores de extremo inferior. Este tipo de retículos son los que
permiten modelar el cálculo proposicional de la lógica intuicionista.
Gracias a Stone, sabemos que todo retículo distributivo con míni-
mo puede incluirse de manera natural en un retículo de Heyting:
el retículo de sus ideales. También tenemos una estrecha relación
entre la categoría de los retículos de Boole y la de los retículos de
Heyting: el funtor de inclusión de la primera en la segunda tiene
adjunto a derecha y a izquierda.
Una clase importante de retículos es la constituida por los re-
tículos completos. En este tipo de retículos, todo subconjunto tiene
extremo superior y extremo inferior. Todo retículo (en realidad,
todo conjunto ordenado) puede incluirse en un retículo completo.
Uno de los métodos más conocidos de hacer esto se conoce co-
mo compleción de Dedekind-MacNeille y fue introducido por Mac-
Neille como una generalización del método de las cortaduras de
Dedekind para completar el conjunto de los números racionales.
Con el fin de presentar este método de compleción como un fun-
tor adjunto a izquierda, Erné [17] introduce un nuevo tipo de fun-
ciones isótonas que llamaremos aquí funciones estables. Se tiene
así que la compleción de Dedekind-MacNeille se extiende a un fun-
tor que es adjunto a izquierda del funtor de inclusión de la categoría
de conjuntos ordenados y las funciones estables en la categoría de los
retículos completos y las funciones adjuntas a derecha y a izquierda.
Este método tiene el inconveniente de que la imagen de un retículo
distributivo no necesariamente es un retículo distributivo. Existe
otro mecanismo para completar retículos y que sí preserva la distri-
butividad. Se trata de asignar a cada retículo con mínimo el retículo
de sus ideales. Este es un funtor de la categoría de los retículos con
mínimo y la funciones isótonas que preservan mínimo en la catego-
ría de los retículos completos y las funciones adjuntas a izquierda
que es adjunto a izquierda del funtor de inclusión.
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Los retículos de Heyting completos, también llamados marcos
(en inglés frames), son una generalización de las topologías y per-
miten hacer un estudio abstracto de lo que se conoce como topolo-
gía sin puntos. En este contexto, los marcos reciben el nombre de
locales. La categoría de los locales, mediante un refinamiento
del mecanismo de Stone, se pone en contacto con la categoría de
los espacios topológicos. Este mecanismo refinado es, en realidad,
un funtor que resulta ser adjunto a derecha y del que se deduce una
equivalencia entre la categoría de los espacios topológicos sobrios y
la categoría de los locales espaciales.
***
El texto está organizado de la siguiente manera:
En el primer capítulo se definen e ilustran los conceptos de ca-
tegoría, funtor y transformación natural, así como los de funtor
adjunto y subcategoría reflexiva. El lector que ya tenga una fami-
liaridad con estos temas, puede omitir este capítulo.
El segundo capítulo trata las nociones básicas de conjuntos orde-
nados y funciones isótonas, con una sección dedicada especialmente
a la adjunción en conjuntos ordenados. Es importante que el lector
se asegure de asimilar el material de esta sección, pues se utilizará
permanentemente en los capítulos posteriores.
El tercer capítulo se refiere a la estructura de retículo en gene-
ral y sobre los homomorfismos de retículo. Se ilustra la manera de
construir retículos nuevos a partir de retículos dados y se hace énfa-
sis, en particular, en los cocientes (que se originan en las relaciones
de congruencia) y las sumas ordinal y reducida. Se tratan también
aquí los conceptos de ideal, ideal primo, filtro y filtro primo y se
introduce un homomorfismo fundamental que permitirá entender la
manera de asociar a cada retículo un espacio topológico.
El cuarto capítulo es sobre los retículos distributivos. Se mues-
tra, entre otras cosas, la relación que existe entre los ideales y las
relaciones de congruencia en este contexto. Se presenta el teorema
del ideal primo y la manera de asociar a cada retículo un retículo
distributivo, lo que da origen al funtor de distributivización.
El mecanismo de Stone (funtor espectro) se estudia en el quinto
capítulo, y se hace énfasis en el caso particular de los retículos dis-
tributivos. Aquí se introducen los espacios de Balbes-Dwinger y se
i
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muestra la coequivalencia entre la categoría de los retículos distri-
butivos y los homomorfismos propios y la categoría de los espacios
de Balbes-Dwinger y las funciones fuertemente continuas. Se estu-
dia también la propiedad topológica de sobriedad y se presenta el
funtor de sobrificación. En este capítulo se muestra la ubicuidad de
los espacios espectrales.
El sexto capítulo está dedicado a los retículos de Boole y los
retículos localmente booleanos. Se muestran dos maneras naturales
de asociar retículos de Boole a cada retículo distributivo, lo que da
origen a dos maneras de hausdorffizar los espacios espectrales.
En el capítulo séptimo se trabaja con los retículos de Heyting. Se
estudian los elementos regulares, que tienen estructura de retículo
de Boole, y permiten construir uno de los adjuntos del funtor de
inclusión de la categoría de los anillos de Boole en la categoría
de los retículos de Heyting. El otro adjunto se obtiene a partir de
los elementos complementados.
El último capítulo está dedicado a los retículos completos. Se
estudian, en particular, dos métodos para completar un retículo: la
compleción de Dedekind-MacNeille (que es válida para conjuntos
ordenados generales) y la compleción por ideales. Estos métodos son
funtoriales y corresponden a situaciones de adjunción si se escogen
adecuadamente los morfismos.
***
Supongo que el lector está familiarizado con la teoría elemen-
tal de conjuntos y maneja con fluidez las operaciones conjuntistas y
las funciones. También supongo que conoce los conceptos básicos de
topología general: topologías, abiertos, cerrados, interior, adheren-
cia, funciones continuas y homeomorfismos, lo mismo que algunas
propiedades topológicas básicas: compacidad y propiedades de se-
paración T0, T1 y T2.
En el desarrollo del texto aparecen ejemplos que requieren de
cierto conocimiento de teoría de grupos, anillos y campos, pero no
son indispensables para la comprensión general. Aunque no quise
entrar en el detalle de estudiar las estructuras desde el punto de vis-
ta del álgebra universal, sí es necesaria alguna familiaridad con las
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operaciones, pues todo retículo es, en esencia, un conjunto dotado
con dos operaciones binarias que satisface ciertas identidades.
Una aclaración final acerca de la notación: he procurado usar el
lenguaje estándar de los conjuntos y las funciones. Sin embargo, he
utilizado una notación para las funciones imagen directa e imagen
recíproca que no es común: dada una función f : X → Y entre dos
conjuntos, para cada subconjunto S de X designo la imagen directa
de S por f∗ (S) en lugar de f (S) o f [S] y, para cada subconjunto
T de Y , designo la imagen inversa de T por f ∗ (T ) en lugar de
f−1 (T ) o f−1 [T ] .
***
Finalmente, agradezco a mis profesores José María Chepe Mu-
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Algunas nociones de categorías
Adjoint functors arise everywhere
Saunders MacLane
Introducimos aquí algunas nociones básicas de categorías, funto-
res y transformaciones naturales y las ilustramos con ejemplos. El
objetivo principal es entender la noción de funtor adjunto y sub-
categoría reflexiva y co-reflexiva, que se encontrarán en contextos
concretos desarrollados en otros capítulos de este libro. No se pre-
tende aquí hacer un desarrollo extenso de la teoría de categorías,
sino acercar al lector que no esté familiarizado con ella al significado
de los términos básicos y que pueda entender los resultados que, en
capítulos posteriores, se expresan usando estas herramientas.
1.1. Categorías
Definición 1.1. Una categoría C consiste en:
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2. Para cada par de objetos A y B un conjunto [A,B]C cuyos ele-
mentos se llaman morfismos o flechas de A en B. ⋃ {[A,B]C : (A,B)
∈ obC×obC} se nota MorC.
3. Una ley de composición ◦ parcialmente definida en MorC.
Sujetos a las siguientes condiciones:
(o) Si (A,B) 6= (C,D) entonces [A,B]C ∩ [C,D]C = ∅.
(i) Si A,B,C ∈ ObC, f ∈ [A,B]C y g ∈ [B,C]C entonces g ◦ f ∈
[A,C]C.
(ii) Para todo f, g, h ∈ MorC, si g ◦ f y h ◦ g están definidos,
entonces h ◦ (g ◦ f) = (h ◦ g) ◦ f.
(iii) Para cada A ∈ ObC existe un morfismo 1A ∈ [A,A]C tal
que, para todo par de morfismos f y g, si 1A ◦ g y f ◦ 1A están
definidos, entonces 1A ◦g = g y f ◦1A = f. 1A se llama la identidad
de A.
Ejemplo 1.1. En todos los ejemplos de la siguiente lista, la com-
posición es la composición usual de funciones.
Categoría Objetos Morfismos
Conj Conjuntos Funciones
Top Espacios topológicos Funciones continuas
Grp Grupos Homomorfismos
VectR Espacios vectoriales sobre R Transformaciones lineales
Met Espacios métricos Contracciones
Haus Espacios de Hausdorff Funciones continuas
La categoría Conj de los conjuntos, es notada también Set o Ens.
Ejemplo 1.2. Todo monoide M puede verse como una categoría
M con un solo objeto: ObM = {p}; [p, p]M = M. Composición: la
operación de M.
En particular, todo grupo puede verse como una categoría.
Ejemplo 1.3. Todo conjunto ordenado (X,≤) puede verse como
una categoría X :
ObX = X; [x, y]X =
{
∅ si x  y
{(x, y)} si x ≤ y ; (y, z)◦(x, y) = (x, z).
i
i







Definición 1.2. Una categoría C es una subcategoría de la ca-
tegoría D si ObC ⊆ ObD, para cada par de objetos X, Y de C
se tiene que [X, Y ]C ⊆ [X, Y ]D y la ley de composición es la mis-
ma. Si además para cada par de objetos X, Y de C se tiene que
[X, Y ]C = [X, Y ]D se dice que C es una subcategoría plena de D.
Ejemplo 1.4. Met es una subcategoría de Top, pero no es plena.
Haus es una subcategoría plena de Top.
Ejemplo 1.5. Toda categoría C tiene asociada una categoría Cop
con los mismos objetos y los mismos morfismos, salvo que [X, Y ]Cop
= [Y,X]C. Esta categoría se llama la categoría opuesta de C.
Ejemplo 1.6. Si C y D son categorías, entonces C × D es una
categoría donde los objetos son parejas (X, Y ) con X ∈ ObC y
Y ∈ ObD, y los morfismos son parejas (f, g) con f morfismo de C y g
morfismo de D. La composición se hace componente a componente.
1.2. Funtores
La manera de poner en contacto dos categorías es por medio de
funciones que respetan la estructura, es decir, preservan identida-
des y respetan la composición. Estas funciones se llaman funtores
y pueden ser covariantes (respetan el sentido de las flechas) o con-
travariantes (invierten el sentido de las flechas).
Definición 1.3. Sean C yD dos categorías. Un funtor (covariante)
F de C en D es una función de ObC ∪MorC en ObD ∪MorD tal
que:
(i) Si C ∈ ObC entonces F (C) ∈ ObD.
(ii) Si f ∈ [A,B]C entonces F (f) ∈ [F (A) , F (B)]D.
(iii) Si A ∈ ObC entonces F (1A) = 1F (A).
(iv) Si f, g ∈ MorC y g ◦ f está definido entonces F (g ◦ f) =
F (g) ◦ F (f).
Definición 1.4. Sean C y D dos categorías. Un funtor contrava-
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(i) Si C ∈ ObC entonces F (C) ∈ ObD.
(ii) Si f ∈ [A,B]C entonces F (f) ∈ [F (B) , F (A)]D .
(iii) Si A ∈ ObC entonces F (1A) = 1F (A).
(iv) Si f, g ∈ MorC y g ◦ f está definido entonces F (g ◦ f) =
F (f) ◦ F (g) .
Obsérvese que un funtor contravariante de C en D no es otra
cosa que un funtor covariante de Cop en D.
Ejemplo 1.7. El funtor de partes covariante ℘∗ : Conj → Conj:
Para cada conjunto X se define ℘∗ (X) como el conjunto de las
partes de X. Para cada función f : X → Y se define
℘∗ (f) : ℘∗ (X)→ ℘∗ (Y ) : A 7→ f∗ (A) = {f (a) : a ∈ A}.
Ejemplo 1.8. El funtor de partes contravariante ℘∗ : Conj→ Conj:
Para cada conjunto X se define ℘∗ (X) como el conjunto de las
partes de X. Para cada función f : X → Y se define
℘∗ (f) : ℘∗ (Y )→ ℘∗ (X) : B 7→ f ∗ (B) = {a ∈ X : f (a) ∈ B}.
Ejemplo 1.9. El funtor olvido covariante V : Top→ Conj:
Para cada espacio topológico (X, τ) se define V (X, τ) como el con-
junto X. Para cada función continua f : (X, τ) → (Y, µ) se define
V (f) = f : X → Y.
Ejemplo 1.10. El funtor olvido contravariante Ω : Top→ Conj:
Para cada espacio topológico (X, τ) se define Ω (X, τ) como el con-
junto τ. Para cada función continua f : (X, τ)→ (Y, µ) se define
Ω (f) : µ→ τ : A 7→ f ∗ (A).
Ejemplo 1.11. Sean (X,≤) y (Y,≤) dos conjuntos ordenados y
sean X y Y las categorías asociadas correspondientes. Un funtor de
X en Y no es otra cosa que una función f : X → Y que preserva
orden (si x ≤ y en X entonces f (x) ≤ f (y) en Y ).
Ejemplo 1.12. Sean G y H dos grupos y sean G y H las categorías
asociadas correspondientes. Un funtor de G en H no es otra cosa
que un homomorfismo de grupos de G en H.
i
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Ejemplo 1.13. Sea C una categoría. Por cada objeto X de C te-
nemos dos funtores, uno covariante y el otro contravariante:
(i) HX : C → Conj definido por HX (Y ) = [X, Y ]C , para cada
objeto Y de C, y HX (f) : [X, Y ]C → [X,Z]C : g 7→ f ◦ g, para











(ii) HX : entonces C → Conj definido por HX (Y ) = [Y,X]C ,
para cada objeto Y de C, y HX (f) : [Z,X]C → [Y,X]C : g 7→











Ejercicio 1.1. Para cada categoría C tenemos un funtor HC : Cop×
C→ Conj definido porHC(X, Y ) = [X, Y ]C yHC(f, g) (h) = g◦h◦f.
¿Qué relación existe entre este funtorHC y los funtores de las formas
HX y HX del ejemplo anterior?











(X, Y ) [X, Y ]C




HC(f,g)p p p p p p p-
Ejercicio 1.2. Si F : C → D y G : D → E son dos funtores,
entonces G ◦ F : C → E también es un funtor. En este caso, si
F y G son covariantes, entonces G ◦ F también covariante, si uno
de ellos es covariante y el otro contravariante entonces G ◦ F es
i
i
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contravariante y si ambos son contravariantes, entonces G ◦ F es
covariante.
Ejercicio 1.3. Cada categoría C tiene un funtor idéntico 1C que
se comporta como elemento neutro para composición a derecha y a
izquierda.
Nota 1.1. Se podría entonces pensar en la “categoría de las cate-
gorías” cuyos objetos son las categorías y cuyos morfismos son los
funtores. Aquí debe tenerse cuidado con el tamaño de las coleccio-
nes consideradas para evitar paradojas como la que se presenta al
considerar “el conjunto de todos los conjuntos”.
Definición 1.5. Un morfismo f ∈ [X, Y ]C es un isomorfismo si
existe un morfismo g ∈ [Y,X]C tal que g ◦ f = 1X y f ◦ g = 1Y .
Ejemplo 1.14. Los isomorfismos de Conj son las funciones biyecti-
vas. Los isomorfismos de Top son los homeomorfismos. Los isomor-
fismos de Met son las isometrías.
1.3. Transformaciones naturales
Dos funtores con el mismo dominio y el mismo codominio se ponen
en contacto mediante una familia de morfismos que se comporta
bien con la composición. Estas familias son los “morfismos” entre
funtores y reciben el nombre de transformaciones naturales.
Definición 1.6. Sean F : C → D y G : C → D dos funtores
(covariantes). Una transformación natural λ : F → G es una
familia
λ = {λX : F (X)→ G (X)}X∈ObC
de morfismos de la categoría D tal que para todo morfismo f : X →
Y en la categoría C se tiene que G (f) ◦ λX = λY ◦ F (f).
i
i





































Ejemplo 1.15. Considere el funtor F : Top → Top definido por
F (X, τ) = (X,℘ (X)) y F (f) = f . Tenemos que 1 = (1X)X∈ObTop
















Ejercicio 1.5. Si F,G,H : C → D son funtores y λ : F → G
y µ : G → H son transformaciones naturales, entonces µ ◦ λ =
{µX ◦ λX}X∈ObC es una transformación natural de F en H.
Ejercicio 1.6. Todo funtor F : C → D da lugar a una transfor-
mación natural idéntica 1F que se comporta como elemento neutro
para composición a izquierda y a derecha.
i
i






30 CAPÍTULO 1. ALGUNAS NOCIONES DE CATEGORÍAS
Nota 1.2. Bajo consideraciones adecuadas de tamaño podemos
entonces considerar la categoría Fun (C,D), cuyos objetos son los
funtores de C en D y cuyos morfismos son las transformaciones
naturales.
Definición 1.7. Una transformación natural λ : F → G es un
isomorfismo natural si existe una transformación natural µ : G→ F
tal que λ ◦ µ = 1G y µ ◦ λ = 1F .
1.4. Adjunción y equivalencia
Definición 1.8. Un funtor F : C→ D es un isomorfismo si existe
un funtor G : D→ C tal que F ◦G = 1D y G ◦ F = 1C.
La noción de isomorfismo en categorías es bastante restrictiva y
puede relajarse un poco pidiendo que F ◦ G y G ◦ F sean isomor-
fos a los funtores idénticos correspondientes en lugar de que sean
iguales. En este caso no se habla de isomorfismo de categorías, sino
de equivalencia.
Definición 1.9. Un funtor F : C → D es una equivalencia si
existen un funtor G : D→ C e isomorfismos naturales λ : F ◦G→
1D y µ : G ◦ F → 1C.
Definición 1.10. Sean F : C → D y G : D → C dos funtores. Se
dice que F es adjunto a izquierda de G (o que G es adjunto a
derecha de F ) si para cada X ∈ ObC y cada Y ∈ ObD existe una
biyección
λ(X,Y ) : [F (X) , Y ]D → [X,G (Y )]C
tal que
(i) Para todo W ∈ ObC, todo h ∈ [W,X]C y todo f ∈ [F (X),
Y ]D : λ(W,Y ) (f ◦ F (h)) = λ(X,Y ) (f) ◦ h.
(ii) Para todo Z ∈ ObD, todo g ∈ [Y, Z]D y todo f ∈ [F (X),
Y ]D : λ(X,Z) (g ◦ f) = G (g) ◦ λ(X,Y ) (f).
i
i





















































Ejercicio 1.7. Sean F : C → D y G : D → C dos funtores. F es
adjunto a izquierda de G si existe un isomorfismo natural del
funtor HD ◦ (F, 1D) : Cop × D → Conj en el funtor HC ◦ (1C, G) :
Cop ×D→ Conj.
Ejemplo 1.16. El funtor olvido covariante V : Top → Conj es
adjunto a derecha del funtor D : Conj→ Top definido por D(X) =
(X,℘ (X)) y D (f) = f.
Ejercicio 1.8. Si F : C→ D es adjunto a izquierda de G : D→ C
entonces existen transformaciones naturales η : 1C → G ◦ F y ε :
F ◦G→ 1D tales que
(i) G(εA) ◦ ηg(A) = 1G(A), para todo A ∈ ObD.
(ii) εF (B) ◦ F (ηB) = 1F (B), para todo B ∈ ObC.
η se llama la unidad de la adjunción y ε la co-unidad.
Nota 1.3. Si F : C → D es adjunto a izquierda de G : D → C
entonces al restringir F a la subcategoría plena de C cuyos objetos
son aquellos que son isomorfos a objetos de la forma (G ◦ F ) (X)
y G a la subcategoría plena de D cuyos objetos son aquellos que
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Nota 1.4. Por supuesto, existen versiones de adjunción para fun-
tores contravariantes. En este caso, la noción de equivalencia suele
llamarse coequivalencia.
Definición 1.11. Sea C una subcategoría de D. Si el funtor de
inclusión C ↪→ D es adjunto a derecha, se dice que C es una sub-
categoría reflexiva de D. Si el funtor de inclusión C ↪→ D es ad-
junto a izquierda, se dice que C es una subcategoría co-reflexiva
de D.
Los siguientes teoremas relacionan las nociones de subcategoría
reflexiva y subcategoría co-reflexiva con la existencia de construc-
ciones que satisfacen una propiedad universal. Las demostraciones
son sencillas y se dejan como ejercicio para el lector.
Teorema 1.1. Sea C una subcategoría de D. C es una subcategoría
reflexiva de D si y solamente si para cada objeto X de D existen
un objeto R (X) de C y un morfismo rX ∈ [X,R (X)]D tales que
para todo Y ∈ ObC y todo morfismo h ∈ [X, Y ]D existe un único











Para la prueba basta ver que R se extiende a un funtor de D en
C que es adjunto a izquierda del funtor de inclusión C ↪→ D. Ob-
sérvese que, además, r = (rX)X∈ObD es una transformación natural
del funtor identidad de D en el funtor R considerado como endo-
funtor de D.
Teorema 1.2. Sea C una subcategoría de D. C es una subcategoría
co-reflexiva de D si y solamente si para cada objeto X de D existen
un objeto L (X) de C y un morfismo lX ∈ [L (X) , X]D tales que
i
i
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para todo Y ∈ ObC y todo morfismo h ∈ [Y,X]D existe un único











Igual que antes, basta probar que L se extiende a un funtor
de D en C que es adjunto a derecha del funtor de inclusión C ↪→
D. Aquí, l = (lX)X∈ObD es una transformación natural del fun-
tor L, considerado como endofuntor de D, en el funtor identidad
de D.
En muchas situaciones particulares, los objetos R (X) y L (X)
se consideran como optimizaciones del objeto X en el contexto de
la subcategoría C. Algunas compactaciones, compleciones, adjun-
ciones de elementos destacados, etc., pueden describirse desde este
punto de vista. En capítulos posteriores ilustraremos estas situa-
ciones en el contexto de varias categorías relacionadas con los re-
tículos. Construiremos, por ejemplo: «el mejor retículo distributivo
asociado con un retículo dado», «el mejor retículo de Boole asocia-
do con un retículo distributivo dado» y «el mejor espacio espectral
de Hausdorff asociado con un espacio espectral dado».
1.5. Otras nociones básicas
Sea C una categoría y sea {Xi}i∈I una familia de objetos de C.
Definición 1.12. Un producto de la familia {Xi}i∈I es un objeto
P de C junto con una familia de morfismos {pi : P → Xi}i∈I tal que
para todo objeto Q y toda familia de morfismos {qi : Q→ Xi}i∈I
existe un único morfismo φ : Q → P tal que, para todo i ∈ I,
pi ◦ φ = qi.
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Nota 1.5. Generalmente se identifica como producto de la familia
al objeto P sin mencionar explícitamente a los morfismos pi (lla-
mados proyecciones). Sin embargo, siempre hay que tener en mente
que el producto involucra a las proyecciones y que estas deben ser
morfismos de la categoría en cuestión.
Ejercicio 1.9. Si {pi : P → Xi}i∈I y {ri : R→ Xi}i∈I son dos pro-
ductos de la familia {Xi}i∈I en la categoría C entonces existe un
isomorfismo ϕ : P → R tal que pi ◦ ϕ = ri. Es por esta razón por
la que con frecuencia, abusando un poco del lenguaje, se habla de
“el producto de la familia” en lugar de “un producto de la familia”.
Ejemplo 1.17. Un producto de una familia en la categoría Conj
es el producto cartesiano de la familia junto con las proyecciones
usuales.
Ejemplo 1.18. Un producto de una familia en la categoría Top
es el producto cartesiano de la familia, dotado con la topología
producto, junto con las proyecciones usuales.
Ejemplo 1.19. Sea (X,≤) un conjunto ordenado y sea X la cate-
goría asociada correspondiente. Un producto de la familia {xi}i∈I
es el extremo inferior de la familia.
Definición 1.13. Un co-producto de la familia {Xi}i∈I es un objeto
K de C junto con una familia de morfismos {ki : Xi → K}i∈I tal que
para todo objeto H y toda familia de morfismos {hi : Xi → H}i∈I
existe un único morfismo δ : K → H tal que, para todo i ∈ I,
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Nota 1.6. Igual que en el caso del producto, generalmente se iden-
tifica como co-producto de la familia al objeto K sin mencionar
explícitamente a los morfismos ki (llamados inyecciones). Sin em-
bargo, siempre hay que tener en cuenta que el co-producto involucra
a las inyecciones y que estas deben ser morfismos de la categoría en
cuestión.
Ejercicio 1.10. Si {ki : Xi → K}i∈I y {wi : Xi → W}i∈I son dos
co-productos de la familia {Xi}i∈I en la categoría C entonces existe
un isomorfismo η : K → W tal que η ◦ ki = wi.
Ejemplo 1.20. Un co-producto de una familia en la categoría Conj
es la unión disyunta de la familia junto con las inclusiones usuales.
Ejemplo 1.21. Un co-producto de una familia en la categoría Top
es la unión disyunta de la familia, dotado con la topología en la que
un conjunto es abierto si y solo si su intersección con cada miembro
de la familia es abierto, junto con las inclusiones usuales. En este
caso, el co-producto se llama generalmente suma topológica.
Ejemplo 1.22. Sea (X,≤) un conjunto ordenado y sea X la cate-
goría asociada correspondiente. Un co-producto de la familia (xi)i∈I
es el extremo superior de la familia.
Ejercicio 1.11. Considere el grupo (Z,+) visto como una categoría
con objeto p.
(i) Determine si existe un producto de p con p.
(ii) Considere dos homomorfismos f, g : (Z,+) → (Z,+). Sabe-
mos que f y g son funtores. Encuentre condiciones necesarias
y suficientes para que exista una transformación natural de f
en g.
Ejercicio 1.12. Busque en un texto de teoría de categorías las
definiciones de límite y colímite de un diagrama en una categoría
C. Muestre que el producto de una familia es un límite y el co-
producto es un colímite.
Teorema 1.3. Si F : C→ D es adjunto a izquierda de G : D→ C,
entonces F preserva colímites y G preserva límites.
Ejercicio 1.13. Demuestre el Teorema 1.3.
i
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Though Ore’s style is sometimes
less precise than Dedekind’s (...)
his brilliant structural ideas,
often based on very simple but
effective order-theoretical concepts,
founded a very fruitful theory
of (dual) adjunctions...
Marcel Erné
Presentamos aquí las nociones básicas de conjuntos ordenados y
las funciones naturales que los conectan entre sí. Hacemos énfasis
especial en la noción de adjunción en conjuntos ordenados que, a
pesar de ser una herramienta de gran utilidad en muchos contextos,
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2.1. Conjuntos ordenados
Definición 2.1. Sea X un conjunto. Una relación sobre X es un
subconjunto R de X ×X. Si (x, y) ∈ R escribimos xRy.
Definición 2.2. Sea X un conjunto y sea R una relación sobre X.
(i) R es reflexiva si xRx para todo x ∈ X.
(ii) R es simétrica si para todo x, y ∈ X, xRy implica yRx.
(iii) R es antisimétrica si para todo x, y ∈ X, xRy y yRx
implica x = y.
(iv) R es transitiva si para todo x, y, z ∈ X, xRy y yRz implica
xRz.
(v)R es de equivalencia siR es reflexiva, simétrica y transitiva.
(vi) R es de orden si R es reflexiva, antisimétrica y transitiva.
Ejercicio 2.1. Sea X un conjunto. Se designa por ∆X a la re-
lación {(x, x) : x ∈ X}. Dada una relación R sobre el conjun-
to X designamos por Ro a la relación {(x, y) : (y, x) ∈ R}. Si
R y S son relaciones sobre X se define S ◦ R = {(x, z) : (∃y ∈
X) ((x, y) ∈ R y (y, z) ∈ S)}. Si R es una relación sobre X, enton-
ces:
(i) R es reflexiva si y solo si ∆X ⊆ R.
(ii) R es simétrica si y solo si R = Ro.
(iii) R es antisimétrica si y solo si R ∩Ro ⊆ ∆X .
(iv) R es transitiva si y solo si R ◦R ⊆ R.
Ejercicio 2.2. Exhiba ejemplos de relaciones que sean simétricas y
antisimétricas. Encuentre condiciones necesarias y suficientes para
que una relación sea simétrica y antisimétrica.
Ejercicio 2.3. Sea R una relación sobre el conjunto X.
(i) R es reflexiva si y solo si Ro es reflexiva.
(ii) R es simétrica si y solo si Ro es simétrica.
(iii) R es antisimétrica si y solo si Ro es antisimétrica.
(iv) R es transitiva si y solo si Ro es transitiva.
(v) R es de orden si y solo si Ro es de orden.
Sea X un conjunto y sea R una relación sobre X. Para cada
A ⊆ X y cada x ∈ X diremos que xRA si xRa para todo a ∈ A.
De igual manera, diremos que ARx si aRx para todo a ∈ A.
i
i
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Sea X un conjunto y sea ≤ una relación de orden sobre X. Para
cada A ⊆ X definimos
MayA = {x ∈ X : A ≤ x} y MiyA = {x ∈ X : x ≤ A}.
MayA es el conjunto de los mayorantes o cotas superiores de A.
MiyA es el conjunto de los minorantes o cotas inferiores de A.
Proposición 2.1. |A ∩ MayA| ≤ 1 y |A ∩ MiyA| ≤ 1.
Demostración. Sean a, b ∈ A ∩ MayA. Tenemos que a ≤ b y b ≤ a
luego a = b.
Definición 2.3. Si M ∈ A ∩ MayA diremos que M es el máximo
de A y escribiremos M = máxA.
Si m ∈ A ∩ MiyA diremos que m es el mínimo de A y escribi-
remos m = mı́nA.
Si s = mı́n MayA diremos que s es el supremo o extremo
superior de A y escribiremos s = supA.
Si t = máx MiyA diremos que t es el ínfimo o extremo inferior
de A y escribiremos t = ı́nf A.
Ejercicio 2.4. Sea (X,≤) un conjunto ordenado. Si existen, ı́nf ∅ =
máxX y sup ∅ = mı́nX.
Si s = sup{a, b} escribiremos s = a∨ b y si t = ı́nf{a, b} escribi-
remos t = a ∧ b.
Ejercicio 2.5. Si R es una relación de orden sobre el conjunto X
y Y ⊆ X entonces R ∩ (Y × Y ) es una relación de orden sobre Y.
Este orden sobre el subconjunto Y se llama el orden inducido.
De ahora en adelante, un conjunto ordenado será un conjunto
dotado con una relación de orden. Esta relación se denotará casi
siempre con el símbolo ≤ .
Definición 2.4. Sea X un conjunto ordenado y sea Y un subcon-
junto de X.
(i) Decimos que Y es un intervalo si para todo a, b ∈ Y y todo
z ∈ X, si a ≤ z ≤ b entonces z ∈ Y.
(ii) Decimos que Y es una cadena si para todo a, b ∈ Y se tiene
que a ≤ b o b ≤ a.
i
i
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Nota 2.1. Lo que aquí llamamos intervalo, en algunos textos se
llama subconjunto convexo.
Ejercicio 2.6. Sea X un conjunto ordenado. Si a, b ∈ X los si-
guientes conjuntos son intervalos:
(i) [a, b] = {x ∈ X : a ≤ x ≤ b} donde a ≤ b.
(ii) (a] = {x ∈ X : x ≤ a}.
(iii) [a) = {x ∈ X : a ≤ x}.
Si X es un conjunto, entonces el conjunto ℘ (X) de los sub-
conjuntos de X es un conjunto ordenado por la relación ⊆ . Así,
cualquier conjunto de conjuntos es un conjunto ordenado por esta
relación. A menos que se diga otra cosa, siempre que nos encontre-
mos con un conjunto de conjuntos supondremos que está ordenado
por ⊆. En particular, son conjuntos ordenados el conjunto de los
subgrupos de un grupo, el conjunto de los ideales de un anillo, el
conjunto de las topologías sobre un conjunto fijo, la topología de
un espacio topológico y el conjunto de los cerrados de un espacio
topológico.
Ejercicio 2.7. Sea G un grupo y sea S el conjunto de los subgrupos
de G. Si U ⊆ S entonces ı́nf U y supU siempre existen. Si N es el
conjunto de los subgrupos normales de G, estudie la existencia de
supremo e ínfimo de los subconjuntos de N .
Si X es un conjunto y R es una relación de equivalencia, pa-
ra cada x ∈ X llamamos [x]R al conjunto {y ∈ X : xRy}. Los
conjuntos de la forma [x]R se llaman clases de equivalencia y cons-
tituyen una partición de X. Se llama X/R al conjunto de las clases
de equivalencia de X. La función
θ : X → X/R : x 7→ [x]R
es claramente sobreyectiva y se llama función canónica al cociente.
Ejercicio 2.8. Sea X un conjunto y sea E(X) el conjunto de todas
las relaciones de equivalencia sobre X. Si U ⊆ E (X) entonces ı́nf U
y supU siempre existen.
Ejercicio 2.9. Sea f : X → Y una función. Defina
i
i
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N(f) = {(x, y) ∈ X ×X : f(x) = f(y)}.
Tenemos que:
(i) N(f) es una relación de equivalencia sobre X.
(ii) La función f̃ : X/N (f) → Y : [x]N(f) 7→ f (x) está bien
definida y es inyectiva.
Este es el método estándar para convertir una función cualquiera
en una función inyectiva.
La relación N (f) definida en el ejercicio anterior se llama el
núcleo de la función f.
2.2. Diagramas de Hasse
Definición 2.5. Sea X un conjunto ordenado por la relación ≤ y
sean x, y ∈ X. Diremos que y cubre a x si x < y y [x, y] = {x, y}.
Si X es un conjunto finito, la relación de orden está comple-
tamente determinada por la relación de cubrimiento. Esto permite
hacer una representación simplificada de los conjuntos ordenados fi-
nitos en la que aparece únicamente esta última relación. El método
consiste en asignar un punto o pequeño círculo por cada elemento
y unir dos elementos por un segmento solamente si uno de ellos
cubre al otro teniendo cuidado de situar el menor de ellos en un
nivel inferior que el mayor.
Ejemplo 2.1. En la Figura 2.1 se representan el conjunto {0, 1, a, b,
c} ordenado por la relación {(0, 0), (1, 1), (a, a), (b, b), (c, c) , (0, a),
(0, b), (0, c), (0, 1), (a, c), (a, 1), (b, c), (c, 1), (b, 1)} y la cadena
0 < x < y < 1.
Este tipo de diagramas recibe el nombre de diagramas de
Hasse.
2.3. Funciones isótonas










42 CAPÍTULO 2. CONJUNTOS ORDENADOS
Figura 2.1: Diagramas de Hasse
Definición 2.6. Sea f : X → Y una función entre conjuntos or-
denados. Diremos que f es isótona si para todo x, y ∈ X se tiene
que x ≤ y implica f (x) ≤ f (y).
Ejercicio 2.10. Si f : X → Y es una función isótona y Z ⊆ X
entonces f Z : Z → Y también es isótona.
Ejercicio 2.11. Sea f : X → Y una función isótona. Para x, y ∈ X
defina [x]N(f) ≤f [y]N(f) si f (x) ≤ f (y) . Esta definición no depende
de los representantes de las clases y así, ≤f es una relación de
orden sobre X/N (f) . Además, θ : X → X/N (f) : x 7→ [x]N(f) y











Ejercicio 2.12. La compuesta de dos funciones isótonas es una
función isótona.
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Como consecuencia de los ejercicios anteriores, la clase de los
conjuntos ordenados y las funciones isótonas constituye una cate-
goría. Esta categoría la llamaremos Ord.
Definición 2.7. Una función biyectiva f : X → Y entre dos con-
juntos ordenados es un isomorfismo de conjuntos ordenados
si tanto f como f−1 son isótonas.
Un isomorfismo de conjuntos ordenados no es otra cosa que un
isomorfismo en la categoría Ord.
Observe que no toda biyección isótona es un isomorfismo de
conjuntos ordenados. En la Figura 2.2 se muestra un ejemplo.
Figura 2.2: Biyección isótona que no es isomorfismo
Definición 2.8. Una función f : X → Y entre conjuntos ordenados
es una inmersión si para todo x, z ∈ X se tiene
x ≤ z ⇔ f (x) ≤ f (z).
Toda inmersión es una función inyectiva. Además, si f : X → Y
es una inmersión, entonces f : X → Imf es un isomorfismo.
2.4. Dualidad en conjuntos ordenados
Tenemos que si R es una relación de orden sobre el conjunto X,
entonces Ro también lo es. Cada proposición p sobre conjuntos or-
denados tiene una proposición dual po que se obtiene de p cambian-
do las relaciones de orden involucradas por las relaciones opuestas.
i
i
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Por ejemplo, si p es “m es el mínimo de (X,R)”, entonces po es “m
es el mínimo de (X,Ro)”, lo cual equivale a “m es el máximo de
(X,R)”. En la siguiente tabla se presentan otros ejemplos:
Proposición p Proposición po
z = ı́nf A z = supA
(a ∧ b) ∨ c = a ∨ (b ∧ c) (a ∨ b) ∧ c = a ∧ (b ∨ c)
x ∈ MayA x ∈ MiyA
x ≤ z ∨ w x ≥ z ∧ w
Si x = ı́nf A entonces f(x) = supB Si x = supA entonces f(x) = ı́nf B
f preserva extremos superiores f preserva extremos inferiores
f es isótona f es isótona
Estas observaciones nos permiten concluir el siguiente teorema
que es de bastante utilidad.
Teorema 2.1. (Principio de dualidad) Si una proposición es cierta
para todos los conjuntos ordenados, entonces la proposición dual
también es cierta para todos los conjuntos ordenados.
Por consiguiente, los teoremas sobre conjuntos ordenados siem-
pre vienen en parejas, salvo que la proposición correspondiente sea
autodual.
Definición 2.9. Si X es un conjunto ordenado por la relación R,
el dual de X es el conjunto subyacente ordenado con la relación Ro.
El dual de X se nota Xo.
2.5. Algunas construcciones de
conjuntos ordenados
Presentamos a continuación algunos métodos para construir nuevos
conjuntos ordenados a partir de conjuntos ordenados conocidos.
Estas construcciones serán de utilidad en los capítulos posteriores.
Definición 2.10. Sean X y Y dos conjuntos ordenados.
i
i
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(i) La suma ordinal X  Y es el conjunto X × {0} ∪ Y × {1}
ordenado por:
Para todo x1, x2 ∈ X : (x1, 0) ≤ (x2, 0)⇔ x1 ≤ x2,
para todo y1, y2 ∈ Y : (y1, 1) ≤ (y2, 1)⇔ y1 ≤ y2,
para todo x ∈ X y todo y ∈ Y : (x, 0) ≤ (y, 1) .
(ii) Si X tiene máximo M y Y tiene mínimo m, entonces la
suma reducida X " Y es el conjunto ordenado X  Y en el que
se han identificado (M, 0) y (m, 1) . Si X no tiene máximo o Y no
tiene mínimo, entonces la suma reducida se define como la suma
ordinal.
(iii) El producto X × Y es el producto cartesiano de los con-
juntos X y Y ordenado por
(x1, y1) ≤ (x2, y2)⇔ x1 ≤ x2 y y1 ≤ y2.
Figura 2.3: Suma ordinal y suma reducida
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Ejercicio 2.15. X × Y es un producto de los objetos X y Y en la
categoría Ord.
Ejercicio 2.16. Sea {Xi}i∈I una familia de conjuntos ordenados.
Se define ∏
i∈I
Xi como el producto cartesiano de la familia, ordenado
por
(xi)i∈I ≤ (yi)i∈I si xi ≤ yi para todo i ∈ I.
Este es un producto de la familia {Xi}i∈I en la categoría Ord.
Ejercicio 2.17. Sea X un conjunto ordenado y sea Y un conjunto
arbitrario. XY es un conjunto ordenado mediante f ≤ g si f (y) ≤
g (y) para todo y ∈ Y. ¿Qué relación existe entre este ejercicio y el
ejercicio anterior?
Ejercicio 2.18. Sea I un conjunto totalmente ordenado. Defina su-
ma ordinal y suma reducida para una familia {Xi}i∈I de conjuntos
ordenados. ¿Qué relación tiene esto con el orden lexicográfico?
Ejercicio 2.19. Si X y Y son conjuntos ordenados, entonces (X 
Y )o = Y o  Xo.
2.6. Adjunción en conjuntos ordenados
Definición 2.11. Sean f : X → Y y g : Y → X dos funciones
entre conjuntos ordenados. Diremos que f es adjunta a izquierda
de g si para todo x ∈ X y todo y ∈ Y se tiene que
f(x) ≤ y ⇔ x ≤ g(y). (2.1)
También se dice que g es adjunta a derecha de f y que (f, g) es
un par adjunto.
Si tenemos un par adjunto (f, g), la equivalencia (2.1) nos dice
que en la desigualdad de la izquierda podemos despejar la x pero
aparece una g a la derecha y, recíprocamente, en la desigualdad de
la derecha podemos despejar la y pero aparece una f a la izquierda.
Ejercicio 2.20. La proposición dual de “f es adjunta a izquierda
de g” es “f es adjunta a derecha de g”.
i
i
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Teorema 2.2. Sean f : X → Y y g : Y → X dos funciones entre
conjuntos ordenados. Si (f, g) es un par adjunto, entonces:
(i) Para todo x ∈ X se tiene que x ≤ g(f(x)).
(ii) Para todo y ∈ Y se tiene que f(g(y)) ≤ y.
(iii) f y g son isótonas.
Demostración. (i) Basta reemplazar y por f(x) en (2.1).
(ii) Se obtiene de (i) por dualidad.
(iii) Sean x1, x2 ∈ X.
x1 ≤ x2 ⇒ x1 ≤ x2 ≤ g(f(x2))
⇒ x1 ≤ g(f(x2))
⇒ f(x1) ≤ f(x2).
Sean y1, y2 ∈ Y.
y1 ≤ y2 ⇒ f(g(y1)) ≤ y1 ≤ y2
⇒ f(g(y1)) ≤ y2
⇒ g(y1) ≤ g(y2).
Teorema 2.3. Sean f : X → Y y g : Y → X dos funciones entre
conjuntos ordenados. Si f y g satisfacen las condiciones (i), (ii) y
(iii) del teorema anterior, entonces (f, g) es un par adjunto.
Demostración. Sean x ∈ X y y ∈ Y.
f(x) ≤ y ⇒ g(f(x)) ≤ g(y)
⇒ x ≤ g(f(x)) ≤ g(y)
⇒ x ≤ g(y)
⇒ f(x) ≤ f(g(y))
⇒ f(x) ≤ f(g(y)) ≤ y
⇒ f(x) ≤ y.
Obsérvese que si se considera cada conjunto ordenado como una
categoría y cada función isótona como un funtor, entonces la ad-
junción presentada aquí es un caso particular de funtores adjuntos.
i
i
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Ejercicio 2.21. Si f : X → Y es adjunta a izquierda de g : Y → X,
entonces g : Y o → Xo es adjunta a izquierda de f : Xo → Y o.
Ejercicio 2.22. Sean f : X → Y y g : Y → X dos funciones entre
conjuntos ordenados. Si (f, g) es un par adjunto, entonces:
(i) f ◦ g ◦ f = f y g ◦ f ◦ g = g (Ley de dos contra uno).
(ii) f Img: Img → Imf y g Imf : Imf → Img son isomorfismos de
conjuntos ordenados, uno inverso del otro (isomorfismo de adjun-
ción).
(iii) Imf = {y ∈ Y : f(g(y)) = y} e Img = {x ∈ X : g(f(x)) =
x}.
(iv) Para todo x ∈ X, f(x) = mı́n{y ∈ Y : x ≤ g(y)}.
(ivo) Para todo y ∈ Y, g(y) = máx{x ∈ X : f(x) ≤ y}.
(v) Sea A ⊆ X. Si supA existe, entonces sup f∗(A) existe y
f(supA) = sup f∗(A) (f preserva extremos superiores).
(vo) Sea B ⊆ Y. Si ı́nf B existe, entonces ı́nf g∗(B) existe y
g(́ınf B) = ı́nf g∗(B) (g preserva extremos inferiores).
(vi) Si X tiene mínimo, entonces Y tiene mínimo y f(mı́nX) =
mı́n Y.
(vio) Si Y tiene máximo, entoncesX tiene máximo y g(máx Y ) =
máxX.
(vii) Si h : Y → X y (f, h) es un par adjunto, entonces g = h
(unicidad de la adjunta a derecha).
(viio) Si h : X → Y y (h, g) es un par adjunto, entonces f = h
(unicidad de la adjunta a izquierda).
Ejercicio 2.23. Sea (f, g) un par adjunto entre los conjuntos or-
denados X y Y. Determine qué relación hay entre la inyectividad o
sobreyectividad de f y la inyectividad o sobreyectividad de g.
Ejercicio 2.24. Si f : X → Y es adjunta a izquierda de g : Y → X
y h : Y → Z es adjunta a izquierda de k : Z → Y , entonces
h ◦ f : X → Z es adjunta a izquierda de g ◦ k : Z → X.
Ejercicio 2.25. Todo isomorfismo de conjuntos ordenados es una
función adjunta (a izquierda y a derecha). En particular, las iden-
tidades son funciones adjuntas.
i
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Observe que cada vez que se prueba una proposición, por el prin-
cipio de dualidad, se obtiene inmediatamente la proposición dual.
Por ejemplo, si probamos que toda adjunta a izquierda preserva
extremos superiores y suponemos que f : X → Y es adjunta a
izquierda de g : Y → X, tenemos que g : Y o → Xo es adjunta
a izquierda. Por lo tanto, g : Y o → Xo preserva extremos superio-
res, lo que equivale a que g : Y → X preserva extremos inferiores.
(Véanse numerales v y vo del ejercicio anterior).
Ejemplo 2.2. Sea f : X → Y una función entre conjuntos.
Para cada B ⊆ Y definimos f ∗ (B) = {x ∈ X : f(x) ∈ B} y para
cada A ⊆ X definimos f∗(A) = {f(x) : x ∈ A}. Se tiene que
(f∗, f ∗) es un par adjunto entre los conjuntos ordenados (℘(X),⊆)
y (℘(Y ),⊆).
Ejercicio 2.26. En el ejemplo anterior, defina f+(A) = Y − f∗
(X − A) para cada A ⊆ X. (f ∗, f+) es un par adjunto entre los
conjuntos ordenados (℘(Y ),⊆) y (℘(X),⊆).
Ejemplo 2.3. Sea (X, τ) un espacio topológico. Para cada A ⊆ X
designamos por i(A) al interior de A y para cada U ∈ τ definimos
j(U) = U. Tenemos que (i, j) es un par adjunto entre los conjuntos
ordenados (℘(X),⊆) y (τ,⊆).
Ejercicio 2.27. En el ejemplo anterior, cambie el interior por la
adherencia y establezca un par adjunto que involucre los cerrados
del espacio topológico.
Ejemplo 2.4. Sea f : X → Y una función entre conjuntos. Desig-
namos por Top(Z) al conjunto de las topologías sobre el conjunto
Z. Para cada τ ∈ Top(X) definimos fT (τ) = {B ⊆ Y : f ∗(B) ∈ τ}
(topología final para f y τ) y para cada µ ∈ Top(Y ) definimos





es un par adjunto entre los conjuntos ordenados
(Top(Y ),⊆) y (Top(X),⊆).
Ejercicio 2.28. Sea f : X → Y una función entre conjuntos.
(i) Sean µ ∈ Top (Y ) y K = {τ ∈ Top (X) : f : (X, τ)→ (Y, µ)
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(ii) Sean τ ∈ Top (X) y H = {µ ∈ Top (Y ) : f : (X, τ)→ (Y, µ)
es continua}. (H,⊆) tiene máximo. ¿Cómo se llama este elemento
de H?
(iii) Generalice la situación de (i) a un conjunto de funciones
fi : Xi → Y. ¿Qué tiene esto que ver con la topología producto?
Ejemplo 2.5. Sea h : G → K un homomorfismo de grupos. De-
signamos por S(Z) el conjunto de los subgrupos del grupo Z. Para
cada H ∈ S(G) definimos hg(H) = h∗(H) y para cada L ∈ S(K)
definimos hg(L) = h∗(L). Tenemos que (hg, hg) es un par adjunto
entre los conjuntos ordenados (S(G),⊆) y (S(K),⊆).
Ejercicio 2.29. En el ejemplo anterior, encuentre el isomorfismo
de adjunción y deduzca el teorema de correspondencia para homo-
morfismos de grupos.
Ejercicio 2.30. En el ejemplo anterior, cambie “homomorfismo de
grupos” por “homomorfismo de anillos” y “subgrupo” por “ideal”.
Establezca el par adjunto correspondiente, determine el isomorfis-
mo de adjunción y deduzca el teorema de correspondencia para
homomorfismos de anillos.
Ejemplo 2.6. Sea F ≤ E una extensión de campos. Sea E la
colección de las extensiones intermedias y sea G la colección de los
subgrupos del grupo de GaloisG(E/F ). Para cadaH ∈ G definimos
f(H) como el campo fijo de H y para cada K ∈ E definimos g(K)
como el grupo de Galois G(E/K). Se tiene que (f, g) es un par
adjunto entre los conjuntos ordenados (G,⊆) y (E,⊇) (note que
estamos tomando, en este conjunto, el inverso del orden usual).
Ejercicio 2.31. Revise el teorema principal de la Teoría de Ga-
lois para extensiones finitas de campos y relaciónelo con el ejemplo
anterior. Esto explica por qué, en el contexto contravariante, a las
funciones adjuntas se las llama conexiones de Galois.
Ejercicio 2.32. La función parte entera R → R : x 7→ [x], donde
R tiene el orden usual, es adjunta a derecha.
Ejercicio 2.33. Encuentre condiciones necesarias y suficientes, des-
de el punto de vista del análisis, para que una función f : R → R
(orden usual) sea adjunta a derecha (resp. a izquierda).
i
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Ejercicio 2.34. Sea X un conjunto y sea M una colección de par-
tes de X que es cerrada para intersecciones arbitrarias. Para cada
A ⊆ X definimos fM(A) como la intersección de todos los elemen-
tos de M que contienen a A. f : ℘(X) → M (con el orden usual)
es adjunta a izquierda. De esta manera, todos los procesos de ge-
neración (subgrupo generado por, subanillo generado por, ideal ge-
nerado por, topología generada por, subespacio generado por, etc.)
tienen asociado un proceso de adjunción.
Los ejercicios anteriores nos permiten considerar la categoría
Orda cuyos objetos son los conjuntos ordenados y cuyos morfismos
son las funciones adjuntas a izquierda. Esta es una subcategoría de
Ord.
2.7. Semirretículos
Definición 2.12. Un semirretículo superior (inferior) es un
conjunto ordenado en el cual todo par de elementos tiene un extre-
mo superior (inferior).
La prueba de la siguiente proposición es un sencillo ejercicio.
Proposición 2.2. Si S es un semirretículo superior, entonces ∨ es
una operación binaria sobre S. Esta operación tiene las siguientes
propiedades:
(i) x ∨ x = x para todo x ∈ S.
(ii) x ∨ y = y ∨ x para todo x, y ∈ S.
(iii) x ∨ (y ∨ z) = (x ∨ y) ∨ z para todo x, y, z ∈ S.
En otras palabras, (S,∨) es un semigrupo conmutativo e idem-
potente.
Ejercicio 2.35. Sea S un semirretículo superior. Para cada x, y ∈
S se tiene que x ≤ y si y solo si x ∨ y = y.
Ejercicio 2.36. Sea (S, ∗) un conjunto dotado con una operación
binaria. Defina una relación ≤∗ sobre S mediante x ≤∗ y si x∗y = y.
Se tiene que:
(i) ≤∗ es reflexiva si y solo si ∗ es idempotente.
i
i
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(ii) ≤∗ es antisimétrica si y solo si ∗ es conmutativa.
(iii) ≤∗ es transitiva si y solo si ∗ es asociativa.
Concluya que (S,≤∗) es un semirretículo superior si y solo si
(S, ∗) es un semigrupo conmutativo e idempotente donde x ∨ y =
x ∗ y para todo x, y ∈ S.
Ejercicio 2.37. Si en el ejercicio anterior se define x ≤∗ y si x∗y =
x, entonces lo que se obtiene es un semirretículo inferior donde
x ∧ y = x ∗ y.
Ejercicio 2.38. Sean ∗ y ◦ dos operaciones binarias sobre S de tal
manera que (S, ∗) y (S, ◦) sean semigrupos conmutativos idempo-
tentes. Encuentre condiciones necesarias y suficientes para que las
relaciones ≤∗ y ≤◦ coincidan.
i
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There are two ways of work:
lattices and categories.
Lattices are more convenient,
but discredited by specialists
in general algebra.
Izráil Moiséyevich Gélfand
En este capítulo se presentan las nociones básicas que tienen
que ver con la estructura de retículo. Un retículo es un conjunto
ordenado en el cual todo par de elementos tiene extremo superior
y extremo inferior. Sin embargo, la estructura de retículo también
puede presentarse como un conjunto dotado con dos operaciones
binarias que satisfacen ciertas identidades. En el fondo esto signifi-
ca que tenemos dos categorías que son isomorfas: la de los retículos
desde el punto de vista de los conjuntos ordenados y la de los re-
tículos desde el punto de vista algebraico.
Los morfismos naturales son las funciones que respetan la es-
tructura algebraica y se llamarán homomorfismos. Sin embargo,
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de diferentes maneras. Esto dará lugar a considerar varias catego-
rías de retículos.
3.1. Retículos
Definición 3.1. Un retículo es un conjunto ordenado no vacío
en el cual todo par de elementos tiene extremo superior y extremo
inferior.
Nota 3.1. En otros textos en español se utilizan también los térmi-
nos retícula y reticulado. En inglés la palabra es lattice y en francés
es treillis.
Ejemplo 3.1. Si X es un conjunto, entonces ℘ (X) es un retículo.
El extremo inferior de {A,B} es A ∩ B y el extremo superior de
{A,B} es A ∪B.
Ejemplo 3.2. El conjunto N de los números naturales, ordenado
con el orden de divisibilidad, es un retículo. El extremo inferior de
{m,n} es el máximo común divisor y el extremo superior de {m,n}
es el mínimo común múltiplo.
Ejemplo 3.3. Toda cadena es un retículo. El extremo inferior de
{x, y} es el mínimo y el extremo superior de {x, y} es el máximo.
Ejemplo 3.4. El conjunto ordenado de la Figura 3.1 no es un re-
tículo, pues {a, b} no tiene extremo superior.
Proposición 3.1. Si L es un retículo, entonces las operaciones ∨
y ∧ satisfacen las siguientes identidades:
(i) x ∨ x = x (io) x ∧ x = x (idempotencia)
(ii) x ∨ y = y ∨ x (iio) x ∧ y = y ∧ x (conmutatividad)
(iii) x∨ (y ∨ z) = (x ∨ y)∨z (iiio) x∧ (y ∧ z) = (x ∧ y)∧z (asociatividad)
(iv) x ∨ (x ∧ y) = x (ivo) x ∧ (x ∨ y) = x (leyes de absorción)
Ejercicio 3.1. Si L es un conjunto dotado con dos operaciones
binarias ∨ y ∧ que satisfacen las identidades de la proposición an-
terior y se define x ≤ y si x = x∧y, entonces (L,≤) es un retículo en
el que la operación ∧ corresponde al extremo inferior y la operación
∨ corresponde al extremo superior.
i
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Figura 3.1: Conjunto ordenado que no es un retículo
Nota 3.2. Estrictamente hablando, deberíamos tener la noción de
O-retículo (retículo como conjunto ordenado) y la noción de A-
retículo (retículo como álgebra). Si consideramos la categoría OR
de los O-retículos y las funciones que preservan los extremos supe-
riores e inferiores de pares de elementos y la categoría AR de los
A-retículos y las funciones que respetan las operaciones ∨ y ∧, el
ejercicio anterior nos permite construir un funtor de AR en OR
que es, en realidad, un isomorfismo de categorías.
Definición 3.2. Sea L un retículo y sea Y un subconjunto no vacío
de L. Diremos que Y es un subretículo de L si para todo x, y ∈ Y
se tiene que x ∧ y, x ∨ y ∈ Y.
Es claro que cualquier cadena de un retículo L es un subretículo
de L. En particular, los subconjuntos unitarios de L son subre-
tículos de L. También se tiene que cualquier intervalo de L es un
subretículo de L.
Nótese que un subconjunto de un retículo puede ser un retículo
con la relación de orden inducida sin que sea un subretículo. El
siguiente ejemplo ilustra esta situación:
Ejemplo 3.5. El subconjunto {0, a, b, 1} del retículo de la Figura
3.2 no es un subretículo, pero es un retículo con el orden inducido.
Definición 3.3. Si un retículo L tiene mínimo, este elemento se
designa por 0 y si tiene máximo, este elemento se designa por 1.
Un retículo con 0 y 1 se llama retículo acotado.
i
i
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Figura 3.2: R6
Ejercicio 3.2. Dados un retículo L y una colección A de subre-
tículos de L, ⋂A no es necesariamente un subretículo de L. ¿Qué
puede fallar?
Ejercicio 3.3. Sea L un retículo y sea S un subconjunto no vacío
de L. Si A es la colección de subretículos de L que contienen a S,
entonces ⋂A es un subretículo de L. Este es el subretículo generado
por S.
Ejercicio 3.4. Si L yM son retículos, entonces también son retícu-
los la suma ordinal L M, la suma reducida L"M y el producto
L×M.
La siguiente proposición es evidente:
Proposición 3.2. Si L es un retículo, entonces Lo es un retículo.
Obtenemos como corolario el principio de dualidad para retícu-
los:
Teorema 3.1. Si una proposición es válida para todos los retícu-
los, entonces la proposición dual también es válida para todos los
retículos.
Proposición 3.3. Si L es un retículo, entonces para todo x, y, z ∈
L se tiene
(i) x ∨ (y ∧ z) ≤ (x ∨ y) ∧ (x ∨ z)
(io) x ∧ (y ∨ z) ≥ (x ∧ y) ∨ (x ∧ z)
i
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Demostración. Basta probar (i), pues (io) se obtiene por dualidad.
Es claro que x ≤ x ∨ y y x ≤ x ∨ z, luego x ≤ (x ∨ y) ∧ (x ∨ z).
También se tiene que y ∧ z ≤ y ≤ x ∨ y y y ∧ z ≤ z ≤ x ∨ z,
de donde y ∧ z ≤ (x ∨ y) ∧ (x ∨ z). Por lo tanto, x ∨ (y ∧ z) ≤
(x ∨ y) ∧ (x ∨ z).
3.2. Homomorfismos
Definición 3.4. Una función α : L → M entre dos retículos L y
M es un homomorfismo, si para todo par de elementos x, y de L
se tiene que α(x ∧ y) = α(x) ∧ α(y) y α(x ∨ y) = α(x) ∨ α(y).
Es claro que todo homomorfismo es una función isótona. En
efecto, si x ≤ y entonces x = x ∧ y, luego α(x) = α(x ∧ y) =
α(x) ∧ α(y) y, por lo tanto, α(x) ≤ α(y). Sin embargo, no toda
función isótona es un homomorfismo. En la Figura 3.3 se muestra
un ejemplo.
Figura 3.3: Función isótona que no es homomorfismo
La imagen de un retículo mediante un homomorfismo es clara-
mente un subretículo del codominio.
Ejercicio 3.5. Toda función constante entre dos retículos es un
homomorfismo.
Ejercicio 3.6. Si α : L → M y β : M → N son homomorfismos
de retículos, entonces β ◦α : L→ N también es un homomorfismo.
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Tenemos así que la clase de los retículos y los homomorfismos
de retículos es una categoría que llamaremos R. Más adelante, de-
pendiendo del contexto, tendremos que restringir los morfismos, lo
que nos obligará a considerar algunas subcategorías de R.
Ejercicio 3.8. Sea L un retículo y sea [a, b] un intervalo de L.
Defina α : L → [a, b] : x 7→ (a ∨ x) ∧ b y β : L → [a, b] : x 7→
a ∨ (x ∧ b).
(i) Al restringir α y β al intervalo [a, b] se obtiene la función
idéntica.
(ii) α y β son isótonas.
(iii) Construya ejemplos que ilustren que α y β no siempre son
homomorfismos.
(iv) Encuentre condiciones que garanticen que α y β sean ho-
momorfismos.
Ejercicio 3.9. Si α : L → M es un homomorfismo entre retícu-
los con 0 (respectivamente, con 1), no necesariamente α(0) = 0
(respectivamente, α(1) = 1).
Definición 3.5. Un homomorfismo α : L→M es un isomorfismo
si existe un homomorfismo β : M → L tal que α ◦ β = 1M y
β ◦ α = 1L.
Ejercicio 3.10. Un homomorfismo α : L → M es un isomorfismo
si y solamente si α es una función biyectiva. Observe la diferencia
que existe con los isomorfismos de conjuntos ordenados.
Presentamos ahora la noción de relación de congruencia que nos
permitirá hacer cocientes de retículos.
Definición 3.6. Sea L un retículo y sea R una relación de equiva-
lencia sobre L. Diremos que R es una relación de congruencia
si para todo x, y, z ∈ L, xRy implica (x ∧ z)R (y ∧ z) y (x ∨ z)
R (y ∨ z).
Ejercicio 3.11. Dado un homomorfismo α : L→M, N(α) es una
relación de congruencia sobre L.
i
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Proposición 3.4. Si L es un retículo y R es una relación de con-
gruencia, entonces L/R es un retículo donde para todo x, y ∈ L se
tiene que [x]R ∨ [y]R = [x ∨ y]R y [x]R ∧ [y]R = [x ∧ y]R. Además,
la función canónica al cociente θ : L → L/R : x 7→ [x]R es un
homomorfismo y N(θ) = R.
Ejercicio 3.12. Pruebe la Proposición 3.4.
El siguiente teorema es ahora evidente.
Teorema 3.2. Si α : L → M es un homomorfismo de retículos,
entonces α̃ : L/N(α)→ α∗(L) : [x] 7→ α(x) es un isomorfismo.
Nótese la similitud con el primer teorema de isomorfismo para
grupos y el primer teorema de isomorfismo para anillos. En reali-
dad, estos tres teoremas son simplemente casos particulares de un
teorema de álgebra universal.
Definición 3.7. Sean L yM dos retículos. Diremos que α : L→M
es un homomorfismo acotado si es un homomorfismo tal que
(i) Si L tiene 0, entonces M tiene 0 y α(0) = 0.
(ii) Si L tiene 1, entonces M tiene 1 y α(1) = 1.
Por ejemplo, si a y b son números reales tales que a < b, la
inclusión del intervalo [a, b] en R es un homomorfismo pero no es
acotado. Por otro lado, la inclusión de Q en R sí es un homomorfis-
mo acotado. Nótese que si el dominio de un homomorfismo acotado
es un retículo acotado, entonces el codominio también es un retículo
acotado.
Ejercicio 3.13. Si X y Y son retículos acotados y f : X → Y es
un homomorfismo, entonces f es acotado si y solamente si f (0) = 0
y f (1) = 1.
Es claro que la compuesta de dos homomorfismos acotados
es un homomorfismo acotado y la idéntica de un retículo acota-
do es un homomorfismo acotado. Por consiguiente, la clase de los
retículos y los homomorfismos acotados es una categoría que lla-
maremos Ra. La subcategoría plena de Ra cuyos objetos son los
retículos acotados será designada por R10.
Fijemos un retículo Θ con un solo elemento y definamos
i
i
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b (L) = Θ" L" Θ,
para cada retículo L. Es claro que b (L) es un retículo acotado y
que la función iL : L→ b (L) : x 7→ x es un homomorfismo acotado.
Teorema 3.3. (Propiedad universal) Sean L un retículo y M un
retículo acotado. Si α : L → M es un homomorfismo acotado,
entonces existe un único homomorfismo acotado, α̂ : b (L) → M
tal que α = α̂ ◦ iL.
Demostración. Basta definir α̂ (x) = α (x) para todo x ∈ L y ade-
más α̂ (0) = 0 y α̂ (1) = 1.
Si para cada homomorfismo acotado α : L → M, definimos
b (α) = îM ◦ α : b (L)→ b (M), entonces b resulta ser un funtor de
la categoría Ra en la categoría R10.
Corolario 3.1. El funtor b : Ra → R10 es adjunto a izquierda del
funtor inclusión R10 ↪→ Ra.
Corolario 3.2. La categoría R10 es una subcategoría reflexiva de la
categoría Ra.
3.3. Ideales y filtros
Definición 3.8. Sea L un retículo. Un subconjunto no vacío I de
L se llama un ideal de L si
(i) para todo x, y ∈ I se tiene que x ∨ y ∈ I,
(ii) para todo x ∈ L y todo y ∈ I, si x ≤ y entonces x ∈ I.
El conjunto de los ideales de L se designa por I(L).
El dual del concepto de ideal es el de filtro.
Definición 3.9. Sea L un retículo. Un subconjunto no vacío F de
L se llama un filtro de L si
(i) para todo x, y ∈ F se tiene que x ∧ y ∈ F,
(ii) para todo x ∈ L y todo y ∈ F, si x ≥ y entonces x ∈ F.
i
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Si L es un retículo y x ∈ L, entonces el conjunto (x] = {z ∈
L : z ≤ x} es un ideal de L y el conjunto [x) = {z ∈ L : z ≥ x}
es un filtro de L. Los conjuntos de esta forma se llaman ideales
principales y filtros principales, respectivamente.
Ejercicio 3.14. Sea α : L→M un homomorfismo de retículos. Si
I es un ideal de M y α∗ (I) 6= ∅, entonces α∗ (I) es un ideal de L.
Si F es un filtro de M y α∗ (F ) 6= ∅, entonces α∗ (F ) es un filtro
de L.
Ejercicio 3.15. Sea L un retículo y sea S un subconjunto no vacío
de L. Si A es la colección de todos los ideales de L que contienen a
S, entonces ⋂A es un ideal de L. Este ideal se nota (S] y se llama
ideal generado por S.
Ejercicio 3.16. Sea L un retículo. El ideal generado por el conjunto
vacío existe si y solamente si L tiene 0.
Ejercicio 3.17. Sea L un retículo y sea S un subconjunto no vacío
de L. Si A es la colección de todos los filtros de L que contienen a
S, entonces ⋂A es un filtro de L. Este filtro se nota [S) y se llama
filtro generado por S.
Ejercicio 3.18. Sea L un retículo y sea S un subconjunto no vacío
de L. x ∈ (S] si y solo si existen s1, ..., sn ∈ S tales que x ≤
s1 ∨ ... ∨ sn.
Ejercicio 3.19. Sean L un retículo, I un ideal de L y x0 ∈ L.
x ∈ (I ∪ {x0}] si y solo si existe i ∈ I tal que x ≤ i ∨ x0.
Ejercicio 3.20. (i) Si L es un retículo, entonces I(L) es un retículo,
donde I ∧ J = I ∩ J y I ∨ J = (I ∪ J ].
(ii) Si L1 y L2 son retículos, describa I(L1  L2) y I(L1 × L2).
Ejercicio 3.21. Enuncie y pruebe proposiciones duales a las de los
Ejercicios 3.18 y 3.19.
Ejercicio 3.22. Encuentre todos los ideales y los filtros de los si-
guientes retículos:
(i) M5 de la Figura 3.4.
i
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Figura 3.4: M5
Figura 3.5: N5
(ii) N5 de la Figura 3.5.
(iii) ℘ ({a, b, c}).
(iv) Z con el orden usual.
(v) P9 de la Figura 3.6.
(vi) R6 de la Figura 3.2.
Ejercicio 3.23. Si I y J son ideales de un retículo L, entonces I∩J
es un ideal de L. (Cuidado: debe mostrar que I ∩ J 6= ∅). Concluya
que el conjunto de todos los ideales de un retículo, ordenado con el
orden de la inclusión, es a su vez un retículo. ¿Cuál es el extremo
superior de dos ideales?
Ejercicio 3.24. Si A es una colección de ideales de un retículo L,
no necesariamente se tiene que ⋂A es un ideal de L. ¿Qué puede
fallar?
Ejercicio 3.25. Los ideales y los filtros de un retículo son interva-
los. La intersección de un ideal y un filtro en un retículo siempre
i
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Figura 3.6: P9
es un intervalo. ¿Todo intervalo de un retículo es la intersección de
un ideal con un filtro?
Definición 3.10. Un ideal P de unretículoL es un ideal primo si
(i) P 6= L,
(ii) para todo x, y ∈ L, si x ∧ y ∈ P , entonces x ∈ P o y ∈ P.
El conjunto de todos los ideales primos de un retículo L será
designado por P(L).
Ejercicio 3.26. Exhiba un ejemplo de un retículo L tal que P(L)
= ∅.
Definición 3.11. Un ideal M de un retículo L es un ideal maxi-
mal si
(i) M 6= L,
(ii) para todo J ideal de L, siM ⊆ J , entoncesM = J oM = L.
Ejercicio 3.27. Exhiba un ejemplo de un retículo L sin ideales
maximales y tal que P(L) 6= ∅.
Ejercicio 3.28. Defina filtro primo y filtro maximal de un retícu-
lo L.
Ejercicio 3.29. Designamos por 2 a la cadena 0 ≤ 1.
(i) Si L es un retículo y α : L → 2 es un homomorfismo sobre-
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(ii) Existe una biyección entre el conjunto de los ideales primos
de L y el conjunto de los homomorfismos sobreyectivos de L en 2.
(iii) Existe una biyección entre el conjunto de los ideales primos
de L y el conjunto de los filtros primos de L.
Ejercicio 3.30. Encuentre todos los ideales primos y todos los
ideales maximales de los retículos del Ejercicio 3.22.
Ejercicio 3.31. Muestre con un ejemplo que un ideal maximal no
necesariamente es primo.
Definición 3.12. Sea R una relación de congruencia sobre el re-
tículo L y sea I un ideal de L. Diremos que I satura a R si para
todo x, y ∈ L, (x, y) ∈ R y x ∈ I implica y ∈ I.
Ejercicio 3.32. Sea α : L→M un homomorfismo sobreyectivo.
(i) Si I es un ideal propio de L que satura a N(α), entonces
α∗(I) 6= M.
(ii) Si I es un ideal de L, entonces α∗(I) es un ideal de M.
(iii) Si J es un ideal de M , entonces α∗(J) es un ideal de L.
Teorema 3.4. Si α : L → M es un homomorfismo sobreyectivo
entre los retículos L y M , entonces:
(i) α∗ : I(L) → I(M) es adjunta a izquierda de α∗ : I(M) →
I(L).
(ii) I ∈ I(L) es un punto fijo de α∗ ◦ α∗ si y solo si I satura a
N(α).
(iii) Todo elemento de I(M) es punto fijo de α∗ ◦ α∗.
(iv) Si P ∈ P(L) y P satura a N(α), entonces α∗(P ) ∈ P(M).
(v) Si Q ∈ P(M), entonces α∗(Q) ∈ P(L).
Demostración. Por el Ejercicio 3.32 se tiene que α∗ y α∗ están bien
definidas.
(i) (α∗, α∗) es claramente un par adjunto.
(ii) Sea I ∈ I(L) tal que I = α∗(α∗(I)) y sea (x, y) ∈ N(α) con
x ∈ I. Tenemos que α(y) = α(x) ∈ α∗(I), luego y ∈ α∗(α∗(I)) = I.
i
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Así, I satura a N(α). Recíprocamente, supongamos que I satura a
N(α) :
y ∈ α∗(α∗(I)) ⇒ α(y) ∈ α∗(I)
⇒ existe x ∈ I tal que α(x) = α(y)
⇒ (x, y) ∈ N(α) y x ∈ I
⇒ y ∈ I.
Por lo tanto, α∗(α∗(I)) ⊆ I. Como la otra inclusión siempre se
tiene, tenemos que I es un punto fijo de α∗ ◦ α∗.
(iii) Es evidente pues α es sobreyectiva.
(iv) Sea P ∈ P(L) tal que P satura a N(α). Supongamos que
α∗ (P ) = M. Sea x ∈ L − P. Tenemos que existe y ∈ P tal que
α(x) = α(y) y como P satura a N(α) concluimos que x ∈ P ,
lo cual es absurdo. Por consiguiente, α∗(P ) es un ideal propio de
M. Sean ahora a, b ∈ L tales que α(a)∧α(b) ∈ α∗(P ). Existe y ∈ P
tal que α(y) = α(a) ∧ α(b) = α(a ∧ b) y como P satura a N(α) se
concluye que a∧ b ∈ P. Así, a ∈ P o b ∈ P, de donde α(a) ∈ α∗(P )
o α(b) ∈ α∗(P ).
(v) Sea Q ∈ P(M). Sea x ∈M−Q y sea a ∈ L tal que α(a) = x.
Si suponemos que L = α∗ (Q) existe y ∈ L tal que α(a) = α(y) y
como α∗(Q) satura a N(α) concluimos que a ∈ α∗(Q). Así, x =
α(a) ∈ α∗(α∗(Q)) = Q, lo cual es absurdo. Sean ahora u, v ∈ L.
u ∧ v ∈ α∗(Q) ⇒ α(u ∧ v) ∈ Q
⇒ α(u) ∧ α(v) ∈ Q
⇒ α(u) ∈ Q o α(v) ∈ Q
⇒ u ∈ α∗(Q) o v ∈ α∗(Q).
Corolario 3.3. Si α : L → M es un homomorfismo sobreyectivo
entre los retículos L y M , entonces existe una biyección entre el
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3.3.1. Una función fundamental
La función que estudiaremos ahora es fundamental en el desarrollo
de los capítulos posteriores.
Dado un retículo L, definimos
dL : L→ ℘ (P(L)) : x 7→ {P ∈ P(L) : x /∈ P}.
Teorema 3.5. Si L es un retículo, entonces:
(i) La función dL es un homomorfismo.
(ii) Si L tiene 0, entonces dL (0) = ∅.
(iii) Si L tiene 1, entonces dL(1) = P(L).
Ejercicio 3.33. Demuestre el Teorema 3.5.
Proposición 3.5. Si L es un retículo y θ : L → L/N(dL) es la
función canónica al cociente, entonces todo ideal primo de L satura
a N(θ).
Demostración. Sea P un ideal primo de L y sean x, y ∈ L tales
que (x, y) ∈ N(θ). Tenemos que θ (x) = θ (y) o, lo que es lo mismo,
dL(x) = dL(y). Si suponemos que x ∈ P , entonces P /∈ dL(x), por
lo tanto P /∈ dL(y) y así, y ∈ P.
Definición 3.13. Sea α : L→M un homomorfismo. Diremos que
α es propio si α∗ (P ) es un ideal primo de L para todo ideal primo
P de M.
Ejemplo 3.6. La inclusión del intervalo (0, 1) en R (con el orden
usual) es un homomorfismo que no es propio. En efecto, la imagen
recíproca del ideal primo (−∞, 2) es (0, 1) que no es un ideal pri-
mo de (0, 1). También tenemos que la imagen recíproca del ideal
primo (−∞, 0) es el conjunto vacío que no es un ideal primo de
(0, 1).
Ejercicio 3.34. Todo homomorfismo sobreyectivo es propio.
Ejercicio 3.35. Hay homomorfismos constantes propios cuyos co-
dominios tienen más de un elemento.
i
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Obsérvese que la compuesta de dos homomorfismos propios es
un homomorfismo propio y que toda función idéntica de un re-
tículo es un homomorfismo propio. Por consiguiente, la clase de
los retículos y los homomorfismos propios es una categoría que
llamaremos Rp.
La prueba de la siguiente proposición se deja como ejercicio.
Proposición 3.6. Sean L y M dos retículos acotados. Las siguien-
tes afirmaciones son equivalentes:
(i) α : L→M es un homomorfismo acotado.
(ii) α : L→M es un homomorfismo propio.
Corolario 3.4. La categoría R10 es una subcategoría plena de la
categoría Rp.
Ejercicio 3.36. No todo homomorfismo propio es acotado y no
todo homomorfismo acotado es propio.
i
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The theory of distributive lattices
is the most extensive and most satisfying
chapter in the history of lattice theory.
George Grätzer
Una de las clases más importantes de retículos son los retículos
distributivos. En este tipo de retículos, las operaciones ∨ y ∧ se
comportan como la unión y la intersección de conjuntos, lo que
facilita los cálculos. Este comportamiento no es solamente una ana-
logía, pues todo retículo distributivo es isomorfo a un subretículo
de un retículo de partes. Para lograr este resultado, es fundamental
el teorema del ideal primo que garantiza la existencia de suficientes
ideales primos.
4.1. Retículos distributivos
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(i) Para todo x, y, z ∈ L se tiene x∨ (y ∧ z) ≥ (x ∨ y)∧ (x ∨ z).
(io) Para todo x, y, z ∈ L se tiene x∧ (y∨z) ≤ (x ∧ y)∨ (x ∧ z).
(ii) Para todo x, y, z ∈ L se tiene x∨ (y∧ z) = (x ∨ y)∧ (x ∨ z).
(iio) Para todo x, y, z ∈ L se tiene x∧(y∨z) = (x ∧ y)∨(x ∧ z).
Demostración. Basta probar que (i) implica (io). Supongamos en-
tonces que se tiene (i). Sean x, y, z ∈ L.
(x ∧ y) ∨ (x ∧ z) ≥ ((x ∧ y) ∨ x) ∧ ((x ∧ y) ∨ z) (por (i))
= (x ∨ (x ∧ y)) ∧ (z ∨ (x ∧ y)) (conmutatividad de ∨)
≥ ((x ∨ x) ∧ (x ∨ y)) ∧ ((z ∨ x) ∧ (z ∨ y)) (por (i))
= (x ∧ (x ∨ y)) ∧ ((z ∨ x) ∧ (z ∨ y)) (idempotencia de ∨)
= x ∧ ((z ∨ x) ∧ (z ∨ y)) (leyes de absorción)
= (x ∧ (z ∨ x)) ∧ (z ∨ y) (asociatividad de ∧)
= (x ∧ (x ∨ z)) ∧ (y ∨ z) (conmutatividad de ∨)
= x ∧ (y ∨ z) (leyes de absorción)
Definición 4.1. Un retículo en el que se satisfacen las identidades
de la proposición anterior se llama retículo distributivo.
Como las condiciones que definen la distributividad son una dual
de la otra, es claro que si L es un retículo distributivo, entonces Lo
también lo es. Por consiguiente, tenemos el principio de dualidad
para retículos distributivos.
Teorema 4.1. Si una proposición es válida para todos los retículos
distributivos, entonces la proposición dual también es válida para
todos los retículos distributivos.
La siguiente proposición nos proporciona una condición necesa-
ria para que un retículo sea distributivo. Esta condición garantizará
más adelante la unicidad de los complementos en los retículos dis-
tributivos acotados.
Proposición 4.2. Sea L un retículo distributivo y sean x, y, z ∈ L.
Si x ∧ y = x ∧ z y x ∨ y = x ∨ z, entonces y = z.
i
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Demostración.
y = y ∨ (x ∧ y)
= y ∨ (x ∧ z)
= (y ∨ x) ∧ (y ∨ z)
= (z ∨ x) ∧ (y ∨ z)
= z ∨ (x ∧ y)
= z ∨ (x ∧ z)
= z.
Ejemplo 4.1. Los retículos de la Figura 4.1 no son distributivos.
En efecto, en ambos casos tenemos que 1 = x ∨ y = x ∨ z y 0 =
x ∧ y = x ∧ z, pero y 6= z.
Figura 4.1: M5 y N5
Ejercicio 4.1. Todo subretículo de un retículo distributivo es dis-
tributivo.
La prueba del siguiente teorema puede consultarse, por ejemplo,
en [12].
Teorema 4.2. (Birkhoff) Un retículo es distributivo si y solo si
ninguno de sus subretículos es isomorfo a alguno de los retículos
M5 y N5 (Figura 4.1).
Ejercicio 4.2. Si L y M son retículos distributivos, entonces tam-
bién son distributivos la suma ordinal L  M , la suma reducida
L"M y el producto L×M.
i
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Ejercicio 4.3. El producto de una familia no vacía de retículos
distributivos es un retículo distributivo.
Ejercicio 4.4. Si α : L → M es un homomorfismo inyectivo de
retículos y M es distributivo, entonces L es distributivo.
Ejercicio 4.5. Sea L un retículo distributivo y sean a, b ∈ L tales
que a ≤ b. Defina
α : L→ [a, b] : x 7→ b ∧ (a ∨ x).
(i) α está bien definida y es sobreyectiva.
(ii) α ◦ α = α.
(iii) α es un homomorfismo de retículos.
(iv) [a, b] es un cociente de L.
(v) Describa la relación de congruencia correspondiente a este
homomorfismo.
Ejercicio 4.6. Si L es el retículo de la Figura 4.2, describa las
relaciones de congruencia determinadas por los intervalos [a, c], [b, 1]
y [a, 1] de acuerdo con el ejercicio anterior.
Figura 4.2: Un retículo distributivo
4.2. Ideales y relaciones de congruencia
Si L es un retículo, llamaremos C (L) al conjunto de las relaciones
de congruencia sobre L y recordemos que designamos por I (L) al
i
i






4.2. IDEALES Y RELACIONES DE CONGRUENCIA 73
conjunto de los ideales de L. Es claro que tanto C (L) como I (L)
son retículos cuando se ordenan por la relación ⊆. Estudiaremos a
continuación la relación entre I (L) y C (L) para un retículo distri-
butivo L.
Sea I un ideal de un retículo L. La relación
θ (I) = {(x, y) ∈ L× L : existe i ∈ I tal que x ∨ i = y ∨ i}
es una relación de equivalencia sobre L. Si, además, L es distributi-
vo, entonces θ (I) es una relación de congruencia sobre L. En efecto,
θ (I) es claramente reflexiva y simétrica. Veamos que es transitiva:
(x, y), (y, z) ∈ θ (I) ⇒ (∃i, j ∈ I)(x ∨ i = y ∨ i y y ∨ j = z ∨ j)
⇒ x ∨ i ∨ j = y ∨ i ∨ j = z ∨ i ∨ j
⇒ (x, z) ∈ θ (I).
Sean ahora x, y, z ∈ L. Si (x, y) ∈ θ (I), entonces existe i ∈ I
tal que x ∨ i = y ∨ i y por lo tanto z ∨ x ∨ i = z ∨ y ∨ i, luego
(z ∨ x, z ∨ y) ∈ θ (I) . Tenemos también que z∧(x ∨ i) = z∧(y ∨ i),
y por la distributividad (z ∧ x) ∨ (z ∧ i) = (z ∧ y) ∨ (z ∧ i). Como
z ∧ i ∈ I concluimos que (z ∧ x, z ∧ y) ∈ θ (I).
Así, si L es distributivo, tenemos una función θ : I (L)→ C (L).
Ejercicio 4.7. Encuentre un ejemplo de un retículo L con un ideal
I tal que θ (I) no es una relación de congruencia.
Proposición 4.3. Si L es un retículo distributivo e I es un ideal
de L, entonces L/θ (I) es un retículo distributivo con 0.
Demostración. Sabemos que L/θ (I) es un retículo y como las ope-
raciones se definen con base en los representantes y L es distribu-
tivo, entonces L/θ (I) es distributivo. Nótese que si y ∈ I, en-
tonces [y]θ(I) = I. Sean ahora x ∈ L y y ∈ I. Tenemos que
[x]θ(I) ∧ [y]θ(I) = [x ∧ y]θ(I) = [y]θ(I) = I pues x ∧ y, y ∈ I. Así,
el mínimo de L/θ (I) es I.
Ejercicio 4.8. Sea L un retículo distributivo. Si R es una relación
de congruencia sobre L se define δ(R) = {x ∈ L : [x]R ≤ [y]R para
todo y ∈ L}.
i
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(i) Si R es una relación de congruencia sobre L y δ(R) 6= ∅,
entonces este conjunto es un ideal de L.
(ii) Si I es un ideal de L, entonces δ(θ(I)) 6= ∅.
Si C0 (L) = {R ∈ C (L) : δ (R) 6= ∅}, entonces δ es una función
de C0 (L) en I (L).
Ejercicio 4.9. Las funciones θ : I (L) → C0 (L) y δ : C0 (L) →
I (L) son isótonas.
Teorema 4.3. Si L es un retículo distributivo, entonces la función
θ : I (L)→ C0 (L) es adjunta a izquierda de la función δ : C0 (L)→
I (L).
Demostración. Sea I ∈ I (L).
x ∈ δ (θ (I))⇔ (∀y ∈ L)([x]θ(I) ≤ [y]θ(I))
⇔ (∀y ∈ L)(∃u ∈ I)(x ∨ u = (x ∧ y) ∨ u)
⇔ (∀y ∈ L)(∃u ∈ I)(x ∨ u ≤ y ∨ u)
⇔ x ∈ I,
luego δ (θ (I)) = I.
Sea R ∈ C0 (L).
(x, y) ∈ θ (δ (R))⇔ (∃u ∈ δ (R))(x ∨ u = y ∨ u)
⇒ (∃u ∈ L)([u]R ≤ [x]R , [u]R ≤ [x]R y x ∨ u = y ∨ u)
⇒ (∃u ∈ L)((u ∨ x)Rx, (u ∨ y)Ry y x ∨ u = y ∨ u)
⇒ (x, y) ∈ R,
luego θ (δ (R)) ⊆ R.
Por el Ejercicio 4.9 sabemos que δ y θ son isótonas y, por con-
siguiente, θ es adjunta a izquierda de δ.
Obsérvese que de la demostración del teorema anterior podemos
concluir que el conjunto de puntos fijos de δ ◦ θ es, precisamente,
I (L).
Ejercicio 4.10. Si L es un retículo con 0, entonces C0 (L) = C (L).
i
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Ejercicio 4.11. C (L) es un retículo con mínimo y máximo. El
mínimo es la relación ∆L y el máximo es la relación L× L.
Ejercicio 4.12. Sea L un retículo distributivo.
(i) Si I, J ∈ I (L), entonces I ∨ J = {i ∨ j : i ∈ I y j ∈ J}.
(ii) I (L) es un retículo distributivo.
(iii) L tiene 0 si y solamente si I (L) tiene 0.
4.3. El teorema del ideal primo
Teorema 4.4. Si L es un retículo distributivo, entonces todo ideal
maximal de L es un ideal primo.
Demostración. Sea M un ideal maximal de L y sean x, y ∈ L tales
que x ∧ y ∈ M. Supongamos que x /∈ M. Tenemos entonces que
(M ∪ {x}] = L y, por consiguiente, y ∈ (M ∪ {x}]. Así, existe
m ∈ M tal que y ≤ m ∨ x. En otras palabras, y = y ∧ (m ∨ x) =
(y ∧m) ∨ (y ∧ x) ∈M.
Teorema 4.5. (Teorema del ideal primo) Sea L un retículo dis-
tributivo. Si I es un ideal de L, F es un filtro de L y F ∩ I = ∅,
entonces existe un ideal primo P de L tal que I ⊆ P y F ∩ P = ∅.
Demostración. Sea A el conjunto de todos los ideales de L que
contienen a I y son disyuntos de F. Si ordenamos este conjunto
con la relación de inclusión vemos que es un conjunto inductivo
(toda cadena de A tiene cotas superiores en A). Por consiguiente, el
Lema de Zorn nos garantiza la existencia de un elemento maximal
P de A. Veamos que P es un ideal primo de L. Sean x, y ∈ L
tales que x ∧ y ∈ P y supongamos que ni x ni y están en P. Así,
(P ∪ {x}] ∩ F 6= ∅ y (P ∪ {y}] ∩ F 6= ∅. Sean f0 ∈ (P ∪ {x}] ∩ F y
f1 ∈ (P ∪ {y}]∩F. Sabemos que existen p, q ∈ P tales que f0 ≤ p∨x
y f1 ≤ q ∨ y. Por consiguiente,
f0 ∧ f1 ≤ (p ∨ x) ∧ (q ∨ y) = (p ∧ q) ∨ (p ∧ y) ∨ (x ∧ q) ∨ (x ∧ y).
Como esta última expresión está en P, concluimos que f0 ∧ f1 ∈ P
y, por lo tanto, F ∩ P 6= ∅, lo cual es absurdo.
i
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Ejercicio 4.13. (Dual del teorema del ideal primo o teorema del
filtro primo) Sea L un retículo distributivo. Si I es un ideal de L,
F es un filtro de L y F ∩ I = ∅, entonces existe un filtro primo G
de L tal que F ⊆ G y G ∩ I = ∅.
Corolario 4.1. Si L es un retículo distributivo con más de un
elemento, entonces P(L) 6= ∅.




dL(x) para algún subconjunto W de L, entonces existe




Demostración. Sea J = (W ] . Si a /∈ J entonces J ∩ [a) = ∅ y por
el teorema del ideal primo existe un ideal primo P tal que J ⊆ P
y P ∩ [a) = ∅. Así, P ∈ dL(a) y, por consiguiente, existe x ∈ W tal
que P ∈ dL(x). Esto es absurdo, pues W ⊆ J. Entonces a ∈ J y
existen v1, ..., vn ∈ W tales que
a ≤ v1 ∨ ... ∨ vn.
Aplicando la función dL tenemos que
dL(a) ⊆ dL (v1 ∨ ... ∨ vn) = dL (v1) ∪ ... ∪ dL (vn).
Teorema 4.7. (Balbes-Dwinger) Sea L un retículo distributivo y












Demostración. Si suponemos que [V ) ∩ (W ] = ∅, por el teorema
del ideal primo existe un ideal primo P de L tal que (W ] ⊆ P y






es absurdo. Sea entonces a ∈ [V ) ∩ (W ] . Existen v1, ..., vn ∈ V y
w1, ..., wm ∈ W tales que
v1 ∧ ... ∧ vn ≤ a ≤ w1 ∨ ... ∨ wm.
Al aplicar la función dL obtenemos
i
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dL(v1 ∧ ... ∧ vn) ⊆ dL (w1 ∨ ... ∨ wm)
y, por lo tanto,
dL(v1) ∩ ... ∩ dL(vn) ⊆ dL (w1) ∪ ... ∪ dL (wm).
Ejercicio 4.14. Sea L un retículo distributivo con 0. Si V es un
subconjunto no vacío de L tal que ⋂
x∈V
dL(x) = ∅, entonces existe




4.4. Funtor de distributivización
A la subcategoría plena de R, cuyos objetos son los retículos dis-
tributivos, la notaremos D y a la subcategoría plena de R10, cuyos
objetos son los retículos distributivos acotados, la llamaremos D10.
También designaremos por Da a la subcategoría plena de Ra, cuyos
objetos son los retículos distributivos, y por Dp a la subcategoría
plena de Rp, cuyos objetos son los retículos distributivos.
Teorema 4.8. Sea L un retículo. La función dL : L → ℘ (P (L))
es inyectiva si y solamente si el retículo L es distributivo.
Demostración. Si dL es inyectiva, entonces L es isomorfo a ImdL
que es un subretículo de ℘ (P (L)) y, por lo tanto, es distributivo.
Recíprocamente, supongamos que L es distributivo y sean x y y
elementos distintos de L. Podemos suponer sin pérdida de genera-
lidad que x  y. Entonces (y] ∩ [x) = ∅ y por el teorema del ideal
primo, existe un ideal primo P tal que (y] ⊆ P y P ∩ [x) = ∅. Así,
P ∈ dL (x) y P /∈ dL (y). Por consiguiente, dL (x) 6= dL (y).
Proposición 4.4. Sea L un retículo. El retículo L/N(dL) es dis-
tributivo.
Demostración. Basta observar que L/N(dL) es isomorfo a ImdL.
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Proposición 4.5. Sea α : L→M un homomorfismo propio y sean
x, y ∈ L. Si dL(x) = dL(y), entonces dM(α(x)) = dM(α(y)).
Demostración.
I ∈ dM(α(x)) ⇔ α (x) /∈ I
⇔ x /∈ α∗ (I)
⇔ α∗ (I) ∈ dL(x)
⇔ α∗ (I) ∈ dL(y)
⇔ y /∈ α∗ (I)
⇔ α(y) /∈ I
⇔ I ∈ dM(α(y)).
Entonces podemos definir la función
dis(α) : dis(L)→ dis(M) : θL(x) 7→ θM (α (x)),
donde θL : L → L/N (dL) y θM : M → M/N (dM) son las fun-
ciones canónicas al cociente. La función dis (α) es claramente un
homomorfismo.
Ejercicio 4.15. Si α : L→M es un homomorfismo propio, enton-
ces dis(α) también es un homomorfismo propio.
Hemos construido así un funtor dis : Rp → Dp.
Teorema 4.9. (Propiedad universal) Sea L un retículo. Si α : L→
M es un homomorfismo propio y M es distributivo, entonces existe
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Demostración. Basta ver que la función α̂ : dis(L)→M : θL (x) 7→
α(x) está bien definida. En efecto,
θL(x) = θL(y) ⇒ dL(x) = dL(y)
⇒ dM(α(x)) = dM(α(y))
⇒ α(x) = α(y).
La última implicación se tiene pues M es distributivo y entonces
dM es inyectiva. Es claro que α̂ es un homomorfismo propio y que
es la única función que satisface α = α̂ ◦ dL.
Corolario 4.2. El funtor dis : Rp → Dp es adjunto a izquierda del
funtor de inclusión Dp ↪→ Rp.
Corolario 4.3. La categoría Dp es una subcategoría reflexiva de la
categoría Rp.
Ejercicio 4.16. θ = {θL}L∈ObRp es una transformación natural del





























One must always topologize
Marshall Harvey Stone
En este capítulo estudiaremos ciertos espacios topológicos asocia-
dos con los retículos. Asumiremos aquí que el lector conoce los
conceptos básicos de topología general: abiertos, cerrados, interior,
adherencia, base de abiertos, función continua, etc. También supo-
nemos que el lector conoce las definiciones de espacio T0, T1 y T2
o de Hausdorff. Cuando hablemos de espacio compacto nos referi-
remos a la propiedad del recubrimiento abierto, sin suponer que el
espacio es de Hausdorff. Otras propiedades menos conocidas como
la sobriedad y la coherencia se definirán explícitamente, pues no es
común hablar de ellas en un curso de topología general.
5.1. El espectro primo de un retículo
Si L es un retículo, la imagen de la función dL es una base para una
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Definición 5.1. El espacio topológico (P(L), τL) se llama el es-
pectro primo de L y se nota spec(L).
Esta topología recibe el nombre de topología de Zariski, topo-
logía de Stone o topología de la envolvente del núcleo (hull-kernel
topology) dependiendo del contexto en que se presenta. Veamos por
qué se llama topología de la envolvente del núcleo:











J ∈ B ⇔ (∀x ∈ L) (J ∈ dL (x)⇒ dL (x) ∩ B 6= ∅)
⇔ (∀x ∈ L) (x /∈ J ⇒ (∃I ∈ B) (x /∈ I))
⇔ (∀x ∈ L) ((∀I ∈ B) (x ∈ I)⇒ x ∈ J)













I suele llamarse el núcleo de B y, por consiguiente, la ad-
herencia de B es la envolvente del núcleo de B.
Corolario 5.1. Sea L un retículo. Si I ∈ spec(L), entonces
{I} = {J ∈ spec(L) : J ⊇ I}.
Corolario 5.2. Sea L un retículo distributivo y sea I ∈ spec(L).
{I} es cerrado si y solamente si I es un ideal maximal de L.
Teorema 5.2. Si α : L → M es un homomorfismo propio de
retículos, entonces la función
spec(α) : spec(M)→ spec(L) : I 7→ α∗(I)
es continua y abierta sobre su imagen.
i
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Demostración. Sea a ∈ L.
I ∈ (spec (α))∗ (dL (a)) ⇔ spec (α) (I) ∈ dL (a)
⇔ α∗(I) ∈ dL (a)
⇔ a /∈ α∗(I)
⇔ α (a) /∈ I
⇔ I ∈ dM (α (a)).
Proposición 5.1. Si α : L→ M es un homomorfismo sobreyecti-
vo, entonces spec(α) : spec(M)→ spec(L) es inyectiva.
Demostración.
spec (α) (I) = spec (α) (J) ⇔ α∗ (I) = α∗ (J)
⇔ [x ∈ α∗ (I)⇔ x ∈ α∗ (J)]
⇔ [α (x) ∈ I ⇔ α (x) ∈ J ]
⇔ I = J.
La última equivalencia se tiene debido a que α es una función so-
breyectiva.
Teorema 5.3. Si L es un retículo y θL : L → L/N(dL) es la
función canónica al cociente, entonces
spec (θL) : spec (L/N(dL))→ spec (L)
es un homeomorfismo.
Demostración. Por ser θL sobreyectivo, es un homomorfismo pro-
pio y, por consiguiente, la función spec (θL) está bien definida, es
continua y es abierta sobre su imagen. La Proposición 5.1 nos dice
que spec(θL) es inyectiva.
Sea ahora I un ideal primo de L. Tenemos que θL∗ (I) es un ideal
primo de L/N(dL) y, además, I = θ∗L (θL∗ (I)). Por consiguiente,
spec (θL) es sobreyectiva.
Corolario 5.3. La hipótesis de distributividad en los Teoremas 4.6
y 4.7 puede suprimirse.
i
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Reescribimos aquí el Teorema 4.6 en el lenguaje topológico, ya
sin la hipótesis de distributividad.
Teorema 5.4. Sea L un retículo. Para cada x ∈ L se tiene que
dL (x) es un subespacio compacto de spec (L).
Concluimos inmediatamente el siguiente corolario:
Corolario 5.4. Si L es un retículo, entonces spec (L) es un espacio
localmente compacto.
La prueba de la siguiente proposición es un sencillo ejercicio
para el lector:
Proposición 5.2. Si L es un retículo distributivo, entonces las
siguientes afirmaciones son equivalentes:
(i) L tiene 1.
(ii) spec(L) es compacto.
Ejercicio 5.1. Para cada entero positivo i defina Li como el re-




tiene espectro compacto y no tiene 1.
Ejercicio 5.2. Sea Θ un retículo con un solo elemento. Si L es un
retículo, entonces spec(L  Θ) es una compactación por un punto
de spec(L).
Definición 5.2. Un espacio topológico es coherente si tiene una
base de abiertos-compactos que es cerrada para intersecciones fini-
tas.
Con esta definición y el Teorema 5.4 concluimos inmediatamente
el siguiente corolario:
Corolario 5.5. Si L es un retículo, entonces spec (L) es un espacio
coherente.
Proposición 5.3. El espectro de un retículo es siempre un espacio
T0.
Demostración. Sean I y J dos ideales primos diferentes de un re-
tículo L. Entonces existe un x ∈ I − J o existe un y ∈ J − I. Por
consiguiente, J ∈ dL(x) e I /∈ dL(x) o I ∈ dL(y) y J /∈ dL(y).
i
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Definición 5.3. Una colección H de subconjuntos de un conjunto
es bi-reducible si para todo par de subconjuntos no vacíos A y B




B existen subconjuntos finitos A1 de






Definición 5.4. Un espacio topológico es de Balbes-Dwinger si
es T0, coherente y la colección de abiertos-compactos no vacíos es
bi-reducible.
Nota 5.1. Los espacios que aquí llamamos de Balbes-Dwinger son
llamados en [12] espacios de Stone. Sin embargo, la noción de espa-
cio de Stone es diferente en otras referencias. Véase, por ejemplo,
[27].
Ejercicio 5.3. Determine si los siguientes son espacios de Balbes-
Dwinger:
(i) N con topología {∅, 2N, 2N+ 1,N}.
(ii) [0, 1] con topología usual.
(iii) N con topología de colas a derecha.
(iv) N con topología de complementarios finitos.
Los Teoremas 4.7, 5.4 y los Corolarios 5.3 y 5.5 nos permiten
concluir inmediatamente el siguiente resultado:
Teorema 5.5. Si L es un retículo, entonces spec(L) es un espacio
de Balbes-Dwinger.
Proposición 5.4. Si L es un retículo y K es un abierto-compacto
no vacío de spec(L), entonces existe un a ∈ L tal que K = dL (a).
Demostración. Sea K un abierto-compacto no vacío de spec (L).
Por ser abierto no vacío tenemos que existe V ⊆ L, no vacío,
tal que K = ⋃
x∈V





dL (vi) = dL (v1 ∨ ... ∨ vn).
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Ejercicio 5.4. Muestre con un ejemplo que el conjunto vacío puede
no ser de la forma dL (a).
Ejercicio 5.5. Un espacio topológico finito es de Balbes-Dwinger
si y solo si es un espacio T0.
Ejercicio 5.6. Describa el espectro primo de los siguientes retícu-
los:
(i) Z con el orden usual.
(ii) R con el orden usual.
(iii) El retículo de la Figura 5.1.
(iv) El retículo de la Figura 5.2.
(v) El retículo de la Figura 5.3.
Figura 5.1: R6
Definición 5.5. Sea X un espacio topológico. Diremos que el con-
junto vacío es fundamental en X si toda colección de abiertos con
propiedad de intersección finita tiene intersección no vacía. Diremos
que un conjunto no vacío es fundamental si es abierto-compacto.
Nótese que ∅ es fundamental si cada vez que una colección A
de abiertos tiene intersección vacía se tiene que alguna subcolección
finita de A también tiene intersección vacía.
Ejercicio 5.7. En todo espacio de Balbes-Dwinger finito el con-
junto vacío es fundamental.
i
i
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Figura 5.2: 2× 3
Figura 5.3: 23
Proposición 5.5. Si L es un retículo con 0, entonces el conjunto
vacío es fundamental en spec (L).
Demostración. Basta probar la propiedad para colecciones de abier-
tos básicos. Sea S un subconjunto de L tal que ⋂
a∈S
dL(a) = ∅.
Como dL(0) = ∅, tenemos que
⋂
a∈S
dL(a) ⊆ d(0), luego existen
a1, ..., an ∈ S tales que dL(a1) ∩ · · · ∩ dL(an) ⊆ d(0) = ∅.
Para cada espacio X de Balbes-Dwinger notaremos F(X) a la
colección de los subconjuntos fundamentales de X.
Teorema 5.6. Si X es un espacio de Balbes-Dwinger, entonces
F(X) es un retículo distributivo y spec(F(X)) es homeomorfo a X.
i
i
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Demostración. Es evidente que F(X) es un subretículo de ℘(X) y,
por consiguiente, es un retículo distributivo. Sea ahora x ∈ X y lla-
memos x̂ al conjunto de los elementos de F(X) que no contienen a x.
Claramente x̂ 6= F(X), pues el conjunto de los abiertos-compactos
de X es una base de X. Veamos que x̂ 6= ∅ :




⇒ ∅ ∈ F(X)
⇒ x ∈ ∅,
lo cual es absurdo. Es fácil ver que x̂ es un ideal primo de F(X).
Definimos ahora la función
hX : X → spec(F(X)) : x 7→ x̂
y vamos a comprobar que hX es un homeomorfismo.





⇔ hX(x) ∈ dF(X)(A)
⇔ A /∈ hX(x)





= A. Por consiguiente, hX es fuertemente con-
tinua y además abierta sobre su imagen. Por ser X un espacio T0,
es evidente que hX es inyectiva.
Para verificar la sobreyectividad, tomemos un ideal primo I




B, entonces existen A1, ..., An ∈ Ic y
B1, ..., Bm ∈ I tales que A1 ∩ · · · ∩ An ⊆ B1 ∪ · · · ∪ Bm ∈ I, luego













Bc. Por consiguiente, x está en todos los elementos
de Ic y x no está en ningún elemento de I, lo que significa que
hX(x) = I.
Ejercicio 5.8. En cada caso determine si X es de Balbes-Dwinger.
En caso de que lo sea, describa F(X):
i
i
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(i) X = {a, b, c} con topología discreta.
(ii) X = {a, b, c} con topología {∅, X, {a}, {a, b}, {a, c}}.
(iii) X = {a, b, c} con topología {∅, X, {a}, {a, b}}.
(iv) X = N con topología de complementarios finitos.
(v) X = N con topología de colas a derecha.
Teorema 5.7. Si L es un retículo distributivo, entonces se tiene
que F (spec (L)) es isomorfo a L.
Demostración. Basta observar que si L es un retículo distributivo,
entonces la función dL : L → ℘ (spec(L)) es un homomorfismo
inyectivo cuya imagen es exactamente F (spec (L)).
De la prueba de la continuidad de la función spec (α) y la Pro-
posición 5.4, concluimos el siguiente resultado:
Proposición 5.6. Sea α : L → M un homomorfismo propio de
retículos. La función
spec(α) : spec(M)→ spec(L) : I 7→ α∗(I)
envía abiertos-compactos en abiertos-compactos por imagen recípro-
ca. Más aún, esta función envía fundamentales en fundamentales
por imagen recíproca.
Definición 5.6. Una función entre espacios topológicos es fuerte-
mente continua si es continua y envía fundamentales en funda-
mentales por imagen recíproca.
Hemos probado entonces que para todo homomorfismo propio
α, la función spec(α) es fuertemente continua.
Ejercicio 5.9. Si α : L→M y β : M → T son dos homomorfismos
propios, entonces:
(i) β ◦ α : L→ T es un homomorfismo propio.
(ii) spec(β ◦ α) = spec(α) ◦ spec(β).
Ejercicio 5.10. Si L es un retículo, entonces spec(1L) = 1spec(L).










90 CAPÍTULO 5. TOPOLOGÍA
Ejercicio 5.12. Si f : X → Y y g : Y → Z son funciones fuerte-
mente continuas, entonces g◦f : X → Z es una función fuertemente
continua.
Los Ejercicios 5.9 y 5.10 nos muestran que spec es un funtor
contravariante de la categoría Rp en la categoría T de los espacios
topológicos y las funciones fuertemente continuas. Tenemos así que
la imagen de este funtor es, precisamente, la subcategoría plena de T
cuyos objetos son los espacios de Balbes-Dwinger y que notaremos
BD. Mostraremos ahora que el funtor spec : Dp → BD es una
coequivalencia de categorías.
Para cada f : X → Y fuertemente continua entre espacios de
Balbes-Dwinger definimos
F(f) : F(Y )→ F(X) : A 7→ f ∗(A).
Ejercicio 5.13. Si f : X → Y es una función fuertemente continua
entre espacios de Balbes-Dwinger, entonces F(f) : F(Y ) → F(X)
es un homomorfismo propio.
Ejercicio 5.14. Si X es un espacio de Balbes-Dwinger, entonces
F(1X) = 1F(X).
Ejercicio 5.15. Si f : X → Y y g : Y → Z son funciones fuerte-
mente continuas entre espacios de Balbes-Dwinger, entonces g ◦ f :
X → Z es también fuertemente continua y F (g ◦ f) = F (f)◦F (g).
Los Ejercicios 5.13, 5.14 y 5.15 nos muestran que F es un funtor
contravariante de la categoría BD en la categoría Dp.
Ejercicio 5.16. Si α : L → M es un homomorfismo propio de
retículos distributivos, entonces (F ◦ spec (α)) ◦ dL = dM ◦ α. Esto
muestra que d = (dL)L∈ObD es una transformación natural del funtor
idéntico de Dp en el funtor F ◦ spec.
L (F ◦ spec)(L)
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Ejercicio 5.17. Si f : X → Y es una función fuertemente continua
entre espacios de Balbes-Dwinger, entonces (spec ◦ F (f)) ◦ hX =
hY ◦ f. Esto muestra que h = (hX)X∈ObBD es una transformación
natural del funtor idéntico de BD en el funtor spec ◦ F.
X (spec ◦ F)(X)








Como las transformaciones naturales de los Ejercicios 5.16 y 5.17
son en realidad isomorfismos, concluimos el siguiente resultado:
Teorema 5.8. Los funtores spec : Rp → BD y F : BD → Rp
son adjuntos (contravariantes). La coequivalencia de adjunción está
dada por los funtores F : BD→ Dp y spec : Dp → BD.
Ejercicio 5.18. Sean L y M retículos.
(i) ¿Qué relación existe entre spec(L), spec(M) y spec(L M)?
(ii) ¿Qué relación existe entre spec(L), spec(M) y spec(L"M)?
(iii) ¿Qué relación existe entre spec(L), spec(M) y spec(L×M)?
5.2. Sobriedad en espacios topológicos
Dedicaremos esta sección a estudiar un poco la propiedad de so-
briedad y caracterizaremos los espacios de Balbes-Dwinger que son
sobrios.
Definición 5.7. Sea X un espacio topológico. Un cerrado F 6= ∅ es
irreducible si para todo par de cerrados G y H de X, F = G∪H
implica F = G o F = H. Un abierto U 6= X es primo si para todo
par de abiertos C y D de X, C ∩D ⊆ U implica C ⊆ U o D ⊆ U .
Es claro que el complemento de un cerrado irreducible es un
abierto primo, y viceversa.
La noción de cerrado irreducible es una generalización de las ad-
herencias de los puntos. En efecto, es claro que en cualquier espacio
i
i
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topológico la adherencia de un punto es un cerrado irreducible.
Sin embargo, puede haber cerrados irreducibles que no son ad-
herencias de puntos. Por ejemplo, si X es un conjunto infinito
con topología de complementarios finitos, tenemos que el cerra-
do X es un cerrado irreducible que no es la adherencia de nin-
gún punto. En otras palabras, si llamamos C(X) al conjunto de
todos los cerrados irreducibles del espacio topológico X, la función
ϕX : X → C(X) : x 7→ {x} está bien definida. Es claro que esta
función es inyectiva si y solamente si el espacio X es T0. Aquellos es-
pacios para los cuales la función ϕX es biyectiva son, precisamente,
los espacios sobrios.
Definición 5.8. Un espacio topológico es sobrio si todo cerrado
irreducible es la adherencia de un único punto. Diremos que un
espacio topológico es ebrio si no es sobrio.
Ejemplo 5.1. Un conjunto con topología grosera, con más de un
punto, es un espacio ebrio.
Un conjunto infinito con topología de complementarios finitos
es un espacio ebrio.
Un conjunto bien ordenado con topología de colas a izquierda
es un espacio sobrio.
Ejercicio 5.19. Todo espacio T2 es un espacio sobrio y todo espacio
sobrio es un espacio T0.
Debido a que todo espacio T2 es un espacio sobrio y todo espacio
sobrio es un espacio T0, la sobriedad es considerada en algunos
textos como una propiedad de separación.
Veamos ahora otra forma de identificar los cerrados irreducibles
que nos permitirá reconocer cuándo un cerrado es irreducible.
Sea X un espacio topológico. Para cada subconjunto H de X
definimos
τH = {H ∩ A : A es un abierto de X y H ∩ A 6= ∅}.
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Ejercicio 5.20. Sea F un cerrado del espacio topológico X. Las
siguientes afirmaciones son equivalentes:
(i) F es un cerrado irreducible.
(ii) τF tiene la propiedad de intersección finita.
Ejercicio 5.21. Sea F un cerrado del espacio topológico X. Las
siguientes afirmaciones son equivalentes:




Ejercicio 5.22. Si X es un espacio sobrio y Y es un subespacio
abierto de X, entonces Y es sobrio.
Ejercicio 5.23. Si τ es una topología sobre un conjunto X, deno-
tamos por τ ∗ la topología sobre X generada por {X − A : A ∈ τ}.
∅ es fundamental en el espacio topológico (X, τ) si y solo si (X, τ ∗)
es compacto.
Ejercicio 5.24. Sea L un retículo distributivo. Si L no tiene 0,
entonces:
(i) ⋂ spec(L) = ∅.
(ii) spec(L) es un cerrado irreducible.
(iii) spec(L) 6= {I} para todo I ∈ spec(L).
(iv) spec(L) no es un espacio sobrio.
Proposición 5.7. Si X es un espacio de Balbes-Dwinger, las si-
guientes afirmaciones son equivalentes:
(i) X es sobrio.
(ii) ∅ es fundamental en X.
Demostración. (i)⇒ (ii) : Caso 1: existen dos abiertos-compactos
no vacíos A y B tales que A ∩ B = ∅. Sea A una colección de
abiertos-compactos tales que ⋂
V ∈A
V = ∅. Entonces ⋂
V ∈A
V ⊆ ⋃ {A}
y ⋂
V ∈A
V ⊆ ⋃ {B} y, por consiguiente, existen A1,A2 subcolecciones
finitas de A tales que ⋂
V ∈A1
V ⊆ ⋃ {A} y ⋂
V ∈A2
V ⊆ ⋃ {B}. Así,⋂
V ∈A1∪A2
V ⊆ A ∩B = ∅. Por lo tanto, ∅ es fundamental en X.
Caso 2: la colección de los abiertos-compactos no vacíos de X
tiene PIF. En este caso tenemos que X es un cerrado irreducible
i
i
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y, por consiguiente, existe x ∈ X tal que X = {x}. Sea A un
abierto-compacto no vacío y sea z ∈ A. Como z ∈ {x} tenemos
que A ∩ {x} 6= ∅ y, por lo tanto, x ∈ A. Así, ninguna colección de
abiertos-compactos no vacíos tiene intersección vacía y entonces ∅
es fundamental en X.
(ii) ⇒ (i). Sabemos que X es homeomorfo a spec(F(X)). Vea-
mos que spec(F(X)) es sobrio: sea F un cerrado irreducible de
spec(F(X)) y sea I = ⋂
J∈F
J . Como ∅ es fundamental, I 6= ∅ y,
por consiguiente, es un ideal de F(X).


























⇒ A ∈ I o B ∈ I.
Por lo tanto, I es primo. Además,
{I} = {J ∈ spec(L(X)) : I ⊆ J }
=






La siguiente proposición es ahora evidente:
Proposición 5.8. Si L es un retículo distributivo, entonces las si-
guientes afirmaciones son equivalentes:
(i) spec(L) es un espacio sobrio.
(ii) L tiene mínimo.
(iii) ∅ es fundamental en spec(L).
i
i
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5.3. Dualidad topológica
Si definimosO : Dp → Dp medianteO (L) = Lo yO (α : L→M) =
α : Lo →M o, tenemos que O es un isomorfismo de categorías pues
O ◦ O = 1Dp . Nótese que este funtor es claramente distinto de la
identidad. Vamos a usar este funtor de dualidad para construir un
endofuntor de la categoría de los espacios de Balbes-Dwinger.
Definimos O : BD → BD mediante O = spec ◦ O ◦ F. Para
simplificar la notación escribiremos Xo en lugar de O (X).
Ejercicio 5.25. El funtor O es una equivalencia de categorías tal
que O ◦O ≡ 1BD. En particular, tendremos que (Xo) o es homeo-
morfo a X.
Ejercicio 5.26. Si L es un retículo distributivo y X es un espacio
de Balbes-Dwinger, entonces:
(i) spec (Lo) es homeomorfo a (spec (L)) o.
(ii) F (Xo) es isomorfo a (F (X)) o.
Ejercicio 5.27. Considere el retículo R6 de la Figura 5.4, describa
spec(R6) y (spec(R6)) o. Observe que no son homeomorfos.
Figura 5.4: R6
El siguiente teorema nos muestra que las propiedades de com-
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Teorema 5.9. Sea X un espacio de Balbes-Dwinger. Las siguientes
afirmaciones son equivalentes:
(i) X es compacto.
(ii) Xo es sobrio.
Demostración.
X es compacto ⇔ F(X) tiene máximo
⇔ O ◦ F(X) tiene mínimo
⇔ spec ◦ O ◦ F(X) es sobrio
⇔ Xo es sobrio.
Ejercicio 5.28. Si X es un espacio compacto, sobrio y coherente,
y A(X) es la colección de los abiertos-compactos de X, entonces:
(i) A(X) es un retículo distributivo con 0 y 1.
(ii) Si I es un ideal primo de A(X) entonces ⋂{Ac : A ∈ I} 6= ∅.
(iii) Si I es un ideal primo de A(X) y x ∈ ⋂{Ac : A ∈ I}
entonces I = {A ∈ A(X) : x /∈ A}.
(iv) La función X → spec (A(X)) : x 7→ {A ∈ A(X) : x /∈ A} es
un homeomorfismo.
Como consecuencia de este ejercicio, tenemos el siguiente resul-
tado:
Teorema 5.10. Si X es un espacio compacto, sobrio y coherente,
entonces X es un espacio de Balbes-Dwinger.
Definición 5.9. Un espacio topológico X se llama espacio espec-
tral si es compacto, sobrio y coherente.
Más adelante veremos una justificación de este nombre.
Tenemos entonces el siguiente resultado:
Teorema 5.11. Sea X un espacio topológico. Las siguientes afir-
maciones son equivalentes:
(i) X es un espacio espectral.
(ii) X es un espacio de Balbes-Dwinger sobrio y compacto.
(iii) X es homeomorfo al espectro primo de un retículo distri-
butivo acotado.
(iv) X es homeomorfo al espectro primo de un retículo acotado.
i
i
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Ejercicio 5.29. Describa el espectro de una cadena. Explique por
qué es natural llamar espacio espectral lineal al espectro de una
cadena acotada.
Llamaremos S a la subcategoría plena de BD cuyos objetos son
los espacios espectrales. Es claro que el funtor spec se restringe a
un funtor de D10 en S y el funtor F se restringe a un funtor de S
en D10. Así, tenemos el siguiente resultado:
Teorema 5.12. spec : D10 → S es una coequivalencia de categorías.
Ejercicio 5.30. La categoría S es cerrada para productos finitos.
Ejercicio 5.31. La categoría D10 es cerrada para co-productos fi-
nitos.
Ejercicio 5.32. El retículo P9 de la Figura 5.5 es el co-producto
de la cadena {0, e, 1} y C(P9) (ver definición de C(L) en la Sección
6.1).
Figura 5.5: P9
Ejercicio 5.33. Describa el espacio spec (P9) para el retículo P9
del ejercicio anterior. Muestre que este espacio es el producto de los
espectros de la cadena y de C(P ).
i
i
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5.4. Espectros de anillos conmutativos
Todo el trabajo que hemos hecho para asociarle un espacio topoló-
gico a un retículo, lo podemos realizar de forma análoga con anillos
conmutativos en lugar de retículos. Supondremos en esta sección
que el lector está familiarizado con las nociones básicas de la teoría
de anillos conmutativos. En particular, suponemos que conoce la
definición de ideal primo.
Sea A un anillo conmutativo y sea P (A) el conjunto de los
ideales primos de A. Definimos
D : A→ ℘ (P (A)) : a 7→ {I ∈ P (A) : a /∈ I}.
La función D tiene las siguientes propiedades:
(i) D (0) = ∅.
(ii) Si A tiene unidad 1, entonces D (1) = P (A).
(iii) D(xy) = D (x) ∩D (y).
(iv) D(x+ y) ⊆ D (x) ∪D (y).
Tenemos así que la imagen de D es una base para una topolo-
gía sobre P (A). El espacio topológico correspondiente se llama el
espectro primo de A y lo notaremos Spec (A).
Es claro que FA = {D (a) : a ∈ A} es un retículo distributivo
con 0.
Teorema 5.13. Spec (A) es homeomorfo a spec (FA).
Demostración. Para cada I ∈ Spec (A) defina f (I) = {D (a) : a ∈
I} y para cada J ∈ spec (FA) defina g (J ) = {a ∈ A : D (a) ∈ J }.
Es fácil ver que f es una función de Spec (A) en spec (FA), g es una
función de spec (FA) en Spec (A) y g = f−1. Además, para cada
a ∈ A tenemos
I ∈ f ∗ (dFA (D (a))) ⇔ f (I) ∈ dFA (D (a))
⇔ D (a) /∈ f (I)
⇔ a /∈ I
⇔ I ∈ D (a).
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Corolario 5.6. Si A es un anillo conmutativo, entonces Spec (A)
es un espacio de Balbes-Dwinger que es sobrio.
Corolario 5.7. Si A es un anillo conmutativo con unidad, entonces
Spec (A) es un espacio espectral.
El siguiente teorema de Hochster (véase [25]) caracteriza los
espectros primos de los anillos conmutativos con unidad.
Teorema 5.14. (Hochster) Si X es un espacio compacto, sobrio y
coherente, entonces existe un anillo conmutativo A, con unidad, tal
que X es homeomorfo a Spec (A).
Definición 5.10. Diremos que un homomorfismo de anillos h :
A → B es propio si la imagen recíproca de cualquier ideal primo
de B es un ideal primo de A.
Si para cada homomorfismo propio de anillos h : A → B, defi-
nimos
Spec (h) : Spec (B)→ Spec (A) : I 7→ h∗ (I),
entonces Spec : Ap → BD es un funtor contravariante de la ca-
tegoría de los anillos conmutativos y los homomorfismos propios
en la categoría de los espacios de Balbes-Dwinger y las funciones
fuertemente continuas.
Ejercicio 5.34. Sea A un anillo conmutativo y sea N (A) el nilra-
dical de A, es decir, la intersección de todos los ideales primos de
A. Spec (A/N(A)) es homeomorfo a Spec (A).
Ejercicio 5.35. Sea A un anillo conmutativo y sea I un ideal de
A. Si se define
V (I) = {P ∈ Spec (A) : I ⊆ P},
entonces V (I) es un subespacio cerrado de Spec (A) que es homeo-
morfo a Spec (A/I).
Ejercicio 5.36. Existen anillos conmutativos sin unidad tales que
su espectro primo es compacto.
i
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Ejercicio 5.37. F ◦ Spec es un funtor de Ap en Dp. El retículo
F ◦ Spec (A) se llama reticulación del anillo conmutativo A. Para
un estudio de las propiedades de este funtor, se puede consultar
en [40].
Nota 5.2. Si llamamos A1 a la categoría de los anillos conmutativos
con unidad y los homomorfismos de anillos que preservan unidad,
entonces Spec es un funtor de A1 en la categoría S de los espacios
compactos, sobrios y coherentes y las funciones fuertemente conti-
nuas. El teorema de Hochster nos dice que la imagen de este funtor
es, precisamente, la categoría S, lo que justifica el hecho de que los
objetos de esta categoría se llamen espacios espectrales.
Nota 5.3. Para un estudio completo del funtor Spec, su relación
con diferentes mecanismos de adjunción de unidad y compactacio-
nes de espacios de Balbes-Dwinger que son sobrios, puede consul-
tarse en [38].
5.5. Ubicuidad de los espacios
espectrales
Veremos en esta sección que todo espacio topológico está estrecha-
mente relacionado con un espacio espectral.
Sea X un espacio topológico y sea Ω (X) su topología. Es cla-
ro que Ω (X) es un retículo distributivo. Vamos a establecer una
relación entre el espacio X y el espacio spec (Ω (X)).
Si x ∈ X, entonces {x} es un cerrado irreducible y X − {x}





ideal primo de Ω (X). Podemos entonces definir la función





Teorema 5.15. Si X es un espacio topológico, entonces ηX : X →
spec (Ω (X)) es una función continua y abierta sobre su imagen.
i
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⇔ ηX (x) ∈ dΩ(X) (A)
⇔ A /∈ ηX (x)
⇔ A * X − {x}
⇔ A ∩ {x} 6= ∅
⇔ x ∈ A.
Teorema 5.16. Si X es un espacio topológico, entonces ηX (X) es
denso en spec (Ω (X)).










⇔ (∀x ∈ X)
(
A ⊆ X − {x}
)
⇔ (∀x ∈ X)
(
A ∩ {x} = ∅
)
⇔ (∀x ∈ X) (x /∈ A)
⇔ A = ∅.
Entonces, el núcleo de ηX (X) es {∅} y, por consiguiente, todo ideal
primo de Ω (X) está en la adherencia de ηX (X).
Ejercicio 5.38. Si X es un espacio topológico T0, entonces ηX es
inyectiva.
El siguiente teorema es ahora evidente.
Teorema 5.17. Todo espacio topológico T0 es homeomorfo a un
subespacio denso de un espacio espectral.
Observe que si f : X → Y es una función continua, entonces
Ω(f) = f ∗ es un homomorfismo acotado de Ω (Y ) en Ω (X). Así,
Ω : Top→ D10 es un funtor contravariante.
i
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Sea ahora f : X → Y una función continua y sea x ∈ X.
A ∈ (spec ◦ Ω)(f) (ηX (x)) ⇔ f ∗(A) ∈ ηX (x)
⇔
(




f ∗(A) ∩ {x} = ∅
)
⇔ x /∈ f ∗(A)
⇔ f(x) /∈ A
⇔ A ⊆ Y − {f(x)}
⇔ A ∈ ηY (f(x)).
Hemos probado que (spec ◦ Ω) (f) ◦ ηX = ηY ◦ f , y por consiguiente
η = (ηX)X∈ObTop es una transformación natural del funtor idén-
tico de la categoría Top en el funtor spec ◦ Ω considerado como
endofuntor de Top.
X (spec ◦ Ω)(X)









5.6. Sobrificación de un espacio
topológico
Describiremos en esta sección la construcción del mejor espacio so-
brio asociado a un espacio topológico cualquiera.
Fijemos un espacio topológico X y consideremos el subespa-
cio sob(X) de (spec ◦ Ω) (X) cuyos elementos son los ideales pri-
mos principales de Ω (X). Es claro que ηX (X) es un subespacio de
sob(X).
Proposición 5.9. sob(X) es un espacio sobrio.
i
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Demostración. Sea F un cerrado irreducible de sob(X). Tenemos
que F = {(V ] : V ∈ T } para algún conjunto T de abiertos pri-
mos de X. Sea W el interior de ⋂ T . Veamos que W es un abierto
primo de X : sean A y B abiertos de X.



























T o B ⊆
⋂
T
⇔ A ⊆ W o B ⊆ W (pues A y B son abiertos).
Entonces I = (W ] ∈ sob(X). Nótese que ⋂F = (W ] y, por consi-
guiente, {I} = F . La unicidad se concluye de la propiedad T0 de
sob(X).
Ejercicio 5.39. Si f : X → Y es una función continua y F es un
cerrado irreducible de X, entonces f∗(F ) es un cerrado irreducible
de Y.
Teorema 5.18. (Propiedad universal) Sean X un espacio topoló-
gico y Y un espacio topológico sobrio. Si f : X → Y es una función
continua, entonces existe una única función continua f̂ : sob(X)→













Demostración. Para cada abierto primo A de X tenemos que
f∗(X − A) es un cerrado irreducible de Y. Por lo tanto, existe un
único y ∈ Y tal que f∗(X − A) = {y}. Definimos f̂((A]) = y. Si
i
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= f(x) luego f = f̂ ◦ηX . Veamos





(A) ⇔ f̂ ((B]) ∈ A
⇔ y ∈ A donde {y} = f∗ (X −B)
⇔ A ∩ f∗ (X −B) 6= ∅
⇔ f ∗ (A) ∩ (X −B) 6= ∅
⇔ f ∗ (A) * B
⇔ f ∗ (A) /∈ (B]
⇔ (B] ∈ dΩ(X) (f ∗ (A)) ∩ sob (X).
Se deja como ejercicio probar que esta es la única función de
sob(X) en Y que al componerla con ηX nos da f.
Para cada f : X → Y función continua entre espacios topológi-
cos definimos sob(f) = η̂Y ◦ f . Así, sob resulta ser un funtor de la
categoría Top en la subcategoría plena Sob de Top cuyos objetos
son los espacios sobrios.
Corolario 5.8. El funtor sob : Top→ Sob es adjunto a izquierda
del funtor de inclusión Sob ↪→ Top.
Corolario 5.9. La categoría Sob es una subcategoría reflexiva de
Top.
El espacio sob(X) se conoce como la sobrificación de X.
Ejercicio 5.40. Sea Θ un retículo con un solo elemento. Si L es
un retículo sin mínimo, entonces spec (Θ" L) es la sobrificación
de spec (L).
i









No matter how correct a mathematical
theorem may appear to be, one ought
never to be satisfied that there was
not something imperfect about it
until it also gives the impression
of being beautiful.
George Boole
Los retículos más conocidos son los retículos de Boole (retículos
distributivos complementados) debido, en parte, a que permiten
modelar el cálculo proposicional de la lógica clásica. Estudiaremos
en este capítulo las relaciones entre los retículos de Boole y los
retículos distributivos acotados, así como sus consecuencias topoló-
gicas. Consideraremos también otro tipo de retículos asociados con
estos: los retículos localmente booleanos y los retículos de Post.
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6.1. Retículos de Boole
Definición 6.1. Sea L un retículo acotado y sea x ∈ L. Se dice
que un elemento y de L es un complemento de x si x ∨ y = 1 y
x ∧ y = 0.
Proposición 6.1. Si L es un retículo distributivo acotado y un
elemento x ∈ L tiene complementos y y z, entonces y = z.
En un retículo distributivo acotado, el complemento de un ele-
mento x, cuando existe, se nota x′. El conjunto de los elementos
complementados de L se nota C(L).
Ejercicio 6.1. Sea L un retículo distributivo acotado.
(i) Si x ∈ C(L) entonces x′ ∈ C(L) y (x′)′ = x.
(ii) (Leyes de De Morgan) Si x, y ∈ C(L) entonces (x ∧ y)′ =
x′ ∨ y′ y (x ∨ y)′ = x′ ∧ y′.
(iii) C(L) es un subretículo de L.
(iv) 0, 1 ∈ C(L), 0′ = 1 y 1′ = 0.
(v) La función x 7→ x′ es un isomorfismo de retículos acotados
de C(L) en C(L)o.
(vi) C (C (L)) = C(L).
(vii) Si a ∈ C(L) entonces L es isomorfo a (a]× (a′].
Definición 6.2. Se dice que un retículo distributivo acotado L es
un retículo de Boole si C(L) = L.
El ejemplo clásico de retículo de Boole es el retículo ℘ (X) de
las partes de un conjunto X.
Ejercicio 6.2. Si L es un retículo de Boole y a ∈ L, entonces para
todo x, y ∈ L se tiene que
a ∧ x ≤ y ⇔ x ≤ a′ ∨ y.
Concluya que la función â : L → L : x 7→ a ∧ x es adjunta a
izquierda.
Ejercicio 6.3. Sean L y M retículos distributivos acotados y α :
L → M un homomorfismo acotado. Si x ∈ C(L) entonces α(x) ∈
C(M).
i
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El ejercicio anterior nos muestra que todo homomorfismo aco-
tado α : L → M entre retículos distributivos acotados se restringe
a un homomorfismo acotado C(α) : C(L)→ C(M).
Si llamamos B a la subcategoría plena de D10 cuyos objetos son
los retículos de Boole, entonces C es un funtor de D10 en B.
La prueba del siguiente teorema se deja como ejercicio para el
lector.
Teorema 6.1. El funtor C : D10 → B es adjunto a derecha del
funtor de inclusión B ↪→ D10.
Corolario 6.1. La categoría B es una subcategoría co-reflexiva de
la categoría D10.
Ejercicio 6.4. El producto de una familia de retículos de Boole es
también un retículo de Boole.
Teorema 6.2. Todo retículo distributivo es (isomorfo a) un subre-
tículo de un retículo de Boole.
Demostración. Basta observar que si L es un retículo distributivo,
entonces dL : L→ ℘ (P(L)) es un homomorfismo inyectivo.
Nótese que dL es un homomorfismo acotado.
Definición 6.3. Sea L un retículo distributivo. Diremos que (λ,B)
es una extensión booleana libre de L si B es un retículo de
Boole y λ : L→ B es un homomorfismo acotado tal que para todo
homomorfismo acotado α : L → M, donde M es de Boole, existe










Sea L un subretículo de un retículo de Boole B. El subretícu-
lo de Boole de B generado por L es la intersección de todos los
subretículos de Boole de B que contienen a L y lo notaremos [L]B.
i







108 CAPÍTULO 6. RETÍCULOS DE BOOLE
Proposición 6.2. Si L es un subretículo de un retículo de Boole B,
entonces x ∈ [L]B si y solo si existen x1, ..., xn, y1, ...yn ∈ L∪{0, 1}
tales que
x = (x1 ∧ y′1) ∨ · · · ∨ (xn ∧ y′n).
Ejercicio 6.5. Pruebe la proposición anterior.
Teorema 6.3. Si L es un subretículo de un retículo de Boole B y
j : L→ B : x 7→ x es un homomorfismo acotado, entonces (j, [L]B)
es una extensión booleana libre de L.
Demostración. Sea α : L→M un homomorfismo acotado dondeM
es un retículo de Boole. Sabemos que todo elemento de [L]B es de la
forma (x1 ∧ y′1)∨· · ·∨(xn ∧ y′n), donde x1, ..., xn, y1, ...yn ∈ L∪{0, 1}.
Definimos
α̂ ((x1 ∧ y′1) ∨ · · · ∨ (xn ∧ y′n))
=
(
α (x1) ∧ α (y1)′
)
∨ · · · ∨
(
α (xn) ∧ α (yn)′
)
Dejamos como ejercicio ver que α̂ está bien definida y que es un
homomorfismo acotado. Es claro que α = α̂ ◦ j y que esta función
es la única que satisface esta condición.
Corolario 6.2. Si L es un retículo distributivo, entonces (dL, [(dL)∗
(L)]℘(P(L))
)
es una extensión booleana libre de L.
Si para cada retículo distributivo L definimos B(L) = [(dL)∗
(L)]℘(P(L)) y para cada homomorfismo acotado α : L → M entre
retículos distributivos definimos B(α) = d̂M ◦ α : B(L) → B(M),
entonces B resulta ser un funtor de la categoría Da de los retículos
distributivos y los homomorfismos acotados en la categoría B. El
siguiente teorema es ahora evidente:
Teorema 6.4. El funtor B : Da → B es adjunto a izquierda del
funtor de inclusión B ↪→ Da.
Corolario 6.3. La categoría B es una subcategoría reflexiva de la
categoría Da.
i
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Corolario 6.4. El funtor B : D10 → B es adjunto a izquierda del
funtor de inclusión B ↪→ D10.
Corolario 6.5. La categoría B es una subcategoría reflexiva de la
categoría D10.
Ejercicio 6.6. Sea L un retículo distributivo acotado. Si existen
intervalos B1, ..., Bn que son retículos de Boole tales que B1 "
· · · " Bn es un subretículo de L que comparte con L el 0 y el 1,
entonces B1 × · · · ×Bn es una extensión booleana libre de L.
Ejercicio 6.7. Sea L un retículo distributivo acotado. Si en L existe
una cadena maximal 0 < x1 < · · · < xn < 1, entonces L es finito y
todas las cadenas maximales de L tienen la misma longitud. (Ayu-
da: use el ejercicio anterior y el hecho de que si a < b, entonces
{a, b} es un retículo de Boole).
Ejercicio 6.8. Todos los retículos distributivos con la misma lon-
gitud tienen la misma extensión booleana libre.
Proposición 6.3. Si L es un retículo de Boole, entonces spec(L)
es un espacio de Hausdorff.
Demostración. Sea L un retículo de Boole y sean I, J ∈ spec(L)
con I 6= J. Supongamos, por ejemplo, que x ∈ I − J. Enton-
ces J ∈ dL (x) y además I ∈ dL (x′). En efecto, si x′ ∈ I entonces
1 = x ∨ x′ ∈ I, lo cual es absurdo. Tenemos que dL (x) ∩ dL (x′) =
dL (x ∧ x′) = dL (0) = ∅.
Corolario 6.6. Si L es un retículo de Boole, entonces todo ideal
primo de L es maximal.
Demostración. Basta observar que un ideal primo I es maximal si
y solo si {I} es un conjunto cerrado en spec(L). Como spec(L) es
de Hausdorff, entonces es un espacio T1 y, por consiguiente, todo
conjunto unitario es cerrado.
Proposición 6.4. Si L es un retículo de Boole, entonces spec(L)
es un espacio totalmente disconexo.
i
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Demostración. Basta observar que los abiertos básicos de spec(L)
son en realidad abiertos-cerrados. En efecto, el complemento del
abierto básico dL (x) es el abierto básico dL (x′).
Teorema 6.5. Si L es un retículo de Boole, entonces spec(L) es
un espacio de Hausdorff, compacto y totalmente disconexo.
Ejercicio 6.9. (i) Todo espacio de Hausdorff finito es discreto.
(ii) Todo retículo de Boole finito es isomorfo a ℘(X) para algún
conjunto finito X.
6.2. Hausdorffizaciones de espacios
espectrales
Llamaremos H a la subcategoría plena de S cuyos objetos son los
espacios espectrales de Hausdorff. Tenemos así que la coequivalencia
spec : D10 → S se restringe a una coequivalencia spec : B→ H.
Consideremos ahora el funtor restringido B : D10 → B y llame-
mos hausd al funtor spec ◦ B ◦ F : S → H. Tenemos el siguiente
resultado:
Teorema 6.6. El funtor hausd : S → H es adjunto a derecha del
funtor de inclusión H ↪→ S.
Demostración.
[X, hausd (Y )]H ∼= [X, spec ◦B ◦ F (Y )]H
∼= [F ◦ spec ◦B ◦ F (Y ),F (X)]D10
∼= [B ◦ F (Y ),F (X)]D10
∼= [F (Y ),F (X)]D10
∼= [X, Y ]S.
Se deja como ejercicio verificar la naturalidad.
Corolario 6.7. La categoría H es una subcategoría co-reflexiva de
la categoría S.
Llamemos ahora hausi al funtor spec ◦ C ◦ F : S→ H.
i
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Teorema 6.7. El funtor hausi : S→ H es adjunto a izquierda del
funtor de inclusión H ↪→ S.
Demostración.
[hausi (X), Y ]H ∼= [spec ◦ C ◦ F (X), Y ]H
∼= [F (Y ),F ◦ spec ◦ C ◦ F (X)]D10
∼= [F (Y ), C ◦ F (X)]D10
∼= [F (Y ),F (X)]D10
∼= [X, Y ]S.
Se deja como ejercicio verificar la naturalidad.
Corolario 6.8. La categoría H es una subcategoría reflexiva de la
categoría S.
Los funtores hausd y hausi se llaman funtores de hausdorf-
fización. El primero convierte a un espacio espectral en un espa-
cio espectral de Hausdorff, manteniendo el conjunto subyacente y
aumentando el número de abiertos. El segundo transforma un es-
pacio espectral en un espacio espectral de Hausdorff mediante un
cociente.
Ejercicio 6.10. Si X es un espacio espectral, entonces hausi (X)
es un cociente topológico de X.
Ejercicio 6.11. Si X es un espacio espectral, entonces
Ω (hausd (X)) es la topología generada por F (X) ∪ {Ac : A ∈
F (X)}. Esta topología se conoce como topología constructible
de X.
6.3. Retículos localmente booleanos
Definición 6.4. Un retículo L es localmente booleano si para
todo par de elementos x, y ∈ L tales que x ≤ y se tiene que [x, y]
es un retículo de Boole.
Ejercicio 6.12. Todo retículo localmente booleano es distributivo.
i
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Ejercicio 6.13. Todo retículo de Boole es localmente booleano.
Ejemplo 6.1. Sea X un conjunto infinito. El conjunto ℘fin (X) de
las partes finitas de X es un retículo localmente booleano que no
es un retículo de Boole.
Ejemplo 6.2. Sea B un retículo de Boole. Todo intervalo de B
es un retículo localmente booleano. En particular, los ideales y los
filtros de B son localmente booleanos.
Ejemplo 6.3. Ninguna cadena con más de dos elementos es un
retículo localmente booleano.
Teorema 6.8. Si L es un retículo localmente booleano, entonces
spec(L) es un espacio T1.
Demostración. Sea L un retículo localmente booleano y sea I un
ideal primo de L. Consideremos J ideal de L tal que I  J y fijemos
y ∈ I y x ∈ J − I. Sea z ∈ L. Tenemos que [x ∧ y, x ∨ z] es un
retículo de Boole y x ∈ [x ∧ y, x ∨ z] luego existe x′ complemento
de x en [x ∧ y, x ∨ z]. Como x∧x′ = z ∧ y ∈ I, tenemos que x′ ∈ I.
Por otro lado, x ∨ z = x ∨ x′ ∈ J de donde z ∈ J. Concluimos que
J = L y, por consiguiente, I es un ideal maximal de L. Así, {I} es
cerrado en spec(L).
Ejercicio 6.14. Sea L un retículo distributivo. Las siguientes afir-
maciones son equivalentes:
(i) Todo ideal primo de L es maximal.
(ii) Todo filtro primo de L es maximal.
Teorema 6.9. (Nachbin) Si L es un retículo distributivo y spec(L)
es un espacio T1, entonces L es localmente booleano.
Demostración. Sean a, b ∈ L tales que a < b y sea c ∈ [a, b]. Si a = c
o b = c es claro que c tiene complemento en [a, b]. Supongamos que
a < c < b. Sean
I = {x ∈ L : c ∧ x ≤ a}
F = {x ∈ L : b ≤ c ∨ x}.
Es fácil ver que I es un ideal de L y F es un filtro de F.
i
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Veamos que I ∩ F no puede ser vacío. En efecto, si I ∩ F = ∅
entonces, por el teorema del ideal primo, existe P ideal primo de L
tal que I ⊆ P y P ∩ F = ∅. Por hipótesis P es un ideal maximal
de L. Si c /∈ P entonces L = (P ∪ {c}] y así, b ≤ p ∨ c para algún
p ∈ P. Pero entonces p ∈ P ∩ F , lo cual es absurdo. Concluimos
que c ∈ P. Por otro lado, como P ∩F = ∅, por el teorema del filtro
primo, existe G filtro primo de L tal que F ⊆ G y G ∩ P = ∅. Si
c /∈ G entonces L = [G ∪ {c}) y así, a ≥ g ∧ c para algún g ∈ G.
Pero entonces g ∈ I ∩ G ⊆ P ∩ G, lo cual es absurdo. Concluimos
que c ∈ G. Por consiguiente, llegamos a la contradicción c ∈ P ∩G
y G ∩ P = ∅. Por lo tanto, I ∩ F 6= ∅.
Si x ∈ I ∩ F entonces es fácil ver que y = (a ∨ x) ∧ b es un
complemento de c en [a, b].
Teorema 6.10. Sea L un retículo distributivo. Las siguientes afir-
maciones son equivalentes:
(i) L es localmente booleano con 0.
(ii) spec(L) es un espacio T2.
Demostración. (i) ⇒ (ii) : sea L un retículo localmente booleano
con 0 y sean I y J ideales primos de L con I 6= J. Por el Teorema 6.8
sabemos que I y J son ideales maximales de L y, por consiguiente,
existen x ∈ I − J y y ∈ J − I. Si z = x ∨ y tenemos que [0, z] es
un retículo de Boole. Sea x′ el complemento de x en [0, z]. Tenemos
que J ∈ dL (x) e I ∈ dL (y ∧ x′). En efecto,
y ∧ x′ ∈ I ⇒ x′ ∈ I
⇒ x ∨ y = x′ ∨ x ∈ I
⇒ y ∈ I,
lo cual es absurdo. Además, dL (x)∩ dL (y ∧ x′) = dL (x ∧ y ∧ x′) =
dL (0) = ∅.
(ii) ⇒ (i) : sea L un retículo distributivo tal que spec(L)
es un espacio T2. Por el Teorema 6.9 L es localmente booleano,
pues T2 implica T1. Si spec(L) tiene un solo punto, entonces L tiene
dos elementos y, por lo tanto, tiene 0. Si spec(L) tiene al menos dos
elementos I y J, existen x, y ∈ L tales que I ∈ dL(x), J ∈ dL(y) y
dL(x) ∩ dL(y) = ∅. Entonces 0 = x ∧ y ∈ L.
i
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La prueba de los siguientes tres teoremas se deja como ejercicio.
Teorema 6.11. Sea L un retículo localmente booleano con 0 y sin 1.
La compactación de Alexandroff de spec (L) es un espacio espectral
de Hausdorff.
Teorema 6.12. Sea X un espacio topológico. Las siguientes afir-
maciones son equivalentes:
(i) X es un espacio espectral de Hausdorff.
(ii) X es un espacio compacto, de Hausdorff y totalmente dis-
conexo.
Teorema 6.13. Sea X un espacio topológico. Las siguientes afir-
maciones son equivalentes:
(i) X es un espacio de Balbes-Dwinger y de Hausdorff.
(ii) X es un espacio localmente compacto, de Hausdorff y total-
mente disconexo.
6.4. Anillos de Boole
Definición 6.5. Un anillo A es de Boole si para todo x ∈ A se
tiene que x2 = x.
Proposición 6.5. Si A es un anillo de Boole, entonces
(i) Para todo x ∈ A se tiene que x+ x = 0.
(ii) A es un anillo conmutativo.
Ejercicio 6.15. Si A es un anillo, definimos la siguiente relación
sobre A :
xRAy ⇔ x = xy.
(i) RA es reflexiva si y solo si x2 = x para todo x ∈ A.
(ii) Si el anillo A es conmutativo, entonces RA es antisimétrica.
(iii) RA siempre es transitiva.
(iv) RA es de orden sobre A si y solo si el anillo A es de Boole.
Ejercicio 6.16. Si A es un anillo conmutativo, definimos E(A)
como el conjunto de los elementos idempotentes de A. E(A) es un
anillo de Boole con las operaciones definidas por
x⊕ y = (x− y)2
x y = xy.
i
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Dado un anillo de Boole A al conjunto ordenado (A,RA), lo
notaremos R(A). De ahora en adelante, el único orden que consi-
deraremos sobre un anillo de Boole A es RA y lo notaremos simple-
mente ≤.
Teorema 6.14. Si A es un anillo de Boole, entonces R (A) es un
retículo localmente booleano con 0 en el que, para todo x, y ∈ A, se
tiene que x ∨ y = x+ y + xy y x ∧ y = xy.
Teorema 6.15. Si A es un anillo de Boole, entonces
(i) A tiene unidad si y solamente si R(A) tiene máximo si y
solamente si R (A) es un anillo de Boole.
(ii) Si A tiene unidad el máximo de R (A) es, precisamente, la
unidad de A.
(iii) Si A tiene unidad, entonces el complemento de x en R (A)
es 1 + x.
Ejercicio 6.17. Sean A y B dos anillos de Boole. Si f : A → B
es un homomorfismo de anillos, entonces f : R (A) → R (B) es un
homomorfismo de retículos.
Si definimos R (f) = f para cada homomorfismo f de anillos
de Boole, tenemos que R : AB → LB0 es un funtor de la cate-
goría de los anillos de Boole y los homomorfismos de anillos en la
categoría de los retículos localmente booleanos con 0 y los homo-
morfismos de retículos que preservan el 0.
Consideremos ahora un retículo L localmente booleano y con 0.
Si definimos en L las siguientes operaciones:
x · y = x ∧ y
x+ y = Complemento de x ∧ y en [0, x ∨ y],
entonces (L,+, ·) es un anillo de Boole que notaremos S (L). Ade-
más, si f : L→M es un homomorfismo de retículos que preserva el
0, entonces f : S (L)→ S (M) es un homomorfismo de anillos. Por
consiguiente, definiendo S (f) = f , tenemos que S : LB0 → AB es
un funtor.
Teorema 6.16. R : AB → LB0 es un isomorfismo de categorías
cuyo inverso es S : LB0 → AB.
i
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Corolario 6.9. El funtor R se restringe a un isomorfismo de la
categoría de los anillos de Boole con unidad y los homomorfismos
de anillo que preservan unidad en la categoría de los retículos de
Boole y los homomorfismos propios.
Ejercicio 6.18. Si A es un anillo de Boole, entonces
(i) I (A) = I (R (A)).
(ii) P (A) = P (R (A)).
(iii) Spec (A) = spec (R (A)).
6.5. Retículos de Post
Los retículos de Post son una generalización de los retículos de Boo-
le. Esta sección consiste en una serie de ejercicios que le permitirá
al lector aproximarse al estudio de este tipo de retículos.
Definición 6.6. Un retículo distributivo acotado P se llama re-
tículo de Post de orden n, con n ≥ 2, si existe una cadena finita de
elementos de P ,
0 = c0 < c1 < · · · < cn−1 = 1,
tal que
(i) todo elemento x ∈ P se puede expresar en la forma
x = (a0 ∧ c0) ∨ (a1 ∧ c1) ∨ · · · ∨ (an−1 ∧ cn−1),
donde a0, · · · , an−1 ∈ C (P ), y
(ii) si a ∈ C (P ) y a ∧ ci ≤ ci−1 para algún i ∈ {1, · · · , n − 1},
entonces a = 0.
La cadena de la definición se llama cadena de constantes de P
y
x = (a0 ∧ c0) ∨ (a1 ∧ c1) ∨ · · · ∨ (an−1 ∧ cn−1)
se llama expresión de x.
Ejemplo 6.4. Todo retículo de Boole es un retículo de Post de
orden 2.
i
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Figura 6.1: P9
Ejemplo 6.5. El retículo P9 de la Figura 6.1 es un retículo de Post
de orden 3.
Ejercicio 6.19. Si P es un retículo de Post asociado a la cadena
de constantes 0 = c0 < c1 < · · · < cn−1 = 1 y si x ∈ P , existe una
única expresión
(x0 ∧ c0) ∨ (x1 ∧ c1) ∨ · · · ∨ (xn−1 ∧ cn−1)
de x tal que:
(i) x0 ∨ · · · ∨ xn−1 = 1.
(ii) xi ∧ xj = 0 si i 6= j.
Esta expresión se llama expresión disyunta de x.
Ejercicio 6.20. Sea P un retículo de Post con cadena de constantes
0 = c0 < c1 < · · · < cn−1 = 1. Si x ∈ C (P ), entonces
xi =
{
x si i = n− 1
0 si 1 ≤ i < n− 1.
Ejercicio 6.21. Si P es un retículo de Post con cadena de cons-
tantes 0 = c0 < c1 < · · · < cn−1 = 1, entonces para cada x ∈ P
existe una cadena 1 = x0 ≥ x1 ≥ · · · ≥ xn−1 en C(P ) tal que
x = (x0 ∧ c0) ∨ (x1 ∧ c1) ∨ · · · ∨ (xn−1 ∧ cn−1). Esta expresión se
llama expresión decreciente de x.
Ejercicio 6.22. La expresión decreciente de x en un retículo de
Post es única.
i
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Ejercicio 6.23. Sea P un retículo de Post con cadena de constantes
0 = c0 < c1 < · · · < cn−1 = 1. Si x ∈ C (P ), entonces xi = x para
todo i ∈ {1, · · · , n− 1}.
Ejercicio 6.24. Si P es un retículo de Post de orden n, entonces
P es el co-producto de C(P ) con una cadena de n elementos. Recí-
procamente, el co-producto de un retículo de Boole con una cadena
de n elementos es un retículo de Post.
Ejercicio 6.25. El espectro de un retículo de Post es el producto de
un espacio espectral lineal con un espacio de Hausdorff, compacto
y totalmente disconexo.
i









Faire abstraction du monde d’objets
(ce qui est necessaire pour travailler
dans les mathématiques intuitionistes)
n’est possible qu’en éprouvant
la vie comme un rêve.
Luitzen Egbertus Jan Brouwer
Los retículos de Heyting, también llamados en algunos textos re-
tículos de Brouwer (aunque estrictamente hablando, estos son los
duales de los de Heyting), son retículos con 0 en los que se cumple
la ley de distributividad infinita (o fuerte). En estos retículos se de-
fine un operador c© que generaliza al complemento de los retículos
de Boole. La diferencia con el complemento es que no es involutivo,
es decir, no se cumple en general que a c© c© = a, y tampoco se tiene
que a ∨ a c© = 1.
Este tipo de retículos es el que permite modelar el cálculo pro-
posicional de la lógica intuicionista.
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7.1. Retículos de Heyting
Definición 7.1. Un retículo L es un retículo de Heyting si tiene 0
y para cada a ∈ L la función
â : L→ L : x 7→ a ∧ x
es adjunta a izquierda.
La adjunta a derecha de â la llamaremos −→a y −→a (x) se notará
a→ x.
Ejercicio 7.1. Si X es un conjunto, entonces ℘(X) es un retículo
de Heyting donde A → B = Ac ∪ B para todo A,B ∈ ℘ (X).
Más generalmente, todo retículo de Boole es un retículo de Heyting
donde a→ b = a′ ∨ b.
Ejercicio 7.2. Si X es un espacio topológico, entonces Ω (X) es
un retículo de Heyting donde A → B = int(Ac ∪ B) para todo
A,B ∈ Ω (X).
Ejercicio 7.3. Si C es una cadena con 0 y 1, entonces C es un
retículo de Heyting, donde si a, b ∈ C, entonces
a→ b =
{
1 si a ≤ b
b si b < a.
Ejercicio 7.4. Todo retículo distributivo finito es un retículo de
Heyting.
Ejercicio 7.5. En el retículo de la Figura 7.1, calcule a → b para
todo par de elementos a y b.
Proposición 7.1. Si L es un retículo de Heyting, entonces L es
distributivo. Más aún, en L se satisface la ley distributiva infinita:
si S ⊆ L y a ∈ L, entonces sup (a ∧ S) = a ∧ supS, donde a ∧ S =
{a ∧ s : s ∈ S}.
Demostración. Basta observar que las funciones de la forma â son
adjuntas a izquierda y, por consiguiente, preservan extremos supe-
riores.
i
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Figura 7.1: Un retículo de Heyting
Proposición 7.2. SiL es un retículo deHeyting, entoncesL tiene 1.
Demostración. Sea x ∈ L.
x ≤ 0→ 0⇔ x ≤ −→0 (0)⇔ 0̂(x) ≤ 0⇔ 0 ∧ x ≤ 0.
Como 0 ∧ x ≤ 0 es verdadero para todo x ∈ L, se tiene que x ≤
0 → 0 es verdadero para todo x ∈ L y, por consiguiente, 0 → 0 es
el máximo de L.
Ejercicio 7.6. Si L1, ..., Ln son retículos de Heyting, entonces L1 "
· · ·" Ln es un retículo de Heyting.
Ejercicio 7.7. Si L es un retículo de Heyting y a y b son elementos
de L con a < b, entonces [a, b] es un retículo de Heyting.
Ejercicio 7.8. Si L es un retículo de Heyting y x, y, z ∈ L, entonces
(i) x→ y = 1 si y solo si x ≤ y.
(ii) y ≤ x→ y.
(iii) x ≤ y ⇒ z → x ≤ z → y.
(iv) z ∧ (x→ y) = z ∧ ((z ∧ x)→ (z ∧ y)).
Teorema 7.1. (Stone) Si L es un retículo distributivo con 0, en-
tonces I (L) es un retículo de Heyting.
Demostración. Por el Ejercicio 4.12 sabemos que I (L) es un re-
tículo distributivo con 0. Sean I, J ∈ I (L).
{K ∈ I (L) : I ∩K ⊆ J}
tiene máximo. En efecto, para cada y ∈ I seaWy = {x ∈ L : x∧y ∈
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ver que H = máx{K ∈ I (L) : I ∩ K ⊆ J} y, por consiguiente,
H = I → J.
Ejercicio 7.9. Muestre con un ejemplo que la función L→ I (L) :
x 7→ (x] no es adjunta a izquierda.
7.2. Homomorfismos de Heyting
Dado que en un retículo de Heyting, además de las operaciones ∧ y
∨ tenemos la operación →, le exigiremos a los homomorfismos que
respeten también esta operación.
Definición 7.2. Sean L y M dos retículos de Heyting. Un ho-
momorfismo α : L → M es un homomorfismo de Heyting si
α(0) = 0 y α(x→ y) = α(x)→ α(y) para todo x, y ∈ L.
Ejercicio 7.10. La compuesta de dos homomorfismos de Heyting
es un homomorfismo de Heyting.
Ejercicio 7.11. La identidad de un retículo de Heyting es un ho-
momorfismo de Heyting.
Por consiguiente, la clase de los retículos de Heyting y los ho-
momorfismos de Heyting es una categoría que llamaremos Hey.
Proposición 7.3. La categoría Hey es una subcategoría de la ca-
tegoría D10.
Demostración. Basta observar que para todo homomorfismo de Hey-
ting α : L→M se tiene que α(1) = 1. En efecto,
α(1) = α (0→ 0) = α (0)→ α (0) = 0→ 0 = 1.
Proposición 7.4. Sea α : L → M un homomorfismo de Heyting.
α es inyectivo si y solamente si α∗ ({1}) = 1.
i








Demostración. Supongamos que α∗ ({1}) = 1.
α (x) ≤ α (y) ⇒ α (x)→ α (y) = 1
⇒ α (x→ y) = 1
⇒ x→ y ∈ α∗ ({1})
⇒ x→ y = 1
⇒ x ≤ y,
luego α es inyectiva.
La otra implicación es evidente.
Teorema 7.2. La categoría B es una subcategoría plena de la ca-
tegoría Hey.
Demostración. Sea L un retículo de Boole. Por el Ejercicio 7.1 sa-
bemos que L es un retículo de Heyting en el cual a → b = a′ ∨ b.
Por otro lado, si α : L → M es un homomorfismo de retículos de
Boole y a, b ∈ L, entonces
α (a→ b) = α (a′ ∨ b) = α (a)′ ∨ α (b) = α (a)→ α (b),
luego α es un homomorfismo de Heyting.
Ejercicio 7.12. Si L es un retículo de Heyting, entonces la función
L→ I (L) : x 7→ (x] es un homomorfismo de Heyting.
7.3. Seudocomplementos
Sea L un retículo de Heyting. Para cada a ∈ L designamos por a c©
al elemento a→ 0. Este elemento se conoce como el seudocomple-
mento de a.
Proposición 7.5. Si L es un retículo de Heyting, entonces la fun-
ción χ : L→ Lo : x 7→ x c© es adjunta a izquierda de χ : Lo → L.
i
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Demostración. Para cada par de elementos x, y ∈ L se tiene
χ (x) ≤ oy ⇔ x c© ≤ oy
⇔ y ≤ x c©
⇔ y ≤ x→ 0
⇔ x ∧ y ≤ 0
⇔ x ≤ y → 0
⇔ x ≤ y c©
⇔ x ≤ χ (y).
Corolario 7.1. Si L es un retículo de Heyting, entonces se tienen
las siguientes propiedades:
(i) Para todo x, y ∈ L, si x ≤ y, entonces x c© ≥ y c©.
(ii) Para todo x ∈ L, x ≤ x c© c©.
(iii) Para todo x ∈ L, x c© c© c© = x c©.
(iv) Si S ⊆ L tiene extremo superior, entonces χ∗(S) tiene ex-
tremo inferior en L y χ(supS) = ı́nf (χ∗(S)). En particular, para
todo x, y ∈ L, (x ∨ y) c© = x c© ∧ y c©.
(v) =χ = {x ∈ L : x = x c© c©}.
(vi) La restricción de χ a =χ es un isomorfismo de conjuntos
ordenados de =χ en (=χ) o.
Demostración. Basta aplicar las propiedades de las funciones ad-
juntas a la función χ.
Ejercicio 7.13. Si L es un retículo de Heyting y x, y ∈ L, entonces
(i) x ∧ x c© = 0.
(iv) x ∧ y = 0⇒ y ≤ x c©.
Ejercicio 7.14. (Leyes de De Morgan generalizadas o débiles) Si
L es un retículo de Heyting y x, y ∈ L, entonces
(i) (x ∨ y) c© = x c© ∧ y c©.
(ii) (x ∧ y) c© = (x c© ∨ y c©) c© c©.
i
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Ejercicio 7.15. Si L es un retículo de Heyting y x, y, z ∈ L, en-
tonces
(i) x ∧ (x→ y) ≤ y.
(ii) y ≤ x→ y.
(iii) x ≤ y ⇒ z → x ≤ z → y.
(iv) x ≤ y ⇒ y → z ≤ x→ z.
(v) x ∧ (y → z) = x ∧ (x ∧ y → x ∧ z).
(vi) (x→ y) c© = x c© c© ∧ y c©.
7.4. Elementos regulares
Llamaremos R(L) al conjunto imagen de la función χ. Los elemen-
tos de R(L) se llaman elementos regulares de L. Designaremos
por rL a la función de L en R(L) definida por x 7→ x c© c©.
Proposición 7.6. Si L es un retículo de Heyting entonces R(L),
con el orden inducido, es un retículo acotado.
Demostración. Sean x, y ∈ R(L). Veamos que el extremo superior
de {x, y} en R(L) es (x ∨ y) c© c© :
Es claro que x ≤ x ∨ y ≤ (x ∨ y) c© c© y y ≤ x ∨ y ≤ (x ∨ y) c© c©.
Sea ahora z ∈ R(L) tal que x ≤ z y y ≤ z. Tenemos que x ∨ y ≤ z
luego (x ∨ y) c© c© ≤ z c© c© = z.
Además, x ∧ y ≤ (x ∧ y) c© c© y, por otro lado, (x ∧ y) c© c© ≤
x c© c© = x y (x ∧ y) c© c© ≤ y c© c© = y, luego (x ∧ y) c© c© ≤ x ∧ y.
Por consiguiente, el extremo inferior de {x, y} en R(L) es x ∧ y.
Nótese que 1 c© = 0, pues
x ≤ 1→ 0⇔ 1 ∧ x ≤ 0⇔ x = 0.
Entonces 0 c© c© = (0→ 0) c© = 1 c© = 0 y 1 c© c© = 0 c© = 0 → 0 = 1.
Por lo tanto 0, 1 ∈ R(L) y son el mínimo y el máximo de R(L),
respectivamente.
Teorema 7.3. Si L es un retículo de Heyting entonces
(i) rL : L→ R(L) es un homomorfismo acotado.
(ii) R(L) es un retículo de Boole.
(iii) rL : L→ R(L) es un homomorfismo de Heyting.
i
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Demostración. (i) Sean x, y ∈ L.
rL(x) ∨r rL(y) = (x c© c© ∨ y c© c©) c© c©
= (x c© c© c© ∧ y c© c© c©) c©
= (x c© ∧ y c©) c©
= (x ∨ y) c© c©
= rL (x ∨ y).
rL(x ∧ y) = (x ∧ y) c© c©
= (x c© ∨ y c©) c© c© c©
= (x c© ∨ y c©) c©
= x c© c© ∧ y c© c©
= rL (x) ∧r rL (y).
Ya probamos en el teorema anterior que rL (0) = 0 y rL (1) = 1.
(ii) Como rL : L → R(L) es un homomorfismo y además es
sobreyectivo, tenemos que R(L) es distibutivo.
Sea ahora x ∈ R(L). Por un lado, x ∧r x c© = 0 pues
x c© ≤ x c© ⇔ x c© ≤ x→ 0⇔ x ∧ x c© ≤ 0⇔ x ∧ x c© = 0.
Por otro, x ∨r x c© = (x ∨ x c©) c© c© = (x c© ∧ x c© c©) c© = (x c© ∧ x) c© =
0 c© = 1.
(iii) Como R(L) es de Boole, para cada a ∈ R(L) el adjunto
a derecha de x 7→ a ∧r x es y 7→ a c© ∨r y. Sean x, y ∈ L. Vea-
mos que rL(x → y) = rL(x) c© ∨r rL (y), es decir, que (x → y) c© c©
= (x c© c© c© ∨ y c© c©) c© c©. Primero notemos que (x c© c© c© ∨ y c© c©) c© c© =
(x c© ∨ y c© c©) c© = (x c© c© ∧ y c© c© c©) c© = (x c© c© ∧ y c©) c©. Sabemos por
el Ejercicio 7.15 que (x → y) c© = x c© c© ∧ y c© y por lo tanto (x →
y) c© c© = (x c© c© ∧ y c©) c©.
Corolario 7.2. Si L es un retículo de Heyting, entonces L/N (rL)
es un retículo de Boole isomorfo a R (L).
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7.5. El adjunto a izquierda de B ↪→ Hey
Veremos ahora que el funtor de inclusión B ↪→ Hey tiene adjunto
a izquierda y, por consiguiente, la categoría B es una subcategoría
reflexiva de la categoría Hey.
Teorema 7.4. (Propiedad universal) Si α : L → M es un ho-
momorfismo de Heyting donde M es un retículo de Boole, entonces
existe un único homomorfismo de retículos de Boole α̂ : R (L)→M











Demostración. Observemos primero que
α (x c© c©) = α (x c© → 0)
= α (x c©)→ 0
= (α (x)→ 0)→ 0
=
(





Entonces α̂ : R (L) → M : x c© c© 7→ α(x) está bien definida. Sean
x, y ∈ L :
α̂ (x c© c© ∨r y c© c©) = α̂ ((x c© c© ∨ y c© c©) c© c©)
= α (x c© c© ∨ y c© c©)
= α (x c© c©) ∨ α (y c© c©)
= α (x) ∨ α (y)
= α̂ (x c© c©) ∨ α̂ (y c© c©).
i
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α̂ (x c© c© ∧r y c© c©) = α̂ (x c© c© ∧ y c© c©)
= α̂ ((x ∧ y) c© c©)
= α (x ∧ y)
= α (x) ∧ α (y)
= α̂ (x c© c©) ∧ α̂ (y c© c©).
Además, α̂ (0) = α̂ (0 c© c©) = α (0) = 0 y α̂ (1) = α̂ (1 c© c©) =
α (1) = 1. Obsérvese que α̂ no es otra cosa que la restricción de α
a los elementos regulares de L.
Si para cada homomorfismo de retículos de Heyting α : L→M
definimos R(α) = r̂M ◦ α, tendremos que R : Hey → B es un
funtor. El siguiente resultado es ahora evidente:
Teorema 7.5. El funtor R : Hey → B es adjunto a izquierda del
funtor de inclusión B ↪→ Hey.
Corolario 7.3. La categoría B es una subcategoría reflexiva de la
categoría Hey.
7.6. Elementos densos
Dado un retículo de Heyting L, en el cociente L/N (rL) hay dos
elementos destacados que son [0]N(rL) y [1]N(rL). La clase de 0 no es
muy interesante, pues se reduce a {0}. En efecto,
x ∈ [0]N(rL) ⇔ x
c© c© = 0
⇒ x c© c© c© = 0 c©
⇔ x c© = 1
⇔ 1 ≤ x c©
⇔ x ≤ 1 c© = 0
⇔ x = 0.
No sucede lo mismo con la clase de 1. Veamos un ejemplo:
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Ejemplo 7.1. Sea X un espacio topológico. Vamos a calcular la
clase de 1 = X para el retículo de Heyting Ω (X) :
A ∈ [X]N(rΩ(X)) ⇔ A
c© c© = X
⇔ A c© c© ⊇ X
⇔ A c© ⊆ X c© = ∅
⇔ A→ ∅ = ∅
⇔ int(Ac ∪ ∅) = ∅
⇔ (int(Ac))c = X
⇔ adh (A) = X
⇔ A es denso en X.
Así, los elementos de la clase de 1 son exactamente los abiertos
densos. En general, este conjunto puede ser bastante grande.
Motivados por este ejemplo, diremos que un elemento x de un
retículo de Heyting L es denso si x c© c© = 1, lo que equivale a que
x c© = 0. El conjunto de los elementos densos de L es exactamente
[1]N(rL) y se nota Ds(L).
Ejercicio 7.16. Si L es un retículo de Heyting, entonces Ds (L) es
un filtro de L.
Definición 7.3. Sea L un retículo de Heyting. Un subconjunto D
de L se llama un sistema deductivo, si
(i) 1 ∈ D.
(ii) Si x ∈ D y x→ y ∈ D, entonces y ∈ D.
Ejercicio 7.17. Si L es un retículo de Heyting, entonces Ds (L) es
un sistema deductivo.
Ejercicio 7.18. Si α : L → M es un homomorfismo de Heyting,
entonces α∗ ({1}) es un sistema deductivo.
Ejercicio 7.19. Si L es un retículo de Heyting y D ⊆ L, entonces
D es un sistema deductivo si y solo si D es un filtro.
i







130 CAPÍTULO 7. RETÍCULOS DE HEYTING
7.7. El adjunto a derecha de B ↪→ Hey
Veremos ahora que el funtor de inclusión B ↪→ Hey tiene también
adjunto a derecha y, por consiguiente, la categoría B es una sub-
categoría co-reflexiva de la categoría Hey.
Ejercicio 7.20. Si L es un retículo de Heyting, entonces C (L) es
un subretículo de R (L). Muestre con un ejemplo que en general
C (L) 6= R (L).
Ejercicio 7.21. Si α : L → M es un homomorfismo acotado de
retículos, L es un retículo de Boole y M es un retículo de Heyting,
entonces α es un homomorfismo de Heyting.
En lo que sigue, para simplificar la notación, llamaremos C a la
restricción del funtor C : D10 → B a la subcategoría Hey.
Teorema 7.6. El funtor C : Hey → B es adjunto a derecha del
funtor de inclusión B ↪→ Hey.
Demostración. Basta observar que para cada retículo de Boole B y
cada retículo de Heyting H, α : B → C (H) es un homomorfismo de
retículos de Boole si y solamente si α : B → H es un homomorfismo
de Heyting. Así, la siguiente es una biyección natural:
[B,C (H)]B → [B,H]Hey : α 7→ α.
Corolario 7.4. La categoría B es una subcategoría co-reflexiva de
la categoría Hey.
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mais éternelle et immuable.
Alain Connes
Estudiaremos en este capítulo la clase de los retículos completos.
Este tipo de retículos ocurre con mucha frecuencia; es más, todo
conjunto ordenado (en particular todo retículo) tiene una extensión
que es un retículo completo. Veremos que hay varias maneras de
completar un retículo dado.
8.1. Definición y ejemplos
Proposición 8.1. Sea X un conjunto ordenado. Las siguientes
afirmaciones son equivalentes:
(i) Todo subconjunto de X tiene extremo superior.
(ii) Todo subconjunto de X tiene extremo inferior.
131
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Ejercicio 8.1. Demuestre la Proposición 8.1.
Definición 8.1. Si en un conjunto ordenado X, se satisfacen las
afirmaciones de la proposición anterior, se dice queX es un retículo
completo.
Ejemplo 8.1. Si X es un conjunto, entonces ℘ (X) es un retículo
completo.
Ejemplo 8.2. Si X es un conjunto infinito, entonces ℘fin (X) no
es un retículo completo.
Ejercicio 8.2. Sea X un conjunto infinito. ¿℘∗ (X) = {A ⊆ X : A
es finito o Ac es finito} es un retículo completo?
Obsérvese que todo retículo completo es un retículo, pues, en
particular, existen los extremos superior e inferior de todo par de
elementos.
Los retículos completos ocurren con mucha frecuencia en mate-
máticas. Veamos algunos ejemplos:
Ejemplo 8.3. Cualquier intervalo cerrado de R es un retículo com-
pleto.
Ejemplo 8.4. Si X es un espacio topológico, entonces Ω (X) es un
retículo completo. ¿Cuál es el extremo inferior de una colección de
abiertos de X?
Ejemplo 8.5. Si G es un grupo, entonces el conjunto de todos
los subgrupos de X es un retículo completo. ¿Cuál es el extremo
superior de una colección de subgrupos de G?
Ejemplo 8.6. Si A es un anillo, entonces el conjunto de todos los
ideales de A es un retículo completo. ¿Cuál es el extremo superior
de una colección de ideales de A?
Ejemplo 8.7. Si V es un espacio vectorial sobre un campo K,
entonces el conjunto de todos los subespacios de V es un retículo
completo.
i
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Ejemplo 8.8. Si L es un retículo con 1, entonces el conjunto de
todos los filtros de L es un retículo completo. ¿Qué pasa si L no
tiene 1?
Ejemplo 8.9. Si X es un conjunto, entonces el conjunto Top (X)
de todas las topologías sobre X es un retículo completo.
Ejemplo 8.10. Todo retículo finito es completo.
Ejercicio 8.3. Si L es un retículo completo, entonces Lo también
es completo.
Ejercicio 8.4. Si L es un retículo completo, entonces LX es un
retículo completo.
Ejercicio 8.5. El producto de una familia de retículos completos
es un retículo completo.
Ejercicio 8.6. Sean L y M dos retículos completos. ¿Es L M un
retículo completo? ¿Es L"M un retículo completo?
Proposición 8.2. Todo retículo completo es acotado.
Demostración. Basta considerar el extremo superior y el extremo
inferior del conjunto vacío.
Ejercicio 8.7. Sea L un retículo completo y sea f : L → L una
función isótona.
(i) {x ∈ L : x ≤ f(x)} tiene máximo m.
(ii) m es un punto fijo de f .
8.2. Operadores de clausura
Definición 8.2. Sea X un conjunto ordenado. Una función c :
X → X es un operador de clausura si satisface las siguientes
condiciones:
(i) c es isótona.
(ii) Para todo x ∈ X : x ≤ c (x).
(iii) Para todo x ∈ X : c (c (x)) = c (x).
i
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La prueba de la siguiente proposición es un sencillo ejercicio.
Proposición 8.3. Si c : X → X es un operador de clausura,
entonces
(i) c Im(c): Im (c)→ Im (c) es la identidad.
(ii) c : X → Im (c) es adjunta a izquierda de la inclusión
Im (c) ↪→ X.
Ejercicio 8.8. Sean f : X → Y y g : Y → X dos funciones entre
conjuntos ordenados. Si f es adjunta a izquierda de g, entonces
g ◦ f : X → X es un operador de clausura.
Teorema 8.1. Si L es un retículo completo y c : L → L es un
operador de clausura, entonces Im (c) es un retículo completo donde
ı́nfIm(c) S = ı́nfX S y supIm(c) S = c (supX S).
Demostración. Sea S ⊆ Im (c). Tenemos que ı́nfX S ≤ c (́ınfX S) ≤
c (s) para todo s ∈ S. Por lo tanto, c (́ınfX S) ≤ c (s) = s para todo
s ∈ S y entonces c (́ınfX S) ≤ ı́nfX S. Así, c (́ınfX S) = ı́nfX S y
concluimos que ı́nfX S ∈ Im (c). Es claro entonces que ı́nfIm(c) S =
ı́nfX S.
Además, es evidente que c (supX S) ∈MayIm(c)S. Si z ∈MayIm(c)
S, entonces supX S ≤ z y así c (supX S) ≤ c (z) = z. Por consiguien-
te, supIm(c) S = c (supX S).
Obsérvese que no siempre se tendrá que Im (c) sea un subretículo
de L.
8.3. Compleciones de conjuntos
ordenados
Definición 8.3. Sea X un conjunto ordenado. Si C es un retículo
completo y j : X → C es una inmersión acotada, diremos que la
pareja (j, C) es una compleción de X.
Nota 8.1. Utilizamos aquí la palabra “compleción” (que significa
“acción y efecto de completar”) en lugar de las palabras “completa-
ción” y “completamiento” que se usan en diversos textos pero que
no existen en español. La expresión en inglés es “completion”.
i
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Ejemplo 8.11. Sea X un conjunto ordenado. La función
jX : X → ℘ (X) : x 7→Miy (x)
es una inmersión acotada, luego (j, ℘ (X)) es una compleción de X.
Definición 8.4. Sea X un conjunto ordenado y sea A ⊆ X. Dire-
mos que A es un conjunto inferior si para cada a ∈ A se tiene
queMiy (a) ⊆ A. Diremos que A es un conjunto superior si para
cada a ∈ A se tiene que May (a) ⊆ A.
La prueba de la siguiente proposición es un sencillo ejercicio.
Proposición 8.4. La colección γ (X) de todos los conjuntos infe-
riores de un conjunto ordenado X es una topología sobre X y, por
consiguiente, es un retículo completo.
Ejemplo 8.12. Sea X un conjunto ordenado. Para cada x ∈ X se
tiene que Miy (x) es un conjunto inferior de X. Así, la función
jX : X → γ (X) : x 7→Miy (x)
es una inmersión acotada, por lo tanto (jX , γ (X)) es una comple-
ción de X.
8.3.1. Compleción de Dedekind-MacNeille
Sea X un conjunto ordenado. Consideremos las funciones
mX : ℘ (X)o → ℘ (X) : S 7→Miy (S)
y
MX : ℘ (X)→ ℘ (X)o : S 7→May (S).
Es fácil ver que MX es adjunta a izquierda de mX . Por consi-
guiente,
mX◦ MX : ℘ (X)→ ℘ (X)
es un operador de clausura y, como ℘ (X) es un retículo completo,
Im (mX ◦MX) es un retículo completo. Para cada x ∈ X tenemos
que
i
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mX (MX (mX ({x}))) = mX ({x})
y, por consiguiente, mX ({x}) ∈ Im (mX ◦MX). Así, podemos defi-
nir la función
eX : X → Im (mX ◦MX) : x 7→ mX ({x}),
que es una inmersión acotada. Si llamamos dm (X) al retículo com-
pleto Im (mX ◦MX), tenemos que (eX , dm (X)) es una compleción
de X.
Nota 8.2. Esta compleción recibe el nombre de compleción de
Dedekind-MacNeille, compleción normal o compleción por
cortaduras y fue introducida por MacNeille como una generali-
zación del método de Dedekind para completar el conjunto de los
números racionales.
Ejercicio 8.9. Las funciones mX y MX transforman uniones en
intersecciones. (No hay que trabajar mucho, esto es consecuencia
de la adjunción).
Ejercicio 8.10. Para cada x ∈ X se tiene que (MX ◦mX) {x} =
MX{x}.
Ejercicio 8.11. Para cada S ⊆ X se tiene que
(i) Si t = supS, entonces MX (S) = MX{t}.
(ii) Si r = ı́nf S, entonces mX (S) = mX{r}.
Definición 8.5. Una función f : X → Y entre conjuntos ordenados
es regular si f preserva extremos superiores y extremos inferiores.
Teorema 8.2. Si X es un conjunto ordenado, entonces eX : X →
dm (X) es una inmersión regular.
Demostración. Sea S ⊆ X. Supongamos que S tiene extremo su-
perior t.
i







8.3. COMPLECIONES DE CONJUNTOS ORDENADOS 137















= mX (MX (S))
= mX ({t})
= eX (supS).
Supongamos ahora que S tiene extremos inferior r.
















= eX (́ınf S).
Teorema 8.3. Sea X un conjunto ordenado. Para cada A ∈ dm (X)
existen S, T ⊆ X tales que A = sup ((eX)∗ (S)) = ı́nf ((eX)∗ (T )).
En otras palabras, Im (eX) es sup e inf denso en dm (X).
i
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Demostración. Si A ∈ dm (X), entonces existe S ⊆ X tal que


























= sup ((eX)∗ (S)).
Por otro lado,
A = (mX ◦MX) (S)
= mX (MX (S))
=
⋂
{mX{x} : x ∈MX (S)}
=
⋂
{eX (x) : x ∈MX (S)}
= ı́nf ((eX)∗ (MX (S))).
Definición 8.6. Una función f : X → Y entre conjuntos ordenados
es estable si para todo A ⊆ X se tiene que
(i) mY (f∗ (MX (A))) = mY (MY (f∗ (A))).
(ii) MY (f∗ (mX (A))) = MY (mY (f∗ (A))).
Nota 8.3. Las funciones que aquí llamamos “estables” son las fun-
ciones “estables para cortaduras” (cut-stables) que introdujo Erné
en [17].
Ejercicio 8.12. Si L y N son retículos completos y f : L → N ,
entonces son equivalentes:
i
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(i) f es estable.
(ii) f preserva extremos superiores y extremos inferiores.
(iii) f es adjunta a derecha y a izquierda.
Ejercicio 8.13. Toda función estable preserva extremos superiores
y extremos inferiores.
Teorema 8.4. (Erné) Si f : X → Y es una función estable entre
conjuntos ordenados, entonces existe una única función estable:
dm(f) : dm (X)→ dm (Y )
tal que dm (f) ◦ eX = eY ◦ f.
Demostración. Definimos, para cada S ⊆ X,
dm(f) ((mX ◦MX) (S)) = (mY ◦MY ) (f∗ (S)).
Es fácil ver que dm(f) está bien definida.













dm(f) ((mX ◦MX) (T )) :
⋃
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mY (f∗ (MX (T ))) :
⋂
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A ∈ dm (Y ) : A ⊆
⋂{
mY (f∗ (MX (T ))) :
⋂
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A ∈ dm (Y ) : A ⊆ mY
(⋃{
f∗ (MX (T )) :
⋂
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f∗ (MX (T )) :
⋂
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MX (Si) ⊇MX (T )
}))
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Mdm(Y ) (dm(f)∗ ({(mX ◦MX) (Si)}i))
)
=
= mdm(Y )Mdm(Y ) {dm(f) ((mX ◦MX) (Si))}i
= mdm(Y )Mdm(Y ) {(mY ◦MY ) (f∗ (Si))}i
= mdm(Y )
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mdm(Y ) (dm(f)∗ ({(mX ◦MX) (Si)}i))
)
.
Tenemos que dm (f) ◦ eX = eY ◦ f , pues
(dm (f) ◦ eX) (x) = dm (f) (m ◦M) ({x})
= (m ◦M) f∗ ({x})
= (m ◦M) ({f (x)})
= (eY ◦ f) (x).
La unicidad de dm (f) también la dejamos como ejercicio.
Ejercicio 8.14. La compuesta de dos funciones estables es estable.
Las identidades son funciones estables.
Podemos entonces considerar la categoría cuyos objetos son los
conjuntos ordenados y cuyos morfismos son las funciones estables.
Esta categoría la notaremos Orde. A la subcategoría plena de Orde
cuyos objetos son los retículos completos la designaremosRC. Nóte-
se que los morfismos en RC son exactamente las funciones adjuntas
a izquierda y a derecha.
Ejercicio 8.15. Si X es un conjunto ordenado, entonces eX : X →
dm (X) es estable.
Ejercicio 8.16. Si L es un retículo completo, entonces eL : L →
dm (L) es un isomorfismo.
Teorema 8.5. (Propiedad universal) Sean X un conjunto ordenado
y L un retículo completo. Si f : X → L es una función estable,
entonces existe una única función estable f̂ : dm (X) → L tal que
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Demostración. Por el Teorema 8.4 dm (f) : dm (X)→ dm (L) es tal
que dm (f)◦eX = eL ◦f. Basta entonces definir f̂ = (eL)−1 ◦dm (f).
La unicidad se deja como ejercicio.
Corolario 8.1. El funtor dm : Orde → RC es adjunto a izquierda
del funtor de inclusión RC→ Orde.
Corolario 8.2. La categoría RC es una subcategoría reflexiva de
la categoría Orde.
Nota 8.4. La compleción de Dedekind-MacNeille de un conjunto
ordenado es entonces la mejor en la categoría Orde. Sin embargo,
tiene algunos inconvenientes: si el conjunto ordenado es un retículo
distributivo, su compleción de Dedekind-MacNeille no necesaria-
mente es un retículo distributivo (véase, por ejemplo, [20]). Vere-
mos, en la siguiente sección, otro método de completar retículos que
sí preserva la distributividad.
8.3.2. Compleción por ideales
Proposición 8.5. L es un retículo con 0 si y solo si I (L) es un
retículo completo.
Demostración. Basta observar que en un retículo con 0, la inter-
sección de cualquier colección de ideales es un ideal. En particular,⋂
I (L) = {0} = mı́n I (L) y ⋂ ∅ = L = máx I (L). Por otro lado,
si L no tiene 0, entonces ⋂ I (L) = ∅ que no es un ideal de L.
Proposición 8.6. Sea L un retículo. La función iL : L → I (L) :
x 7→ (x] es un homomorfismo acotado inyectivo.
Demostración. La inyectividad de iL es una clara consecuencia
de la antisimetría del orden. Si L tiene 0, entonces I (L) tiene míni-
mo {0} = iL (0). Si L tiene 1, entonces iL (1) = L que es el máximo
de I (L). La prueba de que iL respeta las operaciones se deja como
ejercicio (debe tenerse cuidado, pues (x] ∨ (y] 6= (x] ∪ (y]).
Tenemos así que si L es un retículo con 0, entonces (iL, I (L)) es
una compleción de L. Esta compleción se llama compleción por
ideales.
i
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Por otro lado, para cada retículo distributivoL tenemos que la
función dL : L→ Ω (spec(L)) es una inmersión acotada y Ω (spec(L))
es un retículo completo. Por consiguiente, (dL,Ω (spec (L))) es una
compleción de L. Esta compleción la llamaremos compleción es-
pectral.
Definición 8.7. SeaX un conjunto ordenado y sean (j, C) y (k,K)
dos compleciones de X. Diremos que (j, C) y (k,K) son complecio-
nes isomorfas de X si existe un isomorfismo de retículos φ : C → K











Teorema 8.6. Si L es un retículo distributivo con 0, entonces la
compleción de L por ideales y la compleción espectral de L son iso-
morfas.
Demostración. Sea φ : I (L) → Ω (spec (L)) : I 7→ ⋃
x∈I
dL (x). Es
claro que φ ◦ iL = dL. Veamos que φ es un isomorfismo:
φ preserva ∧ :























= φ (I ∩ J).
φ preserva ∨ :












(dL (x) ∪ dL (y))
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= φ (I ∨ J).
φ es inyectiva: sean I y J ideales de L.




dL (y) y P ∈ dL (x)
⇒ φ (I) 6= φ (J).
φ es sobreyectiva:









Nota 8.5. La compleción por ideales puede hacerse aunque el re-
tículo no tenga 0. En efecto, sea L un retículo y sea Θ un retículo
con solo elemento. Definimos L0 = Θ " L que es claramente un
retículo con 0. Tenemos que i : L → L0 : x 7→ x es una inmer-
sión acotada y, por consiguiente, (iL0 ◦ i, I (L0)) es una compleción
de L.
Corolario 8.3. Si L es un retículo distributivo, entonces su comple-
ción por ideales es un retículo distributivo. Más aún, es un retículo
de Heyting.
Ejercicio 8.17. Sea L un retículo. Si I es un ideal de L, entonces
I = sup{(x] : x ∈ I} donde el extremo superior se calcula en I (L).
i
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Veremos a continuación que la compleción por ideales también
satisface una propiedad universal y, por consiguiente, es la mejor
de todas en cierto contexto.
Teorema 8.7. (Propiedad universal) Sean L un retículo con 0 y
M un retículo completo. Si f : L→M es una función isótona que
preserva el 0, entonces existe una única función f̂ : I (L)→M tal











Demostración. Supongamos que g : I (L) → M preserva extremos
superiores y es tal que f = g ◦ iL. Si I ∈ I (L), entonces I =
sup{(x] : x ∈ I}, luego
g(I) = sup{g ((x]) : x ∈ I} = sup{(g ◦ iL) (x) : x ∈ I} = sup f∗ (I).
Definimos entonces f̂ : I (L) → M : I 7→ sup f∗ (I). Se deja
como ejercicio probar que f̂ preserva extremos superiores.
Ejercicio 8.18. Sea f : X → Y una función entre conjuntos or-
denados. Si X es un retículo completo, entonces las siguientes afir-
maciones son equivalentes:
(i) f es adjunta a izquierda.
(ii) f preserva extremos superiores.
Llamaremos Ore a la categoría cuyos objetos son los retículos
completos y cuyos morfismos son las funciones adjuntas a izquierda.
Designaremos por R̂0 a la categoría cuyos objetos son los retículos
con 0 y cuyos morfismos son las funciones isótonas que preservan
el 0. Si definimos, para cada morfismo, f : L → M en R̂0, I(f) =
îM ◦ f, tenemos un funtor I : R̂0 → Ore.
Teorema 8.8. El funtor I : R̂0 → Ore es adjunto a izquierda del
funtor de inclusión Ore ↪→ R̂0.
i
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Corolario 8.4. La categoría Ore es una subcategoría reflexiva de
la categoría R̂0.
Tenemos, además, que i = {iL}L∈ObR̂0 es una transformación
natural del funtor idéntico de R̂0 en el funtor I considerado como










Ejercicio 8.19. Sea L un retículo completo. Definimos
σ : ℘ (L)→ L : A 7→ supA.
¿Es σ un homomorfismo de retículos? ¿Es σ un morfismo de la
categoría Ore?
Ejemplo 8.13. Para cada conjunto X definimos Top (X) como
el retículo completo de las topologías sobre X. Para cada función
f : X → Y definimos
fT : Top (X)→ Top (Y ) : τ 7→ {B ⊆ Y : f ∗ (B) ∈ τ}
fT : Top (Y )→ Top (X) : µ 7→ {f ∗ (B) : B ∈ µ}.
Observe que fT (τ) es la topología final para f y τ y que fT (µ) es
la topología inicial para f y µ.
Se tiene que fT es adjunta a izquierda de fT . Así, si definimos
Top (f) como fT, entonces Top es un funtor contravariante de la
categoría Conj en la categoría Ore.
Nota 8.6. En el ejemplo anterior, si definimos Topo (X) = (Top
(X))o y Topo (f) = fT , obtenemos un funtor covariante Topo : Conj
→ Ore.
i
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Ejemplo 8.14. Para cada conjunto X definimos Gra (X) como el
retículo completo de las relaciones sobre X. Es decir, Gra (X) =
℘ (X ×X). Para cada función f : X → Y definimos
fG : Gra (X)→ Gra (Y ) : R 7→ {(f (x1), f (x2)) : (x1, x2) ∈ R}
fG : Gra (Y )→ Gra (X) : S 7→ {(x1, x2) : (f (x1), f (x2)) ∈ S}.
Se tiene que fG es adjunta a izquierda de fG. Así, si definimos
Gra (f) como fG, entonces Gra es un funtor de la categoría Conj
en la categoría Ore.
Ejercicio 8.20. Dada una relación R sobre un conjunto X, se
dice que un subconjunto A de X es una cola a derecha de R si
(x, y) ∈ R y x ∈ A implica y ∈ A. Se define γX(R) = {A ⊆ X : A
es una cola a derecha de R}. γX (R) es una topología sobre X.
Así, γX es en realidad una función de Gra (X) en Top (X). Más
aún, γX : Gra (X) → Topo (X) es adjunta a izquierda y entonces
γ = {γX}X∈ObConj es una transformación natural del funtor Gra en
el funtor Topo.
8.3.3. Compleción de Dedekind-MacNeille
versus compleción por ideales
Si L es un retículo distributivo con 0, podemos realizar tanto la
compleción de Dedekind-MacNeille como la compleción por ideales.
Discutiremos en esta sección la relación que existe entre las dos.
Ejercicio 8.21. Sea L un retículo con 0 y sea S ⊆ L.
(i) mL (S) es un ideal de L.
(ii) ML (S) = ML ((S]).
(iii) dm (L) = {(mL ◦ML) (I) : I ∈ I (L)}.
Nota 8.7. Un ideal I de un retículo con 0, L es un ideal normal
si I = (mL ◦ML) (I). Esto explica por qué en algunos contextos la
compleción de Dedekind-MacNeille recibe el nombre de compleción
normal.
La demostración del siguiente teorema es un sencillo ejercicio.
i
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Teorema 8.9. Si L es un retículo con 0, entonces
ξL : I (L)→ dm (L) : I 7→ (mL ◦ML) (I)
es adjunta a izquierda de la función de inclusión dm (L) ↪→ I (L).











Concluimos así que en la categoría R̂0 la compleción por ideales
es mejor que la compleción de Dedekind-MacNeille.
Ejercicio 8.22. Describa los ideales y los ideales normales de los
siguientes retículos:
(i) N con el orden usual.
(ii) El intervalo [0, 1] con el orden usual.
(iii) El retículo de la Figura 8.1.
Figura 8.1: Un retículo distributivo
Ejercicio 8.23. En un retículo finito, todo ideal es normal.
i









Hemos visto que la compleción por ideales de un retículo distri-
butivo con 0 es siempre un retículo de Heyting. Los retículos de
Heyting completos merecen una mención especial. Estos retículos
son los objetos de varias categorías que se diferencian por el tipo
de morfismos considerados. En esta sección consideraremos dos de
ellas: la categoría de los marcos y la categoría de los locales.
Definición 8.8. Un marco (en inglés frame) es un retículo de
Heyting completo. Un morfismo de marcos es un homomorfismo
acotado de retículos que es adjunto a izquierda; es decir, que pre-
serva extremos superiores (arbitrarios).
Es claro que la compuesta de dos morfismos de marcos es un
morfismo de marcos y que la idéntica de un marco es un morfismo
de marcos. Por consiguiente, la clase de los marcos y los homomor-
fismos de marcos es una categoría que llamaremos M.
Ejemplo 8.15. Si f : X → Y es una función continua entre espa-
cios topológicos, entonces Ω (f) = f ∗ : Ω(Y ) → Ω (X) es un mor-
fismo de marcos. Así, Ω: Top→M es un funtor contravariante.
Sea ahora M un marco. Definimos Λ (M) como el subespacio
de spec (M) de los ideales primos principales. Si h : M → N es
un morfismo de marcos y (y] ∈ Λ (N), entonces h∗ ((y]) = (g (y)],
donde g : N → M es la adjunta a derecha de h. Así, podemos
definir Λ (h) : Λ (N) → Λ (M) como la restricción de spec (h) a
Λ (N).
Con estas definiciones tenemos que Λ : M → Top es un funtor
contravariante. Vamos a contrastar este funtor con el funtor Ω :
Top→M.
Obsérvese que (Λ ◦ Ω) (X) no es otra cosa que sob (X). Podemos
entonces reescribir el Teorema 5.18 de la siguiente manera:
Teorema 8.10. (Propiedad universal) Sean X un espacio topo-
lógico y Y un espacio topológico sobrio. Si f : X → Y es una
i
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función continua, entonces existe una única función continua f̂ :
(Λ ◦ Ω) (X)→ Y tal que f = f̂ ◦ ηX.












Por otro lado, si M es un marco, consideremos la función
µM : M → (Ω ◦ Λ) (M) : x 7→ dM (x) ∩ Λ (M).
La prueba de que µM es un morfismo de marcos es un ejercicio de
rutina.
Teorema 8.11. (Propiedad universal) Sean M un marco y X un
espacio topológico. Para todo morfismo de marcos h : M → Ω (X)
existe un único morfismo de marcos ĥ : Ω ◦Λ (M)→ Ω (X) tal que
h = ĥ ◦ µM .













Demostración. Basta definir ĥ (⋃{µM (x) : x ∈ V }) = h (supV ).
Teorema 8.12. Los funtores Λ : M → Top y Ω : Top → M
son adjuntos contravariantes a derecha; es decir, para cada es-
pacio topológico X y cada marco M hay una biyección natural
[X,Λ (M)]Top ∼= [M,Ω (X)]M.
i








Demostración. Consideremos las funciones
a : [X,Λ (M)]Top → [M,Ω (X)]M : f 7→ Ω (f) ◦ µM
y
b : [M,Ω (X)]M → [X,Λ (M)]Top : h 7→ Λ (h) ◦ ηX.
Verifiquemos que a (b (h)) = h para cada h ∈ [M,Ω (X)]M. Pri-
mero observemos que a (b (h)) = Ω (ηX) ◦Ω (Λ (h)) ◦µM y entonces
a (b (h)) (m) = (Λ (h) ◦ ηX)∗ (dM (m) ∩ Λ (M)).
Ahora bien,
x ∈ (Λ (h) ◦ ηX)∗ (dM (m) ∩ Λ (M))⇔ (Λ (h) ◦ ηX) (x) ∈ dM (m) ∩ Λ (M)










∈ dM (m) ∩ Λ (M)








⇔ h (m) * X − {x}
⇔ h (m) ∩ {x} 6= ∅
⇔ x ∈ h (m).
Veamos ahora que b (a (f)) = f para cada f ∈ [X,Λ (M)]Top. Tene-
mos que b (a (f)) = Λ (Ω (f) ◦ µM) ◦ ηX y entonces














⇔ Ω (f) (dM (m) ∩ Λ (M)) ⊆ X − {x}
⇔ f∗ (dM (m) ∩ Λ (M)) ⊆ X − {x}
⇔ f∗ (dM (m) ∩ Λ (M)) ∩ {x} = ∅
⇔ x /∈ f∗ (dM (m) ∩ Λ (M))
⇔ f (x) /∈ dM (m) ∩ Λ (M)
⇔ m ∈ f (x).
i
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La prueba de la naturalidad de estas biyecciones se deja como ejer-
cicio.
Nota 8.8. La categoría Mop se llama Loc. Los objetos de Loc son
los marcos, pero cuando hablemos de ellos como objetos de Loc los
llamaremos locales. Tenemos entonces que los funtores Λ : Loc →
Top y Ω : Top → Loc son covariantes y, además, Ω es adjunto a
izquierda de Λ.
[X,Λ (M)]Top ' [Ω (X) ,M ]Loc.
La equivalencia de adjunción correspondiente es entre los espa-
cios sobrios y los locales llamados espaciales. Un local es espacial si
todo par de puntos no comparables se pueden separar por ideales
primos principales. También se dice que estos locales tienen sufi-
cientes puntos. Para mayor información consúltese [27].
Veremos ahora otra propiedad universal asociada con la com-
pleción por ideales en el contexto de los retículos distributivos aco-
tados.
Teorema 8.13. (Propiedad universal) Sean L un retículo distribu-
tivo acotado y M un retículo completo. Si α : L → M es un ho-
momorfismo acotado, entonces existe un único morfismo de marcos











Demostración. Por el Teorema 8.7 sabemos que
α̂ : I (L)→M : I 7→ supα∗ (I)
preserva extremos superiores y es tal que α = α̂ ◦ iL. Veamos que
α̂(I ∩ J) = α̂ (I) ∧ α̂ (J) para todo par de ideales I, J ∈ I (L):
i








α̂ (I) ∧ α̂ (J) = supα∗ (I) ∧ supα∗ (J)
= sup{α (x) : x ∈ I} ∧ sup{α (y) : y ∈ J}
(a)= sup{α (x) ∧ α (y) : x ∈ I, y ∈ J}
(b)= sup{α (x ∧ y) : x ∈ I, y ∈ J}
= sup{α (z) : z ∈ I ∩ J}
= supα∗ (I ∩ J)
= α̂(I ∩ J),
donde la igualdad (a) se tiene por la ley distributiva infinita y la
(b) se tiene porque α es homomorfismo.
Corolario 8.5. (Johnstone) I : D10 → M es adjunto a izquierda
de M ↪→ D10.
Corolario 8.6. La categoría M es una subcategoría reflexiva de la
categoría D10.
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En general, los conjuntos ordenados se tra-
tan de manera superficial y tangencial en los 
cursos básicos de una carrera de Matemáti-
cas. Sin embargo, los conjuntos ordenados y, 
en particular, los retículos, aparecen con fre-
cuencia en multitud de contextos y pueden 
utilizarse como herramientas para entender 
o demostrar resultados en diversas áreas. La 
teoría de retículos es una rama autónoma 
de las matemáticas, relacionada, entre otras 
disciplinas, con el álgebra y la topología. El 
presente texto no pretende hacer un estu-
dio exhaustivo de esta teoría. Se tratan sola-
mente algunos temas que a juicio del autor 
son interesantes. La presentación es moderna 
y ágil, y el lenguaje que se utiliza es topoló-
gico y de la teoría de categorías.
El nivel del libro es adecuado para estudian-
tes avanzados de la carrera de Matemáticas 
y para estudiantes de posgrado que estén ini-
ciando su camino hacia la investigación en 
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