We introduce an online convex optimization algorithm using projected sub-gradient descent with ideal adaptive learning rates, where each computation is efficiently done in a sequential manner. For the first time in the literature, this algorithm provides an adaptively minimax optimal dynamic regret guarantee for a sequence of convex functions without any restrictions -such as strong convexity, smoothness or even Lipschitz continuity-against a comparator decision sequence with bounded total successive changes. We show optimality by generating the worst-case dynamic regret adaptive lower bound, which constitutes of actual sub-gradient norms and matches with our guarantees. We discuss the advantages of our algorithm as opposed to adaptive projection with sub-gradient self outer products and also derive the extension for independent learning in each decision coordinate separately. Additionally, we demonstrate how to best preserve our guarantees when the bound on total successive changes in the dynamic comparator sequence grows as time goes, in a truly online manner.
I. INTRODUCTION
Convex programming is a major topic of online learning [1] and is extensively studied in the signal processing literature since, in many applications like estimation, prediction and detection, we have minimization objectives in the form of error, cost or utility, which are convex functions that change as time progresses. Example applications include network resource allocation [2] , distributed agent optimization [3] , two-stage stochastic programming [4] , adaptive filtering [5] , beamforming [6] and classification [7] . In the challenging online learning setup, the convex objectives (i.e. the loss functions f t (·)) arrive sequentially. In particular, at each time t, we, the learner, produce a decision w t , and then, suffer the loss f t (w t ) based on our decision. The role of a learning procedure in such a setup is to choose w t so that the cumulative loss T t=1 f t (w t ) is minimized. As an example, in the sequential linear regression problem under absolute error, at each time t, we decide on a parameter vector w t , then, the nature reveals a feature vector x t and a desired output d t , and we suffer the absolute error loss f t (w t ) = |w T t x t − d t |, a convex function with respect to the parameter vector w t . Our aim in this work is to derive a learning algorithm applicable for any kind of convex loss function sequence {f t (·)} T t=1 , by specifically refraining from additional assumptions, such as strong convexity or smoothness. The performance of such an online learning algorithm is traditionally evaluated relative to the best fixed decision in hindsight, e.g. the optimal fixed parameter vector in linear regression. The evaluation metric is called static regret, which measures the difference between cumulative losses of our algorithm and the best fixed decision. However, this fails to suffice in online dynamic scenarios where the best fixed decision itself performs poorly. Consequently, we instead measure the performance with the generalized notion of dynamic regret, -allowing a time-varying decision sequence {w * t } T t=1 , where w * t is the decision produced by the competition at time t.
State of the art algorithms in the literature achieve dynamic regret guarantees via additional assumptions on the function sequence {f t (·)} T t=1 , which cannot be guaranteed to hold in many scenarios such as: strong convexity [8] , [9] , Lipschitz-continuity [9] - [13] or Lipschitz-smoothness [8] , [12] (upper bounded sub-gradient norms or Hessian eigenvalues, respectively), and bounded temporal functional variations [13] . More restrictive settings where a learner accesses the full information of the past functions [12] or queries the sub-gradient of f t (·) at multiple points [14] were also investigated. Such settings are also incompatible with many applications where the evaluation of each sub-gradient is costly (e.g. computationally) or even equivalent to making a decision, hence incurring a loss. There were also dynamic regret studies for a specialized linear optimization problem, i.e. learning with expert advice [15] , [16] . Finally, regarding static regret, sub-gradient norm adaptive guarantees were achieved in [17] , [18] .
With this work, for the first time in the literature, we introduce an efficient online projected sub-gradient descent algorithm for any sequence of convex loss functions, with dynamic regret guarantee of
where D is the diameter of projection set (e.g. feasible decision set) to which all w t and w * t belong and P is a restriction on the comparator sequence such that P ≥ T −1 t=1 w * t+1 − w * t for some preset P ≥ 0. We demonstrate that our algorithm is adaptively minimax optimal since its performance bound matches the worst-case dynamic regret lower bound with adaptive dependency on sub-gradient norms from each round. We also discuss our contributions to the static regret literature.
A. Problem Description
We have a sequence of convex functions f t : K → R for discrete times t ≥ 1, where K is a convex subset of R N ,
i.e. for all w, v ∈ K, (λw + (1 − λ)v) ∈ K for any 0 ≤ λ ≤ 1. Each w ∈ K is a column vector, w T is its transpose, w T v is its inner product with v ∈ K, and w = √ w T w is its Euclidean norm. We also define the projection Proj K (w) which solves arg min v∈K w − v 2 , a relatively simple computation when K is a hyper-ellipsoid or hyper-rectangle.
Convexity of each f t (·) implies the first-order relation
for every pair w, v ∈ K and every sub-gradient g t ∈ ∂f t (w).
Then, the dynamic regret, denoted as R d T , is defined as
where {w t } T t=1 and {w * t } T t=1 are the algorithm's and comparator's (best) decision sequences, respectively, and the inequality comes from (1) for any g t ∈ ∂f t (w t ). This is a tight bound when f t (·) are only known to be convex and holds with equality for linear functions f t (w) = g t , w .
We note that R d T cannot be bounded in a nontrivial manner (sublinear o(T ) bounds) without some restrictions on {w * t } T t=1 , which becomes apparent due to the worst-case (adversarial) regret lower bounds we discuss in Section III. Thus, we restrict {w *
where
with P ≤ D(T − 1) and diameter D = sup w,v∈K w − v . This generalizes the special case P = 0 which corresponds to the static regret against the best fixed decision. P is also called path variation in the literature [12] .
In the following, we first introduce our algorithm and derive its dynamic regret upper bound. We then demonstrate the optimality by introducing a worst-case dynamic regret lower bound that matches this upper bound up-to a constant factor. We also investigate what to do when P grows in time.
II. OPTIMAL ONLINE PROJECTED GRADIENT DESCENT
We use online sub-gradient descent with projection as shown in Algorithm 1 for decision update. In the following theorem, we first investigate a general regret guarantee result for a nonincreasing positive learning rate sequence.
Algorithm 1. Online Sub-Gradient Descent with Projection
Input: w 1 ∈ K, g t ∈ ∂f t (w t ) for t ≥ 1.
Output: w t ∈ K for t ≥ 2.
1: Initialize t = 1.
2: while g t is the zero-vector do 3: w t+1 = w t . 4: t ← t + 1.
5: end while 6: while not user terminated do 7: Observe g t ∈ ∂f t (w t ).
8:
if g t is not the "zero" vector then
Decide η t .
10:
Set w t+1 = Proj K (w t − η t g t ).
11:
t ← t + 1.
12:
end if
13: end while
After this theorem, we will introduce how to sequentially select the ideal learning rate to guarantee the optimal regret. Theorem 1. If we run Algorithm 1 with a nonincreasing positive η t sequence, we can guarantee a nonnegative dynamic regret bound as follows,
where D is the diameter of K, P ≥ T −1 t=1 w * t+1 − w * t and g τ = 0 for τ < t 0 with 1 ≤ t 0 ≤ T .
Proof. Consider the first while loop at Line 2 in Algorithm 1, which terminates at t = t 0 ≤ T , where t 0 ≥ 1. If the while loop does not terminate, it means all the sub-gradients g t are zero-vectors and according to (2), we trivially incur 0 regret.
Then, using (2), we replace g t with
(1/η t )(w t − v t+1 ) and after rearranging the right-hand side, we get
Noting η t ≥ 0 for t ≥ t 0 , we replace v t+1 − w * t with w t+1 − w * t and, for t 0 ≤ t ≤ T − 1, we upper bound as
since w t+1 − w * t+1 ≤ D where D is the diameter of K which includes all iterations w t and optimal points w * t . We also bound − w T +1 − w * T /η T ≤ 0. After regrouping
. This turns the first sum of the right-hand side into a telescoping sum. After we additionally bound P t /η t ≤ P t /η T and
where P ≥ T −1 t=1 P t . This concludes the proof.
A. Optimal Learning Rates
We first define the following quantities, which will be used to determine the optimal sub-gradient descent learning rates at each time, i.e. {η t } T t=1 . For t ≥ 1, with G 0
Corollary 1. If we were to use the optimal constant learning rate η t = η, this yields η t = D 1 + 2P/DG −1
T and
The optimal constant learning rate η t = η requires the future information about g τ for τ > t, which is generally not available. Hence, we present an adaptive learning rate scheme using only the past information, in a truly online manner.
Corollary 2. If we use η t = D P /D + 1/2G −1 t , we obtain the nonnegative regret guarantee as
When we useP = P , this becomes
Proof. According to (3), G t is a nondecreasing nonnegative sequence. Until G t > 0 for some t = t 0 , we incur 0 regret. Afterwards, for t ≥ t 0 , η t becomes a nonincreasing positive sequence. Thus, we can build upon the result of Theorem 1.
t−1 where t ≥ 1. Combined with Theorem 1 and "difference of two squares",
As η t 's are positive and G t 's are nondecreasing, we can upper-bound right-hand side by replacing (G t + G t−1 ) with 2G t . Then, we put in η t = D P /D + 1/2G
and obtain a telescoping sum. After we also bound −G t0
with 0, we arrive at the corollary.
The regret guarantees in Corollaries 1 and 2 are -up to a constant factor-equivalent to the minimax regret lower bound to be shown in Theorem 2. Furthermore, Corollaries 1 and 2 show that an adaptive learning rate scheme only has √ 2 multiplicative redundancy as opposed to the best fixed learning rate in hindsight. Corollary 2 also
shows that we achieve the post-hoc optimal static regret bound in [18] when P = 0.
B. Comparison with Projection using Self Outer Products
As we show in the following claim, the adaptive regret guarantee in Corollary 2 for P = 0 is better than
which is the static regret guarantee provided by projected normalized sub-gradient descent using the root of self outer products sum t g t g T t , e.g. Ada-Grad with full matrix divergences [17] .
where the square root of the outer products sum on the right-hand side corresponds to its unique positive semidefinite principal square root, and the trace operation tr(·) takes the sum of elements on the main diagonal.
since trace is a linear operation, is equivalent to summing the eigenvalues, and only nonzero eigenvalue of
Denote the eigenvalues of A T as λ 1 , . . . , λ N . We also note that positive semidefinite matrices g t g T t sum to A T . Therefore, A T is also a positive semidefinite matrix where λ 1 , . . . , λ N are all nonnegative. Consequently, the square root operation on the symmetric A T effectively replaces the eigenvalues with their square roots. This implies
Additionally, we have (4) due to the trace operation. Comparing the squares of this and (5) while noting that λ i ≥ 0, we arrive at the claim.
There is a discrepancy between the left and right sides of Claim 1 which could rise up to a multiplicative term of √ N (when λ i 's are the same) -where N is the dimension of our decision set K-even though our algorithm is more efficient, i.e. at each time t our algorithm computes the inner product g T t g t while Ada-Grad computes the outer product g t g T t .
C. Separate Step Sizes for Each Decision Coordinate
We extend our results to the case when each coordinate employs independent learning rates. Remark 1. After rewriting the inner products as sums and applying Corollary 2 for each coordinate separately, we get
This distributed version of our algorithm is similar to the Ada-Grad with diagonal divergences for which the regret
. Remark 1 improves that by replacing the D ∞ with D i for each coordinate and introduce the corresponding dynamic regret guarantees, which are minimax optimal for the hyper-rectangle decision sets. The lower bound for this claim is generated by summing the individual lower bounds corresponding to each coordinate as in Theorem 2. We also achieve the post-hoc optimal static guarantee for the diagonal regularization in [18] when P = 0.
III. MINIMAX DYNAMIC REGRET LOWER BOUNDS
Given any sequential and causal learning algorithm, we will show that there exists a sequence of {f t (·)} T t=1 such that the regret in (2) is lower bounded as follows.
Theorem 2. For the case
T , for any causal algorithm, there exists a {f t (·)} T t=1 sequence such that it may incur a worst-case dynamic regret lower bounded as
where D is the diameter of K and P ≥
Proof. We follow the proof in [20, Appendix F] with certain modifications. We lower bound the regret by restricting
∈ Ω P T such that w * t = w * (k) for t k−1 < t ≤ t k where 1 ≤ k ≤ ⌊P/D⌋ + 1 and t 0 = 0, t ⌊P/D⌋+1 = T . Then, there exists a scenario where g t sequence is such that
. Following that, we apply Khinchin's inequality separately for each stationary w * (k) , as in [20, Appendix F] , which results in the theorem.
The lower bound in Theorem 2 matches the upper bound in Corollary 2, thus our adaptive algorithm is optimal as claimed. In the following corollary, we also discuss how the lower bound turns out for a uniform gradient norm constraint.
Proof. We similarly restrict {w * t } T t=1 as in Theorem 2's proof. Then, in some scenario, g t sequence is such that
As ⌊P/D⌋+1 ≤ T , we can claim
1) which results in the corollary similar to Theorem 2.
IV. BEST SEQUENCE CONSTRAINT GROWS IN TIME
Finally, we investigate how to handle a time-increasing P , i.e. a function P (·) such that P (T ) ≥
This implies P (T ) increases at most linearly, i.e. P (T ) ∈ O(T ). Consequently, we assume
for T 1 , T 2 > 0 and P (T 2 + 1) accounts for rounds following t = T 1 . This makes P (·) almost sub-additive.
We employ a sort of "doubling trick". At every round 2 k−1 for k ≤ 1, we allow ourselves to potentially increase the learning rate η t with respect to η t−1 .
Theorem 3. We reset Algorithm 1 following rounds 2 k − 1 with k ≥ 1. For each k, we employ adaptive learning rates as in Corollary 2 with restriction P set as P (2 k − 1) for this 2 k−1 duration optimization with
The resulting regret can be bounded in two different ways as
where the first guarantee is strongly soft minimax optimal in accordance with the sum constraint as in Theorem 2 within a factor of ⌈log 2 (T + 1)⌉ and the second guarantee is weakly minimax optimal in accordance with the max constraint as in Corollary 3 within a constant factor.
Proof. We individually bound the accumulated regrets for time segments corresponding to each k ≤ ⌈log 2 (T + 1)⌉ where ⌈·⌉ is the ceiling function. Setting P as P (2 k − 1) at k th segment is a valid bound since we also need to account for the possibilities that there were no best decision changes at previous segments. We say
is the highest set P . Using (6), we have
Thus, we bound all P 's with 2P (T ).
In combination with Corollary 3, this gives
We generate the two guarantees in the theorem as follows.
First, in the right-hand side, we have a sum of the form K k=1 √ a k , with constraint K k=1 a k = G T according to (3) . The root sum is concave with respect to vector [a 1 , . . . , a K−1 ] where a K = G T − K−1 k=1 a k . This sum is maximized when a k = a K for 1 ≤ k ≤ K − 1. Thus, root sum is bounded by ⌈log 2 (T + 1)⌉G T , which gives the first guarantee.
Second, after we bound g t with max 1≤t≤T g t , we get the multiplier K−2 k=0
upper bounded as √ T − τ √ 2 + 1 + √ τ with τ = T − 2 K−1 . This is maximum for some fixed T when τ = T /(4 + 2 √ 2) which is valid as τ ≤ T /2 ≤ 2 K−1 . After we plug this τ in to the previous bound, we get the second guarantee.
V. CONCLUDING COMMENTS
We proposed a novel sequential selection of learning rates η t for the projected online sub-gradient descent algorithm, and achieve the minimax optimal dynamic regret guarantee of O D (P + D) is completely adaptive to the sub-gradient sequence. Our algorithm also handles a time-growing P by resetting the learning rates at rounds that are powers of 2 with only a O( log 2 (T )) multiplicative redundancy in the bound. We also showed the ability to distributively optimize the individual coordinates with independent runs of our algorithm and achieve minimax optimal dynamic regret guarantees for hyper-rectangle decision sets.
