Abstract-Owing to the uncertainty of transmission opportunities between mobile nodes, the routing in delay-tolerant networks (DTNs) exploits the mechanism of opportunistic forwarding. Energy-efficient algorithms and policies for DTN are crucial to maximizing the message delivery probability while reducing the delivery cost. In this contribution, we investigate the problem of energy-efficient optimal beaconing control in a DTN. We model the message dissemination under variable beaconing rate with a continuous-time Markov model. Based on this model, we then formulate the optimization problem of the optimal beaconing control for epidemic routing and obtain the optimal threshold policy from the solution of this optimization problem. Furthermore, through extensive numerical results, we demonstrate that the proposed optimal threshold policy significantly outperforms the static policy with constant beaconing rate in terms of system energy consumption savings.
works in the context of sensor networks have discussed the optimal activation times for sensor nodes [15] , as well as the transmission control problem for the two-hop relaying scheme [14] , which is a very simple forwarding mechanism in DTNs. To the best of our knowledge, no existing work has discussed the optimal beaconing control for the epidemic routing in the energy-constrained DTN.
In this contribution, we investigate the problem of optimal beaconing control for the DTN epidemic routing with the energy constraint for beaconing and message transmission. To achieve the maximum system performance in terms of message delivery probability under the condition that the energy is limited by a threshold, we control the beaconing rate of relay nodes. First, we introduce a continuous-time Markov framework to model the message dissemination of epidemic routing. Second, we formulate an optimization problem for the beaconing rate control. Based on the property of this optimization problem, we derive the optimal threshold policy, which maximizes the message delivery probability within the message lifetime while satisfying the given energy constraint. Finally, we demonstrate the efficiency of our optimal beaconing control policy by extensive results.
The organization of this paper is given as follows: In Section II, we model the system of message transmission. Based on this model, the problem of optimal beaconing control is formulated in Section III. In Section IV, we further analyze the formulated problem and investigate the optimal policy for the beaconing control. Performance evaluation is given in Section V, and we offer our concluding remarks in Section VI.
II. SYSTEM MODEL
The DTN consists of a set of wireless mobile nodes denoted by V, and the number of nodes in V is N , where N > 2. Among these nodes, the source node generates messages to the network. We assume that a message is created in time 0 and that its lifetime is T . This means that, after time T , all the nodes in the network should discard it. Therefore, the goal of an optimal beaconing control policy is to transmit the message to the destination before time T . We investigate epidemic routing [16] , which was one of the first routing algorithms proposed to deal with intermittent connectivity in mobile ad hoc networks [16] . In epidemic routing, when one node with the message comes into the communication range of another node that does not have the message, it forwards the message to this node. If this node is the destination, the communication ends. Otherwise, the epidemic forwarding continues. This way, this routing strategy floods the message over the whole network and attempts to send each message over all possible paths in the network. Therefore, it is an extreme-flooding-based routing strategy. Since it tries every possible path, epidemic routing delivers messages with minimum delivery delay and maximized delivery ratio. Consequently, epidemic routing is particularly useful for DTNs. This is the main reason that we chose epidemic routing to study the optimal beaconing control problem. Since the density of nodes is usual sparse in DTNs, nodes can communicate only when they have communication contacts. In our model, the contact process of any two nodes follows the Poisson process with the corresponding contact rate as its parameter, which is denoted by λ. Poisson-distributed contact rate and exponentially distributed intercontact time (ICT) are the key assumption, and based on this, we obtain the continuous Markov and fluid model latter. We now justify our chosen model.
We recognize that our model is only an approximation to the message transmission process in DTNs, because autocorrelated flows of contact events may exist in DTNs. Although some studies [17] - [19] have suggested the truncated power law for ICTs, these works actually reveal that the aggregated ICT follows a truncated power law, but the individual ICTs with the constraints can be better modeled by the exponential distributions with heterogeneous coefficients [20] - [24] . More specifically, [19] shows that the ICT has a truncated power law, with the exponential decay appearing in its tail after some cutoff point. However, generally, individual ICT follows the exponential distribution. For example, [20] reveals that, if ICTs are smaller than 1 week and each node pair has at least 20 contacts, then individual ICTs can be modeled by the exponential distributions with heterogeneous coefficients. Reference [21] shows that individual intermeeting time distribution can be shaped to be exponential by choosing an appropriate domain size with respect to a given time scale. Moreover, [22] models the ICTs of each individual human in mobile social networks by the Poisson process and experimentally validates this model by using the χ 2 tests on real trace data. In [23] and [24] , on the other hand, the ICTs between vehicles in vehicular ad hoc networks are modeled and reveal the exponential distribution of ICT between nodes by analyzing a large number of real car/taxi mobility traces. We further point out that the exponential model is widely used in many other recent works [25] - [29] . Based on the preceding discussion, we can justify that the adopted exponential distribution model is sufficiently accurate for studying the optimal beaconing control.
Since the network nodes are searching for other nodes that are in the communication range most of the time while the transmission time by contrast is very short, the energy spent in beaconing is substantial. Consequently, it is important to control the system beaconing energy. As previously stated, there exists a tradeoff between performance and energy consumption. If we use more power to beacon more often, the message will more quickly "infect" the network, but the energy consumption will be higher and nodes may empty their batteries sooner. On the other hand, by less frequently beaconing, the nodes' batteries will last longer, but message dissemination will be slower. Since the contact rate between nodes caused by physical mobility is λ, the maximal communication contact rate that can be detected by node beaconing is λ, which is achieved by consuming the maximal beaconing energy. If we reduce the beaconing energy by reducing the beaconing rate, we will get less communication contact. Therefore, we define U (t) as the beaconing control for the energy consumption. Consequently, under policy U (t), the message is transmitted upon the opportunistic contact with the rate of U (t)λ, and the dead rate of active nodes caused by empty battery is U (t)γ, where γ is defined as the basic node death rate. Since, in reality, the node beaconing rate will be limited by the threshold, we assume that u ≤ U (t) ≤ 1, where u is the minimum beaconing rate. We note that, when the nodes beacon at the maximal rate, the contact rate is λ. Therefore, here, we set the maximal beacon control to U (t) = 1, which means that all the nodes beacon at the possible maximal energy consumption.
In this study, we consider the message transmission from the source to the destination. Let Z(t) denote the number of message copies in all the nodes, including the original source node at time t. Obviously, Z(0) = 1 and Z = {Z(t), t ≥ 0} is a stochastic process. From the definition of Z(t), we note that Z(t) satisfies the following equation:
where 0 ≤ t 0 < t 1 < · · · < t n+1 and i k ∈ {1, 2, . . . , N} for 0 ≤ k ≤ n + 1, and P {•|•} denotes the conditional probability. Therefore, Z is a continuous-time Markov chain. Markov chains can be approximated by ordinary differential equations (ODEs) [30] , using a well-known technique known as the fluid model [25] , which is widely adopted to model the epidemic forwarding [28] , [31] . In the fluid model, the solution of the ODE converges in probability to the Markov chain's sample path. In this work, we use this model to characterize the message spreading.
We define X(t) as the fraction of nodes that have a copy of the message at time t and Y (t) as the fraction of active nodes that have not received the copy by time t, respectively. Using the fluid model [25] , we can obtain the ODEs for the system as follows:
where λ is the contact rate, and γ is the node death rate. The aforementioned term λX(t)Y (t)U (t) represents the increase in the fraction of nodes infected by the message since there are X(t) fraction of nodes that can transmit the message to Y (t) by the opportunistic contact of rate λ.
The term γX(t)Y (t)U (t)
represents the decrease in the number of active nodes caused by the death of nodes. From our system description, we have
We now consider the energy consumption of the network. Since the wireless communication is the largest source of energy consumption in energy-limited devices [11] , we consider only communication energy consumption and do not account for other energy consumption sources, such as computation and mobility. Existing studies show that the communication energy consumption mainly includes the transmitting and receiving consumption in the communication state, as well as the beaconing consumption in the idle state [11] . Based on this result, we calculate the amount of energy consumed by the network at time T . The first part of the energy consumption is proportional to the expected number of transmission times during the message's lifetime T , where the energy consumption of one transmission includes both the reception energy at the receiving node and the transmission energy at the transmitting node. Therefore, it can be expressed as follows: α(NX(T ) − 1), where α is the system-specified positive constant that weighs the energy consumption of each transmission. The beaconing energy consumption is proportional to U (t) and the fraction of active nodes. Thus, the total beaconing energy consumption up to time T can be expressed as βN
where β is the system-specified positive constant that weight the energy consumption of each beaconing. By using (1), we have βN
. Therefore, we can express the system total energy consumption at time T , which is denoted as φ(X(T )), by the following expression:
Let F (t) denote the probability that the message has been delivered to the destination at time t. Since our goal is to transmit the message to the destination before lifetime T , we should maximize F (T ), subject to the available system energy. Define the system total energy constraint as Ψ. Then, the problem of optimal beaconing rate control with the energy constraint for communication can be expressed as the following optimization problem:
Remark: Ideally, one would like to simultaneously maximize the probability that the message has been delivered to the destination at T , i.e., F (T ), and minimize the total energy consumed in doing so, i.e., φ(X(T )). However, these are two conflicting objectives, and the optimization so formulated becomes a challenging multiobjective optimization problem. For such a multiobjective optimization, the optimization algorithm must generate a set of Pareto-optimal solutions, which should be ideally well distributed across the Pareto frontier [32] . Moreover, even when such a set of Paretooptimal solutions, which is represented in the objective space by
)}, can be obtained, a human decision or a preference structure has to be imposed as to choose which particular solution to use. This is usually achieved by first specifying what level of energy consumption, e.g.,
, is to be allowed and then choosing the corresponding solution F (i * ) (T ) from the Pareto-optimal set. In practice, therefore, the problem is often solved or approximated by setting the energy consumption limit or constraint φ(X(T )) ≤ Ψ and maximizing F (T ), as is adopted in our approach of (4).
III. PROBLEM FORMULATION
From the system model described by the ODEs, we divide (1) by (2) to yield
where
By substituting (5) into (1), we obtain the following ODE:
Solving this ODE yields
where D = (λ + γ)/λC − (λ + γ). We have now obtained the fraction of nodes with the messages, i.e., X(t). Based on X(t), we can derive the expression for the message delivery probability as follows:
To derive F (t), let us define H(t) = 1 − F (t), which is the probability that the destination node has not received the message at time t. Then, we have
Taking the expectation of the preceding expression yields
, where H(0) = 1. Therefore, we have the following expression for F (t):
Thus, the optimization problem (4) for the optimal beaconing control is specified by
IV. OPTIMAL BEACONING SOLUTION In this section, we derive the optimal solution for the formulated optimization problem of (9) .
Lemma 1: Both φ(X(T )) and F (T ) are monotonously increasing functions of X(t).
Proof:
Therefore, F (T ) is a monotonously increasing function of x.
This proves the lemma. Based on Lemma 1, there exists one and only one real value ψ such that X(T ) ≤ ψ. Therefore, the system energy constraint can be expressed as
Furthermore, the monotonously increasing nature of φ(X(T )) and F (T ) allows us to transform the optimization problem (9) into the following equivalent but simpler form:
Lemma 2: Given a policy U (t), consider policy U (t) that satisfies U (t) U (t), which means that
λCx increases with x, it holds that X (T ) ≥ X(T ). Since F (T ) is an increasing function of X(T ), it immediately follows that F (T ) ≥ F (T ).
We have the following two theorems for the optimization problem (11):
Theorem 1: The optimal policy for beaconing control, which is denoted as U * (t), saturates the constraint, i.e., 
is the maximum possible area under U (t) over interval [0, T ], which is the direct consequence of (10) .
Proof: Consider policy U (t), which is different from the optimal policy U * (t) and does not saturate the energy constraint, i.e.,
Consequently, we can obtain a new policy denoted by U (t) = U (t) + ε/T , which satisfies T 0 U (t)dt ≤ W . Obviously, U (t) U (t). According to Lemma 2, we have F (T ) ≥ F (T ). Thus, U (t), which satisfies the energy constraint, is a better policy than U (t). This proves the theorem that the optimal policy saturates the constraint.
Theorem 2: The optimal beaconing control policy U * (t) for the optimization problem (11) is
If T > W u : there exists no solution.
Proof: The solution (13) and the nonsolution (15) are obvious. Consider the case W ≤ T ≤ (W/u). Denote P (t) = t 0 U (τ )dτ , which is a monotonously increasing function of U (t) for 0 ≤ t ≤ T . Note that the optimization objective in (11) is T 0 X(t)dt. From the expression of X(t) in (7), it is obvious that T 0 X(t)dt increases with {P (t), 0 ≤ t ≤ T }. Therefore, to maximize the objective T 0 X(t)dt, {P (t), 0 ≤ t ≤ T } and, consequently, {U (t), 0 ≤ t ≤ T } should be made as large as possible. Thus, the optimal policy u ≤ U * (t) ≤ 1 should take the largest value 1 as long as possible while ensuring that P * (T ) saturates the constraint, i.e., P * (T ) = W . Without loss of generality, assume that U * (t) = 1 for 0 ≤ t ≤ t max and U * (t) = u for t max < t ≤ T . Solving
This proves the solution (14) .
V. PERFORMANCE EVALUATION
Before we evaluated the proposed optimal beaconing control policy, we had first validated the model used in deriving this optimal beaconing control policy.
A. Model Validation
We evaluated the accuracy of our model by comparing the theoretical results obtained based on model (7) with the simulation results, which were obtained by simulating the message dissemination under the epidemic routing with different mobility models. Without loss of generality, we set the forwarding policy U (t) = 1 and the node death rate γ = 0, because our goal was to verify the accuracy of the theoretical model.
We first simulated the network with different network sizes of N from 100 to 1000, where the Poisson process with parameter λ = 3.71 × 10 −6 s −1 was used to generate node contact events. This value of λ was obtained from the vehicular ad hoc network model discussed in [24] . The same λ value was used in the theoretical model (7) . At the beginning of the simulation, 20% of the nodes was chosen to be infected. The theoretical and simulation results obtained for the infected node ratio as a function of time t are plotted in Fig. 1 , where the label "Theoretical" refers to X(t)/N , with X(t) calculated according to (7) , whereas the label "Simulation" refers to the infected node ratio generated by the network simulation. As expected, regardless of the size of the simulated network, the number of message-infected nodes computed from our model (7) agreed with that obtained by the network simulation; for instance, in this case, both our model and the simulated network assumed the Poisson-distributed contact process.
We then used the synthetic mobility model Random WayPoint (RWP) and the real-world map-driven DTN model (MAP) with pedestrians and transportation systems in the opportunistic network environment (ONE) simulator [33] . Note that the RWP is a mobility model, whereas the MAP in the ONE simulator represents the realistic DTN environment, where the contact rate is not governed by the Poisson process. We set N = 200, chose initially 20% of the nodes to be infected by one message, and used the default mobility model settings in the ONE simulator. When choosing the initial infected nodes, we gave a chosen weight of 1-8 to each node by dividing the nodes into eight groups according to their distances to the source node obtained from their initial locations. For each of the two DTN simulation environments, we fitted an exponential distribution to the ICT generated and used the obtained λ value in our model (7). Fig. 2 plots the message-infected node ratios as a function of time t obtained by simulation and theoretical calculation (7) for the two mobility networks, respectively. It can be seen from Fig. 2 that the theoretical calculations did approximate the network simulation results reasonably well. To quantitatively analyze the results, we calculated the average deviation between the theoretical and simulation results, which is defined as
where X (The) (t) denotes the number of message-infected nodes calculated according to (7) , whereas X (Sim) (t) is the number of message-infected nodes generated by the network simulation. The average deviations between the theoretical calculations and the simulation results were about 5.7% and 8.6%, respectively, for the RWP and MAP DTN simulation environments. The aforementioned results clearly demonstrated that the contact rates of realistic mobility models do not strictly follow the Poisson distribution, and our assumption of the exponentially distributed ICT is only an approximation. Therefore, we further investigated the accuracy of our model. To know the influence of the transmission range, which is denoted as d R , on the ICT distribution, we set d R to 50, 100, 150, and 200 m, respectively. Under the same RWP and MAP simulation environments with these different transmission ranges, we obtained the actual simulation data of ICT distribution using the ONE simulator and then fitted the exponential distribution to the simulation data. The results are shown in Figs. 3 and 4 for the RWP and MAP simulations, respectively. Visually, we observe that the exponential distribution did fit the simulation data well, and the transmission range d R generally did not have a major influence on the fitting quality. To quantitatively provide the fitting accuracy, we employed the adjusted R-square statistics [34] as the goodness of fit, which is defined as the percentage of the variation between the simulation data and the fitting results. Table I lists the adjusted R-square statistics of the exponential fitting to the simulation data of ICT obtained, where the adjusted R-square statistics were computed with Matlab Curve Fitting Toolbox. It can be seen from Table I that the average adjusted R-square statistics was above 99% for the RWP, and it was about 94% for the MAP. This demonstrates the accuracy of the Poisson contact rate assumption adopted in our model.
In the aforementioned model validation, which was presented in Figs. 1 and 2 , one message transmission scenario was used since model (7) represents the limit case of one message transmission. According to the definition (8), we can obtain the expected message transmission delay for the transmission of a large number of messages, which is denoted by D a , as follows:
given a constant beaconing policy. Using the expected message transmission delay, we were able to further validate our model in a realist multiple-message transmission scenario. We transmit 10000 messages from the source to the destination under the same RWP and MAP simulation environments previously introduced. It is worth emphasizing again that the RWP and MAP represent the synthetic mobility model and the realistic DTN environments, respectively, which do not impose the Poisson distributed contact rate. We varied the constant beaconing policy U (t) from 0.05 to 1.0 and recorded the average message transmission delays obtained in the corresponding network simulations. The simulation results are then compared to the theoretical calculations obtained using (17) in Fig. 5 , where it can be seen that the message transmission delay computed from our model agrees well with the simulation result. Using a similar definition to (16) , the average deviation between the simulated message transmission delay results and the theoretical calculations is about 5.1%. Interestingly, this deviation obtained under the more realistic multiple-message transmission scenario appears to be smaller than that obtained previously under the one-message transmission scenario when investigating the infected node ratio. This further indicates the accuracy of our model. In the aforementioned model validation, we have extensively demonstrated that our assumption of Poisson contact rate and the resulting message transmission model are sufficiently accurate to approximate or model the message dissemination of epidemic routing in DTNs. Thus, we can confidently use the continuous-time Markov and fluid model to study the optimal beaconing control problem.
B. Evaluation Settings and Results
We used the continuous-time Markov and fluid model to represent the DTN application to the vehicular ad hoc network that was based on the real motion traces from about 2100 operational taxis for about one month in Shanghai city collected by Global Positioning System [35] , in which the location information of the taxis were recorded every 40 s within the area of 102 km 2 . By analyzing large amounts of the trace data given in [35] , [23] and [24] found that the distribution of the ICT between taxis followed the exponential distribution on a large time scale. Moreover, Zhu et al. [24] performed a least-squares fitting to identify the exponential parameter and found that the ICT was well approximated by the exponential distribution of P {X > t} = e −3.71×10 −6 t . Therefore, in our model, we set parameter λ = 3.71 × 10 −6 s −1 . Since, in typical practical DTNs, the number of nodes is in the hundreds, we set N to 200 in our model. To evaluate the system performance enhancement achievable by the proposed optimal beaconing policy in the systems with low-energy resources, we set energy constraint ψ to a low value of 40, which implies that only 20% of the nodes are allowed to be involved in the message transmission. Thus, unless otherwise specifically stated, the default values for the parameters in the numerical simulation of our model were set to u = 0.1, γ = 1.5 × 10 −5 , N = 200, and ψ = 40. Since our work is the first to study the problem of the optimal beaconing control in epidemic routing, there exist no other optimal beaconing policies proposed in literature that can be used for comparison purposes. For the comparison with our proposed optimal beaconing control policy, which was denoted as Optimal Policy, we considered a static policy that used a constant beaconing rate. According to Theorem 1, the optimal static policy is defined by U (t) = W/T , which we referred to as Static Policy. Furthermore, we also considered a benchmark policy that does not have energy constraint and beacons at the maximum rate, i.e., U (t) = 1 and ψ = ∞, which was simply referred to as No Constraint. Obviously, this No Constraint policy offers the maximum performance upper bound, but it is unrealistic. Fig. 6 compares the transmission probabilities F (T ) as the function of massage lifetime T achieved by the three beaconing policies. As expected, the message transmission probability F (T ) increased as the message lifetime T increased. However, given the energy constraint ψ = 40, the Static Policy could only attain an F (T ) value of about 80% when T = 4 × 10 4 s, and its F (T ) value was still less than 1, even when T = 10 5 s. By contrast, our proposed Optimal Policy with energy constraint ψ = 40, which only allowed 40/200 = 20% of the nodes to be "infected" by the message, attained a much higher F (T ) value, which was observed to be very close to that obtained by the No Constraint policy with U (t) = 1 and ψ = ∞. This clearly demonstrated the efficiency of our proposed optimal beaconing policy.
The results of the delivery probability at T = 2 × 10 4 s as a function of node death rate γ are plotted in Fig. 7 . Obviously, the No Constraint policy of U (t) = 1 and ψ = ∞ could achieve the best delivery probability, but this policy is impractical to implement. As expected, the message transmission probability of the No Constraint policy decreased as the nodes death rate increased, because a larger γ implied that less nodes were in the active state to transmit the message in this case. By contrast, F (T ) of the proposed Optimal Policy and Static Policy increased with γ. The reason was that, with these two policies, the energy constraint was taken into consideration; therefore, the system energy was well scheduled. Specifically, for the Optimal Policy, the system energy was scheduled by optimal threshold policy U (t) expressed in (13)-(15) for the given γ, whereas in the Static Policy, U (t) was set to W/T , where W can be shown to be a monotonously increasing function of γ. Compared with the static policy, our optimal threshold policy attained about 20% higher transmission probability.
By changing the value of the minimum beaconing rate u, we obtained the results shown in Fig. 8 . Obviously, the minimum beaconing rate had no effect on the performance of the Static Policy and No Constraint policy. The transmission probability achieved by our Optimal Policy decreased as u increased. This was because, when u was large, the time for keeping the beaconing rate U (t) = 1 was short; therefore, the message was transmitted with long delay and low delivery probability. From Fig. 8 , it could be seen that the proposed Optimal Policy achieved a considerably higher transmission probability than the Static Policy, and this further demonstrated the effectiveness of the proposed Optimal Policy. Fig. 9 compares the minimum energy constraint ψ required by the Optimal Policy to achieve the given delivery probability F (T ) at T = 2 × 10 4 s with that required by the Static Policy. Clearly, the proposed Optimal Policy was much more energy efficient than the Static Policy. To show the energy saving of the Optimal Policy over the No Constraint policy, we considered the number of message transmissions or nodes infected according to the achieved delivery probability F (t) with the Fig. 9 . Comparison of the minimum energy constraint values ψ required to achieve the given delivery probability F (T ) at T = 2 × 10 4 s for two beaconing policies. Fig. 10 . Comparison of the numbers of message transmissions or infected nodes according to the achieved delivery probability F (t) with the increase of time t from 0 s to 1 × 10 5 s for three beaconing policies.
increase of time t from 0 s to 1 × 10 5 s. The results obtained by the three beaconing policies are shown in Fig. 10 . As expected, the numbers of message transmissions of both the Static Policy and Optimal Policy to attain the same F (t) were smaller than that of the No Constraint policy, as the No Constraint policy was most energy inefficient. For F (t) ≤ 0.43, the Static Policy required a smaller number of message transmissions, compared with the Optimal Policy. However, for F (t) > 0.43, the number of message transmissions of the Static Policy quickly increased, and our Optimal Policy required a much smaller number of message transmissions to attain the same message transmission probability.
VI. CONCLUSION
We have introduced a continuous-time Markov and fluid model to analyze the problem of optimal beaconing rate control in the DTN. We have solved this optimization problem and derived the optimal threshold beaconing policy. We have performed an extensive model validation to support our assumption that the Poisson contact rate and the resulting message transmission model are sufficiently accurate to model the message dissemination of epidemic routing in DTNs. Our numerical results have demonstrated the efficiency of the proposed optimal beaconing policy in enhancing the system performance, in terms of message delivery probability and system energy consumption.
In the derivation of our optimal beaconing policy, we have explicitly assumed epidemic routing in DTNs. Therefore, our optimal threshold policy may no longer be optimal or may not even be applicable for the DTNs that use other routing schemes. Our future work is to study the optimal beaconing policy that is independent of the routing algorithm. Although the continuous Markov and fluid model is capable of modeling the data transmission in epidemic routing, it is still an approximation. Therefore, it is highly desirable to investigate a combined discrete-event and continuous model to study the non-Poisson-distributed contact rate in the future.
