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Abstract
Intelligent robots must be able to learn; they must be able to adapt their behavior
based on experience. But generalization from past experience is only possible based on
assumptions or prior knowledge (priors for short) about how the world works.
I study the role of these priors for learning perception. Although priors play a central
role in machine learning, they are often hidden in the details of learning algorithms. By
making these priors explicit, we can see that currently used priors describe the world
from the perspective of a passive disinterested observer. Such generic AI priors are useful
because they apply to perception scenarios where there is no robot, such as image clas-
sification. These priors are still useful for learning robotic perception, but they miss an
important aspect of the problem: the robot.
Robots are neither disinterested nor passive. They are trying to achieve tasks by inter-
acting with the world around them, which adds structure to the problem and affords new
kinds of priors, which I call robotic priors. The questions are: What are the right robotic
priors and how can they be used to enable learning?
I investigate these questions in three different perception problems based on raw visual
input: 1. learning object segmentation for picking up objects in the Amazon picking
challenge, 2. learning state estimation for localization and tracking, and 3. unsupervised
learning of state representations that facilitate reinforcement learning.
To solve these problems, I propose three sources of prior knowledge—1. the robot’s
task, 2. robotic algorithms, and 3. physics—and develop ways to encode these priors
for the corresponding learning problems. Some of these priors are best encoded as hard
constraints that restrict the space of hypotheses considered during learning. Other priors
are more suitable to be encoded as preferences for certain hypotheses in the form of
learning objectives.
My experiments across these problems consistently show that robotic-specific prior
knowledge leads to more efficient learning and improved generalization. Based on these
results, I propose to take a prior-centric perspective on machine learning, from which
follows that we need robotics-specific machine learning methods that incorporate appro-
priate priors.
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Lernen von robotischer Wahrnehmung
durch Vorwissen
Zusammenfassung
Intelligente Roboter müssen in der Lage sein zu lernen, um ihr Verhalten auf Basis von
Erfahrung anzupassen. Um aus spezifischen Erfahrungen allgemeine Schlüsse zu ziehen,
bedarf es jedoch Annahmen oder Vorwissen über die Welt.
Ich untersuche die Bedeutung dieses Vorwissens für das Lernen von Wahrnehmung.
Obwohl Vorwissen eine zentrale Rolle im maschinellen Lernen spielt, ist es oft in den
Details der Lernalgorithmen verborgen. Wenn wir dieses Vorwissen explizit machen,
wird deutlich, dass aktuell benutztes Vorwissen die Welt aus der Sicht eines passiven
ziellos Beobachters beschreibt. Solche allgemeinen KI-Annahmen sind hilfreich, weil sie
auf Wahrnehmungsprobleme wie Bildklassifizierung anwendbar sind, bei denen es keinen
Roboter gibt. Solche Annahmen sind auch für das Lernen robotischer Wahrnehmung
hilfreich, aber sie übersehen einen wichtigen Aspekt des Problems: den Roboter.
Roboter sind weder ziellos noch passiv. Sie versuchen bestimmte Aufgaben zu lösen,
indem sie mit der Welt interagieren. Dadurch ergibt sich zusätzliche Problemstruktur,
die in anderen Arten von Vorwissen genutzten werden kann. Es stellen sich daher die
Fragen was die richtigen Robotik-Annahmen sind und wie diese genutzt werden können,
um Lernen zu ermöglichen.
Ich beschäftige mich mit diesen Fragen in drei unterschiedlichen Wahrnehmungsprob-
lemen auf Basis von visuellen Eingaben: 1. Lernen von Objektsegmentierung die es
ermöglicht bestimmte Objekte in der Amazon Picking Challenge zu greifen, 2. Lernen
von Zustandsschätzung für Lokalisierung und Nachführung und 3. unüberwachtes Lernen
von Zustandsrepräsentationen, die bestärkendes Lernen ermöglichen.
Um diese Probleme zu lösen, schlage ich drei Quellen für Vorwissen vor – 1. die Aufgabe
des Roboters, 2. Algorithmen aus der Robotik, 3. physikalische Gesetze – und entwickle
Möglichkeiten Annahmen aus diesen Quellen in den entsprechenden Lernproblemen zu
nutzen. Manche dieser Annahmen lassen sich am besten als harte Bedingungen kodieren,
die den Raum der möglichen Hypothesen einschränken die beim Lernen in Betracht gezo-
gen werden. Andere Annahmen sind besser dazu geeignet mit ihnen konsistente Hypothe-
sen zu bevorzugen, indem diese Annahmen als Lernzielen implementiert werden.
Meine Experimente in den drei untersuchten Problemen stimmen darin überein, dass
robotikspezifische Annahmen Lernen effizienter machen und Generalisierung verbessern.
Aufgrund dieser Ergebnisse argumentiere ich für eine Sicht auf maschinelles Lernen, die
Vorwissen ins Zentrum der Untersuchung stellt. Aus dieser Sicht folgt, dass wir robotik-
spezifische Lernmethoden mit entsprechenden Annahmen benötigen.
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This text is dedicated to those who challenge beliefs,
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Introduction
Versatile robots need to react to their environment. Instead of executing their movements
blindly, they need to sense their surroundings and act according to their sensory input.
Imagine a robot fetching an object; if the object slips out of its hand, the robot should
not continue as if the object was still there, but recognize this failure and react to it.
Such reactive short-term adaptations are important for intelligent robots but they are not
sufficient.
Robots not only need to react, they also need to adapt how they react to adjust their
behavior long-term: If a robot fails to grasp an object many times in a row, it should try
to grasp it differently next time; and it should remember what worked and what did not
work in order to improve with experience. This long-term adaptation is what I refer to
as learning. And learning is what this thesis is about.
More specifically, my thesis is about how robots can learn perception, which for this
thesis I define as learning to extract task-relevant information from sensory input. This
definition is consistent with Marr (1982) who describes vision as “a process that produces
from images of the external world a description that is useful to the viewer and not
cluttered with irrelevant information”.
Our working hypothesis is that robots need to learn perception in order to learn new
tasks. The main argument is the following: Different tasks require information about
different aspects of the environment. As a result, versatile robots must have task-general
sensors that provide the union of the information required by these tasks. But the high
dimensionality of the sensory input and the “clutter” in the form of task-irrelevant infor-
mation makes learning any specific task very difficult. Therefore, robots need to learn to
extract from that high-dimensional input only the relevant information.
The key insight that I am going to present in this thesis is that the robotic domain
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affords large amounts of prior knowledge that we can leverage to learn perception more
efficiently. I will refer to these bits of prior knowledge as priors (Bengio et al., 2013).
Priors are things that robots do not need to learn either because they are universally
true, like the laws of physics, or because they represent heuristics that are useful for the
problem domain. By incorporating such priors into the learning process, we can generate
learning methods that are specifically tailored to robotics.
1.1 Robotics-Specific Machine Learning
Before going into more detail, I will present additional background information. In the
context of artificial intelligence, the subject of learning is called machine learning and the
main paradigm is the following: Instead of solving a problem directly, e.g. by writing
an algorithm, we solve it indirectly by gathering data from the problem and applying a
learning algorithm on that data, which then produces a solution for the problem.
The promises of this indirect approach to problem solving are: 1) it can outperform
directly engineered solutions, such as in the computer vision domain (Krizhevsky et al.,
2012), and 2) it can automate the process of problem solving, which is what we need for
intelligent robots. Without humans in the loop, robots could apply learning algorithms
as they go and learn from experience. But this second promise requires the learning meth-
ods to be general enough to find solutions to all problems that a robot might encounter.
Therefore, the goal of most machine learning research is to find algorithms that are maxi-
mally general so that they produce a wide range of useful solutions for different problems
based on data from the problem at hand.
However, it is important to understand that machine learning can never be completely
general. Learning from a blank slate is impossible because learning algorithms can only
generalize from observed data points to new cases using additional assumptions, priors,
or inductive biases (I use these terms interchangeably). This insight directly follows from
the no-free-lunch theorem (Wolpert, 1996) which proves that no machine learning method
works better than random guessing when averaged over all possible problems. The only
way to improve over random guessing is to restrict the problem space and incorporate
prior knowledge about this space into the learning method. This view is also reflected
in the need for prior probabilities in Bayesian statistics, the need for biases in machine
learning (Mitchell, 1980; Geman et al., 1992), and the effectiveness of heuristics (Tversky
and Kahneman, 1974; Gigerenzer and Brighton, 2009).
Of course, there are machine learning methods that apply to a wide range of real world
problems by incorporating fairly general priors, e.g. smoothness, simplicity, or hierarchical
structure (Bengio et al., 2013). These priors are so general because they describe the world
from the perspective of a disinterested passive observer, which makes them applicable to
2
1.2. This Thesis: Robotics-Specific Machine Learning for Perception
many learning problems in machine learning that do not include a robot, such as image
classification. The same priors are still useful for robotic perception but they do not
exploit the additional problem structure of robotics. Since robots do have to solve certain
tasks, task-irrelevant information can be ignored in perception. And since robots can
perform actions and examine the result, they can reveal additional information about the
environment (Bohg et al., 2017). This problem structure affords new priors about the
world from the perspective of a task-driven and active robot.
Our hypothesis is that, in order to achieve efficient learning for robots, we need to
encode such robotic priors to generate robotic-specific machine learning methods. We
must give up generality and commit to the restricted problem space of robotics. We must
assume invariant properties of robotic problems that do not need to be learned. And we
must find ways to incorporate those as prior knowledge into learning algorithms.
For robotics-specific machine learning, we need to answer two fundamental questions:
1. What are the right priors for robotics?
2. How can we best incorporate these priors into machine learning?
Although my thesis certainly cannot provide final answers to these profound questions,
it proposes answers for three specific perception problems in robotics and presents some
general insights based on these.
1.2 This Thesis: Robotics-Specific Machine Learn-
ing for Perception
My thesis investigates these two fundamental questions—the what and how of priors in
robotics-specific learning—in the context of robotic perception. It consists of three main
chapters that each present a perception problem, a set of priors (what), and a way of
using these priors for efficient learning (how). In each of these three chapters, I propose a
sources for prior knowledge in robotics: the robot’s task, robotic algorithms, and physics.
These chapters are ordered such that their problems and solutions increase in generality.
The first perception problem is the most narrow one, and it is solved using priors that
are specific to the task at hand. The perception problems in the later chapters are more
general, as are the priors that I encoded in their solutions. Since these priors are based
on robotic algorithms and the laws of physics, the resulting methods are applicable to a
wide range of robotic tasks. Taken together, these chapters span a spectrum of perception
problems and appropriate priors of different generality and demonstrate multiple ways of
incorporating priors into machine learning. The three main chapters are the following:
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• Chapter 3 Learning Object Segmentation Through Task-Specific Pri-
ors addresses the problem of object segmentation in the Amazon picking chal-
lenge (APC), where the goal is to find the segment of an image that shows the
target object, such that the robot can locate that object and pick it up. This task
was challenging because the number of manually annotated training images was
limited to a handful per object while the resulting method had to be robust to con-
ditions that deviated from the lab setting, e.g. lighting that could not be controlled
in the challenge venue.
I solved this problem using prior knowledge about the task (what), for example the
fact that the objects were placed in a known shelf and that every shelf bin only
contained a small number of known objects. I encoded these task-specific priors
in the segmentation method by defining a set of useful features such as position in
the shelf and by ignoring other objects during segmentation (how). The resulting
method only has a small number of learnable parameters and a highly restricted
hypothesis space.
• Chapter 4 Learning State Estimation Through Algorithmic Priors focuses
on the problem of learning to estimate a latent state from a sequence of actions and
observations, for example learning to localize in a maze based on camera images and
odometry. The difficulty in this task comes from the fact that single observations
are insufficient to estimate the state, which is why the method needs to learn how
to integrate information from observations and actions over time.
For this problem, I used the Bayes’ filter algorithm as prior knowledge (what) be-
cause it makes useful assumptions about the structure of the problem by recursively
estimating a probability distribution over states using prediction and measurement
update. By implementing this algorithm in a differentiable way, the parameters
of the motion model and measurement model can be learned end-to-end by back-
propagation (how). Thus, the algorithmic prior is encoded as a restriction of the
hypothesis space to only consider valid Bayes filters during learning.
• Chapter 5 Learning State Representations Through Physics-based Priors
addresses the problem of unsupervised learning of state representations for a given
reinforcement learning task. Here, the robot needs to learn to extract from its
observations the relevant information for learning a policy that maximizes long
term reward. The challenge of this problem is that the robot does not receive any
supervision about what information is relevant for the task.
To solve this problem, I formulated prior knowledge about interacting with the
physical world (what). The intuition behind these physics-based priors is the follow-
ing: Since internal state representations must reflect properties of the world, the
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same physical laws that apply to the real world must also apply to these internal
representations. Therefore, knowledge about physical laws can help to find use-
ful state representations. I implemented this idea by formulating consistency with
physics-based priors as learning objectives (how).
Before coming to these three main chapters, the next chapter will first discusses the
most relevant concepts for this thesis. This does not only provide background information
about machine learning basics, but also presents the a certain perspective on the topic
that motivates my work and underlies the following chapters.
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Background: Machine Learning
and Prior Knowledge
In this chapter, I will introduce machine learning concepts from a perspective that focuses
on the central role of prior knowledge. This perspective forms the foundation of my thesis.
It builds on inductive biases (Mitchell, 1980), the bias-variance dilemma (Geman et al.,
1992), the no-free-lunch theorem (Wolpert, 1996), and AI priors (Bengio et al., 2013).
The main idea is simple:
Machine learning combines prior knowledge and experience in order to gener-
alize to new situations.
I will refer to different bits of prior knowledge as priors and I will call gathered experi-
ence data. Machine learning fuses priors and data to generate a function that can predict
properties of new unseen test data. Making accurate predictions about these test data is
the goal and measure of success in machine learning.
2.1 Priors in Bayesian Statistics and Machine Learn-
ing
But what do I really mean by prior? In Bayesian statistics, the word “prior” refers to
the prior probability distribution p(H) that is multiplied by the data likelihood p(D | H)
and then normalized to compute the posterior p(H | D).
p(H | D) = η p(D | H) p(H),
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where η denotes the normalization and the random variables D and H represent data and
the inferred hypothesis. In this way, priors represent knowledge, before taking the data
into account, as probability distributions.
In machine learning, the word prior is used more broadly in an analogous fashion
(Bengio et al., 2013). In the context of my thesis, a prior represents knowledge about a
class of learning problems that is available before taking into account data from a specific
problem instance. I do not restrict the representation of these priors to be probability
distributions.
Priors are the basis on which we interpret data. In this sense, machine learning methods
are the implementation of prior knowledge about a learning problem. From this fact
follows that machine learning methods cannot be general because the prior knowledge they
encode restricts the space of problems for which they are useful. Without this restriction,
machine learning is impossible because data can be interpreted in prohibitively many
(usually infinite) ways, as we will see in the next section.
2.2 Machine Learning Needs Priors
2.2.1 Example 1: Find the Rule
Let me illustrate why we need prior knowledge to generalize from data using a simple
math puzzle from Pierce (2017). Suppose you are the machine learning method; you
receive a set of data and you need to infer a predictive function. How would you continue
this sequence of numbers: x1:4 = 1, 2, 4, 7? What is your best guess for x5? Please take
a few moments and try to solve this problem before reading on. It will make this point
more perspicuous.
How can you find the rule? One approach might be to look at the differences from
each element to the next. If you do that, you will find that x2 = x1 + 1, x3 = x2 + 2 and
x4 = x3 + 3. From these examples you can induce the rule that xi = xi−1 + i − 1 with
the base case x1 = 1. Using this rule, you would predict x5 to be x4 + 4 = 7 + 4 = 11.
This is a reasonable solution but not the only one. Another rule that is consistent with
the observations is xi = xi−1 + xi−2 + 1 with x1 = 1 and x2 = 2, according to which x5
should be 12. Equally plausible is the rule xi = xi−1 + xi−2 + xi−3 with base cases for
i ≤ 3. This rule predicts x5 to be 13. Now, we have three different functions that explain
the data perfectly but that all make different predictions about new data. And how can
we be certain that the underlying process that generates the sequence corresponds to a
deterministic recursive formula? This sequence could be something entirely different. For
example, the numbers 1, 2, 4, 7 also happen to be a sequence of digits in pi starting with the
16, 992nd decimal place, pi = 3.1415 . . .1247679 . . . . If that is the rule which generated
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the sequence, then x5 should be 6 because it is the next digit in line. And we could find
endless other explanations for this sequence that lead to yet different predictions.
2.2.2 There is No Free Lunch
Without knowing anything about this sequence, we have no way of deciding which of
these rules is the right one and we cannot confidently make any predictions about how
the sequence continues. I have illustrated this principle with a simple example, but the
same arguments apply to every machine learning problem from image classification to
learning autonomous helicopter flight.
Wolpert (1996) formulated the need for prior knowledge mathematically as the no free
lunch theorem and proved it for supervised learning. The no free lunch theorem roughly
states that no machine learning method outperforms random guessing when averaged
over all possible learning problems. The only way to improve over random guessing is to
restrict the problem space and incorporate prior knowledge about this problem space into
the learning method.
2.2.3 The Universal Prior—Is Occam’s Razor Sufficient?
The no free lunch theorem proves that we need some prior knowledge. But maybe there
is a universal prior that applies to all problems we are interested in. For example, would
it be sufficient to always choose the simplest rule that is consistent with the data? The
simplicity prior, also called Occam’s razor, states that simpler rules are more likely than
complex ones and should be preferred. Is this prior sufficient?
Unfortunately, the simplicity prior alone does not solve our problem because it does
not specify how to measure complexity. In the example above: Which of the rules is the
most complex one? Is the digit sequence of pi a more or less complex rule than a recursive
formula? There is no objective answer to this question without specifying a common
measure of complexity.
One attempt to resolve this dilemma is Solomonoff induction or Kolmorogov complexity
(Solomonoff, 1964; Kolmogorov, 1965). These mathematical formulations of Occam’s razor
force rules into a common representation—in this case the shortest computer program that
represents the rule—and then compare the length of these programs. Shorter programs
are simpler and therefore more likely. However, this complexity measure depends on the
programming language and is therefore not objective either (Leike and Hutter, 2015). A
rule that is simple to express in one language might be arbitrarily complex in another one.
Finding the right programming language such that the shortest programs are the most
likely explanations for the data is simply another way of searching for useful priors. It
might be an interesting route to express prior knowledge in the form of a programming
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language that serves as a generative model for the world around us, but the need for prior
knowledge remains.
2.2.4 Relation to Cognitive Science and Psychology
There is an interesting link between this topic and cognitive science. The argument
that learning requires prior knowledge does not only apply to machine learning, it also
applies to learning in biological organisms, including humans. The fact that humans are
remarkable at generalizing from very small amounts of data suggests that the human mind
exploits large amounts of prior knowledge (Gigerenzer and Brighton, 2009). Research in
this area has identified a number of priors, which are usually called cognitive biases and
heuristics (Tversky and Kahneman, 1974; Gigerenzer and Brighton, 2009; Baron, 2000).
Haselton et al. (2015) suggests that these priors might have been incorporated into our
learning mechanism by natural selection because they helped to solve evolutionary relevant
problems.
Dubey et al. (2018) investigated human priors in video games by testing humans in
systematically altered game versions that are inconsistent with these priors, e.g. because
object semantics are masked or because the direction of gravity was changed. They found
that, while state of the art reinforcement learning methods perform equally poorly in
each of these variants, human performance is substantially better in the original game
that does not restrict the use of their priors.
This topic is also related to the nature vs. nurture debate in psychology, a debate about
the degree to which human traits are determined by genetics (nature) or shaped by the
environment (nurture). We can rephrase this question to “How much is human behavior
innate vs. learned from individual experience?”. If we view human behavior as a result
of learning throughout life, the innate properties correspond to prior knowledge in the
“human learning algorithm”.
Recently, there has been a very comprehensive meta-study that should finally settle
the nature vs. nurture debate. Polderman et al. (2015) presented a meta-analysis of the
heritability of human traits that summarizes 50 years of twin studies (17,804 traits from
2,748 publications that include 14,558,903 twin pairs) and comes to the conclusion that
“across all traits, the reported relative contribution of genes and environment is equal”
(49% genes and 51% environment).
This result does not only show that both nature and nurture (or priors and data)
contribute to human behavior, it also demonstrates that their relative contribution is of
very limited help to understand how human behavior emerges from nature and nurture.
The most relevant question to gain this understanding seems to be how nature and nur-
ture interact. In machine learning, we must analogously study how we can encode prior
knowledge into learning algorithms to improve generalization.
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Figure 2.1: Logistic regression. Colors denote the true classes for (a) and the predicted classes for (b). The
dashed lines denote the learned decision boundary. Prediction errors in (b) are shown as red crosses.
2.3 Encoding Priors into Machine Learning
2.3.1 Example 2: Logistic Regression
So far, I have discussed priors in machine learning on a very abstract level. Now, I would
like to ground our discussion in a simple example using logistic regression. Please bear
with me while I walk through the technicalities. The example should illuminate how prior
knowledge can be incorporated in different machine learning components.
Let us look at a supervised learning problem with data from two classes A and B. From
each class we have n = 5 samples, where each sample is described by a binary class label
y and an input vector x, which contains two features x = (x1, x2)T . Our training data
consists of a set of these samples D = {x(i), y(i)}ni=1.
Using these data and prior knowledge about the problem, we want to infer a function
f : x �→ y that can correctly predict the label for new samples. If our prior is that A and
B are separated by a line in input space, we can find such a line using logistic regression
(see Fig. 2.1).
In logistic regression, f has the following form yˆ = f(x) = σ(xT θ), where yˆ is the
predicted class, θ is the weight vector that is being learned, and σ is the sigmoid function
σ(z) = 1
1+e−z . If we apply f to the whole data set, we get yˆ = σ(Xθ), where X is the
matrix of input features. To construct X, we append the feature vector for each sample
11
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with a constant 1 and stack these vectors such that row i represents the input x(i):
X =

1 x
(1)
1 x
(1)
2
1 x
(2)
1 x
(2)
2... ... ...
1 x
(n)
1 x
(n)
2
 .
The weight vector consists of three parameters, θ = (θ0, θ1, θ2)T , where θ0 is the bias
term that multiplies the constant 1 and θ1 and θ2 are the weights for the corresponding
features x1 and x2. For each sample i, f computes z(i) = x(i)T θ and then applies the
logistic function to produce a value p(i) between zero and one: p(i) = σ(z(i)). We use this
value as the probability of the sample belonging to class A, such that 1− p(i) denotes the
probability of class B.
10 0 10
z
0.0
0.5
1.0
(z
)
Figure 2.2: Sigmoid function
The sigmoid function maps 0 to a probability of 0.5,
negative values to lower probabilities and positive values
to higher probabilities (see Fig. 2.2). Since the input
to the sigmoid function is linear in x, f defines a line,
0 = z = θ0 + x1θ1 + x2θ2, on which the classes A and B
are equally likely. This line splits the input space into a
part where z > 0, p > 0.5, and therefore class A is more
likely and a part where z < 0, p < 0.5, and therefore
class B is more likely.
With logistic regression, we can estimate the parameters of this line from data (see
Fig. 2.1a). After training, we can use the learned f to predict the class label for new
samples that were not seen during training. The goal is to minimize the expected error
on the test data; the function learned in this example makes one prediction error (see
Fig. 2.1b).
After having introduced this learning setting, the parameters, and the result, I will
next describe how logistic regression estimates the line parameters from data. Using this
example, I will introduce the four main components of machine learning and how priors
can be encoded into each of them.
12
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Data
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(a) Learning process
Data + Learning Algorithm
Data + Hypothesis Space + Search Method
Data + Hypothesis Space + Objective Function + Optimization Method
Machine Learning
(b) Factorization of machine learning
Figure 2.3: The components of machine learning. (a) shows how these components interact to fit a hypothesis
to data: Starting at some point in the hypothesis space, we estimate the loss with respect to our objective
function based on the training data (green dot at the top). Using an optimization method such as gradient
descent, we update our hypothesis, evaluate it again and repeat these steps until we find an optimum of the
objective function. (b) depicts this factorization of machine learning which applies to most modern machine
learning methods.
2.3.2 Four Machine Learning Components
To understand the mechanics of machine learning, we must look at the different machine
learning components and their interaction (see Fig. 2.3), as proposed by Domingos (2012).
On the coarsest level, machine learning feeds data into a machine learning algorithm (e.g.
logistic regression). The learning algorithm often factorizes into a hypothesis space, which
is the space of all functions that this algorithm can learn (e.g. linear functions) and a
method to search that space for a good hypothesis that is consistent with the data. Usually,
the search method can be factorized into an objective function (e.g. correctly classifying
the training samples) and an optimization method that moves through the hypothesis
space in order to optimize the objective (e.g. gradient descent).
For the logistic regression example, we have talked about the data and its representa-
tion as a matrix X and the hypothesis space that includes all linear class boundaries by
representing f as σ(Xθ). Accordingly, each hypothesis is represented by a vector θ, where
all possible vectors span the hypothesis space. We will now look at how we search for
the right hypothesis by defining an objective function and an optimization method. The
objective function measures the fit of a hypothesis to the data. The optimization method
changes θ in order to optimize the objective.
We cannot directly use classification error as the objective function (also called loss
function) for gradient-based learning because it is not differentiable with respect to the
parameters θ. Therefore, we optimize data likelihood instead, which allows us to compute
how to change θ to improve the learning objective.
The data likelihood is the product of the probability of all samples according to the
learned function p(D; θ) = ∏i p(y(i)|x(i);w) = ∏i y(i) − f(x(i)). For numerical stability
and well-behaved gradients, we maximize the logarithm of the data likelihood. And since
objectives are typically formulated as loss functions that are minimized during learning,
13
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logistic regression uses the negative log likelihood as a loss function,
L(D, θ) = −
∑
i
log
(
y(i) − f(x(i); θ)) .
We minimize this loss function using gradient descent. After initializing the parameters
θ, we repeat the following steps until convergence: Using our current parameters θ, we
predict the class probabilities of our training samples and compare this prediction to the
ground truth to compute the loss L. We then change our parameters by taking a small
step in the direction of steepest descent of the loss function with respect to the parameters
of our hypothesis ∇θL. The step size is controlled by the gradient magnitude and the
learning rate α, which is a small positive number e.g. 0.001:
θ := θ − α∇θL.
Following this procedure, logistic regression fits a hypothesis θ by repeatedly updating
it based on data in order to optimize the objective function (see Fig. 2.3a). The final
hypothesis (a point in the hypothesis space) corresponds to a line in feature space that
separates the two classes.
2.3.3 Overfitting and the Bias/Variance Dilemma
Although the parameters are optimized for the training set, the goal of machine learning
is to achieve good performance, not on the training set, but on an unseen test set. A
common problem is overfitting, where the learned parameters work well on the training
set but do not generalize to the test set.
One way to remedy overfitting is to collect more training data, which reduces the need
for generalization—infinite training data from the same distribution as the test data would
cover all test samples. Unfortunately, training and test distributions can be different and
the amount of training data is limited. Therefore, we need to regularize learning by
incorporating assumptions, which can reduce the test error—if they are correct.
Geman et al. (1992) introduced the bias/variance dilemma which states that the test
error can be decomposed into two parts, bias and variance, where incorrect assumptions
lead to high bias and too few assumptions lead to high variance. While methods with high
variance overfit to the data (low training error, high test error), biased methods underfit
the data (high training error, high test error).
The authors conclude that “the bias/variance dilemma can be circumvented if one is
willing to give up generality, that is, purposefully introduce bias”, where the bias they
refer to in this statement must be “harmless for the problem at hand”. To avoid confusion
from using the term “bias” for a component of the test error as well as for a correct
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(a) 100 training samples (b) 100 training samples + prior
(c) 1000 training samples (d) 1000 training samples + prior
Figure 2.4: Effect of training set size and prior knowledge that x1 is irrelevant on learned hypothesis (dashed
line) vs. true hypothesis (dotted line)
assumption about the problem, I refer to such harmless biases as priors.
2.3.4 Encoding Priors in the Four Components
Let us return to the logistic regression example and assume that we know that the class
label only depends on feature x0 while feature x1 is irrelevant. In other words, we know
that the correct hypothesis must be a vertical line in feature space (see Fig. 2.1). By
injecting this prior into our logistic regression approach, we can reduce overfitting and
learn a hypothesis that is much closer to the true one. This difference is strongest with
small amounts of training data (see Fig. 2.4).
But how can we encode this prior into logistic regression? Priors can be encoded in any
of the four components that we have identified earlier: data, hypothesis space, optimiza-
tion method, and learning objective. Depending on the prior, some of the components
might be more suitable than others. In this case we can indeed incorporate the prior “x1
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Data
Hypothesis Space
Objective
Function
Optimization
Method
(a) Machine learning compo-
nents
(b) Restricted hypoth-
esis space
(c) Constrained opti-
mization
(d) Regularized learn-
ing objective
Figure 2.5: Every machine learning ingredient can be used to incorporate prior knowledge.
is irrelevant” into any of these four components:
1. Data: We can preprocess the data by removing feature x1 and only learn the weight
for feature x0 and the bias term.
2. Hypothesis space: We can restrict the hypothesis space to fix weight θ1 = 0 (see
Fig. 2.5b).
3. Optimization method: We can constrain the optimization method such that it ini-
tializes θ1 as 0 and only updates θ0 during optimization (see Fig. 2.5c).
All three ways of encoding this prior lead to exactly the same result. The final implemen-
tation is different.
4. Learning objective: We can add a regularization term to the learning objective that
discourages high values of θ1, e.g. Lreg(D, θ) = L(D, θ)+λθ21, where λ is the weight of
the regularization term (see Fig. 2.5d). Note how this implementation of the prior is
not a hard constraint but a soft objective, which allows for some flexibility to violate
our assumption that θ1 should be 0 if it leads to a better fit to the training data.
The parameter λ controls the relative importance of the regularization compared to
fitting the training data.
These approaches of encoding priors fit into the categorization of inductive biases (Mitch-
ell, 1980) into restriction biases and preference biases. Restriction biases (1.-3.) are hard
constraints that restrict the hypothesis space. Preference biases (4.) express preferences
for certain hypotheses, e.g. in the form of learning objectives (Mitchell, 1997, p. 64).
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2.4 Machine Learning Problems and Methods
So far, this chapter has focused on the role of prior knowledge in machine learning and
presented a perspective on machine learning that forms the foundation of my thesis. This
section provides additional machine learning concepts that play a role in this thesis. This
section can of course only give a very rough overview of machine learning. My goal is to
explain how different machine learning concepts relate to each other. For a more detailed
introduction, I would like to point the reader to the excellent books that were written on
this topic, which are also the source for the content of this section (Mitchell, 1997; Sutton
and Barto, 1998; Friedman et al., 2001; Bishop, 2006; Goodfellow et al., 2016).
Machine learning generally considers three different categories of learning problems:
supervised, unsupervised, and reinforcement learning. I will first provide some intuition
about these categories and then describe in detail each problem category and mention
standard machine learning methods that are applied to problems in those categories.
The main difference between these three categories is the available data and the general
learning objective.
Supervised learning, which is the problem category for the example we have discussed,
assumes data in the form of input/output pairs and aims to learn a function that can
predict the correct output for new inputs. This category is referred to as “supervised”
because the outputs used for training, which are also called labels or targets, can be
thought of as being provided by a supervisor that knows the function that we want to
learn. To give an illustrative example, supervised learning is like learning to pass a
written drivers license test from a stack of practice tests that were correctly filled out by
a supervisor.
Unsupervised learning differs from this by not assuming any labels in the data. To
reuse the written test analogy, in unsupervised learning, the learner would only receive
the practice tests but not the correct answers. Since these unlabeled data do not provide
enough information to learn how to pass the test, unsupervised learning has a different
objective. The goal here is to learn something about the structure of the data, for example
that each test question consists of a picture, a short text, and a list of possible answers
or that there are clusters of questions that appear similar to each other.
Reinforcement learning is in some sense in between these two categories because the data
for reinforcement learning includes a reward signal that provides more learning feedback
than in unsupervised learning but not as much as in supervised learning. Returning to
our driving test example for the last time, here the learner could fill out practice tests and
receive feedback about how many points she received—but not what the correct answer
would have been. The learner’s goal is to maximize the sum of rewards, which in this
case is the test score. But from incorrect answers she does not learn which answer would
have been the right one and therefore needs to learn from trial and error. This also means
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that the training data in reinforcement learning is generated through the interaction of
the learner (also called agent) and its environment.∗
Note how these categories relate to the four machine learning components. They cat-
egorize machine learning in terms of data and learning objectives, but not in terms of
the hypothesis space and the optimization method. I will now discuss each category in
more detail and provide an overview of machine learning methods that are applied in each
category.
2.4.1 Supervised Learning
As stated in Section 2.3.1, the objective of supervised learning is to infer a function
f : x 7→ y from a set of labeled training data D = {x(i), y(i)}ni=1. Supervised learning
with continuous labels, y ∈ R, is called regression. Supervised learning with discrete
labels, y ∈ N, is called classification. Labels in classification are also called classes. For
classification, f typically first computes a probability for each discrete class y, which I will
denote as py(x), and then returns the class that is most likely, f(x) = argmaxy py(x). To
learn classification using gradient-based approaches, we optimize the probability rather
than the choice based on it.
The objective in supervised learning is to make predictions that are close to the true
labels. The most common objective functions are mean squared error between the pre-
diction and the label for regression and the log likelihood (also cross-entropy) loss for
classification, which represents the likelihood of the true label.
Lmse(D, θ) =
∑
i
(
y(i) − fθ(x(i))
)2
,
Lloglh(D, θ) = −
∑
i
log
(
py(i),θ(x
(i))
)
,
where the θ denotes the learnable parameters. We fit θ to the data D by minimizing the
appropriate loss function,
θ∗ = argmin
θ
L(D, θ),
using gradient descent (as described in Section 2.3.2),
θ := θ − α∇θL.
Depending on the hypothesis space that we want to consider, f can have many forms,
leading to different learning methods.
∗For didactic reasons, this example oversimplifies some aspects of reinforcement learning, which I
cover in more detail below.
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If we define f to be a linear function f(x) = xT θ and train the parameters by minimizing
mean squared error, we get linear regression, which is the basis for many other learning
methods. Replacing the linear function with a polynomial function leads to polynomial
regression.
As demonstrated in the example, we can also learn linear functions to separate two
classes in a binary classification problem. This approach extends linear regression by
applying a sigmoid nonlinearity σ(z) = 1
1+e−z to the result of the linear function z, which
results in a method called logistic regression. We can generalize this idea to more than
two classes by replacing the sigmoid with a softmax nonlinearity σk(z) = ezk∑
l e
zl
, which is
called softmax regression.
Methods that used to be called artificial neural networks and are now called deep learn-
ing (LeCun et al., 2015) are another generalization the ideas above. Standard feedforward
networks are stacks of alternating linear functions and nonlinearities (such as sigmoid or
piece-wise linear functions).
The idea of gradient-based learning can be applied to arbitrary hypothesis spaces as
long as the output of f is differentiable with respect its parameters. As a result, neural
network research has constructed a wide range of architectures that define different hy-
pothesis spaces, including convolutional neural networks (CNNs, LeCun et al., 1989), and
recurrent neural networks such as long short-term memory networks (LSTMs, Hochreiter
and Schmidhuber, 1997). Recently, the field has focused on training networks which are
many layers “deep” and renamed itself to deep learning to emphasize that the depth of the
new networks is the reason for improved performance. The intuition behind this claim is
that depth introduces hierarchy as a prior by allowing the network to learn many layers
of representations that decompose the problem hierarchically.
There are of course many other supervised learning algorithms. I will briefly mention
three particularly common methods for classification. First, support vector machines
(SVMs, Boser et al., 1992) can also be viewed as an extension of linear regression that
replaces the learning objective above with a maximum-margin loss and applies the kernel
trick to learn non-linear functions.
Second, there is a very simple learning algorithm that does not use gradient-based
optimization: The k-nearest neighbors method (KNN, Fix and Hodges Jr., 1951) “learns”
by storing all training samples. It makes predictions for new inputs by finding the k stored
samples that are nearest to the new input and returning the label that is most common
among these k neighbors.
Third, we can also learn decision trees (Breiman et al., 1984) without using gradient
information. Decision trees recursively partition the input space into different regions. To
make a prediction with a decision tree, we find the region of the new input and report
the class probability of the training samples that fell in that same region. Decision trees
are learned greedily one partition at a time by choosing the partition that minimizes
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the expected classification error. We can also train an ensemble of randomly perturbed
decision trees and average their result, which is called random forests.
2.4.2 Unsupervised Learning
Unsupervised learning only has access to unlabeled data D = {x(i)}ni=1. The goal of
unsupervised learning is to find some description of the data, e.g. by compressing the
data set. Similar to supervised learning, compression in unsupervised learning can also be
split into a continuous case, which is called dimensionality reduction, and a discrete case,
which is called clustering. Dimensionality reduction aims to produce a lower-dimensional
continuous representation of the data, while clustering partitions the data into multiple
discrete clusters.
Dimensionality reduction can be applied to high-dimensional data assuming that it does
not span the entire space but lies on a lower-dimensional manifold. Dimensionality reduc-
tion methods attempt to find that manifold and project the data onto it. If we restrict the
hypothesis space to orthogonal linear transformations and define the learning objective to
maximize the variance along the manifold, we get principal component analysis (Hotelling,
1933). This approach can be generalized to non-linear hypothesis spaces in the form of
neural networks using an auto-encoder architecture that projects the data non-linearly
onto a manifold, projects it back into the original space, and is trained minimizing the
reconstruction error (Bengio et al., 2007). Instead of maximizing variance or reconstruc-
tion, we can also change the learning objective in a way that the manifold should consist
of dimensions (or features) that change slowly over time, which gives us the slow feature
analysis (SFA, Wiskott and Sejnowski, 2002).
Clustering aims to group training samples into multiple clusters such that similar sam-
ples are assigned to the same group. The simplest clustering method is k-means (Jain
and Dubes, 1988), which iteratively assigns samples to the nearest cluster-mean and then
recomputes the mean based on all assigned samples. We use this method in Chapter 5 to
generate features for reinforcement learning.
Instead of compressing the data, we sometimes want to estimate the probability density
p(x) from the training samples. We can do this using kernel density estimation (Rosen-
blatt, 1956), which represents p(x) as a mixture of Gaussians with one Gaussian at every
data point. Rather than learning an explicit representation of the probability distribu-
tion, we can also learn a generative model that we can sample from xˆ ∼ p(x), which is
called generative modeling. Generative adversarial networks (GANs, Goodfellow et al.,
2014) approach this problem by jointly training a generator and a discriminator. The
generator generates samples and the discriminator classifies samples into “samples from
the training set” and “samples from the generator”. The generator is trained to minimize
the discriminator accuracy and the discriminator is trained to maximize it.
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2.4.3 Reinforcement Learning
Reinforcement learning (RL, Sutton and Barto, 1998) is the problem of learning how to
maximize future rewards by interacting with the environment. The standard formalization
of this problem is a Markov decision process (MDP, Bellman, 1957), which is a tuple
(S,A, T,R, γ) that describes the state space S, the action space A, the transition function
T , the reward function R, and the discount factor γ. The term “Markov” in MDPs refers
to the following property of the state: given the current state, all future state transitions
and rewards are independent of past interactions. In other words: the state summarizes
all information from past interactions that the robot needs to select the best action.
Based on the current state s ∈ S, the agent chooses and executes an action a ∈ A,
obtains a new state s′ ∈ S according to the transition function T : S × A → S and
collects a reward r ∈ R based on the reward function R : S → R. The agent’s goal is to
learn a policy pi : S → A that maximizes the expected return IE(∑∞t=0 γtrt), with rt being
the reward collected at time t and 0 < γ ≤ 1 the discount factor.
There are a number of different approaches to reinforcement learning that differ, for
example, a) in their representation of the policy pi and b) in an explicit model of the
environment, i.e. whether they learn T and R.
a) Policies can be represented explicitly as a function that maps states to actions or
implicitly as the action choices that maximize a value function. Methods that operate
on these representations are called policy-based methods and value-based methods, re-
spectively. Value based methods are able to exploit the recursive definition of the op-
timal value function (Bellman equation) by performing dynamic programming (Sutton
and Barto, 1998). Policy-based methods, on the other hand, allow to include certain
priors in an intuitive way by specifying the policy representation. Methods that use both
representations are called actor-critic methods, where actor refers to the explicit policy
representation and critic refers to the value function.
b) Policies can be learned model-based or model-free. In model-based learning, the agent
has or learns a model that predicts which reward and next state result from taking an
action in a given state. It then samples from this model to plan the policy. In model-
free learning, the robot uses the experienced samples directly to learn the policy, without
building a model first. The main advantage of explicitly learning a model is that it can
be used for different tasks (different reward functions but same state transitions), while
the policy is only valid for the task it was learned for. Having explicit models also allows
to directly include priors about the world by restricting the hypothesis space accordingly.
The reinforcement learning framework can be generalized to partially observable Markov
decision processes (POMDPs, Kaelbling et al., 1998), where the agent cannot directly per-
ceive its state st but only an observation ot that depends on st. To determine which actions
to choose, the agent must take the entire history of observations, actions, and rewards
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into account. The MDP and POMDP frameworks are able to describe the interactive loop
between the agent and the physical world. They are, therefore, well-suited for formalizing
many learning problems in robotics.
2.4.4 Machine Learning Problems in This Thesis
My thesis approaches perception problems in robotics based on all three problem settings.
Chapter 3 Learning Object Segmentation Through Task-Specific Priors em-
ploys the supervised learning setting. The goal is to learn to segment objects in images
based on training data of correct segmentations.
Chapter 4 Learning State Estimation Through Algorithmic Priors adopts the
POMDP setting from reinforcement learning but is not concerned with learning a policy.
Instead, it is about learning to estimate the state from a sequence of observations and
actions using supervised learning based on state labels.
Chapter 5 Learning State Representations Through Physics-based Priors
has the same goal of estimating the state in a POMDP setting, with a particular focus
on enabling reinforcement learning. But unlike the previous chapter, it does not assume
any state labels and applies an unsupervised learning approach instead.
2.5 Priors in Machine Learning
We have now seen why machine learning needs priors, how they can be encoded, and what
classes of machine learning problems and methods exist. In the beginning of this chapter,
I stated that such methods are the implementation of priors. So far, I have not discussed
which priors they are implementing.
This section will categorize the most important priors in machine learning. These priors
are often used implicitly. Making them explicit is the goal of this section. I divided these
priors into two groups, although this division is not clear-cut: ubiquitous machine learning
priors, which form the basis of machine learning, and generic AI priors, which are encoded
by a smaller fraction of machine learning methods.
2.5.1 Ubiquitous ML Priors
Ubiquitous ML priors are so deeply ingrained in the machine learning approach that it is
difficult to imagine machine learning without some of them. I will formulate these priors
in terms of machine learning components.
22
2.5. Priors in Machine Learning
Vector Representation
Inputs and outputs are represented as vectors.
Virtually all machine learning methods require the data to be represented as vectors,
such that a sample is denoted by a fixed number of real values. Based on this represen-
tation, they learn a function from a fixed length input vector to a fixed length output
vector.
In order to apply the machine learning machinery to a problem, we need to force this
problem into a vector representation—e.g. represent text by a bag of words, represent
graphs by a fixed number of properties, and represent classes by a one-hot vector. These
transformations into vector space can add information, e.g. by choosing which graph
properties are important features, or it can remove information, e.g. the word order in
bag of words or inter-class relations in one-hot representations. But only through this
representation can we apply machine learning.
IID Data
Data samples are independent and identically distributed (IID).
Most machine learning methods assume data samples to be IID, that is each sample is
assumed to be drawn from an identical unknown distribution independently of the other
data points (Friedman et al., 2001).
In particular the assumption that training and test set are identically distributed is
crucial to machine learning. Machine learning methods degrade quickly when test data
is drawn from a different distribution p(x) than during training. This assumption is also
essential in how we assess generalization of our machine learning methods.
Smoothness
Similar inputs produce similar outputs.
The smoothness prior is the basis of learning because it allows us to generalize from the
observed data to new inputs, which have not been seen before, based on training samples
that are similar to those. The opposite of smoothness is chaos. In a chaotic system, slight
changes in the initial conditions can have large impact on the system behavior, which
makes prediction very difficult.
The smoothness prior is encoded in the hypothesis spaces of common machine learning
methods. Nearest neighbor and kernel methods predict the test labels from labels of
the most similar training examples. Decision trees partition the input space into convex
regions with associated labels. Linear functions and neural networks interpolate in the
input space or some nonlinear representation of it.
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Simplicity
Simpler hypotheses are preferable over complex ones.
The simplicity prior, also called the law of parsimony or Occam’s razor, is another
central prior in machine learning. It controls the complexity of the hypothesis that is
induced from a limited amount of data. The prior assumes that simpler hypotheses
generalize better than unnecessarily complex ones to new data.
As discussed earlier, there is no objective measure for simplicity. Simplicity has been
defined in terms of number of parameters, parameter magnitudes, code length, etc. The
simplicity prior has been implemented in equally many ways, for example by choosing
hypothesis spaces with few parameters, using small initial values, using early stopping,
defining a Gaussian prior probability on the parameters, or—equivalently—using L2 reg-
ularization.
The simplicity prior is also related to assuming equations of low polynomial order, which
is a plausible assumption given that such polynomials accurately describe the physical laws
in our universe (Lin and Tegmark, 2016). This assumption is used particularly in classical
statistics that often rely on linear models.
Good Local Optima
The gradient of the learning objective leads to good local optima.
Many machine learning methods rely on gradient-based optimization to find the best
hypothesis. Since this optimization approach is local, it can only find local optima. For
this approach to work, we must assume a good local optimum, such that following the
gradient of the learning objective leads to a hypothesis that has a similar loss as the global
optimum. This assumption seems to be true for high-dimensional parameter spaces and
neural networks in particular.
Dauphin et al. (2014) present empirical evidence for the argument that “in contrast
to conventional wisdom derived from low dimensional intuition, local minima with high
error are exponentially rare in high dimensions.” Choromanska et al. (2015) provide a
theory for why this result holds for neural networks and conclude that “minima lie in a
band [of similar performance] which gets smaller as the network size increases”.
These results indicate that high-dimensional parameter spaces (and neural networks in
particular) match the implicit assumptions of gradient based optimization, which could
partly explain why they work so well.
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2.5.2 Generic AI Priors
I adapted the term generic AI priors from Bengio et al. (2013), who argued that the key
to successful learning is the incorporation of “many general priors about the world around
us.” The following list of generic AI priors is based on their work and on the work of Lin
and Tegmark (2016) who investigated machine learning from a physics perspective. I will
formulate these priors in terms of the world.
Independent Properties
Things are composed of independent properties.
This independent properties prior assumes that properties which describe the world
around us are meaningful independently of each other (Bengio et al., 2013). If one prop-
erty, such as the color of an object, changes, the other object properties, size, weight,
position, etc., retain their meaning.
Let me illustrate what this means for learning with another example: By observing a
cat for the first time, we can not only learn something about cats, but also about how
things with four legs move, what fur looks like, that mouths produce sounds, etc. When
we then see a dog for the first time, we can immediately make certain predictions based on
properties that it shares with the cat, e.g. that it moves similarly because it has the same
number of legs, even though we have never seen this combination of properties before.
This might sound trivial, but many machine learning methods—such as nearest neigh-
bor approaches, decision trees, Gaussian SVMs—are not able to make this kind of gener-
alization because they learn about local regions in the input space. They only learn about
certain combinations of properties but not about the properties themselves. Therefore,
those methods cannot generalize to combinations that have not been observed during
training.
Such generalizations require the assumption of independent properties, which can be
encoded into machine learning using distributed representations, which are the core of
linear methods and neural networks. Distributed representations can allow an exponential
gain in learning efficiency (Bengio et al., 2013), because they allow to learn from a single
example not just about the specific combination of properties that it represents but about
each property individually, which allows non-local generalization of experience.
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Hierarchy
Things are structured hierarchically.
Lin and Tegmark (2016) argue that our universe has hierarchical structure, where
causally complex structures result from the combination of simpler structures. They
give the example that “elementary particles form atoms which in turn form molecules,
cells, organisms, planets, solar systems, galaxies, etc”.
This prior can be encoded by replicating hierarchical structure in the learning method.
Such a structure must turn the concrete into abstract representations through multiple
levels of abstractions in a way that allows features at every level to be shared between
different parts of the representation of the next level. Bengio et al. (2013) argue that is this
sharing and reuse of features allows deep learning to disentangle useful representations.
The idea of shared representations is also the motivation of multi-task learning (Caru-
ana, 1997), which has recently been applied to reinforcement learning (Jaderberg et al.,
2016; Mirowski et al., 2016). The same assumption also explains why convolutional net-
works that were trained on one data set provide features that are useful for other vision-
related tasks (Razavian et al., 2014).
The common idea is that the assumption of hierarchy allows effective reuse of features,
which increases data-efficiency.
Symmetry
Some properties are invariant under certain transformations.
Symmetry priors assume transformations that do not affect the property at hand (Lin
and Tegmark, 2016). Common invariant transformations are translation and rotation.
Many properties in the world are similar regardless of their spatial position and orientation.
Cats look similar in Berlin and Boston, walk the same way, and make the same sounds.
Encoding such invariances into learning drastically reduces the number of parameters.
Symmetry priors are heavily used in computer vision because the content of an image
is invariant to, for example, reflection, rotation, translation, and changes in illumination.
A common way to encode these symmetries is to augment the training set with trans-
formed versions of the original samples (Krizhevsky et al., 2012). Tobin et al. (2017) used
the related idea of domain randomization to learn object detection in a simulator and
generalize to real scenes by sampling from these symmetries.
While data augmentation and domain adaptation are flexible ways for encoding sym-
metries, they are computationally expensive because the symmetries need to be learned
instead of being encoded in the hypothesis directly. But some symmetries have been
implemented by restricting the hypothesis space. Convolutional networks, for example,
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implement translational invariance by spatial weight sharing of the convolution parame-
ters (LeCun et al., 1989).
Another important symmetry is time invariance, the assumption that certain properties
do not change over time, e.g. that the transition function in an MDP remains the same.
Locality
Things directly affect only what is in their vicinity.
If all things in the universe could directly influence each other, predictions would require
global information about everything. The locality prior states that “things directly affect
only what is in their immediate vicinity.” (Lin and Tegmark, 2016).
There are two types of locality: spatial locality and temporal locality. We can exploit
spatial locality to reason about the collision of objects, which is only possible if they are
close to each other. Spatial locality also applies to image pixels; neighboring pixels are
more likely to belong to the same entity than pixels that are farther away. This is why local
image filters can capture useful information, such as in convolutional networks (LeCun
et al., 1989).
The same concept applies in the time dimension. The past affects the future only
through a stream of temporally local effects. Temporal locality can be encoded in sliding
window approaches that use information from the last k time steps to make a predic-
tion (Dietterich, 2002). Temporal locality is only the basis of models with Markov states
such as MDPs, temporal difference learning, dynamic programming, recurrent neural net-
works, and Bayes filters.
2.5.3 The Missing Priors
These priors are the condensation of our understanding of machine learning. I agree with
Bengio et al. (2013) that refining such a list of priors and incorporating it into machine
learning will bring us closer to artificial intelligence. Since we have not achieved that goal,
we must ask the question: What priors are we missing?
If we view these priors as a form of subjective physics from the perspective of a robot
living in and learning about the real world, it is striking that all priors above are passive.
They all apply to an disinterested observer learning about the world and making predic-
tions. Although these priors are very helpful in this context, their passivity limits the
amount of prior knowledge that they can capture.
Since robots are not disinterested but have certain tasks, and since they can interact
with the world, there is a wealth of prior knowledge that has not been exploited. I call
these robotic priors.
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In the three main chapters of this thesis, I will propose three sources for robotic priors:
the task, algorithms, and physics. For each of these sources, I will define specific priors,
encode them into a machine learning approach to a perception problem, and demonstrate
their effectiveness for improving generalization.
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Learning Object Segmentation
Through Task-Specific Priors
3.1 Introduction
This chapter focuses on the problem of learning object segmentation for the Amazon
picking challenge. The key to solving this problem was to encode prior knowledge about
the task into the object segmentation method. The resulting method was data-efficient,
robust, and an essential component of our winning entry in this challenge.
The 2015 Amazon picking challenge (APC) was a warehouse logistics challenge that
required robots to fulfill an order by autonomously recognizing and picking twelve objects
from the bins of a warehouse shelf (see Fig. 3.1). Each bin contained between one and
four objects, selected from a set of 25 known objects. The goal was to pick as many of the
twelve target objects as possible in 20 minutes (without picking wrong objects). The robot
had to be completely autonomous—no human control or intervention was allowed. Our
research group and 25 other international teams from academia and industry competed
in this challenge. While the challenge includes many subproblems such as hardware
design, grasping, and control, a post-APC survey among all participating teams found
that perception was the most difficult aspect of this challenge (Correll et al., 2016). Object
perception—identifying and localizing target objects—is what this chapter will focus on.
We will see how object perception can be simplified by exploiting prior knowledge about
the task of the Amazon picking challenge.
From own experience, I know that it is difficult to achieve good performance in this
task by applying existing object perception techniques. Our initial tests of off-the-shelf
libraries for object recognition, segmentation, and pose estimation revealed substantial
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(a)
(b)
(c)
Figure 3.1: Our robot in the Amazon picking challenge: (a) the robot looks for an object in the shelf; it
observes the scene from an RGB-D camera that is mounted on its forearm; (b) view from the RGB-D camera;
(c) result of the segmentation of the target object (duck toy) (©2016 IEEE)
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shortcomings in the APC setting. This difficulty stands in contrast to the availability
of excellent open source libraries, such as PCL and OpenCV, and occurred for a seem-
ingly simple perception problem. Rennie et al. (2015) performed more detailed tests of
LINEMOD, a standard object detection and pose estimation algorithm, which showed
only 32% accuracy when applied to the APC setting. Even if they tailor the method to
the APC setting, it still only achieves 60% accuracy.
If research teams from academia and industry cannot leverage the achievements of
decades of computer vision research in the context of the APC, we must question our
assumptions. Can we achieve generic and task-agnostic perception for robotics? In our
own APC solution, we deviated from the trajectory of solving perception problems in
their most general form. Instead, we were successful with a simple perception method
that exploits knowledge about the task at hand. Our method probabilistically combines
a number of simple color and depth features, designed to take advantage of the character-
istics of the warehouse setup. To localize the target object, our system performs object
segmentation and classification on an RGB-D image (see Fig. 3.1c).
This task-specific multi-class segmentation approach is a key component of our chal-
lenge entry that ultimately enabled us to win the APC. During the competition, our
method segmented and identified all twelve objects correctly, which enabled the robot to
successfully pick ten of them outperforming all 25 other teams. A detailed description of
the complete system can be found in our systems paper (Eppner et al., 2016). Here, I
will focus on object perception, in particular segmenting the target object by leveraging
task-specific priors.
Of course, the resulting segmentation method is task-specific and tailored to the APC.
However, by making these task-specific priors explicit and analyzing their contribution,
we can make progress in the direction of more general solutions. Towards this goal, I
performed an extensive post-hoc evaluation of our method. I hope that the results provide
valuable insight for perception beyond the specific warehouse logistics setting and might
help to make progress towards more robust robotic perception.
3.1.1 Contributions
In this chapter, we∗ make the following contributions:
Conceptual Contributions
• We analyze the task of object perception in the Amazon picking challenge to identify
task-specific priors and demonstrate their implementation in an object segmentation
∗Throughout this thesis, I will use the first-person plural narrative we to describe collaborative work
because all work has been collaborative at least with my advisor. I will use the first-person singular
narrative I to distinguish statements of my own, e.g. in introductions and conclusions.
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method.
Technical Contributions
• We propose a simple, data-efficient, and robust task-specific object segmentation
method for the Amazon picking challenge. The source code and data are available at:
https://gitlab.tubit.tu-berlin.de/rbo-lab/rbo-apc-object-segmentation
Empirical Contributions
• We show that task-specific priors can enable data-efficient learning of robust object
perception. Our object perception method generalized successfully to a setting
outside of the lab environment, a feat which most other teams in the challenge
struggled with.
• We perform an extensive post-challenge analysis that reveals the contributions of the
different components of our method. We find that a higher amount of machine learn-
ing would have improved performance, tight-combination between segmentation and
classification is important, missing information can be a source of information, and
simple visual post-processing can outperform complex reasoning.
3.1.2 Outline
The rest of this chapter is organized as follows:
• Section 3.2 Related Work provides an overview of existing object perception
methods.
• Section 3.3 Task-Specific Priors discusses the concept of task-specific prior
knowledge and its potential for data-efficient learning in robotics. It also analyses
the APC setting to extract task-specific priors that can simplify object perception
for this task.
• Section 3.4 Task-Specific Object Perception introduces our object segmenta-
tion approach for the APC and describes its use in the perception system of our
challenge entry.
• Section 3.5 Experiments and Results reports the perception results in the
challenge and performs a detailed post-challenge analysis that investigates of error
distribution across different scenarios and comparisons to baselines and different
variants of our method.
• Section 3.6 Conclusion summarizes this chapter and discusses how to make
progress towards more general robotic perception through prior knowledge.
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3.2 Related Work
This section gives an overview of related work in object perception.
The perception problem in the APC is an instance of the general object detection and
segmentation problem, which is actively researched in computer vision. Results of popular
vision competitions such as PASCAL VOC (Everingham et al., 2014) or ImageNet (Rus-
sakovsky et al., 2015) show that solutions related to our problem (such as single-object
localization, detection, or segmentation) currently receive significant attention and win-
ning entries steadily reduce error metrics over the years. A common theme among those
entries are sliding-window approaches using deformable parts models (Felzenszwalb et al.,
2010) or deep neural networks in combination with large-scale datasets (Szegedy et al.,
2013). They give as output bounding boxes with highly likely object locations, which
contain many pixels that are not part of the object. This renders these representations
difficult to use in a robotic manipulation context, where accurate, or at least conservative,
shape estimates are crucial to decide on appropriate actions.
Multi-class segmentation addresses this problem by identifying for each pixel in an
image to which object class it belongs. A popular approach to multi-class image segmen-
tation are conditional random fields (CRFs, Lafferty et al., 2001). They encode local (per-
pixel or region) and pairwise statistical preferences, and define an energy whose minimum
corresponds to the most likely segmentation. CRFs provide a principled way to integrate
different sources of information (e.g. color, texture, shape, location, and depth) and can
easily incorporate smoothness constraints (Shotton et al., 2006; Müller and Behnke, 2014).
Similar to CRFs, our approach combines different sources of information in a probabilistic
fashion. A comparison between a generic CRF and our method is shown in Section 3.5.2.
A more classical yet effective approach to object segmentation is histogram back-
projection (Swain and Ballard, 1991). Given the color histogram of the target object,
the method back-projects the histogram into the image by replacing each pixel color with
the respective bin count of the histogram. Areas with high bin counts are then assumed
to be the target object. Our work extends histogram back-projection to a probabilistic
version and also incorporates additional non-color features.
In the context of robotic manipulation, approaches to object detection usually aim at
estimating the full 6D object pose, and therefore rely more heavily on depth data. Detec-
tion and pose estimation can be based on CAD models (Klank et al., 2009), feature point
histograms (Rusu et al., 2009, 2010), local keypoint descriptors like SIFT and SURF (Col-
let et al., 2011), or edge and normal information to address textureless objects as done
in LINEMOD (Hinterstoisser et al., 2012). These approaches are based on table top as-
sumptions and do not scale well when confronted with the limited visibility and clutter
imposed by the APC setup. For example, LINEMOD (Hinterstoisser et al., 2012) shows
already significant translational error with only two items per bin (Rennie et al., 2015).
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Although we do not estimate the 6D pose of objects, our results show that the information
contained in the segmentation is sufficient for our system to pick successfully.
3.3 Task-Specific Priors
Before describing our approach to object perception in the APC task, we will discuss the
idea behind task-specific priors in robotics and relate it to other learning approaches that
exploit such priors. Afterwards, we will analyze the APC task for perception challenges
and useful problem structure that can be used as task-specific prior knowledge.
Ultimately, robots should be able to solve a wide range of tasks. Since we cannot
envision all tasks that robots could potentially have to carry out, they will have to learn
these tasks as they go. Does this mean that—in order to make progress towards the goal
of task-versatility—we should avoid any assumptions about the robot’s tasks?
Even if we want our robots to solve a wide range of tasks, assumptions about these
tasks might still be very helpful. For example, there are tasks that are so common that
we can anticipate them, such as fetching objects for a human or assembling an object
from its pieces. It might be useful to have a “bag of tricks” to handle such tasks most
efficiently. There is also structure inherent in a range of tasks, e.g. common subtasks such
as picking up, moving, and placing objects or the fact that many tasks can be defined
by a goal state such as a certain arrangement of objects. Therefore, it might make sense
to have shared behaviors for common subtasks (Schaal, 2006) and adapt these behaviors
based on object poses (Pastor et al., 2009).
While we want to exploit prior knowledge about the probable tasks, we also want to
give the robot the flexibility to learn new tasks and adapt existing solutions based on
experience. Therefore, we need to combine task-specific priors with machine learning.
This combination must exploit things that we know about the task in order to make
learning—of the things that we do not know—more efficient. How can we approach this
problem? Let us look at examples from the literature where researchers have combined
task-specific priors and machine learning.
The most common example of using task-specific priors in machine learning is feature
engineering. If we know which features of the sensory input are task-relevant, we can
provide the learning method with these features instead of the raw sensor data. Here, we
are essentially solving the first part of the problem by hand (identifying the right features)
and only apply learning to the second part (learning feature patterns). This approach
has been heavily used to enable efficient learning, in particular in robotics where large
amounts of data is difficult to obtain (Kober et al., 2013). For example, the features used
by Abbeel et al. (2010) for learning acrobatic helicopter flight from expert demonstrations
“take advantage of symmetries of the helicopter” by representing positions, velocities and
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accelerations in the body frame of the helicopter. Riedmiller et al. (2007) use task-specific
features for autonomous driving such as the cross-track-error, its time derivative, and 3
other features as input for reinforcement learning. As a result they are able to learn to
steer a real car after only 20 minutes of training.
Similarly to preprocessing the input of the function we want to learn, we can also
post-process the output. The autonomous car example above (Riedmiller et al., 2007)
integrates the output of the reinforcement learning controller over time to produce the
steering angle. It is also possible to provide robots with task-specific high-level actions.
Konidaris et al. (2018) use a set of defined skills to learn a symbolic representation for
high-level planning from raw sensory input. These assume the second part of the behavior
to be fixed and learn the first part. Naturally, both approaches can also be combined.
Using a fixed pre-processing or post-processing are only two instances of embedding a
learning method in a larger system that contains components that are tailored to the task.
By defining these components rather than learning them from data, we are restricting the
hypothesis space for machine learning (as explained in Section 2.3.2), which improves
learning efficiency. To efficiently apply machine learning to a specific robotic task, we
need to analyze the task in order to understand which assumptions can be made and then
encode these assumptions into a learning method. The rest of this section performs this
analysis for object perception in the APC.
3.3.1 Task Analysis: The Amazon Picking Challenge
The task in the Amazon picking challenge consists of autonomously picking twelve out of
25 objects (see Fig. 3.2) from a warehouse shelf and placing them into a storage container
(see Fig. 3.1) within 20 minutes. The robot knows which objects are contained in each of
the shelf’s twelve bins, but not of their exact arrangement inside the bin.
Evaluation Criteria: For each successfully picked target object, the robot receives
10, 15, or 20 points, depending on how many additional objects were in the same bin
(between none and three). Objects that are considered difficult to pick grant up to three
bonus points. Picking the wrong object results in -12 points.
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Figure 3.2: The 25 picking objects from the challenge
Objects: The 25 competition objects vary widely in size and appearance (see Fig. 3.2).
Objects range from small spark plugs to bulky boxes, from hard cases to soft plush toys,
and from loose objects to those wrapped in plastic. This variety presents a challenge for
grasping and perception.
Environment: The items are placed in twelve different bins of the shelf. The robot is
allowed to operate in a 2m× 2m area in front of this shelf. The bins have a rather small
opening (21 cm × 28 cm) but extend quite far to the back (43 cm). The small opening
restricts grasping opportunities, in particular for bins that contain multiple objects.
The environment also poses significant challenges for perception. Due to the narrow
bins, objects are often visible from one side only and partially obstructed. The floors of
the shelf are made of reflective metal, rendering color and depth information unreliable.
During the actual challenge, the lighting conditions were particularly difficult due to very
bright spot lights directly above the competition area: objects in the front of each bin
appeared to be effectively white, while objects in the back appeared as nearly black.
Perception Challenges in the APC Setting
To identify task-specific priors for perception in the APC setting, we analyze the problem
in more detail. We identify challenges and useful problem structure for overcoming these
challenges.
No Single Discriminative Property for All Objects: The 25 APC objects
were chosen to reflect the large variety present in a warehouse scenario. No single per-
ceptual feature suffices for identification: some objects have distinctive shapes, others are
deformable; some objects have distinctive colors, others have similar color histograms, or
view-dependent variations; some objects have surfaces amenable to our RGB-D sensor,
others are wrapped in plastic bags. We address this problem by combining a variety of
features.
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Limited Object Visibility: Camera-based perception can only obtain a partial view
of an object in the shelf from a particular camera position. Nearby objects sometimes
partially occlude others. We address this challenge by training on perceptual data from
objects in different poses.
Uncontrolled Lighting: Visual perception is sensitive to lighting conditions. At
the challenge venue, the lighting was directly from above and extremely bright, relative
to the ambient light. In these conditions, images were nearly saturated in bright regions
and appeared black in the remaining ones. To alleviate this problem we transform the
RGB image to HSV color space and include features based on depth.
Partial 3D Measurements: Kinect-like sensors do not provide reliable 3D measure-
ments for reflective or translucent materials, such as the plastic-wrapped objects or the
metal shelf of the APC. We turn this problem into a source of information by using missing
depth values as a feature for segmentation.
Useful Problem Structure in the APC Setting
Small Number of Known Objects: Since the complete set of objects was available
and known beforehand, it was possible to collect training data from these objects in
different orientations and bin locations.
Few Objects per Bin: Since bins contained at most four known objects, we can
ignore all other objects during segmentation. Our method automatically uses the most
discriminative features for the particular subset of objects present in a bin.
Known Shelf: Since the objects are placed in a known shelf that can be tracked by
the robot, we can use shelf-related features, such as the height of a pixel in the bin or
the distance to the tracked shelf model. These features help to discriminate objects of
different sizes and to differentiate between objects and the shelf.
3.4 Task-Specific Object Perception
3.4.1 Object Perception Pipeline
To successfully pick specific objects, the robot must recognize and locate the target object.
Our system captures images with an RGB-D camera mounted on the robot’s forearm and
performs three steps: 1. feature extraction, 2. object segmentation, and 3. bounding box
fitting. We first extract a number of task-specific features for every pixel of the RGB-D
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image. Using statistics about these pixel-features for each object, we find the image
segment that has the highest probability of belonging to the target object. We take the
point cloud for this segment and fit a bounding box with size of the target object to it.
The fitted bounding box allows the robot to decide where and from which direction it
should pick up the object.
We will now explain these three steps of our object perception pipeline before giving
additional details on the features and the object segmentation.
Feature Extraction
To extract features from the target bin, the robot tracks the shelf in the depth image using
the iterative closest point method (ICP, Chen and Medioni, 1992). Based on the tracked
shelf, it crops the RGB-D image to only show the target bin and computes the following
six features for each pixel: color, visual edges, distance to the tracked shelf model, height
above the ground plane of the shelf bin, height in the image plane (for pixels without
depth information), and presence/absence of depth information.
These features discriminate between most objects and the shelf. Instead of searching
for features that could solve the general object recognition problem, these task-specific
features rely on strong assumptions (e.g. that objects are placed in a known shelf) in
order to simplify perception. As a result of these assumptions, our perception system
was able to handle the difficult lighting conditions during the Amazon picking challenge,
non-rigid objects, partial views, and incomplete depth data.
Object Segmentation
Based on manually segmented training images, our method precomputes histograms for
each feature and object. It uses these histograms to estimate how likely each feature value
in the current image is for each object. By multiplying these likelihoods and normalizing
them per pixel, we compute the probability of each pixel in the current image to belong to a
specific object. We compute these probabilities for all objects that we know are contained
in the target bin and for the bin itself. Our method then smooths these probability images,
labels each pixel corresponding to the most probable object, and selects the segment that
includes the pixel with the maximum probability for the target object. In the last step,
it makes the size of the segment consistent with our expectation and greedily segments
objects in sequence, eliminating already segmented objects.
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Bounding Box Fitting
The segment estimated by the previous step is now transformed into a point cloud repre-
sentation, filtered for outliers, and used to fit a bounding box. The fitted bounding box is
then compared to the true dimensions of the target object to match the sides of the object
correctly. The result of this step is an approximate estimate of position and orientation.
3.4.2 Features
We will now provide a detailed description of the features that we used for segmentation.
Based on the analysis from Section 3.3.1, we describe each pixel by six features that jointly
discriminate between the objects:
Color: A discrete value in the range 0− 182 based on the hue-saturation-value (HSV)
color representation, which is relatively invariant to lighting conditions. We project the
HSV color space to a single dimension by thresholding appropriately: we set the feature
to H (ranging from 0 − 179) for pixels with distinctive color (S > 90 and V > 20), and
otherwise to 180 for white (V > 200), to 181 for gray (200 > V > 50), and to 182 for
black pixels (50 > V).
Edge: A binary feature that describes whether the pixel is in the vicinity of a visual
edge. We compute this feature by applying Canny edge detection to the image and
dilating it with a small elliptical kernel (with a diameter of 11 pixels).
Missing 3D: A binary value representing whether a pixel contains valid depth and
therefore 3D information.
Distance to shelf: A continuous value (in mm) that denotes the distance of a pixel
to the closest point on the shelf. We estimate this value by tracking the shelf in the
RGB-D image. For this we start with an estimate based on the localization and forward
kinematics of the robot and refine it using ICP. Pixels without valid depth information
are ignored.
Height (3D): A continuous value (in mm) that denotes the shortest distance of a pixel
to the ground plane of the bin, computed similarly to the distance-to-shelf feature. Pixels
without valid depth information are again ignored.
Height (2D): A continuous value (in mm) that describes the height of the pixel
projected onto the (open) front plane of the shelf bin. This feature approximates 3D
height and is only used for pixels without valid depth information.
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3.4.3 Object Segmentation
We will now describe our multi-class segmentation method (video link: https://youtu.
be/Ry6JzeW0HOM) in detail. We will first describe how feature statistics can be learned
from data and then explain how these statistics are used for segmentation.
Learning Phase
Given a 6D feature vector per pixel, we now explain how to learn the likelihood of the
features for the APC objects.
Data Collection: During the preparation of the APC, a dataset was made available
that included RGB-D images of all objects from multiple views together with estimated
3D models of the objects.∗ However, we found that differences in the cameras, viewing
angle, and lighting conditions made it difficult to transfer models from this dataset to our
robot. Moreover, in this dataset the objects are not inside the APC shelf. Therefore, the
likelihood of some shelf dependent features as well as a model for the shelf itself could not
be learned from this dataset.
We therefore generated a dataset which closely resembled the competition scenario.
We placed the objects in the shelf in different poses and collected RGB-D images and the
estimated shelf pose. Finally, we manually segmented the images until we had a sufficient
number examples for each object to cover their possible poses (161 samples in total, on
average 6 samples per object).
Computing Feature Likelihoods: Based on our dataset, we generate feature like-
lihoods for each object o ∈ O. For each feature f (e.g., color, height), we compute a
histogram from the pixels that belong to the hand-labeled object segments and normalize
this histogram to get a likelihood P (X(f)|O = o) over the possible values x(f) ∈ X(f). To
be robust against small changes in feature values, we smooth non-binary likelihood func-
tions with a Gaussian kernel (standard deviations for the smoothing kernel: σcolor0−179 = 3,
σcolor180−182 = 1, σdist to shelf = 7.5mm, σheight(3D) = 3mm, σheight(2D) = 6mm). For robust-
ness to large changes in feature values, we mix the likelihoods with uniform distributions,
P (X(f)|O = o)← punifPuni(X(f)) + (1− punif )P (X(f)|O = o), where we use the following
parameters for the different features: (punicolor = 0.2, punidist to shelf = 0.05, puniedge = 0.4,
punimiss3D = 0.2, puniheight(3D) = 0.4, puniheight(2D) = 0.8). Thus, even feature values that have
never been observed for an object have non-zero probability and do not entirely rule out
certain objects. The parameters σf and punif define how much we trust feature f .
∗http://rll.berkeley.edu/amazon_picking_challenge/
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Figure 3.3: Overview of the multi-class segmentation phase of our approach (©2016 IEEE)
Segmentation Phase
The learned feature likelihoods are the base of our multi-class segmentation phase, which
is illustrated in Figure 3.3.
Cropping and Feature Extraction: In the first step of the multi-class segmen-
tation phase, we crop the RGB-D image to only contain the bin with the target object.
This step removes clutter and distracting objects from other bins. We then compute the
6D feature vector described in Section 3.4.3 for each pixel in the cropped image (see Fig.
3.3). Note that estimating the cropping mask and some of the features (e.g. height) relies
on tracking the pose of the shelf.
Back-Projection and Bayes’ Rule: In this step, we compute for each object o
in the bin and every pixel i the probability that this pixel belongs to the object given
its feature vector Xi, P (Oi = o|Xi). This results in one posterior image per object
(see Fig. 3.3). To compute them, we iterate over all features f and back-project their
likelihoods P (X(f)|o) into the image, i.e., we replace the feature values x(f)i with their
likelihood P (x(f)i |o), similar to Swain and Ballard (1991). Assuming conditional inde-
pendence between the features, we multiply their likelihoods for each pixel: P (X|o) =
P (X(color)|o)P (X(height(3D))|o) . . . . Then, we apply Bayes’ rule by multiplying P (X|o) with
an object prior P (o) and normalizing each pixel (see Fig. 3.4). We use a flat prior across
all objects except the shelf, which we set to be three times as high so that the method
assigns uncertain pixels to the shelf segment rather than to the wrong object.
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Figure 3.4: Likelihood back-projection and computation of the posterior by the example of the
color feature. (©2016 IEEE)
Pixel-Labeling and Post-Processing: Nearby pixels often display the same object
and should therefore have similar object probabilities assigned to them. To incorporate
such spatial information, we smooth each object’s posterior image with a Gaussian kernel
(σ = 4 pixels). This step is related to locating an object by convolving its back-projected
histogram with a disk (Swain and Ballard, 1991) and to pairwise potentials in CRFs. The
smoothing step evens out single pixels or small regions of much higher or much lower
probability than the surrounding area, which makes the segmentation more robust. Here
we implicitly exploit that the APC objects are compact and occupy a significant area of
the image.
Based on this smoothed posterior image, we label each pixel i as belonging to the object
o with the highest posterior P (o|Xi) and extract connected regions that are assigned to
the same object. In case of having multiple disconnected segments for an object, we select
the one that includes the maximum in the smoothed posterior image for that object.
As a post-processing step, we make the segment convex. This step incorporates missing
object parts and reflects the convexity of most APC objects. Additionally, we look at the
size of the segment (number of pixels) and compare it to segment sizes for this object in
our dataset. If the segment is considered too large to be correct (larger than 1.2 times its
maximum size in our dataset), we reduce its posterior image (by subtracting 0.05) and
reassign the object labels. We repeat this until the segment shrinks to a plausible size.
The last post-processing step is a greedy re-labeling based on the following idea: If we
are confident about the segmentation of one object, we do not have to consider this object
for the rest of the image. We exploit this by sequentially segmenting the objects, greedily
starting with the object that we are most certain about, where we measure certainty by
segment size. If the segment size is consistent with our dataset, we assume that we have
found the correct segment of this object with high probability, reduce its posterior outside
of the segment accordingly (by multiplying it with 0.2) and re-normalize. We proceed in
the same way with the next most certain object and continue until the target object has
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been processed.
3.5 Experiments and Results
We evaluated our method on a dataset that contains 346 manually segmented RGB-D
images. The training set includes 161 samples (about six per object) recorded in our lab
in Berlin. Our test set consists of three parts: a) three runs (66 samples) recorded in
our lab, b) five runs (107 samples) recorded in the challenge venue in Seattle, and c) the
actual APC run (12 samples). Unless indicated otherwise, all of the following experiments
use (b) as test set. Both our implementation and the dataset are publicly available at
https://gitlab.tubit.tu-berlin.de/rbo-lab/rbo-apc-object-segmentation.
We measure performance on each test sample by segmenting the target object in the
presence of other known objects in the same bin. For each sample, we compare the
predicted segment with the manually annotated ground truth. From this comparison, we
compute precision and recall and average them across samples.
Precision describes which portion of the predicted segment is correct. Recall describes
which portion of the true segment was predicted. To get a single performance measure,
we compute their weighted geometric mean. We use the F0.5-score to emphasize precision
over recall, because in our task finding even a small portion of the correct object will often
allow the robot to grasp it successfully.
3.5.1 Performance Evaluations
Performance at Amazon Picking Challenge
Figure 3.5 shows the result of applying our method in the actual competition run of the
2015 APC at ICRA in Seattle (video link: https://youtu.be/DuFtwpxQnFI). Based on
the 3D point cloud of the estimated segment, the robot computed a bounding box of
the target object, chose the side from which to pick the object, moved its end-effector
towards the center of the bounding box until contact, and picked up the object with a
vacuum gripper (Eppner et al., 2016). Our system outperformed the other 25 teams by
successfully picking ten out of the twelve objects. The robot only failed in two cases. In
bin (f), it accidentally picked the plush eggs instead of the spark plug due to an inaccurate
picking motion. In bin (k), the robot could not remove the big cheezit box because it got
stuck.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Figure 3.5: Segmentation results during the APC run; the green line outlines the segments returned by our
method; all segments lie on the correct objects; mean precision: 91%, mean recall: 73%, F0.5 score: 0.864
(©2016 IEEE)
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3 objects
2 objects
1 object
Figure 3.6: Performance by object (black) and number of objects in bin (white) (©2016 IEEE)
Performance by Object
Figure 3.6 shows the performance of our method for different objects (black text) and for
different numbers of objects per bin (white text). Our method had most problems with
flat objects that are dominated by white color, e.g. the index cards (see Fig. 3.5 (d) to
the right), the paper mate (see Fig. 3.5 (c) to the right), and the highlighters (see Fig. 3.5
(e) to the right). Our method most reliably segmented large objects with distinct colors,
e.g. the stir sticks (see Fig. 3.5 (c) to the left), the cheezits (see Fig. 3.5 (k)), and the
plush eggs (see Fig. 3.5 (f) to the right). These results are consistent with our findings in
Section 3.5.3, which show that color is in fact the most important feature.
The number of objects per bin also has a strong impact on the performance of our
method (see Fig. 3.6) because with more objects in the bin, the features we are using, like
color or height, become much less discriminative.
Figure 3.7 shows typical failure cases: (a) part of an object with similar features is
mistaken for the target object, (b) close objects with similar features lead to inaccurate
object boundaries, (c) reflections are included in the target object.
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(a)
(b) (c)
Figure 3.7: Typical failure cases (green line outlines segments found by our method); from left to right:
segment detected on the wrong object, segment spanning over several objects, reflections considered as part
of an object (©2016 IEEE)
Figure 3.8: Performance trend when the assumption about known objects is reduced (increasing the candidate
objects); recall decreases quickly but precision stays relatively stable (©2016 IEEE)
Increasing the Number of Objects per Bin
Our method can be easily scaled to thousands of possible objects as long as there is only
a small number of known objects in every bin. As Figure 3.6 suggests, the performance
degrades with increasing numbers of candidate objects in the bin. We explicitly augment
the list of candidate objects in the bin with objects that were not present. The results
in Figure 3.8 show a decrease in recall whereas precision remains relatively stable.
3.5.2 Comparison to CRF
We compared our method against a widely used generic approach to multi-class segmenta-
tion: a CRF based on RGB-D input that uses a learned classifier to estimate the pixel-wise
probabilities and a predefined pairwise probability (0.99) for neighbouring pixels to have
the same label. We used a random forest (Breiman, 2001) as the classifier and regularized
it by setting a minimum size of leaves to a fraction of the total number of samples (see
Fig. 3.9).
This experiment shows that the baseline works for the data that it was trained on,
but does not generalize well to unseen data. Generic regularization does not solve this
problem. Compare this to the performance of our method which stays almost constant
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CRF (RGB-D), regularization:
Figure 3.9: Comparison to a generic conditional random field (CRF) with different amounts of regularization;
the unary potentials are obtained from a random forest (©2016 IEEE)
dist to shelf
Figure 3.10: Contribution of different features to the overall performance; the gray bar indicates our perfor-
mance using all features; the filled bars show the performance based on a single feature alone; the empty bars
show the change in performance if the corresponding feature is removed and the remaining features are used
in the model; in both cases, the size of the bars correspond to the usefulness of the features (©2016 IEEE)
when going from training to test set and even when going to data collected in Seattle
under very different lighting conditions.
3.5.3 Variants of our Method
The next experiments evaluate the contribution of the different parts of our algorithm to
the final result.
Features
In this experiment we evaluate the importance of each feature to the overall performance
of the algorithm (see Fig. 3.10). First, we evaluated the performance of our algorithm
using only one of the features. We can observe that none of the features alone reaches
a performance comparable to using all of them together. However, color is a powerful
feature by itself, because it is sufficient to discriminate well between many objects. Using
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only the distance to shelf or the height (3D) also obtains relatively good scores because
these features discriminate very well between objects and the shelf, which already solves
single object bins. The features edge, missing 3D information, and height (2D) alone were
not able to produce any segmentation. In the second experiment, we deactivated one of
the features and measured the performance drop. Again color is the most crucial feature.
We observe that the missing 3D feature, which could not produce any segmentation when
used alone, contributes substantially to the performance. Interestingly, the height (2D)
features seems unnecessary and the edge feature even hurts performance.
Pixel Labeling and Selection
For this experiment, we divide the multi-class segmentation process into two steps: pixel
labeling and selection. The pixel labeling step assigns an object label to each pixel, which
creates image regions of the same label, possibly disconnected. The second step selects
one of these regions as the final segment.
We now compare different methods for these two steps. First, we compare four variants
of the pixel labeling step. 1. Max: assigning to each pixel the label of the most likely object.
2. Max smooth: the same as max, but smoothing the probability image first. 3. Simple
graph cut: formulating the labeling in terms of energy minimization: pixel probabilities
are turned into potentials and connected to their four neighbors with a high probability
(0.99) of having the same label. Then, we apply graph-cut to find the optimal partition
of the graph into labeled segments. 4. Graph cut using depth edges: similar to simple
graph cut, but we adapt the pairwise probabilities depending on depth differences: very
high (0.997) for neighbors with similar depth, high (0.95) if there is no depth information,
and low (0.5) for neighbors that cross depth edges. Second, we compare three variants
for the selection step: 1. a naive approach of selecting all segments, 2. selecting the
largest segment, and 3. selecting the segment that includes the maximum in the smoothed
probability image.
The results show that, surprisingly, the selection method has a much larger impact
on the performance than the pixel labeling method (see Fig. 3.11a). The simple max
pixel labeling is defeated by all other methods, especially in combination with the select-
all method. All other pixel labeling methods are comparable. Selecting all segments
naturally leads to the highest recall but lowest precision. Selecting the largest segment
(which is common practice) trades recall for precision. The max smooth selection, however,
does this more efficiently. The intuition behind this difference is the following: in most
cases the largest segment is also the segment that includes the maximum probability. In
these cases, both methods perform equally well. But in some cases, when they are not
the same, it seems to be better to trust the point with highest probability rather than the
largest segment. The best combination of methods is using max smooth for segmentation
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Figure 3.11: Combinations of different methods for (a) pixel labeling and selection and (b) re-labeling and
post-processing. (©2016 IEEE)
and selection, which is the combination we used in the APC.
Re-labeling and Post-processing
Our method includes three re-labeling and post-processing steps: making the segment
convex, shrinking it if it is too large, and greedily segmenting the image starting with
the largest segment. In this experiment, we tested all combinations of these steps. The
results (see Fig. 3.11) show that greedy re-labeling (golden color) substantially increases
the recall irrespective of which other steps are used. Convexity (hexagon symbol) and
shrinking (filled symbol) work best together: Making the segment convex increases the
recall and shrinking it, if necessary, improves precision. The best performance is achieved
when all three steps are combined.
Random Forest for Pixel Probability Estimation
In this experiment we extend our method to use a random forest classifier (Breiman, 2001)
to estimate the posterior images instead of using likelihood back-projection and Bayes’
rule. For the given set of objects in the bin, we trained a random forest to discriminate just
these objects and then use the probability estimates from the random forest as posterior
image in our method. Apart from this, we retained all other steps and used the same
features, except that the color feature is replaced by the original HSV values to allow the
random forest to deviate from the thresholds we had set manually.
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Random forest, regularization:
Figure 3.12: Performance with incorporating a random forest classifier into our method (©2016 IEEE)
Our hypothesis was that this hybrid method would suffer from overfitting and not
reach the performance of our original method. Surprisingly, the random forest classifier
improved our method (see Fig. 3.12). On the one hand, this classifier did introduce a
higher variance in performance between training set and test set compared to using likeli-
hood back-projection. This is because it is less restricted, i.e. it does not assume feature
independence and can represent highly complex functions. The likelihood estimation, on
the other hand, includes many manually tuned parameters, e.g. parameters for smooth-
ing the feature likelihoods or weights for mixing them with uniform distributions, which
introduces a bias. Contrary to our hypothesis, the bias we introduced is larger than the
variance of the random forest classifier.
3.6 Conclusion
3.6.1 Summary
In this chapter, we used task-specific priors to learn object segmentation for the Ama-
zon picking challenge. We implemented these priors by using task-specific features, by
restricting the possible results based on the task conditions, and by probabilistically inte-
grating many task-relevant sources of information. While our object perception method
is tailored to one specific task, the findings from our experiments are more general. They
can be summarized as follows:
1. Machine learning approaches can replace large parts of the hand-tuned parameters
and even learn from very limited amounts of data, but only if appropriately com-
bined with prior knowledge. This insight is reflected by the fact that using random
forests with our features and post-processing outperforms the hand-tuned pixel prob-
ability estimation component (Section 3.5.3), whereas applying it to RGB-D data
directly does not (Section 3.5.2). This finding is backed up by decades of applied
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machine learning research, but it still has not become common practice in all areas
of robot perception.
2. We must tightly connect segmentation and classification of objects, and explicitly
reason about the environment, not only about the target object. This finding is
clearly supported by our analysis of the influence of known objects (Section 3.5.1)
and the contribution of the distance-to-shelf feature (Section 3.5.3). However, it
stands in contrast to many state-of-the art approaches to robotic perception that
solve subproblems fully independently, and do not use contextual information.
3. Missing information is an important source of information, as indicated by the
contribution of the missing-3D-points feature (Section 3.5.3). Although computing
and using this information is cheap, few methods in robot perception exploit it.
4. Our results show that simple visual post-processing can outperform complex reason-
ing, as exemplified by the fact that Gaussian smoothing on probability images is as
effective as optimizing pairwise potentials based on depth-edges (Section 3.5.3). We
believe that this finding has practical implications: the theoretically best method
does not necessarily give large—if any—improvement over approximate heuristics.
Thus, the decision of choosing a method for a particular problem should be sup-
ported by empirical data, and not only be based on theoretical soundness.
3.6.2 Machine Learning and Task-Generality
Our results demonstrate the potential of using prior knowledge for learning robotic per-
ception, but they also hint at advantages of shifting more from an engineering approach
towards a machine learning approach. The first potential advantage of shifting more to-
wards machine learning is an increase in generality such that perception can be learned
for different tasks. The second potential advantage is improved performance, e.g. by
replacing hand-tuned parameters (see result 1.) and to tightly connect different modules
also during learning (see result 2.) using end-to-end learning.
To leverage the first advantage of increased generality, we need to take into account
other sources of prior knowledge that are not necessarily task-specific. To leverage the
second advantage of improved performance, we need to rethink how we can use these priors
in a way that maximally empowers machine learning to do what it can do well—fitting
parameters to data.
In the next chapter, we will take a step in that direction. Instead of exploiting task-
specific priors, we will make use of prior knowledge encoded in algorithms that apply to
many tasks. We will incorporate these priors in a way that enables end-to-end learning,
which optimizes all parameters for perception performance.
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4
Learning State Estimation
Through Algorithmic Priors
4.1 Introduction
In this chapter, we demonstrate the use of algorithmic priors for the problem of learning
state estimation. This work shows how we can use algorithms as priors by implementing
them in a differentiable way and fitting their model parameters to data using end-to-end
learning.
End-to-end learning tunes all parts of a learnable system for end-to-end performance—
which is what we ultimately care about—instead of optimizing each part individually.
End-to-end learning excels when the correct learning objectives for individual parts are
not known; it therefore has significant potential in the context of complex robotic systems.
Compared to learning each part of a system individually, end-to-end learning puts
fewer constraints on the individual parts, which can improve performance but can also
lead to overfitting. We must therefore balance end-to-end learning with regularization
by incorporating appropriate priors. Priors can be encoded in the form of differentiable
network architectures. By defining the network architecture and its learnable parameters,
we restrict the hypothesis space and thus regularize learning. At the same time, the
differentiability of the network allows us to adapt all parameters of the network in a way
that maximizes end-to-end performance.
This approach has been very successful in computer vision. Highly engineered vision
pipelines are outperformed by convolutional networks trained end-to-end (He et al., 2015).
But this only works because convolutional networks (LeCun et al., 1989) encode priors in
the network architecture that are suitable for computer vision—a hierarchy of local filters
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Figure 4.1: Differentiable Bayes filters. Models can be learned end-to-end by backpropagation through the
algorithm.
shared across the image. Problems in robotics possess additional structure, for example
in physical interactions with the environment. Only by exploiting all available structure
will we be able to realize the potential of end-to-end learning in robotics.
But how can we find more architectures like the convolutional network for robotics?
Robotic algorithms capture problem structure and often use models that are specific to
the task or environment. By making these algorithms differentiable and their models
learnable, we can effectively turn them into network architectures. Such networks enable
end-to-end learning while also encoding prior knowledge from algorithms, which we call
algorithmic priors.
Here, we apply end-to-end learning with algorithmic priors to state estimation in
robotics. In this perception problem, a robot needs to infer the latent state from its
observations and actions. Since a single observation can be insufficient to estimate the
state, the robot needs to integrate this information over time keeping track of its own
uncertainty.
Given the standard assumptions in this problem, Bayes filters provide the provably
optimal algorithmic structure for solving it (Thrun et al., 2005), recursively updating a
probability distribution over states with prediction and measurement update using task-
specific motion and measurement models. In this work, we implement Bayes filters in
a differentiable way and train their models end-to-end, such that they optimize state
estimation performance. We applied this approach to two different Bayes filter variants,
which differ in how they represent probability distributions (see Fig. 4.1).
The first variant is a differentiable histogram filter (DHF), a Bayes filter that represents
probability distributions with histograms. It uses feedforward networks as learnable mod-
els and implements the prediction and update steps as convolutional and multiplicative
operations. Our experiments show that our method is more data-efficient than generic neu-
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ral networks, improves performance compared to standard histogram filters, and—most
importantly—enables unsupervised learning of recursive state estimation loops.
DHFs should be viewed as a proof of concept of end-to-end learning with algorithmic
priors. While they show very promising results in simulation, they are not yet practical
for real world application, mostly because of the inherent limitations of histograms when
representing high-dimensional beliefs. We address this issue by moving to particle based
belief representations.
Our second variant, the differentiable particle filter (DPF), extends this work to make it
applicable to more realistic state estimation problems. Since DPFs represent probability
distributions with samples (or particles), they focus their computational effort on states
with high probability, which makes them computationally more efficient. By using appro-
priate learnable models, we can apply DPFs to state estimation problems based on raw
visual observations, such as global localization in a maze based on camera and odometry
input.
Our experiments agree with our DHF results: End-to-end learning improves perfor-
mance compared to using models optimized for accuracy and algorithmic priors regularize
learning, which greatly improves performance in state estimation. Compared to generic
long short-term memory networks (LSTMs, Hochreiter and Schmidhuber, 1997), DPFs
reduce the error rate by ∼80% or require 87% less training data for the same error rate.
Additionally, even with end-to-end learning, DPFs remain explainable—we can examine
the learned models and their interaction. And finally, while LSTMs fail when tested with
a different policy than used for training, DPFs are robust to changing the robot’s policy.
4.1.1 Contributions
In this chapter, we make the following contributions:
Conceptual Contributions
• We propose to encode algorithmic priors by making algorithms differentiable and
combining them with end-to-end learning, which we demonstrate for two variants
of the Bayes filter algorithm.
Technical Contributions
• We introduce differentiable histogram filters, which encode the histogram filter al-
gorithm but allow the models to be learned end-to-end in a supervised and unsu-
pervised way.
• We introduce differentiable particle filters, which encode the (computationally more
efficient) particle filter algorithm but allow the models to be learned end-to-end. Our
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source code and data are available at
https://github.com/tu-rbo/differentiable-particle-filters.
• As part of these implementations, we identified and developed components that
should help implementing other grid- and sample-based algorithms in a differentiable
manner. For grid-based representations, we implemented the prediction step by
convolution and the update step by element-wise multiplication. To work with
sample-based representations, we used networks to generate samples based on the
reparameterization trick (Kingma and Welling, 2013) or dropout (Srivastava et al.,
2014) and performed density estimation to compute the learning objective.
Empirical Contributions
• We show that algorithmic priors enable explainability and improve data-efficiency
and generalization.
• We show that end-to-end learning improves performance by learning incorrect mod-
els that work in the context of the algorithm.
• We show that the combination of algorithmic priors and end-to-end learning can
enable unsupervised learning.
• We show that generic neural networks learn fundamentally different behavior than
differentiable algorithms.
4.1.2 Outline
The rest of this chapter is organized as follows:
• Section 4.2 Background explains the state estimation problem, Bayes filters, and
end-to-end learning.
• Section 4.3 Algorithmic Priors introduces the idea of algorithmic priors and
their combination with end-to-end learning.
• Section 4.4 Related Work gives an overviews of approaches from the literature
that combine algorithmic priors and end-to-end learning in state estimation and
planning for robotics.
• Section 4.5 Differentiable Histogram Filters describes the differentiable im-
plementation of this grid-based Bayes filter variant and multiple approaches to train
its models. This section also presents experiments, results, and limitations of differ-
entiable histogram filters.
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Figure 4.2: Graphical model for state estimation
• Section 4.6 Differentiable Particle Filters addresses these limitations by pre-
senting a differentiable implementation of the sample-based Bayes filter and ap-
proaches to train its models end-to-end. This section also includes a comprehensive
set of experiments on global localization and tracking based on simulated and real
data.
• Section 4.7 Conclusion summarizes our findings and discusses how alternatives
to end-to-end learning present an opportunity to encode additional prior knowledge.
4.2 Background
4.2.1 The State Estimation Problem
We consider the problem of estimating a latent state s from a history of observations o and
actions a, e.g. a robot’s pose from camera images and odometry.∗ To handle uncertain
observations and actions, we estimate a probability distribution over the current state st
conditioned on the history of observations o1:t and actions a1:t, which is called belief :
bel(st) = p(st|a1:t,o1:t).
4.2.2 Bayes Filters
If we assume that our problem factorizes as shown in Fig. 4.2, the Bayes filter algorithm
solves it optimally (Thrun et al., 2005) by making use of the Markov property of the
state and the conditional independence of observations and actions. From the Markov
property follows that the last belief bel(st−1) summarizes all information contained in the
history of observations o1:t−1 and actions a1:t−1 that is relevant for predicting the future.
Accordingly, the Bayes filter computes bel(st) recursively from bel(st−1) by incorporating
the new information contained in at and ot. From assuming conditional independence be-
tween actions and observations given the state follows that Bayes filters update the belief
∗We denote vectors, such as states, actions, and observations, in bold to set them apart from scalar
values.
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in two steps: 1) prediction using action at and 2) measurement update using observation
ot.
1) The prediction step is based on the motion model p(st | st−1,at), which defines how
likely the robot enters state st if it performs action at in st−1. Using the motion model,
this step computes the predicted belief bel(st) by summing over all st−1 from which at
could have led to st:
bel(st) =
∫
p(st | st−1,at) bel(st−1) dst−1. (4.1)
2) The measurement update uses the measurement model p(ot | st), which defines the
likelihood of an observation ot given a state st. Using this model and observation ot, this
step updates the belief using Bayes’ rule (with normalization η),
bel(st) = η p(ot | st) bel(st). (4.2)
Any implementation of the Bayes filter algorithm for a continuous state space must
represent a continuous belief—and thereby approximate it. Different approximations
correspond to different Bayes filter implementations, for example Kalman filters, which
represent the belief by a Gaussian, histogram filters, which represent it by a histogram,
or particle filters, which represent the belief by a set of particles (Thrun et al., 2005).
Kalman Filters
Kalman filters represent all distributions—bel(st), p(st | st−1,at), and p(ot | st)—by
Gaussian functions. Thus, the prediction step (Eq. 4.1) becomes the convolution of two
Gaussians, and the measurement update (Eq. 4.1) becomes a product of Gaussians, which
both maintain the belief to be Gaussian.
These Gaussian representations make Kalman filters computationally very efficient and
enable their application to high-dimensional state spaces. But since Gaussians are uni-
modal, Kalman filters cannot estimate multi-modal beliefs, i.e. they cannot simultane-
ously track multiple distinct hypotheses.
The two Bayes filter variants that we discuss next do not have this restriction. These
variants will be explained in greater detail because they form the basis of the differentiable
Bayes filter implementations in this chapter.
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Histogram Filters
Histogram Filters partition the state space into a grid of n cells, s1, s2, . . . , sn, and repre-
sent the belief by a histogram with one value per grid cell bi,t = bel(St = si).
The histogram filter updates this distribution by moving probability mass between these
grid cells and by multiplying each probability based on consistency with the measurement
(followed by normalization). This representation allows histogram filters to represent
distributions with multiple modes, i.e. track multiple distinct hypothesis simultaneously.
The histogram filter implements the prediction step (Eq. 4.1) by moving probability
mass between grid cells based on the motion model and the current action,
∀k : bk,t =
∑
i
p(St = sk | St−1 = si,at) bi,t−1.
The histogram filter implements the measurement update (Eq. 4.2) by multiplying the
probability for each bin with the observation likelihood at the corresponding state:
∀k : b˜k,t = p(ot | St = sk) bk,t,
∀k : bk,t = b˜k,t∑
i b˜i,t
.
Particle Filters
Particle filters approximate the belief with particles (or samples) St = s[1]t , s[2]t , . . . , s[n]t
with weights w[1]t , w[2]t , . . . , w[n]t . The particle filter updates this distribution by moving
particles, changing their weights, and resampling them, which duplicates or removes par-
ticles proportionally to their weight. Resampling makes this Bayes filter implementation
efficient by focusing the belief approximation on the most relevant parts of the state space.
The particle filter implements the prediction step (Eq. 4.1) by moving each particle
stochastically, which is achieved by sampling from a generative motion model,
∀i : s[i]t ∼ p(st | at, s[i]t−1). (4.3)
The particle filter implements the measurement update (Eq. 4.2) by setting the weight
of each particle to the observation likelihood—the probability of the current observation
conditioned on the state represented by the particle,
∀i : w[i]t = p(ot | s[i]t ). (4.4)
The particle set is then resampled by randomly drawing particles s[i]t proportionally to
their weight w[i]t before the filter performs the next iteration of prediction and update.
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4.2.3 End-to-End Learning and Differentiability
If we want to use the Bayes filter structure as a prior and fit the measurement model and
the motion model to data, we can essentially do one of two things: a) learn the models
in isolation to optimize a quality measure of the model or b) learn the models end-to-end,
i.e. train the models as part of the entire system and optimize the end-to-end performance.
In either way, we might want to optimize the models using gradient descent, for example
by computing the gradient of the learning objective with respect to the model parameters
using backpropagation (repeated application of the chain rule). Therefore, the motion
model and the measurement model need to be differentiable regardless of whether we
choose option a) or option b). For b) end-to-end learning, we need to backpropagate
the gradient through the histogram filter algorithm (not to change the algorithm but to
compute how to change the models to improve the algorithm’s output). Therefore, in
addition to the models, the algorithm itself needs to be differentiable.
4.3 Algorithmic Priors
Every information that is contained in the solution to a problem must either be provided
as prior knowledge or learned from data. Different approaches balance these sources of
information differently. In the classic approach to computer science, all required informa-
tion is provided by a human (e.g. in the form of algorithms and models). In the machine
learning approach, only a minimal amount of prior knowledge is provided (in form of a
learning algorithm) while most information is extracted from data. When trading-off how
much and which information should be provided as a prior or extracted from data, we
should consider the entire spectrum rather than limit ourselves to these two end points
(see Fig. 4.3).
In the context of robotics, for example, it is clear that the left end of this spectrum will
not enable intelligent robots, because we cannot foresee and specify every detail for solving
a wide range of tasks in initially unknown environments. Robots need to collect data and
learn from them. But if we go all the way to the right end of the spectrum, we need
large amounts of data, which is very difficult to obtain in robotics where data collection
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is slow and costly. Fortunately, robotic tasks include rich structure that can be used as
prior. Physics, for example, governs the interaction of any robot and its environment and
physics-based priors can substantially improve learning (Scholz et al., 2014; Jonschkowski
and Brock, 2015). But robotic tasks include additional structure that can be exploited.
Every algorithm that has proven successful in robotics implicitly encodes information
about the structure of robotic tasks. We propose to use this robotics-specific information
captured by robotic algorithms and combine it with machine learning to fill in the task-
specific details based on data. By combining such algorithmic priors and machine learning,
we can strike the right balance between generality and data-efficiency.
Algorithms and machine learning can be combined in different ways, using algorithms
either 1) as fixed parts of solutions, 2) as parts of the learning process, or 3) as both.
The first approach learns models in isolation and then uses them in algorithms, e.g. in
robot control based on learned motion models (Nguyen-Tuong and Peters, 2011) (note
that the choice of control algorithm does not influence how the models are learned).
The second approach uses algorithms as teachers to generate training data, which is
used to learn a function that generalizes beyond the capabilities of the teacher algorithm.
Examples include using background subtraction to provide training data for learning
image segmentation (Zeng et al., 2016) and using trajectory optimization to supervise
reinforcement learning methods (Levine and Koltun, 2013).
The third approach—the one that we are focusing on in this chapter—uses the algo-
rithms in both the learning process and the solution. The main advantage of this approach
is that models are optimized for the algorithms that use them (instead of optimizing a
proxy objective such as model accuracy). To achieve this, we need to make the algorithms
differentiable, such that we can compute how changes in the model affect the output of
the algorithm, which allows to train the models end-to-end. This idea has been applied
to different algorithms, e.g. in the form of neural Turing machines (Graves et al., 2014)
and neural programmer-interpreters (Reed and de Freitas, 2015). The following section
gives an overview of similar approaches in robotics.
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4.4 Related Work
There is a surge of recent work that combines algorithmic priors and end-to-end learning
for planning and state estimation with histogram-based and Gaussian belief representa-
tions.
Planning with Known State: Tamar et al. (2016) introduced value iteration net-
works, a differentiable planning algorithm with models that can be optimized for value
iteration. Their key insight is that value iteration in a grid based state space can be rep-
resented by convolutional neural networks. Silver et al. (2017) proposed the predictron,
a differentiable embedding of the TD(λ) algorithm in a learned state space. Okada et al.
(2017) proposed path integral networks, which encode an optimal control algorithm to
learn continuous tasks.
State Estimation (and Planning) with Histograms: After we introduced the
differentiable histogram filter (Jonschkowski and Brock, 2016), Shankar et al. (2016) and
Karkus et al. (2017) combined histogram filters and QMDP planners in a differentiable
network for planning in partially observable environments. Gupta et al. (2017) combined
differentiable mapping and planning in a network architecture for navigation in novel
environments. All of these approaches use convolution to operate on a grid based state
space.
State Estimation with Gaussians: Haarnoja et al. (2016) presented a differentiable
Kalman filter with a Gaussian belief and an end-to-end learnable measurement model
from visual input. Watter et al. (2015) and Karl et al. (2017) learn a latent state space
that facilitates prediction. These approaches use (locally) linear dynamics models and
Gaussian beliefs.
In the following section, we will introduce differentiable histogram filters that operate
on histogram-based belief representations using convolution. This work illustrates the idea
of differentiable Bayes filters with a non-Gaussian belief representation, shows how they
can be learned end-to-end, and demonstrates the feasibility of unsupervised learning with
such methods.
Afterwards, we will build on this work and extend it to particle filters with sample-
based belief representations. Sample-based representations can be advantageous because
they can represent multi-modal distributions (unlike Gaussians) while focusing the com-
putational effort on states of high probability (unlike histograms). But sample-based
representations introduce new challenges for differentiable implementations, e.g. gener-
ating samples from networks, performing density estimation to compute gradients, and
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handling non-differentiable resampling. These are the challenges that we tackle in Sec-
tion 4.6.
4.5 Differentiable Histogram Filters
This section introduces differentiable histogram filters (DHFs), a differentiable implemen-
tation of the histogram filter algorithm that allows both motion model and measurement
model to be learned end-to-end by backpropagation through time (Werbos, 1990). Al-
ternatively, we can view the DHF as a new recurrent neural network architecture that
implements the structure of a histogram filter (see Fig. 4.4) and thereby incorporates the
Bayes filter priors.
4.5.1 Implementation
The remainder of this section describes how histogram filters can be implemented in a
differentiable way and how their models can be learned in isolation or end-to-end. We
will first describe how to represent the belief, then explain the two update steps and the
models involved in them, and finally present different learning objectives that can be used
for optimizing the models.
To comply with the deep learning framework (Goodfellow et al., 2016), we will define
DHFs using vector and matrix operations. We will also introduce additional priors for
computational or data efficiency. For the sake of readability, we assume a one-dimensional
state space here. All formulas can be easily adapted to higher dimensions. We write
specific parameter and model choices in italic to distinguish them from the more generic
description of DHFs.
Belief
The histogram over states is implemented as a vector b of probabilities with one entry
per bin,
bt = [bel(St = 1), bel(St = 2), . . . , bel(St = |S|)].
We can also think of the belief as a neural network layer where the activation of each
unit represents the value of a histogram bin. The belief bt constitutes the output of the
histogram filter at the current step t and an input at the next step t + 1—together with
an action at and an observation ot+1 (see Fig. 4.4).
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Prediction
The most direct implementation of the prediction step (which we replace shortly) de-
fines a learnable function f for the motion model, f : st, st−1, at−1 7→ p(st | st−1, at−1),
and employs f in the prediction step (Eq. 4.1). The equation can be vectorized for
computational efficiency by defining an |S| × |S| action-parameterized matrix F (a) with
Fi,j(a) = f(i, j, a), such that bt = F (at−1)bt−1.
However, this approach is computationally expensive because it requires |S|2 evaluations
of f for a single prediction step. We can make this computation more efficient, if we assume
robot motion to be local and invariant across the state space, i.e.
p(st | st−1, at−1) = p(∆st | at−1),
∀t|∆st| ≤ k,
where ∆st = st − st−1 and k is the maximum state change. Accordingly, we define a new
learnable function for the motion model, g : ∆st, at−1 7→ p(∆st | at−1) and use g instead
of f . For vectorization, we define a (2k + 1)-dimensional vector g(a), whose elements
gi(a) = g(i−k−1, a) represent the probabilities of all positive and negative state changes
up to k. We can now reformulate the prediction step (Eq. 4.1) as a convolution (∗),
bt = bt−1 ∗ g(at−1),
where the belief bt−1 is convolved with the motion kernel g(at−1) for action at−1 (see
Fig. 4.4).
Motion Model: The learnable motion model g can be implemented as any feedforward
network that maps ∆s and a to a probability. The prior that g(a) represents a probability
mass function, i.e. that the elements of g(a) should be positive and sum to one, can be
enforced using the softmax nonlinearity on the vector of unnormalized network outputs
g˜(a), such that gi(a) = eg˜i(a)∑
j e
g˜j(a)
.
Another useful prior for g is smoothness with respect to ∆s and a, i.e. that similar
combinations of ∆s and a lead to similar probabilities. This smoothness is the reason
why (for standard feedforward networks), we should use ∆s as an input rather than as
index for different output dimensions. With additional knowledge about robot motion,
we can replace smoothness by a stronger prior.
For the experiments in this chapter, we assumed linear motion with zero mean Gaussian
noise, and therefore defined the motion model with only two learnable parameters α and
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σ and the obligatory normalization,
g˜(∆s, a) = e−
(∆s−αa)2
σ2
g(∆s, a) =
g˜(∆s, a)∑k
j=−k g˜(j, a)
.
Measurement Update
Analogously to the motion model in the prediction step, we define a learnable function h
that represents the measurement model for the measurement update, h : st, ot 7→ p(ot | st).
To vectorize the update equation (Eq. 4.2), we define a vector h(o) with elements hi(o) =
h(i, o), such that the measurement update corresponds to element-wise multiplication (⊙)
with this vector,
b˜t = h(o)⊙ bt,
followed by a normalization, bt = b˜t∑
j b˜t,j
(see Fig. 4.4).
Measurement Model: The learnable function h that represents the measurement
model can again be implemented by any feedforward network. Since h corresponds to
p(ot | st)—a probability distribution over observations—it needs to be normalized across
observations, not across states. To realize the correct normalization, we need to compute
the unnormalized likelihood vector h˜(o) for every observation o and compute the softmax
over the corresponding scalars in different vectors rather than over the scalars of the
same vector: h(o) = eh˜(o)∑
o′ eh˜(o
′) . If the observations are continuous instead of discrete, this
summation must be approximated using sampled observations.
For the experiments in this chapter, we represented h by a network with three hidden
layers of 32 rectified linear units (Nair and Hinton, 2010), followed by a linear function
and a normalization as described above. Using the observation and state as input rather
than output dimensions again incorporates the smoothness prior on these quantities.
Learning
We can learn the motion model g and the measurement model h using different learning
objectives based on different sequences of data. We will first look at a number of super-
vised learning objectives that require o1:T , a1:T , s1:T , and sometimes x1:T—the underlying
continuous state. Then, we will describe unsupervised learning that only needs o1:T and
a1:T .
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PredictionMeasurement
update
Observation
Belief over states
Action
Figure 4.4: Differentiable histogram filter. Motion model (purple) and measurement model (green) are
learned; the algorithmic structure is given (∗ : convolution, ⊙ : element-wise multiplication).
Supervised Learning in Isolation: Both models can be learned in isolation by
optimizing an objective function, e.g. the cross-entropy between experienced state change
/ observation and the corresponding outputs of g and h,
Lg = − 1
T − 1
T∑
t=2
e(∆st−k−1) log(g(at−1)),
Lh = − 1
T
T∑
t=1
e(ot) log(h(ot)),
where e(i) denotes a standard basis vector with all zeros except for a one at position i,
that is the position that represents the experienced state change or observation.
Supervised End-To-End Learning: Due to our differentiable implementation, the
models can also be learned end-to-end using backpropagation through time (Werbos,
1990), which we apply on several overlapping subsequences of length C (in our exper-
iments, C = 32). In the corresponding learning objectives, we compare the belief at the
final time step of this subsequence with the true state. If we want to optimize the accuracy
of the filter with respect to its discrete states, we can again use a cross-entropy loss,
Lacc. = − 1
T − C
T∑
t=C+1
e(st) log(b
(t−C:t)
t ),
where b(t−C:t)t denotes the final belief at time step t when the histogram filter is applied
on the subsequence that spans steps t−C to t. Alternatively, we might want to optimize
other objectives, e.g. the mean square error with respect to the underlying continuous
66
4.5. Differentiable Histogram Filters
(a) Hallway localization task (b) Drone localization task
Figure 4.5: Randomly sampled environments per task. Motion and measurement models are unknown.
state,
Lmse = − 1
T − C
T∑
t=C+1
(xt − xb(t−C:t)t )2,
where x denotes a vector of the continuous values to which the discrete states correspond,
such that xb(t−C:t)t is the weighted average of these values according to the final belief in
this subsequence.
Unsupervised End-To-End Learning: By exploiting the structure of the histogram
filter algorithm and the differentiability, we can even train the models without any state
labels by predicting future observations, but later use the models for state estimation.
Similarly to supervised end-to-end learning, we apply the filter on different subsequences
of length C, but then we follow this with D steps without performing the measurement
update (in our experiments, D = 32). Instead, we use the measurement model to predict
the observations. Pred(ot) =
∑
st
p(ot | st)Bel(st) = h(ot)bt. To predict the probabilities
for all observations, we define a matrixH with elements Hi,j = h(i, j), using h as defined
in Section 4.6.1. Putting everything together, we get the following loss for unsupervised
end-to-end learning.
Lunsup. = − 1
(T − C)D
T∑
t=C+1
D∑
d=1
e(ot+d) log(H⊤b
(t−C:t+d)
t+d ),
where the outer sum iterates over different subsequences and the inner sum iterates over
predicted observations for a number of future steps.
4.5.2 Experiments and Results
To test DHFs, we consider the problem of learning to estimate the robot’s state in unknown
environments with partial observations. In this problem, we compare standard histogram
filters for which the models are learned in isolation (HF), differentiable histogram fil-
ters (DHFs), and two-layer long-short-term memory networks (LSTMs, Hochreiter and
Schmidhuber, 1997). The models of the HFs are learned by optimizing the loss functions
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Lg and Lh presented in the previous section. For the DHFs and LSTMs, we compare
end-to-end learning using Lacc., Lmse, and Lunsup..
Our results show that 1) the algorithmic priors in HFs and DHFs increase data efficiency
for learning localization compared to generic LSTMs, 2) end-to-end learning improves the
performance of DHFs compared to HFs, and 3) DHFs are able to learn state estimation
without state labels.
Experiment: Learning State Estimation in Unknown Environments
Before analyzing the results, we will briefly describe the problem setting in more detail.
We are focusing on partially observable localization tasks: a robot moves through an
environment by performing actions and receives partial observations, such that it needs to
filter this information over time to estimate its state, i.e. its position. In our experiments,
the robot does not know the environment beforehand and thus has to learn from data
how to recursively estimate its state.
We performed experiments in two continuous localization tasks: a) a hallway localiza-
tion task (Thrun et al., 2005) and b) a drone localization task (see Fig. 4.5). The tasks
are similar in that they have continuous actions and binary observations (door/wall and
purple/white tile), both of which are subject to 10% random error. The tasks differ in
the dimensionality of the continuous state. In the hallway task, the robot only needs to
estimate a one-dimensional state (its position along the hallway), which for all methods is
discretized into 100 states. The drone localization task has a two-dimensional state, which
is discretized into 50 bins per dimension resulting in 2500 bins in total. In both tasks, the
motion and the measurement models are unknown and localization needs to be learned
from data, i.e. a sequence of observations, actions, and—in the supervised setting—states
produced by the robot moving randomly through the environment.
Result: Improved Data-Efficiency
Hallway task: We performed multiple experiments in the hallway localization task with
different amounts of training data. The learning curves with respect to mean squared
error for supervised learning show large differences in data efficiency (see solid lines in
Fig. 4.6a): DHFs require substantially less training samples than LSTMs to achieve good
performance (2000 rather than > 8000). HFs are even more data-efficient but quickly
stop improving with additional data.
Drone task: For the drone localization task, we performed an experiment using 4000
training steps (see Table 4.1). Our results show that this data is sufficient for the DHF
(but not for the LSTM) to achieve good performance. Our method only required a similar
amount of data as for the 1D hallway task, even though the histogram size had increased
from 100 to 2500 bins.
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(a) (b) (c)
Figure 4.6: Hallway task, learning curves for different metrics: (a) mean squared error of estimating the
continuous state—lower is better, (b) accuracy of estimation the discrete state—higher is better, (c) accuracy
of predicting the next 32 observations—higher is better. The legend specifies both the architecture and the
learning objective. Lines show means, shaded surfaces show standard errors. The dashed line highlights
unsupervised learning (no state labels). LSTMs trained for state estimation cannot predict observations and
therefore are not included in (c).
Table 4.1: Drone task: test performance of different methods with 4000 training samples
Method MSE (state) Acc. (state) Acc. (obs.)
HF 0.22 0.05 0.81
DHF (unsup.) 0.22 0.03 0.81
DHF (acc.) 0.39 0.17 0.40
DHF (mse) 0.16 0.08 0.66
LSTM (acc.) 3.03 0.03 –
LSTM (mse) 0.50 0.06 –
Discussion: The priors encoded in the DHF improve data efficiency because any
information contained in these priors does not need to be extracted from data. This
leads to better generalization, e.g. the ability to robustly and accurately track multiple
hypotheses (see Fig.4.7).
Note on computational limits: The size of the histogram is exponential in the
number of state dimensions. A comparison between the 1D and the 2D task suggests
that data might not be the bottleneck for applying the method to higher dimensional
problems, since the data requirements were similar. However, the increased histogram
size directly translates into longer training times, such that computation quickly becomes
the bottleneck for scaling this method to higher-dimensional problems. Addressing this
problem requires to change the belief representation, e.g. to particles, which we will do in
the last part of this chapter.
Result: Optimization of End-to-End Performance
Hallway task: While HFs excel with very few data, DHFs surpass them if more than
2000 training samples are available (see gray and yellow lines in Fig. 4.6a). For the mean
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squared error metric, the best method is the DHF with a mean squared error objective
(yellow line). However, if we care about a different metric, e.g. accuracy of estimating
the discrete state, the methods rank differently (see Fig. 4.6b). The best method for the
previous metric (yellow line) is outperformed by HFs (gray line) and even more so by
DHFs that are optimized for accuracy (teal line). For yet another metric, i.e. accuracy of
predicting future observations, HFs outperform both other approaches but are equal to
DHFs optimized for predicting future observations (see Fig. 4.6c).
Drone task: The results of the drone localization task show the same pattern (see
Table 4.1). The best method for every metric is the DHF that optimizes this metric.
Discussion: DHFs perform better than HFs because they optimize the models for the
filtering process (with respect to the metric they were trained for) rather than optimizing
model accuracy. This can be advantageous because “inaccurate” models can improve end-
to-end performance. Compare the measurement model learned in isolation (HF) to the
models learned end-to-end (DHF) in Fig. 4.7a (the correct model would have probabilities
0.9 in door states and probabilities 0.1 in non-door states due to 10% measurement error).
Result: Enabling Unsupervised Learning
Hallway and drone tasks: In both tasks, unsupervised DHFs were similar to HFs and
better than all other methods for predicting future observations. Interestingly, they also
had comparatively low mean squared error for state estimation even though they had
never seen any state labels (see dashed green line in Fig. 4.6 and second line in Table 4.1).
In fact, the qualitative results for both tasks show a remarkable similarity between the
learned models and the estimated belief between HFs and unsupervised DHFs (compare
HF and DHF (unsup.) in Fig. 4.7 and Fig. 4.8).
Discussion: DHFs can learn state estimation purely based on observations and actions.
By predicting future observations using the structure of the histogram filter algorithm,
the method discovers a state representation that works well with this algorithm, which
is surprisingly close to the “correct” models learned by HFs, although no state labels are
used.
4.5.3 Limitations
Differentiable histogram filters present a proof-of-concept but they are not practical for
most robotic tasks.
The main limitations of DHFs are: 1) computation scales exponentially with the number
of dimensions due to the state space discretization; 2) formulating the prediction step using
convolution requires state-invariant motion; 3) the normalization in the measurement
model relies on discrete observations.
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(a) Learned measurement models
(b) Belief over time during a test run. Black dots mark the true
trajectory.
Figure 4.7: Hallway navigation task: (a) learned measurement models for one environment (D=door state)
and (b) belief evolution for a single test run in this environment. All methods used 4000 training samples.
Figure 4.8: Drone localization task: belief evolution during a single test run for different methods. Black
dots/lines show the true position/trajectory of the drone. All methods used 4000 training samples.
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Figure 4.9: DPF overview. Models in prediction and measurement update can be learned end-to-end. Boxes
represent models and color indicates that they can be learned.
In the next section, we will demonstrate how all of these limitations can be overcome,
by extending the histogram filter to a particle filter: 1) the state space does not need to be
discretized but the particles focus computation at states of high belief; 2) the prediction
step with particles allows state dependent motion models; 3) omitting the normalization
in the measurement model still results in successful state estimation, which removes the
requirement for discrete observations.
4.6 Differentiable Particle Filters
This section introduces the differentiable particle filter (DPF), an end-to-end differentiable
implementation of the particle filter with learnable motion and measurement models. We
can also view DPFs as a new recurrent network architecture that encodes the algorithmic
prior from particle filters in the network structure (see Fig. 4.9).
To extend the histogram filter to a particle filter, we need to replace the belief histogram
with a set of particles. We represent each particle as a vector that describes the particle
location in state space and its weight. The belief is then represented by a vector of particles.
The measurement update computes the particle weights similarly to the measurement
update in the histogram filter. The prediction step does not perform convolution, but
moves particles (updates their location in state space) by sampling from a probabilistic
motion model. After each time step, particles are resampled according to their weight.
The particle set is initialized by proposing particles based on the current observation.
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Figure 4.10: Computing the gradient for end-to-end learning requires density estimation from the predicted
particles (gray circles, darkness corresponds to particle weight). After converting the particles into a mixture
of Gaussians (blue), we can compute the belief at the true state (orange bar at red x) and maximize it.
4.6.1 Implementation
This section describes our DPF implementation. Our source code, which is based on
TensorFlow (Abadi et al., 2015) and Sonnet (DeepMind, 2017), is available at:
https://github.com/tu-rbo/differentiable-particle-filters
Belief
DPFs represent the belief at time t by a set of weighted particles, bel(st) = (St,wt), where
S ∈ Rn×d describes n particles in d-dimensional state space with weights w ∈ Rn. At
every time step, DPFs update the previous belief bel(st−1) with action at and observation
ot to get bel(st) (see Fig. 4.9).
Prediction
The prediction step moves each particle by sampling from a probabilistic motion model
(Eq. 4.3). We implement this step by splitting the motion model into an action sampler f ,
which creates a noisy action aˆ[i] per particle, and a dynamics model g, which moves each
particle i according to aˆ[i].
aˆ
[i]
t = at + fθ(at, ϵ
[i] ∼ N ), (4.5)
s
[i]
t = s
[i]
t−1 + g(s
[i]
t−1, aˆ
[i]
t ), (4.6)
where fθ is a feedforward network, θ are all parameters of the DPF, and ϵ[i] ∈ Rd is a noise
vector drawn from a standard normal distribution. Using a noise vector as input to learn a
generative model via backpropagation is known as the reparameterization trick (Kingma
and Welling, 2013). Here, this trick enables fθ to learn to sample from action-dependent
motion noise. The resulting noisy actions are fed into g, which simulates how these actions
change the state. If we know the underlying dynamics model we can directly implement
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its equations in g, which we do for our experiments. Alternatively, we could replace g by
a feedforward network gθ and learn the dynamics from data (see Table 4.2).
Measurement Update
The measurement update uses the observation to compute particle weights (Eq. 4.4).
DPFs implement this update and additionally use the observation to propose new parti-
cles (see Fig. 4.9). The DPF measurement model consists of three components: a shared
observation encoder h, which encodes an observation ot into a vector et, a particle pro-
poser k, which generates new particles, and an observation likelihood estimator l, which
weights each particle based on the observation.
et = hθ(ot), (4.7)
s
[i]
t = kθ(et, δ
[i] ∼ B), (4.8)
w
[i]
t = lθ(et, s
[i]
t ), (4.9)
where hθ, kθ, and lθ are feedforward networks based on parameters θ; The input δ[i] is
a dropout vector sampled from a Bernoulli distribution. Here, dropout is not used for
regularization but as a source of randomness for sampling different particles from the
same encoding et (see Table 4.2).
Particle Proposal and Resampling
DPFs combine two processes that generate particles: the first one proposes particles
from the current observation (as described above) and the second one resamples existing
particles based on their weight. During filtering, DPFs move gradually from the first
process, which generates possible hypotheses, to the second, which tracks and weeds out
these hypotheses. The ratio of proposed particles follows an exponential function, in our
case 0.7t with t=0 at the beginning of the filtering process.
DPFs implement resampling by stochastic universal sampling (Baker, 1987). Since re-
sampling is not differentiable, it stops the gradient such that end-to-end learning can only
optimize the models to improve the current output, neglecting how these changes might
affect the output in future time steps. This limitation is not problematic for supervised
learning because predicting the correct Markov state is the right objective at every time
step. Unsupervised learning on the other hand will probably require backpropagation
through multiple time steps—which is an important topic in future work.
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Table 4.2: Feedforward networks for learnable DPF models
fθ: 2 x fc(32, relu), fc(3) + mean centering across particles
gθ: 3 x fc(128, relu), fc(3) + scaled by Et[abs(st − st−1)]
hθ: conv(3x3, 16, stride 2, relu), conv(3x3, 32, stride 2, relu), conv(3x3, 64, stride 2,
relu), dropout(keep 0.3), fc(128, relu)
kθ: fc(128, relu), dropout*(keep 0.15), 3 x fc(128, relu), fc(4, tanh)
lθ: 2 x fc(128, relu), fc(1, sigmoid scaled to range [0.004, 1.0])
fc: fully connected, conv: convolution, *: applied at training and test time
Supervised Learning
DPF models can be learned from sequences of supervised data o1:T , a1:T , s∗1:T using
maximum likelihood estimation, where we want to maximize the belief at the true state
bel(s∗t ). To estimate the probability density at s∗t from a set of particles, we treat each
particle as a Gaussian in a mixture model with weights wt (see Fig. 4.10). For a sensible
metric across state dimensions, we scale each dimension by dividing by the average step
size Et[abs(s∗t−s∗t−1)]. This density estimation enables individual and end-to-end learning.
Individual Learning of the Motion Model: We optimize the motion model in-
dividually to match the observed motion noise by sampling states s[i]t from s∗t−1 and at
using Eq. 4.5-4.6 and maximizing the data likelihood as described above, θ∗f = argminθf−
log p(s∗t | s∗t−1,at;θf ). If the dynamics model g is unknown, we train gθ by minimizing
mean squared error between g(s∗t−1,at) and s∗t − s∗t−1.
Individual Learning of the Measurement Model: The particle proposer kθ is
trained analogously to the motion model by sampling s[i]t from ot using Eq. 4.7-4.8 and
maximizing the Gaussian mixture at the true state s∗t .
We train the observation likelihood estimator lθ (and hθ) by maximizing the like-
lihood of observations in their state and minimizing their likelihood in other states,
θ∗h,l = argminθh,l − log(Et[lθ(hθ(ot), s∗t )])− log(1− Et1,t2 [lθ(hθ(ot1), s∗t2)]).
End-To-End Learning: For end-to-end learning, we apply DPFs on overlapping sub-
sequences and maximize the belief at all true states along the sequence as described above,
θ∗ = argminθ − logEt[bel(s∗t ;θ)].
4.6.2 Experiments and Results
We evaluated DPFs in two state estimation problems in robotics: global localization and
visual odometry. We tested global localization in simulated 3D mazes based on vision
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and odometry. We focused on this task because it requires simultaneously considering
multiple hypotheses, which is the main advantage of particle filters over Kalman filters.
Here, we evaluated two things: a) the effect of end-to-end learning compared to individual
learning and b) the influence of algorithmic priors encoded in DPFs by comparing to
generic LSTMs. To show the versatility of DPFs and to compare to published results
with backprop Kalman filters (BKFs, Haarnoja et al., 2016), we also apply DPFs to the
KITTI visual odometry task (Geiger et al., 2013). The goal is to track the position and
orientation of a driving car based on a first-person-view video. In both tasks, DPFs use
the known dynamics model g but do not assume any knowledge about the map of the
environment and learn the measurement model entirely from data.
Our global localization results show that 1) algorithmic priors enable explainability,
2) end-to-end learning improves performance but sequencing individual and end-to-end
learning is even more powerful, 3) algorithmic priors in DPFs improve performance com-
pared to LSTMs reducing the error by 70-80%, and 4) algorithmic priors lead to policy
invariance: While the LSTM baseline learns localization in a way that stops working when
the robot behaves differently (∼84% error rate), localization with the DPF remains useful
with different policies (∼15% error rate).
In the visual odometry task, DPFs perform as well as BKFs even though the task exactly
fits the capabilities and limitations of Kalman filters—tracking a unimodal belief from a
known initial state. This result demonstrates the versatility of DPFs because the task
differs from the first one in a number of properties: higher frequency, longer sequences
and a 5D state instead of a 3D state. The result also shows that DPFs work on real data
and are able to learn measurement models that work for visually diverse observations
based on less than 40 minutes of video.
Experiment: Learning Global Localization
In this global localization task, we want to estimate the position and orientation of a
robot based on visual input. For this purpose, we took the navigation environments from
DeepMind Lab (Beattie et al., 2016) and removed all objects and unique wall textures to
ensure partial observability. We then collected data by letting the simulated robot wander
through the maze (see Fig. 4.11). The robot followed a hand-coded policy that moves in
directions with high depth values from RGB-D input and performs 10% random actions.
For each maze, we collected 1000 trajectories of 100 steps with one step per second for
training and testing. As input for localization, we only used RGB images and odometry
and added random disturbances to make the task more realistic. For the observations, we
randomly cropped the rendered 32×32 RGB images to 24×24 and added Gaussian noise
with σ = 20 (see Fig. 4.11d-f). As actions, we used odometry information that corresponds
to the change in position and orientation since the last time step in the robot’s local frame.
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(a) Maze 1 (10x5)
(b) Maze 2 (15x9)
(c) Maze 3 (20x13)
(d) Maze 1 observations (e) Maze 2 observations (f) Maze 3 observations
Figure 4.11: Three maze environments. Red lines show example trajectories of length 100. Blue circles show
the first five steps, of which the observations are depicted below.
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Figure 4.12: Learned motion model. (a) shows predictions (cyan) of the state (red) from the previous state
(black). (b) compares prediction uncertainty in x to true odometry noise (dotted line).
We corrupted the actions with multiplicative Gaussian noise with σ = 0.1. All methods
were optimized on short trajectories of length 20 with Adam (Kingma and Ba, 2014) and
regularized using dropout (Srivastava et al., 2014) and early stopping. We will now look
at the results in this task.
Result: Algorithmic Priors Enable Explainability
Due to the algorithmic priors in DPFs, the models remain interpretable even after end-to-
end learning. We can therefore examine a) the motion model, b) the measurement model,
and c) their interplay during filtering. Unless indicated otherwise, all models were first
learned individually and then end-to-end.
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(a) Obs.
(b) Particle proposer (c) Obs. likelihood estimator
(d) Obs.
(e) Particle proposer (f) Obs. likelihood estimator
(g) Obs.
(h) Particle proposer (i) Obs. likelihood estimator
Figure 4.13: Learned measurement model. Observations, corresponding model output, and true state (red).
To remove clutter, the observation likelihood only shows above average states.
Motion Model: Fig. 4.12a shows subsequent robot poses together with predictions
from the motion model. These examples show that the model has learned to spread the
particles proportionally to the amount of movement, assigning higher uncertainty to larger
steps. But how does this behavior depend on whether the model was learned individually
or end-to-end?
Fig. 4.12b compares the average prediction uncertainty using models from different
learning schemes. The results show that individual learning leads to the “correct” model
that exactly describes the odometry noise (compare the red and the dotted black line).
End-to-end learning, on the other hand, generates models that overestimate the noise
(green and orange lines), which matches the insights of experts in state estimation who
report that “many of the models that have proven most successful in practical applications
vastly overestimate the amount of uncertainty” (Thrun et al., 2005, p. 118).
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Particle weight
Figure 4.14: Global localization with DPFs. One plot per time step of a test trajectory: true state (red),
1000 particles (proposed particles have weight 0.001). Last plot: the weighted particle mean (green) matches
the true state after the first few steps.
Measurement Model Fig. 4.13 shows three example observations and the correspond-
ing outputs of the measurement model: proposed particles and weights depending on par-
ticle position. Note how the model predicts particles and estimates high weights at the
true state and other states in locally symmetric parts of the maze. We can also see that
the data distribution shapes the learned models, e.g. by focusing on dead ends for the
second observation, which is where the robot following the hand-coded policy will look
straight at a wall before turning around. Similar to motion models, end-to-end learned
measurement models are not accurate but effective for end-to-end state estimation, as we
will see next.
Model Interplay: Figure 4.14 shows how the models work together in the DPF.
During the first five steps, the filter mainly proposes new particles and only slowly shifts
to resampling according of the particle weights. After this initialization, the filter reduces
the number of main hypotheses to three in step seven and to one in step ten. In the
remaining steps, the filter tracks the state by moving and spreading the particles according
to the motion model and by refocusing the belief based on observation likelihood.
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(d) Maze 1 (10x5), relative to
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(e) Maze 2 (15x9), relative to
LSTM
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(f) Maze 3 (20x13), relative to
LSTM
Figure 4.15: Learning curves in all mazes (a-c), also relative to LSTM baseline (d-f). ind: individual learning,
e2e: end-to-end learning. Shaded areas denote standard errors.
Result: End-to-End Learning Improves Performance
To quantify the effect of end-to-end learning on state estimation performance, we com-
pared three different learning schemes for DPFs: individual learning of each model (ind),
end-to-end learning (e2e), and both in sequence (ind+e2e). We evaluated the perfor-
mance in all three mazes and varied the amount of training trajectories along a logarithmic
scale from 32 to 1000. We measured localization performance by error rate, where we con-
sider a prediction erroneous if the distance to the true state, divided by Et[abs(st−st−1)],
is greater than 1.
The resulting learning curves in Fig. 4.15a-c show that end-to-end learned DPFs (or-
ange line) consistently outperform individually trained DPFs (red line) across all mazes.
Individual training is worst with few training trajectories (less than 64) but also plateaus
with more data (more than 125 trajectories). In both cases, the problem is that the mod-
els are not optimized for state estimation performance. With few data, the training does
not take into account how the unavoidable model errors will affect filtering performance.
With lots of data, the models will work according to the individual learning objectives but
those might not be aligned optimally with the end-to-end filtering objective. End-to-end
learning consistently leads to improved performance for the same reasons.
Performance improves even more when we sequence individual and end-to-end learning
(green line in Fig. 4.15a-c). Individual pretraining helps because it incorporates additional
information about the function of each model into the learning process, while end-to-end
learning incorporates information about how these models affect end-to-end performance.
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Naturally, it is beneficial to combine both sources of information.
Result: Algorithmic Priors Improve Performance
To measure the effect of the algorithmic priors encoded in DPFs, we compare them with
a generic neural network baseline that replaces the filtering loop with a two-layer long-
short-term memory network (LSTMs, Hochreiter and Schmidhuber, 1997). The baseline
architecture is kept as similar as possible to the DPF architecture—the same structure as
hθ followed by 2 x lstm(512), 2 x fc(256, relu), and fc(3)—and is trained end-to-end to
minimize mean squared error.
The comparison between DPF (ind+e2e) and the LSTM baseline (blue) in Fig. 4.15a-c
shows that the error rate of DPF (ind+e2e) is lower than for LSTM for all mazes and all
amounts of training data. Also in all mazes, DPF (ind+e2e) achieve the final performance
of LSTM already with 125 trajectories, 1
8
of the full training set.
We performed a small ablation study in maze 2 to quantify the effect the known dynam-
ics model on this performance. When the dynamics model is learned, the final error rate
for DPFs increases from 1.6% to 2.7% compared to 6.0% error rate for LSTMs. This shows
that knowing the dynamics model is helpful but not essential for DPF’s performance.
To visualize the performance relative to the LSTM baseline in more detail, we divided
all learning curves by performance of the baseline (see Fig. 4.15d-f). Since DPFs include
additional prior knowledge compared to LSTMs, we might expect them to have higher
bias and lower variance. Therefore, we would expect DPFs relative error to be lowest
with small amounts of data and highest with large amounts of data (the green curves
in Fig. 4.15d-f should go up steadily from left to right until they cross the blue lines).
Surprisingly, these curves show a different trend: DPFs relative performance to LSTMs
improves with more data and converges to about 1
10
to 1
3
of the error rate. There could
be a slight upwards trend in the end, but on a logarithmic data axis it would take a
tremendous amount of data to close the gap. This result suggests that the priors from the
Bayes filter algorithm reduce variance without adding bias—that these algorithmic priors
capture some true structure about the problem, which data does not help to improve upon.
Result: Algorithmic Priors Lead to Policy Invariance
To be useful for different tasks, localization must be policy-invariant. At the same time,
the robot must follow some policy to gather training data, which will inevitably affect the
data distribution, add unwanted correlations between states and actions, etc.
We investigated how much the different methods overfit to these correlations by chang-
ing the policy between training and test, using two policies A and B. Policy A refers to
the heuristic exploration policy that we used for all experiments above (see Section 4.6.2).
Policy B uses the true pose of the robot, randomly generates a goal cell in the maze,
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Figure 4.16: Generalization between policies in maze 2. A: heuristic exploration policy, B: shortest path
policy. Methods were trained using 1000 trajectories from A, B, or an equal mix of A and B, and then tested
with policy A or B.
computes the shortest path to the goal, and follows this path from cell to cell using a
simple controller mixed with 10% random actions.
The results in Fig. 4.16 show that all methods have low error rates when tested on their
training policy (although DPFs improve over LSTMs even more on policy B). But when
we use different policies for training and test, LSTM’s error rate jumps to over 80%, while
DPF (ind+e2e) still works in most cases (5% and 26% error rate).
The LSTM baseline is not able to generalize to new policies because it does not discrim-
inate between actions and observations and fits to any information that improves state
estimation. If the training data includes correlations between states and actions (e.g. be-
cause the robot moves faster in a long hallway than in a small room), then the LSTM
learns this correlation. Put differently, the LSTM learns to infer the state from the action
chosen by the policy. The problem is that this inference fails if the policy changes. The
algorithmic priors in DPFs prevent them from overfitting to such correlations between
states and actions because DPFs cannot directly infer states from actions.
DPFs generalize better from A to B than from B to A. Since generalization from B to
A is equally difficult for DPFs with individually learned models, the error increase cannot
come from overfitting to correlations in the data through end-to-end learning, but is most
likely because the states visited by policy A cover those visited by policy B but not vice
versa.
The alternative approach to encoding policy invariance as a prior is to learn it by adding
this variance to the data. Our results show that if we train on combined training data from
both policies (A+B), all methods perform well in tests with either policy. This approach
in the spirit of domain randomization and data augmentation helps DPFs because it
covers the union of the visited states and (additionally) helps the LSTMs by including
state-action correlations from both policies. But to make the LSTM localization truly
policy invariant such that it would work with any new policy C, the training data has
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(a) Visual input (image and difference image) at time steps
100, 200, and 300 (indicated in (b) by black circles)
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(b) Trajectory 9; starts at (0,0)
Figure 4.17: Visual odometry with DPFs. Example test trajectory
to cover the space of all policies in an unbiased way, which is difficult for any interesting
problem.
Experiment: Learning Visual Odometry
To validate our simulation results on real data, we applied DPFs on the KITTI visual
odometry data set, which consists of data from eleven trajectories of a real car driving in
an urban area for a total of 40 minutes. The data set includes RGB stereo camera images
as well as the ground truth position and orientation of the car in an interval of ∼0.1
seconds. The main challenge of this task is to generalize in a way that works across highly
diverse observations because the method is being tested on a road that it has never seen
during training. Since the the car drives on different roads in every trajectory, it is not
possible to extract global information about the car’s position from the images. Instead,
we need to estimate the car’s translational and angular velocity from the stream of images
and integrate this information over time to track the car’s position and orientation.
We tackle this problem with a DPF in a five dimensional state space, which consists of
the position, orientation, forward velocity and angular velocity. DPFs learn to perform
visual odometry from a known initial state using a simple first-order dynamics model g and
a learnable action sampler fθ. Since there is no information about the action of the driver,
the action sampler produces zero mean motion noise on the velocity dimensions, which is
then evaluated with the measurement model. To keep the comparison as fair as possible,
we used the same network architecture for the observation encoder hθ that was used in the
backprop Kalman filter paper (Haarnoja et al., 2016), which takes as input the current
image and the difference image to the last frame (see Fig. 4.17). Our observation likelihood
estimator lθ weights particles based on their velocity dimensions and the encoding hθ(ot).
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Table 4.3: KITTI visual odometry results
Test 100 Test 100/200/400/800
Translational error (m/m)
BKF* 0.2062 0.1804
DPF (ind) 0.1901 ± 0.0229 0.2246 ± 0.0371
DPF (e2e) 0.1467 ± 0.0149 0.1748 ± 0.0468
DPF (ind+e2e) 0.1559 ± 0.0280 0.1666 ± 0.0379
Rotational error (deg/m)
BKF* 0.0801 0.0556
DPF (ind) 0.1074 ± 0.0199 0.0806 ± 0.0153
DPF (e2e) 0.0645 ± 0.0086 0.0524 ± 0.0068
DPF (ind+e2e) 0.0499 ± 0.0082 0.0409 ± 0.0060
Means ± standard errors; * results from Haarnoja et al. (2016)
Since, the initial state is known, we do not use a particle proposer. We train the DPF
individually and end-to-end, only using the velocity dimensions for maximum likelihood
estimation.
We evaluated the performance following the same procedure as in the BKF paper. We
used eleven-fold cross validation where we picked one trajectory for testing and used the
rest for training, for which we used subsequences of length 50. We evaluated the trained
model on the test trajectory by computing the average error over all subsequences of 100
time steps and all subsequences of 100, 200, 400, and 800 time steps.
Result: Sample-Based Representations Outperform Gaussians
Table 4.3 compares our results to those published for BKFs (Haarnoja et al., 2016). We can
see that DPFs outperform BKFs, in particular for short sequences where they reduce the
error by ∼30%. Any improvement over BKFs in this task is surprising because Gaussian
beliefs seem sufficient to capture uncertainty in this task. The improvement could come
from the fact that DPFs sample-based distributions can represent long tailed probabilities
for the motion noise and the belief. These results demonstrate that DPFs generalize to
different tasks and can be successfully applied to real data.
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4.7 Conclusion
4.7.1 Summary
We proposed to combine prior knowledge captured in algorithms with end-to-end learning
by making the algorithm differentiable and such that their parameters can be learned in a
way that optimizes the algorithm’s performance. We demonstrated the feasibility of this
idea in the context of state estimation in robotics by introducing differentiable histogram
filters and differentiable particle filters.
Our experiments show substantial advantages of combining end-to-end learning with
algorithmic priors. End-to-end learning optimizes models for performance while algorith-
mic priors enable explainability and regularize learning, which improves data-efficiency
and generalization. Our results also demonstrate that this combination can enable unsu-
pervised learning.
I believe that using algorithms as algorithmic priors will improve generalization of end-
to-end learned systems and make them more applicable for robotics. The components of
our DHF and DPF implementations, such as prediction by convolution, sample generation,
and density estimation, will be useful for producing differentiable versions of other grid-
and sampling-based algorithms.
4.7.2 Alternatives to End-to-End Learning
In this chapter, we used prior knowledge to restrict the hypothesis space and combined it
end-to-end learning objectives. End-to-end learning is powerful because it optimizes the
performance of the entire system rather than the performance of individual components.
But the success of this approach hinges on the availability of labeled data that we can
use for end-to-end learning.
In many cases, labels are not available because it is difficult to measure the true state of
a system, because it is unrealistic that robots learning autonomously would have access
to that information, or because we do not even know which state representation best
facilitates solving a given problem.
Without labels for perception, we use end-to-end learning to optimize perception as
part of the larger system that describes behavior “from pixels to torques”. The problem
of this approach is again one of regularization. To prevent overfitting of such a complex
system, we need to incorporate additional prior knowledge.
The overfitting problem is amplified if we assume that robot will mostly not learn from
labeled examples that specify the torques it should apply for a given situation. For robots
that mostly learn from unlabeled data and sparse reward signals, end-to-end learning
objectives do not provide sufficient feedback to optimize the learnable parameters in a
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way that will generalize well. What is the alternative?
We already got a glimpse of an alternative in this chapter, when we trained DHFs in
an unsupervised way by predicting observations rather than states. This example shows
how we can use additional learning objectives as a proxy for the actual objective, which
is end-to-end performance. As we will see in the next chapter, predicting data is not the
only kind of objective, but we can have a range of learning objectives that relate data
and predictions in a number of interesting ways. And we will also see how these learning
objectives can capture powerful prior knowledge about interactions with the physical
world, which we call robotic priors.
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5
Learning State Representations
Through Physics-based Priors
5.1 Introduction
This chapter proposes an alternative to the end-to-end learning approach from the previ-
ous chapter based on proxy learning objectives. It focuses on encoding prior knowledge
not by restricting the hypothesis space but by defining appropriate learning objectives.
The problem setting for this chapter is reinforcement learning, where the robot should
learn a behavior that maps observations to actions in a way that maximizes long term
reward. Learning this function end-to-end by trial and error is inefficient because of the
sparse reward signal. Instead, we split the behavior into two parts, an observation-state-
mapping that extracts a task-relevant state description from the current observation and
a policy takes this state and decides on the next action.
This chapter addresses the problem of learning the first part—the mapping from ob-
servations to task-relevant states—in an unsupervised way, i.e. without any state labels.
The goal is to learn state representations that facilitate learning the second part, the
policy, from a sequence of observations, actions, and rewards.
Towards this end, we exploit prior knowledge about how robots interact with their
environment. Regardless of the task, robots always interact with the real world, which is
governed by the laws of physics. As the robot’s internal state captures properties of the
world, the same laws that apply to the physical world must also apply to this internal
state representation. Robots can learn representations that are consistent with physics
by exploiting prior knowledge about interacting with the physical world, which we term
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(a) simulated slot car racing task
(b) simulated (and simplified) navigation task
(c) navigation task with a real robot
Figure 5.1: State representations learned from visual input in (a) a simulated slot car racing task, (b) a
simulated (and simplified) navigation task, and (c) a navigation task with a real robot. For (a) and (b)
the state representations clearly capture the pertinent information for each task, i.e., the position of the slot
car on the circular race track and the location of the mobile robot, respectively. For (c) the learned state
representation is five-dimensional and, therefore, difficult to inspect visually. The plot shows two projections
of the state space onto the first principal components.
robotic priors.∗
In the main part of this chapter, we formulate five robotic priors. Then, we formulate
consistency with these priors in the form of loss functions, such that they can be used as
learning objectives to state representation learning. Finally, we explain how, by minimiz-
ing this loss function, we can learn state representations that allow robots to effectively
learn new tasks using standard reinforcement learning. We call this method learning with
robotic priors (LRP).
We analyze our approach in depth in simulated robotic tasks based on visual observa-
tions: a slot car racing task with two cars and a navigation task (see Figure 5.1). We
verify these results in an experiment with a real robot in a similar navigation task (see
Section 5.6.2). These tasks contain distractors that influence the visual observations of
∗Since physics was the first source of prior knowledge that we had identified, we referred to these
priors also as robotic priors in our publications. To stay consistent with the literature, I will use the
same term in this chapter. Please note that in the introduction and conclusion, I use robotic priors more
inclusively to refer to prior knowledge in robotics, which can come from the task, algorithms, or physics.
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the robot but that are irrelevant for the task. With LRP, the robot learns to extract a low-
dimensional state representation from high-dimensional visual observations that ignores
these task-irrelevant distractions. We show that this change of representation greatly sim-
plifies the subsequent learning problem and thereby substantially improves reinforcement
learning performance. We also demonstrate that state representations that were learned
for one task can also be transferred to new tasks.
We also present two extensions of this approach: 1) learning state representations
for multiple tasks using an additional prior and 2) learning structured state spaces that
consist of a position and velocity part by adding this structure as a hard constraint on
the hypothesis space.
Finally, we relate this approach to learning with side information, which is an alternative
perspective on machine learning that can be viewed as a generalization of the approach
presented in this chapter. The main idea is that relating side information (such as actions
and rewards) to learnable functions (such as a function from observations to states) can
help to learn representations and regularize learning.
5.1.1 Contributions
In this chapter, we make the following contributions:
Conceptual Contributions
• We identify a set of robotic priors and implement consistency with these priors in
the form of learning objectives.
• We generalize insights from this approach by relating it to learning with side in-
formation, a new perspective on machine learning, in which our work is only one
particular pattern among many others.
Technical Contributions
• We introduce learning with robotic priors (LRP), a method for unsupervised learn-
ing of state representations that implements robotic priors as learning objectives.
LRP learns state representations without supervision that ignore task-irrelevant in-
formation and improves generalization of subsequent reinforcement learning. Our
source code and data is available at: https://github.com/tu-rbo/learning-
state-representations-with-robotic-priors
• We present a multi-task extension, MT-LRP, which classifies experience into dif-
ferent tasks and learns separate state representations for each task. MT-LRP
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works by adding two new learning objectives and implementing the observation-
state-mapping as a gated network.
• We present position velocity encoders (PVEs), which extend LRP to learn a state
space that is structured into a position and a velocity part by combining additional
learning objectives with constraints in the hypothesis space.
Empirical Contributions
• We show that robotic priors enable state representation learning that is invariant
to perspective, ignores distractors, identifies task-dimensionality, improves reinforce-
ment learning, and transfers to related tasks. The presented extensions demonstrate
that this approach scales to multiple tasks and is well suited for learning structured
state representations.
5.1.2 Outline
The rest of this chapter is organized as follows:
• Section 5.2 Background and Related Work introduces the state representation
learning problem and surveys related approaches to learning state representations
• Section 5.3 Robotic Priors explains the concept of robotic priors and defines the
priors that we use in this work.
• Section 5.4 Optimizing Consistency with Robotic Priors formulates these
priors in the form of learning objectives and demonstrates how they can be optimized
in a state representation learning algorithm.
• Section 5.5 Experiments and Results describes the experiments and analysis
experimental results.
• Section 5.6 Extension 1: Learning State Representations for Multiple
Tasks extends this approach to multi-task learning.
• Section 5.7 Extension 2: Adding Position-Velocity Structure to the State
extends this approach to learning structured state spaces.
• Section 5.8 Relation to Learning with Side Information relates our work
on learning state representations to learning with side information, which presents
a new perspective on machine learning and the use of prior knowledge through
learning objectives.
• Section 5.9 Conclusion summarizes the findings of this chapter and discusses
future research directions.
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Figure 5.2: The robot-world-interaction. At time t, the robot computes the state st from its observation
ot using observation-state-mapping ϕ. It chooses action at according to policy π with the goal to maximize
future rewards rt+1:∞.
5.2 Background and Related Work
5.2.1 The State Representation Learning Problem
As robots must rely on their task-general sensors, they cannot directly perceive their
task-specific state. Instead, they must extract the state from sensory observations. State
representation learning is the problem of learning to extract a state description from a
history of interactions (i.e. previous observations, actions, and rewards) in order to enable
efficient learning of the policy. We formalize this problem as learning a mapping ϕ to the
current state, such that st = ϕ(o1:t, a1:t−1, r1:t). Given st, the robot selects the next action
according to its policy: at = π(st).
In this chapter, we focus on a special instance of this problem assuming that the state
can be estimated from a single observation. This reduces the state representation learning
problem to learning an observation-state-mapping ϕ, where st = ϕ(ot) (see Figure 5.2).
To make this simplification, we must assume that the observation has the Markov
property. Technically, this turns the problem into a Markov decision process such that we
could use the raw observation as state. However, as we will see later in this chapter, the
distance metric in the observation space (e.g., camera images) often does not enable the
robot to learn the task. Even with Markov observations, robots must learn more useful
state representations.
Note that sensory input of robots is often local and, therefore, observations are non-
Markov for many robotic tasks. For some tasks, we can make observations Markov by
including sensory inputs from multiple time steps in ot. However, the dimensionality of
ot multiplies with the number of time steps that are taken into account and, ultimately,
the state can depend on the entire history of observations, actions, and rewards. Alter-
natively, one could learn a state-filter instead of a observation-state-mapping (similar to
the previous chapter but without any supervision). With every new action, observation,
and reward, the filter would update the state. We think that it is crucial to investigate
these extensions in future work, e.g. based on the differentiable particle filters (see Chap-
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ter 5). For now, we assume Markov observations and restrict ourselves to learning an
observation-state-mapping. In the next section, we outline how we address this problem
in a robotics-specific way.
5.2.2 Approaches to State Representation Learning
State representation learning is an instance of representation learning for interactive prob-
lems. The goal of state representation learning is to find a mapping from observations—or,
more generally, from histories of interactions—to states that allow choosing the right ac-
tions. State representation learning is related to the problem of abstraction selection in
hierarchical reinforcement learning, which deals with selecting a state representation from
a given set (van Seijen et al., 2014; Konidaris and Barto, 2009) or choosing a subset of
state dimensions from a given representation (Cobo et al., 2014). By contrast to this
work, we want to emphasize the need to construct state representations from sensory
input without relying on predefined task-specific state features.
Note that state representation learning is more difficult than the standard dimension-
ality reduction problem, which is addressed by multi-dimensional scaling (Kruskal, 1964)
and other methods (Roweis and Saul, 2000; Tenenbaum et al., 2000; Hadsell et al., 2006)
because they require knowledge of distances or neighborhood relationships between data
samples in state space. The robot, on the other hand, does not know about semantic
similarity of sensory input beforehand. In order to know which observations correspond
to similar situations with respect to the task, it has to solve the reinforcement learning
problem (see Section 5.2.1), which it cannot solve without a suitable state representation.
The question is: What is a good objective for state representation learning? We will now
look at different objectives that have been proposed in the literature and relate them to
our robotic priors (which we will define in Section 5.3.2 and formulate as objectives in
Section 5.4.1).
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Compression of Observations: Lange et al. (2012) obtain state representations by
compressing observations using deep autoencoders. This approach relies on the prior that
there is a simple (low-dimensional) state description and on the prior that this description
is a compression of the observations. While we use the same simplicity prior, we believe
that it is important to also take time, actions, and rewards into account.
Temporal Coherence: Slow feature analysis (Wiskott and Sejnowski, 2002) finds
a mapping to states that change as slowly as possible, guided by the prior that many
properties in our world change slowly over time. This method has been used to identify
a representation of body postures of a humanoid robot (Höfer et al., 2010) as well as
for solving reinforcement learning tasks with visual observations (Legenstein et al., 2010).
Luciw and Schmidhuber (2012) showed that slow feature analysis can approximate proto-
value functions (Mahadevan and Maggioni, 2007), which form a compact basis for all
value functions. Incorporating the same prior, dimensionality reduction methods have
used temporal distance to estimate neighborhood relationships (Jenkins and Matarić,
2004).
Slowness or temporal coherence is an important robotic prior that LRP also relies on.
However, the purpose of the state is to provide a sufficient statistic based on which the
robot can choose the right actions. Therefore, the actions of the robot must also be
considered for learning the state representation. The following methods and ours take
this valuable information into account.
Predictive and Predictable Actions: These approaches find state representa-
tions in which actions lead to simple, predictable transformations. Action respecting
embeddings, proposed by Bowling et al. (2005), aim at a state space in which actions
are distance-preserving. Sprague (2009) introduced predictive projections, which find a
representation such that actions applied to similar states result in similar state changes.
Predictive state representations, proposed by Littman et al. (2002), define states as suc-
cess probabilities for a set of tests, where a test is a prediction about future observations
conditioned on future actions. Boots et al. (2011) showed how predictive state represen-
tations can be learned from visual observations. As we will see, these ideas are related to
the proportionality prior, the causality prior, and the repeatability prior in this chapter.
The problem with these methods—and all other methods discussed so far—is that they
generate task-general state representations. This is problematic when the robot lives in a
complex environment and there is no common state representation that works for all tasks.
Therefore, we will use the reward to focus on the task-specific aspects of the observations
and ignore information irrelevant for the task.
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Interleaving State Representation Learning and Reinforcement Learning:
The approaches presented so far learn state representations first to then use them for
reinforcement learning. We will now discuss approaches that combine these steps. Piater
et al. (2011) use decision trees to incrementally discriminate between observations with
inconsistent state-action values according to the reinforcement learning algorithm. This
method is comparable to an earlier approach of Singh et al. (1995), which minimizes the
error in the value function by clustering states. Menache et al. (2005) also adapt the state
representation during reinforcement learning; they represent the state as a set of basis
functions and adapt their parameters in order to improve the value function estimate.
Methods in this category rely on causality of values. They assume that the value
is attributable to the state. To compute the value, they must solve the reinforcement
learning problem. These steps can be decoupled by factorizing the value function into
the reward function and the state transition function. This is used by the following
approaches, and also by ours.
Simultaneously Learning the Transition Function: In earlier work (Jonsch-
kowski and Brock, 2013), we proposed to learn the state transition function together with
the state representation to maximize state predictability while simultaneously optimiz-
ing temporal coherence. A drawback of this approach is that it ignores the reward and,
therefore, cannot distinguish task-relevant from irrelevant information.
Simultaneously Learning Transition Function and Reward Function: Some
approaches jointly learn an observation-state-mapping, a transition function, and a re-
ward function, differing in their learning objective. Hutter (2009) proposes minimizing
the combined code length of the mapping, transition function, and reward function. Duell
et al. (2012) learn these functions to predict future rewards conditioned on future actions.
Jetchev et al. (2013) maximize state predictability and reward discrimination to learn a
symbolic state representation.
These approaches build models of state transitions and rewards to enforce state pre-
dictability and reward discrimination. Contrary to this approach, we define our learn-
ing objective in terms of distances between state-samples, similar to the idea of multi-
dimensional scaling (Kruskal, 1964). In this way, we can assure the existence of tran-
sition and reward functions for the state representation without having to model them
explicitly.
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5.3 Robotic Priors
5.3.1 Priors About Interacting with the Physical World
According to Bengio et al. (2013), the key to successful representation learning is the
incorporation of “many general priors about the world around us.” They proposed a list
of generic priors for artificial intelligence and argue that refining this list and incorporating
it into a method for representation learning will bring us closer to artificial intelligence.
This is exactly what we are trying to do in the context of robotics. However, we believe
that the problem of artificial intelligence is too broad and that therefore generic priors
are too weak. We try to find stronger priors about the problem structure by focusing
on robotic tasks, which involve interacting with the physical world. We call such priors
robotic priors.
Scholz et al. (2014) follow the same idea of using physics based priors to learn a forward
model (or transition function) of the world. Instead of using a generic hypothesis space
for the forward model, they use a restricted parametric hypothesis space based on physics.
This can be very helpful for robotic tasks because we know that the right forward model
must lie in this restricted hypothesis space. However, this work assumes to already have a
suitable state representation consisting of poses and velocities as well as knowledge about
the exact semantics of every state-dimension. Our work focuses on how a robot could
learn to extract such a state representation from sensory input.
The interaction between the robot and the real world is structured by the laws of
physics. From this fact, we can derive robotic priors that capture characteristics of all
robotic tasks based on physical interaction.
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5.3.2 Five Robotic Priors
In this section, we define five robotic priors.
Simplicity: For a given task, only a small number of world properties are relevant.
This prior is related to Occam’s razor, a widely accepted principle in science. In our
context, Occam’s razor will favor state representations that exclude irrelevant information,
thereby leading to a lower-dimensional reinforcement learning problem and improving
generalization.
Slowness / Temporal Coherence: Task-relevant properties of the world change
gradually over time (Wiskott and Sejnowski, 2002). This prior is related to Newton’s first
law of motion. Physical objects have inertia and change their velocity only gradually as
a result of external forces. However, temporal coherence also applies to more abstract
properties than physical motion, as most changes in the world occur gradually. The
temporal coherence prior favors state representations that obey this principle as the robot
transitions between states.
Proportionality: The amount of change in task-relevant properties resulting from an
action is proportional to the magnitude of the action. This prior results from Newton’s
second law of motion, F = m · a. If an action represents the application of a certain force
on an object of a fixed mass, the acceleration evoked by this force is constant. This holds
true for robot movements and physical interactions with other objects but also generalizes
to more abstract processes. As the robot does not know the magnitudes of its actions
beforehand, this prior enforces that multiple executions of the same action result in the
same amount of state change.
Causality: The task-relevant properties, together with the action, determine the re-
ward. This and the next prior resemble Newton’s third law of motion or, more generally,
causal determinism. If the same action leads to different rewards in two situations, these
situations must differ in some task-relevant property and should thus not be represented
by the same state. Consequently, this prior favors state representations that include the
relevant properties to distinguish these situations.
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Repeatability: The task-relevant properties and the action together determine the
resulting change in these properties. This prior is analogous to the previous one—for states
instead of rewards—and also results from Newton’s third law of motion. This principle is
enforced by favoring state representations in which the consequences of actions are similar
if they are repeated in similar situations. The repeatability prior and the causality prior
together constitute the Markov property of states.
Note that most of these priors are defined in terms of actions and rewards. Thus, they
do not apply to passive systems that can only observe but not act. These priors are
also not generic artificial intelligence priors applicable to all tasks and environments, as
artificial environments can be very different from our world, e.g., not obeying Newton’s
laws of motion. However, restricting the problem space to the physical world allows us to
define useful priors.
But even in the physical world, there are still counterexamples for each prior. Pro-
portionality does not hold when the robot hits a wall and its position remains constant
even though it attempts to move with a certain velocity. Causality is violated due to
sensory aliasing when the robot cannot distinguish two situations with different seman-
tics. Repeatability is contradicted by stochastic actions. As we will see, all of these
counterexamples are present in the experiments in this chapter and LRP is robust against
them.
Our approach can handle such counterexamples because the robotic priors are not
strict assumptions that have to hold for the method to work. Instead, LRP finds a state
representation that is consistent with these priors as much as possible. As the robotic
priors capture the general structure of interactions with the physical world, they are useful,
even in the presence of counterexamples.
5.3.3 Additional Priors in Extensions 1 and 2
The two extensions that are described after the evaluation of the original method, intro-
duce additional robotic priors. Extension 1 handles multi-task learning using the following
prior:
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Task-Coherence: The task only changes between episodes not within an episode. This
prior can be viewed as a form of slowness assumption on the task. The task of a robot
naturally will change much slower than its state. Here, we assumed that tasks can only
change between episodes but this assumption can potentially be relaxed.
Extension 2 introduces structure into the state space, which allows it to define priors
specifically for positions, velocities, and accelerations, leading to a new opportunities for
defining robotic priors. The new priors introduced by this extension are:
Variation: Positions of relevant things vary. As the robot explores its task and ma-
nipulates its environment, the positions of task-relevant objects (including itself) will
vary—otherwise there is not much that the robot could learn.
Conservation: Velocity magnitudes change slowly. This prior derives from the law
of conservation of energy, which states that the total energy in a closed system remains
constant.
Controllability: Controllable things are relevant. The objects that can be controlled
by the robot are likely relevant for its task. If the robot acts by applying forces, control-
lable things could be those whose accelerations correlate with the actions of the robot.
5.4 Optimizing Consistency with Robotic Priors
In this section, we formulate state representation learning as an optimization problem by
turning our robotic priors into loss functions. Then, we turn the theory into a method
that minimizes this loss function, thereby learning a state representation that reflects the
priors defined above.
5.4.1 Formulation as Optimization Problem
We will now turn the robotic priors into a loss function L that is minimized when the
state representation is most consistent with the priors. We construct loss terms for all
robotic priors (except for the simplicity prior, see below) and define L as their weighted
sum
L(D, φˆ) = ωtLtemporal coherence(D, φˆ) + ωpLproportionality(D, φˆ)
+ ωcLcausality(D, φˆ) + ωrLrepeatability(D, φˆ).
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Each of these terms is computed for an observation-state-mapping φˆ and data of the
robot interacting with the world, D = {ot, at, rt}nt=1, which consist of sensory observations
o, actions a, and rewards r for n consecutive steps. The observation-state-mapping φˆ is
then learned by minimizing L(D, φˆ) (the .ˆ indicates that φ changes during learning).
By linearly combining these loss terms, we assume independence between the robotic
priors. They could also be combined non-linearly, but the existence of independent coun-
terexamples for each individual prior supports our assumption. There is a weight ω
assigned to each loss term because the typical magnitude varies significantly between
these terms. The weights can counteract this imbalance. Additionally, the weighting
allows us to stress the importance of individual priors by using a higher weight for the
corresponding loss term.
We will now describe how the individual robotic priors are defined as loss terms. For
better readability, we will write sˆt instead of φˆ(ot) when we refer to the state at time t
according to the observation-state-mapping φˆ.
Simplicity Loss: The simplicity prior is not formulated as a loss term but implemented
by enforcing the state representation to be of fixed low dimensionality. Future work should
explore formulations of this prior as a loss term, e.g., defined in terms of sparsity, the
number of dimensions, or other properties of the state representation.
Temporal Coherence Loss: States must change gradually over time. We denote
the state change as: ∆sˆt = sˆt+1− sˆt. The temporal coherence loss is the expected squared
magnitude of the state change.
Ltemp.(D, φˆ) = IE
[
‖∆sˆt‖2
]
.
Proportionality Loss: If the robot has performed the same action at times t1 and
t2, the states must change by the same magnitude ‖∆sˆt1‖ = ‖∆sˆt2‖.
The proportionality loss term is the expected squared difference in magnitude of state
change after the same action was applied:
Lprop.(D, φˆ) = IE
[
(‖∆sˆt2‖ − ‖∆sˆt1‖)2
∣∣∣ at1 = at2].
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Causality Loss: Two situations at times t1 and t2 must be dissimilar if the robot
received different rewards in the following time step, even though it had performed the
same action, at1 = at2 ∧ rt1+1 ̸= rt2+1.
The similarity of two states is 1 if the states are identical and approaches 0 with
increasing distance between them. To compute the similarity of state pairs, we can use
any differentiable similarity function. Previously, we have proposed to use the exponential
of the negative distance, e−‖sˆt2−sˆt1‖, following research from psychology (Shepard, 1987).
However, the bell shaped function, e−‖sˆt2−sˆt1‖2 , is a reasonable alternative and in our
experience leads to improved performance.
Therefore, we define the causality loss as the expected similarity of the state pairs for
which the same action leads to different rewards:
Lcaus.(D, φˆ) = IE
[
e−‖sˆt2−sˆt1‖
2
∣∣∣ at1 = at2 , rt1+1 ̸= rt2+1].
Repeatability Loss: States must be changed by the actions in a repeatable way. If
the same action was applied at times t1 and t2 and these situations are similar (have
similar state representations), the state change produced by the actions should be equal,
not only in magnitude but also in direction.
We define the repeatability loss term as the expected squared difference in the state
change following the same action, weighted by the similarity of the states:
Lrep.(D, φˆ) = IE
[
e−‖sˆt2−sˆt1‖
2‖∆sˆt2 −∆sˆt1‖2
∣∣∣ at1 = at2].
5.4.2 Learning with Robotic Priors (LRP)
We will now show how a linear mapping from observations to states can be learned by
minimizing the loss function. We call the resulting method learning with robotic priors
(LRP) because it optimizes consistency with those priors.
Choosing the Weights: The weights in the loss function balance the relative impor-
tance of the different robotic priors. We believe that all proposed priors are important.
Therefore, we chose the weights such that they provide gradients with similar magnitudes
for the tasks we are interested in: ωt = 1, ωp = 5, ωc = 1, ωr = 5.
Note that little effort was put into choosing these parameters because LRP is robust
against a range of weight assignments. Simple uniform weighting also worked well in all
of our experiments (Jonschkowski and Brock, 2014).
100
5.4. Optimizing Consistency with Robotic Priors
Approximating the Loss Function: We compute the expected values in the loss
function by taking the mean over training samples. For the proportionality loss, the
causality loss, and the repeatability loss, this would require taking into account all O(n2)
pairs of training samples. For reasons of computational efficiency, we approximate each
of these computations by only considering a subset of all pairs: For each training sample,
we randomly choose 10 other samples such that the resulting pairs fulfill the conditions
of the respective loss term. The mean is then taken over this subset of training sample
pairs.
Learning a Linear Observation-State-Mapping: LRP learns a linear observation-
state-mapping,
sˆt = φˆ(ot) = Wˆ (ot − µo),
where µo is the mean of all observations during training and Wˆ is a weight matrix that
is adapted by performing gradient descent on the approximated loss function L. Lin-
ear functions form a very limited hypothesis space, but LRP can easily be extended to
non-linear functions approximators, e.g., using feature expansion, kernel approaches, or
artificial neural networks, as we will demonstrate in Sections 5.6 and 5.7.
Note that subtracting the mean observation is equivalent to subtracting the mean state
and does not affect the loss function, which is defined over relative and not over absolute
properties of the state samples. The only purpose of this step is to center the state
representation. This can be useful for subsequent reinforcement learning depending on
which form of function approximation is used (neural networks, for example, rely on mean
centered input data).
Regularization: Without regularization, this learning scheme can lead to overfitting.
Minimizing the loss for the training data can potentially increase the loss for unseen test
data. In this case, the learned observation-state-mapping would not generalize well to
new data. We approach this problem by introducing a L1 regularization on the weights
of the observation-state-mapping. We find the best observation-state-mapping by solving
the following optimization:
φˆ = argmin
φ
[L(D,φ) + λl1(φ)] ,
where l1(φ) =
∑
i,j
|Wi,j|.
The regularization parameter λ can vary greatly depending on the task. However, it
can be estimated using cross-validation. In all our experiments, we do this by using the
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first 80% of the data for training and the remaining 20% as validation set. Then we
do a grid search over different values for λ ∈ {0, 0.0003, 0.001, 0.003, ..., 3, 10} and pick
the value that achieved the lowest loss on the validation data after 100 steps of gradient
descent. Using this value, we learn the final state representation on the entire data set
for 100 steps.
Gradient Descent: The representation learning process starts with initializing the
weight matrix W with small random weights that are uniformly chosen from the interval
[−0.05, 0.05]. Using this observation-state-mapping, it projects all experienced observa-
tions into the state space, computes the loss of this state representation and the gradient
with respect to W , and changes W accordingly. This process is repeated, in our case for
100 learning steps. We dynamically adapt the step size for each weight dimension using
improved Rprop with weight backtracking (Igel and Hüsken, 2003).
Analytical Gradient: The gradient can be computed analytically by partial deriva-
tives with respect to all parameters Wˆi,j for each loss term (see Appendix A.1 for the
derivation). The weighted sum of these terms, together with the gradient of the regular-
ization term, gives the total gradient.
∂
∂Wˆi,j
Ltemp.(D, φˆ) = IE
[
2 (sˆi,t+1 − sˆi,t)︸ ︷︷ ︸
∆sˆi,t
(oj,t+1 − oj,t︸ ︷︷ ︸
∆oj,t
)
]
.
∂
∂Wˆi,j
Lprop.(D, φˆ) = IE
[
2 (‖∆sˆt2‖ − ‖∆sˆt1‖)(∆sˆi,t2∆oj,t2
‖∆sˆt2‖
− ∆sˆi,t1∆oj,t1‖∆sˆt1‖
) ∣∣∣ at1 = at2].
∂
∂Wˆi,j
Lcaus.(D, φˆ) = IE
[
−2e−‖sˆt2−sˆt1‖2(sˆi,t2 − sˆi,t1)
(oj,t2 − oj,t1)
∣∣∣ at1 = at2 , rt1 ̸= rt2].
∂
∂Wˆi,j
Lrep.(D, φˆ) = IE
[
2e−‖sˆt2−sˆt1‖
2
(
(∆sˆi,t2 −∆sˆi,t1)
(∆oj,t2 −∆oj,t1)− (sˆi,t2 − sˆi,t1) (oj,t2 − oj,t1)
‖∆sˆt2 −∆sˆt1‖2
) ∣∣∣ at1 = at2].
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Reinforcement Learning Method: To evaluate the utility of learned state repre-
sentations, we used a standard reinforcement learning method that can handle continuous
state spaces: fitted Q-iteration (Sutton and Barto, 1998) based on normalized radial basis
function (RBF) features that are repeated for every action.
We generate these features by applying the k-means algorithm on all state samples to
find 100 radial basis function centers. We set the standard deviation of the radial basis
functions to be half of the average distance from a center to the closest next center. The
activation of the radial basis functions are normalized such that they sum to one. This
vector of state features is repeated for every action and stacked to build, for example, a
2500 dimensional feature vector when there are 25 discrete actions. In this state-action-
feature vector, all elements are zero except for the radial basis function activations for the
corresponding action.
The state-action-value-function, or Q-function, describes the value of applying a certain
action in a certain state. We define it as a linear function of the radial basis feature vector,
Qˆ(s, a) = βˆTfRBF(s, a). We initialize βˆ with small random values and perform one step
of Q-iteration to estimate the state-action-values of all training samples.
∀t : Qˆ(st, at)← rt+1 + γmax
a
[
Qˆ(st+1, a)
]
,
where γ = 0.9 is used to exponentially discount future rewards. We then fit the linear
function Qˆ to the estimated state-action-values Qˆ(st, at) by assigning βˆ to the vector that
minimizes the sum of squared errors:
βˆ = argmin
β
∑
t
(
βTfRBF(st, at)︸ ︷︷ ︸
Q(st,at)
−Qˆ(st, at)
)2
.
We alternate Q-iteration and Q-fitting until convergence. The resulting Q-function al-
lows the robot to greedily choose the actions with the highest value, pˆi(s) = argmax
a
[
Qˆ(s, a)
]
.
5.5 Experiments and Results
In this section, we extensively evaluate LRP in simulated and real robotic tasks with
visual observations. We test how well LRP can map 768-dimensional visual observations
(16× 16 pixels for red, green, and blue) into a two-dimensional or five-dimensional state
space.
First, we look at the learning process in detail to understand how the state representa-
tion, the loss, and the gradient evolve. Then, we analyze learned state representations to
gain insight into the capabilities of our approach. We start by comparing learned state
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representations for a simple navigation task∗ when the robot observes the scene from
different perspectives, having either an egocentric view or a top-down view. The results
show that, in both cases, LRP learns a mapping to the same pertinent dimensions.
Next, we investigate in a slot car racing task† how LRP can handle task-irrelevant dis-
tractors. To the best of our knowledge, this is the first time that this problem is addressed
in state representation learning, even though we view it as essential (in any real-world
environment, the observations of robots will be subject to task-irrelevant distractions).
We will see that LRP can separate task-relevant properties of the observation from irrel-
evant information. Then, we will also introduce distractors into the navigation task and
see that the performance of LRP is not influenced by them. After that, we analyze how
the state representations for both tasks change if they are given more dimensions than
necessary to solve the task. The results show that, in one of the tasks, LRP can identify
the minimal state dimensionality irrespective of the distractors.
Finally, we demonstrate that the learned state representations can substantially improve
the performance of subsequent reinforcement learning. We explain how this effect results
from improved generalization. Additionally, we show that state representations learned
for one task can also enable reinforcement learning in other related tasks. In the end, we
verify our results from simulation in an experiment with a real robot.
5.5.1 Learning Process
During learning, the observation-state-mapping is continually changed according to the
gradient of the loss function to minimize the loss function of the resulting state represen-
tation. In this experiment, we will look at this learning process in detail for one run of
the simple navigation task.
Simple Navigation Task: In the simple navigation task (see Figure 5.3a), the robot
is located in a square-shaped room of size 45×45 units with 4-units-high walls of different
colors. The robot has a height and diameter of 2 units. The orientation of the robot is
fixed but it can control its up-down and left-right velocity choosing from {−6,−3, 0, 3, 6}
units per time step. The robot thus has 25 discrete actions. These actions are subject to
Gaussian noise with 0 mean and standard deviation of 10% of the commanded velocity.
The task of the robot is to move to the top right corner without hitting a wall. If the
distance to this corner is less than 15 units, the robot gets a reward +10 unless it is
touching a wall, in which case it gets a negative reward of −1. The robot perceives its
environment through a camera with a wide angle lens (field of view 300◦). The 16 × 16-
pixel RGB image is represented as a 768-dimensional observation vector. The example
∗The navigation task is based on experiments in the literature (Boots et al., 2011; Sprague, 2009).
†The slot car racing task is inspired by an experiment of Lange et al. (2012).
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(a) Simple navigation task
(b) Observation
Figure 5.3: Simple navigation task with fixed orientation. The robot gets positive reward in the top right
corner and negative reward when it runs into a wall. Subfigure (b) shows the observation in scene (a).
Figure 5.4: State representation learning process. The plots show how the gradient magnitude (top), the
loss on validation samples (middle), the reinforcement learning success (middle), and the state representation
(bottom) change during learning. Every red dot in the middle plot shows the evaluation of one policy based
on the learned state representation. Every dot in the bottom plot represents one observation mapped into
the state space. The colors denote the reward that was received in that situation (red = +10, blue = −1,
regularization: λ = 0.03).
105
Chapter 5. Learning State Representations Through Physics-based Priors
observation (see Figure 5.3b) shows the dark blue wall in the middle and the green and
the light blue wall on either side of the image.
Experimental design: The robot explored its environment performing 5000 random
actions. Based on this experience, it learned a mapping from the 768-dimensional observa-
tion space to a two-dimensional state representation. We interrupted the learning process
after every learning step, applied a standard reinforcement learning method to learn a
policy, and evaluated it for 20 episodes of 25 steps starting from different initial positions.
We repeated this reinforcement learning and evaluation cycle ten times for every learning
step due to the randomness in the reinforcement learning method.
Results—Loss Gradient Unfolds State Representation: The learning pro-
cess starts from a randomly initialized observation-state-mapping and the corresponding
state representation (see bottom left in Figure 5.4). Every learning step changes the
mapping and unfolds the state representation. When this process converges, the state
representation resembles the task-relevant properties of the world—in this case the loca-
tion of the robot (see bottom right in Figure 5.4).
The observation-state-mapping is changed following the loss gradient (see dashed line in
top plot in Figure 5.4). This gradient is the sum of the loss term gradients, each of which
can point in a different direction (see colored lines in top plot, Figure 5.4). The causality
gradient pushes apart states that lead to different rewards after performing the same
action. It is most active in the beginning when all states are near each other. The temporal
coherence gradient pulls consecutive states closer together. It becomes more active when
the state representation is spread out. The repeatability gradient enforces deterministic
state changes and is also most active in the beginning when the state representation is
still very chaotic. The proportionality gradient equalizes distances across the state space.
Its activation declines as the representation increasingly complies with this objective.
Throughout the training process, the causality loss and gradient are larger then the
corresponding terms of the other priors. This results from the fact that causality directly
opposes the other priors. Causality can be optimized by expanding the state space while
all other robotic priors can be optimized by collapsing all states to a single point. To
reach a balance, the causality gradient must be as large as the other gradients combined.
In the beginning, the different gradient terms do not (entirely) oppose each other and
there is a large total gradient according to which the observation-state-mapping is modi-
fied. Following the total gradient, its magnitude decreases until a local minimum of the
loss function is reached. This is where the different gradients point in opposing directions,
the total gradient is zero, and the state representation converges.
Note that the resulting state representation discriminates between states that have
different delayed rewards although immediate rewards are identical. For example, most
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locations in the room have the same immediate reward, zero, but they are still represented
by different states. It is important to differentiate between them because they lead to
different delayed rewards after performing a number of actions. LRP discriminates be-
tween these situations due to a synergy of the causality prior and the repeatability prior.
The causality prior discriminates between different immediate rewards. The repeatability
prior enforces deterministic state changes and thereby propagates this discrimination to
situations from which states with different rewards can be reached. The temporal coher-
ence prior and the proportionality prior make this process more robust using additional
knowledge.
Results—Loss as Proxy for Reward: As the loss decreases during learning, the
reinforcement learning success increases (see middle plot, Figure 5.4). In the beginning,
the reinforcement success varies greatly between different evaluations. This is due to the
randomness in the reinforcement learning method we used, especially in random assign-
ment of radial basis function centers. But during the learning process this changes in two
ways.
First, the reinforcement learning failures (with total reward less than 50) stop after
learning step twelve. These failures are due to incorrect generalization from experience
to new situations. They are caused by a state representation that does not capture
the pertinent dimensions of the task. With a good state representation, however, every
execution of the reinforcement learning method generalizes well.
Second, the successful reinforcement learning trials (with more than total reward of 50)
become better. There is a strong correlation between this increase and the loss decrease.
Both results show that minimizing the loss function can be a good proxy objective
for maximizing reward when learning a state representation. If we wanted to use the
reward as objective directly, every representation learning step would involve learning
policies and evaluating them by performing actions in the real world. Even worse, the
number of required evaluations increases exponentially with the number of parameters in
the observation-state-mapping, because we would have to compute a gradient with that
many dimensions. The loss function, on the other hand, allows to directly compute the
gradient.
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5.5.2 Invariance to Perspective
To investigate whether LRP is invariant to perspective, we test it in two versions of
a simple navigation task with different visual observations, viewing the scene from the
robot’s perspective and viewing the scene from the top. In both versions, the robot learns
a state representation that reflects its location which is exactly the information required
to solve the task.
Perspectives in the Simple Navigation Task: The simple navigation task, as
described in section 5.5.1, has egocentric observations from a camera on the robot. We
will refer to this task as egocentric view version of the simple navigation task (see Figure
5.5a). The top-down view version of this task is identical to this version, except for the
observations which are images of the entire scene taken from the top by a static camera.
In these images, the robot shows as a dark spot against the background. For the robot
to be always visible, we had to increase its diameter to 4 units in this version of the task
(see Figure 5.5b).
Experimental Design: We performed the following experiment for both versions of
the task. The robot explored its environment performing 5000 random actions and learned
a mapping from the 768-dimensional observation space to a two-dimensional state repre-
sentation based on this experience.
Result—Equivalent State Representations: To compare the learned state rep-
resentations, we have plotted the state estimates for 5000 training steps based on ego-
centric view observations (see Figure 5.5c) and based on top-down view observations (see
Figure 5.5d). In both cases, the samples form a square in state space, suggesting that
the state is an estimate of the location of the robot in the square room. We can show
that this is in fact what is learned by coloring each state sample according to the reward
that the robot received in this state during training. The result resembles very accurately
the reward definition in Figure 5.3a. The learned state representation is equivalent in
both versions of the task. There are two orthogonal axes in the state representations that
correspond to the coordinates of the robot. Of course, these axes in state space do not
have to align between experiments; they can be rotated or flipped.
108
5.5. Experiments and Results
(a) Egocentric view version (b) Top-down view version
(c) State representation (egocentric) (d) State representation (top-down)
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Figure 5.5: Results for two versions of the simple navigation task with fixed orientation. The observation
of the robot is either an egocentric view (a) or a top-down view (b) of the scene. (c) and (d) show the
representations of 5000 training samples in state space for both versions. Each dot results from applying the
learned observation-state-mapping ϕ⋆ to an observation. The color relates the state samples to the reward
received in that situation during training. (e) and (f) display the learned observation-state-mappings, i.e., the
respective weight matrices which linearly project pixel values in the different color channels to state dimensions.
Regularization and final loss on validation samples: egocentric version, λ = 0.03, L = 0.36; top-down version,
λ = 0.1, L = 0.52.
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Result—Different Observation-State-Mappings: In the two versions of the
task, the sensory observations of the robot are very different. Nevertheless, it learned
a mapping from these observations to the task-relevant dimensions: the location of the
robot. Note that the mappings from observations to states must be very different to result
in this identical state representation (see Figures 5.5e and 5.5f).
Result—Loss Explains Quality Difference: Even though the state representa-
tions for both versions are equivalent in principle, they are of different quality. The state
representation based on egocentric observations is much clearer compared to the more
blurry state representation based on top-down view observations, where situations with
different rewards are mapped to similar states. Reinforcement learning based on such
a representation will be less successful compared to the state representation based on
egocentric observations. Presumably, the low resolution top-view observations cannot be
(linearly) mapped to the location of the robot with high accuracy because they do not
contain sufficient information.
This quality difference is also reflected in the final loss on validation samples L. For
the egocentric version, L = 0.36 and for the top-down version of the task, L = 0.52. This
reconfirms that the defined loss is a sensible quality measure for state representations.
5.5.3 Ignoring Distractors
In this experiment, we test whether LRP distinguishes task-relevant properties of the
observations from irrelevant information. First, we investigate this in a slot car racing
task with two cars. While the robot observes two slot cars, it can only control one of
them. The other car does not play a role in this task apart from potentially distracting
the robot. The robot does not know beforehand which car is relevant for the task. Second,
we extend the simple navigation task with task-irrelevant distractors and test LRP in this
scenario.
The Slot Car Racing Task: An example scene from the slot car racing task is
shown in Figure 5.6a. The robot can control the velocity of the red car, choosing from
[0.01, 0.02, . . . , 0.1] units per time step. The velocity is subject to zero mean Gaussian
noise with standard deviation of 10% of the commanded velocity. The robot’s reward is
proportional to the commanded velocity—unless the car goes too fast in a sharp turn and
is thrown off the track. In this case, the robot gets a negative reward of −10. The robot
cannot control the green slot car. The velocity of this car is chosen randomly from the
same range as for the red car. The green slot car does not influence the reward of the
robot or the movement of the red car. The robot observes the scene from the top through
a 16× 16-pixel RGB image (see Figure 5.6b).
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Figure 5.6: Results for the slot car racing task (a) with visual observations (b). Plots (c), (e), and (f)
show the learned state representation. The color relates state samples to reward (c), the position of the
relevant car (e), and the position of the distractor (f). Plot (d) shows the weight matrix of the learned
observation-state-mapping. The regularization and final validation loss are λ = 0.001 and L = 0.49.
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(a) (b) (c)
(d) (e) (f)
Figure 5.7: Distractors in the simple navigation task. (a-c) show three situations at an interval of ten time
steps. The robot is exploring while the distractors move randomly. (d-f) show the corresponding observations
(note how they are influenced by the distractors).
Experimental Design: The robot explored randomly for 5000 time steps and then
learned a mapping from 768-dimensional observations to two-dimensional states.
Result—Relevant Information Extracted: To understand the learned state
representation, we have plotted the states of the 5000 training steps with one dot per
state sample (see Figure 5.6c). The states form a circle which corresponds to the topol-
ogy of the track. We have colored the state samples according to the reward. The three
blue clusters in this plot correspond to the three sharp turns on the track, where the
robot had routinely driven too fast during training and thus received negative reward.
We also colored the states according to the ground truth position of the red slot car (see
Figure 5.6e) and the green slot car (see Figure 5.6f). The figures show that the position
along this circle in state space corresponds to the position of the controllable slot car on
the track. One round of the red slot car corresponds to a circular trajectory in state space.
LRP was able to distinguish task-relevant from irrelevant information in the observations
and, at the same time, found a compressed representation of these pertinent properties.
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Figure 5.8: Results for simple navigation task with distractors. Regularization and final validation loss are
λ = 0.3 and L = 0.36.
Result—Two-Dimensional Representation of Position: The position of the
slot car on the track is one-dimensional and, thus, could be captured in one-dimensional
state representation. However, such a representation would not conform with the tempo-
ral coherence prior. The positions at the beginning and the end of the track would be
maximally apart in such a representation, even though they are actually very close to-
gether due to the circularity of the track. To represent a circular one-dimensional property,
we need a two-dimensional Euclidean space.
Simple Navigation Task with Distractors: To verify the results from the slot
car racing task in the simple navigation task, we added seven distractors to this task:
three circles on the floor and four rectangles on the walls that move randomly (see Fig-
ure 5.7). The distractors are observed by the robot but do not influence its movement
or reward. They are irrelevant for the task and should thus not be included in the state
representation.∗
∗The colors of the distractors were chosen to be equal to their background in the green and the
blue color channel of the RGB image. They can be ignored by not taking into account the observation
dimensions that correspond to the red color channel.
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Experimental design: The robot explored randomly for 5000 time steps and then
learned a mapping from 768-dimensional observations to a two-dimensional state.
Result—Identical State Representation: The state representation that the robot
learned in the presence of visual distractors captures the task-relevant properties and en-
tirely ignores the distractors. In fact, the learned representation is identical to the one
learned without the presence of distractors (compare Figures 5.8a and 5.5c). Also, the
validation loss after training is 0.36 in both tasks.
Result—Different Observation-State-Mappings: There are major differences
in the learned observation-state-mappings between the task with and without distractors
(compare Figures 5.8b and 5.5e). In the task including the distractors, the weights are
more evenly distributed across the image. In this task, the highest weight is smaller by an
order of magnitude compared to the task without distractors. This makes sense because
the observations vary much more in this task, leading to stronger regularization (λ = 0.3
instead of 0.03) and a more robust mapping.
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(a) Eigenvalues of state samples (b) Components 1 and 2 representthe controllable red car
(c) Components 3 and 4 represent
the distracting green car
Figure 5.9: Results for the slot car task with a five-dimensional state space (λ = 0.003, L = 0.45).
5.5.4 Mapping to a Higher-Dimensional State Space
In the previous experiments, we gave the robot an appropriate number of dimensions for
the state representation. In this section, we investigate what happens in these same exam-
ples when the robot learns state representations with more dimensions than necessary. To
this end, we repeated the experiments for the slot car task and for the simple navigation
task with distractors, only now learning a five-dimensional instead of a two-dimensional
state representation. After exploration for 5000 time steps and state representation learn-
ing, we took the 5000× 5-matrix M containing the estimated states for these experiences
and performed a principal component analysis of this matrix.
Result—Alternative Explanations for the Reward: In the slot car task, the
state sample matrix M has rank four. There are two larger eigenvalues and two smaller
eigenvalues (see Figure 5.9a). If we project the state samples on their first two principal
components, we can see that the dimensions with the larger eigenvalues correspond to
the position of the controllable red slot car on the race track (see Figure 5.9b). The third
and fourth principal component correspond to the position of the non-controllable green
slot car (see Figure 5.9c).
If the green car is irrelevant for the task, why is it represented in the state? The
robot maximizes state dissimilarity between situations where it received different rewards
even though it performed the same action. If the robot chooses the same velocity but
the slot car is thrown off one time while it stays on track another time, it makes the
states of these two situations dissimilar. The most powerful discrimination between these
situations is the position of the red slot car. But sometimes small differences in position
or the stochasticity of the actions can make the difference between the two outcomes.
The robot thus finds alternative explanations like the position of the green slot car. The
eigenvalues show that this property has a lower impact on the state than the position
of the controllable red slot car. LRP includes these alternative explanations if there are
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(a) Eigenvalues of state samples (b) Projected state samples
Figure 5.10: Results for the navigation task with a five-dimensional state space (λ = 1, L = 0.36).
enough dimensions in the state space. When the state space is limited, the method focuses
on pertinent dimensions as shown in Section 5.5.3.
Result—Identifying the Dimensionality of the Task: For the navigation task,
we find that all but the first two eigenvalues of M are close to zero (see Figure 5.10a).
The rank of the matrix is effectively two. This means that all state samples lie on a
plane in the five-dimensional state space. We can visualize this plane by projecting the
state samples on their first two principal components (see Figure 5.10b). The state space
again corresponds to the location of the robot just as in the two-dimensional experiment.
Apparently, the robot does not need to include additional properties of the world into the
state representation in order to explain the reward. Thus, even with a five-dimensional
state space, the robot learns that the task is two-dimensional and captures only those
properties of its observation ignoring the distractors.
5.5.5 Improved Performance in Reinforcement Learning
The preceding experiments have shown some promising features of LRP. But in the end,
the quality of state representations can only be measured by their utility for subsequent
learning. In this experiment, we will see that LRP can substantially improve reinforcement
learning performance and that it needs very few data to do so.
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Figure 5.11: Extended navigation task with distractors.
Extended Navigation Task: To construct a more challenging task for this exper-
iment, we extended the navigation task by allowing the robot to change its orienta-
tion. The robot can turn and move forwards or backwards choosing its rotational ve-
locity from [−30,−15, 0, 15, 30] degrees per time step and its translational velocity from
[−6,−3, 0, 3, 6] units per time step for a total of 25 actions. All actions are subject to
Gaussian noise with 0 mean and 10% standard deviation. This task includes the same
visual distractors described before. The objective of the task also did not change. The
robot must move to within 15 units of the top right corner, where it gets a reward of 10
unless it runs into a wall, in which case it gets a reward of −1 (see Figure 5.11).
Experimental design: The robot explored its environment ϵ-greedy. With probability
0.9, it performed a random action, otherwise it performed the best action according to its
policy. After every 500 time steps, the exploration was interrupted. From its accumulated
experience, the robot learned an observation-state-mapping and a policy which it used
in the following 500 exploration steps. After learning, the robot was also tested for
20 episodes, each consisting of 50 steps starting from random initial configurations. Based
on these tests, we computed the average sum of rewards. This cycle of exploration,
learning, and testing was carried out until the robot had explored for 7500 time steps.
The entire learning experiment was repeated ten times.
We performed the experiment multiple times with the same reinforcement learning
method and different state representations: the five-dimensional state representation from
LRP, the five slowest features of the observations (computed using linear slow feature anal-
ysis (Wiskott and Sejnowski, 2002)), the first five principal components of the observations,
and the raw 768-dimensional observation. To get an upper bound on the reinforcement
learning performance, we also compared with a simpler version of this task without dis-
tractors in which the robot has access to its ground truth pose. In this case it uses its
position (normalized to [−1, 1]) and the cosine and sine of its orientation as state, which
we consider an optimal representation for this task.
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Figure 5.12: Reinforcement learning (RL) curves for different state representations. Lines show means,
surfaces display their standard errors.
Result—Improved Generalization: We want to start analyzing the results in Fig-
ure 5.12, by comparing LRP (green) against performing reinforcement learning directly on
the raw observations (blue). These results show that the robot was not able to learn the
task by directly applying reinforcement learning on the observations. When tested, the
robot usually rotated in place or did not move at all. Using the state representation found
by LRP, however, it learned this task getting an average reward of about 430 per 50 step
episode. This corresponds to reaching the goal area after 7 steps on average without ever
running against a wall. Where does this difference come from? LRP basically acts as a
regularization on the learning problem by extracting the right information from sensory
input. This leads to better generalization from experiences to new situations.
Virtually every learning algorithm, including the one we used for reinforcement learning,
generalizes according to the smoothness prior, which is: “similar inputs lead to similar
outputs” or in this case “similar states require similar actions”. Therefore, experiences
are generalized to situations that have a similar representation where similarity is usually
defined in terms of Euclidean distance. How do the distance metrics implied by the
observation space and the state space compare?
We examined this with another experiment. In this experiment, the robot explored
randomly for 5000 steps and learned a five-dimensional state representation based on this
experience. For the following analysis, we used every tenth of the training samples (to
make sure that they are sufficiently different from each other). We chose one of these
samples as a reference and computed the distances between the reference sample and all
other samples both in observation space and in state space. This analysis reveals two
important differences that have a huge impact on generalization.
First, the distances from the reference to every other sample have a much smaller
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(a) Histogram of distances (b) Ground truth pose of NNs
(c) Ref. (d) NNs in obs. space (e) NNs in state space
(f) Generalization in obs. space (g) Generalization in state space
Figure 5.13: Distances and generalization in the observation space (blue) compared to the learned state
space (green). (a) shows the distances of different observation samples to the reference sample (c). (d) and
(e) display the nearest neighbors (NNs) of the reference sample. The ground truth pose of these samples is
displayed in (b). (f) and (g) illustrate how the distance metric affects generalization.
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variance in observation space compared to state space. In other words: Every sample is
roughly equally far away in observation space. The nearest neighbor (NN) of the reference
is almost half as far away as the most distant sample (see Figure 5.13a). This effect is
caused by the high dimensionality of the observation space. In this space, everything is
far apart. One would need an exponential number of samples to adequately fill the space.
This poses a major problem for the smoothness prior in subsequent learning. In order to
generalize to the most similar situations, one will automatically also generalize to other
less similar situations because their distances from the reference are alike.
Second, the nearest neighbors of the reference sample in observation space can have
very different semantics with respect to the task. To illustrate this, we show the ground
truth pose of the reference sample and its three nearest neighbors in both observation
space and state space (see Figure 5.13b). The nearest neighbors in state space correspond
to similar poses such that it makes sense to generalize knowledge about which action to
take from one situation to its neighbors. For the nearest neighbors in observation space,
this is not the case. The reference observation (see Figure 5.13c) and its nearest neighbors
in observation space (see Figure 5.13d) exemplify why observations from these different
poses are close in observation space: The arrangement of distractors in their visual input
coincides. The alignment of the walls, on the other hand, which provides information
about the robot’s location, differs greatly from the reference observation.
Note that this second issue is not specific to the pixel-representation. The same applies
to different image representations: histogram of colors, histogram of gradients, point-
features, and in fact every generic representation. Generic representations must include
these task-irrelevant distractors because for other tasks, for example “follow the red rectan-
gle”, this is the important information and other information is irrelevant and distracting.
Both issues violate the smoothness prior that is used by the reinforcement learning
method. The consequences for generalization are shown in Figures 5.13f and 5.13g. The
color shows the strength of the generalization from the reference sample to every other
sample and vice versa (computed as the activation of a radial basis function centered at
the reference sample).
Result—Pertinent State Representation: The two baselines, principal compo-
nent analysis (orange) and slow feature analysis (red), also improve reinforcement learn-
ing performance to some degree due to the low dimensionality of the state representation.
However, these methods also suffer from being distracted by information in the visual
input that is not task-related.
Both methods cannot distinguish relevant from irrelevant information because they
are purely based on observations. LRP takes actions and rewards into account and is,
therefore, able to learn state representations that pertain to the task.
The reason why principal component analysis still performs reasonably well is that it
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finds those dimensions that can explain the largest variances in the observations and the
robot’s pose is one important factor for that.
Result—Almost as Useful as Ground Truth Pose: We now compare the re-
sults of our approach to the upper bound of the reinforcement learning method—using the
ground truth pose of the robot as state (gray, dashed line, see Figure 5.12). We have to
keep in mind how much easier this task is compared to coping with 768-dimensional visual
observations influenced by distractors. Still, LRP is able to learn a state representation
that is almost as useful for reinforcement learning as the true pose of the robot. The final
difference in average reward corresponds to taking one additional step until reaching the
goal. The state representation learned by LRP was almost as good as the best omniscient
state representation that we could think of.
Result—Little Training Data Required: Interestingly, LRP required few data to
learn useful representations. Even at the very beginning, the learning curves based on the
ground truth pose (gray) and based on the learned representation (green) are comparable.
This shows that LRP needs less training data to learn a useful state representation than
the reinforcement learning method needs to learn the right policy.
5.5.6 Transfer Learning
Ultimately, versatile robots must be able to learn a multitude of tasks, many of which are
related. For effective learning, experience must be reused and transferred between tasks.
For different tasks, the robot often needs to extract different information from its sensory
input. If, for example, the robot is given the task to follow an object instead of moving to a
fixed location, the absolute pose of the robot becomes meaningless and an object that was
a distraction for the navigation task becomes important for the new task. While different
tasks generally require different state representations, many tasks are also related, for
example moving to different locations in the same environment. Such related tasks share
or partly share useful state representations, for example the robot pose. Other tasks are
composed of subtasks, for example moving to a certain location, picking something up,
and then delivering it to another location. When tasks are combined from subtasks, their
state representations could also be combined from the subtasks’ state representations,
which would allow to incrementally learn even very complex state representations.
Such an incremental learning scheme requires that the learned state representations
are general enough to be reused in higher level tasks. This is not self-evident for state
representations learned for a specific task. Navigating to the top right corner, for example,
only requires to know the direction and the distance to this corner. While these features
form a useful state representation for this specific task, they do not enable the robot
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Figure 5.14: Transferring learned state representations from the extended navigation task to new tasks. Lines
show means, surfaces display mean estimate standard errors
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to navigate to other locations. Interestingly, our previous experiments suggest that this
is not the kind of state representation that LRP produces. Instead, the learned state
representations capture the task dimensions in a general way even though they were
learned from data for a specific task. In this experiment, we want to quantify how reusable
these state representations are across related tasks. We measure this by the utility of
applying an observation-state-mapping that was learned for the extended navigation task
in a set of new related tasks.
Three New Tasks: Task A is identical to the extended navigation task with distrac-
tors, except that the goal area has been changed to the opposite corner (see Figure 5.14a).
In task B, the goal area is a rectangle in the top of the room. In this area, the robot
receives a reward of +10. Next to this rectangle, there is another rectangular area in
which the robot receives negative reward of −20 (see Figure 5.14c). In task C, the robot
receives reward of +10 for moving right and negative reward of −10 for moving left when
it is in the top third of the room. In the bottom third of the room, this is reversed: the
robot is rewarded positively for moving left and negatively for moving right (see Figure
5.14e).
Experimental Design: In this experiment, we measure the utility of a transferred
state representation for reinforcement learning based on the cumulative reward obtained
by the robot. We use the same design as in Section 5.5.5, except that the observation-state-
mapping is not learned continually during the trial in which it is tested. Instead, the state
representation is learned from 5000 random exploration steps. The learned observation-
state-mapping is then used in the new tasks without changing it. We compare the utility
of state representations learned specifically for the new tasks and those transferred from
the extended navigation task.
Result—Successful Transfer of Learned State Representations: We com-
pare the reinforcement learning performance in tasks A, B, and C based on the transferred
state representation to the performance based on the state representation learned for each
specific task (see Figure 5.14). Since both state representations lead to similar learning
curves, the transferred state representation must be as useful for solving tasks A, B, and
C as the state representations specifically learned for each task. These results show that,
across this set of related tasks, LRP is invariant to which specific task it was learned for.
Since task A is equivalent to the extended navigation task, it may be surprising that
the reinforcement learning performance in task A is not as good as in the experiment
in Section 5.5.5 (compare green curves in Figures 5.14b and 5.12). We think that this
performance difference depends on whether the same or different data were used for state
representation learning and reinforcement learning. When the learned observation-state-
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(a) Mobile robot (b) Distractor (c) Real navigation task
(d) Observation from cameras (left, front, right, back)
Figure 5.15: The navigation task with a real robot (c). The observation (d) is a combined image from the
down-sampled output of the four RGB cameras attached to the robot (a). (d) shows the yellow wall to the
left, the blue wall in front, the red wall to the right, and the green wall in the back of the robot (three cameras
are tilted). LRP was applied on this observation without any additional preprocessing. (b) shows a distractor
in front of the robot.
mapping is applied to new data, it will not generalize perfectly. While the learned policy
seems to be robust against these deviations during testing, the reinforcement learning
method appears to be more sensitive, which might result in a non-optimal policy. For
tasks B and C the learning curves suggest that the performance based on the transferred
state representation might even be better than the performance based on the task-specific
state representation. Overall, these results are very promising as they demonstrate the po-
tential to reuse the learned state representations which is a prerequisite for incrementally
combining them to form more complex state representations.
5.5.7 Verification on a Real Robot
Simulations are a great tool to conduct experiments under ideal conditions. However,
simulations always carry the risk of ignoring important aspects of the problem. Therefore,
we also need to verify our results in a real world scenario. For a video of this experiment,
see: https://youtu.be/BolevVGJk18
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Real navigation task: We tried to replicate the extended navigation task as closely
as possible using an iRobot Create equipped with four standard web cams (see Figure
5.15a). This robot was placed in a square room with yellow, blue, red, and green walls
of length 3.2 meters (see Figure 5.15c). The camera settings (especially contrast and
saturation) were chosen such that the colored walls are clearly visible. The images of the
four web cams were down-sampled to 8×6 pixels and combined into a single image which
the robot received as 576-dimensional observation (see Figure 5.15d).
For computing the reward and for analyzing the results, it was necessary to estimate
the pose of the robot. This was done using a particle filter based on input from a laser
scanner on the robot. Neither the pose information, nor the laser scanner input was used
by the robot during the task.
Experimental Design: The experimental design was similar to the navigation tasks in
simulation. The robot explored ϵ-greedy (see Figure 5.16d) and was interrupted after every
500 steps to learn an observation-state-mapping and a policy using the same methods and
parameters as in the simulation experiments. After 2000 training steps (about 50 minutes),
the robot was tested five times starting from different positions in the room. The resulting
trajectories are shown in Figure 5.16e. During the entire experiment, a person was acting
as a visual distractor (see Figure 5.15b). The person walked around randomly, avoiding
collisions with the robot, but otherwise moving independently from it.
Result—Verification on a Real Robot: After 2000 training steps, the robot had
learned to move to the top right corner in the presence of the visual distractor (see Figure
5.16e).
This experiment reproduces our findings from simulation in the real world. LRP is able
to extract the right information to solve this task from visual input, even in the presence of
distractors. At least in this simple setting, it was able to cope with illumination changes,
shadows and occlusion from the distractor, non-Gaussian noise in actions due to delays
in the wireless connection and changes in the battery level, and many other effects that
were not modeled in simulation.
5.6 Extension 1: Learning State Representations
for Multiple Tasks
In this section, we extend LRP to an algorithm for learning state representations for
multiple tasks by learning with robotic priors (MT-LRP). MT-LRP is able to acquire
different low-dimensional state representations for multiple tasks in an unsupervised fash-
ion. Importantly, MT-LRP does not require knowledge about which task is executed at
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(a) (b) (c)
(d) 2000 training steps
(e) Five test episodes
Figure 5.16: Training and results on a real robot. (a-c) show the robot and the moving distractor during the
training phase. (d) shows the trajectory of the robot during its 2000 training steps. (e) displays five robot
trajectories using the learned observation-state-mapping and policy.
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Figure 5.17: Overview of the gated network for state representation learning for multiple tasks.
a given time or about the number of tasks involved. This is an important requirement
for robotic life-long learning, where robots should be able to determine autonomously if
a task requires a separate state representation (grasping a pen is different from open-
ing a door) or not (grasping a red or brown cup can be achieved with the same state
representation). The representations learned with MT-LRP enable the use of standard
reinforcement learning methods to compute effective policies from few data.
MT-LRP is implemented as two neural networks, coupled by a gating mechanism (Sigaud
et al., 2015) as illustrated in Figure 5.17. The first network, χ, detects which task is be-
ing executed and selects the corresponding state representation. The second network, φ,
learns task-specific state representations, as described above. This gated network architec-
ture is similar to the one proposed by Droniou et al. (2015). Their network simultaneously
learns discrete classes jointly with continuous class variations (called submanifolds) in an
unsupervised way. In our approach, we learn discrete tasks rather than discrete classes;
we learn task-specific state representations rather than class-specific submanifolds. We
train the two coupled networks simultaneously optimizing consistency with robotic priors
as described above, but add an additional prior of task consistency. Both networks learn
from raw sensor data, without supervision and solely based on the robot’s experiences.
We show in simulation experiments thatMT-LRP is able to learn multiple state repre-
sentations and task detectors from raw observations and that these representations allow
to learn better policies from fewer data when compared with prior state representation
learning methods. We also analyze the contribution to this result of each the method’s
individual components.
5.6.1 Multi-Task Learning with Robotic Priors (MT-LRP)
Multi-Task State Representations: Consider a scenario in which an agent is
learning multiple distinct tasks. For each task τ ∈ {1, . . . , T}, the agent now requires
a task-specific policy piτ : Sτ → A. We approach the problem by learning a task-specific
state representation φτ : O → Sτ for each policy, and a task detector χ which determines
the task, given the current observation. We will consider a probabilistic task-detector
χ : O → [0, 1]T that assigns a probability to each task being active.
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In order to solve the full multi-task RL problem, we must learn χ, {φτ}τ∈{1,...,T} and
{piτ}τ∈{1,...,T}. We propose to address this problem by MT-LRP, a method that jointly
learns χ and {φτ}τ∈{1,...,T} from raw observations, actions, and rewards. MT-LRP then
uses the state representations {φτ} to learn task-specific policies {piτ}τ∈{1,...,T} (using stan-
dard RL methods), and switches between them using the task detector χ. To solve the
joint learning problem, MT-LRP generalizes LRP in the following way: (i) we replace
the linear observation-state-mapping from the original method with a gated neural net-
work, where the gates act as task detectors that switch between different task-specific
observation-state-mappings; (ii) we extend the list of robotic priors by the prior of task
coherence, which allows us to train multiple task-specific state representations without
any specification (or labels) of tasks and states.
Gated Neural Network Architecture: We use a gated neural network architec-
ture as shown schematically in Fig. 5.17. The key idea is that both the task detector χ
as well as the state representation φ are computed from raw inputs. However, the output
of the task detector gates the output of the state representation. Effectively, this means
the output of χ(o) decides which task-specific state representation φτ is passed further to
the policy, which is also gated by the output of χ(o).
Formally, χ(o) = σ(χpre(o)) is composed of a function χpre with T -dimensional output
and a softmax σ that ensures that χ computes a proper probability distribution over
tasks. The probabilities are then used to gate φ. To do this, we decompose φ into a
pre-gating function φpre that extracts features shared across all tasks (i.e. “multi-task”
in the sense of Caruana (1997)), and a T ×M × N gating tensor G that encodes the T
(linear) observation-state mappings (M = dim(s) and N is the output dimension of φpre).
The value of the state’s i-th dimension si computes as the expectation of the dot product
of gating tensor and φpre(o) over the task probabilities χ(o):
si = φi(o) =
T∑
k=1
χk(o) 〈Gk,i,:, φpre(o)〉. (5.1)
Learning Objective: To train the network, we extend the robotic prior loss LRP by
a task-coherence prior Lτ :
L = LRP(D,φ) + ωτLτ (D,χ), (5.2)
where ωτ is a scalar weight balancing the influence of the additional loss term. Task
coherence is the assumption that a task only changes between training episodes, not
within the same episode. It does not presuppose any knowledge about the number of
tasks or the task presented in an episode, but it exploits the fact that task switching
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(a) Slot car racing (b) Observation
Figure 5.18: Two tasks. The robot is controlling either the red or the blue car.
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Figure 5.19: Reinforcement learning performance (mean and standard error) for different state representations
for the slot car task two or three cars (static visual cue).
weakly correlates with training episodes. It applies directly to the output of the task
detector, χ(o), and consists of two terms:
Lcon+sepτ = L
con
τ + L
sep
τ
= IE
[
H(χ(ot1), χ(ot2))
��� episodet1 = episodet2] (5.3)
+ IE
[
e−H(χ(ot1 ),χ(ot2 ))
��� episodet1 ̸= episodet2], (5.4)
where H denotes the cross-entropy H(p, q) = −∑x p(x) log q(x). The first term Lconτ
enforces task consistency during an episode. We use it to penalize χ if it assigns different
task distributions to inputs ot1 , ot2 that belong to the same episode. The second term
Lsepτ expresses task separation and encourages χ to assign tasks to different episodes. This
loss is complementary to task consistency, as it penalizes χ if it assigns similar task
distributions to ot1 , ot2 from different episodes.
5.6.2 Experiments and Results
We evaluateMT-LRP in the multi-task slot-car racing scenario, where the agent controls
one of multiple cars (Figure 5.18), with the goal of traversing the circuit as fast as possible
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without leaving the track due to speeding in curves. However, the agent does not know a
priori which car it controls, and only receives the raw visual signal as input. Additionally,
uncontrolled cars driving at random velocity, act as visual distractors. We turn this
scenario into a multi-task problem in which the agent must learn to control each car,
where controlling the different cars corresponds to separate tasks. To indicate the car
that the agent controls, we indicate a picture of the car in the upper left corner.
We will now present the main results of our experiments: (i) we show that MT-LRP
enables the agent to extract better representations for RL; (ii) we provide insight in how
the learner detects/learns task and state representations; (iii) we show the contribution
of each of the task-coherence loss terms.
Result: Extracts Better State Representations
Figure 5.19a shows the learning curves for RL based on state representations learned
by the different methods in the two-slot-car scenario (static visual cue condition, see
supplementary material). No method reaches the performance of the upper baseline,
mainly due to aliasing errors resulting from the low image resolution. MT-LRP gets
very close to the performance of the upper baseline, especially for very low amounts of
training data (d < 2500), whereas LRP does not even attain this level of performance for
the full training set d = 8000 as LRP can only learn to extract the position of all cars,
not the relevant one. The gap betweenMT-LRP and LRP increases even more if we add
another car (Figure 5.19b).
Result: Detects All Tasks
To gain more insight into what is learned, we analyze the state representations extracted
by MT-LRP in Figure 5.20. Each point in the figure corresponds to one observation,
markers indicate the task and colors the most active gate unit. We see that the first gate
unit (blue) is always active for task 1 (circle), and the second gate unit for task 2, and
that the states reflect the circular structure of the slot car racing track. We thus conclude
that MT-LRP has learned to identify the tasks and to represent the position of each car
on the track.
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Figure 5.20: Multi-task state representation.
Markers denote task and colors denote gate units
(which coincide perfectly).
Figure 5.21: Performance after 8000 training steps
with different learning objectives.
Result: Task-Consistency Prior is Necessary
To understand the influence of the different task-coherence prior variants, we compared
their performance in Figure 5.21. We see that relying solely on the robotic priors gives
poor results, mainly because the gate units are not used properly: more than one gate
unit is activated per task (χ has high entropy). Adding the task-separation prior forces
the network to use as many gates as possible (five in our case), leading to bad state
representations. Interestingly, using task consistency only gives roughly the same result
as using task consistency and task separation. This indicates that the robotics prior
loss is sufficient to encourage the learner to separate different tasks: however, the task-
consistency loss is required to guide the learner to identify the different tasks.
5.7 Extension 2: Adding Position-Velocity Struc-
ture to the State
Position and velocity are fundamental components of state representations in robotics.
In this extension, we investigate how robots can learn position-velocity representations
without supervision. Towards this end, we split the state representation into a velocity
state and a position state and incorporate robotic priors about position and velocity in
the form of model constraints and learning objectives.
Our extension to position-velocity states is inspired by work on physics-based priors
in model-based reinforcement learning by Scholz et al. (2014), which proposed to learn
a physically plausible dynamics model given a position-velocity representation. Here, we
turn their approach around and ask: How could we learn a position-velocity representation
from sensory input without specifying which positions and velocities are relevant for the
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Figure 5.22: PVEs encode an observation into a low-dimensional position state. From a sequence of such
position states, they estimate velocities. PVEs learn the encoding by optimizing consistency of positions and
velocities with robotic priors.
task?
The answer we are proposing, the position-velocity encoder, works by incorporating
prior knowledge in two different ways, which fit Mitchell’s categorization of inductive bi-
ases into restriction biases and preference biases (Mitchell, 1997, p. 64). Restriction biases
restrict the hypothesis space that is considered during learning, such as our constraint in
the PVE model to estimate velocities from finite differences in position (rather than learn-
ing to extract velocity information from a sequence of observations). Preference biases
express preferences for certain hypothesis, such as our loss functions for training PVEs,
which measure inconsistency with robotic priors.
Our method, the position-velocity encoder (PVE), implements a hard model constraint
by estimating velocity states from finite differences in position states. This constraint
fixes the relation between these two parts of the state representation. Additionally, PVEs
include soft objectives that measure consistency with robotic priors. These objectives are
optimized during learning and shape which information is encoded and how multiple state
samples relate to each other. Both ingredients work together to learn an encoding into a
structured state representation that includes position states, which describe information
from a single observation, and velocity states, which describe how this information changes
over time.
Figure 5.22 shows the position encoder that maps observations (blue rectangles) to
position states (blue dots). The velocity state—the time derivative of the position state—
is approximated from finite differences in position. This structured state space allows us
to formulate new robotic priors, specifically for positions and velocities, in the form of
learning objectives.
In our experiments, we apply position-velocity encoders to simulated control tasks from
pixels. We show that PVEs are able to discover the topology and the dimensionality of the
task, that they can learn equivalent representations from different camera perspectives,
that they capture information about the true positions and velocities of physical objects
in the scene, and that reinforcement learning based on the learned position-velocity state
can produce precise control.
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5.7.1 Position-Velocity Encoders (PVEs)
Position-Velocity Encoders (PVEs) learn to map raw observations into a structured state
space that consists of a position part and a velocity part by combining two key ideas:
1. PVEs encode the current observation into a position state and estimate a velocity
state from finite differences in position (more details in Sec. 5.7.1).
2. PVEs are trained by optimizing consistency with robotic priors about positions,
velocities, and accelerations (more details in Secs. 5.7.1 & 5.7.1).
Model
The PVE model consists of a convolutional network and a numerical velocity estima-
tion. The convolutional network φ encodes a visual observation ot into a low-dimensional
position-state s(p)t , where superscript (p) stands for position.
s
(p)
t = φ(ot).
From the difference of the last two position states s(p)t and s(p)t−1, the model estimates the
velocity state s(v)t :
s
(v)
t = α(s
(p)
t − s(p)t−1),
where α is a hyperparameter that subsumes 1timestep and scales velocity states. It is impor-
tant that velocity states have the right scale relative to position states in order to create
a sensible metric in the combined state st, which we construct by stacking the position
state and the velocity state.
st =
[
s
(p)
t
s
(v)
t
]
.
We can also use finite differences to estimate acceleration (or jerk, jounce, etc.). We
do not include these derivatives in the state because we assume that the robot controls
accelerations by its actions. But we do use the acceleration state in some loss functions.
We compute the acceleration state s(a)t in the same way as the velocity state but we omit
the scaling since we will not use accelerations in the combined state space:
s
(a)
t = s
(v)
t − s(v)t−1.
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Robotic Priors and Learning Objectives
The encoder φ is trained by making the combined state space consistent with a set of
robotic priors, which we will describe in this section. These priors use the structured
state space and are specific to positions, velocities, and accelerations. Consistency with
these priors is defined in the form of loss functions that are minimized during learning.
The following list of robotic priors should be understood as an exploration into this matter,
not as a final answer.
Variation: Positions of relevant things vary. As the robot explores its task and ma-
nipulates its environment, the positions of task-relevant objects (including itself) will
vary—otherwise there is not much that the robot could learn. If we assume that positions
of relevant objects vary in the robot’s experience, the internal representation of such po-
sitions must also vary; random pairs of position states should not be similar. Therefore,
we optimize consistency with the variation prior by minimizing the expected similarity
between random pairs of position states,
Lvariation = IE
[
e−‖s
(p)
a −s(p)b ‖
]
,
where we use e−distance as a similarity measure that is 1 if the distance is 0 and that goes
to 0 with increasing distance between the position states, which is exactly what we want.
Slowness: Positions change slowly. Physical objects do not teleport; they do not
change their position arbitrarily from one second to the next. To make the internal posi-
tion state consistent with the slowness prior, we minimize the expected squared distance
between consecutive position states,
Lslowness = IE
[
‖s(p)t − s(p)t−1‖2
]
.
Since this change in position is directly connected to the rate of position change (or
velocity), we can also write down the same loss using the velocity state:
Lslowness = IE
[∥∥∥s(v)t
α
∥∥∥2],
where α is the scaling hyperparameter defined earlier. This reformulation hints at a
different interpretation of slowness, which is simply: velocities are low.∗
∗Note that defining the slowness prior to mean velocities are low translates to the loss function
Lslowness = IE[(s
(v)
t )
2] = IE[(α(s
(p)
t −s(p)t−1))2], which depends on the scaling parameter α. We use the other
formulation to make this loss independent of α because we want to change α during training without
affecting this loss (see Sec 5.7.1 for more details).
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Inertia: Velocities change slowly. Since physical objects have inertia, they resist
changes to their velocity (both in direction or magnitude). If we assume limited forces to
overcome this resistance, velocities should only change by small amounts. Note how the
inertia prior corresponds to the slowness prior applied to velocities.
Linertia = IE
[
‖s(v)t − s(v)t−1‖2
]
= IE
[
‖s(a)t ‖2
]
.
This formulation of the inertia prior focuses on large velocity changes due to the square in
the loss function. Alternatively, we can define the loss function based on absolute changes.
Linertia (abs) = IE
[
‖s(a)t ‖
]
.
Small changes in velocity have a higher weight in the second loss compared to the first
loss. We found that combining both losses leads to better results than using either one of
them.
Conservation: Velocity magnitudes change slowly. This prior derives from the law
of conservation of energy, which states that the total energy in a closed system remains
constant. As the robot applies forces to the environment, we do not have a closed system.
Additionally, we cannot estimate, e.g. kinetic energy without knowing the masses of
objects, let alone potential energy stored in springs etc. Still, we want to enforce the
same idea of keeping the absolute amount of energy, or in our case “movement” similar
in consecutive time steps.
Lconservation = IE
[(‖s(v)t ‖ − ‖s(v)t−1‖)2].
Controllability: Controllable things are relevant. The objects that can be controlled
by the robot are likely relevant for its task. If the robot acts by applying forces, control-
lable things could be those whose accelerations correlate with the actions of the robot.
Accordingly, we can define a loss function per action dimension i to optimize covariance
between action dimension i and accelerations in a state dimension i.
Lcontrollability (i) = e
−Cov(at,i,s(a)t+1,i)
= e
−IE
[(
at,i−IE[at,i]
)(
s
(a)
t+1,i−IE[s(a)t+1,i]
)]
.
Note that we used this loss in only one of the tasks—ball in cup—because the above priors
were insufficient. The results for this task are still preliminary. A complete solution of
this task and a deeper investigation into other formulations of controllability are part of
future work.
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Training Procedure
We train PVEs by minimizing a weighted sum of the loss functions described above using
gradient descent. This section explains the training procedure in detail.
Data Gathering: First, the robot gathers data by exploring its environment. Since we
are using a reinforcement learning setting, the data consist of sequences of observations,
actions, and rewards. Most of the presented loss functions only use observations, the
controllability loss also uses actions, but none of our current losses uses the reward signal.
Loss Computation: We iterate through the collected data in mini batches, which
consist of a small set of short sequences. For each mini-batch, we compute the loss
functions by replacing expectations with statistical averages.∗
Loss Combination: We combine these losses in a weighted sum. Finding the right
weights is important because they balance how much each prior is enforced during learning.
We determined these weights empirically by adjusting them until the gradients in the
encoder parameters had similar magnitudes for all priors. Future work should try to
automate this process of weight tuning, potentially by applying the same heuristic in an
automated fashion.
Parameter Updates: For each mini-batch, we compute the gradient† of the combined
loss with respect to the encoder parameters using symbolic auto-differentiation (Abadi
et al., 2015) and perform an update using the Adam optimizer (Kingma and Ba, 2014).
We iterate this process until convergence.
Velocity Scaling Curriculum: While training PVEs, we follow a curriculum that
in the beginning focuses on positions and only later also takes velocities into account.
This curriculum is implemented by changing the velocity scaling parameter α. In the
first phase, we train with α = 0 until convergence. In the second phase, we increase α
linearly from 0 to its final value and train until convergence again. In phase one, only the
first two priors, variation and slowness, are active. Surprisingly, these two are powerful
antagonists that can unfold the topology of the position-state space. The second phase
mainly smooths the state space such that velocities can be accurately estimated from
finite differences.
∗For the variation loss, we sample all pairs of experiences with the same time step in different sequences
of the mini batch. For all other losses we consider all samples in the mini batch.
†Some of the gradients can only be computed after adding small Gaussian noise to the encoded states.
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Table 5.1: Loss weights per task (same for a and b).
Task a Task b Task c
Variation 1.0 1.0 1.0
Slowness 1.0 1.0 1.0
Inertia 0.1 0.1 0.001
Inertia (abs) 0.1 0.1 0.02
Conservation 0.2 0.2 0.005
Controllability (i=1,2) 0.0 0.0 0.5
(a) Inverted pendulum (b) Cart-pole (c) Ball in cup
Figure 5.23: Three control tasks from pixel input
Hyperparameters: We used the following hyperparameters in our experiments. The
convolutional network had three convolutional layers with 16, 32, and 64 channels, kernel
size 5x5, and stride 2, followed by three fully connected layers of sizes 128, 128, and 5 (for
a 5-dimensional position state). Every layer except the last one was followed by a ReLu
nonlinearity (Nair and Hinton, 2010). The mini-batch size was 32 sequences of 10 steps
each. The maximum velocity scaling α was 10. The weights for the different losses are
shown in Table 5.1.
5.7.2 Experiments and Results
We applied PVEs to a series of simulated control tasks from raw pixel input (see Fig. 5.23).
All tasks use the MuJoCo simulator (Todorov et al., 2012). For each task, we collected
a batch of training data that consists of 1000 short trajectories of 20 steps by randomly
sampling start configurations with different positions and velocities and applying a random
policy.
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Tasks
Inverted Pendulum: The inverted pendulum is a stick that is fixed to a rotary joint
at one end. The goal is to swing it up and balance it upright by applying torques at
the joint. However, the motor is not strong enough to pull the pendulum up all at once.
Instead the pendulum must be swung back and forth to generate enough (but not too
much) momentum.
Cart-Pole: The cart-pole task is an extension of the inverted pendulum task. Since
the pole is attached to a cart with a passive joint, it can only be swung up by accelerating
the car correctly, which requires precise control.
Ball in Cup: This task includes a cup and a ball attached to the bottom of the cup
with a string. The goal is to move the cup in such a way that the ball lands in the cup.
In our version of the task, cup and ball can only move in the plane.
Result: PVEs Learn Position-Velocity Representations
For each task, we will now look at the learned state representations. We visualize 5-
dimensional position-states by projecting to their principal components.
Inverted Pendulum: The state representation learned by the PVE is shown in Fig-
ure 5.24a, where we can see the encoding of test observations into the position-state
space. Each dot is the position encoding of a single image. The color denotes the amount
of reward that was achieved in that instance.
The plot shows a number of interesting results. First, observations that correspond to
similar rewards are encoded close together in position space. Second, the position states
form a circle, which makes sense because the inverted pendulum moves in a circle. Third,
all principal components after the first two are close to zero. This means that the circular
encoding lies on a plane in the five-dimensional space—the PVE discovered that the task
is two dimensional.∗
Next, we will look at the estimated velocities in the learned space. In Figure 5.24b, we
overlayed encoded training data colored by reward with the encoding of a single sequence
of observations shown in Figure 5.24c. The position states are marked with black dots and
the velocity state vectors are drawn as lines. In the observation sequence, the pendulum
swings from the left side to the top and then to the right side. Similarly, the encoded
positions move from a medium reward region via the high-reward region (red color) to the
∗Even though the task only has one positional degree of freedom (the angle of the pendulum), we
need at least two dimensions if we want a Euclidean metric to make sense in this space, such that there
are no jumps as from 360 to 0 degrees in an angular representation.
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(a) Encoded position states (b) Overlayed state sequence
(c) Observation sequence
Figure 5.24: For the inverted pendulum, PVEs learn a circular position representation that allows accurate
velocity estimation. Each dot in (a) and (b) is the encoding of a single observation. The color denotes the
reward received with the observation (red = high, blue = low). Black dots in (b) show the encoding of the
observation sequence in (c). Black lines show the estimated velocities. Supplementary videos: http:
//youtu.be/ipGe7Lph0Lw shows the learning process, http://youtu.be/u0bQwz89h1I demonstrates the
learned PVE.
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medium reward region on the other side. During this motion, the velocity estimations are
tangential to the circle in the position space with minimal noise, which should be useful
for controlling the pendulum (see video links in Fig. 5.24).
Cart-Pole: Here, we compare PVEs on two different observations: 1) using a moving
camera that follows the cart by rotating sideways, 2) using a static camera that cov-
ers the entire region in which the cart moves. Figure 5.25 shows the learned position
representations for both perspectives.
This experiment demonstrates how PVEs can learn equivalent internal representations
(compare Figs. 5.25a and 5.25b) from observations that look very different (Figs. 5.25e,
5.25f). For both kinds of observations, the state samples form a tube, the length of which
corresponds to the position of the cart, while the circular part represents the position
of the pole. Here, the PVE uses three of the five dimensions and thereby discovers the
three-dimensional nature of the given task.
The observation sequence from the moving camera (Fig. 5.25e) shows the cart moving
to the left while the pole falls down on the right side. The PVE represents this trajectory
(Fig. 5.25c) by moving from the high-reward red region to the blue region, which reflects
the movement of the pole, and to the right side, which corresponds to sideways movement
of the cart. The observation sequence from the static camera (Fig. 5.25f) shows the
pole swinging up while the cart moves to the right. Accordingly, the encoded trajectory
(Fig. 5.25d) goes to the red region and to the right side (right and left are swapped between
these two representations).
Ball in Cup: The results for this task are preliminary. The task is challenging due to
the movement of the cup, which is inconsistent with some of our robotic priors. The cup
is confined to a small region and controlled by the robot allowing rapid movements and
changes of direction. The cup can be moved from one end of its position range to the
other end in a few time steps. Therefore, the slowness prior does not hold here (unless
we sampled observations at a higher frequency). Additionally, the robot can apply large
forces on the cup, leading to large accelerations and jerky movements, which are again
inconsistent with many of our priors on changes in velocity. As a result, PVEs struggle
with encoding the cup, which we will quantify in the following section.
To approach this problem, we added the controllability prior, which enforces that things
controlled by the robot are encoded into the state. This improved the resulting state
representation (see Fig. 5.26). While the semantics of the state representation are not as
clear as for the previous tasks, the representation uses four dimensions, which makes sense
for two objects in a plane. Additionally, the goal states (ball in cup) are clearly separated
from the other states. As we will see in the following section, the information about the
cup is still very noisy, which is probably why reinforcement learning based on PVEs does
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(a) Learned representation
(moving camera)
(b) Learned representation
(static camera)
(c) Encoded sequence
(moving camera)
(d) Encoded sequence
(static camera)
(e) Observation sequence
(moving camera)
(f) Observation sequence
(static camera)
Figure 5.25: For cart-pole, PVEs learn equivalent state representations from different observations. Sup-
plementary videos: learning process for the moving camera http://youtu.be/RKlciWWuJfc and
static camera http://youtu.be/MYxrA1Bw6MU, learned PVE with the moving camera http://youtu.be/
67QZRsLNTAE.
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(a) Learned representation (b) Encoded sequence
(c) Observation sequence
Figure 5.26: Learned position-velocity representation for ball in cup. Supplementary videos: http:
//youtu.be/3fLaSL8d4TY shows the learning process, http://youtu.be/lIhEGv5kLFo demonstrates the
learned PVE.
not reach the same performance as in the other tasks. This result makes the ball in cup
task a good candidate for a next step on extending PVEs by revising and adding robotic
priors.
Result: Learned States Allow Regression to True Positions and Veloci-
ties
To measure the quality of the learned position-velocity representation, we performed re-
gression from the learned postion-velocity state to true positions and velocities of relevant
objects. Here, we trained a fully connected neural network with 3 hidden ReLu layers of
256 units each for 200 steps with Adam. We normalized the true positions and velocities
and performed supervised learning from the learned position-velocity state to the true
features minimizing mean squared error. After training on observations from 1000 times
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20 steps, we tested with 100 times 20 test samples. The resulting test errors are shown
in Table 5.2.
Table 5.2: Comparison of mean squared test errors.
Inverted pendulum
cos(θpole) 0.0003
sin(θpole) 0.0002
θ˙pole 0.0003
Cart-pole (different cameras)
moving static
xcart 0.0007 0.0015
cos(θpole) 0.0013 0.0021
sin(θpole) 0.0012 0.0033
x˙cart 0.0069 0.0198
θ˙pole 0.0110 0.0264
Ball in cup
xcup 0.0622
ycup 0.0645
xball 0.0187
yball 0.0294
x˙cup 0.6654
y˙cup 0.6372
x˙ball 0.1535
y˙ball 0.2359
When we compare these errors, we find that the errors are lowest for the pendulum
task, which makes sense because the range of possible observations is so small in this task,
that it is well covered by the training data. For the cart-pole the errors are still very low
for position, but higher for the estimated velocities because noise in the position states is
increased when computing velocities from finite differences. Also, the errors double when
we go from the moving camera setting to the static camera setting. From this difference,
we can predict that control should be easier in the first setting. Finally, for ball in cup,
the errors are again much larger for the reasons discussed earlier. The estimation of the
cup velocity is particularly challenging.
Note that we performed this regression test to measure how well these properties are
encoded in the state. We do not use the state labels for training the representation and
we do not use them for learning control. In the following section, we will measure the
utility of the learned representation by reinforcement learning performance based on these
representations.
Result: Learned Representations Enabling Reinforcement Learning
In this experiment, we learn control for these tasks with neural fitted Q-iteration (NFQ,
Riedmiller, 2005) based on the encoding learned by PVEs. As a baseline, we use untrained
PVEs with randomly initialized encodings in this preliminary work (we will thoroughly
compare to other methods in future work). For the policy, we used a fully connected
neural network with two hidden layers of 250 sigmoid units per layer. We trained it two
times for 30 episodes after each training epoch. We rescaled rewards to be non-positive
and omitted discounting. We repeated actions for multiple time steps (4 for the pendulum
and cart-pole tasks, 6 for the ball in cup task).
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(a) Inverted pendulum (b) Cart-pole
(c) Ball in cup
Figure 5.27: Reinforcement learning performance for different tasks based on state representations learned
by PVEs. Lines show means of 50 trials, darker shading shows standard errors, lighter shading shows range
from minimum to maximum values.
The resulting learning curves are shown in Figure 5.27. The blue curves show the
baselines with random encodings, which do not allow learning any of the three tasks. The
green and red curves show reinforcement learning based on PVEs that were trained on a
batch of 1000 trajectories of 20 steps. For the inverted pendulum and for the cart-pole
task, the green curves reach optimal performance after only 50 and 300 epochs. The
red curve, which shows the performance based on the static camera perspective does not
reach optimal performance, probably due to the more noisy state estimation discussed
in the previous section. At this point, it is not clear whether this issue comes from the
low resolution in the input or from the fact that the position of the pole and the cart
are more strongly coupled in these observations which makes learning the state encoding
more difficult. Lastly, for the ball in cup task, the learned control beats the baseline
consistently and (as the light green maximum shading shows) more successful control
using the learned representation is possible. But due to the noisy state estimation, this
is not sufficient for solving the task consistently. Future work could start from here and
investigate which priors are missing to solve this and more realistic robotic tasks.
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Figure 5.28: Side information z is related to function f(x) = y.
5.8 Relation to Learning with Side Information
In this section, we relate our work to learning with side information (Vapnik and Vashist,
2009; Chen et al., 2012) and thereby generalize the idea of formulating prior knowledge
as learning objectives. The main idea of learning with side information is that we cannot
only learn functions from input/output pairs, as is done in supervised learning, but also
use other side information for learning if we know how this side information relates to the
learnable function. Learning with robotic priors, for example, uses the actions, rewards,
and time as side information to learn a mapping from observations to states but the same
idea applies to other problems.
For many problems, there are additional data z available that are neither the input x
nor the output y of function f but that carry valuable information about how f maps x
to y, as illustrated in Fig. 5.28. We refer to this kind of data as side information (Chen
et al., 2012), also known as privileged information (Vapnik and Vashist, 2009). Examples
for side information are
1. intermediate results computed by the true underlying f ,
2. output of a related function (with input x) that shares computations with f ,
3. input of a related function (with output y) that shares computations with f , or
4. relations between inputs xi and xj or between outputs yi and yj.
Example: Suppose we want to estimate a function from the input/output samples:
3 7→14, 5 7→30, and 2 7→9. From looking at these data, it is not immediately obvious what
the true underlying function is. However, if we provide side information and the prior
that they correspond to intermediate values that f computes, in this case 3 7→ 9 7→ 14,
5 7→ 25 7→ 30, and 2 7→ 4 7→ 9, we see that the function first squares its input and then
adds five to the intermediate result, f(x) = x2+5. Side information together with a prior
about how they relate to f reveal the underlying function.
Incorporating priors about how z relates to f is what we call learning with side infor-
mation. By enforcing consistency with these priors, we regularize learning which improves
generalization. Note that we use side information only during training, not for predic-
tion. There are a number of approaches in the literature that (often implicitly) follow
the paradigm of learning with side information and demonstrate impressive results. Here,
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we connect these lines of work, make the underlying paradigm explicit, and attribute the
improved generalization to the use of priors enabled by side information.
Learning with side information provides an effective way to incorporate priors into the
learning objective by exploiting data that are neither input nor output data of the target
function f and are only required during training time. Note the difference to unsupervised
and semi-supervised learning which only consider additional input data.
5.8.1 Definition of Learning with Side Information
In learning with side information, we estimate a function f : x → y and optionally an
auxiliary function β by minimizing two objectives, the main objective Lf and the side
objective Lz:
argminf Lf (f | {xi,yi}Ni=1),
argminf,β Lz(f, β | {xi,yi}Ni=1, {zj}Mj=1).
To define Lf , we assume a supervised learning setting in which the goal is to estimate a
function f : x→ y from a set of N input/output pairs {xi,yi}Ni=1. Then, Lf corresponds
to a standard supervised learning objective, e.g. mean-squared error for regression or hinge
loss for classification.
The side objective is captured by Lz, which depends on side information z and can
include the auxiliary function β. The exact form of Lz, z, and β depends on the pattern
applied (Sec. 5.8.2). For all patterns, z are data that are neither from the input space nor
from the output space of f but carry valuable information about f , and are only needed
for learning, not for prediction. Hence, the training data include M side information
samples in addition to the N input/output pairs, D = ({xi,yi}Ni=1, {zj}Mj=1). Each of the
side information samples relates to one or more input/output samples, commonlyM = N
or M = N2.
To exploit z for learning f , we formulate priors about how z relates to f in the side
objective Lz. To express Lz, many patterns require f to be split into two functions, φ
and ψ, where φ maps x to an intermediate representation s, and ψ predicts y based
on s, hence y = f(x) = ψ(φ(x)) = ψ(s). This split exposes the representation s and
facilitates the formulation of Lz by relating s and z, possibly using β. Often it allows us
to omit ψ and y from Lz, i.e. to define Lz(φ, β | {x}, {z}). For example, in the multi-task
pattern (Sec. 5.8.2) the intermediate representation s is shared amongst the main task
of predicting y with function ψ(s) and an auxiliary task of predicting z with β(s). The
auxiliary task regularizes the shared function φ and improves generalization for the main
task.
Note that we intentionally kept this formalization narrow to improve readability. It is
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straightforward to extend the ideas presented here to a reinforcement learning setting, to
multiple types of side information, to multiple intermediate representations, and to more
than one side objective.
Training Procedures
Since learning with side information requires us to optimize multiple learning objectives
affected by different subsets of training data and functions, we need appropriate training
procedures. We have identified three common training procedures that differ with respect
to the order in which they (i) optimize the two objectives and (ii) modify the functions f
and β:
Simultaneous learning jointly trains f and β by optimizing a weighted sum of the two
learning objectives Lf and Lz (Weston et al., 2008). This procedure introduces the need
to find a good weighting of the different learning objectives, which might be difficult if
the gradients of the objectives differ by orders of magnitude and vary during learning.
If we split f into φ and ψ, as described in the previous section, we can choose among
two additional procedures. In the decoupled procedure, we first optimize the side objective
Lz(φ, β | {x}, {z}), while adapting φ and β to learn the intermediate representation s.
Then, we optimize the main objective Lf (φ, ψ | {x,y}), while keeping φ (and β) fixed.
This simple procedure is only applicable if the side objective provides enough guidance to
learn a task-relevant representation s, whereas the simultaneous procedure is also appli-
cable for “weak” side objectives Lz. To alleviate this problem, the pre-train and finetune
procedure first applies the decoupled procedure, but then optimizes Lf (φ, ψ | {x,y}) while
adapting φ, too, in order to fine-tune s for the task. This strategy is popular in deep learn-
ing as unsupervised pre-training (Erhan et al., 2010) and can be applied analogously for
learning with side information. For this procedure to have an effect, Lf must not be
convex (otherwise, the pre-training step would be unlearned).
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5.8.2 Patterns for Learning with Side Information
We will now present different approaches for learning with side information, which we
have grouped into patterns. We describe for each pattern the general idea, the underlying
prior, the side information z, the side objective Lz, and the auxiliary function β. We point
to successful applications of each pattern (summarized in Appendix A.2.2) and visualize
the patterns with schemas as in Fig. 5.29.
How to read the schemas: The schemas represent computation flow graphs where
functions (drawn as arrows) connect variables (represented as nodes), both of which follow
the definitions from Section 5.8.1. Predictions of variables are indicated by ·ˆ. The target
function is depicted in black. Additional elements that are only required at training time
and can be omitted during prediction are shown in gray, except for side information and
the corresponding learning objectives, which are highlighted in green. Learning objectives
are visualized by connecting variables with ∼ to denote that the objective enforces sim-
ilarity between these variables. The = sign (see Fig. 5.34) indicates that a function is
replicated (e.g. by weight sharing).
Note that these graphs are not probabilistic graphical models (PGMs). We provide
PGMs as a complementary visualization of causal dependencies in Appendix A.2.1. In
contrast, the computation flow graphs are advantageous for the purpose of this section
since 1. they discriminate between variables and functions, 2. they expose the sequence
of computation, 3. they visualize the learning objectives, and thus 4. are easily converted
into neural networks, which are employed by most of the related works reviewed in this
section.
Direct Pattern
Figure 5.29: Direct pattern
The direct pattern leverages known, intermediate results
of the computation performed by f . Given these interme-
diate results as side information z, we can learn a func-
tion φ that transforms x into the representation s such
that s ∼ z, as shown in Fig. 5.29. No auxiliary function
β is required. The pattern is only applicable if z makes it easier to predict y, and if x
contains enough information to predict z. The example in Section 5.8 is an instance of
this pattern.
To formalize this pattern, we use a suitable side objective Lz = Ldirect(φ | {x, z}) from
supervised learning that enforces the representation s to be equal to the side information
z.
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Applications: Machine learning approaches in computational biology frequently use
this pattern to combine understanding from biology research with learning. For example,
in contact prediction, the goal is to predict which parts of a folded protein are close to each
other based on the DNA sequence that describes the protein. Virtually all learning-based
approaches to this problem first predict intermediate representations s, such as secondary
structures (local 3D structure categories), and then use s to predict contacts (Cheng and
Baldi, 2007). The representation s can be reliably estimated which greatly facilitates
learning φ.
Knowledge transfer (Vapnik and Izmailov, 2015) uses this pattern, but includes an
additional step of extracting features β(z) from the side information. Function φ is then
learned by regression, such that s ∼ β(z). They also suggest augmenting s with the
original input x. Similarly, Chen et al. (2012) suggest to reconstruct only highly predictive
features of z using a modified version of AdaBoost.
Multi-Task Pattern
Figure 5.30: Multi-task pattern
This pattern applies when the side information z are out-
puts of a related function (with input x) that shares com-
putations with the function we want to estimate. As illus-
trated in Fig. 5.30, the pattern assumes that the target
function f = ψ ◦ φ and the related function β ◦ φ share
φ and therefore have the same intermediate representation s = φ(x). By training the
representation to predict both y using ψ, and z using the auxiliary learnable function
β : s → z, we incorporate the prior that related tasks share intermediate representa-
tions. This pattern corresponds to multi-task learning (Caruana, 1997), a type of transfer
learning (Pan and Yang, 2010).
To apply the multi-task pattern, we can use any suitable learning objective from super-
vised learning Lz = Lmulti-task(φ, β | {x, z}) in order to learn to predict z from x.
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Applications: Multi-task learning has been successfully applied in a wide variety of
tasks (Caruana, 1997; Pan and Yang, 2010). Recently, Zhao and Itti (2015) proposed to
use object pose information to improve object recognition in a convolutional deep neural
network. Similarly, Levine et al. (2015) use image classification and pose prediction as
side information to teach a robot remarkable vision-based manipulation skills, such as
stacking lego blocks or screwing caps onto bottles.
Figure 5.31: Exploiting irrelevant
side information.
Irrelevance Pattern: A special case of the multi-
task patterns exploits knowledge about unrelated tasks,
by enforcing the prediction of the side information to
be orthogonal to the main task (Romera-Paredes et al.,
2012). This idea is formalized by forcing ψ to be orthogo-
nal to the auxiliary prediction function β (see Fig. 5.31),
which allows to use knowledge about irrelevant distractors present in the input data. How-
ever, it is unclear how to efficiently formulate the orthogonality constraints between ψ
and β for the non-linear case.
Multi-View Pattern
The multi-view pattern is complementary to the multi-task pattern, treating side infor-
mation as input instead of output. It applies when z are inputs of a related function
(with output y) that share computations with f . This pattern corresponds to multi-view
learning (Sun, 2013).
When we treat z as auxiliary input, we can use it in two different ways: explicitly by
correlating it with the original input x (Fig. 5.32), or implicitly by predicting the target
output (Fig. 5.33). In both cases, we learn functions φ : x 7→ s and β : z 7→ s′, such
that s ∼ s′.
(a) Labeled x data
(b) Labeled z data
Figure 5.32: Multi-view (correlation)
pattern
The multi-view (correlation) pattern assumes that cor-
related representations computed from related inputs are a
useful intermediate representation for predicting the tar-
get output. It can be formalized with a learning objective
that enforces the correlation between φ(x) and β(z), e.g.
the mean squared error Lz = Lmulti-view(φ, β | {x, z}) =∑
i ||φ(xi)− β(zi)||2. If we apply the decoupled training
procedure, i.e. only optimize the objective, we have to
add constraints, e.g. unit variance, to Lmulti-view in order
to avoid the trivial solution of having a constant interme-
diate representation. In case φ and β are linear, Lmulti-view
with unit variance corresponds to Canonical Correlation
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Analysis (CCA).
Applications: The pattern is often employed in multi-modal scenarios (Sun, 2013).
Chen et al. (2014) show how to enhance object recognition from RGB-only images by
leveraging depth data as side information during training. In computational neuroscience,
the pattern is widely used to learn from multiple modalities (e.g., EEG and fMRI) or across
subjects (Dähne et al., 2014). The pattern can also be applied for clustering (Feyereisl and
Aickelin, 2012). The idea is to repeatedly cluster on both {xi} and {zj} and then return
the clustering of x with the highest agreement with z. In a recent article, Wang et al.
(2015) suggest and compare deep architectures that combine multi-task and multi-view
learning, and show that a deep canonically correlated auto-encoder gives superior results
for visual, speech, and language learning.
Figure 5.33: Multi-view prediction
pattern
The multi-view prediction pattern is based on the prior
that predicting the target output from related inputs re-
quires similar intermediate representations. It trains the
functions φ : x 7→ s and β : z 7→ s′ such that both s and
s′ map to the target output using the same prediction
function ψ, e.g. using weight sharing. Since s and s′ are
coupled to y via the main objective, we do not only regularize φ, but also ψ.
Despite their similarities, we are not aware of any systematic comparison of multi-view
and multi-task learning. Neither have we found applications of the prediction pattern
in the literature. Our experiments provide a first empirical comparison of these pat-
terns (Sec. 5.6.2).
Pairwise Patterns
Figure 5.34: Pairwise pattern
Pairwise patterns use side information zij that carry
information about the relationship between samples i
and j to shape the intermediate representation, e.g.
the difference between their intermediate representations
(Fig. 5.34, the = indicates weight sharing).
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Pairwise Similarity/Dissimilarity Pattern: If the side information gives infor-
mation about similarity of samples with respect to the task, we can impose the prior
that samples that are similar (dissimilar) according to their side information should have
similar (dissimilar) intermediate representations. Such side information is often available
as information about local neighborhoods of samples (Tenenbaum et al., 2000). Another
powerful source of similarity information are time sequences, since temporally subsequent
samples often have similar task-relevant properties, as exploited by slow feature analy-
sis (SFA) and temporal coherence (Wiskott and Sejnowski, 2002; Weston et al., 2008).
Additionally, an intelligent teacher can provide information about which samples are sim-
ilar (Vapnik and Izmailov, 2015).
Similarity can be enforced with a squared loss on the distance between similar samples:
Lsim.(φ | {x, z}) =
∑
i,j
||φ(xi)− φ(xj)||2 1(zij = sim.),
where 1 denotes the indicator function. Solely using this objective might lead to trivial
solutions where all samples are mapped to a constant. We can resolve this problem
by imposing additional balancing constraints on s (Weston et al., 2008) or selectively
push samples apart that are dissimilar according to the side information (or optionally
according to the labels y):
Ldis.(φ | {x, z}) =
∑
i,j
σ(||φ(xi)− φ(xj)||) 1(zij = dis.),
where σ is a function that measures the proximity of dissimilar samples in representation
s. Candidates for σ are the margin-based σ(d) = max(0,m − d2) for some pre-defined
margin m (Hadsell et al., 2006), the exponential of the negative distance σ(d) = e−d
(Jonschkowski and Brock, 2014), or the Gaussian function σ(d) = e−d2 (Jonschkowski and
Brock, 2015). Another way to avoid trivial solutions is to impose an input-reconstruction
objective, e.g. by using an auto-encoder (Watter et al., 2015).
Vapnik and Izmailov (2015) incorporate similarity information into support vector ma-
chines by replacing the free slack variables with a function of z. This method incorporates
the prior that slack variables should be similar for samples with similar side information.
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Applications: This pattern has been shown to successfully guide the learner in iden-
tifying task-relevant properties of x. Hadsell et al. (2006) show how to learn a lighting
invariant pose representation of objects in the NORB dataset. Weston et al. (2008) show
that regularizing a convolutional network with a temporal coherence objective outper-
forms pure supervised object classification in the COIL-100 dataset by 20% in terms of
recognition accuracy.
Recent works show how to apply this pattern to reinforcement learning settings. Watter
et al. (2015) exploit the time sequence to jointly learn a state representation and the world
dynamics from raw observations for a variety of standard tasks, such as cart-pole balancing.
Jonschkowski and Brock (2015) apply the pattern in a robot navigation task, and show
how leveraging temporal and robot action information enable the robot to learn a state
representation from raw observations, despite the presence of visual distractors.
Note that this pattern only preserves local similarities between samples. If the side
information provides a global distance metric, Weston et al. (2008) propose to formulate
side objectives for learning a distance-preserving mapping of x to z, e.g. based on multi-
dimensional scaling (Kruskal, 1964). Alternatively, the distance metric can be learned
using side information (Fouad et al., 2013).
Pairwise Transformation Pattern: Instead of exploiting only binary similarity
information between samples, the pairwise transformation pattern exploits continuous
information about the relative transformations between samples, to make the internal
representation (or parts of it) consistent or equivariant with the known relative trans-
formations. Such side information is often available in robot and reinforcement learning
settings.
Consistency with the transformations z can be enforced in different ways: (a) Hinton
et al. (2011) require the transformation z to affect s in a known way, and suggest the
transforming autoencoder model shown in Fig. 5.35a to learn such an s. The idea is to
learn to reconstruct the transformed input from the original input and the known trans-
formation. (b) If the transformations in s are unknown, Jayaraman and Grauman (2015)
suggest to learn these transformations as an auxiliary task using the pattern depicted in
Fig. 5.35b. (c) We can also turn this approach around and try to predict the transforma-
tion based on the original and the transformed representation (Agrawal et al., 2015) as
depicted in Fig. 5.35c. All three variants (a)-(c) enforce equivariance of s with respect
to the relative transformations, and can be trained using supervised side objectives. (d)
Instead of optimizing for equivariance, we can also enforce that the same transformation
has the same effect, when applied to different samples (Fig. 5.35d). When transforma-
tions are discrete, we formalize this by penalizing the squared difference of the change in
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internal representation after applying the same transformation:
Ltransf.(φ | {x, z}) =
∑
i,j
||∆φ(xi)−∆φ(xj)||21(zi= zj),
(a) Predicting transformed input
(b) Predicting representation
(c) Predicting transformation
(d) Comparing pairs of transformations
Figure 5.35: Pairwise transf. patterns
where ∆ denotes the change caused by the transfor-
mation, i.e. ∆φ(xi) = φ(xi+1)− φ(xi) for sequential
data. This objective can be extended to continu-
ous transformations by replacing the indicator func-
tion with a similarity function σ(zi− zj) from Sec-
tion 5.8.2. Variants of this pattern allow to enforce
only locally consistent transformations, by multiply-
ing σ(φ(xi) − φ(xj)), or to enforce only consistent
magnitudes of change by comparing norms ||∆φ(xi)||
(Jonschkowski and Brock, 2015).
Applications: Many results in the literature
demonstrate the usefulness of the pairwise transfor-
mation pattern. Agrawal et al. (2015) report that
using relative pose information as side information
can reduce the error rate on MNIST by half with re-
spect to pure supervised learning. They also demon-
strate the approach for scene recognition on the SUN
dataset, and show that pre-training using limited
of relative pose side information is almost as good
class-based supervision. Jayaraman and Grauman
(2015) demonstrate a recognition accuracy of ≈ 50%
on the KITTI dataset, outperforming pure super-
vised learning (41.81% accuracy) and SFA (47.04%). Interestingly, both works enforce
learning a pose equivariant representation, although the classification task they address
requires invariance. It is still unclear why equivariant representations help in such
tasks (Lenc and Vedaldi, 2014).
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Figure 5.36: Label distances
Label Distance Pattern: The label distance pat-
tern is a special case of the pairwise pattern, where the
side information defines distances between labels, not
samples (see Fig. 5.36). An instance of this pattern, often used in structured predic-
tion, is hierarchical multi-class learning (Silla Jr. and Freitas, 2010), where a hierarchy is
imposed on the labels to penalize misclassifications between samples with similar classes
less severely.
5.9 Conclusion
5.9.1 Summary
We have presented a new approach to state representation learning in robotics: learning
with robotic priors (LRP). The first key idea to this approach is to focus on state repre-
sentation learning in the physical world instead of trying to solve the general problem of
state representation learning in arbitrary (artificial) environments. Reducing the problem
domain in this way allows us to use robotics-specific prior knowledge. We strongly believe
that such prior knowledge will be vital to create versatile robots.
The second key idea is a specific way to use prior knowledge for state representation
learning. We evaluate representations by how consistent they are with our priors about the
world. We proposed five robotic priors—simplicity, temporal coherence, proportionality,
causality, and repeatability—and showed how they can be turned into an objective for
state representation learning.
Our experiments demonstrate that the inclusion of robotic priors can greatly improve
learning performance and generalization. The magnitude of this effect is significant, in
spite of the generality of the employed priors. These experiments have been reproduced
and extended by Lesort et al. (2017).
We have also presented two extensions of the original approach. The first extension
enables multi-task state representation learning, MT-LRP, where the agent simultaneously
needs to cluster its experience into multiple tasks and to learn a state representation for
each of them. This extension differs from the original approach by implementing the
observation-state-mapping as a gated neural network and by adding the prior of task
coherence, which is encoded in the learning objective. Our experiments confirmed that
MT-LRP is effective at simultaneously identifying tasks and learning task-specific state
representations. This capability is beneficial for scaling reinforcement learning to realistic
scenarios that require dedicated skills for different tasks.
The second extension are position-velocity encoders (PVEs), which are able to learn
state representations structured into a position and a velocity part without supervision
and without requiring image reconstruction. PVEs combine two key ideas, 1) to con-
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strain the model to estimate velocities in the correct way from positions and 2) to train
the position encoder by optimizing consistency with robotic priors, which are specific to
positions, velocities, and accelerations. We have shown how structuring the state space
into positions and velocities creates new opportunities for formulating useful constraints
and learning objectives. Our experiments show that this allows PVEs to learn effective
state representations for continuous control tasks.
Finally, we have related the idea of incorporating prior knowledge in the form of loss
functions to learning with side information, which provides a new perspective on machine
learning and complements existing paradigms such as supervised learning, representation
learning, and deep learning. We have connected learning with side information with var-
ious methods in the literature that use side information implicitly. This allowed us to
systematically analyze these methods and extract patterns from them that show how
they incorporate different priors about how side information relates to the target func-
tion. Since different priors coincide with different learning tasks, we hypothesized that
the performance of these patterns will vary strongly depending on the applicability of
the corresponding prior. Our experiments confirm this hypothesis and demonstrate that
learning with side information can substantially improve generalization.
5.9.2 Future Directions: Structured State Representations
Interacting with the physical world is the essential definition of robotics and an important
source of prior knowledge. This is what differentiates robots from other artificial agents
that operate in games etc. Physical interaction provides a wealth of structure that, in
this chapter, we only begun to explore.
In the initial work, we demonstrated the possibility and the advantage of defining such
priors about physical interaction even in purely unstructured state representations—and
this approach can certainly be improved by finding better priors.
But I expect a much larger leap when we add more structure into the state representa-
tion. The two extensions that I have presented go in this direction, structuring the state
into multiple tasks or into different time derivatives (position, velocity, acceleration). But
there is ample room for additional structure such as objects, hierarchies, other intentional
agents, etc. By having such structure in the state space, we can formulate more powerful
learning objectives that enforce physically consistent representations.
In addition to simplifying representation learning, structured state spaces will also
facilitate learning forward models, because this learning problem, too, can make use of
priors based on the state structure. Better models will enable model-based reinforcement
learning, an approach that can potentially be much more data-efficient than the currently
dominant model-free reinforcement learning.
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Conclusion
6.1 Machine Learning Research
I would like to start this chapter with some general conclusions about machine learning
research from the perspective of a roboticist. This section is inspired by Domingos (2012),
who wrote an excellent paper on “a few useful things to know about machine learning”,
where he described important machine learning insights that do not usually appear in
scientific publications. Here, I will state my own insights about machine learning research.
6.1.1 Learning Is a Means, Not an End
Learning is a means to create intelligence, not an end in itself. If we can solve a problem
without learning and the solution is effective, robust, and general enough, then there is no
reason to apply machine learning. In this thesis, I made the argument many times that
we cannot learn everything, that we need to assume something. Successfully engineered
solutions (or parts thereof) are good candidates for useful assumptions.
Thus, our first reaction to a solution of a robotics problem that does not rely on any
machine learning should not be whether we could also learn it from data, but whether
machine learning could improve this solution by making it more effective by replacing
manual parameter tuning or more robust and general by adapting parameters to a given
scenario. If the answer to these questions is “no”, then there is no reason for learning. If
it is “yes”, we should not only consider replacing the engineered solution altogether but
also consider complementing it with learning where learning is most useful.
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6.1.2 Problems and Data Sets Are Not the Same
In machine learning research, we often equate data sets with scientific problems that
we want to solve, as if data sets were somehow given to us. But instead of being the
problem, data sets are an ingredient for solving a problem—just as learning algorithms
are. Gathering data is an important part of machine learning research that is not discussed
much in the literature but that often requires tremendous effort.
In order to learn object segmentation for the Amazon picking challenge (see Chapter 3),
for example, we had to perform all of the following steps to gather a single labeled training
sample: Select between one and five objects, enter their identifiers into the sample meta-
data, arrange these objects in a shelf bin, make the robot move its arm-mounted camera
in front of the bin, record an RGB-D image, transfer the image and meta-data from the
robot to another computer, manually create segmentation masks for all objects using
image editing software, and add the image, the object masks, and meta-data to the data
set.
Due to this laborious process, we used only about six labeled images per object. We
had actually generated more samples than that, but had to select a subset for each object
that covers the views of an object in an unbiased way because some objects have very
different appearances depending on which side faces the camera and too many samples
of one view would make it more difficult to recognize the object from other views. Even
with all this effort, the data set is not the same as the problem: object segmentation in
the Amazon picking challenge.
During the challenge, many teams struggled with perception because the test condi-
tions differed from their training set. The challenge venue had bright lights at the ceiling
and some objects were slightly different from those the teams had received earlier. Appar-
ently, they came in different variants depending on when and where they were ordered
from Amazon. A number of teams modified the test conditions (within the rules of the
challenge) to match the data set they had used for training their models. They added
shades to block the bright lights and were allowed to use their own object variants. This
anecdote really illustrates how brittle learned models can be when they are tested in
conditions different from the training set.
Since we ultimately want to solve problems not data sets, we should acknowledge that
training data are part of the solution, that gathering such data requires a lot of effort,
which can crucially limit the scalability of machine learning, and that test data can only
be a proxy for the real problem.
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6.1.3 Reinforcement Learning Requires Instrumented Envi-
ronments
Reinforcement learning can potentially remove the need for manual data collection by
defining a setting for autonomous learning. In the reinforcement learning setting, the
robot continuously perceives the state, performs actions, receives feedback in form of a
reward signal, and adapts its behavior so as to maximize long-term reward. This setting
captures the interactivity of learning, allows continued adaptation rather than having
a distinct training and test phase, and most importantly does not require manual data
collection or any other form of human intervention.
At second glance, however, reinforcement learning requires either substantial human in-
tervention or highly instrumented environments, i.e. environments that contain sensors,
computation, and mechanisms to enable learning. The first problem is that reinforce-
ment learning methods often assume access to the ground truth state of the system, an
unrealistic assumption that has motivated my work in Chapter 5.
But even if robots learn from raw observations instead of states, they might still rely
on the true state to compute the reward. In my real world experiments in Section 5.5.7,
where a mobile robot was rewarded whenever it entered the top right corner of a room,
I had to equip the robot with a laser range finder and perform global localization with
a particle filter to estimate whether the robot is in the goal region and should receive a
reward. While the robot’s learned behavior did not depend on this information, generating
the reward signal, which is needed for learning the behavior, required the true state.
But the reward is not the only reason for why we need instrumented environments
to enable reinforcement learning. The environment must also retain a state that allows
to fullfil the task and enable the robot to explore safely and to recover from failures.
Levine et al. (2016), for example, apply reinforcement learning to grasping and enable
safe exploration by restricting the learnable policy and by using a soft gripper. They
maintain the environment in a state that allows continuous learning by picking objects
from bins with sloped walls and only moving the objects above the bin, such that they
never fall outside of it, where the robot would not be able to grasp them. Riedmiller et al.
(2007) learn to steer a car with reinforcement learning which required a recovery policy
that took over when the car left the track. This recovery policy must already solve (a
variant of) the task that is being learned here. Episodic tasks as in the work of Levine
et al. (2015), require a reset to the initial state after each episode, which can be done
manually or by instrumenting the environment appropriately.
Although reinforcement learning appears to be a natural framework for robot learning,
autonomous reinforcement learning requires substantial instrumentation of the environ-
ment. Only through manual or automatic processes to generate the reward, to reset the
state, and to ensure safe exploration, can reinforcement learning be applied to robotics.
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6.1.4 Simulation Is Useful But No Silver Bullet
Due to the difficulties with data collection and instrumented environments described
above, reinforcement learning research is often done in simulation. Most of my own
experiments presented in Chapters 4 and 5 are performed in simulation because this
offers a number of advantages.
Simulation makes it very easy to gather large amounts of labeled data. In Chapter 4,
I used simulation to collect thousands of trajectories of a robot walking through different
mazes on a single day, without having to care about hardware issues, battery life, changes
in illumination, etc. These experiments are repeatable, adaptable, and scalable, so that I
could easily regenerate the data, generate it using a different robot behavior, and generate
more data if needed. Because simulation provides access to the underlying state, labels
such as the position and orientation of the robot can be directly read out, which makes
simulation suitable for supervised learning. And simulation is even more valuable for
reinforcement learning.
To develop supervised learning methods, we can apply them on data sets many times
without having to collect the data again. But for reinforcement learning, this is not
possible. Reinforcement learning methods can only be tested by interacting with an
environment. If those evaluations would have to be run in the real world, the development
of reinforcement learning methods would virtually come to a stop because every learning
experiment during the development of a new method would take an impractical amount
of time. Here, simulation plays a crucial role for accelerating or even enabling progress.
Nevertheless, it is important to keep in mind that simulation is only a proxy for reality—
that, ultimately, we want to apply these algorithms on real robotic systems. Therefore,
we have to be careful about our use of simulations in machine learning research. The
first risk of using simulations is that we develop our algorithms for a learning setting
in which exploration is safe, data is cheap, and instrumentation of the environment is
easy instead of assuming a more realistic learning scenario. This trend can be seen in
recent reinforcement learning publications, which often use millions of interactions with
the environment (Lillicrap et al., 2015; Heess et al., 2017).
The second risk of experimenting only in simulations is that we might overfit to them
by encoding priors into our learning algorithms which apply to the simulation but not to
the real world. This can easily happen because simulations have to simplify many aspects
of reality. At the same time, we might fail to take advantage of properties of the real
world that are not present in simulation such as how soft hands can simplify control for
grasping (Deimel and Brock, 2016).
Therefore, we need to constantly assess how much our simulated environments reflect
properties of the real world. While we should use simulation to develop our methods, we
must also verify our results using real data and real experiments.
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Chapters 4 and 5 demonstrate this approach of developing a method for robot learning
in simulation and verifying the results on real data or in real experiments.
6.2 The Role of Priors in Machine Learning
Throughout this thesis, I have argued that priors are essential for machine learning and
that adding prior knowledge has the potential to improve generalization, in particular
in robot learning. In this section, I will argue that we should put priors at the center
of our perspective on machine learning. I will first discuss limitations of separating ma-
chine learning into supervised learning, unsupervised learning, and reinforcement learning,
which is the predominant perspective on machine learning. Then, I will argue for taking
a perspective that focuses on the role of prior knowledge in machine learning. I will re-
late this perspective to deep learning, which has generated powerful tools for studying
machine learning from the perspective of encoding prior knowledge. I will conclude this
section by describing the implications of the prior-centric perspective for robotics.
6.2.1 Combining Supervised, Unsupervised, and Reinforcement
Learning
The majority of machine learning research belongs to one of three problem categories:
supervised learning, reinforcement learning, and unsupervised learning (see Section 2.4).
This factorization of research enabled the field to focus on different parts of the machine
learning problem. Supervised learning focuses on approximating functions from samples
of their input and output, unsupervised learning focuses on discovering structure in un-
labeled data, and reinforcement learning focuses on learning interaction from trial and
error. This focused research has produced important theories, methods, and tools for
these sub-problems.
But it is important to note that in their pure forms, none of these standard learning
paradigms will enable the kind of learning that we would need for intelligent robots.
Pure supervised learning only relies on labeled data, which is laborious to collect and
potentially limits generalization when test and training scenario are different (see Sec-
tion 6.1.2).
Pure reinforcement learning often requires instrumented environments (see Section 6.1.3).
Unless the reward function provides a gradient towards solving the task, reinforcement
learning has an additional limitation: It requires the robot to solve the task by chance to
even enable learning. Without “stumbling upon” the solution, the robot does not receive
the reward that it needs for learning the task.
Pure unsupervised learning can extract structure from abundant unsupervised data,
but without any supervision or a reward signal there is no feedback about how the robot
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should change its behavior.
If we accept learning as a means to create artificial intelligence, instead of as an end in
itself (see Section 6.1.1), it follows that intelligent robots should learn by extracting infor-
mation from all available sources: scarce but highly informative labeled data, abundant
unlabeled data, and trial and error. By combining these paradigms, they can complement
each other and remedy their weaknesses.
There are a number of recent approaches that go in this direction, for example using
auxiliary supervised or unsupervised tasks in reinforcement learning (Jaderberg et al.,
2016; Mirowski et al., 2016), initializing a policy by learning from demonstrations and fine-
tuning using reinforcement learning (Abbeel et al., 2010), or using supervised learning to
generalize from multiple policies trained by model-based reinforcement learning (Levine
and Koltun, 2013). But these combinations still rely on the same standard learning
objectives from the original subfields, which is an unnecessary restriction.
Supervised, unsupervised, and reinforcement learning provide standard learning objec-
tives, which are really special cases. By combining these paradigms, there is an oppor-
tunity to consider other learning objectives. In Chapter 5, I have demonstrated that if
we apply the unsupervised learning goal of finding lower dimensional manifolds in the
reinforcement learning setting, we can generate much richer objective functions. This is
possible because the reinforcement learning problem provides sequences of observations,
actions, and rewards, which afford more assumptions than plain unlabeled data assumed
by pure unsupervised learning. Learning with side information generalizes this idea of
expressing priors about how different variables relate to each other (see Section 5.8).
If we combine these different problem categories, we need another paradigm to structure
our thinking about machine learning. I believe that priors should be at the center of such
a new paradigm.
6.2.2 Prior-Centered Machine Learning
Before explaining further why I think that we should adopt a machine learning paradigm
that puts priors at the center, I want to clearly state I do not claim credit for this idea.
The importance of prior knowledge in machine learning has been expressed many times
(Mitchell, 1980; Geman et al., 1992; Wolpert, 1996; Bengio et al., 2013). In this section,
I do not presume to present a new view on machine learning, but merely to summarize
arguments for why putting priors at the center of machine learning would indeed be a
good idea.
Mitchell (1980) argues that we need priors or biases: “If consistency with the training
instances is taken as the sole determiner of appropriate generalizations, then a program
can never make the inductive leap necessary to classify instances beyond those it has
observed. Only if the program has other sources of information, or biases for choosing
162
6.2. The Role of Priors in Machine Learning
one generalization over the other, can it non-arbitrarily classify instances beyond those in
the training set.”
Geman et al. (1992) analyzes the bias-variance trade-off and comes to the conclusion
that “learning complex tasks is essentially impossible without the a priori introduction of
carefully designed biases into the machines’s architecture” and that “identifying the right
‘preconditions’ is the substantial problem in neural modeling.”.
Wolpert (1996) raises the questions, “Can one actually get something for nothing in
supervised learning? Can one get useful, caveat-free theoretical results that link the train-
ing set and the learning algorithm to generalization error, without making assumptions
concerning the target?”, and refute them by proving the no free lunch theorem.
Bengio et al. (2013) reviews the field of representation learning and conclude that
machine learning must incorporate “many general priors about the world around us.”
They propose a list of priors for artificial intelligence and argue that refining this list and
incorporating it into machine learning will bring us closer to artificial intelligence.
Logic, theory, and practice all show that priors are essential for machine learning. The
open question is not whether machine learning needs prior knowledge, but how specific
or general those priors should be for the problem of (embodied) artificial intelligence.
Putting priors at the center of machine learning has practical implications for machine
learning research. Since the role of priors is to enable generalization, we should consider
changing the way we test our learning algorithms, putting more emphasis on increasing
the “inductive leap” that we require from our learning methods by introducing differ-
ences between the training and test conditions. We must search for priors that allow
generalization beyond the current capabilities of learning systems.
My experiments in Section 4.6.2 show a step in this direction, where I tested the general-
ization of learned localization to different robot behavior. The result showed that generic
deep learning models are not able to perform this generalization, while the algorithmic
prior in the differentiable particle filter enabled this generalization.
A recent study by de Bruin et al. (2018) also demonstrated the impact of priors de-
scribed in this thesis on generalization. They integrated state representation learning
into deep reinforcement learning and performed experiments in a simulated driving task.
Their results show that robotic priors from Chapter 5 only slightly improve performance
in the training domain but substantially improve generalization to new test domains.
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6.2.3 The True Potential of Deep Learning
Although deep learning (LeCun et al., 2015) has already produced a range of impressive
results and changed the field of machine learning, I think the true potential of deep
learning is to enable prior-centered machine learning.
In some sense, deep learning is already doing that because it is most successful in com-
puter vision using convolutional neural networks, which encode prior knowledge about
visual input. New network architectures generated by deep learning research define dif-
ferent hypothesis spaces and thereby new ways of encoding prior knowledge.
But the real potential of deep learning results from the tools that have been developed
by the deep learning community. These tools tremendously facilitate the implementation
of new hypothesis spaces and learning objectives. Deep learning software frameworks such
as TensorFlow (Abadi et al., 2015) allow the definition of arbitrary parameterized com-
putation graphs, i.e. hypothesis spaces. Through auto-differentiation, they can perform
gradient-based optimization of the parameters for arbitrary learning objectives. Without
auto-differentiation, gradients need to be computed by hand (see Appendix A.1) and are
only valid for a certain combination of learning objective and hypothesis space.
In addition to auto-differentiation, which has been known for much longer (Pearlmutter
and Siskind, 2008), these frameworks include powerful learnable models with appropriate
initialization, a suite of optimization methods, and transparent use of powerful GPUs for
computation. My work on differentiable Bayes filters (see Chapter 4) would have been
virtually impossible without relying on these frameworks.
These software tools enable a new kind of programming that includes learnable parts,
which some refer to as differentiable (functional) programming (Olah, 2015). This new
programming paradigm will greatly simplify the encoding of prior knowledge.
6.2.4 Robotics-Specific Machine Learning
The flip side of encoding prior knowledge into machine learning is that it reduces general-
ity. By including priors about the problem, we automatically exclude problems that are
inconsistent with these priors from the domain of the learning method. We might still
be able to apply a learning method outside of its domain but it will not work very well.
The differentiable particle filters described in Chapter 4, for example, are well suited for
learning state estimation. But if we apply them to a language task, they will perform
very poorly. There is no free lunch—improved generalization in one task comes at cost
of reduced generalization in another one (Wolpert, 1996).
The application of prior-centric machine learning to robotics will lead to robotics-
specific machine learning methods. While those methods might perform poorly for non-
robotic problems, they should improve generalization in robotics and thereby help to make
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Table 6.1: Main chapters
Chapter Problem Prior (what) Implementation (how)
3 Object segmentation in
the Amazon picking chal-
lenge
Task-specific priors: known
objects and shelf, object con-
vexity
Task-specific features, post-
processing
4 State estimation from non-
Markov observations
Algorithmic priors: Bayes
filter structure
Restricted hypothesis space
for end-to-end learning
5 Unsupervised learning of
state representations
Robotic priors based on
Newtonian physics
Proxy learning objectives
progress towards understanding embodied intelligence and creating intelligent robots.
The robotic domain is rich in structure and affords a number of robotic priors. Research
in robotics-specific machine learning comes back to the two questions that I raised in the
introduction of my thesis:
1. What are the right priors for robotics?
2. How can we best incorporate these priors into machine learning?
This thesis investigated multiple possible answers to these questions in the context of
robotic perception.
6.3 This Thesis
In this thesis, I have approached three different perception problems in robotics by com-
bining machine learning with prior knowledge. In each of the three main chapters, I
focused on a different source of prior knowledge and a different way of incorporating this
knowledge into learning methods (see Table 6.1), which are potential answers to the what
and how questions.
The three main chapters lie along a spectrum from application-centered research to
basic research. Chapter 3 addresses a narrow problem scope using very specific priors.
The perception method developed in that chapter is in some sense the strongest because
it is closest to a realistic application, but it is also most narrow in scope. The other
two chapters increase the problem scope and the generality of the employed priors. The
methods presented in Chapter 5 are more general than those in Chapter 4 because they
do not require labeled data, but they are also more limited because they can only estimate
the state from a single observation instead of learning a recursive update loop.
These problems were matched with priors along a similar continuum from specific to
generic, where task-specific priors about the Amazon picking challenge are the most spe-
cific, followed by algorithmic priors that make use of algorithmic solutions for a certain
category of problems, and finally robotic priors based on the laws of physics, which apply
to all robots.
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We also saw different ways of incorporating those priors, varying from very strong
constraints in the form of predefined features and post-processing steps, coupled with a
minimal amount of learning (basically statistics over features). In the second chapter,
we algorithmic priors implemented as hard constraints that restrict the hypothesis space,
combined with end-to-end learning to optimize all parameters for end-to-end performance.
In the final chapter, we saw robotic priors implemented as soft learning objectives, which
were optimized as a proxy instead of end-to-end performance.
6.3.1 What: Tasks, Algorithms, Physics
What are the right priors for robotics? In my thesis, I proposed three potential sources
of prior knowledge: tasks, algorithms, and physics.
Task-specific priors capture knowledge about certain tasks that a robot is expected to
perform. Task-specific priors can capture very detailed information about any property
that is invariant in a task, such as improving object perception using a model of the shelf
that the objects are placed in. Such priors have a narrow applicability and are not very
useful for others tasks, but for the task at hand, they can provide strong regularization
and thus enable highly data efficient learning.
Algorithmic priors capture assumptions in algorithms, which are more abstract than
task-specific information. The Bayes filter algorithm, for example, applies too many state
estimation problems, such as localization, mapping, or object tracking, because it makes
assumptions about the general structure of the state estimation problem rather than
the specifics in one task or environment. Thus, algorithmic priors can help to improve
generalization across a larger range of robotic tasks.
Physics-based priors capture the structure of physical interaction between the robot
and the environment. The laws of physics imposes structure such as momentum, which
can be used to learn a representation of the world that is consistent with physics. Since
robots always interact with the physical world—regardless of their specific task—robotic
priors are widely applicable in robotics.
Note how these priors differ from the ubiquitous machine learning priors and the generic
AI priors from Section 2.5. While these priors apply to a passive disinterested observer,
the robotic priors in this thesis take the tasks and interaction into account.
We do not have to choose a single source of prior knowledge. Since all of these priors
capture different information, they can complement each other. Ultimately, robots need
a set of priors that together enables efficient learning and this set will include ubiquitous
ML priors, generic AI priors, robotic priors, and others that we are still missing.
Priors that capture a wide range of tasks will be important for equipping robots with
the necessary versatility. Specifics such as shelf-models should certainly be learned. But
certain narrow priors, such as perception that is tailored to distinguish human faces, could
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be useful if they help to solve tasks that are sufficiently prevalent.
6.3.2 How: Hypothesis Spaces and Learning Objectives
How can we best incorporate these priors into machine learning? In the introduction,
I described machine learning by its four components—data, hypothesis space, learning
objective, and optimization method—and argued that we can encode prior knowledge
into each of them. In this thesis, I focused on two of these components: hypothesis
spaces and learning objectives. Interestingly, encoding priors into these two components
correspond to the two types of inductive biases that were proposed by Mitchell, restriction
biases and preference biases (Mitchell, 1997, p. 64).
Restriction biases restrict the hypothesis space and thereby exclude certain hypothesis.
Restricting the hypothesis space is a rigid way of encoding prior knowledge because the
learning method cannot, under any circumstances, produce a hypothesis outside of the
hypothesis space.
Preference biases define learning objectives that express a preference for one hypothe-
sis over another. Such learning objectives are often combined with others, for example
by using them as a regularization term in addition to a supervised learning objective.∗
Compared to restriction biases, preference biases are more flexible because learning can
produce hypotheses that are not fully consistent with a learning objective (have non-zero
loss). When we encode priors in objective functions, consistency with these priors is
balanced with other learning objectives.
Whether it is better to encode a prior by restricting the hypothesis space or by defining
an objective function, depends on the nature of the prior. Soft constraints such as the
slowness prior, for example, are well suited to be encoded in a learning objective that
expresses a preference for slowly changing states. Hard constraints such as a particle-based
representation of the belief or a position-velocity structure in the state lend themselves
to be encoded by defining an appropriate hypothesis space.
While restricting the hypothesis space is more rigid than defining learning objectives,
it has the advantage of simplifying the learning process. By restricting the hypothesis
space, the method trivially achieves consistency with the encoded prior, even before any
optimization of the parameters takes place.
The perspective that learning objectives encode prior knowledge also sheds light on
the dichotomy between end-to-end learning and individual learning. By training parts
of a system individually, we encode prior knowledge about the function of these parts.
By training parts in the complete system to optimize end-to-end performance, we encode
∗Standard regularization objectives, such as L1 or L2 regularization are defined over the learnable
parameters but ignore the data. The learning objectives presented in Chapter 5 regularize learning by
incorporating data. In general, this approach is called learning with side information (see Section 5.8).
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prior knowledge about how the part is embedded into the larger system, e.g. which inputs
the part will receive from other components and how errors in its output affect overall
system performance. Our results in Chapter 4 suggest that combining these objectives
leads to best performance.
6.4 Research Vision: A Robot-Learning System
Apart from future work on structured state representations, which I have outlined in
Section 5.9.2, I would like to work towards integrating different ideas presented in this
thesis into a robot-learning system.
There is accumulating evince for the need and the potential of integrating the ap-
proaches presented in this thesis. The post-APC evaluation of our object segmentation
method in Chapter 3 showed that the method would benefit from integrating it more
strongly with machine learning. Our experiments with differentiable histogram filters
in Chapter 4 suggest that state estimation can be learned without supervision by com-
bining restrictions of the hypothesis space with appropriate learning objectives (see Sec-
tion 4.5.2). The position-velocity encoder in Chapter 5 is able learn state spaces that are
structured into positions and velocities, which could facilitate learning forward models
for reinforcement learning. A recent study by de Bruin et al. (2018) integrated our state
representation learning objective into deep reinforcement learning and showed they can
substantially improve generalization for reinforcement learning to new test domains.
My research vision is to integrate these different approaches into a combined robot-
learning system.
This system would define robot behavior by a network of modules that can be rigidly
defined or learned. Candidates for rigid implementations are perception skills such as the
perception of articulated objects (Martín-Martín et al., 2016), or planning mechanisms
such as logic-geometric programming (Toussaint, 2015). Both of these can potentially
facilitate learning other modules by backpropagating gradients through them. Other
modules can be learned using a restricted hypothesis space, such as the differentiable
particle filter presented in Chapter 4. And some modules can be fairly general learnable
models, e.g. deep neural networks (LeCun et al., 2015). The arrangement of these modules
could be fixed initially, but it might be useful to at least partially learn how they assemble
the overall system.
Based on the results presented in this thesis, there will likely not be a single learning
objective for optimizing this network of modules, but many objectives that range from
end-to-end performance of the entire system, to objectives on collections of modules that
improve their interplay, and to objectives on single modules. These objectives will relate
to any side information (see Sec. 5.8) that is useful, optimizing overall reward, using
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supervision in the form of demonstrations and instructions, making predictions, and mak-
ing different internal estimations consistent with each other, for example by specifying
learning objectives on intermediate state representations as in Chapter 5).
To make progress towards this research vision, we need to start integrating solutions
into a combined system to study their interaction while continuing to improve our un-
derstanding of the individual modules. Ultimately, the questions remain the same that
I asked in the beginning: What are the right priors for robotics and how can we encode
them into learning? This thesis has shed some light on these questions in the context of
robot perception. There is still much more to be done but I believe that by continuing
research on robotic priors and by integrating them into a robot learning system, we can
realize this research vision.
6.5 Final Thoughts
In a recent debate about “deep learning, structure, and innate priors” (See, 2018), Yann
LeCun described the need for prior knowledge in machine learning as a “necessary evil”
while Christopher Manning considered it a “necessary good”. I clearly side with Christo-
pher Manning because priors in machine learning represent our understanding of the
world from the perspective of a learning embodied agent and I find it inspiring to seek
that understanding. I think that focusing on priors does not only make machine learning
research more promising, but also more exciting.
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A.1 Derivatives of Learning Objectives
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Causality
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Repeatability
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A.2 Learning with Side Information
A.2.1 Patterns as Probabilistic Graphical Models
To complement the computation flow schemas of the patterns used throughout the pa-
per, we provide an interpretation of the main patterns as probabilistic graphical models
(PGMs). These models treat the variables and functions introduced in Sec. 5.8.1 as ran-
dom variables, represented as nodes. Arrows between these random variables indicate
causal relationships. Gray nodes indicate observable, and white nodes latent random
variables. The latent functions can be learned by performing inference in these models.
The PGMs for the four main patterns are shown in Fig. A.1. The variables x, s, z and y
are observable random variables and are part of the training data D. The functions φ, ψ
and β have become latent random variables, which the observed variables are conditioned
on. We now discuss aspects of individual patterns.
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φ
y
ψ
z
β
D
(c) Multi-view pattern
xi si yi
xj sj yj
zij
φ ψ
Pairs (i, j) ∈ D
(d) Pairwise pattern
Figure A.1: Probabilistic graphical models for patterns
The direct pattern is shown in Fig. A.1a. In comparison to its computation flow graph
(Fig. 5.29), the side information z is considered as drawn from the distribution over s, and
therefore z does not appear in the graphical model of the direct pattern.
Fig. A.1b and Fig. A.1c show the PGM for the multi-task and multi-view pattern,
respectively (computation flow graphs: Fig. 5.30 and Fig. 5.32). We see that they are
structurally similar and only differ on whether z depends on s and β or whether s depends
on z and β. In this regard, they are equivalent to their corresponding computation flow
schemas apart from the fact that the PGM for the multi-view pattern conceals how the
variables x and z belong to the functions φ and β.
Finally, the prototypical pairwise pattern is shown in Fig. A.1a (computation flow graph:
Fig. 5.34). Notice that here sj is conditioned on zi,j and si, reflecting the fact that zi,j is
information about how sj relates to si.
Several interesting research questions arise from the probabilistic view on learning with
side information. The majority of the reviewed literature uses non-probabilistic loss func-
tions, mostly for training neural networks. Translating them into probabilistic ones is
an interesting, but non-trivial research question, as the recent work on variational auto-
encoders (which are a probabilistic version of auto-encoders) shows (Kingma and Welling,
2013). A similar question arises on the relationship of the side objectives and prior proba-
bility distributions on φ, ψ, β and s. It would be interesting to investigate whether certain
side objectives can be shown to be equivalent to priors in the Bayesian sense, similar to
the well-known fact that L2 regularization is equivalent to a Gaussian prior.
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A.2.2 Overview of Related Work
In the following table, we summarize related works that apply learning with side infor-
mation. Since an exhaustive list of references for each pattern is beyond the scope of
this paper, we include works that span a wide variety of instantiations of the proposed
patterns and refer to survey articles if available.
Abbreviations: AE=auto-encoder, CCA=canonical correlation analysis, ED=eigen decomposition,
GMLVQ=generalized matrix learning vector quantization, kNN=k-nearest-neighbors, LBP=locally bi-
nary pattern, MMD=maximum mean discrepancy, NN=neural network, RBM=restricted Boltzmann
machine, RL=reinforcement learning, SGD=stochastic gradient descent, SL=supervised learning (classi-
fication unless stated otherwise), SVM=support vector machine, UL=unsupervised learning
Pattern Side Objective Articles
Method,
Train.
Procedure
Application:
Task, Input, Dataset
Side
Information
Direct
(Fig. 5.29) SVM loss
Cheng and
Baldi
(2007)
SVM (decoupl.) SL: Contact prediction onsequences
Secondary
(3D) structure
categories
Regression on
highly predictive
features of side
information
Chen et al.
(2012)
AdaBoost+
(simul.)
SL on images: Digit
(Vapnik and Vashist,
2009), facial expression
(Cohn-Kanade)
Holistic image
descriptions,
LBP features
from high-res
images
Regression loss
Vapnik and
Izmailov
(2015)
SVM with
knowledge
transfer
(decoupl.)
SL on images
Theoretical analysis:
learning using privileged
information
Image sections
Multi-
task
(Fig. 5.30)
Various supervised:
hinge, MSE,
softmax
Caruana
(1997) NN (simul.) SL: pneumonia detection
Hematocrit,
white blood
cell count,
potassium
Evgeniou
and Pontil
(2004)
SVM (simul.) SL: exam score prediction One task perschool
Levine
et al. (2015)
Conv. NN
(decoupl.)
RL on RGB-D: robot
manipulation
Image class,
object pose
Zhao and
Itti (2015)
Conv. NN
(simul.) SL on images (YYY-20M) Object pose
Pan and
Yang (2010) Survey SL, UL -
Baxter (2000); Ando and Zhang (2005) Theoretical analysis of -
Maurer (2006) multi-task learning
Multi-
view
(Fig. 5.32)
Kernel CCA+soft
margin SVM hinge
loss
Farquhar
et al. (2005)
SVM-2K
(simul.)
SL on images
(PASCAL-VOC)
Keypoint
features
(SIFT)
AE reconstruction
error
Ngiam
et al. (2011)
RBM / NN
(simul.)
SL on video/audio
(various, e.g. CUAVE,
AVLetters)
Video/audio
Adjusted rand
index, mutual
information
Feyereisl
and
Aickelin
(2012)
k-means UL on images: MNIST Poeticdescriptions
Kernel CCA
[+MMD for
domain adaption]
Chen et al.
(2014)
Kernel SVM on
kernel
descriptor
features
SL on RGB: gender
(EURECOM, LFW-a),
object (RGB-D O.D.,
Catech-256)
RGB-D
SPoC (non-linear
CCA)
Dähne et al.
(2014)
Lin-
ear/quadratic,
ED (decoupl.)
SL: Mental state
prediction
EEG diff.
subject
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CCA+AE
reconstruction
error
Wang et al.
(2015)
Deep
Canonically
Correlated AE
and others
(simul.)
SL on images (MNIST),
speech (XRMB), word
embedding (WMT2011)
Noisy images,
articulations,
2nd language
- Sun (2013) Survey SL, UL -
- Blum and Mitchell (1998) Theoretical analysis of -
Wang and Zhou (2010) multi-view learning
Pairwise
Similar-
ity
(Fig. 5.34)
Slowness (first
equation in
Sec. 5.8.2 with
zij = 1{j = i+ 1}
and covariance
constraints).
Wiskott
and
Sejnowski
(2002);
Legenstein
et al. (2010)
Lin-
ear/quadratic,
ED (decoupl.)
RL on images: Navigation
(physical simulation) Time index
Equations in
Sec. 5.8.2 with
margin-based σ(d)
(see Section 5.8.2)
Hadsell
et al. (2006)
Conv. NN,
(decoupl.)
UL on images:
dimensionality reduction
(MNIST, NORB)
Weston
et al. (2008)
Conv. NN
(simul.)
SL on images (MNIST,
COIL100)
State predictability
+variational AE
Watter
et al. (2015) CNN (simul.)
RL: inverted pendulum,
cart-pole, robot arm
Adapted SVM loss
Vapnik and
Vashist
(2009)
SVM with
similarity
control (simul.)
SL: protein classification,
finance market prediction,
digit recognition
3D protein
structure,
future events,
textual
description
Distance metric
learning
Fouad et al.
(2013)
GMLVQ/kNN
(decoupl.)
SL: images (MNIST);
galaxy morphology
Poetic
descriptions;
spectral
features
(Fig. 5.36)
Hierarchical
multi-class loss
Silla Jr.
and Freitas
(2010)
Survery on hierarchical classification (SL) Labelsimilarity
Pairwise
Transfor-
mation
(Fig. 5.35a)
Softmax Hintonet al. (2011)
NN;
transforming
AE (simul.)
SL for pose prediction
(MNIST, 3D simulation) Relative pose
(Fig. 5.35b)
See Hadsell et al.
(2006)
Jayaraman
and
Grauman
(2015)
Siamese-style
conv. NN
(simul.)
SL on images (NORB,
KITTI, SUN)
Relative pose
(discretized;
with k-means)
(Fig. 5.35c) Softmax
Agrawal
et al. (2015)
Siamese-style
conv. NN (pre-
train/fine-tune)
SL on images (MNIST,
SF, KITTI)
Relative pose
(discretized;
uniformly)
Various
Jonschkow-
ski and
Brock
(2015)
Linear, SGD
(decoupl.) RL: control, navigation,
Actions,
rewards, time
Irrele-
vance
(Fig. 5.31)
L ≈ ||ψT β||2F, with
ψ, β linear, || · ||2F
Frobenius norm.
Romera-
Paredes
et al. (2012)
Linear,
orthogonal
matrix
factorization
SL on images: emotion
detection (JAFFE)
Subject
identity
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