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, $x\in R^{n},f$ : $R^{n}arrow R$ .
, , $x$ , .
3
. $x_{0}$ , $x_{0}$
, $x_{k+1}=x_{k}+d_{k}$ $x_{k}$ , $x^{*}$ .
$d_{k}$ , , , . d\sim
,
$d_{k}=-\nabla f(x_{k})$






, . , 1
$d_{k}=-H_{k}\nabla f(x_{k})$




$\bullet$ STEPO) $x_{1}$ , $H_{1}=\mathrm{I}$ . $k=1$ .
$\bullet$ STEPI) 4 , .
$d_{k}=-H_{k}g_{k}$ , $(g_{k}=\nabla f(x_{k}))$
$\bullet$ STEP2) .
$\bullet$ STEP3) $\alpha_{k}$ .
$\bullet$ STEP4) $x$ .
$x_{k+1}=x_{k}+\alpha_{k}d_{k}$
$\bullet$ STEP5) $H_{k}$ , $k=k+1$ STEPI $\wedge$
, , $H_{k}$ ,
. $H_{k}$
$H_{k}\approx\nabla^{2}f(x)^{-1}$




$s_{k}=x_{k+1}-x_{k}$ , $y_{k}=\nabla f(x_{k+1})-\nabla f(x_{k+1})$
104
5
$H_{k}$ . $\nabla^{2}f(x_{k})$ $B_{k}$ , $H_{k}$
[ , $\nabla f(x)$
f(xk) $=\nabla f(x_{k+1})+\nabla^{2}f(x_{k+1})(x_{k}-x_{k+1})+\cdots$
$(x_{k}-x_{k+1})$ $\nabla^{2}f(x_{k+1})s_{k}=yk$ , $B_{k+1}$
$B_{k+1}s_{k}=y_{k}$




$S_{k+1}$ $=$ $[s_{1}, s_{2}, \cdots, s_{k}]$ ,
$\mathrm{Y}_{k+1}$ $=$ $[y_{1}, y_{2}, \cdots, y_{k}]$
,
$S_{k+1}=H_{k+1}Y_{k+1}$ (1)
. , $t$ . ,
$s_{k-t},$ $s_{k-t+1},$ $\ldots,$ $s_{k-1}$
$y_{k-t},$ $y_{k-t+1},$ $\ldots,$ $y_{k-1}$
. , $t$ .
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, $Q$ , , . [3]
$s$ $s_{1},$ $\cdots,$ $s_{k-1}$ , $H_{k}$ IJ , $\nabla f(x_{k+1})=0$ . , $s_{1},$ $\cdots,$ $s_{n}$
, $H_{n+1}=Q^{-1},$ $x_{n+2}=Q^{-1}b$ . , (1)
, 2 , $\{x:\}$ | $n+1$ .
7
Oren [1] , 2 , $H_{k}$ $x_{*}$




$H_{k}$ , $w_{k}$ $H_{k}$
. $w_{k}$ $w_{k}H_{k}$ 2$f(x_{k})$
. , . Yabe and Yamaki[4] , (2) $w_{k}$
,




$=1$ , $\psi_{k}^{1},$ $\psi_{k}^{2},$ $\psi_{k}^{3}\geq 0$ , br $k\geq 2$
. $\text{ }$ , $k=1$ $H_{1}=\mathrm{I}$ , $w_{1}$ , $k>1$
$w_{k}=1$ . , $H_{k}$ 11 , $s_{k}$ $S_{k}$ $F\dot{\tilde{\mathrm{J}}}$ $J\mathrm{s}$
, $w_{k}>0,$ $\phi_{k}\in[0,1]$ . , $w_{k}\overline{H}_{k}$ 1
. $\kappa(\tilde{H}_{k})\geq\kappa(\tilde{H}_{k+1})$ .
8
NOceda1[2] , , $H_{k}$ , $\cdot$
$H_{k}$ 4 ,
. . Nocedal , (2)
.
$\ovalbox{\tt\small REJECT}$ $=$ $( \mathrm{I}-\frac{y_{k-1}u_{k-1}^{\mathrm{T}}}{y_{k-1}^{\mathrm{T}}u_{k-1}})^{\mathrm{T}}P_{k-1}(\mathrm{I}-\frac{y_{k-1}u_{k-1}^{\mathrm{T}}}{y_{k-1}^{\mathrm{T}}u_{k-1}})$
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$y_{k-1}u_{k-1}$




$=$ $w_{1}Z_{k-1}^{\mathrm{T}}\cdots Z_{1}^{\mathrm{T}}P_{1}Z_{1}\cdots Z_{k-1}$
$Z_{k-1}$ $Z_{1}$ , $s,$ $u,$ $y$ $t$ , $Z_{k-1}$ $Z_{k-t}$





$=$ $-w_{1}Z_{k-1}^{\mathrm{T}}\cdots Z_{k-t}^{\mathrm{T}}Z_{k-t}\cdots Z_{k-1}g_{k}-R_{k}g_{k}$
.
, $g_{k}$ , $t\cross t$ , $n$








$x^{\mathrm{T}}=(-1, \cdots, -1,0)$ , $||f(x_{k})||_{2}<10^{-5}$ , armijo
, 5 . , $x^{\mathrm{T}}=(1, \cdots, 1)$ .
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