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It is proved that for every prime p, there exists a function& such that, if G is a 
finite solvable group with an automorphism a of order p, then G contains a 
nilpotent normal subgroup of index at most f,(lC,(a)l). The question is first 
reduced to a representation theoretic problem which is then analyzed along the lines 
of the well-known Theorem B of Hall and Higman. Using an elementary argument 
of Brauer and Fowler, it is shown further that in the case p = 2, the assumption of 
solvability may be omitted. Thus, there is a functionSsuch that for any group G of 
even order and any involution x in G, the Fitting factor group G/F(G) has order at 
most f(l C&N. 
It has been known for some time that if G is a finite solvable group with 
an automorphism (L of prime order p which fixes only the identity element, 
then G is nilpotent. (The hypothesis that G be solvable was later removed by 
Thompson [9] but our main concern here will be with solvable groups,) 
More recently, several authors have examined the case that the fixed-point 
subgroup C,(a) is non-trivial and, at least in the case that (] G 1, p) = 1, have 
established relationships between the structure of G and that of C,(a). (See, 
for example, [4, 8, lo].) Here we prove a result with a somewhat different 
flavour; that for a given prime p and a fixed-point subgroup of bounded 
order, there are only finitely many possibilities for the Fitting factor group 
G/F(G). 
THEOREM. For each prime p, there exists a function f, such that, if G is a 
finite solvable group with an automorphism a of order p, then /G : F(G)1 < 
AA C&N* 
Note that we do not assume (]G], p) = 1. In fact, an equivalent 
formulation of the theorem (without reference to automorphisms) is the 
following: For every prime p, there exists a function f, such that if H is a 
finite solvable group and x is an element of order p in H, then (H : F(H)1 < 
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f,(] C,(X)]). This “internal” formulation of the theorem is, at least 
qualitatively, reminiscent of the results obtained by Brauer and Fowler [ 1 ] 
on centralizers of involutions and indeed, by using their arguments, we shall 
show that in the case p = 2, the hypothesis of solvability may be omitted. 
COROLLARY. There exists a function f such that, if G is a jkite group 
with an automorphism a of order 2, then G contains a nilpotent normal 
subgroup of index at most f(l C,(a)l). 
Actually, in the case that (] Gl,p) = 1, the theorem was proved several 
years ago by I. M. Isaacs [7] in quick response to a rather half-baked 
conjecture of the author (whose main interest at the time was in the non- 
solvable case). Isaacs’ proof (which was never published) was short but 
made use of the Fong-Swan theorem on lifting characters and the 
Glauberman character correspondence. It was as a result of a recent attempt 
to find a more elementary argument for the coprime case that the author 
discovered that no restriction on p was, in fact, necessary. 
As with Isaacs’ proof, the argument consists of two basic parts: first, a 
reduction to the case that F(G) is a faithful irreducible module for 
WfVW4~ d an second, an analysis of the module case. However, in the 
latter situation, the argument proceeds along the more elementary route 
charted in Theorem B of Hall and Higman [6]. 
The significance of the results is primarily qualitative for, while an explicit 
candidate for the function f, may be quite easily constructed from the 
argument, it is almost certainly far from being a best possible bound. 
1. PRELIMINARIES 
Our notation follows that of Gorenstein [5]. In particular, for a finite 
group G, P(G) denotes the Fitting subgroup, Z(G) the center, and Q(G) the 
Frattini subgroup. All commutators are left-adjusted (so “[A, B, Cl” means 
[P,Bl, Cl). 
Both results in this section are fairly well known but the shortness of the 
proofs seems to justify their inclusion here. The first lemma is due to 
J. Thompson. 
LEMMA 1.1. If H is a jinite solvable group, H contains a characteristic 
subgroup C such that C,(C) = Z(C) and C/Z(C) is abelian of square-free 
exponent. 
Proof: We may assume that every characteristic abelian subgroup A of 
H is contained in Z(H), for otherwise the result follows by induction applied 
to C,(A). 
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Let F = F(H) and 2 = Z,(F), the third term in the ascending central series 
of F. Then [Z, F, F, F] = 1 so by the “Three Subgroups lemma” 
(Theorem 2.2.3 of [5]), [Z, F] centralizes F’ = [F, F]. In particular, [Z, F] is 
abelian so [Z, F] <Z(H) <Z(F). Hence, Z = Z,(F) and F has nilpotence 
class at most 2. Let C/Z(H) be the subgroup of F(H)/Z(H) (= F(I-I/Z(H))) 
generated by the elements of prime order, so Z(C) < Z(H). Then 
(C,,(C)/Z(H)) n (C/Z(H)) = Z(C)/Z(H) = 1, so C,(C)/Z(H) = 1. There- 
fore, C satisfies the desired properties. 
LEMMA 1.2. Let G be a finite group, a be an automorphism of G, and N 
be an a-invariant normal subgroup of G. Then 
(4 I %&)I G I C&d. 
(b) If a has prime order p, where (p, 1 NI) = 1, then / C,,(a)] = 
I C&> : C&)1. 
Proof Let C/N = Co,,(a) (so C,(a) < C). The map x I--+ X-‘xa sends 
each right coset of C,(a) in C to a distinct element of N, so 
1 C : C&a)] < 1 NI, proving (a). 
For each x E C, a leaves the coset Nx invariant so, if (p, ] NI) = 1, a fixes 
an element of Nx. Therefore, C = NC,(a) and (b) follows. 
2. THE GENERAL CASE 
The goal in this section will be to reduce the theorem to an essentially 
representation theoretic question. Thus, for the remainder of this section, we 
shall operate under the following 
HYPOTHESIS. For each prime p, there exists a function gp with the 
following property: 
Suppose H is a finite group, H/Z(H) is abelian of square-free exponent, 
and a is an automorphism of H of order p. Assume that V is a faithful 
irreducible module for H(a) over a field of prime order and let G = HV 
(semi-direct product). Then I Hi < g,(l Co(a)l). 
The proof of this hypothesis will be the subject of Section 3. Of course, 
since V = F(G), the hypothesis is simply the statement of a special case of 
the theorem. It will be convenient o assume that the function gP is increasing 
and also that g,,(n) > @ for every positive integer n. 
LEMMA 2.1. Suppose G is a Jinite group with an automorphism a of 
prime order p. Let G = G/F(G) and assume that c/Z(c) is abelian of 
square-free exponent. If N is a minimal a-invariant normal subgroup of G, 
then I G : G(N)I G g,(l C,(a>l’>. 
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ProoJ: Let C = C,(N), so N is an irreducible module for (G/C)(a). If a 
centralizes N, then [G, N, a] = 1 = [N, a, G] so a centralizes G/C by the 
Three Subgroups lemma (Theorem 2.2.3 of [5]), whence by Lemma 1.2, 
(G : C] < ICJa)l < gP(] Co(a)l’). Otherwise, N is a faithful module for 
(G/C)(a). Moreover, F(G) < C so, since e/Z(e) is abelian of square-free 
exponent, we may apply the hypothesis of this section to (G/C)N. Since 
1 C,,(a)1 < 1 C,(a)1 by Lemma 1.2, the fixed-point subgroup of a on (G/C) N 
has order at most I C,(a)l* and so 1 G : Cl < gP(] Co(a)l’) as required. 
We now prove the theorem for groups which satisfy the hypotheses of 
Lemma 2.1. 
LEMMA 2.2. For each prime p, there exists a function h, with the 
following property: 
Suppose G is a finite group with an automorphism a of order p. Let 
c = G/F(G) and assume that c/Z(c) is abelian of square-free exponent. 
Then Icl -G &(I C&N. 
Proof: We will prove first that there exists a function kp such that, if G 
satisfies the hypotheses of the lemma and in addition, O,(G) = 1, then 1 GI < 
kp(l WaI>. 
The function k, will be defined inductively. If a is fixed-point-free on G, 
then G is necessarily nilpotent so we may take k,( 1) = 1. Let c = ] C,(a)1 and 
assume that k,(n) has been defined for all positive integers n less than c in 
such a way that, if H is a finite group with O,(H) = 1 such that R/Z(R) is 
abelian of square-free xponent (where I? = H/F(H)) and if H admits an 
automorphism /I of order p with ] C&I)] < c, then I HI < kp(l C,(‘/3)[). We may, 
of course, assume that k, is an increasing function on the positive integers 
less than c. 
Now F(G/@(G)) = F(G)/@(G) ( so, in particular, O,(G/@(G)) = 1). Since 
G/@(G) satisfies the hypotheses of the lemma and since G and G/@(G) have 
isomorphic Fitting factors, there is no loss of generality in assuming that 
Q(G) = 1. Then F(G) is generated by the minimal a-invariant normal 
subgroups of G. (See, for example, Theorem 6.1.6 of [5].) 
Suppose N is a minimal a-invariant normal subgroup of G. N is ap’-group 
since O,(G) = 1 so, by Lemma 1.2, if C = C,(N) then IC,,(a)l = 
(C,(a) : C,(a)l. Therefore, if IC,&a)l = c, we must have C,(a) < C and 
C,,,(a) = 1. If such were the case for every choice of N then, since Q(G) = 1, 
we would have C,(a) < (-) C,(N) = C&F(G)) = F(G) and C&a) = 
n C,(a) = 1. But then C,(a) = 1 and G would be nilpotent. Thus, we may 
assume N has been chosen with I C,(a) < c. Now since N is central in C, 
F(C/N) = F(C)/N = F(G)/N and, in particular, O,(C/N) = 1. Then the 
Fitting factor group of C/N is isomorphic to C/F(G) and so, modulo its 
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center, is abelian of square-free xponent. Applying the inductive hypothesis 
to C/N, we conclude that 1 C : F(G)1 < k,(c - 1). 
On the other hand, 1 G : Cl < g,(c*) by Lemma 2.1. Hence, we have 
I C : F(G)1 < g,(c’) $4~ - 1) so we may use the right-hand side of this 
inequality to define k,(c). The inductive step is thus complete. 
To finish the proof of Lemma 2.2, we treat the situation in which no 
restriction is placed on O,(G). As in the preceding argument, we may 
assume that Q(G) = 1. 
If iV is a minimal a-invariant normal p-subgroup of G, then C,,,(a) # 1 
since 1 al = p, so the number of such subgroups is certainly bounded by 
c = I CG(a)l. Since C,(O,(G)) = 0 C,(N), where N ranges over the minimal 
a-invariant normal p-subgroups of G, we obtain 
I G : G(O,(G))I < n l G : C,(N)1 < g,(c”) 
(using Lemma 2.1 for the second inequality). On the other hand, O,(G) is 
central in C&O,(G)) so W,(O,(WOp(GN = W,(O,(W/O,(G) = 
F(G)/O,(G) (and, in particular, O,(C,(O,(G))/O,(G)) = 1). It follows from 
the first part of this argument that IC,(O,(G)) : F(G)1 < k,(c). Therefore, 
I G : 6G)l G &*)c k,(c) so the function h,(n) = g,(n’)” k,(n) has the 
required property. Lemma 2.2 is thus proved. 
Proof of the theorem. By Lemma 1.1, G = G/F(G) contains a charac- 
teristic subgroup C which contains its centralizer in G and such that C/Z(C) 
is abelian of square-free xponent. Then c/Z(c) acts faithfully as a group of 
automorphisms of C so ICI < lZ(c)l lAut(c)l < ICI!. But if C/F(G) = C, 
then applying Lemma 2.2 to C yields /Cl = I C : F(C)1 < hp(l C,(a)l). 
Therefore, I G/ < hp(l C,Ja)l)!, so the function f,(n) = h,(n)! satisfies the 
requirements of the theorem. 
3. THE MODULE CASE 
We turn our attention now to the proof of the hypothesis stated at the 
beginning of the preceding section. Thus, we assume that G = HV, where V 
is a faithful irreducible H(a)-module over the prime field F, for some prime 
q and H/Z(H) is abelian of square-free xponent. Of course, since H is 
nilpotent, we have (I HI, q) = 1. 
Now if q = p, then regarding a as a linear transformation on V, we have 
(a - 1)” = ap - 1 = 0 so dimFD V < p(dimFp ker(a - 1)) = p(dimFp C,(a)). It 
follows that I VI < 1 C,(a)lP so, since H acts faithfully as a group of 
automorphisms of V, I HI < (I C,(a)IP)! and the hypothesis is proved. We 
shall therefore assume for the remainder of the argument hat q # p. 
Let F be the ring of endomorphisms of V which commute with the action 
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of H(a). By Schur’s lemma, F is a division ring and, since F is finite, it is 
actually a field by a famous result of Wedderburn. V may be naturally 
considered as a vector space over F and, in fact, is an absolutely irreducible 
F[H(a)]-module (Theorem 3.5.7 of [5]). Now let K be a finite extension of F 
which is a splitting field for H(a) and its subgroups, and let U = I’@, K, so 
U is a faithful irreducible K[H(a)]-module. Moreover, C,(a) = C,(a) OF K 
and so we have dim, I’= dim, U and dim, C,(a) = dim, C,,(a). 
By Clifford’s theorem, either U is homogeneous as a K[H]-module or it 
splits up as a direct sum U, @ . . . @ Up of homogeneous components which 
are transitively permuted by (a). In the latter case, it is clear that, if a is 
regarded as a linear transformation on U, the transformation I + a + 
... + ape1 maps U, injectively into C,(a). Then dim,U = p(dim, U,) < 
p(dim, C,(a)) so dim, V< p(dim, C,(a)). It follows as before that j H] is 
bounded by (] C,(a)Ip)! . 
Assume now that U is homogeneous as a K[H]-module. It is then 
certainly homogeneous as a K[Z(H)]-module so, since K is a splitting field 
for Z(H), Z(H) is represented on U by scalar transformations. In particular, 
Z(H) is cyclic and Z(H) < CH(a). 
At this point, we observe that ] O,(H)] is b ounded in terms of IC,(a)l. For 
if P = O,(H), then P/Z(P) is elementary abelian and so, an F,-module for 
(a). Then (a - 1)” = ap - 1 = 0 on this module so, by Lemma 1.2, 
lP:Wl<lC conc udethat ~~~~~lp~“,~ C&)lp. Since Z(P) -G -WI G C,(a), we 
P+l 
Let S = [O,(H>, ai \y Theorem 5.3.5 of [5], O,(H) < SC,(a), so 
because H is nilpotent and 1 O,(H)/ is bounded, it suffices to bound IS] in 
terms of p and I Cc(a)]. 
Since H/Z(H) is abelian and Z(H) < C,(a), C,(a) is normal in H so the 
Three Subgroups lemma yields that C,(a) centralizes [H, a] and hence, S. 
Therefore, H = SC,(S) so U is homogeneous as a K[S]-module. Let W be 
an irreducible K[S(a)]-submodule of U. W is homogeneous as a K[S]- 
module since U is, so because U is faithful, W must be also. Therefore, since 
[S, a] = S which we may assume is non-trivial, W is faithful as a K[S(a)]- 
module. 
We claim now that W is actually irreducible as a K[S]-module. For by 
Theorem 51.7 of [2], if p is the K-representation of S(a) afforded by W, then 
p = Y@ X, where Y and X are irreducible projective representations of S 
such that the degree of X equals that of an irreducible constituent of p Is and 
the kernel of Y contains S (so Y may be thought of as an irreducible 
projective representation of S(a)/S). Since S(a)/S is cyclic, Y has degree 1 
and so p and X have the same degree. Thus, pls is irreducible as claimed. 
Now since [S, a] = S, it follows from Theorem 5.2.3 of [5] that C,(a) < 
S’ < Q(S). On the other hand, since H/Z(H) is abelian of square-free 
exponent, Q(S) < Z(S) < Z(H) < C,(a). Therefore, C,(a) = S’ = @(S) = 
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Z(S). Moreover, if x and y are elements of S and e is the exponent of 
S/Z(S), then [x, y]’ = [Y’, ~1 = 1 ( since S has nilpotence class 2) so, since 
Z(S) = S’ is cyclic, we have IZ(S)l = e. It follows that 1 S : Z(S)1 > ] Z(S)l’. 
We are now in a position to use the techniques developed in the proof of 
the famous Theorem B of Hall and Higman. The fact that W is absolutely 
irreducible as a K[S]-module implies (by the Density Theorem) that p(S) 
contains a basis for the K-algebra E = End,( IV). On the other hand, since 
S’ = Z(S), we have dim, E = IS : Z(S)l. (See, for example, Theorem 4.3 of 
[3].) Every coset of Z(S) in S obviously maps into a one-dimensional 
subspace of E so the image under p of any complete set of coset represen- 
tatives of Z(S) in S must be a basis for E over K. Now (p, ISI) = 1 so a 
simple counting argument shows that some such set of coset representatives 
is set-wise invariant under (a), Then because a is fixed-point-free on S/Z(S), 
(a) has 1 + (dim, E - 1)/p orbits on this invariant basis. It is easy to see 
that the orbit sums form a basis for C,(a) so we have dim, C,(a) = 
1 + (dim, E - 1)/p. The problem now is to exploit this equation to find a 
relationship between dim, C,(a) and dim, W. 
Since char(K) # p, p(a) is diagonalizable over K. The eigenvalues of p(a) 
are, of course, pth roots of unity in K and denoting their multiplicities by 
m,, m2,..., m,, we have Ci m, = dim, W so (Ci mi)’ = dim, E. On the other 
hand, working with the diagonal form of p(a), it is not difficult to see that 
C,(a) is isomorphic to a direct sum of p matrix rings, the ith summand 
consisting of all mi x mi matrices over K. Thus, dim, C,(a) = xi mf. 
From the equation relating dim, C,(a) to dim, E, we obtain 
TM:=1 + ((T-i)‘- 1)/p- 
Therefore, 
x (mi - mj)’ = (p - 1) 21 ??li - 2 
iii 
i * (pj) 




so xi xj (mi - mj)’ = 2(p - 1). Hence, for some i, Cjzi (mi - mj)’ < 
2(p - 1)/p < 2. We conclude that p - 1 of the eigenvalues of p(a) have equal 
multiplicity m, say, while the remaining eigenvalue has multiplicity differing 
from m by at most 1. In any event, since dim, C,(a) = mi, for some i, we 
have dim, W < p(dim, C,(a)) + (p - 1). 
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Now it may happen that C,(a) = 0. If so, the above argument yields that 
every eigenvalue of p(a) except 1 occurs with multiplicity 1. Then we have 
]S : Z(S)1 = dim, E = (dim, IV)’ = (p - l)*. Since we showed that 
IS :Z(S)l> IZ(S)l’, IZ(S)l <p- 1, whence IS] < (p- 1)3, so JS] is 
bounded in terms of p. Hence, we may assume that for every choice of W, 
dim, C,(a) > 1, so from the preceding paragraph, dim, W < 2p(dim, C&)). 
By Maschke’s theorem, U is completely reducible as a K[S(a)]-module so 
we conclude that dim, U ( 2p(dim, C,(a)). Then dim, V < 2p(dim, C,(a)) 
so I VI < IC,(a)lZP. S ince H acts faithfully on V, IHI < (IC,(a)Jzp)! so the 
proof of the hypothesis, hence of the theorem, is complete. 
4. PROOF OF THE COROLLARY 
Let G now be a finite group with an automorphism a of order 2. If R(G) 
is the solvable radical of G, then by the theorem ]R(G) : P(G)] is bounded in 
terms of I C,(a)], so it remains to bound ] G : Z?(G)]. Since R(G/R(G)) = 1, we 
may assume R(G) = 1. 
Let S(G) be the socle of G. Then C,(S(G)) n S(G) = Z(S(G)) < R(G) = 1 
so C,(S(G)) = 1. Hence, G acts faithfully by conjugation as a group of 
automorphisms of S(G) and so, it suffices to bound IS(G)] in terms of the 
order of C,(a). Therefore, it is enough to prove the corollary in the case that 
G is a direct product of non-abelian simple groups. 
In this case, let S be a simple factor of G. Then SS” is a-invariant and so, 
by [S, Theorem 10.1.4, a has non-trivial fixed points in SS”. It follows that 
the number of such simple factors is bounded by jC&a)l, so we may as well 
assume that G = SS*. If S” # S, then [S, S”] < S n S” = 1 so xx” E C,(a) 
for every x in S. But then IS ] < I C,(a)1 so I G ] = I SS” ] < I C,(a)]* and there 
is nothing left to prove. Therefore, we may assume G = S; that is, we are 
now reduced to the case that G is a non-abelian simple group. 
If k is the number of conjugacy classes in G, then k = (l/i G]) C, I C,(x)], 
whence I C,(x)] > k for some x E G#. On the other hand, from Eq. (2) and 
Corollary (2B) of Brauer and Fowler [ 11, we obtain the inequality 
I G : C,(a)l’ < k I G]. Therefore, I G : C,(a)l* < I C,(x)1 I G I so I G : C,(x)/ < 
/ C,(a)]* for some x E G #. Since G is simple, we conclude that ] G] < 
(iC,(a)l’)! and the proof of the corollary is complete. 
Notes added in proof. 1. It has come to the author’s attention that the main result above 
has been obtained independently (and somewhat earlier) by B. Hartley and T. Meixner (Arch. 
Math. 36 (1981), 211-213). 
2. By invoking the classification of finite simple groups and work of P. Fong on odd 
analogues of the Brauer-Fowler results (Osaka J. Math. I3 (1976), 483-489), the solvability 
hypothesis in the theorem above may be eliminated. 
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