We study splitting densities of primitive elements of a discrete subgroupΓ of SL 2 (R) in another larger such Γ when the corresponding cover of Riemann surfaces Γ\H → Γ\H is not necessarily regular.
Introduction
Let H be the upper half plane and Γ a discrete subgroup of SL 2 (R) such that vol(Γ\H) < ∞. Let Prim(Γ) be the set of primitive hyperbolic conjugacy classes of Γ, N(γ) the square of the larger eigenvalue of γ ∈ Prim(Γ), and π Γ (x) the number of γ ∈ Prim(Γ) satisfying N(γ) < x. Then, the so-called prime geodesic theorem for Γ was discovered by Selberg in the early 1950s [Se] . In fact, it tells now (see also [Sa] and [He] (1/ log t)dt and the constant δ (0 < δ < 1) depends on Γ. By using the one-to-one correspondence due to [G] between the primitive hyperbolic conjugacy classes of SL 2 (Z) and the equivalence classes of the primitive indefinite binary quadratic forms, inspired by the work of Selberg, Sarnak [Sa] obtained an asymptotic behavior of the sum of the class numbers of the quadratic forms from the prime geodesic theorem for Γ = SL 2 (Z). A certain extension of the result in [Sa] for congruence subgroups of SL 2 (Z) was recently made in [H] .
The aim of this paper is to study various splitting densities of primitive elements ofΓ in Γ, whereΓ denotes a subgroup of Γ of finite index. The elements ofΓ are obviously those of Γ, however, primitive elements ofΓ are not necessarily primitive in Γ. We consider a problem that how many primitive elements ofΓ remain also primitive in Γ, and moreover, how many primitive elements ofΓ which are not primitive in Γ are equal to a given power of primitive elements of Γ. Now, we formulate this problem in terms of the geometry of Riemann surfaces, precisely, by use of the lifting of the primitive geodesics.
MSC: primary: 11M36; secondary: 11F72 Problem 1.1. Suppose the Riemann surfaceΓ\H is a finite cover of Γ\H. Let p be a natural projection fromΓ\H to Γ\H. Let C γ be a closed primitive geodesic corresponding to γ ∈ Prim(Γ) and l(γ) the length of C γ (N(γ) = e l(γ) ). For a given γ ∈ Prim(Γ), there exists a finite number of elements γ 1 , γ 2 , · · · , γ k of Prim(Γ) and positive integers m 1 , · · · , m k such that p(C γ j ) = C γ with l(γ j ) = m j l(γ). We may assume that
For a given partition λ, study the asymptotic behavior of π
If a coveringΓ\H → Γ\H is regular, that is,Γ is normal in Γ, the problem can be easily solved (Theorem 3.1) based on the result in [Sa] . Thus, the main focus of the present paper is a study of Problem 1.1 whenΓ\H is not necessarily a regular cover of Γ\H. As an example, in the last section, we treat the case where Γ = SL 2 (Z) andΓ is a congruence subgroup of Γ.
General cases
It is not true in general that π λ Γ↑Γ (x) > 0 for λ ⊢ n = [Γ :Γ] as we see below. Actually, π λ Γ↑Γ (x) = 0 holds for many partitions λ ⊢ n. Hence, in Problem 1.1, it is important to determine partitions λ for π λ Γ↑Γ (x) > 0. For a general pair (Γ,Γ) such thatΓ ⊂ Γ, we obtain the following result.
Theorem 2.1. Let Γ ′ be the (unique) maximal normal subgroup of Γ contained inΓ. Let G := Γ/Γ ′ , and Conj(G) the set of conjugacy classes of
Then, for λ ∈ Λ, we have
For λ ∈ Λ, we have π
Corollary 2.2. We have
To prove Theorem 2.1, we need some preparations.
Here S m i are m i × m i -matrices given by
Then the following two conditions are equivalent.
Proof. Let CSR[Γ/Γ] be a complete system of representatives of Γ/Γ.
If we put γ i := (a
1 , it is easy to see that γ i is primitive inΓ and is Γ-conjugate to γ m i . Hence, we have p(
1 ∈Γ, it is easy to see that there exist c
This contradicts, however, the fact that
j 's are mutually distinct and {b i , c
Remark 2.4. The previous lemma is realized in Venkov-Zograf 's formula [VZ] for Selberg's zeta functions.
By using the trace formula, Sarnak has shown the following proposition.
Proof. See [Sa] or [Su] .
Proof of Theorem 2.1.
Since the type of σ(γ) is invariant under G-conjugation, by Proposition 2.5, we obtain the desired result.
Regular cover cases
In Theorem 2.1, we see that µ λ Γ↑Γ (x) = 0 holds for all λ ∈ Λ. It is not, however, necessarily to hold µ λ Γ↑Γ (x) > 0 even if λ ∈ Λ. Actually, whenΓ is a normal subgroup of Γ (Γ = Γ ′ ), we prove that only rectangle shape partitions can appear non-trivially.
For λ ⊢ n other than the shape above, we have π
Then we have γ l = e, but this contradicts the minimality of M(γ). Hence, for any g, we see that the type of σ(g) is given as (m n/m ) (m ∈ A Γ ′ ↑Γ ). Therefore, applying Proposition 2.5, we obtain the desired result.
Corollary 3.2. We have
Remark 3.3. The discussions in Sections 2 and 3 are valid for discrete subgroups not only of SL 2 (R) but in the cases of general rank one non-compact real semisimple Lie groups.
Remark 3.4. For an algebraic extension of an algebraic number field, we can formulate a similar problem. In fact, for the cases of unramified Galois extensions, similarly to Theorem 3.1, the corresponding density is not zero only when the ramification is rectangle type (see, e.g. [Ar] , [Na] ).
Cases of congruence subgroups of SL 2 (Z)
Let N be a positive integer and p a prime number. In this section, we consider the cases of Γ = SL 2 (Z) andΓ is one of the following congruence subgroups.
First, we study the cases ofΓ = Γ(p). We have then Γ ′ =Γ = Γ(p), G = SL 2 (Z/pZ) and
Since the number of elements of each conjugacy class of SL 2 (Z/pZ) is well-known (see, e.g. [Ko] ), by using Theorem 3.1, we can calculate
where m(k) is given by m(1) = 1 and
For any other λ ⊢ n, we have µ Next, we consider the case ofΓ = Γ 0 (p) or Γ 1 (p). In this case, we have Γ ′ = Γ(p) and
We obtain the following result. 
Then we have
For any other λ ⊢ n, we have µ
To prove the theorem above, we use the following lemmas. Proof. See [Ko] .
Proof. See [H] .
Proof of Theorem 4.1.
1 γγ 1 ∈Γ is true for any γ 1 ∈ Γ. Hence
is normal and γ 1Γ γ −1 1 contains Γ ′ for any γ 1 ∈ Γ, because of the maximality of Γ ′ , we have
Therefore, (4.1) holds for m = 1. Next, assume that γ ∈ Γ(p). By Lemma 2.3, if γ is (1 l 1 2 l 2 · · · n ln )-type inΓ, then we have trσ(γ m ) = j|m jl j . Hence, l j 's are calculated recursively by
By Lemma 4.3, we can get l 1 . Furthermore, because of Lemma 4.2, we see that the values (
. Using Lemma 4.3 again, we have l m = 0 for 1 < m < M(γ). Hence, the type inΓ of γ is (1 
where
For a partition λ which can not be expressed as λ 1 ⊗ λ 2 , we have µ
Remark 4.5. It is clear that, if Γ ′ 1 and Γ ′ 2 are relatively prime in Γ, then Γ 1 and Γ 2 are also relatively prime in Γ. We do not know, however, if the converse is true or not, while the converse is actually true when Γ = SL 2 (Z) and Γ 1 , Γ 2 are relatively prime congruence subgroups of Γ.
To prove this, we prepare the following lemmas.
Lemma 4.6. Let Γ 1 and Γ 2 be relatively prime subgroups of Γ. Then [Γ :
It is easy to see that
Hence, we have
Since Γ 1 and Γ 2 are relatively prime, and ∪ k i=1 a i Γ 1 contains both Γ 1 and Γ 2 , we have
Then, it is easy to see that
Lemma 4.7. Let Γ 1 and Γ 2 be relatively prime subgroups of Γ. If γ ∈ Prim(Γ) is λ 1 -type in Γ 1 and is also λ 2 -type in Γ 2 , then γ is λ 1 ⊗ λ 2 -type in Γ 1 ∩ Γ 2 . Furthermore, if γ is λ-type in Γ 1 ∩ Γ 2 , then there exist λ 1 ⊢ n 1 , λ 2 ⊢ n 2 such that λ = λ 1 ⊗ λ 2 , and γ is simultaneously λ 1 -type in Γ 1 and λ 2 -type in Γ 2 .
Proof. By Lemma 4.6, it is easy to see that
Hence, if we put CSR[Γ/Γ 2 ] = {a 1 , · · · , a n 2 }, we have tr Ind
Similarly, for k ≥ 1, we also have tr Ind
Hence, according to (4.2), we see that the type of Ind 
2 )] can be chosen as {a i b j } 1≤i≤|G 1 |,1≤j≤|G 2 | . For λ 1 ⊢ n 1 and λ 2 ⊢ n 2 , we denote by a
which are λ 1 -type in Γ 1 (resp. λ 2 -type in Γ 2 ). It is easy to see that a
is λ 1 -type in Γ 1 and is λ 2 -type in Γ 2 . According to Theorem 2.1, we have hence
Therefore, by Lemma 4.7, we obtain the desired result. For λ ⊢ n not in the above list, we have µ Remark 4.9. In these examples, all elements γ of Γ are (· · · , M(γ) l )-type inΓ (l > 0) (see Theorem 3.1 for the definition of M(γ)). In general, we may expect that there is some γ whose type is of the form (· · · , M) for M < M(γ), but we have never found such examples unfortunately. It is interesting to study the densityμΓ ↑Γ (x) :=πΓ ↑Γ (x)/π Γ (x) as x → ∞, whereπΓ ↑Γ (x) := {γ ∈ Prim(Γ)| N(γ) < x, γ is (· · · , M)-type inΓ for ∃M < M(γ)}.
