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Povzetek
V diplomskem delu predstavimo sistem Never Ending Language Learner, v
nadaljevanju NELL, ki z branjem spleta gradi bazo znanja v obliki koncep-
tov in relacij med njimi. Nekatere relacije so odvisne od cˇasa kar pomeni,
da je njihova vrednost lahko drugacˇna ob dveh trenutkih v cˇasu. Taksˇnim
relacijam pravimo cˇasovne relacije. Le-te se naprej delijo na relacije, ki se
zgolj zgodijo in na relacije, ki se zacˇnejo in koncˇajo, oziroma cˇasovne relacije
z enim kriticˇnim trenutkom v cˇasu in cˇasovne relacije z dvema kriticˇnima
trenutkoma. Kriticˇni trenutek je trenutek ob katerem se vrednost relacije
spremeni. Sprememba je lahko zacˇetek, ki je prehod vrednosti iz 0 v 1, ko-
nec, ki je prehod vrednosti iz 1 v 0 ali dogodek, ki vrednost spremeni iz 0 v
1 in za tem nazaj iz 1 v 0. Relacije z dvema kriticˇnima trenutkoma imajo
zacˇetek in konec, relacije z enim kriticˇnim trenutkom pa le dogodek.
Sistem NELL ima problem s prepoznavanjem kriticˇnih trenutkov za re-
lacije kar pomeni, da ne ve kdaj se je neka relacija zgodila oziroma zacˇela
ali koncˇala. Splosˇen problem cˇasovnih relacij je kako pridobiti za relacijo
metapodatke o tem kdaj se je zgodila, za relacije z enim kriticˇnim trenutkom
oziroma kdaj se je zacˇela in koncˇala za relacije z dvema trenutkoma.
V diplomskem delu se ukvarjamo s specificˇnim podproblemom problema
cˇasovnih relacij, kako najti besedila, ki vsebujejo informacije o kriticˇnih tre-
nutkih. Predstavimo sistem EventRegistry, ki nabira cˇasopisne cˇlanke iz
razlicˇnih virov in jih grupira v dogodke, ki jih ponuja kot podatke, ki opisu-
jejo karkoli znacˇilnega kar se je zgodilo. Nekateri od teh dogodkov vsebujejo
informacije o kriticˇnih trenutkih.
KAZALO
Predlagamo splosˇen sistem za odkrivanje dogodkov, ki vsebujejo informa-
cijo o kriticˇnih trenutkih za relacije z dvema. Sistem deluje na podlagi klasifi-
kacijskih algoritmov, ki z uvrsˇcˇanjem locˇijo dogodke z informacijo o kriticˇnih
trenutkih od drugih. Ker klasifikacijski algoritmi zahtevajo oznacˇene po-
datke, oznacˇevanje podatkov pa je izjemno drago in zamudno delo, predlagan
sistem nadgradimo sˇe s strategijami aktivnega ucˇenja, ki poskusˇajo zmanjˇsati
ceno oznacˇevanja podatkov. Razvit sistem simuliramo in analiziramo na pri-
meru cˇasovne relacije ImaZakonca(x,y) in porocˇamo o njegovi uspesˇnosti.
Za konkretno relacijo se izkazˇe, da je problem dobro resˇljiv, saj v klasifikaciji
dosezˇemo AUC blizu 0.90.
Ker podatke oznacˇimo tako, da z njimi na enostaven nacˇin lahko odkri-
jemo tudi tip kriticˇnega trenutka v cˇasu, ki ga dogodek vsebuje, predsta-
vimo rezultate tudi za ta podproblem, na primeru konkretne relacije Ima-
Zakonca(x,y). Tudi za ta podproblem se izkazˇe, da je s klasifikacijo dobro
resˇljiv, saj prav tako dosezˇemo AUC blizu 0.90.
Kljucˇne besede: strojno ucˇenje, odkrivanje znanj v besedilih, aktivno
ucˇenje, podatkovno rudarjenje.
Abstract
In this thesis we describe the system Never Ending Language Learner referred
to as NELL that builds a knowledge base in the form of concepts connected
by relations, by reading the web. Some relations are dependent on time,
which means that their value may be different at two moments in time. We
call them temporal relations. These are further divided into relations that
happen and relations that start and end or equivalently, relations with one
critical moment in time and relations with two critical moments. A critical
moment is a moment at which the value of the relation changes. The change
may be the beginning, which is the transition from 0 to 1, the ending, which
is the transition from 1 to 0, or the event, which changes the value of the
relation from 0 to 1 and then quickly back from 1 to 0. Relations with two
critical moments in time have a beginning and an end, whereas relations with
one such moment only have a happening.
The system NELL has a problem with the recognition of such critical
moments for relations, which means that it doesn’t know when some relation
began or ended, or in the case of relations with one critical moment, hap-
pened. The general problem of temporal relations asks how to get metadata
for a relation, about when it happened for relations with one critical moment
in time, and when it began and ended for the relations with two.
In the thesis we address the specific subproblem of the problem of tem-
poral relations that asks how to find text that contains information about
critical moments. We describe the system EventRegistry, which collects news
paper articles from various sources and groups them into events, which are
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represented as data about various significant happenings. Some of these
events contain information about critical moments in time.
We propose a general system for detecting events, which contain infor-
mation about critical moments for relations with two of them. The sys-
tem is based on classification algorithms, which, by classification, separate
the events that contain information about critical moments from the oth-
ers. Because classification algorithms demand labeled data, and labeling is
extremely costly and slow, we improve the proposed system with active learn-
ing strategies, which try to reduce the cost of labeling data. We simulate and
analyze the proposed system for the case of the relation HasSpouse(x,y) and
report the success of it’s performance. For this concrete relation it turns
out that the problem is very solvable, as we report AUC near 0.90 for the
classification.
Because the data is labeled in a way that allows us to also detect the type
of critical moment contained in the event in a simple way, we present the
results for this subproblem as well, for the concrete relation HasSpouse(x,y).
This problem also turns out to be highly solvable by classification, as we also
achieve AUC near 0.90.
Keywords: machine learning, text mining, active learning, data mining.
Poglavje 1
Uvod
Strojno ucˇenje je podrocˇje umetne inteligence, ki omogocˇa racˇunalniˇskim
programom, da se ucˇijo brez, da bi bili eksplicitno programirani [1]. Pri
klasicˇnem problemu strojnega ucˇenja imamo navadno na voljo mnozˇico po-
datkov, iz katerih zˇelimo ekstrahirati neko znanje. Eden najpogostejˇsih
taksˇnih problemov je tako imenovana klasifikacija. Cilj klasifikacije je pro-
gram naucˇiti avtomatske delitve podatkov v razrede oziroma, ekvivalentno,
podatkom dodeliti oznake. Za to imamo na voljo zacˇetno mnozˇico podatkov
katere elementom pravimo primeri. Vsak primer ima atributni prostor in
razred, za vsak element atributnega prostora pa je podana vrednost. Tako se
na podlagi vrednosti primerov v atributnem prostoru ucˇimo razlikovati med
razlicˇnimi razredi. Na tak nacˇin lahko za nove primere, za katere ne poznamo
razreda, na podlagi vrednosti atributov razred avtomatsko napovemo.
Enostaven primer taksˇnega tipa strojnega ucˇenja je filtriranje nezˇelene
elektronske posˇte. Vsak od nas je zˇe imel problem s tem, da je v svoj elek-
tronski posˇtni nabiralnik prejel elektronsko posˇto, ki je ni zˇelel. Na podlagi
zˇe dobljene nezˇelene elektronske posˇte, lahko program primerja le-tega z ele-
ktronsko posˇto, ki ni nezˇelena in se tako naucˇi avtomatsko razlocˇevati med
njima. Posledica je, da program nezˇeleno elektronsko posˇto sˇe preden jo vi-
dimo v nabilralniku, avtomatsko vrzˇe v kosˇ. To je analogno na to, da se
je program naucˇil razlikovati med dvema razredoma, konkretno razredom
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nezˇelene elektronske posˇte in taksˇne posˇte, ki ni nezazˇelena.
Omenjen program ima funkcijo tega, da razbremeni cˇloveka s tem, da
opravlja njegovo nalogo. Na nek nacˇin bi lahko rekli, da je program ali
agent inteligenten. Cˇe ga primerjamo s cˇlovekom pa hitro opazimo, da se tak
program in cˇlovek mocˇno razlikujeta. Cˇlovek se je za razliko od programa
sposoben naucˇiti veliko razlicˇnih tipov znanja z leti razlicˇnih izkusˇenj ter
s trenutnim znanjem spodubuditi ucˇenje novih oblik znanja. Cˇe bi zˇeleli
zgraditi sistem, ki se je sposoben ucˇiti tako, kot se ucˇi cˇlovek, bi morali
problem preoblikovati.
Razlicˇne raziskave so naslovile problem gradnje agentov strojnega ucˇenja,
ki se ucˇijo cˇez dolge cˇasovne intervale, kot na primer “life long learning” [2],
“learn to learn” [3]. Le redki sistemi pa demonstrirajo tak stil ucˇenja v praksi.
Obstajajo arhitekture, katerih cilj je generalno resˇevanje problemov in ucˇenje,
kot na primer “SOAR” [4], “ICARUS” [5], “PRODIGY” [6]. Nobeden od
omenjenih sistemov pa ni kontinuirano deloval dalj cˇasa. Po nasˇem vedenju,
obstaja v cˇasu nastanka te diplome le en tak sistem. Never Ending Language
Learner NELL je projekt, ki ga razvijajo na univerzi Carnegie Mellon in
kontinuirano tecˇe od januarja 2010 [7]. NELL je v najbolj grobem smislu
poskus simulacije paradigme po kateri se ucˇijo ljudje. Od svojega zacˇetka
se je naucˇil zˇe 80 milijonov verjetij, kot je na primer seServiraSkupajZ(Cˇaj,
Piˇskoti) ali jePredsednikDrzˇave(Barack Obama, ZDA). S tem znanjem lahko
NELL odgovarja na poizvedbe kot je na primer “Kdo je predsednik ZDA?”.
NELL se ucˇi z branjem velikih kolicˇin spletnih strani in s cˇasom izboljˇsuje
natancˇnost ekstrahiranja verjetij iz besedil, ki jih “prebere”. V poglavju 2
podrobneje predstavimo sistem NELL in njegov formalno definiran problem.
NELL bi lahko primerjali z Googlovim spletnim iskalnikom. Cˇe bi Googlov
spletni iskalnik vprasˇali ”Kdo je predsednik ZDA?”, bi nam ta odgovoril s
seznamom spletnih strani, urejenih po verjetju, da se na njih skriva podatek,
ki ga zˇelimo. NELL bi nam na vprasˇanje odgovoril z natancˇnim odgovorom,
ki ga iˇscˇemo, cˇe bi ga poznal. Po drugi strani pa ima NELL problem z
dolocˇenim tipom poizvedb. Iz svojih virov se ucˇi o dejstvih, docˇim ne ve kdaj
3so aktualna. S tem mislimo, da je neka binarna relacija v nekem trenutku v
cˇasu lahko veljala, v naslednjem trenutku pa je prenehala veljati. Konkretna
instanca relacije JePredsednikDrzˇave za katero velja slednje je na primer
JePredsednikDrzˇave(George W. Bush, ZDA). Na poizvedbo ”Kdo je bil leta
X predsednik ZDA”, bi odgovoril z mnozˇico vseh predsednikov v zgodovini
ZDA.
Torej spoznamo, da obstajajo relacije, katerih veljavnost je odvisna od
cˇasa in, da NELL nima obcˇutka za cˇas. V diplomskem delu predstavimo sis-
tem EventRegistry [8], ki je sposoben NELL-u pomagati k resˇitvi problema
cˇasovno odvisnih relacij in predlagamo korak k resˇitvi, ki sklopi oba sistema,
oziroma jima omogocˇi komunikacijo. Slednje dosezˇemo z razvojem splosˇnega
sistema, ki izkoristi podatke, ki jih ponuja EventRegistry za iskanje kriticˇnih
trenutkov v cˇasu za razlicˇne cˇasovne relacije. Kriticˇni trenutki v cˇasu so
trenutki v cˇasu ob katerih se stanje neke relacije spremeni. EventRegistry
ponuja podatke v obliki dogodkov, ki opisujejo karkoli znacˇilnega kar se je
zgodilo, nekateri od teh dogodkov pa vsebujejo informacijo o kriticˇnih trenut-
kih v cˇasu. Razviti splosˇni sistem z metodami klasifikacije najde omenjene
dogodke in v njih prepozna tip kriticˇnega trenutka v cˇasu, ki ga dogodek
vsebuje. Tu je tip trenutka lahko zacˇetni, ki vrednost neke instance relacije
spremeni iz 0 v 1, koncˇni, ki to vrednost spremeni iz 1 v 0, ali dogodkovni,
ki pove, da se je nekaj zgodilo in tako spremeni vrednost iz 0 v 1, a takoj za
tem nazaj v 0. Podrobno razvit sistem opiˇsemo v poglavju 3.
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Poglavje 2
Metode in tehnologije
2.1 Strojno ucˇenje
Strojno ucˇenje je podrocˇje umetne inteligence, ki omogocˇa racˇunalniˇskim
programom, da se ucˇijo brez, da bi bili eksplicitno programirani [1]. Poznamo
dve vrsti strojnega ucˇenja: nadzorovano ucˇenje in nenadzorovano ucˇenje. V
diplomskem delu se ukvarjamo z nadzorovanim ucˇenjem.
Problem nadzorovanega ucˇenja je zastavljen na sledecˇ nacˇin:
Na voljo imamo mnozˇico podatkov DL := {(x1, y1), (x2, y2), ..., (xm, ym)},
velikosti |DL| = m, katere vsak element je sestavljen iz vrednosti iz prostora
atributov X ⊆ Rn, ki je n dimenzionalen in prostora oznak Y , ki je skalaren.
Cilj nadzorovanega ucˇenja je poiskati funkcijo h, ki najbolje aproksimira
preslikavo f , ki vrednosti v atributnem prostoru X preslika v Y .
h : X 7→ Y (2.1)
Razlikujemo dve vrsti nadzorovanega ucˇenja, ki se locˇita glede na vrsto pro-
stora Y :
• uvrsˇcˇanje ali klasifikacija - mnozˇica Y je koncˇna mnozˇica diskretnih
vrednosti.
• regresija - Y ⊂ R, torej je v Y neomejeno realnih vrednosti.
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Funkcijo h, ki ji pravimo tudi hipoteza, iˇscˇemo v tako imenovanem hipote-
znem prostoru H, ki je navadno prevelik za izcˇrpno preiskovanje. Za prei-
skovanje hipoteznega prostora so bili razviti algoritmi strojnega ucˇenja, ki H
preiskujejo ucˇinkovito.
2.2 Klasifikacijski algoritmi
V tem poglavju predstavimo razlicˇne pristope za preiskovanje hipoteznega
prostora H oziroma algoritme strojnega ucˇenja. Ker v diplomskem delu upo-
rabljamo le klasifikacijske algoritme, predstavimo tri primere le-teh.
2.2.1 Naivni Bayesov klasifikator
Naivni Bayesovi klasifikatorji, ki temeljijo na popularnem Bayesovem ver-
jetnostnem izreku, so druzˇina linearnih klasifikatorjev in so znani po svoji
enostavnosti in ucˇinkovitosti [10]. Tako kot vsak klasifikacijski algoritem,
se ucˇijo na mnozˇici podatkov, katere vsak element ali primer, je sestavljen
iz vrednosti v prostoru atributov in razreda. Temeljijo na predpostavki, da
so atributi neodvisni en od drugega, od tu pa izhaja ime ”naivni”. Glavni
razlog za predpostavko o neodvisnosti je enostavnost.
Cˇeprav spremenljivke niso neodvisne, pa se klasifikator v praksi pogosto
dobro izkazˇe kljub temu, da operira pod nerealisticˇno predpostavko. Lahko
bi rekli, da klasifikator deluje dobro, ko so spremenljivke dovolj neodvisne.
Temelj naivnega Bayesovega klasifikatorja, Bayesov verjetnostni izrek pravi
sledecˇe:
P (yj|xi) = P (xi|yj)P (yj)
P (xi)
, (2.2)
Kjer je xi instanca prostora atributov, yj pa konkreten razred. Verjetnosti
P (yj|xi) pravimo tudi posteriorna verjetnost. Zgornji izraz bi lahko drugacˇe
opisali tudi na sledecˇ nacˇin:
posteriorna verjetnost =
razredno pogojna verjetnost× apriorna verjetnost
dokaz
.
(2.3)
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Naivni Bayes za nek nov primerek xi izbere razred yj, ki maksimizira poste-
riorno verjetnost
yˆi = arg max
j=1...m
P (yj|xi). (2.4)
To je torej model naivnega Bayesovega klasifikatorja, ki smo ga zgradili na
podlage ucˇne mnozˇice in napoveduje razred za nove primere, katerih razreda
ne poznamo. V nadaljevanju podrobno predstavimo vsak cˇlen izracˇuna po-
steriorne verjetnosti.
Razredno pogojna verjetnost
Razredno pogojna verjetnost je verjetnost, da bomo opazili primerek x, cˇe
vemo kateremu razredu pripada. V tem delu nastopi predpostavka neodvi-
snosti. Neodvisnost dveh spremenljivk v resnici pomeni to, da ob poznavanju
vrednosti ene spremenljivke ne moremo sklepati o vrednosti druge. Formalno
bi lahko rekli:
P (x1x2...xn) =
n∏
i=1
P (xi). (2.5)
Naivni Bayes predpostavi neodvisnost atributov, ne pa neodvisnost atributov
od razreda. Zato velja sledecˇe:
P (x|yj) = P (x1|yj)P (x2|yj)...P (xn|yj) =
n∏
i=1
P (xi|yj). (2.6)
Zgornja enacˇba je aproksimacija verjetnosti oziroma verjetje, kjer je vsak
cˇlen P (xi|yj) aproksimiran s pomocˇjo ucˇne mnozˇice kot:
Pˆ (xi|yj) =
Nxi,yj
Nyj
. (2.7)
Cˇlen Nxi,yj je sˇtevilo primerov v ucˇni mnozˇici, kjer ima primer razreda yj
vrednost xi, Nyj pa je sˇtevilo vseh primerov razreda yj v ucˇni mnozˇici.
Apriorna verjetnost
Apriorna verjetnost je lahko vnaprej podana vrednost s strani domenskega
eksperta ali pa jo aproksimiramo iz ucˇne mnozˇice. Predstavlja verjetnost,
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Slika 2.1: Primer vecˇnivojskega perceptrona, s sˇtirimi vhodnimi nevroni,
petimi v skritem nivoju in enim izhodnim.
da nakljucˇno izbran primer pripada tocˇno dolocˇenemu razredu. Po metodi
najvecˇjega verjetja velja:
Pˆ (yj) =
Nyj
N
. (2.8)
Kjer je Nyj sˇtevilo primerov razreda yj v ucˇni mnozˇici in N sˇtevilo vseh
primerov v ucˇni mnozˇici.
Dokaz
Dokaz je verjetnost, da opazimo primer x neodvisno od razreda. Sicer opa-
zimo, da je dokaz P (xi) v koncˇnem modelu Naivnega Bayesa v resnici kon-
stanta, ki izhodne vrednosti le skalira, za to ga pogosto ne racˇunamo, saj
ne nudi nove informacije. Sicer pa opazimo, da tako zastavljen model deluje
le na podatkih, katerih atributi imajo diskretne domene. Celoten problem
je mogocˇe generalizirati tudi na zvezne domene, kot je opisano v [10]. V
diplomski nalogi je bila uporabljena implementacija v programeskem jeziku
python s knjizˇnico scikit-learn [19] s privzetimi nastavitvami in parametri.
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2.2.2 Nevronske mrezˇe
Nevronske mrezˇe so druzˇina algoritmov, ki so se sposobni ucˇiti tudi bolj
kompleksnih, nelinearnih modelov [1]. Temeljijo na osnovni racˇunski enoti
imenovani nevron. Nevroni so lahko implementirani na razlicˇne nacˇine, cela
mnozˇica nevronov v pa je povezana tako, da tvori aciklicˇen usmerjen graf,
ki mu pravimo mrezˇa. Ker so nevronske mrezˇe precej sˇiroka druzˇina algorit-
mov, se bomo omejili le na osnovno razlicˇico imenovano vecˇnivojska usmer-
jena nevronska mrezˇa ali vecˇnivojski perceptron. V diplomi za vecˇnivojske
perceptrone uporabljamo kar izraz nevronska mrezˇa, ker je to edina razlicˇica
nevronskih mrezˇ, ki jo uporabljamo. Racˇunske operacije v nevronih temeljijo
na logisticˇni regresiji, ki jo predstavimo v nadaljevanju.
Logisticˇna regresija
Logisticˇna regresija je algoritem, ki se naucˇi binarnega klasifikatorja kot li-
nearno funkcijo, ki preslika neko instanco prostora atributov oz. primer x v
izhodno vrednost:
f(x) =
1, cˇe g(x) ≥ 0.5;0, sicer. (2.9)
g je navadno logisticˇna funkcija:
g(x) =
1
1 + e−w·x
, (2.10)
kjer je w vektor utezˇi atributov in e Eulerjeva konstanta. Logisticˇna funkcija
g preslika primer x v realno vrednost na intervalu [0, 1], kar je analogno
verjetnosti, da primer x pripada pozitivnemu razredu. Cilj algoritma je na
podlagi ucˇne mnozˇice poiskati taksˇen vektor utezˇi w, da bo minimizirana
kriterijska funkcija:
J(w) =
1
m
m∑
i=1
−yi log(g(xi))− (1− yi) log(1− g(xi)), (2.11)
kjer je m sˇtevilo primerov v ucˇni mnozˇici, yi razred i-tega primera in xi i-ti
primer. Utezˇi, ki jih optimiziramo se skrivajo v funkciji g glede na enacˇbo
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(2.9).
Logisticˇna regresija svojo cenovno funkcijo minimizira s spreminjanjem utezˇi
tako, da J s spremembami utezˇi pada. V eni iteraciji spremeni vsako utezˇ
po formuli:
wj := wj − α ∂
∂wj
J(w), (2.12)
kjer je α stopnja ucˇenja, ki jo nastavi ekspert, cˇlen ∂
∂wj
J(w) pa je odvod
cenovne funkcije po j-ti utezˇi. Na koncu vsake iteracije ponovno izracˇunamo
vrednost J in postopek ustavimo, ko se vrednost bistven no razlikuje od
vrednosti v prejˇsnji iteraciji. Zgornjemu postopku dolocˇevanja utezˇi pravimo
gradientni spust.
Vecˇnivojski perceptron
Osnovna enota vecˇnivojskega perceptrona so nevroni, ki so povezani v aci-
klicˇen usmerjen graf. Vsaka mrezˇa ima dva ali vecˇ nivojev, kjer prvemu
nivoju pravimo zacˇetni ali vhodni, zadnjemu koncˇni ali izhodni, morebitnim
vmesnim pa skriti nivoji.
• Vhodni nivo ima natancˇno n nevronov, kjer je n velikost prostora
atributov. i-ti nevron v zacˇetni plasti nosi vrednost i-tega atributa.
• Vsak skriti nivo ima poljubno sˇtevilo nevronov. Tudi sˇtevilo nivo-
jev je lahko poljubno. Skriti nivoji omogocˇajo, da se algoritem naucˇi
kompleksnejˇsih nelinearnih funkcij.
• Izhodni nivo ima toliko nevronov kolikor je razredov. Nevronska
mrezˇa je za razliko od logisticˇne regresije algoritem, ki brez prilago-
ditev omogocˇa uvrsˇcˇanje v vecˇ kot dva razreda.
Nevroni so povezani v mrezˇo tako, da sosednji nivoji med seboj gradijo polne
bipartitne grafe. To pomeni, da je vsak nevron v danem nivoju povezan z vsa-
kim nevronom v sosednjih nivojih, med seboj pa nevroni v istem nivoju niso
povezani. Vsaka povezava mrezˇe nosi utezˇ, ki je realno sˇtevilo. Na samem
zacˇetku izvajanja algoritma imajo utezˇi na povezavah nakljucˇne vrednosti.
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Vrednost nevrona v vsaki naslednji plasti izracˇunamo tako, da za dani nevron
a mnozˇimo vrednost nevronov iz prejˇsnje plasti z njihovimi pripadajocˇimi
utezˇmi na povezavah z a in vse skupaj sesˇtejemo. Vrednost nevrona a je
tako vrednost logisticˇne funkcije z argumentom izracˇunane vsote:
a
(lk)
i =
|lk−1|∑
j=0
x
(lk−1)
j w
(lk−1)
ji , (2.13)
kjer je a
(lk)
i i-ti nevron v k-tem nivoju lk, x
(lk−1)
j j-ti nevron v prejˇsnem nivoju
lk−1, w
(lk−1)
ji povezava med j-tim nevronom v nivoju lk−1 in i-tim nevronom
v nivoju lk, |lk−1| pa je velikost oziroma sˇtevilo nevronov v nivoju lk−1. Ko
po opisanem postopku izracˇunamo vrednosti po celotni mrezˇi, dobimo v k-
tem nevronu izhodne plasti napoved verjetnosti, da trenuten primer pripada
k-temu razredu.
Cilj algoritma je utezˇi na povezavah nastaviti tako, da bodo napovedi v
izhodnem nivoju cˇimbolj natancˇne. Tako imajo tudi nevronske mrezˇe svojo
kriterijsko funkcijo:
J(w) = − 1
m
m∑
i=1
K∑
k=1
yki log(hk(xi)) + (1− yki ) log(1− hk(xi)), (2.14)
kjer je K sˇtevilo izhodnih nevronov oziroma razredov, m sˇtevilo primerov
v ucˇni mnozˇici in h vektor iz RK in predstavlja izhodni vektor napovedi
verjetnosti za vsak razred.
Algoritmu, ki dolocˇi utezˇi povezav v nevronski mrezˇi pravimo vzvratna
propagacija, ki pa je precej kompleksnejˇsa kot pri logisticˇni regresiji, saj tu
J nima lepih matematicˇnih lastnosti in zato nima lepega odvoda.
Omenimo, da je logisticˇna regresija le poseben primer taksˇnega tipa ne-
vronskih mrezˇ, saj je v resnici nevronska mrezˇa brez skritih nivojev in enim
nevronom v izhodnem nivoju.
V diplomski nalogi je bila uporabljena implementacija v programskem
jeziku python s knjizˇnico sk-neuralnetwork [20] s privzetimi nastavitvami in
parametri.
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Slika 2.2: Slika prikazuje optimalno hiperravnino, v tem primeru premico,
ki jo najde SVM za prikazan linearno locˇljiv problem. Zgoraj so primerki
pozitivnega razreda, spodaj negativnega. Na vzporednicah optimalne hiper-
ravnine lezˇijo dva krat obkrozˇeni podporni vektorji. Vidimo tudi, kako je
razdalja med vzporednicama in optimalno hiperravnino najvecˇji rob.
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Slika 2.3: Slika prikazuje primer kako linearno nelocˇljiv primer z jedrom
preslikamo v linearno locˇljiv problem v viˇsji dimenziji. Na levi so primeri v
vhodnem prostoru, na desni pa primeri v atributnem prostoru. Vidimo, da
je problem v atributnem prostoru locˇljiv s hiperravnino.
2.2.3 Metoda podpornih vektorjev
Metoda podpornih vektorjev (SVM) je relativno nova metoda strojnega ucˇenja
[18], [16]. Vecˇkrat jo primerjamo z nevronskimi mrezˇami, saj sta se metodi
pogosto sposobni naucˇiti enako kompleksnih funkcij.
Za razliko od nevronski mrezˇ pa ima SVM veliko lepih lastnosti, kar se
splosˇno kazˇe v hitrem ucˇenju, lazˇji konfiguraciji in elegantnih teoreticˇnih
lastnostih. Ker je SVM matematicˇno zelo napreden, v diplomskem delu
izpustimo globoke detajle njegovih lastnosti.
Za zacˇetek si predstavljamo binarni klasifikacijski problem, kjer je atributni
prostor dvodimenzionalen X ⊆ R2, razreda pa sta linearno locˇljiva. Zaradi
razlogov omenjenih spodaj atributnemu prostoru v kontekstu SVM-ja recˇemo
vhodni prostor. V tako zastavljenem problemu SVM zˇelimo najti premico, ki
locˇi dva razreda. Taksˇnih premic je pogosto neskoncˇno in klasicˇen algoritem
bi bil zadovoljen zˇe z eno od njih. SVM pravi, da te premice ne dajo enako
dobrih resˇitev in da obstaja natanko ena, najboljˇsa locˇnica. Ta locˇnica je
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hkrati najbolj oddaljena od obeh razredov zato recˇemo, da iˇscˇemo premico
p, ki maksimizira razdaljo med p in razredoma, ki jih p razmejuje. Intuicija v
ozadju je, da lahko najdemo dve p-ju vzporedni premici p1 in p2, ki se dotikata
vsaj enega primera; prva vzporednica v enem razredu, druga vzporednica pa
v drugem. Primeri na teh vzporednicah so tako imenovani podporni vektorji,
od koder izhaja tudi ime metode.
Algebraicˇno je ideja maksimizirati dolzˇino robnega vektorja m, ki je pre-
mici p pravokoten vektor v dolzˇini razdalje med p in njenima vzporednicama
p1 in p2. Naj bo w nek vektor, ki je pravokoten na p. Nasˇa klasifikacijska
hipoteza h je:
w · x+ b ≥ 0, (2.15)
kjer je x nek primer v ucˇni mnozˇici, w · x skalarani produkt med vektorjema
w in x, b pa neka konstanta. Dodatna omejitev problema je, da mora za vsak
pozitiven primer v ucˇni mnozˇici veljati:
w · x+ b ≥ 1, (2.16)
za vsakega negativnega pa:
w · x+ b ≤ −1. (2.17)
Vrednosti primerov v neodvisnih mnozˇicah so seveda lahko tudi na intervalu
od -1 to 1, docˇim pa za ucˇno mnozˇico velja, da taksˇen primer ne obstaja.
Vzporedna interpretacija tega je, da noben ucˇni primer v vhodnem prostoru
ne sme biti v pasu med p1 in p2. Omenjene omejitve zdaj uporabimo za
racˇunanje vektorja w na nacˇin, da maksimiziramo rob, oziroma dolzˇino rob-
nega vektorja ||w||. Cˇe izracˇunamo w||w|| , dobimo enotski vektor v smeri w,
saj je w vzporeden robnemu vektorju m. Ker je skalarni produkt z enot-
skim vektorjem projekcija na njegovo smer, lahko m najdemo z izracˇunom
skalarnega produkta med razliko dveh podpornih vektorjev v nasprotujocˇih
razredih in w||w|| :
m =
w
||w|| · (x2 − x1), (2.18)
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kjer sta x2 in x1 podporna vektorja v nasprotnih razredih. Za ta dva vektorja
velja:
w · x2 + b = 1, (2.19)
w · x1 + b = −1. (2.20)
Cˇe enacˇbo (2.19) odsˇtejemo od enacˇbe (2.20), dobimo:
w · (x2 − x1) = 2. (2.21)
Tako lahko enacˇbo (2.21) izrazimo v enacˇbi (2.18) in dobimo:
m =
w
||w|| · (x2 − x1) =
2
||w|| . (2.22)
Cˇe si zˇelimo najvecˇjo mozˇno marzˇo, to pomeni, da moramo minimizirati
||w|| z uposˇtevanjem neenakostnih omejitev. Za slednje so najbolj primerni
Lagrangejevi multiplikatorji, ki pa sicer operirajo z enakostmi in ne neena-
kostmi, zato moramo nasˇo metodo prej sˇe prirediti. Po nekaj matematicˇnih
prilagoditvah, bi w izracˇunali kot vsoto ucˇnih tocˇk:
W =
∑
i
Cixi, (2.23)
kjer je Ci neka konstanta, xi pa so primeri v ucˇni mnozˇici. Naslednje
vprasˇanje je kako poiskati C? Osnovno tehniko predstavlja pozˇresˇna metoda.
Pozˇresˇna metoda se dejansko izkazˇe za optimalno, saj ima nasˇ problem za
razliko od nevronskih mrezˇ zelo lepo matematicˇno lastnost imenovano konve-
ksnost. To pomeni, da je le en globalni ekstrem in da nevarnosti ustavljanja
v lokalnih ekstremih ni. Tako bo vedno konvergiralo k optimalni resˇitvi, za
razliko od vecˇnivojskega perceptrona. Izkazˇe se, da je zato problem tudi
racˇunsko obvladljiv. Za izracˇun C-jev moramo racˇunati skalarne produkte
med pari vektorjev v vhodnem prostoru. Vecˇina od teh je nicˇelnih, tisti, ki
jih zares potrebujemo pa so zgolj podporni vektorji.
Zgornja resˇitev velja sicer le za linearno locˇljive probleme, kar pa lahko
resˇimo z naslednjo idejo. Vhodni prostor, ki ni linearno locˇljiv preslikamo
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v nek drug, viˇsjedimenzionalen prostor z uporabo tako imenovane jedrne
funckije. Ta ideja je podobna ideji Fourierjeve transformacije. Mnozˇico line-
arno locˇimo tako, da:
1. projeciramo primere iz vhodnega prostora v nov prostor imenovan atri-
butni prostor. Atributni prostor ima vecˇ dimenzij kot vhodni prostor
tako, da lahko primere linearno locˇimo.
2. Uporabimo osnovni linearni SVM z atributnim prostorom.
Z jedrom torej problem preslikamo v vecˇdimenzionalnega, kjer so primeri
linearno locˇljivi, potem pa preslikamo ta prostor nazaj v vhodnega. Vecˇ o
jedrih najdemo ravno v [18], docˇim pa jih v diplomskem delu ne upora-
bljamo. V odkrivanju znanj iz besedil se pogosto uporablja SVM brez jedra,
saj je zˇe vhodni prostor pogosto vecˇdimenzionalen. Cˇeprav realni problemi
niso linearno locˇljivi se za linearen SVM uporablja tehnika, ki zna poiskati
dobre locˇnice ali premice tudi takrat, ko razreda nista linearno locˇljiva. V
visokodimenzionalnih prostorih ne iˇscˇemo premice temvecˇ hiperravnino, za
kar ustrezno prilagodimo metodo [18]. V diplomski nalogi je bila upora-
bljena implementacija algoritma v programskem jeziku python s knjizˇnico
scikit-learn [21] s privzetimi nastavitvami in parametri.
2.3 Merjenje uspesˇnosti klasifikacije
Intuitivno bi v strojnem ucˇenju uspesˇnost merili tako, da bi pogledali raz-
merje pravilnih napovedi nad ucˇno mnozˇico. Naivno bi lahko rekli, da je
klasifikator, ki se je naucˇil pravilno uvrstiti cˇisto vsak primer v ucˇni mnozˇici,
popoln in bo vedno pravilno napovedoval [11]. Taksˇno razmiˇsljanje je zava-
jajocˇe, saj napovedujemo na istih podatkih na katerih smo se ucˇili. V resnici
nimamo nobenega znanja o tem kako se bo klasifikator obnesel na primerih,
ki jih sˇe nismo videli v ucˇni mnozˇici. Torej je vsak klasifikator pristranski
glede na ucˇno mnozˇico, saj vemo, da bo dobro napovedoval na njej, ne pa
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Slika 2.4: Slika prikazuje primer kontingencˇne matrike za 3 razrede. V stolp-
cih so pravi razredi, v vrsticah pa napovedani razredi. Prostorcˇek i,j v
matriki vsebuje sˇtevilo primerov razreda i, za katere smo napovedali razred
j.
nujno na primerih na katerih se ni ucˇil. Temu problemu pravimo preveliko
prilagajanje.
Da bi bolje razumeli kako se klasifikator obnese na novih primerih, de-
limo mnozˇico podatkov na ucˇno mnozˇico Dtrain in testno mnozˇico Dtest. Na
ucˇni mnozˇici Dtrain zgradimo klasifikator, s katerim potem napovedujemo na
Dtest. Tako lahko vidimo, kako se klasifikator obnese na podatkih, na katerih
se ni ucˇil. Najpogosteje je klasifikator na teh podatkih precej manj tocˇen, kot
na podatkih na katerih se je ucˇil. Ko napovemo razrede primerov v DLtest
lahko te napovedi primerjamo s pravilnimi razredi. V nadaljevanju pred-
stavimo nekaj nacˇinov kako to mnozˇico napovedi, recimo ji yˆtest in mnozˇico
pravih razredov ytest preslikamo v vrednost, ki nam pove kako dobro deluje
klasifikator na novih primerih.
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Slika 2.5: Slika prikazuje primer kontingencˇne matrike za 2 razreda. Tu se
prostorcˇki lahko razdelijo v vrednosti TP, FP, FN, TN glede na napovedi in
prave razrede primerov.
2.3.1 Kontingencˇna matrika
Kontingencˇna matrika C je osnova za izpeljavo sˇtevilnih metrik za merjenje
uspesˇnosti v strojnem ucˇenju. Je matrika, kjer j-ta vrednost v i-ti vrstici
matrike predstavlja sˇtevilo primerov, za katere smo napovedali razred j in
v resnici pripadajo razredu i. Torej vse vrednosti, kjer i = j, predstavljajo
pravilne napovedi, vse druge pa napacˇne.
2.3.2 Klasifikacijska tocˇnost
Klasifikacijsko tocˇnost izracˇunamo v kontingencˇni matriki tako, da sled ma-
trike delimo z vsoto cele matrike:
CA =
∑K
i=0 Cii∑
i,j Cij
. (2.24)
Mera nam poda odstotek pravilnih klasifikacij. Ko je porazdelitev razredov
razmeroma enakomerna, je klasifikacijska tocˇnost povsem sprejemljiva mera.
V primeru, ko je porazdelitev razredov zelo neenakomerna pa lahko dobimo
zavajajocˇe rezultate. Cˇe imamo klasifikacijski problem z dvemi razredi, kjer
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Slika 2.6: Na sliki je primer ROC krivulje. Oznacˇena je tudi simetrala lihih
kvadrantov, ki indicira najslabsˇi mozˇen klasifikator.
je 99% primerov v prvem razredu in le 1% v drugem, potem nam preprost
klasifikator, ki vsak primer uvrsti v vecˇinski prvi razred, da klasifikacijsko
tocˇnost 0.99. Zdi se, kot da smo problem zelo dobro resˇili, docˇim nismo
odkrili niti enega primera v drugem razredu. Pogosto se namrecˇ izkazˇe, da
je za nas najbolj pomemben razred zelo slabo zastopan v podatkih.
2.3.3 ROC krivulja
ROC krivuljo lahko izracˇunamo zgolj pri binarnih klasifikacijskih proble-
mih [12]. Cˇe razreda oznacˇimo kot pozitivni in negativni razred, potem
lahko vsako celico kontingencˇne matrike poimenujemo sledecˇe:
• TP - sˇtevilo primerov, ki smo jih napovedali kot pozitivne in so tudi v
resnici pozitivni
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• FP - sˇtevilo primerov, ki smo jih napovedali kot pozitivne in so v resnici
negativni
• FN - sˇtevilo primerov, ki smo jih napovedali kot negativne, a so v
resnici pozitivni
• TN - sˇtevilo primerov, ki smo jih napovedali kot negativne in so tudi
v resnici negativni
S temi vrednostmi lahko izracˇunamo dve novi vrednosti:
TPR =
TP
TP + FN
, (2.25)
FPR =
FP
TN + FP
. (2.26)
TPR je vrednost, ki pove razmerje med sˇtevilom pozitivnih napovedi, kjer
je bil tudi dejanski razred pozitiven in sˇtevilom vseh pozitivnih napovedi.
FPR pa je vrednost, ki pove razmerje med sˇtevilom pozitivnih napovedi, ki
so bile v resnici negativne in sˇtevilom vseh negativnih napovedi. Intuitivno
si zˇelimo cˇim vecˇji TPR in cˇim nizˇji FPR.
Naj bo t = h(Xtest) vektor z izhodi obravnavanega modela h, za vsak primer
x v testni mnozˇici. Natancˇneje, i-ti element ti je izhodna vrednost i-tega pri-
mera v testni mnozˇici. Pri logisticˇni regresiji so izhodne vrednosti verjetnosti,
pri SVM pa oddaljenosti primera od locˇitvene hiperravnine. V obeh prime-
rih jih lahko interpretiramo kot hipoteticˇne pragove za koncˇno odlocˇitev, cˇe
primer res uvrstimo kot pozitivnega. V tem primeru imamo lahko za vsako
vrednost ti pripadajocˇo funkcijo:
d(x; ti) =
1, cˇe h(x) ≥ ti,0, sicer, (2.27)
kjer je h(x) izhodna vrednost napovedi modela h (za katerega racˇunamo ROC
krivuljo) za primer x. Cˇe vsako vrednost v vektorju t preslikamo v nove vre-
dnosti z d(x; ti) za vsak ti v t, potem za vsak ti dobimo razlicˇne napovedi iz
katerih lahko izracˇunamo kontingencˇno matriko in vrednosti TPR in FPR.
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Z zadostnim sˇtevilom vrednosti za TPR in FPR lahko zgradimo krivuljo
TPR(FPR), ki je pravimo ROC krivulja. Povrsˇina pod ROC krivuljo, ki ji
s kratico pravimo AUC, nam pove kaksˇna je verjetnost, da bo imel nakljucˇno
izbrani pozitivni primer vecˇjo izhodno vrednost napovedi kot nakljucˇno iz-
brani negativni primer v testni mnozˇici. AUC se obnese precej bolje kot
klasifikacijska tocˇnost na problemih z zelo neuravnotezˇenimi porazdelitvami
razredov. Na sliki 2.6 vidimo primer ROC krivulje.
2.4 Metode precˇnega preverjanja
V prejˇsnjem poglavju smo med drugim spoznali tudi problem prekomernega
prilagajanja. Vecˇkrat se zgodi, da model naucˇen na ucˇni mnozˇici na njej
daje dobre napovedi, na testni mnozˇici pa so napovedi slabe. Tak problem
lahko odpravimo na primer z uvedbo novih atributov in filtriranjem starih
ali pa regularizacijo. Regularizacija je metoda, ki splosˇcˇi ucˇni mnozˇici prevecˇ
prilagojeno funkcijo tako, da ta bolje posplosˇi nove primere. Zaradi enostav-
nosti recimo nastavitvi prostora atributov in parametrom algoritma, kot je
na primer tudi regularizacija, kar konfiguracija algoritma. Naivno bi lahko
preizkusili vecˇ konfiguracij algoritma in na koncu izbrali tisto mozˇnost, ki
nam daje najboljˇse napovedi po neki metriki. Ob taki strategiji se nam hi-
tro zgodi, da konfiguracijo prevecˇ prilagodimo testni mnozˇici. Cˇeprav model
daje dobre rezultate na testni mnozˇici, bo verjetno ponovno deloval slabsˇe
na novih, sˇe ne videnih primerih. V tem podpoglavju predstavimo metodo,
ki odpravi ali pa vsaj ublazˇi omenjen problem.
Precˇno preverjanje je splosˇen nacˇin za napovedovanje uspesˇnosti nekega
modela na validacijski mnozˇici podatkov [13]. Mnozˇico podatkov vecˇkrat
razlicˇno delimo na ucˇno in testno mnozˇico, zgradimo model in izracˇunamo
neko mero uspesˇnosti nad testno mnozˇico. Na koncu vse vrednosti mere
povprecˇimo. Ta povprecˇena vrednost nam pove kako dobre napovedi lahko
lahko pricˇakujemo za dolocˇeno konfiguracijo.
Poznamo vecˇ strategij precˇnega preverjanja, vse pa se v vsaki delitvi
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ohranjajo enako razmerje velikosti ucˇne in testne mnozˇice. V grobem se
delijo na dve skupini:
• izcˇrpno, kjer preizkusimo vse mozˇne delitve celotne mnozˇice na ucˇno
in testno;
• neizcˇrpno, kjer preizkusimo le podmnozˇico vseh mozˇnih delitev celo-
tne mnozˇice na ucˇno in testno.
Primer izcˇrpnega precˇnega preverjanja je tako imenovano leave-p-out precˇno
preverjanje. Tu izberemo p primerov iz celotne mnozˇice za testno mnozˇico,
vsi ostali pa so ucˇna mnozˇica. To naredimo na vse mozˇne nacˇine.
Hitro opazimo, da je taksˇnih delitev zelo veliko. Preizkusiti bi morali
Cnp =
n!
p!(n−p)! razlicˇnih delitev, kar precej hitro povzrocˇi kombinatoricˇno ek-
splozijo. Zato se v praksi pogosteje uporablja neizcˇrpno precˇno preverjanje.
Predstavimo dve pogosti strategiji precˇnega preverjanja:
• K-kratno precˇno preverjanje, kjer razdelimo celotno mnozˇico po-
datkov na K enakomernih kosov. Iz njih vzamemo enega, ki ga pri-
redimo testni mnozˇici, vse ostalo je ucˇna mnozˇica. To ponovimo za
vse kose. V vsaki od K iteracij zgradimo model in izracˇunamo vre-
dnost mere tocˇnosti nad testno mnozˇico. To vrednost povprecˇimo ter
dobimo pricˇakovano vrednost za mero tocˇnosti pod trenutno konfigura-
cijo. Opisana oblika precˇnega preverjanja je najbolj pogosta v praksi.
• Monte Carlo precˇno preverjanje, kjer iz celotne mnozˇice vzamemo
nakljucˇnih K primerov in jih priredimo testni mnozˇici, ostalo je ucˇna
mnozˇica. Zgradimo model in izracˇunamo novo vrednost za mero tocˇnosti.
Slednje ponovimo poljubnokrat, pri cˇimer se povprecˇje teh vrednosti
vedno bolj priblizˇuje pravi povprecˇni vrednosti.
Precˇno preverjanje nam torej ublazˇi problem prekomernega prilagajanja in
pove boljˇsi priblizˇek tocˇnosti napovedi, ki jo lahko pricˇakujemo na neodvisni
mnozˇici podatkov. V diplomskem delu uporabimo obe strategiji neizcˇrpnega
precˇnega preverjanja.
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2.4.1 Stratifikacija precˇnega preverjanja
Predstavljajmo si neko mnozˇico podatkov, v kateri sta dva mozˇna razreda,
pozitivni in negativni. Naj bo negativnih 1% primerov, ostali pa naj bodo
pozitivni. Cˇe je primerov neskoncˇno in je mnozˇica nakljucˇno premesˇana, po-
tem se v primeru delitve mnozˇice na vecˇ zaporednih podmnozˇic, porazdelitev
razredov v teh podmnozˇicah ne razlikuje od porazdelitve razredov v celotni
mnozˇici. Cˇe pa je zacˇetna mnozˇica podatkov koncˇna, pa obstaja nenicˇelna
verjetnost, da se bodo porazdelitve spremenile. Ta verjetnost narasˇcˇa s pa-
danjem sˇtevila primerov. Omenjeno dejstvo postane nevarno, ko je primerov
malo in je porazdelitev razredov zelo neenakomerna.
Predstavljamo si mnozˇico 1000 primerov, od katerih je 10 pozitivnih iz katere
vzamemo 200 nakljucˇnih primerov. Kaksˇna je verjetnost, da noben od njih
ne bo pozitiven?
P (ni pozitivnih) =
200∏
i=0
990− i
1000− i = 0.1062 (2.28)
Opazimo, da je verjetnost precej visoka. Pri tako razredno neuravnotezˇenih
problemih zato pogosto v precˇno preverjanje vsilimo pogoj, da se mora poraz-
delitev razreda v podmnozˇicah precˇnega preverjanja ohranjati [22]. To nare-
dimo tako, da mnozˇico podatkov najprej razdelimo na pozitivne in negativne,
nato pa jih nakljucˇno premesˇamo in razdelimo v enakomerne podmnozˇice.
V vsako mnozˇico negativnih primerov vmesˇamo natanko eno mnozˇico pozi-
tivnih primerov. S tem se porazdelitev po razredih v podmnozˇicah ohranja.
Koncept stratifikacije bo zaradi zelo redkih pozitivnih primerov pomemben
tudi za problem, ki ga resˇujemo.
2.5 Odkrivanje znanj iz besedil
Odkrivanje znanj iz besedil je podpodrocˇje podatkovnega rudarjenja, ki se
ukvarja s problemom pridobivanja visokokakovostne informacije iz besedil.
Tipicˇni problemi v odkrivanju znanj iz besedil so: grucˇenje besedil, ekstrak-
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cija konceptov in entitet, analiza sentimentov, povzetje dokumentov, kate-
gorizacija besedil in drugi. V diplomski nalogi se ukvarjamo s kategorizacijo
besedil, druge vidike odkrivanja znanja iz podatkov pa bralec lahko najde v
[14].
2.5.1 Kategorizacija besedil
Kategorizacija besedil [15] se ukvarja z uvrsˇcˇanjem dokumentov v kategorije.
Glede na to, da gre za uvrsˇcˇanje, problem pogosto resˇujemo s klasifikacijskimi
algoritmi, ki smo jih v diplomski nalogi zˇe opisali v poglavju 2.2. Problem, ki
ostane je kako dokumente opisati kot primere v prostoru atributov in prostoru
oznak, kot ju zahtevajo klasifikacijski algoritmi. Osnoven problem je v resnici
kako besedila kvantizirati, ga predstaviti kot matematicˇen vektor oziroma
kako ekstrahirati atribute za ucˇenje iz teksta. Za to obstaja vecˇ metod, ena
najbolj osnovnih in intuitivnih pa je tako imenovana ”vrecˇa besed” [16]. Po
metodi vrecˇe besed prostor atributov definiramo tako, da poiˇscˇemo celotno
mnozˇico unikatnih besed v ucˇni mnozˇici dokumentov. Za nek primer x, i-ti
atribut v prostoru atributov vsebuje informacijo o povezavi med i-to unikatno
besedo v ucˇni mnozˇici dokumentov in tekstom predstavljenim s primerom x.
Ta informacija je lahko sˇtevilo pojavitev te besede v tekstu primera x ali pa
le logicˇna vrednost, ki pove cˇe se je beseda pojavila ali ne. Popularen tip te
informacije je mera TF-IDF [16]. Tipicˇno je TF-IDF utezˇ sestavljena iz dveh
delov, TF in IDF. TF meri kako pogosto se beseda pojavi v dokumentu. Ker
so dokumenti razlicˇnih dolzˇin, je mogocˇe da se v dveh dokumentih beseda
pojavi enakokrat, vendar je en dokument veliko daljˇsi od drugega. To ustvari
iluzijo o tem, da je beseda enako pomembna v obeh dokumentih, cˇeprav to
ocˇitno ni res. Zato sˇtevilo pojavitev pogosto delimo z dolzˇino dokumenta d.
TF (t, d) =
# pojavitev besede t v dokumentu d
|d| (2.29)
IDF ali inverzna dokumentna frekvenca meri kako pomembna je beseda. Ko
racˇunamo TF, vsako besedo obravnavamo kot enako pomembno. V sloven-
skem jeziku opazimo, da se besede kot so ”je”, ”in”, ”da”pojavljajo zelo
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pogosto, vendar nosijo malo informacije. Tako zˇelimo tem besedam znizˇati
utezˇi z:
IDF (t) = log
( # dokumentov
# dokumentov, ki vsebujejo besedo t
)
(2.30)
TF-IDF besede je tako produkt zgornjih termov:
TFIDF (t, d) = TF (t, d)× IDF (t) (2.31)
TF-IDF utezˇi odpravijo omenjene pomankljivosti, ki jih imajo reprezentacije
s sˇtevilom pojavitev besede t v nekem dokumentu. Besedila lahko uvrsˇcˇamo
na sledecˇ nacˇin: Recimo, da imamo podano mnozˇico oznacˇenih dokumentov
DL in prostor oznak (kategorij) Y .
1. nad DL zgradimo prostor atributov po principu vrecˇe besed;
2. za vsak dokument d izracˇunamo TF.IDF vrednosti za vsako besedo
v prostoru atributov. S tem zgradimo vektor atributov, ki ga lahko
uporabimo za klasifikacijo;
3. izberemo klasifikacijski algoritem in se na pridobljeni mnozˇici podatkov
naucˇimo funkcije h, ki bo uvrsˇcˇala primere v razlicˇne kategorije.
2.6 Problem vecˇnega ucˇenja
Neformalna definicija probema vecˇnega ucˇenja je, da je agent sposoben ucˇenja,
da se kot ljudje ucˇi vecˇ razlicˇnih tipov znanja, z leti diverzne in primerno sa-
monadzorovane izkusˇnje, ter uporablja prej pridobljeno znanje za izboljˇsevanje
prihodnega ucˇenja [7]. Problem vecˇnega ucˇenja je formalno definiran sledecˇe:
L = (L,C) (2.32)
kjer L = {〈Ti, Pi, Ei〉} (2.33)
in C = {〈φk, Vk〉} (2.34)
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Problem vecˇnega ucˇenja L je sestavljen iz mnozˇice ucˇnih nalog L in mnozˇice
sklopnih omejitev C. Mnozˇica ucˇnih nalog L je sestavljena iz trojic L =
{〈Ti, Pi, Ei〉}, kjer je Ti neka naloga, ki se jo zˇelimo naucˇiti, ali bolj formalno
par 〈Xi, Yi〉, ki definira domeno in zalogo vrednosti funkcije fi, ki se jo zˇelimo
naucˇiti.
fi : Xi 7→ Yi (2.35)
Pi je performancˇna metrika, konkretno preslikava Pi : fi 7→ R ki definira
optimalno naucˇeno funkcijo f ∗i :
f ∗i = argmax
fi∈Fi
Pi(fi), (2.36)
kjer je Fi domena hipotez oziroma mnozˇica vseh mozˇnih preslikav Xi 7→ Yi.
Ei je tip izkusˇnje s katero se Ti izboljˇsuje po Pi. Mnozˇica sklopnih omejitev C
je sestavljena iz parov {〈φk, Vk〉}. φk je funkcija, ki dve ali vecˇ ucˇnih nalog Li
preslika v R in predstavlja stopnjo zadovoljenosti omejitve, Vk pa je vektor
indeksov ucˇnih nalog Li. Agent A, ki resˇuje nek problem vecˇnega ucˇenja
L dobi n ucˇnih nalog in proizvede zaporedje resˇitev za te ucˇne naloge. S
cˇasom se morajo te resˇitve izboljˇsevati z ozirom na P1, P2, ..., Pn in v stopnji
zadosˇcˇenosti sklopnih omejitev. Zaradi kompleksnosti NELL-ovega problema
vecˇnega ucˇenja, zgornjo teorijo ilustriramo na enostavnejˇsem primeru.
Recimo, da imamo mobilnega robota s senzorskimi vhodi S in mogocˇimi
akcijami A. Prva naloga 〈S,A〉, bi lahko bila da se robot naucˇi izbrati
primerno akcijo A iz poljubnega stanja S. Korespondencˇna ucˇna naloga
〈〈S,A〉, P1, E1〉, bi bila naucˇiti se specificˇno funkcijo
f1 : S 7→ A (2.37)
, ki najhitreje vodi robota v ciljno stanje definirano s P1. Naucˇi se z izkusˇnjo
E1, ki jo dobi s cˇlovesˇko operacijo. Druga ucˇna naloga 〈〈S×A, S〉, P2, E2〉 bi
pomenila, da robot zna predvideti v katero stanje bo priˇsel, cˇe opravi neko
akcijo a iz stanja s. Z drugimi besedami se ucˇimo funkcijo
f2 : S × A 7→ S (2.38)
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s performancˇno mero P2, kjer je E2 izkusˇnja robotove avtonomne vozˇnje po
terenu. Za te dve ucˇni nalogi lahko uvedemo sklopno omejitev φ(L1, L2), ki
narekuje, da mora f1 izbrati akcije, ki vodijo optimalno do cilj pa predik-
cijah f2. S takim sklopljenjem, damo A mozˇnost, da se izboljˇsa v ucˇenju
ene funkcije s tem, da se izboljˇsa v ucˇenju druge. Ucˇnih nalog ni potrebno
resˇevati simultano. Agent lahko sam dodaja nove ucˇne naloge in nove sklo-
pne omejitve, da se izogne prenehanju izboljˇsevanja. Torej si agent pomaga
s proizvodnjo novih ucˇnih nalog, ki mu pomagajo pri celotnem L.
2.7 Aktivno ucˇenje
Spoznali smo, da v nadzorovanem ucˇenju potrebujemo primere, ki so oznacˇeni.
To pomeni, da imajo poleg podanih vrednosti iz atributnega prostora tudi
vrednost ciljne spremenljivke, ki je v primeru klasifikacije pripadajocˇ razred.
Vcˇasih je te razrede lahko pridobiti, pogosto pa izjemno tezˇko. Kot primer
povemo, da je lahko oznacˇevati elektronko posˇto kot nezˇeleno ali zˇeleno, ve-
liko tezˇje pa je oznacˇevati sklop bancˇnih transakcij kot goljufiv ali ne goljufiv.
Problem nastane, ker je zaradi visoke cene oznacˇevanja podatkov le-teh pre-
malo za izgradnjo modela, ki zna za dan problem dobro generalizirati.
Kot resˇitev so bile predlagane nove paradigme za zmanjˇsevanje cene oznacˇevanja
primerov brez znacˇilne sˇkode za uspesˇnost ucˇenja. Dve najbolj razsˇirjeni sta:
• polnadzorovano ucˇenje, kjer je bistvo, da oznacˇene primere izko-
ristimo za propagiranje njihovih oznak na neoznacˇene primere. Celo
mnozˇico oznacˇenih in neoznacˇenih primerov grucˇimo ter neoznacˇenim
sosedom oznacˇenih primerov priredimo iste oznake;
• aktivno ucˇenje, kjer zˇelimo v neoznacˇeni mnozˇici najti tiste primere,
ki se jih najbolj sˇplacˇa”oznacˇiti [17].
V tem diplomskem delu se posvetimo le aktivnemu ucˇenju.
Recimo neoznacˇeni mnozˇici DU in oznacˇeni mnozˇici DL. Glavni pro-
blem aktivnega ucˇenja je kako v DU izbrati taksˇne primere, da bo lahko
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model naucˇen na njih maksimiziral svojo napovedno tocˇnost v primerjavi z
enostavno resˇitvijo, kot je nakljucˇno izbiranje primerov iz DU . Na podlagi
modela zgrajenega zgolj z majhno mnozˇico DL bi zˇeleli dolocˇiti katere pri-
mere v DU se najbolj splacˇa oznacˇiti. Aktivno ucˇenje obravnavamo iz dveh
perspektiv:
1. Kako izbrati primere, ki se jih najbolj splacˇa oznacˇiti?
2. Kako izbrane primere vrednotimo?
Na drugo vprasˇanje lahko odgovorimo z dvema kategorijama odgovorov z
uporabo enega ali vecˇ modelov. Slednje temelji na ideji, da naucˇimo vecˇ
modelov na istih podatkih, modeli pa nato glasujejo za razred nekega novega
primera. V diplomskem delu gradimo na enem samem modelu. Poizvedba z
enim modelom je precej enostavna. Ko nek primer vrednotimo, lahko izko-
ristimo izhodno verjetnostno porazdelitev nad razredi ali same spremembe
v modelu za vrednotenje posameznih primerov. V nadaljevanju si ogledamo
kako izbrati primere, ki se jih najbolj splacˇa oznacˇiti.
Aktivno ucˇenje temelji na koristnosti u, ki nam pove kako koristen bo
nek primer za izboljˇsavo modela, cˇe ga bomo oznacˇili. Za namen definicije
taksˇne mere sta uporabljena dva koncepta: nezanesljivost in korelacija. Prva
je kriterij, ki pove kako prepricˇan je model v svojo napoved, druga pa meri ko-
relacije med samimi neoznacˇenimi primeri. Glede na slednje delimo aktivno
ucˇenje na metode kjer uposˇtevamo samo nezanesljivost posameznih primerov
in jih obravnavamo kot neodvisne ter na metode kjer v obzir vzamemo tudi
korelacije med primeri.
2.7.1 Nezanesljivost posameznih primerov
Podano imamo mnozˇico neoznacˇenih primerov DU , mnozˇico oznacˇenih pri-
merov DL in funkcijo nezanesljivosti fu(.), ki je hkrati mera koristnosti, torej
u(.) = fu. Aktivno ucˇenje kjer privzamemo neodvisnost primerov zˇeli zgra-
diti model z oznacˇevanjem po u(.) najbolj informativnih primerov v DU za
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izgradnjo ucˇne mnozˇice DL. S pomocˇjo DU in prostora oznak y, fu definiramo
na sledecˇ nacˇin:
fu : DU 7→ R (2.39)
Opazimo, da tako definirane metode racˇunajo koristnost primerov v tem,
da obravnavajo primere kot neodvisne od ostalih. V grobem se delijo v tri
skupine:
• Nezanesljivostno vzorcˇenje. Metode v tej skupini pogosto izko-
ristijo verjetnostne modele za vrednotenje primera, kot je na primer
napoved nekega modela kot verjetnostna porazdelitev nad razredi. Me-
tode se pogosto uporabljajo pri klasifikaciji.
• Pricˇakovana dolzˇina gradienta. Metode v tej skupini izberejo pri-
mere, ki povzrocˇijo maksimalno spremembo v trenutnem modelu. Po-
gosto se uporablja pri rangirnih funkcijah.
• Zmanjˇsevaje variance zˇeli zmanjˇsati napako modela z izbiranjem
primerov, ki imajo najmanjˇso varianco. Najvecˇji problem tu je visoka
cˇasovna kompleksnost, saj je treba za vsak primer zgraditi kvadratno
matriko velikosti K ×K, kjer je K sˇtevilo parametrov v modelu.
V diplomskem delu bomo obravnavali nezanesljivostno vzorcˇenje, zato v
nadaljevanju predstavimo tri taksˇne metode.
Metode nezanesljivostnega vzorcˇenja
Ena od metod nezanesljivostnega vzorcˇenja je metoda najmanjˇsega zaupanja
s kriterijsko funkcijo:
x∗LC = argmax
x
{1− PΘ(yˆ|x)}. (2.40)
Tu je PΘ(yˆ|x) posteriorna verjetnost najbolj verjetnega razreda yˆ po modelu
Θ za primer x. Ta metoda preferira primere za katere je trenuten model naj-
manj prepricˇan glede razreda. Enacˇba (2.40) je hkrati tudi najbolj osnovna
30 POGLAVJE 2. METODE IN TEHNOLOGIJE
metoda nezanesljivostnega vzorcˇenja. Podobna metoda iˇscˇe najvecˇjo razliko
med posteriorno verjetnostjo dveh najbolj verjetnih razredov:
x∗M = argmin
x
{PΘ(yˆ1|x)− PΘ(yˆ2|x)}, (2.41)
kjer sta yˆ1 in yˆ2 prvi in drugi najbolj verjetni razred. Najbolj informativni
primeri tu so tisti, ki imajo najmajˇso razliko med dvema najbolj verjetnima
razreda. Ta metoda se navadno uporablja skupaj z algoritmom SVM. Ime-
nuje se metoda najmanjˇsega roba. Pristranskost zgornjih dveh metod je to,
da ignorirata izhodno porazdelitev za vse ostale razrede razen dveh najbolj
verjetnih. Tretja mera, ki v obzir vzame vse elemente te porazdelitve je
entropijska mera, ki je definirana kot:
x∗E = argmax
x
{−
∑
i
PΘ(yˆi|x) logPΘ(yˆi|x)}. (2.42)
Tu je yˆi posteriorna verjetnost, da primer x pripada razredu i. Vidimo, da
ta mera racˇuna entropijo celotne verjetnostne porazdelitve. Ta mera bo v bi-
narnem klasifikacijskem problemu maksimalna takrat, ko bosta oba razreda
enako verjetna.
Prvi dve spoznani metodi zˇelita zmanjˇsati napako klasifikacije, saj izbirata
primere, ki pomagajo diskriminirati med specificˇnimi razredi. Medtem en-
tropijska mera zˇeli minimizirati logaritmicˇno izgubo modela.
2.7.2 Korelacijsko aktivno ucˇenje
Mnogo sˇtudij kazˇe na to, da aktivno ucˇenje, kjer privzamemo neodvisnost
primerov pogosto izbira osamelce. Le-to so primeri, ki so od ostalih zna-
tno oddaljeni. Poleg tega so lahko izbrani primeri tudi redundantni. To je
zato, ker v obravnavi nekega primera ne vzamemo v obzir njegove korelacije
z drugimi primeri. Za razresˇitev tega problema integriramo v nasˇo mero ko-
ristnosti tudi funkcijo korelacije.
Cˇe imamo neoznacˇeno mnozˇico DU in prostor oznak Y , lahko definiramo
funkcijo korelacije qc med dvema primeroma na tri razlicˇne nacˇine, glede na
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podatke, ki jih uposˇtevamo pri izracˇunu:
qc : DU ×DU 7→ R, (2.43)
qc : Y × Y 7→ R, (2.44)
qc : (DU , Y )× (DU , Y ) 7→ R. (2.45)
Prvi nacˇin, prikazan v enacˇbi (2.43) izkoristi zgolj mnozˇico neoznacˇenih pri-
merov, drugi, v enacˇbi (2.44), izkoristi zgolj prostor oznak, tretji (2.45) pa
kombinacijo obeh. V diplomskem delu uporabljamo le nacˇin predstavljen
v enacˇbi (2.43), zato je v nadeljevanju, ko je omenjen qc miˇsljena ta defi-
nicija. Za primera z visoko korelacijo pravimo, da sta podobna, za dva z
majhno korelacija, pa da sta razlicˇna. S tem lahko definiramo tudi korelacijo
posameznega primera kot povprecˇno korelacijo z ostalimi primeri:
qc(xi) =
1
|DU | − 1
∑
xj∈DU−xi
qc(xi, xj). (2.46)
Enacˇba predstavlja gostoto primera xi v DU . Vecˇja kot je qc(xi), vecˇja je
gostota okoli xi. Najbolj reprezentativni primeri v DU so intuitivno centralne
tocˇke z najvecˇjo gostoto, ki imajo najvecˇjo korelacijo. Ko poznamo funkcijo
korelacije qc jo lahko v mero koristnosti u(.) integriramo kot:
u = fu × qc. (2.47)
S to terminologijo lahko formaliziramo aktivno ucˇenje z uposˇtevanjem kore-
lacije med primeri:
Cˇe imamo podano mnozˇico neoznacˇenih primerov DU in prostor oznak Y ,
funkcijo koristnosti u(.) = fu(.)×qc(.), kjer je fu(.) funkcija nezanesljivosti in
qc(.) funkcija korelacije, aktivno ucˇenje z uposˇtevanjem korelacij v mnozˇici
DU poskusi izbrati najbolj informativne primere po funkciji u(.). Taksˇno
obliko aktivnega ucˇenja v grobem delimo na 4 vrste:
• Preiskovanje prek korelacij atributov,
• Preiskovanje prek korelacij oznak,
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• Preiskovanje prek korelacij oznak in atributov,
• Preiskovanje prek grafa podatkov.
Preiskovanje prek korelacij oznak ali oznak in atributov se uporablja kadar
napovedujemo vektorje oznak. Preiskovanje prek grafa je uporabna kadar
smiselno lahko povezˇemo podatke v graf. Primeri so vozliˇscˇa v grafu, po-
vezave pa odrazˇajo odvisnost med krajiˇscˇi. Na drugi strani se preiskovanje
prek korelacij atributov lahko uporablja tudi, kadar napovedujemo le eno
oznako. Korelacij izracˇunamo s pomocˇjo metod za grucˇenje, ki temeljijo na
meri podobnosti, kar podrobneje predstavimo v nadaljevanju. Opis drugih
metod aktivnega ucˇenja najdemo v [17].
Preiskovanje prek korelacij atributov
Smisel aktivnega ucˇenja s korelacijami je, kot smo videli, da funkcijo neko-
ristnosti fu utezˇimo s funkcijo korelacije qc. Pri preiskovanju prek korelacij
atributov je qc primera povprecˇna podobnost vsem drugim primerom v ne-
oznacˇeni mnozˇici DU , kjer podobnost racˇunamo po atributih. Tako najbolj
informativne primere izbiramo:
x∗ = argmax
x
{fu(x)×
( 1
U
U∑
u=1
sim(x, xu)
)β
} (2.48)
Tu je fu(x) lahko katerakoli od zˇe spoznanih nezanesljivostnih metod, U je
velikost mnozˇice neoznacˇenih primerov, β je parameter pomembnosti cˇlena
gostote, ki ga nastavi uporabnik. Vecˇji kot bo β, bolj pomemben bo kore-
lacijski cˇlen enacˇbe. sim je funkcija podobnosti, ki definira razdaljo med
dvema primeroma. V nadaljevanju si pogledamo najbolj razsˇirjene funkcije
podobnosti.
• Kosinusna podobnost meri podobnost med dvema primeroma x in
xu kot kosinus kota med pripadajocˇima vektorjema atributov kot:
simcos(x, xu) =
~x · ~xu
||~x|| || ~xu|| . (2.49)
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Ta mera je primerna za nizkodimenzionalne prostore in je ena najbolj
osnovnih mer podobnosti.
• KL Divergenca je nesimetricˇna mera podobnosti, ki zajema razliko
med dvema primeroma kot:
simKL(x, xu) = exp
(
−γ1
N∑
j=1
P (fj|~(x))∗log P (fj|~x)
γ2P (fj| ~xu) + (1− γ2)P (fj)
)
,
(2.50)
kjer γ1 in γ2 kontrolirata hitrost divergence. ~xu je N -dimenzionalen
vektor atributov, P (fj|~x) posteriorna verjetnost vsebovanosti atributa
fj v celi mnozˇici podatkov, P (fj) pa apriorna verjetnost opazˇanja atri-
buta fj. KL Divergenca se pogosto uporablja pri informacijskem poi-
zvedovanju in prepoznavanju imenskih entitet.
• Gaussova podobnost je eksponentna mera, ki ocenjuje gostoto in-
formacije in je neke vrste eksponentna Evklidska razdalja, ki uposˇteva
vse razdalje po vsakemu atributu.
simgauss(x, xu) = exp
(
−
J∑
j=1
(~xj − ~xju)2
α2
)
. (2.51)
α2 je tu varianca normalne porazdelitve.
V formuli za koristnost u lahko uporabimo katerokoli mero podobnosti in
uposˇtevamo korelacijo med primeri. Veliko sˇtudij kazˇe tudi na to, da kore-
lacije pripomorejo k temu, da res izbiramo bolj reprezentativne primere iz
mnozˇice neoznacˇenih primerov v primerjavi z uposˇtevanjem zgolj nezaneslji-
vosti. Povedati pa moramo tudi, da je iskanje korelacij pri vecˇjih mnozˇicah
neoznacˇenih primerov zelo cˇasovno zahtevno.
2.8 Uporabljene tehnologije
Cilj diplomskega dela je povezava dveh sistemov, kjer eden pomaga drugemu
pridobiti nove, koristne metapodatke. V naslednjih dveh poglavjih predsta-
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vimo omenjena sistema, kasneje pa predlagamo konkretno resˇitev za njuno
povezavo.
2.8.1 Event Registry
Na tisocˇe cˇlankov se objavi v cˇasopisnih hiˇsah sˇirom sveta vsak dan. Napisani
so v razlicˇnih jezikih in diskutirajo vse mogocˇe teme. Velik procent jih opisuje
pretekle, sedanje ali prihodnje svetovne dogodke. Cˇeprav ni splosˇno sprejete
definicije dogodka, je intuitivna definicija, da je dogodek karkoli znacˇilnega,
kar se je zgodilo na svetu. Primer dogodka je tudi rusˇenje WTC v New Yorku,
11. septembra 2001. Cˇeprav ljudi zanimajo dogodki, pa je dejanska enota
vsebine navadno cˇasopisni cˇlanek. Cˇeprav cˇlanki nosijo informacijo o cˇem
gre, kdo je vkljucˇen, kdaj se je nekaj zgodilo in podobno, so te informacije
skrite v besedilu in se od cˇloveka pricˇakuje, da jih ekstrahira sam z branjem
cˇlanka.
Zgornje je motivacija za nastanek sistema EventRegistry [8]. Sistem na-
bira cˇlanke iz tisocˇe razlicˇnih cˇasopisnih hiˇs in v njih prepoznava dogodke.
Cˇlanke, ki so v razlicˇnih jezikih in opisujejo isti dogodek, sistem grucˇi in
jih predstavi kot en dogodek. Iz njih ekstrahira informacije o dogodku iz
razlicˇnih vidikov, kar je koristno saj so posamezni cˇlanki lahko pristranski.
S tem lahko dogodek vidimo bolj nepristransko kot, cˇe uposˇtevamo le en vir.
Najdene dogodke sistem hrani v podatkovni bazi in omogocˇi uporabnikom
dostop do njih. Ti do dogodkov dostopajo s poizvedbami po entitetah, lo-
kaciji, datumu ali temi. Za vsak dogodek je mocˇ dobiti tudi izvorne cˇlanke
ali sorodne dogodke. Sistem EventRegistry od leta 2013 spremlja dogodke
cˇasopisnih hiˇs po celem svetu.
2.8.2 Never Ending Language Learner
Never Ending Language Learner (NELL) [7] je ucˇecˇi se agent, katerega
naloga je naucˇiti se brati splet. NELL ima podano ontologijo, ki definira
kategorije (npr. Drzˇava, Predsednik) in binarne relacije (npr. JePredse-
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Slika 2.7: Slika prikazuje osnovno idejo sistema EventRegistry. V spodnjem
nivoju grucˇe majhnih krogcev predstavljajo cˇasopisne hiˇse, sami krogci pa so
cˇlanki, ki so razlicˇnih barv, kar predstavlja, da so v cˇlankih razlicˇni dogodki.
V srednjem nivoju se cˇlanki grucˇijo v dogodke, docˇim so kroglice enake brave,
saj opisujejo enake dogodke. V zgodnjem nivoju pa se dogodki in izracˇuni
dogodkov, entitete v dogodkih in ostalo shranjuje v podatkovno bazo.
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Slika 2.8: Slika prikazuje osnovno idejo sistema NELL. Sistem bere podatke
iz spleta, kar se naucˇi preko problema vecˇnega ucˇenja, ki je predstavljen
s spodnjim delom sˇkatle na levi in shranjuje naucˇeno znanje v ontologiji
znanja, predstavljeni v zgornjem delu sˇkatle. Problem vecˇnega ucˇenja je
predstavljen z vozliˇscˇi, ki so ucˇne naloge Li in povezavami C med njimi, kjer
Cij predstavlja sklopno omejitev med ucˇnima nalogama L1 in L2. Ontologija
znanja je predstavljena s koncepti Ci, ki jih povezujejo relacije R, kjer je
povezava med R(Ci, Cj) relacija, ki sprejema instance konceptov Ci in Cj.
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dnikDrzˇave(x,y)). Podano ima tudi majhno mnozˇico primerov za vsako ka-
tegorijo (npr. Slovenija in Hrvasˇka za kategorijo Drzˇava) s katero dobi zacˇetni
obcˇutek za smer ucˇenja. Z branjem spleta nato zˇeli razsˇiriti to ontologijo z
ekstrahiranjem novih verjetij (npr. JePredsednikDrzˇave(Obama, Amerika))
na podlagi starih verjetij in novega znanja, ter izbrisati stara verjetja, ki so
se izkazala za napacˇna. Vsak dan se naucˇi brati bolje kot prejˇsnji dan.
Svojo nalogo NELL opravlja z resˇevanjem konkretne instance problema
vecˇnega ucˇenja. Njegove ucˇne naloge zajemajo kasifikacijo v kategorije, kla-
sifikacijo relacij, resolucijo entitet in nekatere druge. S sklopnimi omejitvami,
kot je na primer sklapljanje podmnozˇic z nadmnozˇicami, poskrbi za pogoj
vecˇnega ucˇenja, da z ucˇenjem ene ucˇne naloge lahko pomagamo ucˇenju druge
ucˇne naloge. Naucˇena verjetja NELL izpostavi v bazi znanja, kjer so shra-
njena verjetja glede konceptov in binarnih relacij. Za koncepte in relacije
imamo navedene instance, ki jih je NELL izlusˇcˇil z branjem spleta, za vsako
instanco pa so podani tudi metapodatki o cˇasu, ko je NELL dano verjetje
izlusˇcˇil, o stopnji verjetja in podobno. NELL bere splet zˇe od januarja leta
2010 in je spoznal zˇe vecˇ kot 80 milijonov verjetij.
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Poglavje 3
Ekstrakcija cˇasovnega znanja
3.1 Problem cˇasovnih relacij
V prejˇsnem poglavju smo spoznali metode in tehnologije, ki jih uporabljamo
tokom dela v diplomski nalogi. Spoznali smo, da je EventRegistry sistem,
ki nam nudi opise dogodkov, ki so se zgodili v svetu, NELL pa je sistem, ki
skozi branje spleta spoznava svet in se o njem ucˇi. Eden temeljnih problemov
sistema NELL je, da nima obcˇutka za cˇas. V tem kontekstu to pomeni, da
se ucˇi nekih dejstev o svetu v obliki spoznavanja konceptov in relacij med
njimi, v resnici pa ne ve kdaj so ta dejstva dejansko veljala ali sploh sˇe veljajo.
Primer manifestacije tega problema je recimo, da sistem verjame, da mesto
predsednika drzˇave trenutno pripada vsem predsednikom, ki jih je ta drzˇava
imela v zgodovini svojega obstoja. Sˇe en tak primer je, da misli, da ima nek
cˇlovek, ki se je tokom zˇivljenja veliko porocˇal in locˇeval z razlicˇnimi parterji,
v tem trenutku veliko zakonskih partnerjev. Cˇeprav vemo, da obstajajo
tudi taki primeri, jih je dejansko veliko manj kot to misli NELL. Podobnih
primerov pomanjkanja obcˇutka za cˇas je sˇe veliko. Ne smemo pa pozabiti, da
je veliko relacij brezcˇasnih. Primer taksˇne relacije je recimo JeSˇtevilo(42).
Ta relacija je veljala od vekomaj in bo veljala vedno v prihodnosti. Za lazˇjo
obravnavo problema v nadaljevanju podamo delovne definicije konceptov, ki
jih uporabljamo tokom diplomske naloge.
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Slika 3.1: Slika prikazuje kako se relacije delijo glede na odvisnost od cˇasa.
Relacije se najprej delijo na cˇasovne in necˇasovne, cˇasovne pa se naprej delijo
na relacije z enim kriticˇnim trenutkom v cˇasu in taksˇne z dvema.
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• Koncept je abstrakcija ali generalizacija izkusˇenj ali rezultat transfor-
macije obstojecˇih idej. (npr. Sadezˇ, Zˇival, Mesto, ...).
• Instanca koncepta je konkreten primerek koncepta. Za koncept
Sadezˇ je to na primer jabolko.
• Relacija je binarna preslikava r(c1, c2, ..., cn), ki zaporedje konceptov
ci preslika v vrednost 1 (resnicˇno) ali 0 (neresnicˇno). Primer relacije je
jeSˇtevilo(x).
• Instanca relacije je konkreten primerek relacije, kjer so instance kon-
ceptov, ki se pojavijo kot argumenti relacije ter vrednost relacije znani.
Primer instance relacije je jeSˇtevilo(42).
• Cˇasovna relacija r(c1, ..., cn; t) je relacija, ki lahko isto zaporedje kon-
ceptov ci preslika v razlicˇne vrednosti ob razlicˇnih trenutkih v cˇasu.
• Dogodek je karkoli, kar se je zgodilo v svetu in ima nek signifikanten
pomen.
Omembe vredno je, da so zgoraj podane delovne definicije. Tezˇko je recˇi
kaj je v resnici cˇasovna relacija in v taksˇnih okoliˇscˇinah lahko hitro zaidemo
v ontolosˇke vode. Za namene tega diplomskega dela so taksˇne definicije
zadostne.
Realen raziskovalni problem predstavlja kako med vsemi relacijami vseeno
locˇiti med cˇasovnimi in necˇasovnimi relacijami. Na podlagi meta-podatkov,
ki jih ponuja NELL za vsako relacijo slednje zaenkrat ni mogocˇe. Problem
resˇujejo na univerzi Carnegie Mellon, vendar sˇe niso nasˇli klasifikatorja, ki
bi obe skupini relacij znal zanesljivo locˇiti. Zato v diplomski nalogi predpo-
stavimo, da poznamo relacije, ki so cˇasovne. Spremenljivost teh relacij bi le
stezˇka iskali preko funkcije, ki je odvisna od cˇasa in zna za vsako tocˇko v
cˇasu napovedati tocˇno vrednost relacije za dolocˇeno zaporedje konceptov. Te
spremembe pa lahko iˇscˇemo z ekstrahiranjem informacij, skritih v besedilih.
Problem nastane, ker ne vemo katera besedila brati, za pridobitev potrebnih
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informacij za odkritje spremembe. Sistem EventRegistry omogocˇa poizvedbe
po dogodkih, kjer lahko iˇscˇemo besedila, navezujocˇa se na tocˇno dolocˇene kon-
cepte. Tako bi lahko za vsako relacijo opravili poizvedbo v EventRegistry, cˇe
bi vedeli kateri koncepti so indikativni za spremembo veljave neke relacije.
Spremembo instance relacije povzrocˇi zacˇetek, oziroma sprememba vredno-
sti instance relacije iz 0 v 1, ali pa konec, kjer se vrednost spremeni iz 1 v
0. Obstajajo seveda tudi cˇasovne relacije, ki se zacˇnejo in koncˇajo ob istem
trenutku v cˇasu. Primer take je AtletZmagaTekmovanje(Atlet,Tekmovanje).
Atlet zmaga tekmovanje in relacija velja le v tem trenutku.
Torej v nekaterih primerih iˇscˇemo le dejstvo, da se je nekaj zgodilo in
vemo, da se je hitro za tem tudi koncˇalo, v nekaterih primerih pa sta zacˇetek
in konec povsem razlicˇna in cˇasovno razmejena dogodka. Ne le, da se relacije
delijo v cˇasovne in necˇasovne, temvecˇ se cˇasovne delijo tudi na taksˇne z enim
kriticˇnim trenutkom v cˇasu in dvema trenutkoma. Tako celoten problem
lahko zapiˇsemo kot: ”Kako za instance vsake cˇasovne relacije najti
kljucˇne cˇasovne tocˇke, ob katerih se spremenijo njihove vrednosti?”
3.2 Povezava med sistemom
Cˇe iˇscˇemo kljucˇne trenutke v cˇasu za neko relacijo s poizvedovanjem po do-
godkih, bi nam olajˇsalo delo, cˇe bi vedeli kako v jeziku sistema EvntRegistry
povedati vsaj okvirno katere dogodke si zˇelimo analizirati. Kot zˇe omenjeno,
EventRegistry poizvedbe sprejmejo mnozˇico konceptov in potem vrnejo do-
godke, ki se navezujejo na te koncepte. Cˇe sistemu EventRegisry ne bi podali
referencˇnih konceptov, bi morali pregledati zelo veliko dogodkov, da bi nasˇli
tiste, ki jih zˇelimo.
Zato predpostavimo, da relacije in njihove pripadajocˇe tipe kljucˇnih tocˇk po-
znamo mnozˇice kjucˇnih konceptov, s katerimi poizvedujemo v EventRegistry
in nam zozˇajo podrocˇje iskanja v podatkovni bazi sistema EventRegistry.
Vsak tip kljucˇne tocˇke ima razlicˇno referencˇno mnozˇico. Referencˇne mnozˇice
cˇasovnih relacij z dvema trenutkoma v cˇasu so:
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• zacˇetna mnozˇica S - mnozˇica, ki jo imajo cˇasovne relacije r z dvema
kljucˇnima cˇasovnima tocˇkama. Dogodki, ki so rezultat poizvedbe s Sr
lahko vsebujejo informacijo o zacˇetku veljave neke instance relacije r,
• koncˇna mnozˇica F - mnozˇica, ki jo imajo cˇasovne relacije r z dvema
kljucˇnima cˇasovnima tocˇkama. Dogodki, ki so rezultat poizvedbe z Fr
lahko vsebujejo informacijo o koncu veljave neke instance relacije r.
Referencˇne mnozˇice cˇasovnih relacij z enim trenutkom v cˇasu:
• dogodkovna mnozˇica H (happening) - edina referencˇna mnozˇica
cˇasovnih relacij z eno kljucˇno tocˇko. Dogodki, ki so rezultat poizvedbe
s H lahko vsebujejo informacijo o tem, da je relacija veljaja v eni tocˇki
v cˇasu.
Cˇe iˇscˇemo kljucˇne trenutke za neko relacijo r s poizvedovanjem po dogodkih,
potem:
1. V EventRegistry opravimo poizvedbo z mnozˇico Sr ali Fr in pridobimo
mnozˇico dogodkov D.
2. V D poiˇscˇemo tiste dogodke, ki vsebujejo informacije o kljucˇnih tre-
nutki v cˇasu relacije.
3. Dolocˇimo kako in katere instance relacije dogodki spremenijo.
4. Rezultat dodamo pripadajocˇim instancam relacije r v NELL bazi.
V diplomski nalogi se primarno ukvarjamo s prvima dvema tocˇkama tega
postopka, docˇim pa predstavimo tudi delno resˇitev za tretjega. Cˇeprav se
cel postopek zdi zelo enostaven, se izkazˇe, da so ta opravila zelo zahtevna za
avtomatizacijo, cˇe jih zˇelimo opraviti z visoko zanesljivostjo. Prav tako se
omejimo na cˇasovne relacije z dvema kriticˇnima trenutkoma, konkretno na
relacijo ImaZakonca(x, y), pri tem pa resˇitev zasnujemo dovolj splosˇno, da
jo je mocˇ posplosˇiti na druge cˇasovne relacije z dvema kriticˇnima trenutkoma
v cˇasu.3
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3.3 Omejen klasifikacijski problem
V diplomski nalogi se omejimo na cˇasovno relacijo ImaZakonca(x,y). Med
dogodki v EventRegistry zˇelimo najti tiste, ki vsebujejo informacije o kljucˇnih
cˇasovnih tocˇkah relacije. Predpostavimo tudi, da imamo podani referencˇni
mnozˇici S = {”Poroka”} in F = {”Locˇitev”}. Iskanje zastavimo kot binarni
klasifikacijski problem, kjer so mnozˇica podatkov opisi dogodkov, ki vsebujejo
naslov in povzetek dogodkain jih zˇelimo uvrstiti v dva razreda: pozitivni,
ki so tisti dogodki, ki vsebujejo informacijo o kriticˇnih trenutkih v cˇasu in
negativni, tisti ki ne vsebujejo te informacije.
Izkazˇe se, da je pozitivnih dogodkov izredno malo. To je povsem logicˇno,
saj se ljudje ne porocˇajo in locˇujejo vsak dan. Vsaj za vecˇino se to zgodi le en-
krat v zˇivljenju. Zaradi neuravnotezˇenosti porazdelitve razredov v zacˇetnem
problemu mnozˇico podatkov zelo omejimo. V tej stopnji je cilj zgolj, da vemo,
kako tezˇak je problem. Cˇe bi se problem tudi s tako veliko pristranskostjo
in specificˇnostjo izkazal za zelo tezˇak, bi pomenilo, da je problem trenutno
pretezˇak in ta pot ne obeta dobrih rezultatov. Tako smo mnozˇico podatkov
skrcˇili na naslednji nacˇin:
• poleg poizvedbe po mnozˇicah S in F smo poizvedovali tudi po konceptu
osebe, sicer po konkretnih instancah osebe, za katere smo vedeli, da so
se v zadnjem cˇasu locˇili ali porocˇili; mnozˇico teh oseb oznacˇimo s P ,
Funkcija erq(.) pa vrne rezultat poizvedbe v EventRegistry po neki
mnozˇici konceptov;
• opravili smo poizvedbe po unijah S ∪ {p}, ter F ∪ {p} za vsak p ∈ P .
Tako smo dobili mnozˇico primerov D:
D =
⋃
p∈P
(erq(S ∪ {p}) ∪ erq(F ∪ {p})); (3.1)
• da bi mnozˇico D sˇe bolj skrcˇili, smo mnozˇico filtrirali z regularnim
izrazom, ki zahteva, da mora povzetek dogodka vsebovati vsaj eno od
predpon v mnozˇici {“marr”, “divorc”, “wed”, “husband”, “spouse”}, ki
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so predpone anglesˇkih besed “marriage”, “divorce”, “wedding”, “hus-
band”, “spouse” ter njihovih izpeljank, ki so indikativne za dogodek
poroke ali locˇitve.
Tako smo mnozˇico zmanjˇsali na 225 primerov. Ker klasifikacijski algoritmi
zahtevajo, da so primeri oznacˇeni, smo nato primere sami oznacˇili. Izkazalo
se je, da je bila mnozˇica sˇe zmeraj zelo neuravnotezˇena: 91% primerov je
bilo negativnih in le 9% pozitivnih. Problem smo resˇevali s klasifikacijskim
algoritmom SVM, predstavljenem v poglavju 2.2.3, z linearnim jedrom in
privzetimi parametri. Uspesˇnost smo merili z mero AUC, predstavljeno v
poglavju 2.3.3 in Monte Carlo precˇnim preverjanjem, ki je predstavljeno v
poglavju 2.4. V 100 iteracijah Monte Carlo precˇnega preverjanja smo dobili
povprecˇen AUC in standardni odklon: AUC = 0.9045, σ = 0.072. Rezultati
izgledajo precej obetavni. Vrednost AUC pomeni, da cˇe izberemo nakljucˇen
primer iz mnozˇice pozitivnih in nakljucˇen primer iz mnozˇice negativnih v neki
nepoznani mnozˇici, potem bo klasifikator v 90% primerih dodelil pozitivnemu
viˇsjo oceno kot negativnemu.
3.4 Predlog splosˇne resˇitve
Po obetavnih rezultatih si zˇelimo vsaj okvirno obliko splosˇne resˇitve za pre-
poznavanje dogodkov z informacijo o kljucˇnih trenutkih v cˇasu. Za zacˇetek
prepoznamo velik problem. Za klasifikacijo potrebujemo oznacˇene primere,
ki pa jih je zelo drago pridobiti. Primere mora oznacˇevati cˇlovek, ekspert, ki
je pocˇasen in drag. Po nasˇih izkusˇnjah se za ta problem primeri oznacˇujejo
priblizˇno s hitrostjo 200 primerov na uro, kar je izjemno pocˇasi.
Problem dragega oznacˇevanja nam vsaj nekoliko ublazˇi aktivno ucˇenje.
Cˇeprav se primeri ne oznacˇujejo nicˇ hitreje, nam aktivno ucˇenje z izbiranjem
najbolj informativnih primerov za oznacˇevanje potencialno zmanjˇsa kolicˇino
primerov potrebnih za izgradnjo dovolj zanesljivega klasifikatorja. Zaradi
tega splosˇno resˇitev oblikujemo pretezˇno okoli ideje aktivnega ucˇenja. V
nadaljevanju predstavimo predlagano resˇitev, ki se izvaja neodvisno za vsako
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Slika 3.2: Slika je ilustracija predlaganega splosˇnega sistema. Na vrhu NELL
posˇlje relacije inicializatorju, ta po njih poizvede v EventRegistry, ki mu
posˇlje nazaj mnozˇico dogodkov. Inicializator preda dogodke oznacˇevalcu
kot mnozˇico DU neoznacˇenih primerov oziroma dogodkov. Oznacˇevalec
posˇlje dogodke v DU na spletno stran za oznacˇevanje dogodkov, kjer eks-
perti oznacˇujejo dogodke in jih posˇiljajo nazaj oznacˇevalcu. Ko so dogodki
oznacˇeni oznacˇevalec posˇlje oznacˇeno mnozˇico D Analizatorju, ki aktivnemu
ucˇencu nato preda najboljˇso konfiguracijo okolja. Aktivni ucˇenec se nato iz-
vaja v nedogled in poizveduje po novih dogodkih v EventRegistry, jih posˇilja
nas spletno stran, od nje sprejema oznake, ter se neprestano aktivno ucˇi.
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cˇasovno relacijo. Sistem zato predstavimo za poljubno cˇasovno relacijo r.
Splosˇni sistem sestoji iz sˇtirih podsistemov:
Inicializator
Inicializator je zadolzˇen za pridobitev zacˇetne mnozˇice neoznacˇenih dogodkov
za relacijo r. To dosezˇe tako, da koncepte, ki se pojavijo kot argumenti v
instancah relacije r sistema NELL, spari locˇeno z mnozˇico Sr in Fr posebej
in opravi poizvedbo nad sistemom EventRegistry. Iz te velike mnozˇice nato
nakljucˇno izbere dovolj veliko sˇtevilo dogodkov, da lahko po oznacˇevanju
zgradimo zacˇetni klasifikator. Izhod tega podsistema je zacˇetna neoznacˇena
mnozˇica DU .
Oznacˇevalec
Oznacˇevalec poskrbi za to, da se primeri v DU oznacˇijo. Komunicira s sple-
tno stranjo kamor posˇilja neoznacˇene primere. Cˇlovesˇki eksperti na spletni
strani oznacˇujejo primere, oznake pa se posˇiljajo nazaj oznacˇevalcu. Ko
imamo oznak dovolj, oznacˇevalec preda oznacˇeno mnozˇico D naslednjemu
delu sistema.
Analizator
V tem delu izkoristimo mnozˇico D za iskanje dobre konfiguracije za aktivno
ucˇenje. S konfiguracijo mislimo skupek strategije aktivnega ucˇenja, klasifi-
kacijskega algoritma in njegovih parametrov, ter prostora atributov. Izhod
analizatorja je konfiguracija okolja.
Aktivni ucˇenec
Aktivni ucˇenec se izvaja v nedogled. Z naucˇeno konfiguracijo zgradimo
zacˇetni model, s katerim po izbrani strategiji aktivnega ucˇenja izbiramo nove
primere v neoznacˇeni mnozˇici. Te primere zopet posˇljemo na spletno stran,
kjer jih eksperti oznacˇijo. Na dolocˇen cˇasovni interval, ponovno zgradimo
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Slika 3.3: Slika prikazuje umestitev relevantnih dogodkov na cˇasovnico, za
poljubno relacijo z dvema referencˇnima tocˇkama.
model z novimi oznacˇenimi primeri. To ponavljamo dokler model ni dovolj
zanesljiv.
3.4.1 Oznacˇevanje primerov
V cˇasovnih relacijah z dvema kriticˇnima trenutkoma v cˇasu lahko relevantne
dogodke delimo na vecˇ skupin kot le na dogodke, ki vsebujejo informacijo o
cˇasovni tocˇki in dogodke, ki je ne vsebujejo. V diplomski nalogi smo poskusili
najti najbolj splosˇno delitev za relacijo ImaZakonca(x,y), z mislijo o genera-
lizaciji tudi na druge relacije. Dobljene dogodke smo razdelili v 4 skupine, ki
jih tudi prikazˇemo umesˇcˇene na cˇasovnici na sliki 3.3. Dogodek, ki spada v
skupino:
• Poroka ali locˇitev je dogodek, ki mora nositi informacijo o konkretni
poroki oziroma locˇitvi med dvema osebama. Cˇe ni cˇisto razlocˇljivo iz
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Slika 3.4: Slika prikazuje spletno stran, kjer eksperti oznacˇujejo podatke.
Strezˇnik na spletno stran posˇlje primere, eksperti pa prek spletne strani
oznacˇujejo primere, katerih oznake se posˇiljajo nazaj na strezˇnik.
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dogodka, da sta se v njem dve osebi porocˇili oziroma locˇili, potem ta
dogodek ni tega tipa.
• Indikacija poroke ali locˇitve je dogodek, ki mora nakazovati na to,
da se bo poroka ali locˇitev verjetno zgodila v blizˇnji prihodnosti.
• Sorodno poroki ali locˇitvi je dogodek za katerega je razvidno, da se
navezuje na poroko ali locˇitev, stanje locˇenosti, porocˇenosti ali katero-
koli zadevo povezano s tema dvema konceptoma, vendar ni v zgodnjih
dveh skupinah.
• Nerelevantno je dogodek, ki ne spada v nobeno od zgornjih treh sku-
pin.
Taksˇno delitev lahko tudi generaliziramo v:
• Dogodek z informacijo o kriticˇnem trenutku v cˇasu
• Indikativen dogodek je dogodek, ki nakazuje na to, da je kriticˇni
trenutek v cˇasu v blizˇnji prihodnosti.
• Soroden dogodek je dogodek, ki se prav tako navezuje na isto temo
kot zgornja dva tipa, vendar pa ne sodi tja.
• Nerelevantno
Taksˇna generalizacija je lahko tudi nenatancˇna, vendar pa se pogosto izkazˇe
za dobro. Primer, ki ni relacija ImaZakonca, bi bila recimo relacija JePred-
sednikDrzˇave. Dogodka z informacijo o kriticˇnem trenutku v cˇasu sta seveda
to da je konkreten cˇlovek prevzel mesto predsednika v dolocˇeni drzˇavi ali pa,
da ga je odstopil ali predal drugemu in zakljucˇil svoje predsedstvo. Indika-
tiven dogodek bi bil recimo, da je nekdo zmagal na volitvah, ali pa da je v
skupini najbolj verjetnih zmagovalcev. Indikativen dogodek za konec veljav-
nosti relacije so recimo nove predsedniˇske volitve, kjer je omenjeno, da se
predsedniku v obravnavi izteka cˇas. Na drugi strani pa je soroden dogodek
katerikoli dogodek povezan s predsedniˇstvom.
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V diplomskem delu delimo dogodke v 7 skupin po zgornje opisanem principu:
poroka (0), indikativno poroke (1), sorodno poroki (2), locˇitev (3), indika-
tivno locˇitve (4), sorodno locˇitvi (5) in nerelevantno (6), kjer vrednosti v
oklepaju predstavljajo vrednosti ciljnih spremenljivk.
3.5 Simulacija in analiza sistema
V prejˇsnjem poglavju smo spoznali sistem, ki resˇuje problem iskanja do-
godkov z vsebovanim kriticˇnim trenutkom v cˇasu. V tem poglavju simuli-
ramo in analiziramo sistem. Podsistemi inicializator, oznacˇevalec in aktivni
ucˇenec so precej enostavni, docˇim pa to ne velja za podsistem analizator.
Bolj podrobno si zato pogledamo princip dolocˇitve dobre konfiguracije mo-
dela ucˇenja, kjer je najvecˇji poudarek na vplivu novo pridobljenih primeri na
izboljˇsavo zgrajenega modela. V resnici je strategija aktivnega ucˇenja za nas
najbolj pomembna tudi zato, ker je oznacˇevanje novih primerov najdrazˇje.
Cˇe bi znacˇilno znizˇali sˇtevilo primerov, ki jih potrebujemo za izgradnjo do-
volj dobrega modela, potem smo mocˇno poenostavili edini del sistema, ki
ga ni mocˇ avtomatizirati. V vsakem primeru pa s tem dobimo vpogled v
natancˇnost modela, ki ga lahko zgradimo iz le malo primerov za konkreten
problem relacije.
Kot smo zˇe omenili, za analizo sistema izberemo relacijo ImeZakonca. To-
krat odpravimo pomocˇ regularnih izrazov pri zmanjˇsevanju zacˇetne mnozˇice
z namenom, da pridobljena mnozˇica bolje odrazˇa realno stanje. Ne smemo
pozabiti, da avtomatsko ni mocˇ pridobiti mnozˇice predpon, ki nam je mnozˇico
podatkov zmanjˇsala v zacˇetnem poskusu, zato je problem, ki ne uporablja
mnozˇice predpon dejansko uporaben v praksi in bolje generalizira problem
na ostale relacije.
Mnozˇico podatkov ponovno pridobimo z poizvedbami po osebah iz zacˇetnega
poskusa. Tokrat je mnozˇica velika 2700 primerov, od katerih je 110 pozitiv-
nih. Opazimo, da je sedaj mnozˇica sˇe bolj neuravnotezˇena kot prej in je
problem sˇe tezˇji. Primere oznacˇimo s podsistemom oznacˇevalec.
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Slika 3.5: Slika ilustrira postopek dvoplastnega precˇnega preverjanja, za kon-
kretna parametra k = 8 in l = 4 in mnozˇico primerov D. V zunanji plasti se
mnozˇica D deli na 8 delov, kjer dolocˇimo enega za testno mnozˇico. V notranji
se D brez testne D test deli na 4 dele, in dolocˇimo mnozˇici DL in DU . Po
tem simuliramo a iteracij aktivnega ucˇenja in dobimo ucˇno krivuljo. Nato
priredimo mnozˇici DL v razlicˇnih iteracijah vse kvadratke v notranji plasti in
v vsaki iteraciji dobimo novo ucˇno krivuljo. To storimo tudi v zunanji plasti,
le da zdaj priredimo v vsaki iteraciji razlicˇen kvadratek testni mnozˇici.
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Za analizo uporabimo dvoplastno precˇno preverjanje. Taksˇno precˇno prever-
janje je sestavljeno iz dveh plasti, zunanje in notranje.
• V zunanji plasti celotno mnozˇico D razdelimo na testno mnozˇico test
in preostanek D \ test.
• V notranji plasti razdelimo mnozˇico D \ test v oznacˇeno mnozˇico
DL in neoznacˇeno DU . Vsi primeri so v resnici oznacˇeni, vendar se za
namen simulacije aktivnega ucˇenja pretvarjamo, da primeri v DU niso
oznacˇeni.
V obeh plasteh se notranje mnozˇice podatkov premesˇajo po principu k-
kratnega precˇnega preverjanja z namenom, da bolje ocenimo uspesˇnost mo-
delov v praksi. Bralec si lahko ogleda ilustracijo postopka za sliki 3.5, v
nadaljevanju pa podrobneje opiˇsemo dogajanje v obeh plasteh precˇnega pre-
verjanja skozi celoten postopek evaluacije:
• Celotno mnozˇico podatkov delimo na ucˇno DL, testno test in DU . V a
iteracijah vsakokrat ucˇni mnozˇici dodamo m primerov iz DU po nekem
principu aktivnega ucˇenja.
• Da izvemo, kako se modeli obnasˇajo na povprecˇnih ucˇnih mnozˇicah s
povprecˇnim DU , na povprecˇni testni mnozˇici, delitev na mnozˇice opra-
vimo s k-kratnim precˇnim preverjanjem. To naredimo tako, da v zu-
nanji plasti precˇnega preverjanja celotno mnozˇico razdelimo na testno
test in preostanek D \ test. V notranji plasti koncˇno delimo D \ test
na ucˇno DL in DU . Zunanja plast se premesˇa k-krat, notranja plast pa
l-krat.
• Poskus ponovimo za vecˇ razlicˇnih algoritmov in strategij aktivnega
ucˇenja, pri tem pa pazimo, da uporabljamo isto nakljucˇno seme, ki
zagotavlja ponovljivost poskusa, oziroma isto delitev mnozˇic v vsakem
poskusu. To je nujno, da je primerjava med algoritmi in strategijami
posˇtena.
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Zgornji postopek ima kar nekaj parametrov. k dolocˇa kolikokrat se premesˇa
zunanja plast, l kolikokrat notranja plast, a dolocˇa koliko iteracij aktivnega
ucˇenja opravimo in m koliko primerov prenesemo iz DU v DL v vsaki iteraciji
aktivnega ucˇenja. Smiselno je, da je testna mnozˇica velika priblizˇno 10%,
zato je smiseln parameter k = 10. Parametra a in m dolocˇata sˇtevilo tocˇk
na dobljeni ucˇni krivulji. Ostane sˇe vprasˇanje kaksˇen naj bo parameter l
v notranji plasti precˇnega preverjanja oziroma kako velika naj bo zacˇetna
ucˇna mnozˇica DL in kako velika DU . Mnozˇica DL je lahko tako velika, da
se AUC precej ustali zˇe v zacˇetni iteraciji aktivnega ucˇenja, pri cˇimer ne
bi bilo mogocˇe oceniti njegovega vpliva. Zato mora biti mnozˇica DL dovolj
majhna. Z namenom izbire pravega razmerja med DL in DU izvedemo sledecˇ
poskus. Zˇelimo izvedeti kako narasˇcˇa AUC z povecˇevanjem sˇtevila primerov.
To naredimo tako, da zgradimo model z majhno mnozˇico primerov, potem pa
jo postopoma povecˇujemo in gradimo nove modele. Pri tem opazujemo kako
se obnasˇa AUC modelov v odvisnosti od kolicˇine primerov, t.j. gradimo ucˇno
krivuljo. Primere zaenkrat izbiramo nakljucˇno, saj nasˇ namen ni primerjava
aktivnega ucˇenja, ampak samo izbira dobrega razmerja med DU in DL. Na
dobljeni ucˇni krivulji tako iˇscˇemo tocˇko, kjer AUC ni premajhen, docˇim pa
se kasneje sˇe vseeno znatno povecˇa. To dosezˇemo na dva nacˇina:
1. Najprej vzamemo 600 primerov iz celotne mnozˇice za DL in izracˇunamo
AUC, potem pa 20-krat dodamo 100 primerov vDL ter vsakicˇ izracˇunamo
AUC. AUC preverjamo tako, da mnozˇico delimo na ucˇno (80%) in te-
stno (20%). Ta postopek ponovimo 10-krat, vsakicˇ z drugacˇno permu-
tacijo celotne mnozˇice, da dobimo nek povprecˇen rezultat (monte carlo
precˇno preverjanje).
2. Iz celotne mnozˇice vzamemo priblizˇno 270 primerov, kar sluzˇi kot te-
stna mnozˇica. Iz preostale mnozˇice jih izberemo 600 za ucˇno mnozˇico,
potem pa ji zopet 16-krat dodamo po 100. Pred vsakim dodajanjem
izracˇunamo AUC ter celoten postopek tudi tu ponovimo desetkrat,
vsakicˇ z novo permutacijo celotne mnozˇice.
3.6. RAZLOCˇEVANJE KRITICˇNIH TRENUTKOV V CˇASU 55
Razlika med prvim in drugim nacˇinom je v tem, da je v drugem poskusu
testna mnozˇica fiksna, v prvem poskusu pa se premesˇa. Vsak poskus ima
prednost, prvi je bolj realen, saj gleda kako se model obnasˇa na povprecˇni
testni mnozˇici, vendar bo zaradi majhnega sˇtevila primerov standardna de-
viacija precej visoka. Drugi primer je sicer pristranski, ker vedno testiramo
na isti mnozˇici - lahko se zgodi, da je nek model dober zgolj na tej, vendar
pa zaradi majhne deviacije dobimo boljˇsi obcˇutek za pravo razmerje med DU
in DL v praksi. Rezultati obnasˇanja pri nakljucˇnem izbiranju kazˇejo na to,
da je vpliv aktivnega ucˇenja bolj izrazit takrat ko je primerov malo, zato se
odlocˇimo za l = 5. Vecˇji del razdeljene mnozˇice pripada DU , manjˇsi pa DL.
Parametri poskusa so torej k = 9, l = 5, a = 8 in m = 150, kjer sta a in m
nastavljena glede na racˇunske zmozˇnosti. Rezultati poskusa so predstavljeni
v poglavju 4.
3.6 Razlocˇevanje kriticˇnih trenutkov v cˇasu
Problem, ki ga v diplomski nalogi resˇujemo, smo naslovili zˇe v prejˇsnjem
poglavju. Da bi imela resˇitev kar se da veliko prakticˇne vrednosti, zˇelimo za
najdene dogodke poznati vse podrobnosti. Za najden dogodek, ki vsebuje
kriticˇni trenutek v cˇasu zˇelimo vedeti:
• ”Na katero relacijo se navezuje?”
• ”Kdaj se je zgodil?”
• ”Kaksˇen tip cˇasovne tocˇke vsebuje?”
• ”Na katero instanco relacije se navezuje?”
Z iskanjem dogodkov s kriticˇnimi trenutki v cˇasu zˇe implicitno dobimo od-
govora na prvi dve vprasˇanji. Glede na to, da gradimo klasifikator Cr za
konkretno relacijo r, ko najdemo dogodek s cr vemo, da se navezuje na rela-
cijo r. Dogodki so v sistemu EventRegistry opremljeni s cˇasom dogodka, kar
odgovarja na drugo vprasˇanje.
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Odgovor na tretje vprasˇanje ”Kaksˇen tip cˇasovne tocˇke vsebuje?”bi lahko
naivno pridobili tako, da bi pogledali poizvedbe iz katere smo dogodek do-
bili. Cˇe smo ga dobili s poizvedbo po zacˇetni mnozˇici konceptov S, bi rekli,
da vsebuje zacˇetno cˇasovno tocˇko, cˇe pa smo poizvedbo opravili s koncˇno
mnozˇico F pa bi rekli, da vsebuje koncˇno cˇasovno tocˇko. Taksˇna hevristika
se izkazˇe za slabo, saj se pri poizvedovanju po mnozˇici S v vrnjeni mnozˇici
dogodkov znajdejo tudi dogodki, ki se v resnici navezujejo na mnozˇico F in
obratno. To se zgodi zato, ker so koncepti v S in F pogosto zelo sorodni.
Problema se zato raje lotimo s strojnim ucˇenjem.
Uvrsˇcˇanje dogodkov kriticˇnimi trenutki v cˇasu po tipu
Ker je mnozˇica dogodkov zˇe oznacˇena in smo jo oznacˇili na zelo splosˇen nacˇin,
lahko nek klasifikator naucˇimo uvrsˇcˇati dogodke po tipih. Tako zgradimo en
klasifikator za prvi tip in en klasifikator za drugi tip dogodkov. V nasˇi nalogi
za relacijo ImaZakonca(x,y) razpoznavamo razlicˇne kriticˇne trenutke v cˇasu
locˇeno, na sledecˇ nacˇin:
• Razpoznavanje zacˇetnih cˇasovnih tocˇk (poroke). Dogodke tipa po-
roka, indikativno poroke in sorodno poroki dolocˇimo za pozitiven ra-
zred, vse ostale pa za negativnega. Dogodke predstavimo kot primere,
kjer atributni prostor sestavimo z metodo TFIDF nad povzetkom do-
godkov, nato pa uvrsˇcˇamo z algoritmom SVM.
• Razpoznavanje koncˇnih cˇasovnih tocˇk (locˇitve). Dogodke tipa locˇitev,
indikativno locˇitve in sorodno locˇitvi dolocˇimo za pozitiven razred,
druge pa za negativnega. Uvrsˇcˇanje poteka enako kot zgoraj.
V praksi bi za katerikoli dogodek najprej dolocˇili, cˇe vsebuje referencˇno
cˇasovno tocˇko, s klasifikatorjem, ki iˇscˇe taksˇne dogodke. Cˇe bi se izkazalo,
da gre za pozitiven primer, potem bi z naslednjim klasifikatorjem dolocˇili
tocˇen tip referencˇne tocˇke, ki jo dogodek vsebuje. Kako dobro se lahko s
podatki, ki smo jih oznacˇili, naucˇimo razlocˇevati med porokami in locˇitvami
predstavimo v naslednjem poglavju.
Poglavje 4
Rezultati
4.1 Simulacija in analiza sistema
4.1.1 Obnasˇanje pri nakljucˇnem izbiranju
Rezultati poskusov obnasˇanje pri nakljucˇnem izbiranju na slikah 4.1, 4.2, 4.3
in 4.4 kazˇejo, da se spremembe v ucˇinkovitosti najbolj kazˇejo pri majhnih
ucˇnih mnozˇicah. Za bolj nazoren prikaz sprememb v povprecˇnem AUC glede
na sˇtevilo primerov v ucˇni mnozˇici, se odlocˇimo prikazati spremembe AUC
po sˇtevilu primerov. To naredimo tudi zato, ker je nasˇ namen preizkus vpliva
sˇtevila primerov na spremembe povprecˇnega AUC in ne uspesˇnosti klasifi-
katorjev. Uspesˇnost klasifikatorjev obravnavamo v podpoglavju 4.1.2, kjer
v obzir vzamemo ne le nakljucˇno izbiranje kot strategijo aktivnega ucˇenja,
temvecˇ tudi druge.
Sliki 4.1, 4.2 prikazujeta rezultate za poskus nakljucˇnega izbiranja s spre-
minjajocˇo testno mnozˇico. Na sliki 4.1 levo je lepo razvidno, da se najvecˇ
sprememb v povprecˇnem AUC zgodi pri majhnem sˇtevilu primerov. Zdi
se, da SVM najhitreje dosezˇe koncˇno vrednost AUC, docˇim naivni Bayesov
klasifikator in nevronska mrezˇa pri majhnem sˇtevilu primerov kazˇeta sˇe pre-
cej skokovite spremembe. Na sliki 4.2 desno so standardne deviacije AUC
za razlicˇno sˇtevilo primerov. Kot vidimo so le-te precej visoke, kar verje-
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Slika 4.1: Slika prikazuje rezultate za nakljucˇno izbiranje primerov s spremen-
ljivo testno mnozˇico, kjer primerjamo spremembe AUC po sˇtevilu primerov
v ucˇni mnozˇici za razlicˇne klasifikatorje.
tno pomeni, da nimamo dovolj podatkov, da bi lahko zanesljivo izracˇunali
kako ucˇinkoviti so naucˇeni klasifikatorji. Na sliki 4.2 levo pa vidimo kaksˇno
uspesˇnost so dosegali klasifikatorji, ki je precej visoka.
Sliki 4.3, 4.4 prikazujeta rezultate za poskus nakljucˇnega izbiranja s fiksno
testno mnozˇico. Krivulje na sliki 4.3 so precej bolj umirjene kot na sliki 4.1.
Izjema je nevronska mrezˇa, kjer so spremembe vidne dokler ima ucˇna mnozˇica
manj kot 1500 primerov. SVM se zdi najbolj zanesljiv, kar bi pomenilo tudi,
da zelo hitro razbere vse potrebne informacije za dobro delovanje medtem,
ko naivni Bayesov klasifikator in nevronska mrezˇa sˇe zmeraj pridobivata nove
informacije za boljˇse delovanje.
4.1.2 Glavni del
V nadaljevanju predstavimo rezultate glavnega dela diplomskega dela. Pre-
verimo kako dobre in zanesljive klasifikatorje je mocˇ zgraditi s podatki, ki so
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Slika 4.2: Slika prikazuje rezultate za nakljucˇno izbiranje primerov s spre-
menljivo testno mnozˇico, kjer primerjamo uspesˇnost razlicˇnih klasifikatorjev.
Na levi je prikazan povprecˇen AUC v odvisnosti od sˇtevila primerov, na desni
pa standardna deviacija AUC.
nam na voljo ter kako strategije aktivnega ucˇenja vplivajo na ucˇenje.
Za ucˇenje izberemo iste tri algoritme kot v prejˇsnjih poskusih, primerjamo
pa naslednje strategije aktivnega ucˇenja: Metodo nakljucˇnega izbiranja, me-
todo najmanjˇsega zaupanja, metodo najmanjˇsega roba, metodo najmanjˇsega
zaupanja s kosinusno korelacijo, ki so vse definirane v poglavju 2.7. Preizku-
simo sˇe eno novo strategijo aktivnega ucˇenja, imenovano metoda najmanjˇse
razdalje od povprecˇne verjetnosti. Ta je plod lastnega razmiˇsljanja in pravi,
da so najbolj informativni primeri v naoznacˇeni mnozˇici tisti, katerih izhodne
vrednosti klasifikatorja so najblizˇje povprecˇni izhodni vrednosti klasifikatorja
v neoznacˇeni mnozˇici. Recˇemo ji metoda najmanjˇse razdalje od povprecˇne
verjetnosti zato, ker so vsi izhodi klasifikatorjev v diplomskem delu preslikani
v verjetnosti prostor. Definicija se je zdela smiselna zaradi neuravnotezˇenosti
porazdelitve razredov, katere posledica so tudi neuravnotezˇeni izhodi klasifi-
katorjev. Primer tega je, da ima negativen primer izhodno verjetnost p = 0.97
za to, da je primer pozitiven, sˇe zmeraj pa ga lahko pravilno klasificiramo
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Slika 4.3: Slika prikazuje rezultate za nakljucˇno izbiranje primerov s fiksno
testno mnozˇico, kjer primerjamo spremembe AUC po sˇtevilu primerov v ucˇni
mnozˇici za razlicˇne klasifikatorje.
kot negativnega, ker so verjetnosti za pozitivne sˇe vecˇje, torej je tudi tako
visoka verjetnost v resnici majhna zaradi neuravnotezˇenosti problema.
Poskuse za vse algoritme izvajamo na oznacˇeni mnozˇici 2700 primerov, z
dvostopenjskim precˇnim preverjanjem kot je prikazano v poglavju 3.5, kjer
je testna mnozˇica velika 1
9
primerov oziroma okoli 300, zacˇetna ucˇna mnozˇica
je velika 8
9
1
5
= 8
45
primerov oziroma 475, ostalo pa je neoznacˇena mnozˇica
namenjena aktivnemu ucˇenju. Precˇno preverjanje premesˇa mnozˇice 45 krat
in vsakicˇ izracˇuna ucˇno krivuljo za AUC v osmih iteracijah aktivnega ucˇenja,
v vsaki od slednjih pa ucˇni mnozˇici doda 150 primerov iz neoznacˇene mnozˇice
po razlicˇnih strategijah aktivnega ucˇenja. Na koncu smo te krivulje povprecˇili
po vseh iteracijah precˇnega preverjanja in izracˇunali standardne deviacije. Te
povprecˇne krivulje, ter njihove standardne devacije so prikazane na slikah 4.5,
4.6, 4.7, 4.8, v nadaljevanju pa jih diskutiramo.
Slika 4.5 prikazuje uspesˇnost naivnega Bayesovega klasifikatorja. Sam
klasifikator ne dosega zadovoljive uspesˇnosti, sˇe zmeraj pa opazimo, da mu
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Slika 4.4: Slika prikazuje rezultate za nakljucˇno izbiranje primerov s spre-
menljivo testno mnozˇico, kjer primerjamo uspesˇnost razlicˇnih klasifikatorjev.
Na levi je prikazan povprecˇen AUC v odvisnosti od sˇtevila primerov, na desni
pa standardna deviacija AUC.
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Slika 4.5: Slika prikazuje uspesˇnost naivnega Bayesovega klasifikatorja pri
razlicˇnih strategijah aktivnega ucˇenja.
Slika 4.6: Slika prikazuje uspesˇnost nevronske mrezˇe pri razlicˇnih strategijah
aktivnega ucˇenja.
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Slika 4.7: Slika prikazuje uspesˇnost klasifikatorja SVM pri razlicˇnih strategi-
jah aktivnega ucˇenja.
aktivno ucˇenje pomaga izbrati informativne primere za ucˇenje. Na sliki 4.5
zgoraj je prikazana ucˇna krivulja povprecˇnega AUC, spodaj pa je prikazana
standardna deviacija AUC. Zgoraj vidimo, da je na zacˇetku najboljˇsa strate-
gija aktivnega ucˇenja metoda najmanjˇsega zaupanja s kosinusno korelacijo.
Ocˇitno je uposˇtevanje korelacij temu klasifikatorju precej pomagalo. Stra-
tegije, kjer korelacij ne uposˇtevamo, sˇe zmeraj dosegajo boljˇse rezultate kot
nakljucˇno izbiranje. Izjema je metoda najmanjˇsega roba, ki je slabsˇa od na-
kljucˇnega izbiranja. Mozˇen razlog je neuravnotezˇenost porazdelitve razredov
in posledicˇno neuravnotezˇene izhodne vrednosti klasifikatorjev.
Slika 4.6 prikazuje uspesˇnost nevronske mrezˇe pri razlicˇnih strategijah
aktivnega ucˇenja. Prav tako je zgoraj prikazana ucˇna krivulja povprecˇnega
AUC in spodaj standardna deviacija AUC. Kot vidimo na sliki 4.6 zgoraj,
dosega nevronska mrezˇa precej boljˇse rezultate kot naivni Bayesov klasifika-
tor (slika 4.5). Strategije aktivnega ucˇenja pomagajo pri izbiri informativnih
primerov. Presenetljivo metoda kjer uposˇtevamo korelacijo med primeri ne
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Slika 4.8: Slika prikazuje primerjavo uspesˇnosti razlicˇnih klasifikatorjev pri
metodi najmanjˇsega zaupanja kot strategiji aktivnega ucˇenja, ki se je izkazala
za najboljˇso.
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prinasˇa najboljˇsih rezultatov. Morda so primeri tako razlicˇni ali cˇudno na-
grucˇeni, da jim uposˇtevanje korelacij ne pomaga. Lahko bi poskusili grucˇiti
primere v vecˇ grucˇ in korelacijo meriti zgolj znotraj teh grucˇ.
Slika 4.7 prikazuje uspesˇnost SVM pri razlicˇnih strategijah aktivnega
ucˇenja. Tudi tukaj je zgoraj prikazana ucˇna krivulja povprecˇnega AUC in
spodaj standardna deviacija AUC. Kot je vidno na sliki 4.7 zgoraj, dosega
SVM najboljˇse rezultate, ki se priblizˇajo AUC = 0.9. Najbolj vplivna strate-
gija aktivnega ucˇenja je metoda najmanjˇse razdalje od povprecˇne verjetnosti.
To bi lahko potrdilo nasˇo predpostavko o temu, da je pomembno uposˇtevati
tudi neuravnotezˇene izhodne verjetnosti zaradi neuravnotezˇene porazdelitve
razredov. Tudi algoritmu SVM aktivno ucˇenje z uposˇtevanjem korelacij ne
pomaga toliko kot druge strategije. Razlog za to je verjetno isti kot za nevron-
ske mrezˇe. Poskusiti bi morali z grucˇenjem primerov in racˇunanjem korelacije
znotraj grucˇ. Razlike v uspesˇnosti algoritma SVM so precej majhne. Izgleda,
da temu algoritmu zadostuje precej majhno sˇtevilo primerov za ucˇenje dobre
hipoteze. Zanimivo je, da SVM hitro dosezˇe maksimalno uspesˇnost in se ka-
sneje preneha znatno izboljˇsevati. Mogocˇe je zˇe iz zacˇetnih primerov pridobil
vecˇino informacij, ki jih ima mnozˇica podatkov na voljo, z novimi primeri pa
je vecˇinoma prejemal redundantne informacije.
Na sliki 4.8 primerjamo razlicˇne algoritme pri metodi najmanjˇsega zau-
panja kot strategiji aktivnega ucˇenja. Na zgornji strani sliki 4.8 primerjamo
povprecˇen AUC, na spodnji pa njegovo standardno deviacijo. V povprecˇju
najviˇsji povprecˇen AUC dosega SVM, ki mu sledi nevronska mrezˇa in dalecˇ
za njima multinomski naivni Bayesov klasifikator. SVM dosezˇe le malo viˇsji
povprecˇni AUC kot nevronska mrezˇa, docˇim pa ima nevronska mrezˇa nizˇjo
standardno deviacijo. To pomeni, da moramo s povprecˇnim AUC prika-
zano ucˇinkovitost teh klasifikatorjev vzeti z rezervo, saj je verjetno veliko
izracˇunanih klasifikatorjev z nevronsko mrezˇo dosegalo boljˇso uspesˇnost kot
nekateri SVM modeli. Primer tega sicer vidimo tudi na sliki 4.4, kjer nevron-
ska mrezˇa dosezˇe znatno viˇsji AUC kot SVM, poudarimo pa, da je eksperi-
ment zastavljen s fiksno testno mnozˇico. Na sliki 4.8 se vidi tudi na nevronska
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mrezˇa sˇe zmeraj raste v povprecˇnem AUC tudi, ko je primerov vecˇ kot 1500,
docˇim SVM takrat raste precej pocˇasneje. To bi lahko pomenilo tudi, da
bi NN presegel SVM v povprecˇnem AUC, cˇe bi imeli vecˇ ucˇnih primerov.
S tem znanjem ugotovimo, da bi v resnici potrebovali vecˇ primerov, da bi
lahko zanesljivo dolocˇili kateri klasifikator je najboljˇsi. Rezultate glede izbire
algoritma zato vzamemo z rezervo.
Naivni Bayesov klasifikator je za ucˇenje dalecˇ najhitrejˇsi klasifikator, kar
ga naredi zanimivega za obravnavo. Zˇal ocˇitno atributi v prostoru atributov
niso dovolj neodvisni, da bi lahko naivni Bayesov klasifikator dosegal dobre
rezultate. Cˇe bi povprecˇen AUC rastel pri vecˇji kolicˇini primerov bi lahko
sklepali, da se bo eventualno naucˇil dobrega klasifikatorja, vendar vidimo na
sliki 4.8 zgoraj, da se temu klasifikatorju povprecˇen AUC preneha zviˇsevati
po 1200 primerih, kar bi pomenilo, da tudi pri veliko vecˇji ucˇni mnozˇici
ne bo generiral dobrih modelov. To je sˇkoda, ker sta SVM in nevronska
mrezˇa mnogo pocˇasnejˇsa, kar pomeni, da bosta pri velikih kolicˇinah primerov
potrebovala zelo dolgo cˇasa za ucˇenje. V praksi bi zato verjetno uporabljali
inkrementalne razlicˇice teh algoritmov.
4.2 Poroke in locˇitve
Na slikah 4.9 in 4.10 predstavljamo tudi rezultate za uspesˇnost uvrsˇcˇanja do-
godkov med tiste, ki so povezani s poroko in tiste, ki so povezani z locˇitvijo,
z namenom ugotavljanja tipa kriticˇnega trenutka v cˇasu, vsebovanega v do-
godku. Na slikah 4.9 in 4.10 zgoraj so predstavljene ucˇne krivuje povprecˇnega
AUC, spodaj pa standardne deviacije. Uporabimo algoritem SVM in primer-
jamo strategiji aktivnga ucˇenja nakljucˇno izbiranje in najmanjˇsa zanesljivost.
Problem smo zastavili kot dva binarna klasifikacijska problema, kjer slika
4.9 predstavlja uspesˇnost razpoznavanja dogodkov, ki se navezujejo na po-
roke, slika 4.10 pa uspesˇnost razpoznavanja dogodkov, ki se navezujejo na
locˇitve.
Poroke smo razpoznavali tako, da smo dogodke, ki spadajo v skupine po-
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Slika 4.9: Slika prikazuje uspesˇnost uvrsˇcˇanja dogodkov v dogodke o porokah
z metodo SVM in dveh strategijah aktivnega ucˇenja.
Slika 4.10: Slika prikazuje uspesˇnost uvrsˇcˇanja dogodkov v dogodke o locˇitvah
z metodo SVM in dveh strategijah aktivnega ucˇenja.
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rok, indikacij porok in sorodnih porokam dolocˇili za pozitivne, ostale pa za
negativne. Taksˇnih dogodkov je v celotni mnozˇici podatkov 573, ostalih pa
okoli 2100. Slednje smo dolocˇili za negativne. Izkazˇe se, da je razpoznavanje
porok priblizˇno enako tezˇek problem kot glavni problem (prikazan na sliki
4.8), saj dosegamo s SVM zelo podobne rezultate. Zanimivo je, da so re-
zultati podobni, saj je ta problem precej bolj uravnotezˇen kot v porazdelitvi
razredov kot glavni problem. Spomnimo, da je bilo v glavnem problemu le
110 pozitivnih.
Locˇitve smo razpoznavali tako, da smo za pozitivne dolocˇili dogodke v
skupinah locˇitve, indikativni za locˇitve in sorodni locˇitvam. Taksˇnih je bilo
zgolj 123, kar je po uravnotezˇenosti podobno glavnemu problemu. Imamo
torej 123 pozitivinih primerov in priblizˇno 2580 negativnih. Rezultati pri-
kazani na sliki 4.10 kazˇejo, da dosegamo rahko nizˇji povprecˇni AUC kot pri
razpoznavanju porok, za kar bi lahko bil razlog tudi manjˇse sˇtevilo pozitiv-
nih primerov. Tudi standardna deviacija AUC je viˇsja kot pri razpoznavanju
porok, kar indicira, da klasifikatorjih na razlicˇnih testnih mnozˇicah dosegajo
zelo razlicˇne povprecˇne AUC. Pri obeh problemih sicer dosegamo visok pov-
precˇen AUC blizu 0.9. Zanimivo pa je videti, da je dogodkov povezanih s
porokami veliko vecˇ kot tistih, ki so povezani z locˇitvami. Iz tega lahko skle-
pamo, da bo tudi pri drugih cˇasovnih relacijah problem to, da bomo lazˇje
razpoznavali en tip kriticˇnih trenutkov v cˇasu kot drug.
Poglavje 5
Sklep
V diplomskem delu smo spoznali in preucˇili problem cˇasovnih relacij v sis-
temu NELL in predlagali resˇitev za problem iskanja dogodkov, ki vsebujejo
kriticˇne trenutke v cˇasu za cˇasovne relacije, s pomocˇjo sistema, ki nam te do-
godke ponuja. Razvili smo sistem, ki se ucˇi in komunicira s spletno stranjo,
kjer eksperti oznacˇujejo podatke za ucˇenje, ki se oznacˇeni posˇiljajo nazaj sis-
temu in izkoristijo za nadaljne ucˇenje klasifikatorjev. Ti podatki so izbrani s
strategijo aktivnega ucˇenja zavoljo tega, da bi jih bilo potrebno oznacˇiti cˇim
manj, da bi klasifikatorji problem resˇevali dovolj dobro za uporabo v praksi.
Sistem smo simulirali in analizirali na konkretni relaciji ImaZakonca(x,y),
kjer se je izkazal za zanesljivo resˇitev. Ker je to le del resˇevanja vecˇjega
problema cˇasovnih relacij, kjer si zˇelimo v dogodkih z kriticˇnim trenutkom
v cˇasu razpoznati razlicˇne prodrobnosti (za katero relacijo gre, kdaj se je
dogodek zgodil, kaksˇen tip kriticˇnega trenutka v cˇasu vsebuje, katera je re-
levantna instanca relacije), smo zavoljo tega, obravnavali tudi problem, kako
pridobiti tip kriticˇnega trenutka v cˇasu, ki ga dogodek vsebuje. Za ta namen
smo specializirali dogodke v vecˇ kategorij, ki so omogocˇile, da smo problem
resˇili zanesljivo.
Prihodnje delo, ki bi dodalo precej vecˇ prakticˇne vrednosti resˇitvi, bi bilo
iskanje instance na katero se navezuje dogodek. Verjetno bi uporabili infor-
macijo o konceptih, ki se najpogosteje pojavljajo v cˇlankih, navezujocˇih se
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na dogodek v vprasˇanju, vendar le-to verjetno ne bi bilo dovolj za zanesljivo
resˇitev. Za problem iskanja dogodkov s kriticˇnim trenutkom v cˇasu bi lahko
preizkusili sˇe sˇtevilne druge metode strojnega ucˇenja, ki bi morda dosegle sˇe
boljˇse rezultate od teh. Mozˇno izboljˇsavo predstavlja tudi ideja, da klasifici-
ramo dogodke z regresijo, kjer za neko cˇasovno relacijo dejanskim dogodkom
z informacijo o kriticˇnih trenutkih v cˇasu nastavimo ciljno spremenljivko na
3, indikativnim dogodkom na 2, sorodnim na 1 in irelevantnim na 0. Mogocˇe
bi tako lahko nasˇli prag za dobro napoved v testni mnozˇici, saj bi uposˇtevali
tudi dejstvo, da so si dogodki, ki jih ne iˇscˇemo, med seboj razlicˇni. Morda
bi lahko z oznacˇenimi podatki poskusˇali razsˇiriti referencˇni mnozˇici S in F
za razlicˇne relacije, z iskanjem najbolj pogostih glagolov, ki se pojavljajo v
besedilih dogodkov.
Poglavje 6
Dodatki
6.1 Programska koda
Programske kode je veliko in bi v svoji celoti mocˇno povecˇala dolzˇino tega
dokumenta, zato smo se odlocˇili da vljucˇimo le en zanimiv del kode. Gre
za glavno zanko analize in simulacije glavnega sistema. Sicer implementacije
notranjih funkcij ne bomo podali zaradi dolzˇine dokumenta, je pa zˇe iz imen
funkcij jasno kaj neka funkcija naredi.
# i t e r a t e th rough each a l gor i t hm , AL s t r a t e g y pa i r
for a lg in a l g s :
for a l s t r in a l s t r s :
# dont do th e same work tw i c e !
i f r e s u l t s [ a l s t r ] [ a l g ] [ 0 ] [ 0 ] [ 0 ] != 0 :
continue
print ( a l s t r + ’ ’ + a lg )
a l l e v e n t s = dtoo l s . SQLiteEventAccessor ( ’ data/main . db ’ ) . g e t l a b e l e d a l l ( )
# s h u f f l e and ensure t h e same random seed f o r a l l a l g , a l s t r p a i r s
random . seed ( rnd seed )
random . s h u f f l e ( a l l e v e n t s )
# determine t he exper iment by l a b e l t rans form and i n i t a c t i v e l e a r n e r
ve c t o r i z e r , D L = mtools . e v t s t o f t r ma t ( a l l e v en t s , [ ’ summary ’ ] )
l a b e l s = [ e [ ’ l a b e l ’ ] for e in a l l e v e n t s ]
l a b e l s = mtools . t r an s f o rm labe l s expe r iment1 ( l a b e l s )
a c t i v e l e a r n e r = mtools . Act iveLearner (D L , r s t a t e=rnd seed )
# i n i t i a l i z e ou t e r c r o s s v a l i d a t i o n
ou t e r i = 0
sk f = St ra t i f i edKFo ld ( l abe l s , n f o l d s=outer sk f , random state=rnd seed )
# A 0 are i n d i c e s t r a i n i n g se t , B 0 i n d i c e s in t e s t i n g s e t
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for A 0 , B 0 in s k f :
# bu i l d t h e t e s t s e t
print ( ’ oute r cv : ’ + str ( o u t e r i ) )
t e s t = mtools . bu i l d c s r ma t r i x ( [ D L [ B 0 [ i ] ] for i in range ( len ( B 0 ) ) ] )
t e s t l a b e l s = np . array ( [ l a b e l s [ B 0 [ i ] ] for i in range ( len ( B 0 ) ) ] )
i n n e r i = 0
i n n e r s k f = St ra t i f i edKFo ld ( [ l a b e l s [ i ] for i in A 0 ] , n f o l d s=inne r sk f ,
random state=rnd seed )
# inner c r o s s v a l i d a t i o n
# B 1 i n d i c e s in D U , A 1 i n d i c e s in cu r r en t t r a i n i n g s e t
for B 1 , A 1 in i n n e r s k f :
# form the i n d i c e s such t h a t t h ey index i n t o t h e main data s t r u c t u r e
D U = set ( [ A 0 [ B 1 [ i ] ] for i in range ( len ( B 1 ) ) ] ) # fo r t h e sake o f
per formance
t r a i n i n d i c e s = [ A 0 [ A 1 [ i ] ] for i in range ( len (A 1 ) ) ]
l c = [ ] # bu f f e r f o r cu r r en t i t e r a t i o n l e a r n i n g curve
# i t e r a t e th rough a c t i v e l e a r n i n g i t e r a t i o n s
for a l i t e r in range ( a l i t e r n ) :
print ( ’ i t e r ’ + str ( a l i t e r ) + ’ ’ + ’ t r a i n : ’+str ( len ( t r a i n i n d i c e s ) )
)
# bu i l d t h e t r a i n i n g s e t
t r a i n = mtools . bu i l d c s r ma t r i x ( [ D L [ t r a i n i n d i c e s [ i ] ] for i in
range ( len ( t r a i n i n d i c e s ) ) ] )
t r a i n l a b e l s = np . array ( [ l a b e l s [ t r a i n i n d i c e s [ i ] ] for i in range (
len ( t r a i n i n d i c e s ) ) ] )
auc , c l f = mtools . C l a s s i f i e r ( alg , r s t a t e=rnd seed ) . g e t a u c r e t c l f (
t ra in , t r a i n l a b e l s , t e s t , t e s t l a b e l s )
l c . append ( auc )
#s e l e c t e d = a c t i v e l e a r n e r . u n c e r t a i n t y ( l i s t (D U) , c l f , method=a l s t r ,
n=a l p e r i t e r )
s e l e c t e d = a c t i v e l e a r n e r . c o r r e l a t i o n ( l i s t (D U) , c l f , umethod=’
l e a s t c o n f i d e n c e ’ , beta=1, n=a l p e r i t e r )
t r a i n i n d i c e s = np . append ( t r a i n i n d i c e s , s e l e c t e d )
for item in s e l e c t e d :
D U . remove ( item )
pass
# add the cu r r en t i t e r a t i o n ’ s l e a r n i n g curve
r e s u l t s [ a l s t r ] [ a l g ] [ o u t e r i ] [ i n n e r i ] = l c
i n n e r i = i n n e r i + 1
ou t e r i = ou t e r i + 1
# p e r s i s t t h e r e s u l t s
p i c k l e . dump( r e s u l t s , open( r e s u l t s f i l e , ’wb ’ ) )
pass
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