Abstract-In this paper, we propose a joint complex diversity coding (CDC) and channel coding based space-time-frequency codes (STFCs) to increase diversity gains over space, time and frequency. Both non-iterative and iterative decoding of joint channel coding and 3-dimensional CDC transmission are investigated. The simulation results show that the minimum mean square error (MMSE) based iterative soft decoding achieves the performance of the soft sphere decoding (SD) with reduced complexity.
I. INTRODUCTION
Space-time-frequency coding (STFC) approaches have been recently investigated to exploit all the diversity available across space, time and frequency domains in [1] - [3] . The term complex diversity coding has been adopted to summarize diversity approaches using complex coding for more than one physical dimensional channel. Space-time-frequency codes are classified into seven different categories based on different integrations of complex diversity coding (CDC) and error control coding (ECC). Iterative decoding for ECC coded twodimensional full space diversity, full-rate (FDFR) system using the soft-to-hard sphere decoding (SHD-SD) scheme [4] is investigated in [5] , [6] . However, to the best of our knowledge, the issue of iterative decoding for joint ECC and 3-D CDC based STFC has not been addressed in the existing literature. In this paper, a low complexity, high performance iterative MMSE inner decoding for the high rate 3-D CDC based STFC decoding and Log-MAP outer ECC decoding is proposed.
The notations used in this paper are summarized as follows: (⋅) stands for matrix transpose, (⋅) ℋ stands for matrix transpose conjugate, [⋅] stands for expectation operation, is the square root of −1, I denotes identity matrix of size × , 0 × denotes zero matrix of size × , A ⊗ B denotes Kronecker (tensor) product of matrices A and B, [A] , denotes the ( , ) entry of matrix A, and diag(⋅) transforms the argument from a vector to a diagonal matrix, and
where matrix X is of size × .
II. PROPOSED SYSTEM MODEL

A. space-time-frequency block (STFB) and space-timefrequency code (STFC)
We consider a MIMO-OFDM system with transmit antenna, receive antenna, and a block of OFDM subcarriers per antenna. Channel coefficients are assumed to be constant within one OFDM block, however, they may statistically vary from block to block, frequency selective order for each transmit-receive channel path is . The proposed system could thus be used in dynamic environments. One CDC based STFC codeword contains space-time-frequency blocks (STFB), each of which is of size × × , i.e. across transmit antennas subcarriers and OFDM blocks, where = . The data sequence is modulated using complex-valued symbols + , chosen from an arbitrary constellation (e.g., r-PSK or r-QAM). 
where 
, where Fig. 2 shows the diagram of the iterative joint CDC-ECC STFC decoding scheme. The STFC decoder takes channel observation vector y and a priori information ( ′ ; ) on the coded and interleaved bits ′ and computes its extrinsic information ( ′ ; ), which is subsequently interleaved to ( ; ). With a priori input ( ; ), a soft-input, soft-output (SISO) ECC decoder computes log-likelihood ratio (LLR) ( ; ) for the coded bits and ( ; ) for the information bits. The latter is used at the final iteration to make hard decision on the transmitted information bits; whereas the former is interleaved and fed back to the STFC decoder as a priori information.
III. DECODING OF JOINT CDC-ECC STFC
Several SISO algorithms can be applied to compute the ECC decoder output. For the purpose of this study, we consider the use of Log-MAP algorithm [8] . Although the iterative procedure as well as the Log-MAP decoder illustrated in Fig. 2 are quite standard, the STFC decoder has to be properly designed to achieve satisfactory performance and affordable complexity. The STFC decoding algorithms and the derivation of ( ′ ; ) will be explained next.
A. Iterative MMSE decoding
Optimal decoding scheme for the concatenated system under question should combine the trellises of both STF and EC codes, similar to the decoding of space-time trellis codes [9] . It certainly offers ML detection for the joint CDC-ECC STFC transmissions, but also results in a prohibitive computational complexity, which grows exponentially with the number of antennas and the number of data block length as well as the constraint length of the employed EC code. A practical suboptimal solution to reduce complexity and in the meantime, to approach the ML performance is Turbo processing, the principle of which is to perform successive soft decoding for each block through an iterative process. At each iteration, extrinsic information is extracted from one decoder and passed to another decoder as a priori information for the next iteration. In this section, we will show how turbo processing principle can be applied to the iterative STFC and ECC decoding.
Recall that the received signal vector is expressed as y = √ HGs + n. The transmitted symbol vector s can be estimated by a linear MMSE algorithm, i.e.,
where the matrix W is designed to minimize the mean square error = E[∥z − s∥ 2 ], leading to the solution W = R −1 P, where
Equ. (3) is derived utilizing the fact that G is a unitary matrix. The noise term v is Gaussian since it is a linear transformation of a Gaussian random vector n (v = W n). It has zero mean and covariance Γ = E[vv ] = 0 W W. Because the filtered noise v is no longer white (Γ is not an identity matrix, the elements of v are correlated), optimum detection involves joint estimation of all the symbols in the vector s, which requires ML or near-ML sphere decoding. However, we have observed from our experiments that the off-diagonal elements of Γ are quite small compared to the diagonal elements. Therefore, we can approximate Γ as a diagonal matrix. Consequently, each element of s can be estimated individually, and the receiver design is greatly simplified. The th element of z, denoted by , can be written as = + , where is the th diagonal element of U, and , are the th element of the vector s, v, respectively. The noise term is a Gaussian random variable with zero mean and variance , which is the th diagonal element of the matrix Γ. The probability density function (PDF) of the MMSE filter output , conditioned on that the th PSK/QAM symbol is transmitted, can be expressed as
In what follows, we derive a general expression for symbol to bit LLR mapping scheme based on the PDF function expressed by (5) for different modulation schemes. For a PSK/QAM system, we need to compute LLRs for coded bits for each symbol , which is one of the = 2 possible symbols in the signal constellation. For example, = 2 for QPSK, and = 4 for 16-QAM. Denote the transmitted symbol
, the Lvalue of the bit ′ conditioned on the MMSE filter output can be calculate as
To simplify (6), we define I + and I − for = 0 as
Note that for = 0, the first row of matrix I −0 has all elements equal to 0, while the first row of matrix I +0 has all elements equal to 1. The other matrices for = 1, 2, . . . , − 1 can be found by exchanging the 1st row with the corresponding ( + 1)th row. Using Bayes' theorem, we can write (6) as
where i + and i − are ( +1)th column vectors of matrices I + and I − . Moreover, i is the ( + 1)th column vector of matrix I + with its th entry set equal to zero, and L = [
is a row vector of a posteriori LLRs. The second term in (7) is the extrinsic information of bit ′ . Denoting the extrinsic information of the th bit by ( ′ ), we have
Substituting (5) into (8) yields
where
. In Section IV, this MMSE solution is compared with the soft sphere decoding (SD) scheme presented in [4] . SD is shown to have an exponential complexity (in the worst case as well as in the average case) of ( ) with ∈ (0, 1] ( decreases as SNR increases) [10] , [11] , where is the constellation size. In order to ensure a certain probability of finding a point within the sphere, the radius of the sphere must grow with the problem size, and consequently, the number of operations required by sphere decoder always grows as an exponential function of the problem size [10] . The situation will be exacerbated if an iterative process is to be employed. One can see from (4) that the complexity of the proposed MMSE scheme mainly comes from the matrix inversion, and compared to sphere decoding, it reduces the complexity from exponential ( ) to polynomial ( 3 ).
IV. NUMERICAL RESULTS
In the simulations, we mainly employ a rate = 1/2 convolutional code. Two bit-to-symbol mapping schemes, namely, Gray and anti-Gray are considered in this work, for QPSK and 16-QAM systems, respectively. Other simulation settings are summarized as follows 1) MIMO frequency selective channel has channel order = 1 (2 paths), and each path experiences independent Rayleigh fading. Channel power delay profile is assumed to be uniform. 2) = = 2, = 4, = 2, and = 32. Performance of different decoding algorithms for the joint CDC-ECC system with QPSK modulation are demonstrated in Fig. 3 . Comparing the two non-iterative schemes, soft sphere decoding (SD) shows 1 dB gain at BER=10
−4 compared to the MMSE scheme with gray mapping. However, we observed that the performance of the MMSE decoding can be much improved by using anti-gray mapping and iterative decoding, which is slightly better than or comparable to the non-iterative soft SD decoding over a wide range of SNRs. Fig. 4 shows the convergence behavior of the iterative MMSE decoding for QPSK modulated joint CDC-ECC STFC system with anti-gray mapping. Apparently, it is significant performance improvement by applying iterative process if we compare the topmost curve representing the first-iteration CDC based STFC MMSE decoding and Log-MAP ECC decoding with the bottom curve representing the performance of iterative decoding upon convergence. It takes 3 iterations for the algorithm to reach steady state, and further iterations do not yield noticeable performance improvement. The most significant gain is obtained at the second iteration. Note that no gain can be obtained by performing iterative process for the systems with gray mapping, in which the bits are mapped to I and Q channels independently [12] . Fig. 5 shows the performance of the MMSE scheme for the 16-QAM system. The system with gray-mapping is noniterative. The iterative MMSE decoding with anti-gray mapping outperforms the one with gray mapping at the 3rd iteration when / 0 > 20 dB, which suggests that if the 16-QAM system operates at low SNR, gray mapping can be applied; otherwise, anti-gray mapping and iterative decoding can be applied to improve the system performance.
V. CONCLUSIONS
We have investigated a joint complex diversity coding and channel coding to increase diversity across space, time and frequency in this paper. A low complexity MMSE iterative decoding of the joint ECC and CDC has been proposed to exploit the diversity potential, and has been shown to achieve the performance of the non-iterative soft sphere decoding with exponential complexity.
