Abstract. Official statistics is dipping its toe in the ocean of big data, and leaders are emphasizing the need for a major paradigm change. One aspect is the increased volume of data that are not collected on probability samples of the target population. Making full use of these data requires a fundamental change, not only in data collection and dissemination, but also in the methods of statistical inference. The classical "design-based" approach to survey inference, developed from the seminal work of Neyman [41] , is simply not applicable to these data. Rather, statistical models are needed that potentially reflect selection bias from the lack of random sampling. I suggest that "Calibrated Bayes" is the appropriate statistical paradigm for addressing the analysis. Under this paradigm, inferences for a particular data set are Bayesian, but models are sought that yield inferences with robust repeated sampling properties. Probability sampling remains a powerful tool under this paradigm, since by ensuring that the selection mechanism is ignorable it enhances robust modeling, but it is not essential for the inference. I outline two applications of Calibrated Bayes to data collected by the U.S. Census Bureau.
Introduction
The winds of change can be felt in the field of official statistics right now, and with the increasing proliferation of "big data", leaders in official statistics are calling for a paradigm change [43] . Robert Groves, a recent Director of the U.S. Census Bureau, put it this way: "For decades, the Census Bureau has created "designed data" in contrast to "organic data." The questions we ask of businesses and households create data with a pre-specified purpose, with a use in mind. Indeed, designed data through surveys and censuses are often created by the users. This means that the ratio of information to data (for those uses) is very high, relative to much organic data. . . What has changed is that the volume of organic data produced as auxiliary to the Internet and other systems now swamps the volume of designed data. In 2004 the monthly traffic on the internet exceeded 1 exabyte or 1 billion gigabytes. The risk of confusing data with information has grown exponentially. . . The challenge to the Census Bureau is to discover how to combine designed data with organic data, to produce resources with the most efficient information-to-data ratio. This means we need to learn how surveys and censuses can be designed to incorporate transaction data continuously produced by the internet and other systems in useful ways. Combining data sources to produce new information not contained in any single source is the future. I suspect that the biggest payoff will lie in new combinations of designed data and organic data, not in one type alone." US Bureau of the Census Director's Blog, September 2011.
Surveys and censuses are expensive and challenging to mount, nonresponse is increasing, and (as Groves notes), non-probability sample sources of data are increasingly available. Combining information from surveys and other sources is reasonable and attractive in principle, but difficult in practice. Disseminating information for small areas is subject to the dangers from disclosure of confidential information from respondents.
The standard design-based approach of taking a random sample of the target population and weighting the results up to the population is inadequate for this environment. Combining data from traditional probability surveys with administrative records and other information gleaned from cyberspace requires modern statistical modeling tools. Specifically, robust models are needed that correct for measurement errors and selection biases, yielding estimates with reliable statistical properties -for example confidence intervals that have close to nominal coverage.
With this backdrop, I discuss here limitations of the current prevailing philosophy of inference, which I call the Design-Model Compromise (DMC), and outline an alternative inferential paradigm, Calibrated Bayes (CB), which I think is a useful conceptual framework for melding probability sample data with various forms of "big data". These ideas are discussed in some detail elsewhere [39, 40] , so my goal here is to provide an overview.
The prevailing philosophies of statistical inference in official statistics
The classical randomization or design-based approach (e.g. [9, 26, 31] ) treats the values of survey variables as fixed, and bases statistical inference on the distribution of estimates repeated sampling from the population. The inclusion indicators (say I) for whether units are included or excluded from the sample are the random variables, and inferences are then generally based on normal large-sample approximations. For example, a 95% confidence interval for Q isq ± 1.96 √v , whereq is an estimate of Q,v is an estimate of variance, and 1.96 is the 97.5 th percentile of the standard normal distribution.
Models play a role in determining the choice of estimator in this approach. Specifically, regression or ratio estimates are based on implicit models, and modelassisted methods such as generalized regression [53] incorporate model predictions. However, these methods remain fundamentally design-based, since the distribution of sample inclusion remains the basis for inference.
In contrast, the model-based approach derives inferences from a model for the distribution of the survey variables (say Y), perhaps combined with a distribution of I. Initial model formulations did not overtly assign a distribution for I, but modeling both Y and I allows assumptions about the method of selection to be formalized, and clarifies the value of probability sampling. The model is used to predict the non-sampled values of the population, and hence finite population quantities Q. There are two major variants: superpopulation modeling and Bayesian modeling.
In superpopulation modeling (e.g. [47, 62, 63] ), the population values of Y are assumed to be a random sample from a "superpopulation", and assigned a probability distribution p(Y|Z, θ) indexed by fixed parameters θ, and conditioned on known design variables Z. Inference are based on predictions of non-sampled values from this model, with the parameter estimated by maximum likelihood or some such principle.
Bayesian survey inference [2, 3, [17] [18] [19] 
This general formulation includes a model for the inclusion indicators I, which is potentially necessary in "big data" settings where data are not randomly sampled. The inclusion mechanism is generally difficult to model, and vulnerable to model misspecification. If, however, the inclusion mechanism is ignorable [49] , then the distribution of the sample inclusion indicator I is not needed in this model, simplifying the modeling task to specification of the prior distribution p(Y|Z). An ignorable sampling mechanism is highly desirable for robust inference.
By an application of Rubin's [49] theory for missing data [35] , a sufficient condition for ignoring the selection mechanism for Bayesian inference is that:
where Y obs is the observed part of Y and Y mis is the missing part of Y. In particular, under random sampling,
where U represents unobserved variables in the population, and p(I|Z) is known and determined by the probability sampling design. Note that Eq. (2) (2) is not an assumption, providing units were randomly sampled according to the sampling design. 3. Equation (1) is outcome-specific, in that it might hold for some survey outcomes, but not for others. Equation (2) applies for any outcome, including variables not included in the survey. 4. Absent probability sampling, Rubin [49] is the appropriate theoretical framework, and a key issue is whether the selection is ignorable -is Eq.
(1) a reasonable assumption? The answer to this question is a matter of degree and is survey variable-specific, since inferences for some variables may be more seriously biased by the sample selection than inferences for others. Assessing ignorability is one of the central challenges of inference from non-probability samples, and is not straightforward. On the other hand, making randomization the basis for inference, as with the designbased approach, is too restrictive, since it does not provide a framework for handling deviations from randomization, or other non-sampling errors.
Under ignorable selection and in large samples, the effect of the prior distribution p(θ|Z) on the parameters goes away, providing its support assigns positive prior probability to non-sampled values in Y. Bayesian inferences under ignorable selection are then similar to inferences from superpopulation models with the same choice of p(Y|Z, θ). However, for small sample problems Bayes is arguably superior, since uncertainty about unknown parameters is reflected in the inference [36, 39] .
Design-based and model-based systems of statistical inference both have strengths and weaknesses, and the key is to combine them in a way that capitalizes on their strengths. The "status quo" in current official statistics, which might be termed the "design/model compromise" (DMC [39] ), favors designbased inference for descriptive statistics like means and totals based on large probability samples, and model-based inference for questions that are not well addressed by the design-based approach, such as small area estimation, survey nonresponse and response errors (e.g. [30, 45, 46] ). The approach is pragmatic, but entails a degree of "inferential schizophrenia". This can give rise to inconsistencies, as discussed in Section 4 below for small-area estimation. The conflict between design-based and model-based inference creates confusion when statisticians impose design-based standards on substantive modelers who are not familiar with the design-based paradigm. See Little [39] for more discussion of these issues.
In the world of "big data", the design-based part of DMC no longer works, since the design-based approach makes no sense without probability sampling. An alternative compromise between randomization and modeling, Calibrated Bayes (CB), avoids "inferential schizophrenia" by assigning distinct roles to models (for the inference) and frequentist methods (for formulating and assessing the model). I now review this inferential paradigm.
Calibrated Bayesian (CB) inference
In CB, all inferences are explicitly Bayesian and hence model-based, but models are sought to yield inferences that are well calibrated in a frequentist sense; specifically, models are sought that yield posterior credibility intervals with (approximately) their nominal frequentist coverage in repeated sampling. Seminal references are Box [5] and Rubin [51] . Here I summarize some of the arguments for CB in the context of survey sample inference, presented in more detail elsewhere [3, 38, 39] .
Frequentist inference is in essence a set of concepts, like unbiasedness, consistency, confidence coverage, efficiency, and robustness, for assessing properties of inference procedures. It is not a prescriptive system leading to a clear choice of estimator and inference. Of the many frequentist tools, such as least squares, method of moments, generalized weighting equations or maximum likelihood (ML), asymptotic inferences based on ML seem the closest to being prescriptive, but ML is not satisfactory for small sample inference. Exact small-sample inferences have been developed for some problems, but in many others there is no exact frequentist method, in the sense of yielding a confidence interval that has exact nominal confidence coverage for all values of the unknown parameters.
Design-based survey inferences are not only asymptotic, they fail for probability sampling schemes where the number of distinct repeated samples is limited. For example, consider systematic sampling of units with a sampling interval of five, from a random start. The design-based standard error exists, but design-based estimates of standard error are not available, and since there are only five possible repeated samples and hence five possible estimates, design-based 90% or 95% confidence intervals do not exist. Models are needed to create and provide meaning to interval estimates.
Frequentist inference violates the likelihood principle [4] , and is ambiguous about whether to condition on ancillary or approximately ancillary statistics when performing repeated sampling calculations [10, 11] . In the sample survey context, this issue arises in the question of whether the sampling distribution of post-stratified means should condition on post-stratum counts [27, 34] .
The Bayesian approach avoids these problems with frequentist inference. Once a model and prior distribution are specified, there is a clear path to inferences based on the posterior distribution, or optimal estimates for a given choice of loss function. Problems of inference under a model become purely computational, and a rich array of Bayesian computational tools are now available, even for complex high-dimensional problems. The likelihood principle is satisfied, issues about conditioning on ancillary statistics do not arise, and uncertainty about nuisance parameters is propagated by integrating them over their posterior distribution, an approach that (with noninformative prior distributions) leads to better small-sample inferences than ML.
The problem with Bayesian inference in practice is that it generally requires full specification of a likelihood and prior, and we never know the true model [15] . All models are wrong, and bad models lead to bad answers: under the frequentist paradigm, the search for procedures with good frequentist properties provides a degree of protection against model misspecification; there is no such built-in protection under a strict Bayesian paradigm where frequentist properties are not entertained.
We want model-based inferences with good frequentist properties, such as 95% credibility intervals that cover the unknown parameter approximately 95% of the time if the procedure was applied to repeated samples. In the absence of probability sampling, these repeated samples can be conceptualized as data drawn from a superpopulation according to some model, and robustness concerns retaining good properties in the face of alternative assumptions about that model. The Bayesian has some important tools for model development and checking, like Bayes factors and model averaging, but in my view frequentist ideas are essential when it comes to model development and assessment.
A natural compromise is thus to use frequentist methods for model development and assessment, and Bayesian methods for inference under a model. This capitalizes on the strengths of both paradigms, and is the essence of Calibrated Bayes (CB) [5, 12, 14, 42, 51, 64] . Rubin [51] wrote that "The applied statistician should be Bayesian in principle and calibrated to the real world in practice -appropriate frequency calculations help to define such a tie. . . frequency calculations are useful for making Bayesian statements scientific, scientific in the sense of capable of being shown wrong by empirical test; here the technique is the calibration of Bayesian probabilities to the frequencies of actual events."
Calibrated Bayes inference for sample surveys
The CB approach is prescriptive given the model, but there is no clear prescription on how to build models that are well calibrated -this remains somewhat of an art in the current state of knowledge. However, CB has certain implications for sample survey inference. The main features that distinguish survey sampling inference from other areas of statistics are (a) the focus on descriptive finite population quantities (though analytic parameters are also of interest) and (b) the emphasis on probability sample designs with features like stratification, weighting and clustering, which render simple "iid" assumptions invalid.
Concerning (a), Bayesian inference for finite population quantities is based on the posterior predictive distribution. The target population quantity does not need to be a parameter of the CB model used for inference; it could be the quantity obtained by applying a "target model" to the full population. CB inference is then based on the posterior predictive distribution of this finite population quantity, for an "analysis model", which captures key features of the sample design, and which may differ from the target model.
Concerning (b), the "calibrated" part of CB is enhanced by probability sampling, which make the selection mechanism ignorable and hence allows for simplified and robust inference. However, CB models need to incorporate explicitly design features like stratification, weighting and clustering, since models that ignore these features are vulnerable to model misspecification. Thus with disproportionate stratified sam-pling, stratum effects need to be included in the model, leading to large sample Bayesian inferences that correspond to standard design-based weighted estimates, and small sample inference that are superior since they incorporate uncertainty in estimating variances [39] . Models that ignore stratum effects lead to unweighted estimates of means, which are potentially very biased if the stratum means are related to the stratum selection rates. More generally, the role of sampling design features like survey weights in multiple regression is discussed in Little [39] . Frequentist concepts like design consistency or asymptotic design unbiasedness [6, 28] are useful in developing CB models for probability samples, since design-consistency tends to promote good confidence coverage, particularly in large samples; the class of Bayesian models that yield design consistent estimates is very broad [20] , so design consistency is relatively easy to achieve under the CB paradigm.
With non-probability samples, issues of selection bias are not solved by the CB paradigm, but CB provides a useful theoretical framework for addressing them. Thus one strategy is to incorporate auxiliary population information into the model, using poststratification or other approaches [34] to reduce the selection bias explained by these factors.
Other features of CB models for surveys are (a) relatively weak prior distributions, so that the evidence in the data overshadows the evidence in the prior; and (b) model checks to ensure that models are not contradicted by the data. The latter point should not be controversial, since any statistical approach, frequentist or Bayesian, needs to evaluate assumptions. Diagnostic approaches include posterior predictive checks [24, 51] , and cross-validation approaches [13, 14] .
Two applications of the CB perspective
The DMC philosophy suggests that when there are sufficient data to support "direct" estimates that do not borrow strength across subdomains, inferences are design-based, but when the data are too limited then model-based small area estimates are acceptable. This dichotomy implies, for any particular survey, the existence of a tipping point (say n 0 ), the "point of inferential schizophrenia", such that inferences are designbased when n > n 0 and model-based when n < n 0 . For planned domain estimates, the choice of n 0 is sometimes based on a pre-set coefficient of variation; or it may be unspecified. In either case the choice is somewhat arbitrary, and it is troubling that one's entire philosophy of statistics, and the nature of the estimator, changes depending on where the sample size falls relative to this value. In particular, the (design-based) confidence intervals for the mean for sample sizes slightly more than n 0 will tend to be wider than the (modelbased) confidence intervals for the mean for sample sizes slightly less than n 0 , even though they are based on more data.
The CB philosophy avoids this inconsistency. Hierarchical Bayes models yield estimates close to "direct" estimates when sample sizes are large, and as the sample size decreases, move seamlessly towards predictions from a fixed-effects model. Thus, for a typical hierarchical Bayes model, the posterior mean of the population meanȲ a in area a, given covariate information X, has the form
whereȳ a ,x a , n a are the sample means of Y and X and sample size in area a, (ȳ +β(x a −X) is the regression prediction for the mean of Y aggregated over all areas, and w a assigns most of the weight to the sample mean when n a is large, and most of the weight to the regression prediction over all areas when n a is small.
The weights in Eq. (3) depend on the between-area variance τ 2 and within-area variance σ 2 , which in practice need to be estimated. Superpopulation modeling approaches replace the variances by point estimates, typically computed by the method of moments or maximum likelihood. When these variance estimates go negative, they are replaced by a value 0 on the boundary of the parameter space, and uncertainty in the variance estimates is not reflected in inferences. Fully Bayes methods based on weak priors on the variance components propagate uncertainty and avoid estimates on the boundary of the parameter space, though care is needed with the choice of prior distribution for τ 2 [22] . As a result, Bayes estimates tend to be better calibrated, that is, yield credibility intervals with better confidence coverage.
Example 1: Language Provisions of the Voting Rights Act. The United States Voting Rights Act determines that certain counties and townships are required to provide language assistance at the polls. Let P denote the proportion of voting age citizens in a political district who (a) are members of a single language minority and (b) are limited English Proficient (LEP). A key (if not sole) criterion for requiring language as-sistance is that P > 0.05. The U.S. Census Bureau is charged with determining which jurisdictions are covered under the Act, and until now have used direct estimates of P from Long Form Decennial Census Data. With the replacement of the long form, estimates are henceforward to be based on the smaller ACS, and some districts have small ACS samples and hence have direct estimates of P with unacceptably high variance. The 2011 determinations use a small-area model that combines information from the 2005-2009 ACS and 2010 Census data. The approach to the "more than 5%" provision was to:
(a) to build a district level regression model to predict P based on variables in the ACS, and Census 2010 counts of minority groups; (b) classify districts into classes with similar predicted P based on the model -an approach known as predictive mean stratification; (c) within classes, apply a hierarchical randomeffects model that pulls the direct ACS estimate of P towards the average P for districts in that class; and (d) compare the model estimate with 5% for this aspect of the determination. Comparison of the Bayesian model estimates with the direct ACS estimates indicated large gains in precision, particularly for the small voting districts. The predictive mean stratification is used to reduce dependency on model assumptions, since the regression model is used to group similar jurisdictions rather than to create direct predictions. See Joyce et al. [29] for more details.
Example 2: Inferences for proportions in the American Community Survey. Official statistics often presents uncertainty in the form of standard errors or margins of error. In particular, users of the U.S. American Community Survey (ACS) have the ability to generate tables of estimated counts of individuals by race, age and gender, in small areas. Results are reported by an estimate and a margin of error, chosen so that the estimate plus or minus the margin of error is asymptotically a 90% confidence interval. However, in many instances the margin of error is larger than the estimate, yielding intervals containing negative counts of people! The ACS documentation suggests truncating the resulting intervals so that they are bounded below by zero, but the confidence interval based on the margin of error still fails to have the nominal coverage in small samples, since it is based on a large-sample approximation.
This exemplifies a general weakness of designbased inferences -that they are too focused on estimates and standard errors, assuming that we are in the "land of asymptotia" where an estimate plus or minus two standard errors is truly a 95% confidence interval. We learn in elementary statistics that this is false when the sample size is small, as when a t correction is applied to a normal test or confidence interval when the variance is not known. In simulation studies with realistic sample sizes, design-based confidence intervals often fail to achieve the nominal coverage (e.g. [8, [65] [66] [67] [68] ). A comprehensive theory for finite samples should be able to deal with small sample sizes, and (as discussed below) the simplest general way to achieve this is to make the inference Bayesian. The concern is that the introduction of the prior distribution adds subjective information, but Bayes credibility intervals with noninformative priors tend to be more, not less, conservative than design-based confidence intervals.
In particular, it is well known that asymptotic Wald confidence intervals for proportions do not achieve nominal coverage when the sample size is small, particularly for proportions close to zero or one [7] . Simple fixes such as the Wilson estimate, which for a 95% interval adds 2 to the numerator and 4 to the denominator of the proportion [1] , have a Bayesian interpretation. The Bayesian posterior credibility interval based on a noninformative Jeffreys' prior distribution is constrained to lie between 0 and 1, is appropriately asymmetric when the estimate is close to zero or one, and has better confidence coverage than the asymptotic Wald interval [7] .
The ideal solution to estimating proportions from small ACS samples would be to create a posterior predictive distribution based on a full Bayesian hierarchical model. This, however, is a daunting proposition for a survey of the scale of the ACS, and my colleague and successor at the Census Bureau, Tom Louis, suggested the following simpler approximate approach:
A. Compute design-based estimatesp of the proportion and s of the standard error using existing design-based methods; B. Pretend the data are binomial with number of successes x* and sample size n* that lead to the estimates in A, that is, such that x * /n * =p and (x * /n * )(1 − x * /n * )/n * = s; C. Compute Beta posterior distribution with noninformative prior (e.g. uniform or Jeffreys); D. Compute 90% posterior credibility interval based on this Beta posterior -this interval reflects asymmetry, and is always between 0 and 1.
This approach is very easy to implement, involving a minor amount of post-processing over current methods. It easily beats standard Wald-type confidence intervals in simulations [21] .
These two examples both involve proportions that are potentially close to zero or one, where the symmetric large sample confidence interval is inappropriate -the corresponding posterior distribution of the proportion is right-skewed when the proportion is low, or left-skewed when the proportion is close to one. The Bayesian approach yields an appropriately skewed posterior distribution, and there are different ways of summarizing the center of this distribution -for example the posterior mean, median or mode, yield different point estimates. The choice requires a consideration of the loss function, an important element that is missing in the design-based approach which assumes large samples. This is another advantage of the Bayesian paradigm.
Conclusions
Colleagues trained in the classical survey tradition are understandably skeptical of an overtly modelbased, even worse Bayesian, approach to official statistics. Models are mistrusted, and should be avoided at all costs! However, what is the alternative? Classical design-based methods cannot handle the complex problems that increasingly arise in official statistics in the era of "big data". Judicious choices of wellcalibrated models are needed to tackle problems in small area estimation, nonresponse and response errors, file linkage and combining information across probabilistic and non-probabilistic sources. The power of Bayesian methods for combining data sources is shown in a number of applications sponsored by the U.S. National Center for Health Statistics [44, [54] [55] [56] [57] . For a Census application, see Elliott and Little [16] . Attention to design features and objective priors can yield Bayesian inferences that avoid subjectivity, and modeling assumptions are explicit, and hence capable of criticism and refinement.
The move to a more overt modeling approach means that government agencies need to recruit and train statisticians who are adept in modeling (and yes, Bayesian) methods, as well as being familiar with survey sampling design. Survey sampling needs to be considered a part of mainstream statistics, in which Bayesian models that incorporate complex design features play a central role. A CB philosophy would improve statistical output, and provide a common philosophy for statisticians and researchers in substantive disciplines such as economics and demography. A strong research program within government statistical agencies, including cooperative ties with statistics departments in academic institutions, would also foster examination and development of the viewpoints advanced in this article [32, 33] .
Change is also needed before statisticians are recruited into government agencies. Currently Bayesian statistics is absent or "optional" in many programs for training masters' level statisticians, and even Ph.D. statisticians are often trained with very little exposure to Bayesian ideas, beyond a few lectures in a theory sequence dominated by frequentist ideas. This is clearly incompatible with the rising prominence of Bayes in science, as evidenced by the strong representation of modern-day Bayesians in science citations [58] .
Formulating useful statistical models for real problems is not simple, and students need more instruction on how to fit models to complicated data sets, and to check the important features of these models. We need to elucidate the subtleties of model development. Issues include the following: (a) models with better fits can yield worse predictions; (b) all model assumptions are not equal, for example in regression lack of normality of errors is secondary to misspecification of the error variance, which is in turn secondary to misspecification of the mean structure; (c) If inferences are to be Bayesian, more attention needs to be paid to the difficulties of picking prior distributions in highdimensional complex models, objective or subjective. So there will be many challenging but interesting problems to keep official statisticians engaged in the big data era.
