Abstract-This paper investigates at the example of bathymetry how much an application can profit from comprehensive characterizations required for an improved calibration of data from a state-of-the-art commercial hyperspectral sensor. A NEO HySpex VNIR-1600 sensor is used for this paper, and the improvements are based on measurements of sensor properties not covered by the manufacturer, in particular, detector nonlinearity and stray light. This additional knowledge about the instrument is used to implement corrections for nonlinearity, stray light, spectral smile distortion and nonuniform spectral bandwidth and to base the radiometric calibration on a SI-traceable radiance standard. Bathymetry is retrieved from a data take from the lake Starnberg using WASI-2D. The results using the original and improved calibration procedures are compared with ground reference data, with an emphasis on the effect of stray-light correction. For our instrument, stray-light biases the detector response from 416-500 nm up to 8% and from 700-760 nm up to 5%. Stray-light-induced errors affect bathymetry mainly in water deeper than Secchi depth, whereas in shallower water, the dominant error source is the calibration accuracy of the light source used for radiometric calibration. Stray-light correction reduced the systematic error of water depth by 19% from Secchi depth to three times Secchi depth, whereas the relative standard deviation remained stable at 5%.
Nevertheless, improvements in calibration are for most sensors possible since the manufacturers' procedures rarely account for all sensor properties. The calibration of a NEO HySpex VNIR-1600 sensor described in [2] is complemented here by corrections for the stray light inside the spectrometer, and for a radiometric nonlinearity introduced by the read-out electronics. The measurements enabling these corrections are presented. Such refinements of calibration are time consuming, whereas the benefits for a specific application are usually unknown. The goal of this paper is to explore the potential for improvements to calibration and their impacts on a remote sensing data product, water depth, using data from the HySpex VNIR-1600 sensor for illustration.
If the laboratory measurements used for calibration do not cover all sensor properties, a calibrated hyperspectral image can be affected by systematic errors of unknown magnitude. Since errors of spectral radiance lead to errors of the derived products, the analysis of a parameter with a large and wellknown gradient can help to identify systematic calibration errors and to quantify their influence on the accuracy of that parameter. An application of remote sensing to water bodies is chosen, as calibration issues are highlighted here due to the nature of the signal. First, most of the recorded signal stems from the atmospheric path radiance, which results in at-sensorradiances, are very different from those used for the calibration. That is, airborne at-sensor-radiances have their maximum in the blue part of the spectrum, instead of the near-infrared in the laboratory. Second, as the signal from the water body is much smaller than the one originating from the atmosphere, calibration issues can easily result in failures of the atmospheric correction, which then lead to large errors of the water leaving radiance.
Water depth, which was selected as a higher level test parameter since it changes gradually over large ranges, is stable for long time and can be measured accurately during field campaigns. Furthermore, accurate radiative transfer models exist, which allow to simulate the radiance and reflectance of shallow waters as a function of all relevant environmental parameters [3] [4] [5] , and image processing software based on these physical models has been developed to process hyperspectral data of shallow waters [6] [7] [8] . In this paper, the software WASI-2D [8] is used to derive water depth of each image pixel. Its error is studied for different calibration procedures of a HySpex VNIR-1600 sensor by comparison with echo-sounding measurements.
0196-2892 © 2015 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. HySpex VNIR-1600 is a commercial hyperspectral camera manufactured by the company Norsk Elektro Optikk (NEO) [9] . The instrument used in this study was acquired by the German Aerospace Center (DLR) in 2011 for airborne campaigns and laboratory measurements. The basic sensor properties are listed in Table I . Additional information, including the standard calibration procedure by NEO, can be found in [2] . The characterization was mainly performed in DLR's calibration laboratory for airborne imaging spectrometers [Calibration Home Base (CHB)] [10] , and the stray-light characterization was performed at Physikalisch-Technische Bundesanstalt (PTB, Germany's National Metrology Institute) using the pulsed laser for advanced characterization of spectroradiometers (PLACOS) setup [11] as a tuneable light source. For airborne data acquisition at DLR, the camera is usually equipped with a field-of-view (FOV) expander lens that approximately doubles its native FOV. As the stray-light measurements with PLACOS are very time consuming, it was only determined for the configuration with the FOV expander.
The amendments to the calibration procedure provided by NEO are the correction of a radiometric nonlinearity caused by the read-out electronics of the focal plane array (FPA), the correction of diffuse, in-band stray light, the correction of variations in the center wavelength of spectral channels (i.e., spectral smile) and the nonuniform spectral bandwidth over the FOV of the instrument, and the radiometric calibration with respect to a different radiance standard (RASTA). The radiometric, spectral, and geometric characterizations are described in detail in [2] . The former two will be briefly recapitulated in the following, with additional descriptions of the measurement of radiometric nonlinearity and stray light, including the correction algorithms.
In the following, the impact of three different calibration procedures on bathymetry derived from a calibrated image will be compared: the procedure with the calibration data set as provided by NEO, the calibration procedure described in [2] , including the nonlinearity correction presented in Section IV-A2, and the latter extended by the spectral and spatial stray-light correction described in Section II-C.
II. SENSOR CHARACTERIZATION AND CALIBRATION

A. Spectral Response
To determine the spectral response function (SRF) of each channel, the sensor was illuminated with a collimated beam of spectrally narrow light generated by a monochromator that overfilled the instantaneous FOV (IFOV) of a single geometric pixel, and the monochromator wavelength was tuned across the channels' sensitive ranges. The SRF is the wavelengthdependent signal normalized to the maximum signal. The SRFs were measured for all channels at seven geometric pixels. The measurements revealed that most SRFs are well described by Gaussian functions. Thus, the channels' SRFs can be described accurately by an analytical equation with two parameters, center wavelength λ i , and full-width at half-maximum (FWHM) Δλ i , where i indicates the along-track pixel number.
To derive the center wavelengths λ i of the channels of the geometric pixels for which no direct measurements are available, their variation as a function of pixel number i is described by a second-order polynomial. For the spectral bandwidths, a fourth-order polynomial was found to be suitable [2] . This interpolation step is necessary as a measurement for every FPA detector element would be too time consuming (i.e., on the order of months) to be practical. The assumption that SRFs are slowly changing was validated in [12] and is a typical characteristic of instruments of this design [13] .
While the original NEO calibration assumes common center wavelengths and bandwidths for all pixels of one channel, the measurements at DLR have shown that these parameters change slightly across the FOV. This effect is corrected in the DLR calibration procedures by resampling the recorded spectra in two steps.
a) Resampling to a Common Spectral Bandwidth: To obtain identical spectral bandwidths for all pixels and channels, resampling of a radiometrically calibrated spectrum L is performed according to [14] 
where L r is the resampled spectrum, F the Fourier transform, and I are the SRFs. I M is the SRF derived from the measurements, and I T the target SRF. Both SRFs are Gaussian functions, with the FWHM of I T set to 5 nm for convenience. This approach assumes that the shape of the SRFs is Gaussian for all channels, and that only the width is variable. According to [2] , this is mostly the case, except for the channels 75 to 95, which have asymmetric SRFs. The approach is chosen as it is correct for the majority of detector elements and simplifies and shortens computations, as compared with the individual treatment of each SRF. The asymmetry of channels 75 to 95 is small; thus, it is a reasonable approximation even for these channels.
b) Resampling to a Common Wavelength Scale: To obtain identical center wavelengths for all geometrical pixels, the smile distortion [13] is corrected. For that, the recorded spectrum is resampled to a common set of center wavelengths using cubic spline interpolation. The center wavelength of the first channel is set to 416 nm, and the spectral sampling interval is chosen as 3.600 nm, as compared with the spectral sampling interval given by NEO of 3.623 nm. The number of channels is preserved.
B. Nonlinearity
The camera of the HySpex VNIR-1600 sensor is an Adimec 1600m/D [15] , which uses a Kodak KAI2020 FPA. Adimec provided the information that an electronic component in the read-out-circuit can cause nonlinearity with respect to the signal level. This nonlinear effect is introduced after the addition of the electronic offset, which constitutes most of the background signal [2] . Thus, determination and correction of nonlinear effects is done on background subtracted data.
Since the FPA has two similar read-out-circuits, one for the left half (pixel numbers < 800) and one for the right half (pixel numbers ≥ 800) of the detector array, and since all detector elements are treated equally within a read-out-circuit, only a single function describing the nonlinearity is required for each detector half, independently of channel and pixel number.
To measure the nonlinear behavior of the detector array and its read-out electronics, the setup shown in Fig. 1 was developed, which allows to precisely change the at-sensor radiance over three orders of magnitude. Light is coupled into the sensor using an integrating sphere. The sphere is illuminated by a quartz-tungsten halogen lamp. The light emitted by the lamp passes two linear polarizers and a bandpass filter centered around 530 nm with a bandwidth of ≈ 10 nm (FWHM). This setup illuminates a few channels of the HySpex instrument for a few hundred geometric pixels. The radiance can be varied in small steps by rotating one of the polarizers. In order not to change the polarization state of the light impinging the bandpass filter and entering the sphere, the polarizer close to the lamp is rotated. A highly stable Si radiometer (Gamma Scientific TIA-3000) monitors and records a signal proportional to the sphere's radiance. Its deviation from linearity is below 0.1% for the used signal range.
Linearity of the response is determined as a function of the signal by measuring both with the HySpex VNIR-1600 and the radiometer the sphere's output for different polarizer angles and varying integration times of HySpex. The data are extracted separately from both halves of the FPA from a single spectral channel and averaged for each detector half over 20 geometric pixels and 200 frames.
C. Stray Light
The measured imaging spectrometer signal S meas consists of the properly imaged in-band signal S IB and the stray light S SL [16] 
The S are so-called image frames, i.e., matrices of data acquired by the instrument during a single data acquisition, and are understood to be background-and nonlinearity-corrected. Only that part of the stray light, which is generated within the nominal FOV and spectral range of the sensor, i.e., related to the in-band signal, can be determined for each measurement and thus corrected
C is the stray-light correction tensor, which is derived from the PSFs (Point Spread Functions) of the sensor. C has the dimension (pixels × channels) 2 . To obtain C, a PSF has to be assigned to every detector element.
To determine the PSFs of the HySpex VNIR-1600 sensor, a setup based on PLACOS [11] , sketched in Fig. 2 , is used to provide quasi-monochromatic light under specific viewing angles. PLACOS provides tuneable laser light between 220 and 2200 nm, with bandwidths < 0.5 nm within the spectral range of the sensor. The laser beam provided by PLACOS was coupled into a fiber bundle using a micro-lens beam homogenizer. The fiber bundle with a cross-sectional conversion was employed to guide the laser radiation to a 0.5 mm wide slit at the focal point of an off-axis mirror collimator with a focal length of 750 mm. The collimator provides then the irradiation for the sensor. The aperture slit at the collimator entrance is oriented so that only a few (two to three) geometric pixels are illuminated at a time.
The HySpex instrument is mounted on an angular rotation stage. Hence, by setting an angular position of the sensor with respect to the optical axis of the collimator, and given the quasi-monochromatic illumination, the chosen slit width and collimator focal length, any single detector element of the sensor can be illuminated.
1) Characterization Procedure:
The hyperspectral sensor has a 12-bit analog-to-digital converter and, hence, a dynamic range of 2 12 = 4096 ≈ 10 3.6 . Stray-light characterizations of other instruments have shown that signal levels attributed to stray light are well below a factor of 10 -5 of the maximum signal value, i.e., below the intrinsic dynamic range of the instrument. These contributions should be measured and taken into account. In order to measure the PSFs with a resolution exceeding the intrinsic dynamic range of the instrument, a bracketing technique was used.
For each combination of laser wavelength λ
Laser k and illumination angle θ k , two measurements are performed, "peak" and "wings". The wings measurement is used to improve the signalto-noise ratio of the PSF data away from the peak, whereas the peak measurement allows for the normalization of the wings data. For the peak measurement, the laser power is set so that the peak signal is ≈ 80% of the saturation signal level. For the wings, the laser power or integration time is augmented, so that the signal increases by a factor of 10 to 100, which saturates a few detector elements of the FPA. In both cases, while the measurements are made in a dark laboratory, the background signal is measured with the laser radiation off and the shutter of the instrument open in order to account for any other disturbing light source in the laboratory. Each measurement consists in recording at least 100 signal and dark frames. The data are averaged, dark values subtracted from the signal frames and the nonlinearity corrections applied prior to further processing.
The effect of the pulsed laser radiation on Si-CCDs and equivalence of the determined line spread functions of array spectrometers when compared with results by cw-lasers has been explicitly tested on numerous array spectrometers [11] , [17] , [18] . The measurements at different powers of the pulsed laser are also a standard practice during initial tests and preparations for a complete stray-light characterization. In the case of the Hyspex instrument some of the PSF data was also obtained at lower powers of the laser beam. No effect on the recorded PSFs except higher noise in the wings could be seen.
For this study, the PSFs were measured at seven angular (or spatial) and at 55 spectral positions. This assumes that the PSFs change only slowly and gradually, so that PSFs can be assigned to each detector element via interpolation. This assumption was validated for the HySpex instrument used in this study [12] for the spatial and spectral cross sections of the PSF, the line spread functions and the SRFs.
The following normalization scheme allows to combine the wings and peak measurements to obtain PSFs, requiring only information contained within the peak and wings data. For every spatial pixel i, the wings spectrum is analyzed for saturation. If no saturation occurs, the wings spectrum is used.
In case saturation occurs in the wings spectrum, the sum
j=c max +2 S i,j , where the integrals are computed using the trapezoidal rule, of the wing spectrum for the current spatial pixel i calculated. c min,max designate the channels where the saturated region starts and ends, respectively. A wings excludes the signals from the channels which are saturated, as well as the adjacent two channels, which might exhibit nonlinear effects such as blooming, and considers only the signals from the next three channels, to avoid summing over very small and noisy values. For the same channels, the sum A peak of the peak signal is calculated. The peak signal is then normalized by the factor of A wings /A peak . For those channels that are saturated, the normalized peak data is used, otherwise the data of the wings measurement is considered. The combined PSF frame is then normalized to its maximum. Fig. 3 (a) shows the spectra and Fig. 3 (b) the spatial cross section for the peak positions for the normalized wings and peak measurements and illustrates the normalization scheme. While the peak measurement resolves the laser peak well at short distances channels around the illuminated detector element, the radiometric resolution of the camera of the HySpex instrument does not allow to quantify long-range stray-light contributions. This is complemented by the wings spectrum. Fig. 4 shows the derived PSF from the same measurement; the illuminated detector element has the coordinates i = 1052, j = 70. Most of the stray light is localized along the spectral axis, with a focused component along the spatial axis. A ghost centered around detector element i = 536, j = 49, with a relative intensity of 0.04%, can be seen as well.
In principle, PSFs can be derived for every detector element by interpolation. Since the full stray-light correction tensor has ≈ 6.1 · 10 10 entries and would use ≈ 244 GB of memory, a reduction in complexity is achieved by binning in spatial direction. That is, instead of computing the stray-light correction on a grid of 1600 × 160 (spatial × spectral) detector elements, it is computed on a grid of 16 × 160 by binning along the spatial axis. The spatially binned PSF data is then used to calculate the stray-light correction tensor C , according to [16] , [19] .
This way of binning the PSF data frames was considered reasonable and chosen because the level of the stray light, indicated by the wings of the PSF, was observed to be generally higher in the spectral domain than in the spatial domain (see Fig. 3 ). This can be explained by the fact that in the spectral domain the stray-light properties are dominated by the spectrally dispersive apparatus, whereas in the spatial domain, the first order stray-light effects are caused by the imaging components. Thus, the weight of the spectral over the spatial stray light was found to be higher and the respective correction emphasized by the binning in the spatial direction.
2) Correction Procedure: To perform the correction with the reduced stray-light correction tensor C , a frame S meas to be corrected is first binned to the reduced spatial resolution, yielding the frame S meas,B . S meas,B is then stray light corrected using (3) with C instead of C, yielding S corr,B . The straylight contribution is calculated as S SLC,B = S meas,B − S corr,B . By resampling S SLC,B to the original frames dimensions and subtracting it from S meas , the stray-light corrected frame S corr is obtained.
D. Radiometric Response
The three calibration procedures (see Section II-E) compared in this paper make use of three different radiometric response matrices R. Each matrix element R i,j represents the radiometric response of a detector element, i.e., the response matrices have the same dimension as the FPA. The indices i, j are referring to the geometric pixel and channel number, respectively, that together identify a detector element on the FPA.
The response matrices of the three calibration procedures are labeled R NEO , R DLR1 , and R DLR2 . R NEO was measured by the sensor manufacturer and was delivered together with the instrument. R DLR1 and R DLR2 were determined by combining absolute measurements with DLR's RASTA and relative measurements with DLR's large integrating sphere. RASTA [2] , [20] is traceable to SI standards via a calibration at PTB [21] . Redundant calibration and stability monitoring provide an expanded uncertainty < 2.7% (k = 2) for the wavelength range of the HySpex VNIR-1600 sensor. However, due to constraints in the viewing angle geometry for the spectral radiance measurement of RASTA, this is only feasible for the pixels at the geometric center of the FOV of the HySpex sensors.
The radiometric response R DLR1 for the center pixels i = 797 (for the left detector half) and i = 803 (for the right detector half) is obtained from the measurements as follows:
with S bg , the background signal, measured at darkness, t int the integration time, and L RASTA i,j (λ) the spectral radiance of RASTA spectrally resampled to the center wavelengths and bandwidths of detector element (i, j). The symbol | R denotes the spectral resampling described in Section II-B, and γ the nonlinearity correction (see Section IV-A2).
The third radiometric response, R DLR2 , is derived according to
where Λ denotes the stray-light correction of Section II-C. To transfer the calibration from the geometric center pixels to all pixels, the HySpex sensor is illuminated by the large integrating sphere of the CHB, with an uncertainty due to inhomogeneities of ± 1.6% [22] . HySpex' center pixels calibration is used to determine the spectral radiance of the integrating sphere using (7) and (8) . The radiometric response of all detector elements is derived using (4), (5) and substituting L RASTA by the sphere's radiance.
E. Calibration
The manufacturer calibration of the HySpex VNIR-1600 sensor is extended in this study by accounting for a number of sensor properties that are ignored in the basic calibration. To illustrate the impact of these refinements on the calibrated data and on a derived product, water depth, three different calibration procedures are compared. The sequence of processing steps is illustrated in Fig. 5 . a) Procedure NEO: It makes use of the radiometric response R NEO and center wavelengths λ
provided by NEO, and is applied using the NEO calibration software. The at-sensor radiance L NEO is calculated as follows from the signals S i,j and background signals S bg,i,j
Only background correction and radiometric conversion are performed for calibration, whereas nonlinear effects, spectral distortions and stray light are neglected. b) Procedure DLR1: The calibration is performed with software developed at DLR and sensor data obtained in the CHB. The differences to procedure NEO lie in an altered radiometric response R DLR1 , correction of the radiometric nonlinearity and correction of spectral distortions by spectral resampling, leading to a different set of center wavelengths λ i , as described in Section II-A. The calibration equation becomes
c) Procedure DLR2: Calibration is performed as in procedure DLR1, but additionally stray light is corrected
Note that geometric corrections are not performed during radiometric calibration. These are done during geometric calibration using separate software like ORTHO [23] or PARGE [24] . The tasks of such software are to correct for the optical distortion known as keystone and for sensor movements during image acquisition, to resample the image pixels geometrically to a common grid, and to georeference the image.
III. FIELD DATA AND IMAGE PROCESSING
A. Field Campaign
The impact of the different calibration procedures on the derived water depth is studied for a data set from the Lake Starnberg. The lake is located in Southern Germany and covers an area of 65 km 2 with an average depth of 53 m and a maximum depth of 128 m. An airborne campaign with accompanying ship measurements was conducted on May 14, 2012, at the lake's southern shoreline near the marina of Seeshaupt (see Fig. 6 ). A HySpex image was acquired at a flight altitude of 2450 m above ground and an integration time of 22 ms. The attached FOV expander provided a swath width of 1.5 km.
The concomitant in situ measurements were made from two boats. One boat collected within 2 h of the overflight water samples, measured optical properties and determined Secchi depth at 7 stations. The other boat was equipped with an echo sounder (BioSonics MX Aquatic Habitat Echosounder; accuracy: 1.7 cm ± 0.2% of depth) and measured transects of water depth. These depth measurements were performed 2 weeks after the flight campaign. These data are used to validate the bathymetry maps derived from the HySpex data. Bottom reflectance R b (λ) was derived by combining HySpex reflectance data with echosounding measurements [25] . It was obtained from 62 pixels of the HySpex image for which water depth is known from echosounding measurements (area Z in Fig. 6 ). 
B. Image Preprocessing
By applying the three calibration procedures described in Section II-E to the HySpex raw image, three images in units of at-sensor radiance are obtained. These are atmospherically corrected and converted into units of irradiance reflectance using ATCOR-4 [26] , and then geometrically resampled and geo-referenced using ORTHO [23] . The resulting image has a pixel size equivalence of 2 × 2 m 2 . Processing of ATCOR-4 is initialized by resampling its database to the center wavelengths and bandwidths of the calibrated HySpex image. The critical parameters of atmosphere correction are aerosol type and concentration. ATCOR-4 uses horizontal visibility as a measure of aerosol concentration. These parameters are determined by applying ATCOR-4 to an area of dark dense vegetation on the same flight strip, and then hold constant for each image. Conversion to irradiance reflectance makes use of the solar irradiance model of [27] . The three calibrated data sets were processed with identical atmospheric parameters.
C. Inverse Modeling
Data analysis of the atmospherically corrected images is done by applying inverse modeling to each water pixel using the software WASI-2D [8] . The underlying model is the analytic shallow water model of Albert and Mobley [5] , [28] . It parameterizes reflectance as a function of water depth, bottom albedo, concentrations and specific inherent optical properties of different water constituents, sun zenith angle, and viewing angle.
Major results of the field campaign were a bottom reflectance spectrum R b (λ) to represent the ground at the test site, and identifying three parameters (X, Y, S) as the relevant fit parameters of the water body. The fit parameters describe parameters of the water body with large and variable impact on reflectance for the image: suspended matter concentration X, Gelbstoff absorption at 440 nm, Y , and spectral slope of Gelbstoff absorption, S.
The result of inverse modeling relevant for this study are maps of water depth, i.e., z B , derived from the three reflectance images representing different calibrations. Thus, z B is the fit parameter of interest for this study, whereas X, Y , and S are merely necessary for proper modeling. Inverse modeling requires to specify for each fit parameter an initial value and a range. The inversion algorithm of WASI-2D has been modified so that it uses two initial values for z B . The one is set to 2 m, the other to the average of 15 previously processed image pixels surrounding the actual pixel. The z B range is set to 0.05 to 50 m. For X, Y , and S, the averages from the 7 stations sampled during the field campaign are used as initial values: X = 1.7 mg/l, Y = 0.6 m −1 , S = 0.014 nm −1 . The ranges of X and Y are chosen sufficiently wide across the ranges of the in situ measurements to avoid frequent border hits: 0.3-10 mg/l for X, and 0-10 m -1 for Y . The range for S is set to its natural range of 0.010-0.025 nm -1 [29] .
IV. RESULTS
A. Calibration Differences 1) Spectral Response:
The results of the spectral measurements are illustrated and discussed in detail in [2] . The smile is on the order of 0.2 spectral sampling intervals, i.e., the center wavelengths change across the FOV by up to 0.7 nm [see Fig. 7(a) ]. This effect is corrected at DLR's calibration procedures, which spectrally resample the channels to equidistant center wavelengths λ i (see Section II-A); it is not corrected for the NEO calibration. The differences of the center wavelengths λ i − λ NEO i between DLR and NEO calibration range from −0.3 to 0.7 nm. Fig. 7(b) shows the spectral bandwidths Δλ of all detector elements; they vary between 3.5 and 6.0 nm. While this is not corrected within the NEO calibration, the two DLR calibration procedures convert all channels of all pixels to a common bandwidth of 5 nm, as described in Section II-A.
2) Nonlinearity: Nonlinearity was measured using the setup shown in Fig. 1 by tuning integration time and polarizer angle to alter the at sensor radiance over three orders of magnitude and the signal levels of HySpex over its complete dynamic range including saturation. By examining the signals of masked pixels on the edges of the FPA, it was ruled out that nonlinearity is related to variations of the electronic offset. A dependence of the nonlinearity on the integration time could be ruled out as well using the same setup. For this measurement, the polarizer angle and thus the at-sensor radiance were kept constant, whereas the integration time was varied. The changes of the HySpex signals turned out to be proportional to the changes of the integration times.
For the set of measurements with the highest integration time, the deviation from linearity Δ is computed as
with S k the background-corrected HySpex signal and S rad k the radiometer signal, for the kth setting of the polarizer. The measurement series recorded with lower integration times are normalized such that their maxima lie on the cubic spline fit to the series with the highest integration time. This normalization scheme allows to obtain a single fit curve γ(S) from measurements at disparate signal levels. The results are shown in Fig. 8 . The observed nonlinear effect corresponds to an underestimation of the detector signal. The effect increases with decreasing signal. For the left detector half, the deviation from linearity exceeds 1% for signals below 60 DN and reaches 4% for a signal of 10 DN. For the right detector half, measured signals below 32 DN are in error by more than 1%, and a measurement of 10 DN has an error of 15%. The correction of the nonlinearity is based on empirical correction functions γ (left,right) (S) of the left and right detector halves. These are shown in Fig. 8 as red curves. The correction is applied according to
with S the background-corrected signal, and S c the nonlinearity-corrected signal. Small negative signals, which can occur after background correction, and saturated signals are left uncorrected. Note that these correction functions are unique to each camera and depend on camera firmware settings. 
3) Stray Light:
To validate the correction, it was applied to an image frame where the HySpex VNIR-1600 sensor was illuminated using an integrating sphere with broadband illumination from halogen lamps. The exit port of the sphere was covered with a longpass filter with a cutoff wavelength of 570 nm. For wavelengths < 530 nm, the filter has a transmission < 10 −4 , so that the instrument is expected to measure zero signal at these wavelengths. Fig. 9 compares the backgroundcorrected raw signal with the stray-light corrected signal: the background-corrected raw signal has a nonzero component at the blocked wavelengths, which mostly disappears after the stray-light correction. The remaining signals are on the order of the radiometric resolution.
4) Radiometric Response:
To illustrate the wavelength dependence of the radiometric response of the HySpex VNIR-1600 sensor, Fig. 10 (top) shows R DLR2 of all channels for a single geometric pixel. The instrument has its maximum sensitivity near 550 nm; the sensitivity strongly decreases below 450 and above 800 nm. The spectral differences of the radiometric responses are illustrated in Fig. 10 (bottom) . The ratio R DLR1 /R DLR2 (green curve) is a measure of stray light of the HySpex VNIR-1600 sensor. It is close to 1 for all wavelengths, with the exception of two spectral regions, 416-500 nm and 700-760 nm. In the blue region, R DLR1 /R DLR2 is increasing with decreasing wavelength, alike the radiometric response is decreasing, leading to maximum differences of 8% for the first channels. In the red region, the bump centered at 740 nm with an amplitude of 5% can be physically attributed to the edge of an order-sorting filter that is mounted on the FPA; it obviously introduces local stray light. The blue curve shows that R NEO is mostly consistent with R DLR2 within 5%. Significant wavelength-dependent differences are present at the same two spectral regions as before, 416-500 nm and 700-760 nm. The "noise-like" features in the curve R NEO /R DLR2 are caused by slight differences of the center wavelengths and the spectral resampling. Fig. 11 shows the background-corrected raw spectral signal measured during radiometric calibration, and during data acquisition over lake Starnberg (see Section III-A). The intense red and infrared components of the calibration light source, which are not present in the water spectra, lead to systematic errors for shorter wavelengths if spectral stray light, which is present to a certain degree in all sensors, is not corrected properly. To illustrate the geometric differences of the different radiometric responses, Fig. 12 shows the ratio R NEO /R DLR2 for several channels. The high-frequency components correspond to slightly different results concerning the sensor's photo response non uniformity (PRNU). PRNU errors lead to image striping. Striping is observable using the NEO calibration data set, but does not appear when calibrating with the R DLR1 responses. Not shown in Fig. 12 is a comparison of the responses R
DLR1
and R DLR2 . Their ratio exhibits some spatial variations caused by the stray-light correction, but high-frequency components that cause striping are not present.
B. Impacts of Calibration Differences 1) Impacts on Reflectance:
The HySpex image acquired at the test site was calibrated to at-sensor radiance using the three different calibration procedures described before, and then atmospherically corrected and converted to reflectance, as described in Section III-B. The resulting reflectances and their differences are illustrated in Fig. 13 (top) for representative spectra of deep and shallow water. The reflectance ratios for DLR1 and DLR2 calibration (see Fig. 13 (bottom), green and yellow curves) illustrate the impact of stray light on the derived reflectance spectra. As expected, their spectral shapes are similar to the response ratio shown in Fig. 10, i. e., stray light introduces wavelength-dependent errors mainly in two spectral regions, 416-500 nm and 700-770 nm. However, the reflectance ratio has a double peak in the red region, in which the response ratio has a single peak. The second peak is caused by the low radiance at 760 nm due to oxygen absorption of the atmosphere, which increases the relative intensity of stray light. The reflectance error depends on the radiance spectrum and reaches for the two examples 20% in the blue and 10% in the red region. For comparison, the response error from neglecting stray light is 8% and 5%, respectively, i.e., the reflectance error can be much higher than the response error. In both the deep and shallow water example, the ratios of NEO and DLR2 reflectances differ from 1 at almost all wavelengths (see Fig. 13 (bottom), red and blue curves). The average reflectance difference is 5% for shallow water and 12% for deep water in the range from 500 to 650 nm. This is primarily a consequence of the altered radiance source used for calibration. The stray-light-induced systematic differences below 500 nm and in the range 700-770 nm are also present, leading in these spectral regions to reflectance differences up to 10% and 30%, respectively. Furthermore, the NEO to DLR2 ratios exhibit spiky features that are neither related to noise or to the water spectra. These are artifacts introduced by the atmospheric correction in combination with spectral differences of the two calibrated images. Most affected is the oxygen absorption region at 760 nm, in which the difference reaches 50% for the deep water spectrum.
2) Impacts on Bathymetry: Bathymetry was derived from the atmospherically corrected HySpex images by applying inverse modeling to each water pixel, as described in Section III-C. Fig. 14 shows the resulting map of water depth for the image that has been calibrated with the DLR2 procedure [see (8) ]. Nonwater areas and depths > 10 m are masked. The map is noise-free and shows clear bathymetry structures. Some artifacts from image processing can be observed: the occasional striping to the right of masked pixels is probably caused by fit parameter initialization errors of the used software WASI-2D. The maps derived using the NEO and DLR1 calibration procedures look very similar and are not shown. An echosounding survey provided 4148 independent water depth measurements in the image area. These are used for validation. depth is close to Secchi depth, which was determined during the field campaign as 4.2 ± 0.5 m [25] . For water deeper than Secchi depth, the differences in calibration are larger and lead to significant systematic differences of the derived water depth. To quantify the differences between the water depths derived from HySpex (z ), the ratios were calculated and averaged in steps of 0.5 m. The result is shown in Fig. 16 . No model is perfect, thus systematic errors introduced by the processing algorithm are unavoidable. Error sources are, besides sensor calibration, atmosphere correction, reflections at the water surface, and optical properties of water constituents and the bottom. Errors of image georeferencing, measurement uncertainties of the echosounding data, water level changes between flight campaign and echo-sounding survey, and water depth variation within the 2 × 2 m 2 pixels can introduce additional validation errors. The systematic errors, represented in Fig. 16 by the mean water depth ratios, show a similar depth-dependent relative pattern for all three calibration procedures, but differ in the absolute values. For the most elaborate procedure (DLR2), the differences can reach ± 20% for the depth range 1-11 m (see Fig. 16 , red curves). The depth range with a correspondence better ± 20% is 1-8 m for the NEO procedure and 1-9 m for the DLR1 procedure. The statistical error, represented by the standard deviation, is very similar for all three procedures up to 3.5 m. In deeper water, it is lowest for the NEO procedure and highest for the DLR2 procedure. For the DLR2 procedure, the standard deviation is typically 5% and exceeds 10% below 1.5 m and from 4.0 to 5.5 m.
In order to quantify the changes of water depth introduced solely by calibration differences, and to exclude the echo sounding and processing errors, the ratio z are quite similar from 5 to 14 m, but differ in shallower water; hence, the NEO discrepancies are mainly caused by stray light in deep water, and by uncertainties of the calibration light source in shallow water.
In order to clarify the propagation path of calibration uncertainties toward water depth errors, a sensitivity analysis was made as follows. In a first series of computations, a number of reflectance spectra R fwd rs (λ) were calculated for depths ranging from 0.5 to 10 m in 0.5 m steps using the same model as taken for inverse modeling. Calibration errors were simulated by multiplying R fwd rs (λ) with the ratio R DLR1 rs (λ)/R DLR2 rs (λ) derived from the HySpex image for deep water (see Fig. 13 ). Sensor noise was accounted for by adding Gaussian distributed random noise and calculating each spectrum 20 times. The noise amplitude of each channel was derived from the HySpex image as the standard deviation of a homogeneous deep water area. The simulated spectra were adjusted to the measurements by using the same model constants as during inverse modeling, and taking for the model variables the means of the fit parameters at the locations of echo-sounding measurements: X = 1.8 mg · l A second series of calculations was made to illuminate this error propagation between fit parameters. In contrast to the first series, a second parameter was changed additionally during forward calculation and treated as fit parameter during inverse modeling. X, Y, S were used subsequently as second variable. Their ranges were set to mean ± standard deviation at the locations of echo-sounding measurements: 0.4 to 3.2 mg · l . It can be seen that the simulated errors of the reflectance spectra now introduce significant errors of water depth. While S as second fit parameter leads to an overestimation of z B up to 11 m, X and Y cause an underestimation at all depths. With X or Y as fit parameter, the simulated z B errors are similar to those derived from the HySpex image with DLR1 calibration for z B between 1.5 and 11 m (red dashed line). From 11.5 to 14 m, the simulated errors are even higher than the observed ones. It can be concluded that the observed systematic errors of z B are primarily the result of error propagation between z B , X and Y , introduced by wavelength-dependent radiometric errors due to calibration errors.
V. CONCLUSION
A. Improvements of Calibration
Much effort was spent to refine the manufacturer calibration of a HySpex VNIR-1600 sensor. Table II provides an overview of the considered effects and summarizes the resulting improvements.
The spectral properties of the HySpex sensor are not constant across the FOV or across the spectral bands, hence introducing to a hyperspectral image differences of the center wavelengths of individual bands up to 0.7 nm in across track direction, and variable bandwidths ranging from 3.5 to 6.0 nm. These sensor properties are left uncorrected in the manufacturer calibration procedure, whereas DLR calibration makes the hyperspectral images spectrally consistent by applying resampling. Note that also the geometric sensor properties change across both the FOV and the spectral bands (see [2] for details). As these do not affect radiometric calibration, they are not discussed in this study.
Radiometric calibration has been improved compared with manufacturer calibration by considering additionally radiometric nonlinearity and stray-light effects, and using calibration sources with small and well-known uncertainties of absolute and relative radiance values. The measurable nonlinear effects of the HySpex VNIR-1600 instrument are related to the signal amplitude, but not to wavelength, integration time or radiance. They are caused by the detector readout circuit, and because the left and right detector halves are read out using separate circuits, the nonlinear effect is different for the left and right image half and introduces a clearly visible brightness step in dark images. DLR calibration corrects for this effect by using two signal-dependent empirical correction functions. It eliminates the brightness step which is present in images calibrated using the NEO software.
The key improvement of nonlinearity correction is to enable reliable stray-light measurements. The signal during the straylight characterization is on the order of a few DN, and for such low signals the nonlinear effects of DLR's HySpex VNIR-1600 sensor can exceed 15%. Stray-light measurements at the PLACOS facility of PTB have shown that the diffuse straylight level of the instrument is quite low and leads only in two spectral regions to significant errors of the radiometric response. In the first region, 416-500 nm, the low detector response for blue light in combination with high red and infrared radiance from the calibration light source is responsible for an overestimation of the response by up to 8% for the first channels. In the second region, 700-760 nm, a filter mounted on the detector introduces local stray light up to 5%. A stray-light tensor has been derived which is used to correct the radiometric laboratory measurements as well as the airborne measurements. A comparison of stray light corrected and uncorrected airborne data from deep and shallow waters has shown that the derived reflectance spectra can have significant wavelength-dependent differences up to 20%. It should be noted that calibration errors introduced by stray light cannot be corrected reliably using ground based validation measurements (vicarious calibration) because the error depends on the radiance spectrum.
Relative radiometric measurements were made using an integrating sphere with an inhomogeneity below ± 1.6% (peak to valley). Using these data, the marked stripes in the raw images vanish in the calibrated images, whereas the radiometric response provided by the sensor manufacturer NEO conserves some striping after calibration. Absolute radiometric calibration is based on DLR's RASTA, which is traceable to SI units with an expanded uncertainty below 2.7% (k = 2). In contrast, no uncertainties are given for the manufacturer calibration, thus prohibiting comparisons with data from other calibrated instruments. A comparison of DLR and NEO radiometric responses reveals differences between 4 and 6% over most of the spectral range, and up to 10% between 700 and 760 nm. Assuming similar uncertainties of NEO's and DLR's radiance sources, and excluding the effects caused by stray light and striping, the responses are basically consistent.
Summarizing, the commercial hyperspectral sensor HySpex VNIR-1600 is a well-working instrument with only small issues related to smile, nonlinearity and stray light, and the standard calibration provided by the manufacturer NEO is quite accurate. Nevertheless, it could be shown in this study that thorough laboratory measurements, together with improved sensor models, can improve the calibration. The most relevant effect for refined calibration is stray light. However, stray-light characterization was by far the most complex and time-consuming task. The development of the laboratory infrastructure and data analysis software was on the order of some person years, whereas the measurements themselves required approximately one week. Thus the question is legitimate whether applications benefit significantly from such calibration efforts which require a sophisticated calibration facility [10] . An answer is given for a shallow water application, i.e., determination of water depth.
The characterization procedures presented in this paper can be applied to many current hyperspectral instruments. The stray-light correction was already validated on nonimaging spectrometers [11] , [17] , and current imaging spectrometers are expected to behave and benefit similarly in this regard. One indication for this comes from atmospheric correction algorithms, which routinely fail to retrieve correct reflectances for very short wavelengths [30] , [31] . The remaining issue with the stray-light measurement scheme is that not all FPAs might be able to handle the short laser pulses of PLACOS, or the saturation levels required by the bracketing scheme. The measurements in such cases, however, could be carried out using spectrally tunable quasi-cw mode lasers with a pulseto-cw converter, like those available at the TULIP setup of PTB [32] . Note that independent validation of sensor characterization is always valuable to ascertain the correct function of the instrument. Furthermore, SI-traceability of hyperspectral sensor data calibration can only be achieved by characterization measurements performed on this level of detail.
B. Impacts on Water Depth
A HySpex image from a shallow water area of lake Starnberg was used to study the impact of different calibration procedures on the derived bathymetry map. An echo-sounding survey provided more than 4000 independent measurements of water depth for validation. Since optical bathymetry should not be feasible beyond Secchi depth [33] , and Secchi depth was 4.2 ± 0.5 m, no echo-sounding measurements were made at depths above 14 m. Surprisingly, the HySpex derived depths were highly correlated for the entire depth range of the echo-sounding data set, i.e., up to three times Secchi depth. Even at the upper limit of 14 m, the relative standard deviation is below 5%.
The relative standard deviation between HySpex derived depths and echo-sounding measurements, i.e., the statistical error, does not depend much on the calibration procedure. The depth ratios, representing systematic differences, are slightly different for NEO and DLR1 calibration, but change significantly for DLR2 calibration, i.e., after stray-light correction. The remaining systematic differences, reaching 20% for the depth range from 1 to 11 m, can be attributed to errors from atmosphere and sun glint correction, concentrations and optical properties of water constituents, bottom reflectance, georeferencing and echo-sounding data.
In order to separate the calibration errors from the other error sources, the water depths obtained from the HySpex images were compared for the NEO and DLR2 calibration procedures. The differences are between 2 and 7% at depths below 4 m, and nearly constant at 19% from 5 to 14 m. The comparison with the two DLR procedures unveils the radiance uncertainty of the calibration light source as the major error source below approximately Secchi depth, and stray light above. As shown by sensitivity analysis, only a small fraction of the error (typically 2%) is caused by the calibration error directly, whereas most of it is the indirect consequence of error propagation between the fit parameters. Due to this mechanism, even small calibration errors can lead to large errors of fit parameters, including water depth.
To answer to the question how much an application profits from extended calibration effort: the improvement was up to 19% in our case. Thus, calibration and model should be as accurate as possible since error propagation between fit parameters can amplify errors.
