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Abstract—An adaptive joint source-channel coding (JSCC)
scheme is presented for transmitting correlated sources over
discrete-memoryless two-way channels subject to distortion con-
straints. The proposed JSCC scheme makes use of the previously
transmitted and received channel signals as well as the sources’
correlation to facilitate coordination between terminals. It is
shown that the adaptive scheme strictly subsumes prior lossy
coding methods for two-way simultaneous transmission and
yields a new adaptive separate source-channel coding result. Two
examples are given to show the scheme’s advantages.
Index Terms—Network information theory, two-way channels,
lossy transmission, joint source-channel coding, adaptive coding.
I. INTRODUCTION
Shannon’s two-way channel (TWC) [1] enables full-duplex
data transfer between two terminals. Ideally, each terminal
causally generates its channel inputs by adapting them to
previously received signals. However, as the two terminals are
generally uncoordinated, the problem of how adaptive coding
can provide reliable communication is not fully understood.
The best-known results to date include Han’s coding method
[2] for discrete-memoryless TWCs (DM-TWCs) and the Q-
graph coding method for single-output DM-TWCs [3].
Beyond the channel coding problem, joint source-channel
coding (JSCC) has recently received increased attention. The
authors in [4] investigated an interactive lossy transmission
scheme for sending correlated sources over two independent
one-way channels. The two-way simultaneous transmission
counterpart of that problem was considered in [5]–[7] for gen-
eral DM-TWCs. The (non-adaptive) two-way hybrid coding
scheme of [7] subsumes all prior results in this setup, but it
does not use adaptive coding.
Using the adaptive channel coding idea of [2],1 we devise
an adaptive JSCC scheme for the two-way lossy simultaneous
transmission. Roughly speaking, we couple the two terminals’
encoding and transmission processes through a stationary
Markov chain. Although the terminals operate independently,
the adaptive encoding procedure driven by the Markov chain
ultimately coordinates their encoding operations, thus jointly
optimizing their transmissions. Our proposed adaptive JSCC
This work was supported in part by NSERC of Canada.
1We remark that the two-way source coding results of [8] and [9] can also
be used to design adaptive JSCC schemes, but the details are not covered here
due to length constraints.
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Fig. 1: The block diagram for the lossy transmission of
correlated source (Sk1 , S
k
2 ) via n uses of a DM-TWC.
scheme not only strictly generalizes the two-way hybrid coding
scheme of [7] (and hence all its special cases). It also yields a
new adaptive separate source-channel coding (SSCC) scheme
which consists of the concatenation of Wyner-Ziv (WZ) source
coding [10] and Han’s adaptive channel coding [2].
The rest of this paper is organized as follows. In Section II,
the system model and definitions are introduced. Our achiev-
ability result is presented in Section III; its proof is relegated
to the Appendix. Special cases and examples are given in
Section IV, and conclusions are drawn in Section V.
II. PRELIMINARIES
For any l ≥ 1, let Al , (A1, A2, . . . , Al) denote a length-l
sequence of random variables with common alphabet A. The
realization of Al will be denoted by al = (a1, a2, . . . , al) ∈
Al. In the paper, all alphabets are assumed to be finite.
As depicted in Fig. 1, two terminals exchange correlated
source messages Sk1 and S
k
2 via n channel uses subject to dis-
tortion constraints, where n, k ∈ Z+. The source pair (S
k
1 , S
k
2 )
is stationary and memoryless in time having the common
joint probability distribution PS1,S2 , i.e., PSk1 ,Sk2 (s
k
1 , s
k
2) =∏k
m=1 PS1,S2(s1,m, s2,m), where (s1,m, s2,m) ∈ S1×S2. For
j = 1, 2, the reconstruction sˆkj of a given source message s
k
j
is assessed by dj(s
k
j , sˆ
k
j ) , k
−1
∑k
m=1 dj(sj,m, sˆj,m), where
dj : Sj×Sˆj→R+ is a single-letter distortion measure. Let Xj,i
and Yj,i denote the channel input and output of terminal j at
time i, respectively. We consider a DM-TWC with transition
probability PY1,Y2|X1,X2 . A joint source-channel code in this
problem setup is defined as follows.
Definition 1. An (n, k) code for transmitting (Sk1 , S
k
2 ) over
a DM-TWC consists of two sequences of encoding functions
f1 , {f1,i}
n
i=1 and f2 , {f2,i}
n
i=1 such thatX1,1 = f1,1(S
k
1 ),
X2,1 = f2,1(S
k
2 ), X1,i = f1,i(S
k
1 , Y
i−1
1 ), and X2,i =
f2,i(S
k
2 , Y
i−1
2 ) for i = 2, 3, . . . , n, and two decoding functions
g1 and g2 such that Sˆ
k
2 = g1(S
k
1 , Y
n
1 ) and Sˆ
k
1 = g2(S
k
2 , Y
n
2 ).
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Fig. 2: An illustration of two-way coded channel.
The rate of the above joint source-channel code is given by
k/n (source symbols/channel use), and the associated expected
distortion is Dj(k) = E[dj(S
k
j , Sˆ
k
j )] for j = 1, 2, where the
expectation is taken with respect to the joint distribution
PSk1 ,Sk2 ,Xn1 ,Xn2 ,Y n1 ,Y n2 = PSk1 ,Sk2
(
n∏
i=1
PX1,i|Sk1 ,Y
i−1
1
)
(
n∏
i=1
PX2,i|Sk2 ,Y
i−1
2
)(
n∏
i=1
PY1,i,Y2,i|X1,i,X2,i
)
,
where PY1,iY2,i|X1,i,X2,i = PY1,Y2|X1,X2 for i = 1, . . . , n.
Definition 2. A distortion pair (D1, D2) is said to be achiev-
able at rate R over a DM-TWC if there exists a sequence of
(n, k) joint source-channel codes (where n is a function of k)
such that for limk→∞ k/n = R and lim supk→∞Dj(k) ≤ Dj
j = 1, 2. The achievable distortion region of a rate R two-way
lossy transmission system is defined as the convex closure of
the set of all achievable distortion pairs at rate R.
Prior achievability results for this problem mainly involve
non-adaptive JSCC coding, i.e., coding schemes where Xj,i =
fj,i(S
k
j ) for all i [5]–[7]. In some special cases, such schemes
are optimal. We now review the most general of these results,
which is derived from the hybrid coding scheme of [11]. As
PS1,S2 and PY1,Y2|X1,X2 are fixed and given by the problem
setup, we will not refer to them in the result statements.
Proposition 1 (Two-Way Hybrid Coding Scheme, [7]). A
distortion pair (D1, D2) is achievable for the rate-one (R = 1)
lossy transmission of correlated sources over a DM-TWC if
I(S1;U1|S2, U2) < I(U1;Y2|S2, U2), (1a)
I(S2;U2|S1, U1) < I(U2;Y1|S1, U1), (1b)
where PU1,U2|S1,S2 = PU1|S1PU2|S2 for some PU1|S1 and
PU2|S2 , and there exist encoding functions Xj = fj(Sj , Uj)
and decoding functions Sˆj′ = gj(Uj′ , Sj, Uj , Yj) such that
E[dj(Sj , Sˆj)] ≤ Dj for j, j
′ = 1, 2 with j 6= j′.
III. AN ADAPTIVE TWO-WAY LOSSY JSCC SCHEME
Inspired by Han’s work [2], we propose to integrate adaptive
hybrid coding in a Markovian transmission framework to ex-
ploit the advantages of both methods. Specifically, we modify
Han’s channel coding method [2] for the use of JSCC. Without
loss of generality, we only consider rate-one transmission
(n = k). In brief, instead of exchanging a single block of
memoryless source messages (Sn1 , S
n
2 ) via n channel uses,
we exchange B blocks of such source messages via n(B+1)
channel uses for some B ≥ 1. The extra n channel uses
can be viewed as added redundancy for data protection. We
next adopt the superposition Markov coding framework of
[2]: each block of source messages is encoded across two
consecutive transmission blocks and is decoded at the end of
the second block. However, within each transmission block,
an adaptive hybrid JSCC coding scheme, an extension of its
non-adaptive counterpart in [7], is employed. We point out
that the above modifications and the ensuing derivation of our
main achievability result (in Theorem 1) are intricate. We next
describe the key technical ingredients used in obtaining the
result (whose proof is sketched in the Appendix).
A. Two-Way Coded Channels
Consider an auxiliary coded channel built on the original
physical DM-TWC, as shown in Fig. 2. The coded channel has
inputs Sj , Uj, S˜j , U˜j and W˜j at terminal j = 1, 2. The inputs
(Sj , Uj) and (S˜j , U˜j) will be used to carry new and old source
information, respectively, where Uj (resp. U˜j) denotes the
coded version of Sj (resp. S˜j); the input W˜j represents the past
channel inputs and outputs at terminal j. The new channel also
involves two encoding functions Fj : Sj×Uj×S˜j×U˜j×W˜j →
Xj , which transform the inputs of the coded channel into the
inputs of the original DM-TWC. The outputs of the new chan-
nel are still Y1 and Y2. The joint probability distribution of the
channel inputs is given as PS1,S2,U1,U2,S˜1,S˜2,U˜1,U˜2,W˜1,W˜2 =
PS1,S2PU1|S1PU2|S2PS˜1,S˜2,U˜1,U˜2,W˜1,W˜1 . Here, the parameters
PU1|S1 , PU2|S2 , PS˜1,S˜2,U˜1,U˜2,W˜1,W˜1 , and Fj are part of our
JSCC code. The transition probability of the coded channel is
given in (2), where 1{·} denotes the indicator function. We
remark that W˜j in Fj enables adaptive coding for the channel
inputs while (S˜j , U˜j) are retained for superposition coding.
B. Markov Chain for the Coded Channel
Given a configuration {PU1|S1 , PU2|S2 , PS˜1,S˜2,U˜1,U˜2,W˜1,W˜2 ,
F1, F2} for the two-way coded channel, we next construct a
time-homogeneous discrete-time Markov chain for the over-
all system with state space: S1 × S2 × U1 × U2 × S˜1 ×
S˜2 × U˜1 × U˜2 × W˜1 × W˜2 × X1 × X2 × Y1 × Y2, where
S˜j , Sj , U˜j , Uj , and W˜j , Xj × Yj for j = 1, 2.
Let Z(t) , (S
(t)
1 , S
(t)
2 , U
(t)
1 , U
(t)
2 , S˜
(t)
1 , S˜
(t)
2 , U˜
(t)
1 , U˜
(t)
2 , W˜
(t)
1 ,
W˜
(t)
2 , X
(t)
1 , X
(t)
2 , Y
(t)
1 , Y
(t)
2 ) denote the state of the Markov
chain at time t, where S˜
(t)
j , S
(t−1)
j , U˜
(t)
j , U
(t−1)
j , W˜
(t)
j ,
(X
(t−1)
j , Y
(t−1)
j ), and (S˜
(1)
1 , S˜
(1)
2 , U˜
(1)
1 , U˜
(1)
2 , W˜
(1)
1 , W˜
(1)
2 ) is
PY1,Y2|S1,S2,U1,U2,S˜1,S˜2,U˜1,U˜1,W˜1,W˜2(y1, y2|s1, s2, u1, u2, s˜1, s˜2, u˜1, u˜1, w˜1, w˜2)
=
∑
x1,x2
1{x1 = F1(s1, u1, s˜1, u˜1, w˜1)}1{x2 = F2(s2, u2, s˜2, u˜2, w˜2)}PY1,Y2|X1,X2(y1, y2|x1, x2). (2)
PZ(t)|Z(t−1)(s1, s2, u1, u2, s˜1, s˜2, u˜1, u˜2, w˜1, w˜2, x1, x2, y1, y2|s
′
1, s
′
2, u
′
1, u
′
2, s˜
′
1, s˜
′
2, u˜
′
1, u˜
′
2, w˜
′
1, w˜
′
2, x
′
1, x
′
2, y
′
1, y
′
2)
= PS1,S2(s1, s2)PU1|S1(u1|s1)PU2|S2(u2|s2)1{s˜1 = s
′
1}1{s˜2 = s
′
2}1{u˜1 = u
′
1}1{u˜2 = u
′
2}1{w˜1 = (x
′
1, y
′
1)}
1{w˜2 = (x
′
2, y
′
2)}1{x1 = F1(s1, u1, s˜1, u˜1, w˜1)}1{x2 = F2(s2, u2, s˜2, u˜2, w˜2)}PY1,Y2|X1,X2(y1, y2|x1, x2). (3)
initialized according to PS˜1,S˜2,U˜1,U˜2,W˜1,W˜2 . Moreover, the
quadruple (S
(t)
1 , S
(t)
2 , U
(t)
1 , U
(t)
2 ) is generated according to
PS1,S2,U1,U2 = PS1,S2PU1|S1PU2|S2 independent of (S˜
(t)
1 ,
S˜
(t)
2 , U˜
(t)
1 , U˜
(t)
2 , W˜
(t)
1 , W˜
(t)
2 ). The physical channel inputs are
naturally produced as X
(t)
j = Fj(S
(t)
j , U
(t)
j , S˜
(t)
j , U˜
(t)
j , W˜
(t)
j )
and the corresponding channel outputs are Y
(t)
j , j = 1, 2.
Based on this construction, the transition kernel is obtained in
(3) for t ≥ 2. One can readily verify that the process {Z(t)} is
a first-order time-homogeneous Markov chain. Note that the
chain may not be stationary for a specific configuration.
C. Stationary Distribution under Distortion Constraints
To obtain an achievability result with time-independent
conditions, we only consider configurations that induce a sta-
tionary Markov chain. We remark that given any fixed PUj |Sj ’s
and Fj’s, one can always find a PS˜1,S˜2,U˜1,U˜2,W˜1,W˜2 that
induces a stationary Markov chain based on the simplified con-
dition P
S˜
(1)
1 ,S˜
(1)
2 ,U˜
(1)
1 ,U˜
(1)
2 ,W˜
(1)
1 ,W˜
(1)
2
(s˜1, s˜2, u˜1, u˜2, w˜1, w˜2) =
P
S˜
(2)
1 ,S˜
(2)
2 ,U˜
(2)
1 ,U˜
(2)
2 ,W˜
(2)
1 ,W˜
(2)
2
(s˜1, s˜2, u˜1, u˜2, w˜1, w˜2) for all s˜1,
s˜2, u˜1, u˜2, w˜1, and w˜2. Such a PS˜1,S˜2,U˜1,U˜2,W˜1,W˜1 is guaran-
teed to exist since the Markov chain has finite state space. For
the source reconstruction, we next associate the configuration
with the functionsGj : U˜j′×Sj×Uj×S˜j×U˜j×W˜j×Yj → Sˆj′
for j, j′ = 1, 2 with j 6= j′. As will be seen later (in the
Appendix) in our coding scheme, terminal j first decodes
U˜j′ and then reconstruct Sj′ via Gj . Let ΠZ(D1, D2) denote
the set of all configurations that induce a stationary chain
and satisfy the distortion constraints: E[dj(Sj , Sˆj)] ≤ Dj for
j = 1, 2. Note that ΠZ might be empty for some (D1, D2).
Based on the above setup,2 we are ready to present our main
result. Note that the associated coding scheme and proof sketch
are given in the Appendix. In Theorem 1 (and the special cases
in Section IV), one can convexify the achievable distortion
region via a standard time-sharing argument.
Theorem 1. A distortion pair (D1, D2) is achievable for the
rate-one lossy transmission of correlated sources over a DM-
TWC if there exists a configuration in ΠZ(D1, D2) such that
I(S˜1; U˜1) < I(U˜1;S2, U2, S˜2, U˜2, W˜2, X2, Y2), (4a)
I(S˜2; U˜2) < I(U˜2;S1, U1, S˜1, U˜1, W˜1, X1, Y1). (4b)
IV. FURTHER EXPLORATION OF THE JSCC SCHEME
This section illustrates two special cases of Theorem 1. Two
examples are also given to reveal the generality of the theorem.
A. Special Cases
1) Two-Way Hybrid Coding Scheme [7]: Choose (PUj |Sj ,
fj , gj), j = 1, 2, in Proposition 1 that attain the distortion pair
(D1, D2). In Theorem 1, we let Fj(sj , uj , s˜j , u˜j, w˜j) = fj(s˜j ,
u˜j) and Gj(u˜j′ , sj , uj, s˜j , u˜j, w˜j , yj) = gj(u˜j′ , s˜j , u˜j, yj). As
noted in the previous section, for any given (PUj |Sj , fj , gj),
j = 1, 2, there exists at least one stationary distribution
2 Our approach relies on the superposition coding idea of [12], which
facilitates the derivations of special cases from our main theorem. It is possible
to reduce the number of auxiliary random variables and/or simplify their joint
probability distribution using other coding methods such as [13].
for {Z(t)}. Furthermore, our construction of {Z(t)} ensures
that the marginal distribution PS˜1,S˜2,U˜1,U˜2,X1,X2,Y1,Y2 of each
stationary distribution is identical to the joint distribution
PS1,S2,U1,U2,X1,X2,Y1,Y2 specified in Proposition 1, thus sat-
isfying the same distortion constraint, i.e., the above con-
figuration is in ΠZ(D1, D2). Next, observing that W˜j is
independent of (S˜j′ , Sj , Uj, S˜j , U˜j , Xj, Yj) for j = 1, 2 and
using the fact that U˜j is independent of (Sj , Uj), we can
remove (Sj , Uj, W˜j) from (4) without changing the values
on the right-hand-side of (4). A simplification of (4) further
results in
I(S˜1; U˜1|S˜2, U˜2) < I(U˜1;Y2|S˜2, U˜2), (5a)
I(S˜2; U˜2|S˜1, U˜1) < I(U˜2;Y1|S˜1, U˜1). (5b)
Since the random variables in (5) have the same common
distribution as their counterparts in (1), the inequalities in (5)
are identical to those in (1) and so Proposition 1 is recovered.
2) The Concatenation of WZ Source Coding [10] and
Han’s Adaptive Channel Coding [2]: For j 6= j′, let
R
(j)
WZ(Dj) denote the WZ rate-distortion function of Sj with
auxiliary random variable Tj and decoding function hj′ :
Sj′ × Tj → Sj such that PSj ,Sj′ ,Tj = PSj ,Sj′PTj |Sj
and E[dj(Sj , hj′ (Sj′ , Tj)] ≤ Dj [10]. Furthermore, let
Vj and V˜j denote the auxiliary random variables used in
Han’s result [2] and let γj : Vj × V˜j × Wj → Xj
denote terminal j’s encoding function. Also, assume that
γj’s and PV1,V2,V˜1,V˜2,W˜1,W˜2 , PV1PV2PV˜1,V˜2,W˜1,W˜2 induce
a stationary Markov chain in Han’s coding scheme. For
j, j′ = 1, 2 with j 6= j′, we set Uj = (Tj, Vj) and
consider the following settings in Theorem 1: Fj(sj , uj, s˜j ,
u˜j, w˜j) = γj(vj , v˜j , w˜j) and Gj(u˜j′ , sj , uj , s˜j, u˜j , w˜j , yj) =
hj(s˜j , t˜j′), PUj |Sj = PTj |SjPVj , and PS˜1,S˜2,U˜1,U˜2,W˜1,W˜1 =
PS˜1,S˜2PT˜1|S˜1PT˜2|S˜2PV˜1,V˜2,W˜1,W˜2 . The configuration can be
shown to induce a stationary Markov chain {Z(t)} and sat-
isfy the distortion constraints E[dj(Sj , hj′(Sj′ , Tj)] ≤ Dj ,
j = 1, 2. Also, the inequalities in (4) can be further simplified
as in (6) below, i.e., the WZ source coding rates are smaller
than the channel coding rates of Han’s coding scheme. We
summarize this new SSCC result in the following corollary.
Corollary 1. A distortion pair (D1, D2) is achievable for the
rate-one lossy transmission of correlated sources over a DM-
TWC if
R
(1)
WZ(D1) < I(V˜1;X2, Y2, V˜2, W˜2), (6a)
R
(2)
WZ(D2) < I(V˜2;X1, Y1, V˜1, W˜1), (6b)
for some joint probability distribution PV˜1,V˜2,W˜1,W˜2,X1,X2 as
defined in [2, Section IV].
B. Examples
Examples 1 and 2 below show that Theorem 1 strictly
generalizes Proposition 1 and Corollary 1, respectively. In both
examples, the Hamming distortion is considered. We will need
the following specialized converse result in Example 1.
Lemma 1 (A special case of [6, Lemma 2]). Assume that the
non-adaptive encoder fj : S
n
j → X
n
j is used for j = 1, 2. If a
distortion pair (D1, D2) is achievable for the rate-one lossy
transmission of independent sources over a DM-TWC, then
R(1)(D1) ≤ I(X1;Y2|X2, Q),
R(2)(D2) ≤ I(X2;Y1|X1, Q),
for some PQ,X1,X2 = PQPX1|QPX2|Q, where R
(j)(Dj) de-
notes the standard rate-distortion function of Sj , j = 1, 2.
Example 1 (Sending Independent Binary Sources over
Dueck’s DM-TWC [14]). Let Ber(p) denote a Bernoulli ran-
dom variable with probability of success p ∈ [0, 1]. Consider
the independent sources S1 = Ber(0.89) and S2 = Ber(0.89)
so that H(S1) = H(S2) ≈ 0.5. We recall Dueck’s DM-TWC
[14], where Xj = (Xj,1, Xj,2),
3 Yj = (X1,1 · X2,1, Nj ⊕2
Xj′,2, Nj′) for j, j
′ = 1, 2 with j 6= j′, ⊕2 denotes the
modulo-2 addition, and N1 = Ber(0.5) and N2 = Ber(0.5)
are independent channel noises that are independent of all
channel inputs and sources. Han showed in [2] that the rate
pair (R˜C,1, R˜C,2) = (0.5, 0.5) is not achievable via Shannon’s
random coding scheme but can be achieved via his adaptive
channel coding scheme. Based on this fact and Lemma 1,
we conclude that the two-way hybrid coding scheme cannot
achieve the distortion pair (D1, D2) = (0, 0) (since it uses
non-adaptive encoders). By contrast, Corollary 1 shows that it
is achievable via our adaptive scheme as RWZ,j(0) = H(Sj) <
R˜C,j holds for j = 1, 2.
Example 2 (Sending Correlated Binary Sources over Bina-
ry-Multiplying TWCs [1]). Consider the binary multiplying
TWC given by Yj = X1 · X2 for j = 1, 2. The capacity
region of the channel is not known, but it is known that any
symmetric achievable channel coding rate pair is component-
wise upper bounded by (0.646, 0.646) [15]. Suppose that we
want to transmit binary correlated sources with joint proba-
bility distribution PS1,S2(0, 0) = 0 and PS1,S2(s1, s2) = 1/3
for (s1, s2) 6= (0, 0). The WZ coding theorem implies that the
minimum source coding rate pair is (H(S1|S2), H(S2|S1)) =
(0.667, 0.667). Clearly, (D1, D2) = (0, 0) is not achievable
by any SSCC scheme, including the adaptive coding scheme
of Corollary 1, because the data compression rate exceeds the
largest possible transmission rate for reliable communication.
However, the uncoded scheme: Xj = Sj for j = 1, 2 can be
easily shown to provide lossless transmission. As the adaptive
coding scheme of Corollary 1 and the uncoded scheme are
special cases of our scheme, the result of Theorem 1 strictly
subsumes the result of Corollary 1.
V. CONCLUSIONS
We generalized prior JSCC schemes for lossy two-way
simultaneous transmission. Our adaptive coding result not
only demonstrates a way to coordinate the two terminals’
transmission but also underscores the importance of preserving
source correlation. Although our scheme enlarges the achiev-
able distortion region, its potential use in practice needs further
study due to its high coding complexity. Directions to address
this issue include the study of adaptive coding based on the
SSCC structure and symbol-wise adaptive coding (as opposed
to block-wise adaptive coding).
3As Dueck’s DM-TWC has Xj = {0, 1}2 and Yj = {0, 1}3, we here use
(Xj,1, Xj,2) ∈ Xj to denote the two channel inputs of terminal j.
APPENDIX
PROOF OF THEOREM 1
Let T
(n)
ǫ denote the typical set with parameters n and ǫ as
defined in [16]; the domain of the sequences in T
(n)
ǫ should
be clear from the context and hence is omitted for the sake of
brevity. For j = 1, 2 and b = 1, 2, · · · , B, we define 2nR
(b)
j as
the size of terminal j’s codebook C
(b)
j , which is used to encode
the b-th block S
(b)
j of source messages. Choose ǫ > ǫ1 > 0.
If E is an event, we let E denote its complement.
Codebook Generation: Given a configuration in ΠZ(D1, D2),
generate two length-n sequences (s˜
(1)
1 , s˜
(1)
2 , u˜
(1)
1 , u˜
(1)
2 , w˜
(1)
1 ,
w˜
(1)
2 ) and (s
(B+1)
1 , s
(B+1)
2 ,u
(B+1)
1 ,u
(B+1)
2 ) to initialize and
terminate the (B + 1)-blocks encoding process with distribu-
tions
P
S˜
(1)
1 ,S˜
(1)
2 ,U˜
(1)
1 ,U˜
(1)
2 ,W˜
(1)
1 ,W˜
(1)
2
(s˜
(1)
1 , s˜
(1)
2 , u˜
(1)
1 , u˜
(1)
2 , w˜
(1)
1 , w˜
(1)
2 )
=
n∏
i=1
PS˜1,S˜2,U˜1,U˜2,W˜1,W˜2(s˜
(1)
1,i , s˜
(1)
2,i , u˜
(1)
1,i , u˜
(1)
2,i , w˜
(1)
1,i , w˜
(1)
2,i )
and
P
S
(B+1)
1 ,S
(B+1)
2 ,U
(B+1)
1 ,U
(B+1)
2
(s
(B+1)
1 , s
(B+1)
2 ,u
(B+1)
1 ,u
(B+1)
2 )
=
n∏
i=1
PS1,S2,U1,U2(s
(B+1)
1,i , s
(B+1)
2,i , u
(B+1)
1,i , u
(B+1)
2,i ).
Moreover, generate codebooks C
(b)
j , {U
(b)
j (m
(b)
j ) : m
(b)
j =
1, 2, . . . , 2nR
(b)
j } for b = 1, 2, . . . , B and j = 1, 2, where
U
(b)
j (m
(b)
j ) is a length-n sequence distributed according to
PUj (u
(b)
j (m
(b)
j )) =
∏n
i=1 PUj (u
(b)
j,i (m
(b)
j )) and U
(b)
j (m
(b)
j )’s
are independent of each other. The initialization and ter-
mination sequences and all codebooks are revealed to both
terminals. We note that due to the construction of the Markov
chain {Z(t)}, the codebook C
(b)
j is also used for U˜
(b+1)
j .
Encoding: For b = 1, 2, . . . , B and j = 1, 2, terminal j finds
m
(b)
j such that (s
(b)
j ,u(m
(b)
j )) ∈ T
(n)
ǫ1 . If there is more than
one such index, the encoder chooses one of them at random.
If there is no such index, it chooses an index at random from
{1, 2, . . . , 2nR
(b)
j }. The transmitter then sends x
(b)
j , where
x
(b)
j,i = Fj(s
(b)
j,i , u
(b)
j,i (m
(b)
j ), s˜
(b)
j,i , u˜
(b)
j,i , w˜
(b)
j,i ) for i = 1, 2, . . . , n,
s˜
(b)
j,i = s
(b−1)
j,i , u˜
(b)
j,i = u
(b−1)
j,i , and w˜
(b)
j,i = (x
(b−1)
j,i , y
(b−1)
j,i ). For
b = B + 1, x(B+1) is generated in the same way using the
termination sequence.
Decoding: For b=2, 3, . . . , B+1 and j, j′=1, 2 with j 6=j′, ter-
minal j finds an index mˆ
(b−1)
j′ such that (s
(b)
j ,u
(b)
j , s˜
(b)
j , u˜
(b)
j ,
u˜
(b)
j′ (mˆ
(b−1)
j′ ), w˜
(b)
j ,x
(b)
j ,y
(b)
j ) ∈ T
(n)
ǫ , where u˜
(b)
j′ (mˆ
(b−1)
j′ ) ∈
C
(b−1)
j′ . If there is more than one choice, the decoder chooses
one of them at random. If there is no such index, it chooses
one at random from {1, 2, . . . , 2
nR
(b)
j ′ }. The source messages
s
(b−1)
j′ is then reconstructed via s˜
(b−1)
j′,i = Gj(u˜
(b)
j′,i(mˆ
(b−1)
j′ ),
s
(b)
j,i , u
(b)
j,i , s˜
(b)
j,i , u˜
(b)
j,i , w˜
(b)
j,i , y
(b)
j,i ) for i = 1, 2, . . . , n.
Performance Analysis: Let M
(b)
j and Mˆ
(b)
j denote the random
encoded and decoded indices for S
(b)
j . We first define the
events E
(b)
1 , b = 1, 2, . . . , B + 1, in (7) for terminal 1. We
analogously define the events E
(b)
2 for terminal 2 (not shown
here) and consider the error event E = ∪B+1b=1 E
(b)
1 ∪ E
(b)
2 .
The expected distortion of terminal j’s source reconstruction
(averaged with respect to all codebooks, source messages,
channel inputs, and channel outputs) can be bounded by
1
B
B∑
b=1
E[dj(S
(b)
j , Sˆ
(b)
j )]
≤ Pr(E)dj,max +
1
B
B∑
b=1
Pr
(
E
)
E[dj(S
(b)
j , Sˆ
(b)
j )|E ] (8)
≤ Pr(E)dj,max +
1
B
B∑
b=1
(1 + ǫ)E[dj(S
(b)
j , Sˆ
(b)
j )] (9)
= Pr(E)dj,max + (1 + ǫ)E[dj(Sj , Sˆj)] (10)
≤ Pr(E)dj,max + (1 + ǫ)Dj , (11)
where (8) follows from E[dj(S
(b)
j , Sˆ
(b)
j )|E ] ≤ dj,max with
dj,max , maxsj ,sˆj dj(sj , sˆj), (9) is due to the typical average
lemma [16], (10) follows from the stationarity of the Markov
chain, and the last inequality holds by assumption.
If we can further show that Pr
(
E
)
→ 0 and the joint source-
channel coding rate goes to one as both n and B go to infinity,
then the distortion pair ((1 + ǫ)D1, (1 + ǫ)D2) is achievable.
Note that it suffices to show that Pr
(
E
(1)
j
)
→ 0 and Pr
(
E
(b)
j ∩
E
(b−1)
j
)
→ 0 for all j = 1, 2 and b = 2, 3, . . . , B + 1 since
E
(b)
j ⊆ E
(b−1)
j ∪ (E
(b)
j ∩ E
(b−1)
j ) ⊆ E
(1)
j ∪
(
b⋃
t=2
E
(t)
j ∩ E
(t−1)
j
)
,
where the second inclusion relationship is obtained by succes-
sive application of the first one (b− 1 times), and hence
Pr(E) ≤ (B + 1)
[
Pr
(
E
(1)
1
)
+ Pr
(
E
(1)
2
)
+
B+1∑
b=2
(
Pr
(
E
(b)
1 ∩ E
(b−1)
1
)
+ Pr
(
E
(b)
2 ∩ E
(b−1)
2
))]
.
Due to symmetry, we only analyze Pr
(
E
(1)
1
)
and Pr
(
E
(b)
1 ∩
E
(b−1)
1
)
for the reconstructions of S
(b)
1 below. For j = 1, 2 and
b = 1, 2, . . . , B + 1, we first define
F
(b)
j = {(S
(b)
j ,U
(b)
j (m
(b)
j )) /∈ T
(n)
ǫ1
for all m
(b)
j },
F
(b)
3 = {(S
(b)
1 ,S
(b)
2 ,U
(b)
1 (M
(b)
1 ),U
(b)
2 (M
(b)
2 ), S˜
(b)
1 , S˜
(b)
2 ,
U˜
(b)
1 (M
(b−1)
1 ), U˜
(b)
2 (M
(b−1)
2 ), W˜
(b)
1 , W˜
(b)
2 ,
X
(b)
1 ,X
(b)
2 ,Y
(b)
1 ,Y
(b)
2 ) /∈ T
(n)
ǫ },
F
(b)
4 = {∃ mˆ
(b−1)
1 6= M
(b−1)
1 s.t. (S
(b)
2 ,U
(b)
2 (M
(b)
2 ), S˜
(b)
2 ,
U˜
(b)
1 (mˆ
(b−1)
1 ), U˜
(b)
2 (M
(b−1)
2 ), W˜
(b)
2 ,X
(b)
2 ,Y
(b)
2 ) ∈ T
(n)
ǫ },
with the exceptions that F
(1)
3 , E
(1)
1 and F
(B+1)
3 , E
(B+1)
1
due to the initialization and termination phases of the encoding
process. Next, we use the following results to obtain (4a).
Claim 1: For b = 2, 3, . . . , B+1, the event F
(b)
3 ∩F
(b)
4 implies
that Mˆ
(b−1)
1 = M
(b−1)
1 .
Claim 2: E
(1)
1 ⊆ F
(1)
1 ∪ F
(1)
2 ∪ (F
(1)
1 ∩ F
(1)
2 ∩ E
(1)
1 )
Claim 3: E
(B+1)
1 ∩ E
(B)
1 ⊆ (F
(B+1)
3 ∩ E
(B)
1 ) ∪ F
(B+1)
4
Claim 4: The relationship: E
(b)
1 ∩E
(b−1)
1 ⊆ F
(b)
1 ∪F
(b)
2 ∪(F
(1)
1 ∩
F
(1)
2 ∩ F
(b)
3 ∩ E
(b−1)
1 ) ∪ F
(b)
4 holds for b = 2, 3, . . . , B.
Claim 5: If R
(1)
j > I(Sj ;Uj) + δ1(ǫ1) for j = 1, 2, then
limn→∞ Pr
(
E
(1)
j
)
= 0.
Claim 6: If R
(B)
1 < I(U˜1;S2, U2, S˜2, U˜2, W˜2, X2, Y2)− δ(ǫ),
then limn→∞ Pr
(
E
(B+1)
1 ∩ E
(B)
1
)
= 0.
Claim 7: For b = 2, 3, . . . , B, if R
(b)
j > I(Sj ;Uj)+δ1(ǫ1) for
j = 1, 2 and R
(b−1)
1 < I(U˜1;S2, U2, S˜2, U˜2, W˜2, X2, Y2) −
δ(ǫ), then limn→∞ Pr
(
E
(b)
1 ∩ E
(b−1)
1
)
= 0.
The non-negative quantities δ1(ǫ1) and δ(ǫ) above arise
from the standard typicality arguments and limǫ1→0 δ1(ǫ1) = 0
and limǫ→0 δ(ǫ) = 0. Claims 3 and 4 are derived using the fact
that E
(b)
1 ⊆ F
(b)
3 ∪ F
(b)
4 , which is a consequence of Claim 1.
Claims 5-7 are derived based on Claims 2-4, respectively.
More specifically, the union bound is applied to each inclusion
relationship (in Claims 2-4) to upper bound the probability of
the event on the left-hand-side. A thorough analysis next yields
the conditions in Claims 5-7, which ensure that all terms in the
upper bound asymptotically vanish. The proofs of Claims 5-7
invoke the covering lemma [16], the conditional typical lemma
[16], and [11, Lemma 1].
Swapping the role of terminals 1 and 2, we obtain the anal-
ogous results limn→∞ Pr
(
E
(1)
2
)
= 0 and limn→∞ Pr
(
E
(b)
2 ∩
E
(b−1)
2
)
= 0 for b = 2, 3, . . . , B + 1 provided that R
(b)
j >
I(Sj ;Uj) + δ1(ǫ1) for j = 1, 2 and b = 1, 2, . . . , B and
R
(b−1)
2 < I(U˜2;S1, U1, S˜1, U˜1, W˜1, X1, Y1) − δ(ǫ) for b =
2, 3, . . . , B + 1. Combining all conditions above then gives
the two inequalities in (4). To complete the proof, we first
increase B so that the JSCC rate B/(B + 1) is close to one.
Fixing this choice of B, we next make n sufficiently large to
ensure that all joint typicality requirements behind Claims 5-7
(and similar claims for terminal 2) are satisfied. As now we
have limn→∞ Pr(E)=0 (provided that all conditions hold) and
ǫ is arbitrary, the distortion pair (D1, D2) is achievable.
E
(1)
1 , {(S
(1)
1 ,S
(1)
2 ,U
(1)
1 (M
(1)
1 ),U
(1)
2 (M
(1)
2 ), s˜
(1)
1 , s˜
(1)
2 , u˜
(1)
1 , u˜
(1)
2 , w˜
(1)
1 , w˜
(1)
2 ,X
(b)
1 ,X
(b)
2 ,Y
(b)
1 ,Y
(b)
2 ) /∈ T
(n)
ǫ }. (7a)
E
(B+1)
1 , {(s
(B+1)
1 , s
(B+1)
2 ,u
(B+1)
1 ,u
(B+1)
2 , S˜
(B+1)
1 , S˜
(B+1)
2 , U˜
(B+1)
1 (Mˆ
(B)
1 ), U˜
(B+1)
2 (M
(B)
2 ), W˜
(B+1)
1 , W˜
(B+1)
2 ,
X
(B+1)
1 ,X
(B+1)
2 ,Y
(B+1)
1 ,Y
(B+1)
2 ) /∈ T
(n)
ǫ }. (7b)
E
(b)
1 , {(S
(b)
1 ,S
(b)
2 ,U
(b)
1 (M
(b)
1 ),U
(b)
2 (M
(b)
2 ), S˜
(b)
1 , S˜
(b)
2 , U˜
(b)
1 (Mˆ
(b−1)
1 ), U˜
(b)
2 (M
(b−1)
2 ),
W˜
(b)
1 , W˜
(b)
2 ,X
(b)
1 ,X
(b)
2 ,Y
(b)
1 ,Y
(b)
2 ) /∈ T
(n)
ǫ }, for b = 2, 3, . . . , B. (7c)
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