Systematic Design of Optimal Low-Thrust Transfers for the Three-Body
  Problem by Kulumani, Shankar & Lee, Taeyoung
AAS 15-757
SYSTEMATIC DESIGN OF OPTIMAL LOW-THRUST TRANSFERS
FOR THE THREE-BODY PROBLEM
Shankar Kulumani∗, Taeyoung Lee†
A computational approach is developed for the design of continuous low thrust
transfers in the planar circular restricted three-body problem. The transfer design
method of invariant manifolds is extended with the addition of continuous low
thrust propulsion. A reachable region is generated and it is used to determine
transfer opportunities, analogous to the intersection of invariant manifolds. The
reachable set is developed on a lower dimensional Poincare´ section and used to
design transfer trajectories. This is solved numerically as a discrete optimal control
problem using a variational integrator. This provides for a geometrically exact
and numerically efficient method for the motion in the three-body problem. A
numerical simulation is provided developing a transfer from a L1 periodic orbit in
the Earth-Moon system to a target orbit about the Moon.
INTRODUCTION
Designing spacecraft trajectories is a classic and ongoing topic of research. With the current
fiscal constraints there is an increased focus on technologies with a critical impact on mass. Optimal
expenditure of onboard propellant is critical to allowing a mission to continue for a longer period
of time or to enable the launch of a less massive spacecraft. Electric propulsion systems offer a
much greater specific impulse than chemical systems and are able to operate for extended periods
of time. However, these electric propulsion systems typically have much less thrust than their
chemical counterparts and therefore must operate over longer durations in order to impart the desired
momentum change. Recent developments in miniature electric propulsion offer the potential for new
research opportunities for small spacecraft.1 With reduced development intervals and decreased
launch costs, small satellites have gained increased attention as a cost effective means of scientific
and technologic development. The merger of small satellites with miniature electric propulsion
enables inexpensive and responsive missions requiring large changes in orbital energy or extended
mission lifespan. With the potential for more demanding missions, even greater importance is
placed on the mission design to ensure that optimal trajectories satisfy mission requirements. In
addition, non-Keplerian orbits and multi-body dynamics have been shown to allow for a much
greater range of potential missions at a reduced energy cost.2 Future space missions are increasing
in complexity and will require new classes of orbits that are not possible via the traditional conic
approach.3, 4 Optimally combining the dynamical structure of the three-body problem with low-
thrust propulsion systems is vital for future mission success.
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There has been extensive research focused on optimal control for spacecraft orbital transfers in
the three-body problem.5, 6 Typically, the optimal control problem is solved via direct methods,
which approximate the continuous problem as a parameter optimization problem. The state and/or
control trajectories are parameterized and solved in the form of a nonlinear optimization problem.
References 5 and 6 use this direct approach in designing low-thrust transfers in the three-body prob-
lem. Alternatively, indirect methods apply calculus of variations to derive the necessary conditions
for optimality. This yields a lower dimensioned problem than the direct approach and algebraic
conditions that, when satisfied, guarantee local optimality in contrast to direct methods which result
in sub-optimal solutions.
The application of optimal control methods for orbital trajectory design is nontrivial. The three-
body system dynamics are nonlinear and exhibit chaotic behaviors. Small changes in initial condi-
tions result in large variations of the resulting system trajectory. Therefore, any optimization routine
is highly sensitive to the initial guess. In addition, insight into the problem or intuition on the part
of the designer is often required to determine initial conditions that will converge which achieve
satisfactory results. Efficient numerical implementation is dependent on correct initial conditions as
well as accurate numerical integration.
Additionally, References 5 and 6 implement the solutions using conventional Runge-Kutta inte-
gration techniques. These techniques suffer from numerical instability and energy drift behaviors
which make them ill-suited for long-term propagation. These dissipative effects are even more detri-
mental with the addition of low-thrust propulsion to the dynamic equations of motion. Conventional
integration techniques fail to capture the physical laws and geometric properties of the dynamic sys-
tem. As a result, the long term effects of low-thrust on the spacecraft trajectory are not accurately
captured.
References 2 and 3 have illustrated the rich structure that exists in the three-body problem. Within
the three-body problem, a spacecraft’s feasible region of motion is constrained by its energy, or
Jacobi integral. It has been shown that there exist multi-dimensional tubes, or invariant manifolds,
of constant energy trajectories that span the state space. Associated with periodic solutions of the
three-body dynamics, these invariant manifolds allow for the spacecraft to traverse vast expanses of
the state space with zero energy change. However, the results presented are highly case specific and
difficult to generalize to arbitrary transfers. Also, these results are based on control-free trajectories
which rely on the underlying structure of the three-body system. In addition, transfer orbits along
an invariant manifold require a longer time of flight which may be undesirable for time critical
missions. The addition of low-thrust propulsion offers the potential of reduced transit times and the
ability to depart from the free motion trajectory to allow for increased transfer opportunities.
In order to address these issues, the authors propose an accurate and numerically stable method
for long-term optimal orbital transfers. This approach will avoid the instability and dissipative
effects of conventional integration schemes. In addition, the effects of low-thrust propulsion will
be directly included in the integration method to ensure that extended duration optimal trajectories
are computed correctly. This improved method will enable the derivation of a systematic method
of generating optimal transfer orbits between arbitrary states. Indirect optimal control, based on
the calculus of variations, will be implemented in order to generate optimal orbital transfers. This
will avoid the approximation issues inherent in the previous work, which utilized direct optimal
control methods. With this proposed method, the previous research on control-free trajectories will
be generalized with the addition of low-thrust propulsion systems.
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To achieve these objectives, computational geometric optimal control techniques are applied. The
dynamics of the three-body system are derived from the discrete Lagrangian, which approximates
the integral of the continuous time Lagrangian over a fixed discrete step. Application of the discrete
Euler-Lagrange equations, or the discrete Legendre transform, results in the discrete equations of
motion. This discrete update map, or variational integrator, shares the same geometric properties of
the continuous time system and exhibits much better energy behavior than the traditional integra-
tion methods, especially over long time periods. A discrete optimal control problem is formulated
from the discrete equations of motion. This approach, where explicit discretization occurs prior
to optimization, is in contrast to the typical method, where the equations of motion are implicitly
discretized during the optimization procedure. Formulating the problem in this manner results in
more stable and accurate optimal solutions. In indirect methods the optimal control problem is ex-
pressed as a two-point boundary value problem. Optimal solutions are generally sensitive to small
variations in the initial multipliers. As a result, the numerical stability of sensitivity derivatives is
critical to accuracy and computational performance. The use of geometric integrators, which do not
suffer the numerical dissipation of conventional integration methods, results in a more robust and
efficient solution.
A discrete optimal control problem is formulated to determine the reachability set on a Poincare´
section. Given an initial condition and fixed time horizon, the reachable set is the set of states
attainable, subject to the operational constraints of the spacecraft. Generation of this reachability
set allows for the extension of the previous control-free missions in the three-body problem. In
addition, the generation of the reachable set allows for a more systematic method of determining
initial conditions and eases the burden on the designer. The addition of low-thrust propulsion affords
the ability to enlarge the reachable set as compared to the control-free case. Maximization of the
reachability set, on an appropriately chosen Poincare´ section, allows for a greater space of potential
transfer trajectories. The use of the Poincare´ section allows for design on a lower dimensional space
and simplifies the design process. Once an intersection is determined on the Poincare´ section a
transfer is calculated.
In short, the authors present a systematic method of generating optimal transfer orbits in the
three-body problem. Previous results in the design of optimal transfers have relied on suboptimal
direct optimization methods and conventional integration techniques. This paper provides a discrete
optimal control formulation to generate the reachability set on a Poincare´ section. The use of a
geometric integrators ensures numerical stability for long-duration orbit transfers. A numerical
example is presented demonstrating a transfer trajectory from L1 to the vicinity of the Moon and
compared to the control-free design methodology.
SYSTEMMODEL
The system model is based on the planar circular restricted three body problem (PCRTBP). The
Earth is assumed to be the more massive primary,m1, while the Moon is the second, smaller primary
m2. The equations of motion are developed in a rotating reference frame which allows for much
greater insight into the structure of the dynamics. The xˆ axis is directed along the vector from the
Earth to the Moon. The yˆ axis lies in the orbital plane and is orthogonal to xˆ. The rotating reference
frame is centered at the system barycenter. It is assumed that the (xˆ, yˆ) rotates with a constant
angular velocity equal to the mean motion of the Moon. Following convention, the system is also
non-dimensionalized by the characteristic mass, length, and time.2 As a result, the system can be
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characterized by a single mass parameter µ,
µ =
m2
m1 +m2
. (1)
The larger primary, m1, is located at (−µ, 0) and the smaller m2 is located at (1− µ, 0). In the
rotating reference frame the Lagrangian is given by
L =
1
2
(
(x˙− y)2 + (y˙ + x)2
)
+
1− µ
r1
+
µ
r2
, (2)
where the distance r1 and r2 of the spacecraft to each primary is defined in rotating coordinates as
r1 =
√
(x+ µ)2 + y2 , (3)
r2 =
√
(x− 1 + µ)2 + y2 . (4)
Application of the Euler-Lagrange equations results in following equations of motion defined in the
rotating reference frame
x¨− 2y˙ + ∂
∂x
U = ux ,
y¨ + 2y˙ +
∂
∂y
U = uy , (5)
where the effective potential U is defined as
U =
1
2
(
x2 + y2
)
+
1− µ
r1
+
µ
r2
, (6)
and the control inputs are defined as ux and uy. The state is defined as x¯ =
[
r¯ v¯
]
with r¯ ∈
R2×1 and v¯ ∈ R2×1 representing the position and velocity with respect to the system barycenter,
respectively. The equations of motion may be rewritten in state space form as[
˙¯r
˙¯v
]
=
[
v¯
Av¯ +∇U + u¯(t)
]
= f (t, x, u) , (7)
where the matrix A and psuedo gravitational potential gradient∇U are
A =
 0 2 0−2 0 0
0 0 0
 , (8)
∇U =

x− (1−µ)(x+µ)
r31
− µ(x−1+µ)
r32
y − (1−µ)y
r31
− µy
r32
− (1−µ)z
r31
− µz
r32
 =
 UxUy
Uz
 . (9)
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Jacobi Integral
There exists a single integral, or constant of motion for the three-body problem.7, 8 This energy
constant is analogous to the total mechanical energy, however is a non-physical quantity arising
from the problem formulation.8 Also known as the Jacobi constant, it is defined as a function of the
position and velocity in the rotating frame and given by
E (r¯, v¯) =
1
2
(
x˙2 + y˙2
)− U (x, y) . (10)
Equation (10) divides the phase space into distinct regions based on the energy level of the space-
craft. Fixing the Jacobi integral to a constant defines zero velocity curves, which are the locus
of points where the kinetic energy, and hence velocity vanishes. As seen in Figure 1, the phase
space is divided into distinct realms based on the energy level. In the vicinity of m1 or m2 there
exists a potential well. As the energy level increases there are five critical points of the effective
potential Equation (6) where the slope is zero. Three collinear saddle points on the x axis and
two equilateral points. These equilibrium, or Lagrange points, are labeled Li, i = 1, . . . , 5 and are
shown in Figure 1. The Jacobi integral is a valuable invariant property of the three-body system that
allows for greater insight into the motion of the spacecraft.
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Figure 1: Contour Plot of Jacobi Integral
VARIATIONAL INTEGRATOR
Geometric numerical integration deals with numerical integration methods which preserve the
geometric properties of the flow of a differential equation, such as invaraint properties and symplec-
ticity. Variational integrators are constructed by discretizing Hamilton’s principle rather than the
continuous Euler-Lagrange equations.9 As a result, integrators developed in this manner have the
desirable properties that they are symplectic and momentum preserving. In addition, they exhibit
improved energy behavior over long integration periods. A short background on the variational
principle for mechanical systems is presented. A discrete approximation of the action integral is
presented and allows for construction of a variational integrator for the PCRTBP.
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Variational Principle
Consider a continuous mechanical system described by the Lagrangian, L(q, q˙), for the general-
ized position, q, and velocity, q˙. In the standard approach of variational mechanics the action integral
is formed by integrating the continuous Lagrangian along a path q(t) that the system follows from
time t = 0 to t = T .10 In the continuous time the action integral is defined as
S =
∫ T
0
L (q, q˙) dt . (11)
Hamilton’s principle states that the actual path followed by a holonomic system results in a sta-
tionary action integral with respect to path variations for fixed endpoints. Taking the variation
of Equation (11) gives
δS =
∫ T
0
∂L
∂q
δq +
∂L
∂q˙
δq˙ dt (12a)
=
∫ T
0
∂L
∂q
δq − d
dt
(
∂L
∂q˙
)
δq dt−
[
∂L
∂q˙
δq
]∣∣∣∣T
0
(12b)
=
∫ T
0
∂L
∂q
− d
dt
(
∂L
∂q˙
)
dt , (12c)
where we have used integration by parts and the conditions δq(0) = 0 and δq(T ) = 0. For Hamil-
ton’s principle to be valid for all admissible variations δq, the integrand of Equation (12) must be
zero for all t, giving the continuous Euler-Lagrange Equations.7
0 =
∂L
∂q
− d
dt
(
∂L
∂q˙
)
. (13)
Hamilton’s equations are derivable through the use of the Legendre transformation which is a map-
ping (q, q˙, t)→ (q, p, t) where pi is the generalized momenta.
pi =
∂L
∂q˙i
. (14)
In the continuous time case the Hamiltonian is defined as
H =
N∑
i=1
piq˙i − L (qi, q˙i, t) . (15)
Applying Equation (14) and taking the variation of Equation (15) allows us to derive the equations
of motion in Hamiltonian form
q˙i =
∂H
∂pi
, (16a)
p˙i = −∂H
∂qi
, (16b)
∂L
∂t
= −∂H
∂t
. (16c)
Both Equations (13) and (16) result in equations of motion for the mechanical system and are
equivalent via the Legendre transform. Equation (13) results in n second order differential equations
while Equation (16) results in 2n first order differential equations.
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Discrete Variational Mechanics
A discrete analogue of Hamilton’s principle and the action integral is formed. Rather than taking
a position, q, and velocity, q˙, consider two positions q0 and q1 and a fixed time step h ∈ R. The
two positions are points on the curve q(t) such that q0 ≈ q(0) and q1 ≈ q(h). A discrete time
Lagrangian Ld(q0, q1) is formed which approximates the action integral between q0 and q1 as
Ld (q0, q1) ≈
∫ h
0
L (q, q˙) dt . (17)
Since Equation (22) is calculated as a numerical integral, an appropriate quadrature rule is required.
There are multiple possible methods one can use to approximate the integral in Equation (22). An
appropriate approximation rule is determined based on the ease of implementation and accuracy
desired. Table 1 shows several possible approximation rules that are typically applied. The rectan-
Table 1: Selected Quadrature Rules
Rectangle Ld(q0, q1) = L(q0,
q1−q0
h )h
Midpoint Ld(q0, q1) = L(
q0+q1
2 ,
q1−q0
h )h
Trapezoidal Ld(q0, q1) = 12
[
L(q0,
q1−q0
h ) + L(q1,
q1−q0
h )
]
h
gle rule is a first order accurate method and offers a straightforward implementation. The midpoint
and trapezoidal rules are both second order accurate methods. However, the midpoint rule results
in an implicit form which adds further complexity to the equations of motion. In this work, the
trapezoidal approximation is applied to the PCRTBP.
Once an appropriate discrete Lagrangian is formed a discrete action sum is formed as the discrete
analogue of Equation (11)
Sd =
N−1∑
k=0
Ld(qk, qk+1) . (18)
Once again a discrete version of Hamilton’s principle is applied to Equation (18). Applying sum-
mation by parts yields
δSd =
N−1∑
k=0
∂Ld(qk, qk+1)
∂qk
δqk +
∂Ld(qk, qk+1)
∂qk+1
δqk+1 (19a)
=
N−1∑
k=1
[
∂Ld(qk, qk+1)
∂qk
+
∂Ld(qk−1, qk)
∂qk+1
]
δqk . (19b)
For the discrete action sum to be stationary with respect to all admissible path variations, with fixed
endpoints, the discrete Euler-Lagrange equations must be satisfied for k = 1, · · · , N − 1 resulting
in
0 =
∂Ld(qk, qk+1)
∂qk
+
∂Ld(qk−1, qk)
∂qk+1
. (20)
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A discrete version of the Legendre transformation, referred to as a discrete fiber derivative, results
in the equivalent Hamiltonian form expression. The discrete fiber derivative is given as
pk =
∂Ld(qk−1, qk)
∂qk+1
= −∂Ld(qk, qk+1)
∂qk
, (21a)
pk+1 =
∂Ld(qk, qk+1)
∂qk+1
. (21b)
This yields a discrete Hamiltonian map (qk, pk)→ (qk+1, pk+1). A more extensive development of
variational integrators can be found in Reference 9.
Discrete Equations of Motion
The discrete equations of motion for the PCRTBP are derived by choosing an appropriate quadra-
ture rule to discretize the Lagrangian in Equation (2). In this work, the trapezoidal approximation is
applied. The trapezoid rule allows for an explicit second order accurate approximation. The discrete
Lagrangian is given by
Ld =
h
2
(
1
2
[(
xk+1 − xk
h
− yk
)2
+
(
yk+1 − yk
h
+ xk
)2]
+
1− µ
r1k
+
µ
r2k
+
1
2
[(
xk+1 − xk
h
− yk+1
)2
+
(
yk+1 − yk
h
+ xk+1
)2]
+
1− µ
r1k+1
+
µ
r2k+1
)
. (22)
Applying a discrete version of the Lagrange-d’Alembert principle allows for inclusion of an external
control force on the system.9 Using Equations (21) and (22) and some manipulation, the equations
of motion are given by
xk+1 =
1
1 + h2
[
hx˙k + h
2y˙k + xk
(
1 +
3h2
2
)
+
h3
2
yk − h
3
2
Uyk −
h2
2
Uxk
]
, (23a)
yk+1 = hy˙k + hxk − hxk+1 + yk + h
2yk
2
− h
2
2
Uyk , (23b)
x˙k+1 = x˙k − 2yk + 2yk+1 + h
2
(xk+1 + xk)− h
2
Uxk+1 −
h
2
Uxk + hux , (23c)
y˙k+1 = y˙k + 2xk − 2xk+1 + h
2
(yk+1 + yk)− h
2
Uyk+1 −
h
2
Uyk + huy . (23d)
The discrete equations of motion are given in the Lagrangian form after applying the discrete fiber
derivative from Equation (21) as pxk = x˙k − yk and pyk = y˙k + xk. The state is defined as
x¯k =
[
xk yk x˙k y˙k
]T and the control input is u¯ = [ux uy]T . The discrete potential gradients
are given by
Uxk =
(1− µ) (xk + µ)
r31k
+
µ (xk − 1 + µ)
r32k
, (24a)
Uyk =
(1− µ) yk
r32k
+
µyk
r32k
, (24b)
Uxk+1 =
(1− µ) (xk+1 + µ)
r31k+1
+
µ (xk+1 − 1 + µ)
r32k+1
, (24c)
Uyk+1 =
(1− µ) yk+1
r31k+1
+
µyk+1
r32k+1
. (24d)
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Figure 2: Integrator Comparison
The distances to each primary are defined as
r1k =
√
(xk + µ)
2 + y2k , (25a)
r2k =
√
(xk − 1 + µ)2 + y2k , (25b)
r1k+1 =
√
(xk+1 + µ)
2 + y2k+1 , (25c)
r2k+1 =
√
(xk+1 − 1 + µ)2 + y2k+1 . (25d)
Care must be taken during the implementation of Equation (23). As Equations (24) and (25) are
defined at both step k and k + 1 they must be evaluated at both time steps. Equation (23) is imple-
mented by first defining an initial state x¯k and control u¯k. The distances and gravitational potential
at step k are evaluated from Equations (24a), (24b), (25a) and (25b). The discrete update steps
in Equations (23a) and (23b) are evaluated to generate xk+1 and yk+1. Next, the distances and grav-
itational potential at step k + 1 are evaluated from Equations (24c), (24d), (25c) and (25d). Finally,
the update steps in Equations (23c) and (23d) are evaluated. This results in the complete discrete
update map x¯k → x¯k+1 given u¯k.
A simulation comparing the variational integrator to a conventional Runge-Kutta method is given
in Figure 2. A particle is simulated from an initial condition of x¯0 =
[
0.75 0 0 0.2883
]T for
tf = 200 ≈ 15 years in the Earth-Moon system. The variational integrator uses a step size of
47.22 s while the Runge-Kutta method uses a variable step size implemented via ODE45 in Matlab.
Figure 2a shows the trajectory of the spacecraft in the rotating reference frame for both integration
schemes. Both integration schemes result in trajectories that are initially nearly identical. The
discrete equations of motion are an accurate approximation for the continuous dynamics as they
closely match the solution of ODE45 over the initial portion of the simulation. However, as time
progresses the trajectories begin to diverge due to the differences in system energy. Figure 2c shows
the evolution of the Jacobi integral. The variational integrator exhibits a bounded behavior about
the initial energy with a mean variation of 4.2522× 10−20. However, the conventional Runge-Kutta
method demonstrates a clear energy drift of 4.2814× 10−8. Over long simulation horizons or with
the addition of small control inputs this poor energy behavior limits the applicability of conventional
techniques.
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Figure 3: Invariant Manifolds for Planar Earth-Moon three-body system
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Figure 4: Poincare´ Sections for Planar Earth-Moon three-body system
INVARIANT MANIFOLDS
There exists a rich structure of tubes, or invariant manifolds, in the three-body problem.2, 11 The
manifold structure associated with periodic orbits about the L1 and L2 Lagrange points are critical
to the understanding of the motion of spacecraft as well as comets/asteroids. In addition, the stable
and unstable manifolds serve as the boundaries of the phase space region that allow for the trans-
port between realms in a single three-body system or between multiple three-body systems. These
invariant manifolds only exist as a result of the dynamic formulation of the three-body problem in a
rotating reference frame. In this way, it is possible to design trajectories that intersect the invariant
manifolds and connect widely separated regions of the state space. Figure 3 shows some of the
tubes, projected from the phase space onto the configuration space, associated with L1 and L2 peri-
odic orbits in the Earth-Moon system. This technique has been heavily investigated in Reference 2,
applied to operational missions in Reference 12, and applied to potential multi-moon orbiter mis-
sions in Reference 13. In addition, much recent work has focused on potential return missions to
the Moon.14, 15, 5, 16, 17
Another useful technique in the analysis of the free motion of dynamical systems is that of the
Poincare´ section. The Poincare´ section is the intersection of a periodic orbit of a dynamical system
with a lower dimensional sub-space transverse to the flow. This allows for greater insight into the
stability and dynamics of periodic solutions of dynamic system. Points are drawn as the periodic
solution intersects the Poincare´ section. Great insight and structure into the dynamical system is
typically available through use of Poincare´ section. For example, Figure 4 shows the intersections
of the invariant manifolds of Figure 3 with the Poincare´ sections defined by the black line segments.
The Poincare´ section and the Jacobi integral reduce the state space from four to two dimensions
for the planar three-body problem.18 This greatly eases the design process and allows for a simple
planar visualization of the intersection of the invariant manifolds. Intersecting states are easy to
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determine and allow for transfers between invariant manifolds.
The intersection of the invariant manifolds on a Poincare´ section is central to determining the
desired control-free trajectory. However, the results previously developed are highly case specific
and difficult to generalize to arbitrary transfers. Also, these results are based on control-free trajec-
tories which rely on the underlying structure of the three-body system. In addition, transfer orbits
along an invariant manifold require large time of flights which may be undesirable for time critical
missions. The addition of low-thrust propulsion offers the potential of reduced transit times and the
ability to depart from the free motion trajectory to allow for increased transfer opportunities. In this
work, an optimal control problem is formulated to generate a reachable set of the spacecraft. The
reachable set is computed on an appropriate Poincare´ section and is used to design an appropriate
transfer trajectory.
OPTIMAL CONTROL FORMULATION FOR REACHABILITY SET
In this section, an optimal control formulation is presented to determine and design transfers
within the three-body problem. The application of variational integrators to optimal control prob-
lems is referred to as computational geometric optimal control. This formulation is based on the
concept of the reachability set on a Poincare´ section. This method allows for one to easily determine
potential transfer opportunities by finding set intersections on a lower dimensional space and greatly
reduces the design process. The addition of continuous low thrust propulsion extends the control
free design process presented in Reference 2 and allows for a greater range of potential transfers
with a reduced time of flight.
Reachability theory provides a framework to evaluate control capability and safety. The reach-
able set contains all possible trajectories that are achievable over a fixed time horizon from a de-
fined initial condition, subject to the operational constraints of the system. Reachability theory has
been applied to aerospace systems such as collision avoidance, safety planning, and performance
characterization. The theory formally supporting reachability has been extensively developed and is
directly derivable from optimal control theory.19, 20, 21 Computation of the reachable set for a system
involves solving the Hamilton-Jacobi partial differential equation or satisfying a dynamic program-
ming principle. Analytical computation of reachable sets is an ongoing problem and is only possible
for certain classes of systems. Typically, numerical methods are used to generate approximations of
the reachability set, but are generally limited by the dimensionality of the problem.
Reachability theory has recently been applied to space systems.22, 23 Computation of reachable
sets is critical to space situational awareness, rendezvous and proximity operations, and orbit deter-
mination operations. Specifically maintaining accurate estimates of a spacecraft state over extended
periods is not trivial. The challenge is increased for multiple spacecraft operating in close proximity
or when there are long periods of time between measurements. Coupling the ability for continuous
low-thrust propulsion between measurements increases the measurement association complexity.
Computing the reachability set given estimated states and control authorities allows one to bet-
ter correlate subsequent measurements or determine sensor pointing regions in the event of a lost
spacecraft.
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The cost function is defined as
J = −1
2
(x¯(N)− x¯n(N))T

1 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0
 (x¯(N)− x¯n(N)) . (26)
The term x¯n(N) is the final state of a control-free trajectory while the term x¯(N) is the final state
under the influence of the control input. In this fashion, the aim is to maximize the distance of the
final state from that of the control-free trajectory. A chosen Poincare´ section is defined through the
use of appropriate terminal constraints given by
m1 = 0 =
y(N)− L1y
x(N)− L1x − tanαd , (27a)
m2 = 0 =
x˙(N)− x˙n(N)
x(N)− xn(N) − tan θd , (27b)
0 ≥ u¯T u¯− u2max , (27c)
where the angles αd and θd define the Poincare´ section and a specific direction upon the section,
respectively. The goal is to determine the control input u¯k such that the cost function Equation (26)
is minimized subject to the state equations of motion Equation (23) and constraints Equation (27).
Application of the Euler-Lagrange equations allows us to derive the necessary conditions for opti-
mality.24 The discrete variational integrator in Equation (23) is used rather than the continuous time
counterpart. This results in a discrete optimal control problem and the discrete necessary conditions
are given as
λTk+1 = λ
T
k
∂fk
∂x¯k
−1
, (28a)
0 =
∂Hk
∂u¯k
, (28b)
0 =
∂φ
∂x¯k
T
+
∂m
∂x¯k
T
β − λT (N) , (28c)
where the Hamiltonian H is defined as
Hk = λ
T
k f(x¯k, u¯k) , (29)
and λ ∈ R4×1 is the costate and β ∈ R2×1 are the additional Lagrange multipliers associated with
the terminal constraints in Equation (27). This indirect optimal control formulation leads to a two
point boundary value problem with split boundary conditions. By sweeping the angle θd one can
approximate the reachable set on the Poincare´ section subject to the bounded control input.
The costate equation of motion requires the Jacobian of Equation (23) and is given by
λTk+1 = λ
T
k

f1x f1y f1x˙ f1y˙
f2x f2y f2x˙ f2y˙
f3x f3y f3x˙ f3y˙
f4x f4y f4x˙ f4y˙

−1
. (30)
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The derivation of Equation (30) is given in Appendix A. In addition, the computation of Equa-
tion (30) requires inversion of the Jacobian matrix. This is a computationally expensive operation
that is prone to numerical error and instability. A method is presented in Appendix B to avoid this
inversion and determine an explicit update map λk → λk+1.
The optimal control formulation presented in this section results in a two point boundary value
problem (TPBVP). There exist many methods to solve TPBVPs such as gradient, quasilinearization,
and shooting methods.24 In this work, a multiple shooting method is implemented. Shooting meth-
ods are common in astrodynamic trajectory design problems and relatively simple to implement. In
the shooting method, initial conditions are varied such that a terminal constraint is satisfied, simi-
lar to the way an archer modifies the bow in order to more accurately strike a target. Rather than
numerical integration over the entire time interval, multiple shooting segments the interval into sev-
eral smaller sub-arcs. Additional interior constraints are used to ensure a continuous solution. This
has the benefit of decreasing the numerical sensitivity of the final states to changes in the initial
conditions along each sub-arc.
NUMERICAL EXAMPLE
A numerical simulation is presented to demonstrate the transfer procedure. The goal is to design
a transfer trajectory from a planar periodic orbit about the L1 Lagrange point to a bounded orbit
in the vicinity of the Moon. The target region is created by choosing an initial condition of x0 =[
1.05 0 0 0.35
]
with µ = 0.0125. The initial state is propagated over a period of t = 20
in non-dimensional units which corresponds to approximately 1.5 years. Figure 5 shows that the
0.75 0.8 0.85 0.9 0.95 1 1.05 1.1 1.15 1.2
−0.2
−0.15
−0.1
−0.05
0
0.05
0.1
0.15
0.2
Tra jectory (µ =0.0125)
X(nondim)
Y
(n
o
n
d
im
)
L1 L2m2
Figure 5: Target Orbit Region
desired trajectories remain in the vicinity of the Moon in the rotating reference frame. This type of
orbit would be useful for a variety of mission scenarios. For example, a series of communication
satellites could be placed in this type of orbit. The bounded trajectories of the vehicles and constant
line of sight to both the Moon and the Earth would allow for constant communication for future
manned missions and potential habitats.
As a baseline, the method introduced in Reference 2 is implemented. The method is based on
the invariant manifolds associated with the periodic orbits of the three body system. These invariant
manifolds are a set of trajectories that either asymptotically arrive or depart the periodic orbit. Link-
ing the invariant manifolds of several periodic orbits, or coupled three body systems, has been used
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to generate orbital transfers. Figure 6b shows the unstable invariant manifold associated with the
L1 periodic orbit. The invariant manifolds are globalized using the eigenvectors of the Monodromy
matrix along the periodic orbit. The eigenvectors serve as a local approximation of the stable and
unstable directions. Perturbations along these directions serve to approximate the invariant mani-
folds.
The unstable invariant manifold is numerically propagated to the same Poincare´ section defined
on the xˆ axis. The intersection of the invariant manifold and the Poincare´ section is denoted by
the green markers in Figure 6c. Only a single branch of the invariant manifold intersects with the
ascending region of the target orbit. There are no intersections of the invariant manifold with the
descending region of the target orbit. The numerical values associated with the green points denote
the required time of flight along the invariant manifold in non-dimensional units. A transfer along
the invariant manifold requires on average tf ≈ 3.1 as compared to tf ≈ 1.4 for a transfer using
low thrust propulsion and the reachable set. Finally, it should be noted that an additional maneuver
would be required for a transfer using the invariant manifold. The intersection on the Poincare´
section only shows that the x and x˙ components intersect. An additional instantaneous ∆V would
be required to transfer from the invariant manifold to the target.
A periodic orbit is generated about the L1 Lagrange point. A Poincare´ section is chosen to allow
for design on a lower dimensional subspace. The section is defined along the xˆ axis, or defined with
α = 0◦ and intersects both the initial and target orbits. From the periodic orbit, a series of optimal
trajectories are generated to approximate the reachable set. The trajectories are generated from a
fixed initial state of x0 =
[
0.8156 0 0 0.1922
]
over a fixed time span of tf = 1.4. By varying
the angle θd in Equation (27), a different direction along the Poincare´ section is maximized. The
intersection of the optimal trajectories as well as those of the target Moon orbit with the Poincare´
section are shown in Figure 6. The optimal trajectories, under the influence of the control input u¯,
are shown in Figure 6a. Initially, the spacecraft is assumed to lie on the periodic orbit. As a result,
the intersection of this periodic orbit with the Poincare´ section are two points corresponding to the
two crossing of the orbit. The use of the continuous low thrust propulsion expands the reachable set
to region bounded by the red markers in Figure 6c. The reachable set is an ellipsoidal region with a
major axis aligned along θ ≈ 70◦.
The blue points in Figure 6c are the intersections of the target Moon orbit and the Poincare´
section. The two circular regions are the ascending (right) and descending (left) intersections of the
target orbit and Poincare´ section. Figure 6c shows that the reachable set and those of the descending
target region intersect. As both regions are discretely approximated a linear interpolation is used to
determine the exact intersection state on the Poincare´ section. This intersection generates a partial
target state of xt and x˙t. Using Equation (10) and the intersection state the final component y˙ is
calculated. This results in a complete target state x¯t which lies on the reachable set and on the target
orbit. A final optimal trajectory is generated such that the x¯(N) = x¯t. This transfer trajectory is
denoted by the green path in Figure 6a.
CONCLUSIONS
In this paper, an optimal transfer process which combines concepts of reachability and Poincare´
section is used to generate transfer between planar periodic orbits in the three-body problem. The
Poincare´ section allows for trajectory design on a lower dimensional phase space and simplifies the
process. The indirect optimal control formulation enables straightforward method of incorporating
additional path and control constraints. However, the use of optimal control techniques leads to
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open loop trajectories that are not robust to model uncertainties or disturbances. Lyapunov control
theory, which has previously been applied to the two-body problem, is being investigated in the
hope of designing closed loop control schemes for this three-body scenario.25 This analysis has
also assumed perfect attitude control and the ability to orient thrust in any direction. The addition
of attitude dynamics and realistic pointing constraints would significantly improve the applicability.
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APPENDIX A: COSTATE EQUATIONS OF MOTION
The development of the costate equations of motions begins with determining the second order
partial derivatives of the gravitational potential. Due to the symmetry of partial derivatives only
three terms are required and are given by
Uxxk = (1− µ)
[
1
r31k
− 3 (xk + µ)
2
r51k
]
+ µ
[
1
r32k
− 3 (xk − 1 + µ)
2
r52k
]
, (31)
Uyyk = (1− µ)
[
1
r31k
− 3y
2
k
r51k
]
+ µ
[
1
r32k
− 3y
2
k
r52k
]
, (32)
Uxyk = Uyxk =
−3 (1− µ) (xk + µ) yk
r31k
− 3µyk (xk − 1 + µ)
r52k
. (33)
The gradient of Equation (23a) is given as
f1x =
1
1 + h2
[
h2 + 1 +
h2
2
− h
3
2
Uyxk −
h2
2
Uxxk
]
, (34a)
f1y =
1
1 + h2
[
h3
2
− h
3
2
Uyyk −
h2
2
Uxyk
]
, (34b)
f1x˙ =
h
1 + h2
, (34c)
f1y˙ =
h2
1 + h2
. (34d)
The gradient of Equation (23b) is given as
f2x = h− hf1x −
h2
2
Uyxk , (35a)
f2y = −hf1y + 1 +
h2
2
− h
2
2
Uyyk , (35b)
f2x˙ = −hf1x˙ , (35c)
f2y˙ = h− hf1y˙ . (35d)
The gradients of Equations (25c) and (25d) are given as
∂r1k+1
∂x¯
=
(
(xk+1 + µ)
2 + y2k+1
)− 1
2
[(xk+1 + µ) f1x¯ + yk+1f2x¯ ] , (36a)
∂r2k+1
∂x¯
=
(
(xk+1 − 1 + µ)2 + y2k+1
)− 1
2
[(xk+1 − 1 + µ) f1x¯ + yk+1f2x¯ ] . (36b)
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The second order partial derivatives of the gravitational potential at k + 1 are given as
∂Uxxk+1
∂x¯
= (1− µ)
[
1
r31k+1
f1x¯ −
3 (xk+1 +mu)
r41k+1
∂r1k+1
∂x¯
]
+ µ
[
1
r32k+1
f1x¯ −
−3 (xk+1 − 1 + µ)
r42k+1
∂r2k+1
∂x¯
]
,
(37a)
∂Uyxk+1
∂x¯
= (1− µ)
[
1
r31k+1
f2x¯ −
3yk+1
r41k+1
∂r1k+1
∂x¯
]
+ µ
[
1
r32k+1
f2x¯ −
−3yk+1
r42k+1
∂r2k+1
∂x¯
]
. (37b)
The gradient of Equations (23c) and (23d) are given as
f3x = 2f2x +
h
2
(f1x + 1)−
h
2
Uxxk+1 −
h
2
Uxxk , (38a)
f3y = −2 + 2f2y +
h
2
f1y −
h
2
Uxyk+1 −
h
2
Uxyk , (38b)
f3x˙ = 1 + 2f2x˙ +
h
2
f1x˙ −
h
2
Uxx˙k+1 , (38c)
f3y˙ = 2f2y˙ , (38d)
f4x = 2− 2f1x +
h
2
f2x −
h
2
Uyxk+1 −
h
2
Uyxk , (39a)
f4y = −2f1y −
h
2
(
f2y + 1
)− h
2
Uyyk+1 −
h
2
Uyyk , (39b)
f4x˙ = −2f1x˙ +
h
2
f2x˙ −
h
2
Uyx˙k+1 , (39c)
f4y˙ = 1− 2f1y˙ +
h
2
f2y˙ −
h
2
Uyy˙k+1 . (39d)
These gradient equations are in a cascade type structure. Equations (38) and (39) are functions
of Equations (23c) and (23d). As a result, the accuracy of the Jacobian will tend to decrease as the
first order approximation errors accumulate.
APPENDIX B: GAUSS JORDAN ELIMINATION
The costate equations of motion are given by Equation (30) and repeated here as

f1x f2x f3x f4x
f1y f2y f3y f4y
f1x˙ f2x˙ f3x˙ f4x˙
f1y˙ f2y˙ f3y˙ f4y˙


λxk+1
λyk+1
λx˙k+1
λy˙k+1
 =

λxk
λyk
λx˙k
λx˙k
 . (40)
To determine the discrete update map λk → λk+1 the inverse of the Jacobian matrix is required. In
order to avoid the need of an explicit inversion a Gauss Jordan method is implemented. To begin,
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several terms are defined which are required to carry out the row operations and are defined as
a = −f1y
f1x
, (41a)
b = −f1x˙
f1x
, (41b)
c = −f1y˙
f1x
, (41c)
e = − f2x˙ + bf2x
f2y + af2x
, (41d)
f = − f2y˙ + cf2x
f2y + af2x
, (41e)
g = −f3y˙ + cf3x + f
(
f3y + af3x
)
f3x˙ + bf3x + e
(
f3y + af3x
) . (41f)
Equation (40) is transformed to row echelon form using elementary row operations and is defined
as

α11 α12 α13 α14
0 α22 α23 α24
0 0 α33 α34
0 0 0 α44


λxk+1
λyk+1
λx˙k+1
λy˙k+1
 =

β1
β2
β3
β4
 , (42)
where the terms αij and βi are defined as follows
α11 = f1x , (43a)
α12 = f2x , (43b)
α13 = f3x , (43c)
α14 = f4x , (43d)
α22 = f2y + af2x , (43e)
α23 = f3y + af3x , (43f)
α24 = f4y + af4x , (43g)
α33 = f3x˙ + bf3x + e
(
f3y + af3x
)
, (43h)
α34 = f4x˙ + bf4x + e
(
f4y + af4x
)
, (43i)
α44 = f4y˙ + cf4x + f
(
f4y + af4x
)
+ g
(
f4x˙ + bf4x + e
(
f4y + af4x
))
, (43j)
β1 = λxk , (43k)
β2 = λyk + aλxk , (43l)
β3 = λx˙k + bλxk + e (λyk + aλxk) , (43m)
β4 = λx˙k + cλxk + f (λyk + aλxk) + g (λx˙k + bλxk + e (λyk + aλxk)) . (43n)
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Finally, backsubstituion is used to determine explicit equations for the discrete update map λk →
λk+1 which is defined as
λy˙k+1 =
β4
α44
, (44a)
λx˙k+1 =
β3
α33
− α34
α33
λy˙k+1 , (44b)
λyk+1 =
β2
α22
− α33
α22
λx˙k+1 −
α24
α22
λy˙k+1 , (44c)
λxk+1 =
β1
α11
− α12
α11
λyk+1 −
α13
α11
λx˙k+1 −
α14
α11
λy˙k+1 . (44d)
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