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Resumen
En este artı´culo se presenta el desarrollo de un control predictivo distribuido o´ptimo (DOMPC) el cual esta´ basado en el control
predictivo o´ptimo centralizado (OMPC) y el control predictivo en modo dual. Esta adaptacio´n engloba la particio´n del sistema a
controlar en s subsistemas y la optimizacio´n de manera distribuida de las sen˜ales de control. Se considera que los controladores se
comunican mediante una red de a´rea local (LAN), la cual introduce un retardo de un instante de muestreo en la transmisio´n de los
datos para la optimizacio´n. El esquema DOMPC propuesto se aplica a un sistema de 4 tanques y se realiza una comparacio´n con el
esquema OMPC centralizado. Copyright c© 2015 CEA. Publicado por Elsevier Espan˜a, S.L. Todos los derechos reservados.
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1. Introduccio´n
Los procesos industriales se han vuelto cada vez ma´s com-
plejos. Tradicionalmente, para realizar el control de una planta
industrial completa se disen˜aban lazos de control locales o se
empleaban controles centralizados. El uso de este tipo de con-
troladores genera desventajas en la operacio´n de la planta debi-
do a la falta de interaccio´n en los controladores locales o por el
alto riesgo que conlleva depender de un solo controlador. Por lo
que la tendencia se ha tornado en el uso de controladores distri-
buidos conectados a una red de comunicacio´n. El control pre-
dictivo se ha utilizado como una alternativa para el desarrollo
de controladores distribuidos. Una desventaja que se presenta
al introducir una red de comunicacio´n en el esquema de control
es la presencia de retardos en la transmisio´n de datos, esto pue-
de ocasionar una degradacio´n en el desempen˜o del sistema de
control e incluso generar inestabilidad.
En el control predictivo distribuido se realiza la particio´n del
modelo del proceso de tal forma que se pueden obtener subsis-
temas que representen de forma local la dina´mica del proceso,
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al mismo tiempo que se considera la interaccio´n entre las dema´s
variables de estado y salidas con cada subsistema obtenido. A
continuacio´n se describen algunas propuestas sobre control pre-
dictivo distribuido. En (Jia and Krogh, 2001) y (Camponogara
et al., 2002) se muestran las primeras propuestas de algoritmos
de control predictivo distribuido, en este trabajo se considera
que en el proceso u´nicamente existe interaccio´n entre los esta-
dos, no hay interaccio´n de entradas ni de salidas. En (Venkat
et al., 2008) se reporta otra estrategia de control predictivo dis-
tribuido, en la que se considera la interaccio´n entre los estados
del sistema ası´ como de las entradas de control. En (Maestre
et al., 2009) se desarrolla un algoritmo de control predictivo
que considera u´nicamente dos subsistemas que interactu´an en-
tre sı´. En (Morosan et al., 2011) se realiza el disen˜o de un con-
trol predictivo distribuido basado en descomposicio´n de Ben-
ders aplicado al control de la temperatura de las habitaciones
de un ediﬁcio. En (Leirens et al., 2010) se presenta el proble-
ma de control del sistema de suministro de agua de una ciudad
donde se desarrolla el esquema de control predictivo distribuido
considerando las caracterı´sticas especı´ﬁcas de este sistema. En
(Alvarado et al., 2011) se realiza un estudio de diferentes esque-
mas de control predictivo centralizado, descentralizado y distri-
buido aplicado a un sistema de cuatro tanques interconectados.
En (Mercango¨z and Doyle-III, 2007) se desarrolla un esque-
ma de control predictivo distribuido aplicado a un proceso de 4
tanques interconectados, el cual utiliza una matriz de trasforma-
.U. Todos los derechos reservados.
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cio´n para el desacoplo del modelo. En (Alessio et al., 2011) se
reporta en control predictivo descentralizado con restricciones
en las entradas aplicado al control de temperatura de un vago´n
de tren de pasajeros. En (Fukushima et al., 2005) se realiza el
control de una ﬂota de vehı´culos, el objetivo de este esquema es
evitar que los vehı´culos colisionen mientras cada uno sigue una
trayectoria de referencia. En (Zafra-Cabeza et al., 2011) se pre-
senta un control predictivo jera´rquico aplicado a un sistema de
canales de irrigacio´n. En (Vaccarini et al., 2009) se presenta un
esquema de control predictivo distribuido basado en el control
predictivo en espacio de estados que considera interacciones de
estados, entradas de control y salidas. Este esquema se valida en
simulacio´n con sistemas nume´ricos de cara´cter acade´mico. En
(Maestre et al., 2011) se presenta un control predictivo distribui-
do basado en negociacio´n de agentes para una clase de sistemas
lineales distribuidos que se encuentran acoplados a trave´s de las
entradas. En este esquema, los agentes proponen una solucio´n
inicial factible en cada instante de muestreo, la cual se acepta si
mejora el costo correspondiente a la solucio´n actual.
El controlador propuesto en este trabajo, llamado control
predictivo distribuido o´ptimo DOMPC se centra en las ideas de
control predictivo de modo dual (Rossiter et al., 1998; Scokaert
and Rawlings, 1998), el control predictivo o´ptimo (OMPC) (Ros-
siter, 2003) y en el esquema de control predictivo distribuido de
(Vaccarini et al., 2009). Una de las principales suposiciones en
el desarrollo del esquema DOMPC es que la red de comunica-
cio´n u´nicamente introduce un retardo de un instante de mues-
treo en la comunicacio´n. La aportacio´n ba´sica de este trabajo es
la introduccio´n del esquema DOMPC, que presenta un enfoque
distinto al de los esquemas introducidos por (Vaccarini et al.,
2009) y (Mercango¨z and Doyle-III, 2007), ya que se incorpora
el manejo de restricciones y la variable de decisio´n ya no es la
variable de control u.
Este artı´culo se encuentra organizado de la forma siguiente:
en la Seccio´n 2 se presenta el control predictivo o´ptimo centra-
lizado (Rossiter, 2003). En la Seccio´n 3 se muestra el desarro-
llo del control predictivo o´ptimo distribuido desarrollado. En la
Seccio´n 4 se realiza la implementacio´n en simulacio´n de los es-
quemas OMPC y DOMPC aplicados a un sistema de 4 tanques
interconectados. Finalmente, en la Seccio´n 5 se dan las conclu-
siones del trabajo.
2. Control predictivo o´ptimo centralizado
El control predictivo o´ptimo se basa en el uso de prediccio-
nes en modo dual (Rossiter et al., 1998; Scokaert and Rawlings,
1998) y el paradigma de lazo cerrado (Rossiter, 2003). Al rea-
lizar las predicciones en lazo cerrado se garantiza la estabilidad
del sistema al garantizar la inclusio´n de la cola de la prediccio´n
como posibles predicciones en el siguiente instante de muestreo
y que la funcio´n costo sea una funcio´n de Lyapunov. En (Rossi-
ter, 2003) se muestra el concepto de predicciones en modo dual
y el concepto de predicciones en lazo cerrado.
El control predictivo o´ptimo centralizado se basa en el mo-
delo lineal en espacio de estado esta´ndar sin considerar pertur-
baciones, en este caso, de la forma:
xk+1 = Axk + Buk
yk = Cxk,
(1)
donde x ∈ Rn, u ∈ Rm y y ∈ Rp, son el estado, las entradas de
control y las salidas del sistema.
El sistema se regula mediante una ley de control basada en
una ganancia de retroalimentacio´n de estados o´ptima tipo LQ.
Esta ley de control tiene la forma:
uk − uss = −K(xk − xss), (2)
donde xss y uss son los valores de estado estable del sistema, en
(Muske and Rawlings, 1993) se dan los detalles para la obten-
cio´n de Px y Pu, los cuales se obtienen mediante:
xss = Pxrk
uss = Purk,
(3)
donde rk ∈ Rp es la referencia.
En base a la ganancia de retroalimentacio´n K, las prediccio-
nes de la entrada de control se establecen de la manera siguien-
te:
uk+i − uss =
{ −K(xk+i − xss) + ck+i i = 0, . . . , nc − 1
−K(xk+i − xss) i ≥ nc , (4)
donde ck+i es una sen˜al de compensacio´n que se an˜ade a la en-
trada de control. Dicha compensacio´n es la que garantiza la sa-
tisfaccio´n de las restricciones del control predictivo. El para´me-
tro nc representa los grados de libertad del controlador u hori-
zonte de control. Al utilizar ck como variable de decisio´n, no
se requieren grandes horizontes de control, lo que permite re-
ducir la carga computacional que genera la optimizacio´n de la
variable de decisio´n. Por lo tanto el modelo a utilizar para el
desarrollo de las ecuaciones de prediccio´n es:
xk+i,k = Φxk+i + Buk+i
uk+i = −Kxk+i + Prrk+i + ck+i, (5)
donde Φ = A − BK y Pr = KPx + Pu. Con este modelo se
realizan las predicciones de los estados y de las entradas de
control. Las ecuaciones de prediccio´n esta´n dadas por:
x−→k =Pclxk +Hc c−→k + Prxrk
y−→k =Pclyxk +Hcy c−→k + Pryrk
u−→k =Pcluxk +Hcu c−→k + Prurk
Δu−→k =PΔu u−→k − Puk−1uk−1.
(6)
Los vectores de prediccio´n tienen las siguientes dimensio-
nes: x−→k ∈ R
(n)(ny), y−→k ∈ R
(p)(ny) y u−→k,Δu−→k ∈ R
(m)(ny), donde ny
es el horizonte de prediccio´n. En el Ape´ndice A se deﬁnen las
matrices de prediccio´n.
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2.1. Funcio´n costo y restricciones centralizadas
Una de los componentes esenciales del control predictivo es
la funcio´n costo a optimizar que se deriva de una funcio´n costo
de horizonte inﬁnito. De aquı´ se demuestra que con la ganan-
cia K, siendo e´sta una ganancia de retroalimentacio´n de estado
o´ptima LQ, la funcio´n costo es una funcio´n de Lyapunov, con lo
cual se garantiza la estabilidad del control predictivo (Rossiter,
2003). Se deﬁne la siguiente funcio´n costo en te´rminos de c−→k:
J = zTk Pzk +
nc−1∑
i=0
cTk+i[BPB + R]ck+i
= ‖zk‖2P + ‖ c−→k‖
2
W,
(7)
donde zk = xk − xss, W = diag(BPB + R), con R > 0,
BPB > 0⇒W > 0. El te´rmino ‖zk‖2P no depende de la variable
de decisio´n y puede suprimirse en la minimizacio´n de la funcio´n
costo (7), por lo tanto:
Jc = ‖ c−→k‖
2
W. (8)
P se obtiene de la solucio´n de la siguiente ecuacio´n de Lya-
punov:
ΦTPΦ = P − ΦTQΦ −KTRK. (9)
Otro componente esencial del control predictivo es la de-
ﬁnicio´n de restricciones. Las restricciones ayudan a mantener
al proceso dentro de los lı´mites de operacio´n deseados. E´stas
pueden acotar las entrada de control, los incrementos de las en-
tradas de control, los estados y las salidas del proceso. En forma
general las restricciones tienen la forma:
x ≤ x−→k ≤ x u ≤ u−→k ≤ u
y ≤ y−→k ≤ y Δu ≤ Δu−→k ≤ Δu.
(10)
De la sustitucio´n de las ecuaciones de prediccio´n (6) en las
restricciones (10) se obtienen las restricciones de la forma:
Mc c−→k ≤ qc(xk,uk−1, rk). (11)
Donde Mc es una matriz de coeﬁcientes constantes que se
calcula fuera de lı´nea. Ası´ entonces, con la funcio´n costo (8) y
las restricciones (11) se plantea el siguiente problema de pro-
gramacio´n cuadra´tica para el control predictivo o´ptimo centra-
lizado:
c−→
∗
k = argmin
c−→k
Jc
s.t. Mc c−→k ≤ qc(xk,uk−1, rk).
(12)
En la Figura 1 se muestra el esquema OMPC. Como se ob-
serva en esta ﬁgura, el optimizador depende de los estados, de
la sen˜al de control y de la referencia.
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Figura 1: Esquema OMPC
3. Control predictivo distribuido o´ptimo
Para el disen˜o del esquema DOMPC se realizan las siguien-
tes suposiciones: i) Los controladores son sı´ncronos, ii) los con-
troladres se encuentran interconectados a una red LAN. iii) En
cada subcontrolador los horizontes de prediccio´n y control son
iguales nyi = ny j, nci = nc j,∀i, j = 1, . . . , s, j  i. Donde nyi son
los horizontes de prediccio´n, nci son los horizontes de control
respectivamente y s es el nu´mero de subsistemas. Debido a las
condiciones de disen˜o, se induce un retardo de un instante de
muestreo en la comunicacio´n de los datos de interaccio´n. Este
retardo se induce porque en el instante actual de muestreo no
se tienen datos a transmitir, y el subcontrolador calcula la sen˜al
de control u´nicamente con la informacio´n del estado actual del
subsistema. En el instante siguiente de muestreo ya se tiene dis-
ponibles los vectores de prediccio´n, los cuales se envı´an a los
dema´s subcontroladores, sin embargo, esta informacio´n es del
instante de tiempo anterior.
3.1. Ecuaciones de prediccio´n
Para el desarrollo del DOMPC se parte del siguiente mo-
delo centralizado no perturbado el cual incluye la regulacio´n a
referencias constantes. El modelo esta´ compuesto por s subsis-
temas:
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x1k+1
...
xsk+1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
A11 . . . A1s
...
. . .
...
As1 . . . Ass
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x1k
...
xsk
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
B11 . . . B1s
...
. . .
...
Bs1 . . . Bss
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
u1k
...
usk
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
y1k+1
...
ysk+1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
C11 . . . C1s
...
. . .
...
Cs1 . . . Css
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x1k
...
xsk
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ .
(13)
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La ecuacio´n de entradas de control se deﬁne como:⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
u1k
...
usk
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ = −
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
K11 . . . K1s
...
. . .
...
Ks1 . . . Kss
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
x1k
...
xsk
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Pr11 . . . Pr1s
...
. . .
...
Prs1 . . . Prss
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
r1k
...
rsk
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ +
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
c1k
...
csk
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ .
(14)
Separando las ecuaciones individuales para cada subsistema
se obtiene el siguiente modelo distribuido en lazo cerrado:
xik+1 = Φiixik + Biicik + BPrDiirik + wik
yik = Cii + vik
uik = −Kiixik + cik + Priirik + hik,
(15)
donde Φii = Aii − BKDii, BKDii = ∑sp=1 BipKpi, BPrDii =∑s
p=1 BipPrpi, i = 1, . . . , s, donde s es el nu´mero de subsiste-
mas que componen el proceso. xik ∈ Rni, uik ∈ Rmi, yik ∈ Rpi,
rik ∈ Rpi y cik ∈ Rmi son el estado, las entradas de control, las
salidas, las referencias y las compensaciones o´ptimas de cada
subsistema respectivamente.
El modelo de interaccio´n para cada subsistema esta´ descrito
por:
wik =
s∑
j=1; ji
Φi jx jk +
s∑
j=1; ji
Bi jc jk +
s∑
j=1; ji
BPrDi jr jk
vik =
s∑
j=1; ji
Ci jx jk
hik =
s∑
j=1; ji
−Ki jx jk +
s∑
j=1; ji
Pri jr jk,
(16)
donde Φi j = Ai j − BKDi j, BKDi j = ∑sp=1 BipKp j, BPrDi j =∑s
p=1 BipPrp j. Los modelos de prediccio´n de interaccio´n con-
tara´n con la informacio´n retrasada un instante de muestreo.
Iterando el modelo distribuido (15) se generan las siguientes
ecuaciones de prediccio´n:
x−→ik = Pclixik +Hci c−→ik + BPrxirik +Wcliw−→ik
y−→ik = Pclyixik +Hcyi c−→ik + BPryirik +Wclyiw−→ik + v−→ik
u−→ik = Pcluixik +Hcui c−→ik + Pruirik +Wcluiw−→ik + h−→ik
Δu−→i(k) = PΔui u−→ik − Pui(k−1)ui(k−1),
(17)
donde los vectores de prediccio´n tienen las siguientes dimensio-
nes: x−→ik ∈ R
(ni)(nyi), y−→ik ∈ R
(pi)(nyi), u−→ik,Δu−→ik ∈ R
(mi)(nyi) y c−→ik ∈
R
(mi)(nci). Estos vectores de prediccio´n esta´n compuestos de la
manera siguiente: x−→ik =
[
xik, . . . , x

ik+nyi
]
, y−→ik =
[
yik, . . . , y

ik+nyi
]
,
u−→ik =
[
uik, . . . ,u

ik+nyi
]
y c−→ik =
[
cik, . . . , c

ik+nci−1
]
Las ecuaciones de prediccio´n de interaccio´n se obtienen ite-
rando el modelo (16), y considerando el retardo de un instante
de muestreo se tiene:
w−→ik = PclwiX−→k|k−1 +HuwiC−→k|k−1 + BPrwiR−→k|k−1
v−→ik = CviX−→k|k−1
h−→ik = KhuiX−→k|k−1 + PrhiR−→k|k−1,
(18)
sustituyendo (18) en (17) se tiene:
x−→ik =Pclixik +Hci c−→ik + BPrxirik +WcliPclwiX−→k|k−1
+WcliHuwiC−→k|k−1 +WcliBPrwiR−→k|k−1
y−→ik =Pclyixik +Hcyi c−→ik + BPryirik + PwcvyiX−→k|k−1
+WclyiHuwiC−→k|k−1 +WclyiBPrwiR−→k|k−1
u−→ik =Pcluixik +Hcui c−→ik + Pruirik + PwkuiX−→k|k−1
+WcluiHuwiC−→k|k−1 + RprwhiR−→k|k−1
Δu−→i(k) =PΔuiPcluixik + PΔuiHcui c−→ik + PΔuiPruirik
+ PΔuiPwkuiX−→k|k−1 + PΔuiWcluiHuwiC−→k|k−1
+ PΔuiRprwhiR−→k|k−1 − Pui(k−1)ui(k−1),
(19)
donde X−→k|k−1 ∈ R
(s)(ni)(nyi) es el vector de estados de interaccio´n
total, C−→k|k−1 ∈ R
(s)(mi)(nci) es el vector de compensaciones o´pti-
mas de interaccio´n total, R−→k|k−1 ∈ R
(s)(pi)(nyi) es el vector de in-
teraccio´n de referencias total. Estos vectores totales, esta´n cons-
tituidos de la forma siguiente: X−→k|k−1 =
[
x−→

1k|k−1, . . . , x−→

sk|k−1
]
,
C−→k|k−1 =
[
c−→

1k|k−1, . . . , c−→

sk|k−1
]
, R−→k|k−1 =
[
r1k|k−1, . . . , r

sk|k−1
]
.
Estos vectores de interaccio´n tienen la informacio´n retrasada un
instante de muestreo. Pcwvyi = WclyiPclwi + Cvi, Pwkui = WcluiPclwi +
Khui, Rprwhi =WcluiBPrwi + Prhi.
3.2. Funcio´n costo Distribuida
La funcio´n costo para el esquema DOMPC se fundamenta
en la funcio´n costo del control predictivo en modo dual. Para el
caso distribuido se redeﬁne la funcio´n como:
Jik =
∞∑
j=0
xi(k+ j+1)Qiixi(k+ j+1) + u

i(k+ j)Riiui(k+ j). (20)
Para cada subsistema se deﬁnen las siguientes predicciones
de estados y de entradas de control independientes de las inter-
acciones:
xi(k+ j+1) = Φiixi(k+ j) = Φ jiixik
ui(k+ j) = −Kiixi(k+ j) = −KiiΦ jiixik.
(21)
Sustituyendo (21) en (20) se tiene:
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Jik =
∞∑
j=0
xik(Φ
j+1
ii )
QiiΦ j+1ii xik + x

ikK

ii (Φ
j
ii)
RiiKiiΦ jiixik
=
∞∑
j=0
xik [(Φ
j+1
ii )
QiiΦ j+1ii +K

ii (Φ
j
ii)
RiiKiiΦ jii]︸︷︷︸
Pii
xik
= xikPiixik,
(22)
donde Pii =
∑∞
j=0(Φ
j+1
ii )
QiiΦ j+1ii +K

ii (Φ
j
ii)
RiiKiiΦ jii.
Para cada subsistema se obtendra´ una matriz Pii de la solu-
cio´n de la siguiente ecuacio´n de Lyapunov:
Φii PiiΦii = Pii − Φii QiiΦii −Kii PiiKii. (23)
.
La funcio´n costo a optimizar se plantea de manera similar
a la funcio´n costo del caso centralizado, e´sta se deﬁne de la
siguiente manera en te´rminos de c−→k−1:
Ji = zikPiizik +
nic−1∑
j=0
ci(k+ j)[B

ii PiiBii + Rii]ci(k+ j)
= ‖zik‖2Pii + ‖ c−→ik‖
2
Wii ,
(24)
donde zik = xik−xiss, Wii = diag(Bii PiiBii+Rii, con Rii > 0,
Bii PiiBii > 0⇒Wii > 0. Al igual que en el caso centralizado, el
te´rmino ‖zik‖2Pii , ya que no depende de la variable de decisio´n,
puede ignorarse en la minimizacio´n de la funcio´n costo (24),
por tanto, se tiene que:
Jci = ‖ c−→ik‖
2
Wii . (25)
Con la funcio´n costo ya deﬁnida, en el punto siguiente se
deﬁnen las restricciones del DOMPC.
3.3. Restricciones
Las restricciones para el esquema DOMPC se deﬁnen de
manera similar que en el caso centralizado. Obviamente no sera´n
iguales debido a que las ecuaciones de prediccio´n del DOMPC
dependen de la informacio´n de los estados y de las entradas de
los dema´s subsistemas. Las restricciones en las entradas, las sa-
lidas, los estados y los incrementos de las entradas de manera
general tienen la forma:
xi ≤ x−→ik ≤ xi ui ≤ u−→ik ≤ ui
y
i
≤ y−→ik ≤ yi Δui ≤ Δu−→ik ≤ Δui.
(26)
Por tanto, las restricciones tendra´n la forma:
Mci c−→ik ≤ qci (∗), (27)
donde ∗ ⇒ xik,ui(k−1), rik, X−→k|k−1, C−→k|k−1, R−→k|k−1.
Con la funcio´n costo (25) y las restricciones (27) se obtie-
ne el siguiente problema de programacio´n cuadra´tica para cada
subsistema considerando las interacciones:
/$1
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Figura 2: Esquema DOMPC conectado a una LAN
c−→
∗
ik = argmin
c−→k
Jci
s.t. Mci c−→ik ≤ qci (∗).
(28)
Los te´rminos de la funcio´n costo y la matriz Mci , al igual
que en el caso centralizado, se pueden calcular fuera de lı´nea,
mientras que la matriz qci (∗) debera´ ser actualizada por el esta-
do actual, la entrada de control del instante anterior, la referen-
cia del subsistema, el vector de interaccio´n de estados, el vector
de compensaciones o´ptimas y las referencias de los dema´s sub-
sistemas. Una forma de medir la complejidad del problema de
optimizacio´n a partir de la interaccio´n de subcontroladores es
a trave´s del ca´lculo de la dimensio´n del vector qci (∗) que con-
catena la informacio´n local y la informacio´n proveniente de los
dema´s controladores, esta dimensio´n depende del nu´mero de
subsistemas, del nu´mero de estados ni, del nu´mero de entradas
mi, de la dimensio´n de las salidas pi, de los horizontes de pre-
diccio´n y control nyi y nci, por medio de la siguiente fo´rmula:
dim{qci (∗)} = ni + mi + ni ∗ nyi ∗ s + mi ∗ nci ∗ s + pi ∗ s. (29)
En la Figura 2 se muestra de manera esquema´tica la cons-
titucio´n de un subcontrolador DOMPC conectado a la red de
comunicacio´n. Cada subcontrolador incluye un predictor de in-
teracciones, un predictor de estados, entradas de control y sa-
lidas y un optimizador que genera la sen˜al de compensacio´n
o´ptima. Como puede interpretarse a trave´s de la descripcio´n del
esquema de control, existe una comunicacio´n bidireccional en-
tre todos y cada uno de los subcontroladores, lo que genera un
grafo de interaccio´n completo, en el cual es posible calcula el
nu´mero de interacciones mediante la siguiente fo´rmula:
nu´mero de interacciones =
s ∗ (s − 1)
2
. (30)
Es evidente que el tra´ﬁco de informacio´n a trave´s de la red
crece de a medida que el proceso se particiona en un mayor
nu´mero de subsistemas, este tra´ﬁco debe ser gestionado por la
LAN. Finalmente, en el Algoritmo 1 se muestra la secuencia de
pasos para la aplicacio´n del esquema DOMPC.
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Algoritmo 1 (DOMPC)
1: Inicializacio´n de los controladores e inicializar a cero los
vectores de interaccio´n.
2: Cada subcontrolador transmite y recibe, a trave´s de la LAN
los vectores de estado predichos x−→ jk|k−1, las sen˜ales de
compensacio´n c−→ jk|k−1 y las referencias r−→ jk|k−1, se consi-
dera que los subcontroladores transmiten simulta´neamente
estos datos y la LAN se encarga de gestionar el tra´ﬁco de
informacio´n.
3: El subcontrolador construye los vectores totales X−→k|k−1,
C−→k|k−1 y R−→k|k−1 mediante la concatenacio´n de los vectores
de estado x−→ik|k−1, las sen˜ales de compensacio´n c−→ik|k−1 y las
referencias r−→ik|k−1 de los dema´s subcontroladores, (en el
esquema propuesto se supone que los diferentes subsiste-
mas interactu´an, por lo que todos los subcontroladores se
comunican entre si).
4: Medicio´n a nivel de subsistema de las variables de esta-
do, directamente del proceso xik; se considera que todos
los subcontroladores realizan la adquisicio´n con su propia
instrumentacio´n y de manera simultanea.
5: Resolucio´n local del problema de programacio´n cuadra´ti-
ca, considerando una funcio´n costo Jci particular para cada
subsistema
c−→
∗
ik = argmin
c−→k
Jci
s.t. Mci c−→ik ≤ qci (∗).
6: Aplicacio´n simulta´nea de las sen˜ales de control optimizada
(escalar o vectorial) a cada subsistema local
uik = −Kiixik + c∗ik + Priirik + hik,
donde c∗ik es el primer elemento de c−→
∗
ik, el cual es resultado
de la optimizacio´n realizada en el paso 5.
7: Prediccio´n de las trayectorias de estado futuras de cada sub-
sistema i
x−→ik =Pclixik +Hci c−→ik + BPrxirik +WcliPclwiX−→k|k−1
+WcliHuwiC−→k|k−1 +WcliBPrwiR−→k|k−1.
8: Regresar al paso 2.
4. Aplicacio´n del Control DOMPC a un sistema de cuatro
tanques acoplados
El sistema de cuatro tanques acoplados es un proceso que
presenta interaccio´n en las entradas de control ası´ como de los
estados, dependiendo de la asignacio´n de variables que se reali-
ce a los subsistemas. A este proceso, por su construccio´n, se
puede aplicar una estrategia de control distribuido, ya que el
modelo se puede particionar en dos subsistemas. Este sistema
cuenta con 2 bombas de corriente directa y dos va´lvulas de tres
vı´as que distribuyen el ﬂujo que generan las bombas a los tan-
ques. Los resultados obtenidos en la evaluacio´n de los esque-
mas OMPC y DOMPC son en simulacio´n. Para la simulacio´n
se utilizo´ Matlab R© y para resolver el problema de programa-
cio´n cuadra´tica se utilizo´ la funcio´n “quadprog”.
En la Figura 3 se muestra el diagrama esquema´tico del siste-
ma de tanques. El ﬂujo de salida del tanque dos entra al tanque
1 y el ﬂujo de salida del tanque 3 entra al tanque 4. Por otro
lado, el ﬂujo de la bomba 1 entra al tanque uno y al tanque 3,
a trave´s de la va´lvula 1; el ﬂujo de la bomba 2 entra al tanque
2 y al tanque 4 a trave´s de la va´lvula dos. Se puede realizar la
particio´n del sistema de dos formas: i) en la que se considera
como el subsistema 1 los tanques 1 y 2, y como el subsistema
2 los tanques 3 y 4, por lo tanto, se presenta interaccio´n de en-
tradas y no de estados. ii) La segunda forma de particio´n, es la
que considera como el subsistema 1 los tanques 1 y 3 y como
el subsistema 2 los tanques 2 y 4. Por lo tanto, esta particio´n
presenta interaccio´n de estados y no de entradas. Se utilizo´ la
particio´n i) para realizar el control del sistema debido a que
existe una mejor relacio´n de sensibilidad entrada/salida en los
subsistemas (Alvarado et al., 2011).
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Figura 3: Diagrama esquema´tico del sistema de 4 tanques
Los para´metros del sistema y el punto de linealizacio´n se to-
maron de (Johansson, 2000), los cuales se muestran en la Tabla
1.
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Tabla 1: Para´metros del sistema de cuatro tanques
Para´metro Variable Valor Unidades
Alturas 1 y 2 (h01, h
0
2) (12.4, 1.8) [cm]
Alturas 3 y 4 (h03, h
0
4) (1.4, 12.7) [cm]
Voltaje bombas (v01, v
0
2) (3, 3) [V]
Ganancias bombas (k1, k2) (3.33, 3.35) [cm3/Vs]
Apertura de las va´lvulas (γ1, γ2) (0.7, 0.6)
A´rea T1 y T2 (A1, A2) 28 [cm2]
A´rea T3 y T4 (A3, A4) 32 [cm2]
Restricciones salida T1 y T2 (a1, a2) 0.071 [cm2]
Restricciones salida T3 y T4 (a3, a4) 0.057 [cm2]
Ganancia sensores de nivel kc 0.5 [V/cm]
Constante gravitacional g 981 [cm/s2]
4.1. Modelo del sistema
El modelo no lineal de los cuatro tanques acoplados se ob-
tiene a partir de las relaciones de ﬂujos de entrada y salida. El
modelo para este caso tiene la forma siguiente:
dh1
dt
= − a1
A1
√
2gh1 +
a2
A1
√
2gh2 +
γ1k1
A1
v1
dh2
dt
= − a2
A2
√
2gh2 +
(1 − γ2)k2
A2
v2
dh3
dt
= − a3
A3
√
2gh3 +
(1 − γ1)k1
A3
v1
dh4
dt
= − a4
A4
√
2gh4 +
a3
A4
√
2gh3 +
γ2k2
A4
v2
(31)
El modelo lineal utilizado para la simulacio´n de los esque-
mas OMPC y DOMPC se obtiene mediante linealizacio´n de
Taylor, esto a trave´s del ca´lculo de los Jacobianos ∂ fi/∂hi y
∂ fi/∂vi, por tanto, se obtiene el siguiente modelo:
x˙(t) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
− 1T1 A2A1T2 0 0
0 − 1T2 0 0
0 0 − 1T2 0
0 0 A3A4T3 − 1T4
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
x(t)
+
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
γ1k1
A1
0
0 (1−γ2)k2A2
(1−γ1)k1
A3
0
0 γ2k2A4
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
u(t)
y(t) =
[
kc 0 0 0
0 0 0 kc
]
x(t)
(32)
donde Ti =
√
2h0i (Ai/ai), i = 1, . . . , 4.
El modelo se discretizo´ con un periodo de muestreo de 3 s.
Posteriormente se realizo´ la particio´n del sistema de la siguiente
forma:
A11 =
[
0.9533 0.1152
0 0.8820
]
,A22 =
[
0.9048 0
0.0936 0.9673
]
,
B11 =
[
0.2439
0
]
,B12 =
[
0.0085
0.1349
]
,
B21 =
[
0.0891
0.0045
]
,B22 =
[
0
0.1853
]
,
A12 = A21 = 02×2,
C11 =
[
kc 0
]
C22 =
[
0 kc
]
,
C12 = C21 = 01×2
Las restricciones utilizadas para esta aplicacio´n son:
0 ≤ u1k ≤ 10 0 ≤ u2k ≤ 10
0 ≤ y1k ≤ 19.9 0 ≤ y2k ≤ 19.9 (33)
No se utilizaron restricciones en los incrementos de la sen˜al
de control.
4.2. Resultados
Es esta seccio´n se muestran los resultados obtenidos en la
aplicacio´n en simulacio´n de los esquemas OMPC y DOMPC al
sistema de tanques. Los tanques sobre los que se tiene control
de los niveles son el 1 y el 4, los niveles de los tanques 2 y 3 no
se controlan. En la Figura 4 se muestra los resultados obtenidos
con el esquema OMPC. En esta ﬁgura se puede observar que
cuando existe una violacio´n de las restricciones, en este caso
en las entradas de control, se genera la sen˜al de compensacio´n
necesaria para mantenerla dentro de los lı´mites de la restriccio´n.
En la Figura 5 se muestran los resultados obtenidos con el
esquema DOMPC. En esta ﬁgura se puede observar que para
que el esquema de control cumpla con las restricciones impues-
tas, se genera la sen˜al de compensacio´n necesaria para mante-
ner las variables dentro de las restricciones. La diferencia con
el caso centralizado es que cada una se optimiza por separado.
En la Tabla 2 se muestra el resultado de la evaluacio´n de la
funcio´n costo (34) para los esquemas OMPC, DOMPC. En esta
tabla se puede observar que el costo obtenido con el esquema
OMPC es menor que el obtenido con el esquema DOMPC. En
esta misma tabla se muestran los costos para el error y el esfuer-
zo de control. Como se observa, los costos obtenidos de los es-
fuerzos de control no presentan gran diferencia, pero los costos
del error sı´ tienen una diferencia signiﬁcativa, donde el esque-
ma OMPC es el que tiene el mejor ı´ndice. Sin embargo, aunque
el costo del esquema DOMPC aumenta, se tiene la ventaja de
la distribucio´n de la optimizacio´n de las sen˜ales de control.
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Figura 4: Niveles de los tanques 1 y 4 con el esquema OMPC
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Figura 5: Niveles de los tanques 1 y 4 con el esquema DOMPC
Tabla 2: Costos obtenidos de los esquemas OMPC y DOMPC.
Costo OMPC Costo DOMPC
J 43.6069 77.1042
Je 20.0180 53.0396
Ju 23.5889 24.0646
J =
k f∑
k=1
‖yk − rk‖2Q︸︷︷︸
Je
+ ‖uk‖2R︸︷︷︸
Ju
(34)
5. Conclusiones
Partiendo de los conceptos de control predictivo de modo
dual y de los conceptos de control predictivo o´ptimo se desa-
rrollo´ el esquema de control predictivo distribuido o´ptimo. Los
resultados en simulacio´n demuestran la factibilidad de la apli-
cacio´n del esquema DOMPC y la realizacio´n de la optimizacio´n
con restricciones de forma distribuida. En el disen˜o del esque-
ma DOMPC no se considera el rechazo a perturbaciones, so´lo la
regulacio´n a una referencia constante. En lo que respecta a los
costos obtenidos de los esquemas OMPC y DOMPC, el costo
del esquema DOMPC es mayor al costo del esquema OMPC.
El esquema DOMPC maneja las restricciones de forma dis-
tribuida y tiene como variable de decisio´n una compensacio´n
para hacer cumplir las restricciones, a diferencia del esquema
presentado en (Vaccarini et al., 2009), lo que hace del esquema
una opcio´n atractiva para la solucio´n de problemas de control
distribuido donde se consideren restricciones.
En el aspecto de ventajas y desventajas que el esquema
DOMPC presenta se pueden enunciar las siguientes: i) una de
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sus ventajas es la distribucio´n del problema de optimizacio´n. ii)
Otra ventaja con respecto al esquema propuesto en (Vaccarini
et al., 2009) es el uso de restricciones y el uso de predicciones
en lazo cerrado, lo cual asegura la estabilidad del sistema. iii)
Una desventaja radica en el incremento del costo con respec-
to al esquema centralizado. iv) Debido al disen˜o del esquema
DOMPC, se tiene un incremento exponencial de las variables en
el problema de optimizacio´n. v) Cada subsistema se ve pertur-
bado por los dema´s subsistemas debido a las sen˜ales de control
generadas por cada subcontrolador, el porcentaje de perturba-
cio´n η que introducen los subsistemas interactuantes se puede
cuantiﬁcar a trave´s del nu´mero de subsistemas s:
η =
s − 1
s
∗ 100%; (35)
Por lo tanto, esto representa una desventaja cuando el proceso
se particiona en un gran nu´mero de subsistemas. Como traba-
jo futuro se plantea la introduccio´n de una estrategia de coor-
dinacio´n para la trasmisio´n de datos entre los controladores,
con el objetivo de poder estudiar el efecto de retardos mayo-
res al instante de muestreo que introduce el disen˜o del esquema
DOMPC. Los subcontroladores obtenidos del esquema DOMPC
podrı´an ser capaces de calcular la sen˜al de control a aplicar en
el siguiente instante de muestreo sin los datos de interaccio´n.
Otro trabajo considerado es la comparacio´n del desempen˜o del
esquema DOMPC con otros esquemas distribuidos encontrados
en la literatura.
English Summary
Distributed Model Predictive Control Applied to a Four
Interconnected Tank Process.
Abstract
This paper presents the development of an distributed op-
timal predictive control (DOMPC), this controller is based on
the centralized optimal predictive control (OMPC) and the dual-
mode predictive control. This adaptation encompasses the parti-
tion of the system in s subsystems and the distributed optimiza-
tion of the control signals. It is assumed that the controllers are
connected by a local area network, which introduces a commu-
nication delay of one sampling instant. The proposed scheme is
applied to a 4 tanks benchmark system and it is compared with
the centralized OMPC scheme.
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Predictive control, Distributed control.
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Ape´ndice A. Matrices de prediccio´n centralizada
Las matrices que componen las ecuaciones de prediccio´n
del esquema OMPC se muestran a continuacio´n. Las matrices
de la ecuacio´n de prediccio´n de estado son:
Pcli =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Φ
Φ2
Φ3
...
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
;Hci =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
B 0 0 . . .
ΦB B 0 . . .
Φ2iiB ΦB B . . .
...
...
...
...
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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Prx =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
BPr
BPr + ΦBPr
BPr + ΦBPr + Φ2BPr
...
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Las matrices de la ecuacio´n de prediccio´n de salida son:
Pcly =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
CΦ
CΦ2
CΦ3
...
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
;Hcy =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
CB 0 0 . . .
CΦB CB 0 . . .
CΦ2B CΦB CB . . .
...
...
...
...
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Pry =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
CBPr
CBPr + CΦBPr
CBPr + CΦBPr + CΦ2BPr
...
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Las matrices de la ecuacio´n de prediccio´n de entrada son:
Pclu =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−K
−KΦ
−KΦ2
...
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
;Hcu =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
I 0 0 . . .
−KB I 0 . . .
−KΦB −KB I . . .
...
...
...
...
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Pru =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Pr
Pr −KBPr
Pr −KBPr −KΦBPr
...
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Ape´ndice B. Matrices de prediccio´n distribuida
Las matrices que componen las ecuaciones de prediccio´n
del esquema DOMPC se muestran a continuacio´n. Las matrices
de la ecuacio´n de prediccio´n de estado son:
Pcli =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Φii
Φ2ii
Φ3ii
...
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
;Hci =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Bii 0 0 . . .
ΦiiBii Bii 0 . . .
Φ2iiBii ΦiiBii Bii . . .
...
...
...
...
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
BPrxi =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
BPrDii
BPrDii + ΦiiBPrDii
BPrDii + ΦiiBPrDii + Φ2iiBPrDii
...
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Wcli =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
I 0 0 . . .
Φii I 0 . . .
Φ2ii Φii I . . .
...
...
...
...
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Las matrices de la ecuacio´n de prediccio´n de salida son:
Pclyi =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
CiiΦii
CiiΦ2ii
CiiΦ3ii
...
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
;Hcyi =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
CiiBii 0 0 . . .
CiiΦiiBii CiiBii 0 . . .
CiiΦ2iiBii CiiΦiiBii CiiBii . . .
...
...
...
...
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
BPryi =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
CiiBPrDii
CiiBPrDii + CiiΦiiBPrDii
CiiBPrDii + CiiΦiiBPrDii + CiiΦ2iiBPrDii
...
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Wclyi =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Cii 0 0 . . .
CiiΦii Cii 0 . . .
CiiΦ2ii CiiΦii Cii . . .
...
...
...
...
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Las matrices de la ecuacio´n de prediccio´n de entrada son:
Pclui =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−Kii
−KiiΦii
−KiiΦ2ii
...
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
;Hcui =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
I 0 0 . . .
−KiiBii I 0 . . .
−KiiΦiiBii −KiiBii I . . .
...
...
...
...
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Prui =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Prii
Prii −KiiBPrDii
Prii −KiiBPrDii −KiiΦiiBPrDii
...
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Wclui =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 . . .
−Kii 0 0 . . .
−KiiΦ2ii −Kii 0 . . .
...
...
...
...
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Las matrices de prediccio´n de interaccio´n son:
Pclwi =
[
diag{Φi,1} . . . diag{Φi,i−1} 0
diag{Φi,i+1} . . . diag{Φi,s}
]
Huwi =
[
diag{Bi,1} . . . diag{Bi,i−1} 0
diag{Bi,i+1} . . . diag{Bi,s}
]
BPrwi =
[
col{BPrDi,1} . . . col{BPrDi,i−1} 0
col{BPrDi,i+1} . . . col{BPrDi,s}
]
Cvi =
[
diag{Ci,1} . . . diag{Ci,i−1} 0
diag{Ci,i+1} . . . diag{Ci,s}
]
Khui =
[
diag{Ki,1} . . . diag{Ki,i−1} 0
diag{Ki,i+1} . . . diag{Ki,s}
]
Prhi =
[
col{Pri,1} . . . col{Pri,i−1} 0
col{Pri,i+1} . . . col{Pri,s}
]
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Ape´ndice C. Funcio´n costo de lazo cerrado
La funcio´n costo del esquema DOMPC se sintetizo´ a par-
tir de los resultados mostrados en (Pannocchia and Kerrigan,
2003). Asuma que se tiene el siguiente sistema discreto en es-
pacio de estado sin considerar las interacciones
zik+1 = Aiizik + Biiqik (C.1)
donde zik = xik − xiss y qik = uik − uiss. La funcio´n costo a ser
optimizada es:
Jik =
∞∑
j=0
‖zik+ j‖2Qii + ‖qik+ j‖2Rii (C.2)
La ley de control predictiva se deﬁne como:
qik+ j =
{ −Kiizik+ j + cik+ j ∀ j ∈ {0, 1, . . . , nci − 1}
−Kiizik+ j ∀ j ∈ {nci, nci + 1, . . . } (C.3)
Se asume que Kii es la ganancia de retroalimentacio´n de es-
tado o´ptima sin restricciones para Ji y se deﬁne Φii = Aii −
BiiKii. Entonces, sustituyendo (C.3) en (C.1), se tiene la si-
guiente prediccio´n de estados
zik+ j+1 =
{
Φiizik+ j + Biicik+ j ∀ j ∈ {0, 1, . . . , nci − 1}
Φiizik+ j ∀ j ∈ {nci, nci + 1, . . . }
(C.4)
Sustituyendo (C.3, C.4) en (C.2) se tiene:
Jik =‖zik+nci‖2Pii +
nci−1∑
j=0
[
‖zik+ j‖2Qii + ‖ −Kiizik+ j + cik+ j‖2Rii
]
=‖Φiizik+nci−1 + Biicik+nci−1‖2Pii + ‖zik+nci−1‖2Qii
+ ‖ −Kiizik+nci−1 + cik+nci−1‖2Rii
+
nci−2∑
j=0
[
‖zik+ j‖2Qii + ‖ −Kiizik+ j + cik+ j‖2Rii
]
=‖zik+nci−1‖2−Φii PiiΦii+Kii RiiKii+Qii + ‖cik+nci−1‖
2
Bii PiiBii+Rii
+ 2zik+nci−1(Φ

ii PiiBii −Kii Rii)cik+nci−1
+
nci−2∑
j=0
[
‖zik+ j‖2Qii + ‖ −Kiizik+ j + cik+ j‖2Rii
]
=‖zik+nci‖2Pii + ‖cik+nci−1‖2Bii PiiBii+Rii
+ 2zik+nci−1(Φ

ii PiiBii −Kii Rii)cik+nci−1
+
nci−2∑
j=0
[
‖zik+ j‖2Qii + ‖ −Kiizik+ j + cik+ j‖2Rii
]
No´tese que:
Φii PiiBii −Kii Rii = (Aii − BiiKii)PiiRii
=Aii PiiBii −Kii Bii PiiBii −Kii Rii
=Aii PiiBii − Aii PiiBii(BiiPiiBii + Rii)−1Rii
− Aii PiiBii(Bii PiiBii + Rii)−1Bii PiiBii
=Aii PiiBii[I − (Bii PiiBii + Rii)−1(Rii + Bii PiiBii)]
=0
Entonces,
Jik =‖zik+nci−1‖2Pii + ‖cik+nci−1‖2BiiT PiiBii+Rii
+
nc−2∑
j=0
[
‖zik+ j‖2Qii + ‖ −Kiizik+ j + cik+ j‖2Rii
]
Por lo tanto el costo asociado con el instante de tiempo k +
nci es ‖cik+nci−1‖2BiiPiiBii+Rii . Del mismo modo:
Jik =‖cik+nci−1‖2BiiPiiBii+Rii + ‖Φzik+nci−2 + Biicik+nci−2‖2Pii
+ ‖zik+nci−1‖2Qii + ‖ −Kiizik+nci−1 + cik+nci−1‖2Rii
+
nci−3∑
j=0
[
‖zik+ j‖2Qii + ‖ −Kiizik+ j + cik+ j‖2Rii
]
=‖cik+nci−1‖2BiiPiiBii+Rii + ‖cik+nci−2‖2BiiPiiBii+Rii
+ ‖zik+nci−2‖2ΦiiPiiΦii+KiiRiiKii+Qii
+
nci−3∑
j=0
[
‖zik+ j‖2Qii + ‖ −Kiizik+ j + cik+ j‖2Rii
]
lo que eventualmente arrojarı´a:
Jik =
nci−1∑
j=0
‖cik+ j‖2BiiPiiBii+Rii + ‖zik‖2Pii (C.5)
