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The n th eigenvalue + of the equation y"+(++*r(x)) y=0, axb, subject to
self-adjoint boundary conditions admits a power series expansion into powers of *
for sufficiently small |*|. It is proved that the convergence radii of these series grow
like n2 as n tends to infinity provided r(x) is analytic on [a, b]. Applications to the
Airy and Mathieu equation are given.  1996 Academic Press, Inc.
1. Introduction
We consider the SturmLiouville equation
y"+(++*r(x))y=0, axb, (1.1)
containing two parameters * and +. The function r is continuous and real-
valued on [a, b]. The boundary conditions are given by
:1 y(a)+:2 y$(a)=0, ;1 y(b)+;2 y$(b)=0. (1.2)
The numbers :1 , :2 , ;1 , ;2 are real and, of course, |:1 |+|:2 |>0,
|;1 |+|;2 |>0.
Two prominent examples of (1.1) are the Mathieu equation
y"+(++*2 cos(2x))y=0, 0x?2, (1.3)
and the two-parameter Airy equation
y"+(++*x)y=0, &1x1. (1.4)
For a fixed real number *, (1.1), (1.2) pose a regular SturmLiouville
problem with eigenvalue parameter +. We denote its eigenvalues in increas-
ing order by
+1(*)<+2(*)<+3(*)< } } } (1.5)
article no. 0098
327
0022-039696 18.00
Copyright  1996 by Academic Press, Inc.
All rights of reproduction in any form reserved.
File: 505J 311302 . By:CV . Date:20:06:96 . Time:14:12 LOP8M. V8.0. Page 01:01
Codes: 2487 Signs: 1707 . Length: 45 pic 0 pts, 190 mm
It is well known [1, Theorem 2.1] that the functions +n(*) are real-
analytic. Properties of the analytic extensions of +n(*) into the complex
plane are studied in Meixner and Scha fke [5, Section 1.5, Satz 3]. We
expand +n(*) into powers of *:
+n(*)= :

k=0
+nk *k, |*|<\n . (1.6)
These series are subject of perturbation theory; see Kato’s book
[4, Chapter VII].
In this paper we are concerned with the size of the radius \n of con-
vergence of the expansion (1.6). It is known from perturbation theory that
the sequence \n grows at least linearly with n, see [5, Section 1.5, Satz 4]
or [4, Chapter VII, Section 2.4].
Surprisingly, numerical calculations have suggested that the radii \n
associated with the Mathieu equation grow with n2 as n tends to infinity;
see [8], [9] and [6, p. 88]. For a long time it was an open problem to
prove this fact. Important progress was made by Guerrieri and Hunter in
the interesting paper [3]. Their calculations of branch points based on the
WKB-approximation also led to quadratic growth of the radii \n for the
Mathieu equation.
In this paper, for the first time, a rigorous proof of the quadratic growth
of the radii \n associated with the Mathieu equation is presented. More
generally, in Sections 2 and 3 we prove the following theorem.
Theorem 1.1. Let r be a real-valued and real-analytic function on [a, b].
Then
lim inf
n  
\n
n2
>0.
We also provide concrete lower bounds for the lim inf. In Section 4 we
obtain for the Airy equation
lim inf
n  
\n
n2

9
32
?2. (1.7)
In Section 5 we show that for the Mathieu equation
lim inf
n  
\n
n2

6
13
. (1.8)
The lower bound 9?232 for the Airy equation is the largest that we
can obtain by our method. The corresponding constant for the Mathieu
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equation could be improved by a more detailed analysis of elliptic integrals.
We also obtain lower bounds directly for \n under special boundary condi-
tions like y(a)=y(b)=0.
The results of this paper depend on the use of the Liouville transforma-
tion of equation (1.1). We refer to [7] for a general theory of this transfor-
mation. The idea to apply the Liouville transformation is taken from [3].
We only use well known facts from the theories of analytic functions,
ordinary differential equations and Fourier series. We do not refer to any
property of the WKB-approximation.
2. Quadratic Growth of the Convergence Radii
In this section we consider the differential equation (1.1) subject to the
boundary conditions
y(a)=y(b)=0. (2.1)
We treat this case first because it is the easiest to handle. The extension
to the more general boundary conditions (1.2) is carried out in the next
section. We make a first assumption.
Assumption I. The function r is analytic on a simply connected domain D
which contains the interval [a, b]. There is given a domain T containing 0 such
that
1+{r(x)  (&, 0] for all x # D, { # T.
By our assumption, the principal value of the root (1+{r(x))12 is an
analytic function of x # D and { # T. The domain T will usually be star-
shaped with respect to the origin. Of course, in this case, the condition
1+{r(x)  (&, 0] for all x and { is equivalent to the condition that
1+{r(x){0 for all x and {.
For x # D and { # T, we define the analytic function
F(x, {) :=|
x
a
(1+{r(u))12 du. (2.2)
The value of the integral does not depend on the choice of the path of
integration within D. We also set
c({) :=F(b, {)=|
b
a
(1+{r(u))12 du. (2.3)
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This is an analytic function on T. Since the real part of (1+{r(u))12 is
always positive, we have Re c({)>0 for all { # T. Therefore,
G(x, {) :=
F(x, {)
c({)
(2.4)
defines an analytic function of x # D and { # T. We note that G(x, 0)=
(x&a)(b&a) and G(a, {)=0, G(b, {)=1.
We want to apply the ‘‘normalized’’ Liouville transformation t=G(x, {)
to (1.1) with { :=*+. Before we can do that we have to ensure that the
function G(x, {), { fixed, is invertible in some sense. Therefore, we make
another assumption.
Assumption II. There is a domain D1 containing [a, b] whose compact
closure D 1 lies in D and a domain T1 containing 0 whose compact closure T 1
lies in T such that
G(x, {)  [0, 1]
for all x in the boundary D1 of D1 and for all { # T 1 .
Let us show that we can always satisfy Assumptions I and II provided
r is real-analytic on [a, b].
Theorem 2.1. Let r be a real-valued and real-analytic function defined
on the interval [a, b]. Then domains D, T, D1 and T1 can be chosen that
satisfy Assumptions I and II.
Proof. Choose $>0 so small that r can be continued to an analytic
function on an open set containing the closure of the domain D: =
D($): =[x: dist(x, [a, b])<$]. Choose 0<$1<$, and let D1 :=D($1).
Let R :=max[ |r(x)|: dist(x, [a, b])$]. If 0<=<1R, then Assumption I
is satisfied for T :=[{: |{|<=]. Since G(x, 0)=(x&a)(b&a), we have
|G(x, 0)&t|$1 (b&a) for all x # D1 and t # [0, 1]. Uniform continuity
of G(x, {) for x # D1 and |{|=2 implies that there is 0<=1=2 such
that G(x, {)  [0, 1] for all x # D1 and |{|=1 . This is what we wanted to
prove. K
It is easy to obtain explicit estimates on the possible size of =1 . We derive
such estimates in Section 5.
At this point and several times later, we will need the following version
of the implicit function theorem from complex analysis. For example, it
follows from the continuous dependence of roots of an equation on
parameters [2, 9.17.4] and the local version of the implicit function
theorem [2, 10.2.4].
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Theorem 2.2. Let f (x, y) be a function that is analytic for x in a domain
A in Ck and y in a domain B in C. Let B1 be an open set whose compact
closure lies in B. Let f (x, y){0 for all x # A and all y # B1 . Moreover, let
there be x0 # A such that there is exactly one (according to multiplicity) solu-
tion y=y0 of the equation f (x0 , y)=0 in B1 . Then, for all x # A, there is
exactly one solution y of f (x, y )=0 in B1 . The induced function x [ y is
analytic on A.
By Assumption II, there exists ’>0 such that G(x, {)&t does not
vanish if x # D1 , { # T1 and t # E, where E :=[z: dist(z, [0, 1])<’]. By
Theorem 2.2, for each t # E and { # T1 , there is exactly one x # D1 such that
t=G(x, {). The induced function (t, {) [ x is analytic. In particular, for
each { # T1 , there is a domain E{ /D1 such that t=G(x, {) establishes a
one-to-one correspondence between x # E{ and t # E. It should be noted
that E{ contains the points a and b but usually will not contain the whole
interval [a, b].
Consider now equation (1.1) with nonzero + and let { :=*+ # T1 . For
x # E{ , t # E, we transform equation (1.1) according to
t=G(x, {), w(t)=(1+{r(x))14 y(x). (2.5)
After a standard calculation we obtain the differential equation
w"+(_+f (t, {)) w=0 , (2.6)
where _: =c({)2 + and
f (t, {) :=c({)2
5
16 {
2r$(x)2& 14{r"(x)(1+{r(x))
(1+{r(x))3
.
The function f (t, {) is analytic for t # E and { # T1 . The boundary condi-
tions (2.1) transform to
w(0)=w(1)=0. (2.7)
Our assumptions show that there is a constant Q independent of { and t
such that
| f (t, {)|Q for t # [0, 1], { # T1 . (2.8)
We consider (2.6), (2.7) as a new two-parameter eigenvalue problem.
A pair ({, _) of complex numbers is called an eigenpair of (2.6), (2.7) if
there is a complex-valued nontrivial solution (eigenfunction) w of (2.6),
(2.7) defined on [0, 1]. Of course, { is assumed to be in T1 . Similarly, a
pair (*, +) of complex numbers is called an eigenpair of (1.1), (2.1) if there
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exists a nontrivial complex-valued solution y of (1.1), (2.1) defined on
[a, b].
We have the following obvious connection between the new eigenpairs
and the original eigenpairs.
Lemma 2.3. Let * # C, +{0, _ # C, { # T1 be four complex numbers con-
nected by the equations {=*+ and _=c({)2 +. Then (*, +) is an eigenpair
of (1.1), (2.1) if and only if ({, _) is an eigenpair of (2.6), (2.7).
Proof. Let (*, +) be an eigenpair. By definition, this means that (1.1),
(2.1) has a nontrivial solution y(x) defined for x # [a, b]. Since r is analytic
on the simply connected domain D, a well known result on solutions of
linear differential equations in the complex domain [10, Sect. 21] implies
that y(x) can be continued to an analytic solution of (1.1) on D. In par-
ticular, it is defined on E{ . Then the corresponding function w(t) is a
nontrivial solution of (2.6), (2.7) defined on E and so also on [0, 1]. Thus
(_, {) is an eigenpair. The proof of the other implication is similar. K
Lemma 2.4. Whenever ({, _), { # T1 , is an eigenpair of (2.6), (2.7), then
min

n=1
|_&n2?2 |Q.
Proof. Let w be an eigenfunction corresponding to the eigenpair ({, _).
The sequence of functions wn(t) :=- 2 sin(n?t), n=1, 2, . . . forms an
orthonormal basis of L2(0, 1). Therefore, for all g # L2(0, 1), Parseval’s
equality
|
1
0
| g(t)| 2 dt= :

n=1 } |
1
0
g(t) wn(t) dt }
2
(2.9)
holds. Using equation (2.6) for w and the equation w"n+n2?2wn=0 for wn ,
we obtain
w$wn&w$n w | 10+|
1
0
(_&n2?2+f (t, {)) w(t) wn(t) dt=0. (2.10)
The boundary terms vanish because w and wn satisfy (2.7). Therefore, by
(2.8) and (2.9),
min

n=1
|_&n2?2 | 2 |
1
0
|w(t)| 2 dt :

n=1
|_&n2?2 | 2 } |
1
0
w(t) wn(t) dt }
2
= :

n=1 } |
1
0
f (t, {) w(t) wn(t) dt }
2
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=|
1
0
| f (t, {) w(t)| 2 dt
Q2 |
1
0
|w(t)| 2 dt.
This implies the statement of the lemma because 10 |w(t)|
2 dt>0. K
Proposition 2.5. If n>Q?2+12, then there exists an analytic function
_n({) on T1 with the following properties:
(i) _n(0)=n2?2 ;
(ii) ({, _n({)) is an eigenpair of (2.6), (2.7) for each { # T1 ;
(iii) |_n({)&n2?2 |Q for all { # T1 .
Proof. Let W(t)=W(t, {, _) be the solution of (2.6) satisfying the
initial conditions W(0)=0, W $(0)=1. Then define d({, _)=W(1, {, _). By
a well known result on analytic parameter dependence [10, Sect. 13],
d({, _) is analytic for { # T1 and _ # C. Clearly, d({, _)=0 if and only if
({, _) is an eigenpair of (2.6), (2.7). By assumption on n, the circle
|_&n2?2 |=Q+= is disjoint from all disks |_&m2?2 |Q, m=1, 2, ... for
=>0 sufficiently small. Then, by Lemma 2.4, d({, _) does not vanish for
{ # T1 and |_&n2?2 |=Q+=. Now Theorem 2.2 applied to the equation
d({, _)=0 implies that there is an analytic function _n({) on T1 such that
_n(0)=n2?2, d({, _n({))=0 and |_n({)&n2?2 |<Q+= for all { # T1 . This
gives the statement of the proposition as =  0. K
We now prove the main result of this section.
Theorem 2.6. Consider the two-parameter eigenvalue problem (1.1),
(2.1) under Assumptions I and II. Let \n be the associated radii of
convergence of the expansions (1.6). Let Q be a constant satisfying (2.8), and
define a positive constant C by
C := min
{ # T 1
|{c({)&2 |,
where c({) is defined in (2.3). Then, for n>Q?2+12, we have
\nC(n2?2&Q).
Proof. For given 0<=<C, we choose an open set T2 containing 0 with
T 2 /T1 such that |{c({)&2|C&= for all { # T2 . For n>Q?2+12, set
Mn := min
{ # T2
|{_n({) c({)&2 |,
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where _n is chosen according to Proposition 2.5. Note that Mn>0 because
_n({) does not vanish in T1 . We apply Theorem 2.2 to solve the equation
{_n({) c({)&2&*=0 for {. We find an analytic function {n(*) in |*|<Mn
with {n(0)=0 such that {n(*) # T2 and
{n(*) _n({n(*)) c({n(*))&2&*=0 for all |*|<Mn . (2.11)
We claim that the analytic function
#n(*) :=_n({n(*)) c({n(*))&2, |*|<Mn ,
agrees with +n(*) for &Mn<*<Mn . By Lemma 2.3 and (2.11), (*, #n(*))
is an eigenpair of (1.1), (2.1) for each |*|<Mn . Since #n(*) is a continuous
function, this shows that it must agree with one of the eigencurves (1.5) for
&Mn<*<Mn . Since #n(0)=n2?2(b&a)&2=+n(0), we obtain #n(*)=
+n(*) for &Mn<*<Mn and the claim is established. Therefore,
\nMn(C&=)(n2?2&Q).
As =  0, this proves the desired statement. K
Theorems 2.1 and 2.6 imply Theorem 1.1 for the boundary conditions
(2.1).
3. General Boundary Conditions
In this section we consider Eq. (1.1) under the more general boundary
conditions (1.2). We also suppose Assumptions I and II. The transforma-
tion (2.5) takes the boundary condition (1.2) at x=a to
c({) _:1(1+{r(a))&12&:24 {r$(a)(1+{r(a))&32& w(0)+:2w$(0)=0. (3.1)
The boundary condition (1.2) at x=b transforms to a similar one for w at
t=1. For example, the boundary conditions y$(0)=y$(?2)=0 for the
Mathieu equation transform to w$(0)=w$(1)=0 because r$(a)=r$(b)=0
in this case. In such a situation the theory of Section 2 carries over without
any problems. We just have to replace n2 by (n&1)2 throughout because
the eigenvalues of w"+_w=0, w$(0)=w$(1)=0, are equal to (n&1)2 ?2,
n=1, 2, ... In the proof of Lemma 2.4, the functions wn are the corre-
sponding eigenfunctions.
However, in general, the transformed boundary condition (3.1) involves
the complex parameter {. Thus the transformed boundary conditions are
usually not of the classical SturmLiouville type. This makes it a little more
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difficult to deal with the boundary terms in equation (2.10). We will need
the following two lemmas leading to Proposition 3.3. We prefer to for-
mulate these results independently from our general hypotheses.
Lemma 3.1. Let w be a solution of the differential equation
w"+_w+f (t)w=0, 0t1,
where _ # C and f is a continuous complex-valued function on [0, 1] with the
bound | f (t)|Q for all t # [0, 1]. Then, for all u # [0, 1],
|_w(u)| 2|w$(u)| 2+(1+Q)( |w(0) w$(0)|+|w(1) w$(1)| )
+(2+Q)( |_|+Q) |
1
0
|w(t)| 2 dt.
Proof. If we multiply the differential equation by w and integrate over
0t1, we obtain
|
1
0
|w$(t)| 2 dt=w$w | 10+_ |
1
0
|w(t)| 2 dt+|
1
0
f (t)|w(t)| 2 dt. (3.2)
If we multiply the differential equation by 2w$ and integrate over t between
u and v, we obtain
w$(v)2&w$(u)2+_w(v)2&_w(u)2+2 |
v
u
f (t) w(t) w$(t) dt=0.
We integrate once more over 0v1 to find that
|_w(u)|2|w$(u)| 2+|
1
0
|w$(t)| 2 dt+|_| |
1
0
|w(t)| 2 dt
+Q |
1
0
|w(t)| 2 dt+Q |
1
0
|w$(t)| 2 dt.
We now use (3.2) to estimate  |w$(t)| 2 dt. This leads to the desired
statement. K
Lemma 3.2. Define
H(z)= :

m=0
|z&m2 | &2
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for all complex numbers z different from any square m2, m=0, 1, ... Let
d(z)=minm=0 |z&m
2 | be the shortest distance from z # C to the set of
squares. Then
sup[H(z): d(z)R]  0 as R  .
Proof. Let z # C with d :=d(z)>0. Choose k=0, 1, ... with |z&k2 |=d.
We distinguish two cases depending on whether kd or k<d. We con-
sider first the case kd. For m=k+l, l=1, 2, ... we have
|z&m2|m2&k2&dm2&k2&k=2kl+l 2&kk(2l&1)>0.
Thus
:

m=k+1
|z&m2 |&2k&2 :

l=1
(2l&1)&2d &2
?2
8
.
For m=k&l, l=2, ..., k we have
|z&m2 |k2&m2&dk2&m2&k=2kl&l 2&kk(l&1)>0.
Thus
:
k&2
m=0
|z&m2 |&2k&2 :
k
l=2
(l&1)&2d &2
?2
6
.
Therefore, if kd,
H(z)d &2 \2+?
2
8
+
?2
6 + . (3.3)
We now consider the case that k<d. Let n be the smallest integer with
nd. For m=n+l, l=1, 2, ... we have
|z&m2 |m2&k2&dm2&k2&n2nl+l 2&nn(2l&1)>0.
Thus
:

m=n+1
|z&m2 |&2n&2 :

l=1
(2l&1)&2d&2
?2
8
.
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Therefore, if k<d,
H(z)= :
n
m=0
|z&m2 |&2+ :

m=n+1
|z&m2 |&2
d&2(n+1)+d&2
?2
8
d&2(d+2)+d&2
?2
8
.
This estimate and (3.3) now imply the desired result. K
The following proposition replaces Lemma 2.4.
Proposition 3.3. Let K and Q be two given positive numbers. Then a
positive number L depending only on K and Q can be found such that the
following statement is true. If w is a nontrivial solution of the differential
equation
w"+_w+f (t) w=0, 0t1,
where _ # C and f is a continuous complex-valued function on [0, 1] with the
bound | f (t)|Q for t # [0, 1], and if w satisfies the inequalities
|w$(0)|K |w(0)|, |w$(1)|K |w(1)|,
then
min

n=1
|_&(n&1)2 ?2 |L.
Proof. Let w be a function with the above properties. Let w1(t) :=1 and
wn(t) := - 2 cos((n&1) ?t) for n = 2, 3, ... The system wn forms an
orthonormal basis of L2(0, 1). As in the proof of Lemma 2.4, we derive the
equation
w$wn&w$n w| 10+|
1
0
(_&(n&1)2 ?2+f (t)) w(t) wn(t) dt=0. (3.4)
The boundary terms involving w$n vanish. The boundary terms involving w$
can be estimated using the constant K. We obtain
|_&(n&1)2 ?2 | } |
1
0
w(t) wn(t) dt }
- 2 K( |w(0)|+|w(1)| )+Q \|
1
0
|w(t)| 2 dt+
12
.
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By Lemma 3.1 with u=0 and u=1, we find constants M1 and M2
depending only on K and Q such that
|w(u)| 2M1 |
1
0
|w(t)|2 dt
for u=0 and u=1 if |_|M2 . Thus there is a constant M3 such that for
|_|M2 ,
|_&(n&1)2 ?2 | 2 } |
1
0
w(t) wn(t) dt }
2
M3 |
1
0
|w(t)| 2 dt.
Now Parseval’s equality gives
H0(_) := :

m=0
|_&m2?2 | &2
1
M3
.
By Lemma 3.2, we find L>0 only depending on M3 such that
minm=0 |_&m
2?2 |L. This completes the proof. K
We have results similar to Proposition 3.3 when we replace the condition
|w$(u)|K |w(u)| at one of the endpoints u=0 or u=1 by the condition
w(u)=0. Then (n&1)2 has to be replaced by (n&12)2, n=1, 2, ... The
proof is very similar to that given above.
We now return to equation (1.1) subject to boundary conditions (1.2).
We suppose Assumptions I and II. Let +n0 be the eigenvalues of (1.1), (1.2)
for *=0. We know that
+n0=(n&p)2
?2
(b&a)2
+O(1), (3.5)
where p=0 if :2=;2=0, p=12 if either :2=0 or ;2=0 but not both,
and p=1 if :2{0 and ;2{0. If :2{0, then the transformed boundary
condition (3.1) at t=0 implies |w$(0)|K |w(0)| with an appropriately
chosen constant K independent of { # T1 . At the right endpoint t=1 we can
argue similarly. Therefore, (3.5) and Proposition 3.3 or one of its variants
imply that there exists a constant P such that all eigepairs ({, _) of (2.6)
with respect to the transformed boundary conditions satisfy
min

n=1
|_&(b&a)2 +n0 |P.
Next we prove a result similar to Proposition 2.5 with n2?2 replaced by
(b&a)2 +n0 and Q replaced by P. As in Section 2, we then obtain the
following main theorem.
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Theorem 3.4. Consider the two-parameter eigenvalue problem (1.1),
(1.2) under Assumptions I and II. Let \n be the associated radii of con-
vergence of the expansions (1.6). Set
C := min
{ # T 1
|{c({)&2 |.
Then there is a constant P independent of n such that
\nC((n&p)2 ?2&P)
for all n with p as in (3.5).
Theorems 2.1 and Theorem 3.4 imply Theorem 1.1 stated in the intro-
duction.
4. Application to the Airy Equation
In this section we apply Theorems 2.6 and 3.4 to the Airy equation (1.4).
The Airy equation provides a nice example to illustrate the theory because
the Liouville transformation (2.5) can be calculated explicitly in this case.
Our goal is to make the constant C appearing in those theorems large by
appropriate choice of the domains appearing in Assumptions I and II.
We first determine G(x, {) for x close to [&1, 1] and { close to 0
without specifying D and T at this point. We find
F(x, {)=|
x
&1
(1+{z)12 dz=
2
3
1
{
[(1+{x)32&(1&{)32].
Now we try to determine the pairs (x, {) that are mapped to [0, 1] under
G(x, {)=F(x, {)F(1, {). We have to solve
(1+{x)32&(1&{)32
(1+{)32&(1&{)32
=t # [0, 1].
This leads to
(1+{x)32=t(1+{)32+(1&t)(1&{)32. (4.1)
The right hand side describes a line segment connecting the points
(1\{)32. The numbers { that have the property that this line segment
passes through 0 will play a special role in our analysis. These ‘‘critical’’
values for { are given by {=\1 and those { that satisfy
\1+{1&{+
32
=&
1&t
t
# (&, 0).
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This means that arg((1+{)(1&{))=\2?3. Therefore, the critical values
for { form a curve that consists of the circular arc starting at &1 passing
through i - 3 and ending at 1 and another arc that is the complex con-
jugate of it.
The above analysis motivates us to define a set T0 by
T0 :=K(i 13 - 3, 23- 3) _ K(&i 13- 3, 23- 3).
Here K(u, p) denotes the disk |z&u|<p. We define D0 by
D0 :=K(i 13- 3, 23- 3) & K(&i 13- 3, 23- 3).
The domains D0 and T0 are shown in Figure 1.
Lemma 4.1. If x # D 0 , { # T0 , then 1+{x  (&, 0].
Proof. Consider the set of 1+#x, where # varies in T0 . It follows from
the definition of D0 and T0 that this set does not contain 0. Since the set
is star-shaped with respect to 1, it does not contain any number in
(&, 0]. K
Fig. 1. Domains D0 and T0 for the Airy equation.
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We cannot directly take D0 and T0 as the domains D and T in Assump-
tion I because D0 does not contain the endpoints of [&1, 1]. However, if
we choose T and T1 a little smaller than T0 , and D, D1 a little larger than
D0 then we will see that these domains satisfy our Assumptions I and II.
More precisely, let T(=) be defined in the same way as T0 but with the
common radius of the disks decreased by a given small positive number =.
Similarly, let D($) be defined in the same way as D0 but with the radius
increased by a small positive number $.
Lemma 4.2. For every (small) =>0, there is $>0 such that the domains
D=D($), D1=D($2), T=T(=) and T1=T(2=) satisfy Assumptions I
and II.
Proof. By Lemma 4.1, we can choose $>0 so small that Assumption I
is satisfied for the domains D=D($) and T=T(=). We now prove that
Assumption II holds for T1 and D1 . For given t # [0, 1], we define an
analytic function g({) in T0 by
g({) :=
1
{
(t(1+{)32+(1&t)(1&{)32)23&
1
{
.
The apparent singularity at {=0 is removable. The appearing powers are
defined by their principal values. Their arguments are not in (&, 0]. The
function g can be extended to a continuous function in T0 . We can easily
evaluate g along the boundary of T0 because then the line segment on the
right hand side of (4.1) passes through 0. In fact, if { # T0 , then g({) lies
on the line segment from &1 to &1{ or on the line segment from &1{
to 1. These line segments lie in D 0 . Therefore g maps the boundary of T0
into D 0 . The maximum principle applied to g({)\i - 33 shows that g
maps T 0 into D 0 . Now the calculation at the beginning of this section
shows that every solution x # D($), { # T(=) of G(x, {) # [0, 1] must satisfy
x=g({). Consequently, x must lie in D 0 . This shows that Assumption II
holds. K
We now apply Theorem 3.4 with our chosen domains. As = tends to 0,
the constants C(=) determined with respect to the chosen T1 converge to
C := min
{ # T 0
|{c({)&2|, (4.2)
where
c({)=
2
3
1
{
((1+{)32&(1&{)32)
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is a continuous function on T 0 . We now prove that the minimum that
defines C is attained at {=\1 and so equals 932.
Lemma 4.3. The constant C defined by (4.2) is equal to 932.
Proof. We see that |c(\1)|2=329. Therefore, it will be sufficient to
show that |c({)| 2|{|329 for all { along the boundary of T0 different
from {=\1. It is also sufficient to consider one of the two circular arcs
enclosing T0 . We parametrize the arc in the upper half-plane by
|=(1+{)(1&{)=r exp(i2?3), r>0. A straightforward calculation gives
c({)=&
252
3
1+r32
(|&1)(|+1)12
.
Thus
|c({)| 2
|{|
=
32
9
(1+r32)2
(1+r+r2)32
.
By elementary calculus, we show that the latter expression cannot exceed
329. The lemma is proved. K
By combining our results, we obtain from Theorem 3.4 the following
result announced in the introduction.
Theorem 4.4. The convergence radii \n associated with the Airy equation
(1.4) and boundary conditions (1.2) satisfy the inequality
lim inf
n  
\n
n2

9
32
?2.
All our results so far aim for lower bounds for \n . We mention that
upper bounds for \n can be derived from the following known result [5,
Satz 8, p. 67].
Theorem 4.5. Consider the two-parameter problem (1.1), (1.2), where r
is a continuous real-valued function on [a, b]. Expand the eigenvalue +n(*)
into powers of * as in (1.6). Then we have
:

k=1
+2nk\
2k
n 2 &r&2 \2n for all n,
where &r& denotes the maximum of |r(x)| over x # [a, b].
Let us apply this result to the Airy equation with the boundary condi-
tions (2.1). We first calculate +n2 in the following way. Let Y(x, *, +) be the
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solution of (1.4) with initial conditions y(&1)=0, y$(&1)=1. Then define
D(*, +)=Y(1, *, +). The function +n(*) satisfies D(*, +n(*))=0. Therefore,
the derivative +"n(0) can be expressed by partial derivatives of D at (0,
n2?24). Note that +$n(0)=0. The partial derivatives of D can be found by
differentiating (1.4) with respect to the parameters and solving some
inhomogeneous linear differential equations explicitly. We omit the details
of the rather lengthy calculations. The result is
+n2=
n2?2&15
3n4?4
for n=1, 2, ...
Theorem 4.5 implies that +2n2\
4
n2\
2
n . Thus we obtain
lim sup
n  
\n
n2
3 - 2 ?2.
Together with Theorem 4.4 this proves that \nn2 stays between two
positive numbers as n  . Of course, we conjecture that \nn2 is a con-
vergent sequence. Numerical calculations show that the lower bound for
this potential limit given by Theorem 4.4 is much closer to the truth than
the upper bound just found.
5. Application to the Mathieu Equation
For the Mathieu equation, the function F(x, {) is given by an incomplete
elliptic integral of the second kind corresponding to a complex modulus
related to {. Therefore, an analysis for the Mathieu equation similar to that
presented in the previous section for the Airy equation will be more
involved.
However, we can always find a relatively crude lower bound for the con-
stant C of Theorem 3.4 as follows. Let $>0 be such that r(x) is analytic
on an open set containing all x with dist(x, [a, b])$. Let D1 be given
by dist(x, [a, b])<$. Let R and R0 be the maximum of |r(x)| over D 1 and
x # [a, b], respectively. If 0<=<1R, then Assumption I is satisfied with a
suitable chosen simply connected domain D containing D 1 and a domain
T containing [{: |{|=]. To verify Assumption II, we first estimate, for
x # D1 , |{|=<1R,
(b&a)(1&=R0)12|c({)|(b&a)(1+=R0)12.
We used that, for all |z|<1,
(1&|z| )12Re(1+z)12|(1+z)12 |(1+|z| )12.
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Similarly, we find
|F(x, {)&F(x, 0)||x&a|
=R
1+(1&=R)12
and
|c({)&c(0)|(b&a)
=R0
1+(1&=R0)12
.
Since
G(x, {)&G(x, 0)=
c(0)(F(x, {)&F(x, 0))&F(x, 0)(c({)&c(0))
c({)c(0)
this leads to
|G(x, {)&G(x, 0)|
|x&a|
b&a
K(=),
where
K(=) :==
R(1+(1&=R)12)&1+R0(1+(1&=R0)12)&1
(1&=R0)12
.
In a similar way, we see that we can replace |x&a| by |x&b| in this
estimate. Therefore, we obtain
|G(x, {)&G(x, 0)|
U
b&a
K(=),
where
U :=( 14 (b&a)
2+$2)12.
We now choose =>0 so small that =<1R and UK(=)<$. Then, for all
|{|=, x # D1 and t # [0, 1],
|G(x, {)&t||G(x, 0)&t|&|G(x, {)&G(x, 0)|

$
b&a
&
U
b&a
K(=)>0.
This shows that Assumption II is satisfied for D1 and T1 :=[{: |{|<=]. For
such an admissible =, we then have for the constant C of Theorem 3.4
C= min
|{|==
|{c({)&2 |
=
(b&a)2 (1+=R0)
. (5.1)
It is clear that this estimate for C could be improved upon.
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Let us apply (5.1) to the Mathieu equation. Using |cos(z)|cosh(Iz),
we obtain R=2 cosh(2$) and R0=2, U 2=?216+$2. If we choose $=0.5,
then our estimates show that ==0.15 is admissible. Using (5.1) this leads
to C6(13?2). Thus Theorem 3.4 implies the following result.
Theorem 5.1. The convergence radii \n associated with the Mathieu
equation (1.3) and the boundary conditions (1.2) satisfy
lim inf
n  
\n
n2

6
13
.
According to numerical calculations [6], we conjecture that the
sequence \nn2 converges to a number close to 2.042. Numerical calcula-
tions of the author suggest (but do not prove) that the estimate
lim inf \n n22.0418 can be derived from Theorem 3.4.
If we restrict ourselves to the boundary conditions y(0)=0 or y$(0)=0
and y(?2)=0 or y$(?2)=0, then the additional estimates of Section 3 are
not needed in the Mathieu case. In this case we can also find explicit lower
bounds for \n based on Theorem 2.6 and the remarks at the beginning of
Section 3.
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