We offer a proof of the following nonconventional ergodic theorem:
Introduction
The setting for this work is a collection of d commuting measure-preserving actions T i : Z r (X, Σ, µ), i = 1, 2, . . . , d, on a probability space. We present a proof of the following result: The case of this result with r = 1 and the standard sequence of averaging sets I N + a N := {1, 2, . . . , N} was first proved by Tao in [16] . Tao proceeds by first demonstrating the equivalence of this result with a finitary assertion about the behaviour of the restriction of our functions to large finite pieces of individual orbits. This, in turn, is easily seen to be equivalent to a purely finitary result about the behaviour of certain sequences of averages of 1-bounded functions on (Z/NZ) d for very large N, and the bulk of Tao's work then goes into proving this last result. Interestingly, Towsner has shown in [17] how the asymptotic behaviour of these purely finitary averages can be re-interpreted back into an ergodic-theoretic assertion by building a suitable 'proxy' probability-preserving system from these averages themselves, using constructions from nonstandard analysis. Tao's method of analysis can be extended to the case of individual actions T i of a higher-rank r and an arbitrary Følner sequence in Z r , but with the base-point shifts a N all zero, quite straightforwardly, but seems to require more work in order to be extended to a proof for the above base-point-uniform version.
In this paper we shall give a different proof of Theorem 1.1 that uses only more traditional infinitary techniques from ergodic theory. Our method is not affected by shifting the base points of our averages. In particular, we recover a new proof of the base-point-fixed case.
The further special case of Theorem 1.1 in which r = 1 and T i = T a i for some fixed invertible probability-preserving transformation T and sequence of integers a 1 , a 2 , . . . , a d has been the subject of considerable recent attention, with complete proofs of this case appearing in works of Host and Kra [13] and of Ziegler [20] . These, in turn, build on techniques developed in previous papers for this or other special cases of the theorem by Conze and Lesigne [4, 5, 6] , Zhang [18] and Host and Kra [12] , and also on the analysis by Furstenberg and Weiss in [9] of averages of the form 1 N N n=1 f • T n · g • T n 2 (which, we stress, do not constitute a special case of Theorem 1.1 in view of the nonlinearity in the second exponent).
It is this last paper that first formally introduces the important notion of 'characteristic factors' for a system of averages of products: in our general setting, these comprise a tuple (Ξ 1 , Ξ 2 , . . . , Ξ d ) of T -invariant σ-subalgebras of Σ such that, firstly,
and any choice of (a N ) N ≥1 and (I N ) N ≥1 , so that convergence in general will follow if it can be established when each f i is Ξ i -measurable; and secondly such that these factors have a more precisely-describable structure than the overall original system, so that the asymptotic behaviour of the right-hand averages above can be analyzed explicitly.
This proof-scheme has not yet been successfully carried out in the general setting of the present paper. The analyses of powers of a single transformation by Host and Kra and by Ziegler both rely on achieving a very precise classification of all possible characteristic factors in the form of 'nilsystems', within which setting a bespoke analysis of the convergence of the relevant ergodic averages has been carried out separately by Leibman [14] . In addition, Frantzikinakis and Kra have shown in [7] that nilsystems re-appear in this rôle in the case of a more general collection of invertible single transformations T i under the assumption that each T i and each difference T i T −1 j for i = j is ergodic, and they deduce the restriction of Theorem 1.1 to this case also. However, without this extra ergodicity hypothesis simple examples show that any tuple of characteristic factors for our system must be much more complicated, and no good description of such a tuple is known.
We note in passing that in the course of their analysis in [13] of the case of powers of a single transformation, Host and Kra also introduce the following 'cuboidal' averages associated to a single action S : Z r (X, Σ, µ):
Using their structural results they are able to prove convergence of these averages also. This result amounts to a different instance of our Theorem 1.1, involving 2 r commuting Z r -actions, by defining T n η := S η 1 n 1 +η 2 n 2 +...+ηrnr .
In this paper we shall use the possibility of projecting our input functions f i onto special factors only in a rather softer way than in the works above. Noting that the case d = 1 of Theorem 1.1 amounts simply to the von Neumann mean ergodic theorem, we shall show that, if d ≥ 2, and under the assumption that Theorem 1.1 holds for collections of d − 1 commuting Z r -actions, then from an arbitrary Z dsystem (X, Σ, µ, T ) we can always construct an extension (X,Σ,μ,T ) and then a factorΞ of that extension such that, interpreting our nonconventional averages as living inside the larger systemX, we may replace the first function f 1 with its projection E µ [f 1 |Ξ] in the evaluation of these averages, and this projection is then of such a form that our nonconventional averages can be immediately approximated by nonconventional averages involving only d − 1 actions. From this point a proof of Theorem 1.1 follows quickly by induction on d.
It is interesting to note that this overall scheme of building an extension to a system with a certain additional property and then showing that this enables us to project just one of the functions contributing to our nonconventional averages onto a special factor of that extension is the same as that followed by Furstenberg and Weiss in [9] . However, the demands they make on their extension and the ways in which they then exploit it are very different from ours, and at the level of finer detail there seems to be no overlap between the proofs.
In fact, the resulting proof of convergence is much more direct than those previously discovered for the case of powers of a single transformation (in addition to avoiding Tao's conversion to a finitary problem). This is possibly not so surprising: the construction we use to build our extended system (X,Σ,μ,T ) will typically not respect any additional algebraic structure among the transformations T i . Even if these are powers of a single transformation, in general theT i will not be, and thus as far as our proof is concerned this extra assumption lends us no advantage. This is symptomatic of an important price that we pay in following our shorter proof: unlike Host and Kra and Ziegler, we obtain essentially no additional information about the final form that our nonconventional averages take. We suspect that substantial new machinery will be needed in order to describe these limits with any precision.
Finally, let us take this opportunity to stress that the substructures of a system (X, Σ, µ, T ) that are responsible for this complexity in the analysis of nonconventional analysis, although complicated and difficult to describe, are in a sense very rare. This heuristic is made precise in the following observation: if the action T is chosen generically (using the coarse topology on the collection of probability-preserving actions on a fixed Lebesgue space (X, Σ, µ), say), then classical arguments (see, for example, Chapter 8 of Nadkarni [15] ) show that generically every T γ is individually weakly mixing, and in this case not only can our averages be shown to converge using a rather shorter argument (due to Bergelson in [1] ), but they converge simply to the product of the separate averages,
We should like to propose a view of the present paper as a contribution to understanding those rare, specially structured ways in which the averages associated to our system can deviate from this 'purely random' behaviour.
Some preliminary definitions and results
Our interest in this paper is with a probability-preserving system T : Z rd (X, Σ, µ), for which we we will always assume that the underlying measurable space is standard Borel. Inside Z rd we distinguish the subgroups
Each of these is canonically isomorphic to Z r when written as a Cartesian product, as here, and we write α i : Z r ∼ = −→ Γ i for these isomorphisms. We identify the restric-
, and denote them by T 1 , T 2 , . . . , T d respectively. Note that, in this setting of group actions, all of our transformations are implicitly invertible; routine arguments easily recover versions of Theorem 1.1 suitable for collections of commuting non-invertible transformations. We shall sometimes denote a probability-preserving system alternatively by (X, Σ, µ, T ).
We shall also handle several µ-complete T -invariant σ-subalgebras of Σ. As is a standard in ergodic theory we shall use the term factor either for such a σ-subalgebra or for a probability-preserving intertwining map φ : (X, Σ, µ, T ) → (Y, Ξ, ν, S); to any such φ we can associate the invariant σ-subalgebra given by the µ-completion of φ −1 [Ξ] inside Σ. Henceforth we shall abusively write φ −1 [Ξ] for this completed σ-algebra.
In particular, within our system we can identify the invariant factor comprising all A ∈ Σ such that µ(T (A)△A) = 0. This naturally inherits a Z rd -action from the original system. We shall denote it by Σ T . More generally, if Γ is a subgroup of Z rd , we can identify the factor left invariant by {T γ : γ ∈ Γ}: extending the above notation, we shall call this the T | Γ -isotropy factor and write it Σ T | Γ . We shall frequently refer to this factor in case Γ is the subgroup {α i (n) − α j (n) : n ∈ Z r } for some i = j, in which case we write
be centrally important throughout this paper that if Γ is Abelian then the isotropy factors
for more general group actions this invariance holds only if Γ is a normal subgroup.
We will assume familiarity with the product measurable space (
for their coordinate-wise product:
If all the X i are equal to X, all the Y i to Y and all the ψ i to ψ then we shall abbreviate ψ × ψ × · · · × ψ to ψ ×d , and similarly for actions.
The construction that we later use for our proof of Theorem 1.1 will also require the standard notion of an inverse limit of probability-preserving systems; these are treated, for example, in Examples 6.3 and Proposition 6.4 of Glasner [10] . In addition to the results contained there, we need the following simple lemmas.
Lemma 2.1 (Isotropy factors respect inverse limits). Suppose that
is an inverse limit of an increasing sequence of Z rd -systems with connecting maps θ
, and
Proof It is clear that
; it remains to prove the reverse inclusion. Thus, suppose that A ∈ Σ is T | Γ -invariant. Then, by the construction of the inverse limit, for any ε > 0 we can pick some m ε ≥ 1 and some
Since ε was arbitrary this shows that A lies in m≥1 θ
Lemma 2.2 (Joins respect inverse limits).
Suppose that (X, Σ, µ) is a probability space and that for each i = 1, 2, . . . , k we have a tower of σ-subalgebras
and so taking the limit of the left-hand side above gives the result.
The Furstenberg self-joining
Central to many of the older ergodic-theoretic analyses of special cases of Theorem 1.1 is a certain multiple self-joining of the input Z rd -system (X, Σ, µ, T ). Given such a system and also a Følner sequence (I N ) N ≥1 and a base-point sequence (a N ) N ≥1 we can consider the averages
and now in view of the right-hand expression above, if we know only the rank-(d − 1) case of Theorem 1.1 then we can deduce that these averages converge, and it is routine to show (using the standard Borel nature of (X, Σ)) that the resulting limit values define a probability measure µ * d on the product measurable space (X d , Σ ⊗d ) by the condition that
where we know that this is independent of the choice of (a N ) N ≥1 and (I N ) N ≥1 . It is now also clear that this measure µ * d is invariant under the Z r -actions
as the Furstenberg self-joining of the space (X, Σ, µ) associated to the action T , in light of its historical genesis in Furstenberg's work on the ergodic theoretic approach to Szemerédi's Theorem ( [8] ); note, in particular, that the one-dimensional marginals of µ * d on (X, Σ) all coincide with µ. Given this self-joining, we shall write π 1 , π 2 , . . . , π d for the projection maps onto the d copies of (X, Σ, µ) that are its coordinate factors.
In the sequel we will need to work simultaneously with the Furstenberg selfjoinings of a system (X, Σ, µ, T ) and an extension ψ : (X,Σ,μ,T ) → (X, Σ, µ, T ) of that system, in which case we can compute easily that the map ψ ×d identifies
, and we shall writeπ 1 ,π 2 , . . . , π d for the coordinate-projections of this larger self-joining.
The proof of nonconventional average convergence
We prove Theorem 1.1 by induction on d. As remarked above, the case d = 1 is simply the von Neumann mean ergodic theorem, so let us suppose that d ≥ 2 and that the result is known to be true for all systems of at most d − 1 commuting Z r -actions.
Characteristic factors and pleasant systems
As indicated in the introduction, we shall use a rather simple instance of the notion of 'characteristic factors': 
Many previous results on special cases of Theorem 1.1 have relied on the identification of a tuple of characteristic factors that could then be described quite precisely, in the sense that they can be defined by factor maps of the original system to certain concrete model systems in which a more detailed analysis of nonconventional averages is feasible. Most strikingly, the analysis of Host and Kra in [13] and Ziegler in [20] show that for powers of a single ergodic transformation there is a single minimal characteristic factor (equal to all of the Ξ i above) that may be identified with a model given by a d-step nilsystem, wherein the convergence of the nonconventional averages and the form of their limits can be analyzed in great detail.
Here we shall not be so ambitious. Various examples show that for a sufficiently complicated system those functions measurable with respect to either Σ T 1 or Σ T i =T 1 for some i = 2, 3, . . . , d will behave differently (and, in particular, contribute nontrivially) should they appear as f 1 in our averages, and so we expect any tuple of characteristic factors to have
In order to explain our approach, let us first suppose that we are given a system in which we may actually take this to be our first characteristic factor, and may simply take
Definition 4.2 (Pleasant system).
We shall term a system (X, Σ, µ, T ) pleasant if
is a tuple of characteristic factors.
Remark The idea of conditioning just one of the functions f i in our averages onto a nontrivial factor already appears in Furstenberg and Weiss [9] , in whose terminology such a factor is 'partially characteristic'. ⊳
The main observation of this subsection is that, given convergence of nonconventional averages in general for systems of d − 1 actions, we can easily deduce that convergence for pleasant systems of d actions. Let us first record separately an elementary robustness result for nonconventional averages that we shall need shortly.
Proof This is clear from the termwise estimate
and the triangle inequality.
Corollary 4.4. The nonconventional averages
corresponding averages are known to converge for all the d-tuples f 
, and so it suffices to prove the desired convergence under the additional assumption that f 1 is Ξ-measurable. However, in this case we know that we can approximate f 1 in L 2 (µ) by finite sums of the form
but now the different invariances that we are assuming for each g i imply that
and all n ∈ Z r , and so the above is simply equal to
This is a product by the fixed bounded function g 1 of a nonconventional ergodic average associated to the d − 1 commuting actions T 2 , T 3 , . . . , T d , and we already know by inductive hypothesis that these converge in L 2 (µ). This completes the proof.
Unsurprisingly, there are well-known examples of systems that are unpleasant: for example, the general d-step nilsystems that emerge in the Host-Kra and Ziegler analyses are such. The simplest example from among these is the following: if R α is an irrational rotation on (X, Σ, µ) := (T, Borel, Haar) and we set T 1 := R α , T 2 := R 2α = T 2 1 , then we can check easily that
trivial, but on the other hand if f 2 ∈ T \ {1 T } and f 1 := f 2 2 then f 1 and f 2 are both orthogonal to the trivial factor but give
However, it turns out that we can repair this situation by passing to a suitable extension.
Proposition 4.6 (All systems have pleasant extensions)
. Any Z rd -system (X, Σ, µ, T ) admits a pleasant extension ψ : (X,Σ,μ,T ) → (X, Σ, µ, T ).
From this point, Theorem 1.1 follows at once, since it is clear that the theorem holds for any system if it holds for some extension of that system. Proposition 4.6 forms the technical heart of this paper, and we shall prove it in the next subsection.
Building a pleasant extension
We shall build our pleasant extension using the machinery of Furstenberg selfjoinings. By the remarks of Section 3, given the conclusions of Theorem 1.1 for systems of d−1 commuting Z r -actions and a system T : Z rd (X, Σ, µ) we may form the Furstenberg self-joining (X d , Σ ⊗d , µ * d ). Our deduction of pleasantness for our constructed extension will rest on the following key estimate. Remark Versions of this result have appeared repeatedly in previous analyses of more special cases of our main result; consider, for example, Proposition 5.3 of Zhang [18] or Subsection 6.3 of Ziegler [20] . The standard proof applies essentially unchanged in the general setting, and we include the details here largely for completeness.
Lemma 4.7 (The Furstenberg self-joining controls nonconventional averages
⊳
satisfy the assumptions of the theorem. By the classical higher-rank van der Corput Lemma (see, for example, the discussion in Bergelson, McCutcheon and Zhang [3] ) applied to the bounded
However, by the definition of the Furstenberg self-joining we know that
as N → ∞. Now, when we the averages these limiting values over m 1 and m 2 ∈ {1, 2, . . . , M} r , we clearly obtain convex combinations of uniform averages over increasingly large ranges of m 2 −m 1 of the last expression above, and so appealing to the usual mean ergodic theorem for the Z r -action
we deduce that our above double averages converge to
this is precisely an integral of the form that we are assuming vanishes, as required.
We are now in a position to construct our pleasant extension.
Proof of Proposition 4.6
We need to find an extension (X,Σ,μ,T ) such that, setting
. By Lemma 4.7, this will follow if we can guarantee instead that
We shall show that this obtains for the inverse limit of a tower of extensions of (X, Σ, µ, T ) constructed from the Furstenberg self-joinings themselves.
Step 1: construction of the extension Given the original system (X, Σ, µ, T ) we define an extension 
(note that we lift T 1 to S d+1 , rather than to S 1 ). We may now iterate this construction on the systems that emerge from it to build a whole tower of extensions
given by the projection onto the first coordinate in this self-joining it carries d − 1 other such maps corresponding to the projections onto the other coordinates; let us denote these by ψ
We will take (X,Σ,μ,T ) to be the inverse limit lim m← (X (m) , Σ (m) , µ (m) , T (m) ), and show that this has the desired property. Write ψ :X → X for the overall factor map back onto the original probability space, θ
the connecting projections of our inverse system, and also θ (m) :X → X (m) for the overall projection from the limit system, so that ψ = θ (0) . Write π
combining Lemmas 2.1 and 2.2 we deduce that
We can depict the tower of systems constructed above in the following commutative diagram:
? (θ
) ×d
where, in addition, by construction we have
for very m ≥ 0 with the actions T ×d do not agree.
Step 2: proof of pleasantness We will now prove that for
By continuity in L 2 (μ) and the definition of inverse limit, we may assume further that there is some finite m ≥ 1 such
). Given this the left-hand expression above can be re-written at level m as
, the left-hand side above can also be re-written as
is invariant under the Z r -action
for each i = 2, 3, . . . , d, and the function g • (θ
, so in the last integral above all factors save the first are θ
measurable, and so we may condition
and hence
we next deduce that
as m ′ → ∞, and by the law of iterated conditional expectation this last expression is equal to
However, by exactly analogous reasoning to that above applied with m ′ in place of m and the collection of functions
we deduce that this is equal to
It is clear that the assertion of Theorem 1.1 must hold for any system if it holds for some extension of that system, and so, as remarked previously, it now follows in full generality by combining Proposition 4.5 and Proposition 4.6.
Remarks Intuitively, at each step in our iterative construction of the tower of extensions
we are introducing a new supply of functions that are invariant under either T
i ) −1 that can contribute to building a conditional expectation of f 1 that will serve as a good approximation to it for the purpose of evaluating our integral. However, at each such step we introduce new functions on the larger system that we will also then need to handle in this way, and these will not be taken care of until the next extension. It is for this reason that the present construction relies on the passage all the way to an inverse limit.
Considering informally how the pleasant extension enables us to bring the proof of Proposition 4.5 to bear on a more general system, we can locate the concrete appearance of the extension (X,Σ,μ,T ) when we approximate f 1 by
: the point is that while this sum overall approximates a function on the smaller system (X, Σ, µ, T ), the individual functions g i that appear within it do not, and then when we separately replace composition withT n 1 byT n i for these functions this requires us to keep track of their individual orbits inside L ∞ (μ), which will in general not be confined to L ∞ (µ). ⊳
Discussion

Alternative constructions of the extension
The scheme we have adopted to construct our pleasant inverse limit extension (X,Σ,μ,T ) of (X, Σ, µ, T ) is far from canonical. In particular, there is more than one way to use some self-joining of (X, µ) built using the original transformations T to control the convergence of nonconventional averages, as we have done with the Furstenberg self-joining via Lemma 4.7. While this choice seems particularly well-adapted to giving a quick inductive proof of Theorem 1.1, it may be instructive to describe briefly an alternative such self-joining that could be used in a similar way. This is a simple generalization of the space (
constructed by Host and Kra for their proof in [13] of Theorem 1.1 in the case of powers of a single transformation.
Given our original system (X, Σ, µ, T ), we construct a sequence of self-joinings (X [1] ,
is a 2 i -fold self-joining of (X, Σ, µ, T ), iteratively as follows. First set (X [1] , Σ [1] ) := (X 2 , Σ ⊗2 ) and let µ [1] be the relatively independent selfjoining µ⊗ Σ T 1 µ of µ over the isotropy factor Σ T 1 (see, for example, Section 6.1 of Glasner [10] for the general construction of relatively independent self-joinings). In addition, lift T 1 to T 1 ×id X and T i to T [1] i := T i ×T i for i = 2, 3, . . . , d. It is clear from our construction that these preserve µ [1] . Finally, let π 1 be the projection of X 2 onto the first coordinate. Now to form (X [2] , Σ [2] , µ [2] , T [2] ) we apply this construction to the system (X [1] , Σ [1] , µ [1] , T [1] ) but taking the relatively independent self-product of µ [1] over the different isotropy factor Σ
2 , and lifting T
2 and T [1] i to T [1] i × T [1] i for i = 2, 3, . . . , d. We continue iterating this construction, at each step forming (
) by taking the relatively independent self-product over Σ
This gives the Host-Kra self-joining. Our convention is to index the
that results by the power set P[d] (the set of all subsets of {1, 2, . . . , d}), so that
, in such a way that X [1] corresponds to the factor X {∅,{1}} of this larger product, X [2] to the factor X {∅,{1},{2},{1,2}} , and so on. In addition, we write π
We can now easily concatenate the above specifications to write out the resulting transformations T 
1 -invariant and that
The remaining details of the argument are almost identical to those for Proposition 4.6. We note that in this argument the one-step extension (X (1) , Σ (1) , µ (1) , T (1) ) is already the top member of a height-d tower of self-joinings. These two towers serve different purposes in the proof, and should not be confused: the d smaller extensions used to build up to (X (1) , Σ (1) , µ (1) , T (1) ) correspond to the d appeals to the van der Corput estimate during the proof of Lemma 5.1.
The choice between the Furstenberg and Host-Kra self-joinings certainly affects the structure of the pleasant extension that emerges, but seems to make little difference to the overall complexity of the proof, since we do not exploit any of this more particular structure. The advantage of the Host-Kra self-joining is that it does not require an iterative appeal to Theorem 1.1 for its proof, but on the other hand that is traded off into a more complicated, alternating appeal to the van der Corput estimate and the Cauchy-Schwarz inequality in the proof of Lemma 5.1, rather than the simple single application made to prove Lemma 4.7.
Looking beyond the above considerations, it may be interesting to search for a quicker way to pass directly to a pleasant extension:
Question Can we construct a pleasant extension (X,Σ,μ,T ) in a finite number of steps, without invoking an inverse limit? ⊳ Remark Since a preprint of this paper first appeared, Bernard Host has shown in [11] that by using the above Host-Kra self-joining, one iteration of the above construction suffices to produce a pleasant system: the passage to the inverse limit is already superfluous! His proof of this requires a slightly more delicate analysis than the work of our Subsection 4.2, but in fact it seems likely that it applies equally well to both self-joinings. ⊳
Possible further questions
During the course of proving Theorem 1.1 we have made essential use of the commutativity of Z r , in addition to the commutativity of the different actions T 1 , I do not know whether the methods of the present paper can be brought to bear on this conjecture; it seems likely that considerable further new machinery would be needed here also.
In a different direction, it is unknown whether Theorem 1.1 holds with pointwise convergence in place of convergence in L 2 (µ). The methods of the present paper seem to contribute very little to our understanding of this problem; crucially, while the Furstenberg self-joining allows us to prove that f 1 − E µ [f 1 | Ξ] contributes negligibly to the L 2 (µ) convergence of our averages inside the extended system, so that we can replace f 1 with E µ [f 1 | Ξ], we currently know of no good way to control this approximation pointwise, as would be essential for any approach to the question of pointwise convergence using the machinery of pleasant extensions and their factors.
