Summary: This article describes a method for parti tioning metabolic variability found in positron emission tomography/[J8Flfluorodeoxyglucose studies. For the 15 subjects examined, 74.8% of the total metabolic vari ability could be ascribed to individual differences in global metabolic rate, whereas 15.8% of the total vari ability was consistent regional variation or pattern across subjects. Subsequently, the method of Q-component analysis is described for the identification of strong-and
The [ 1 8 Flfluoro-2-deoxy-o-glucose (FDG) tracer analogue when used in conjunction with positron emission tomography (PET) provides an opportu nity for the examination of regional cerebral meta bolic responses in human subjects (Phelps, 198 1) . Thus far, studies have examined the effects of spe cific disease processes and various stimulus states as well as the interaction of these two components on regional metabolism. These data have been con sidered from two perspectives, regional activation and coupling. In the regional activation approach, regional metabolic rates are compared among the experimental groups (e.g., Greenberg et al., 198 1; Buchsbaum et al., 1982; Mazziotta et al., 1982) . In comparison, in the regional coupling approach, one examines the interrelations of these metabolic rates among regions (e.g., Metter et aI., 1983; Clark et weak-pattern subjects. In addition, a standardization pro cedure that amplifies the observed pattern by removing systematic individual differences is described. Finally, the implications of these findings and methods for future and clinical studies are discussed. Key Words: Metabolic variability-Positron emission tomography-Q-Compo nent analysis-Regional cerebral metabolic rate for glu cose -Standardization. al., 1984) . Although these studies have demon strated the clinical utility of the PET/FDG proce dure and increased our understanding of brain func tion, the statistical or analytic procedures employed in these studies have conceptual and methodolog ical limitations. Specifically, the conceptual appeal of the PET/FDG procedure is that the dynamic in teraction of regional glucose metabolism can be evaluated over multiple regions of interests. How ever, the statistical procedure of either comparing or correlating specific regions of interest captures or describes only a small portion of the observed interactive pattern. Moreover, as the number of re gions of interest increases, statistical problems in terms of confidence arise, owing to the large number of possible statistical comparisons (Winer, t 97 1).
The purpose of this article is to present an alter native model for the analysis of PET -generated data. Specifically, the methods presented herein partition the metabolic variability found in a group of subjects into three sources, namely, individual differences in global metabolic rate, individual sim ilarity in relative regional metabolism, and error. The current study examines the metabolic data for 15 subjects during electric stimulation of the forearm to illustrate how the statistical techniques can be employed to address a set of relevant re search questions. In particular, the presence and strength of a similar pattern of regional metabolism are assessed with respect to the total metabolic variability. Within the context of this variability model, statistical methods for identifying strong and weak-pattern subjects are described. In addi tion, a standardization procedure for highlighting the observed pattern based on the distributional as pects of the data is illustrated. These procedures have specific advantages over previously employed techniques. First, all regions of interest are consid ered simultaneously to capture the overall pattern of regional metabolism. This property allows inter active theories of brain function to be examined. In addition, the statistical stability of the suggested measure of pattern similarity increases with the number of pertinent regions of interest. Second, be cause the degree of pattern similarity can be as sessed across individual subjects, subject variations within a disease state can be assessed to determine whether the clinical sample is heterogeneous or ho mogeneous with respect to regional cerebral metab olism. Although not directly described in the cur rent report, these two aspects of the approach are elaborated further in Discussion. Finally, although the data presented here are based on the PET/FDG analogue, the methods are applicable to other PET measures of physiological function.
METHODS

Subjects and experimental procedures
The subjects were 15 normal right-handed volunteers (7 men and 8 women with mean age of 32.2 years, SD 8.7 years, range 18-46 years). After the administration of a 3-to 5-mCi dose of FDG, a subject received a series of shocks, varying in intensity from barely perceptible to un pleasant, to the right forearm for 35-40 min. In addition, the subject's left arm was wrapped in a hot pack to ar terialize the venous blood. Prior to and throughout the experimental procedure, the subjects were seated in a low-light and acoustically treated room. Subjects were asked to and kept their eyes closed throughout the ex periment. A complete description of the experimental procedures is given by Buchsbaum et al. (1983) .
Scanning procedures
All scans were done on an ECAT-II scanner (Phelps et al., 1978) with medium-resolution shadow shields, scan mode, and reconstruction filter, yielding an in-slice res olution of 1.75 cm full width at half maximum and an axial resolution of 1.78 cm. Seven to eight planes were scanned over a 50-to 80-min period beginning 45-50 min postinjection. The planes were parallel to the cantho meatal line. A calculated attenuation correction was per formed with a visually fitted ellipse. The scanner and 'Y well counter were cross-calibrated using a 20-cm hollow Five cross-sectional images of regional CMRglu with overlaid rectangular regions of interest used as a template to aid in their placement.
cylindrical phantom containing a solution of [18Flfluoride that had been previously measured by a dose calibrator. The dose calibrator was verified by the National Bureau of Standards (Coursey et al., 1983) .
Selection of planes and regions of interest
Visual review of the scans suggested that each subject had five planes that were similar in terms of gross neu roanatomical features. In particular, for slices to be con sidered similar, specific neuroanatomical features had to be present. Each subject had slices that visually corre sponded to those shown in Fig. 1 . A standard template was generated to aid in the placement of gray matter re gions of interest. This template with the 49 rectangular regions of interest is shown in Fig. 1 . Each similar pl<J.ne for a subject was displayed beside the template image. The region of interest was then placed in the same loca tion as the template region of interest. The mean value of the region of interest was maximized by moving it ei ther slightly anteriorally/posteriorally or laterally. The re gion of interest movement to maximize the metabolic rate for the underlying ROI admixture was done so that all subject values were estimated by the same set of rules or procedures. In addition to the 49 regions of interest on the template, estimates for the right and left thalamus and basal ganglia were selected from the plane(s) where they were imaged best. Region of interest placement was iden tical to the procedures described above. Therefore, in total there were 53 regions of interest. Our interrater re liability studies on this method on 10 subjects have yielded regional correlation coefficients of ?0.96 for a subject and a maximal difference of global glucose me tabolism between raters (i.e., averaged over the regions of interest) of < 1 %. Therefore, the method yields re gional metabolic values that can be replicated with min imal error.
The dimensions of the region of interest boxes were varied to best capture the shape of the region of interest and were as follows: 1.277 x 2.271, 1.703 x 1.703,2.27 1 x 1.277 cm. However, the area of the region of interest (2.9 cm2) was kept constant to ensure that variations in recovery coefficients due to partial voluming were kept relatively constant and confined to the individual size variations in neuroanatomical structures. The area of 2.9 cm2 was chosen to maximize quantitative recovery while being consistent with the inherent resolution of the ECAT-II scanner. Finally, this constant area maintains a reasonably homogeneous variance within regions of in terest in the same subject. Glucose metabolic rates were calculated using Brooks' version of Huang's four-con stant adaptation of the Sokoloff equation (Sokoloff et aI., 1977; Huang et aI., 1980; Brooks, 1982) .
Error sources associated with experimental methods and instrumentation
As with all PE T procedures, there are unavoidable sources of error in these experimental procedures. First, although the area of the regions of interest is as small as possible within the limitation of the ECAT-II scanner, it is still relatively large with respect to the known func tional specialization of the cortex. Hence, each region of interest represents admixtures of functionally specialized gray matter. Second, each region of interest is not com posed of purely gray matter, but rather it is a mixture of, at least, gray and white matter. These two problems will introduce noise into the estimates of regional CMRglu (rCMRglu) for the gray matter regions of interest and thereby reduce the signal strength. A third source of error is the plane-matching procedure. Given that individuals differ considerably in head shape and size, the selected planes will never match perfectly across all subjects in terms of the precise underlying neuroanatomy. Therefore, besides potential individual differences in regional meta bolic response to the stimulus conditions, there are po tential sources of error arising from instrumentation con straints coupled with the complexity of human brain structure.
PARTITIONING OF METABOLIC VARIABILITY AND RELATED ANALYSIS
Partitioning of metabolic variability
Variability in metabolic values can arise from three basic sources: individual variation in global glucose metabolism, regional metabolic variation, and experimental error. Given these sources, it is possible to formulate three research questions as follows: What amount of the regional variation is consistent or similar across the sUbjects? What amount of the total metabolic variation is regional variation? What amount of the total variation is in dividual differences in global metabolic function?
The following sections attempt to describe and illustrate a statistical model for addressing these questions. Mathematically, total variation or the total sum of squares (SS TOT ) can be expressed as follows:
(1) where X is the grand mean over subjects and re gions, Xij is the metabolic rate for subjectj on region i, j ... n is the number of subjects, and i . . . p is the number of regions of interest. Algebraically, the total variation or sum of squares total can be par titioned into sum of squares within and sum of squares between (Hays, 1973) . Conventionally, in the analysis of variance (ANOVA) procedure, these terms refer to groups and subjects, respectively. In the present case, the sum of squares within refers to consistent within-subject regional variation (SSR) and error (e), whereas the sum of squares between refers to interperson differences in global glucose metabolic function (SSp). Although these sources of variation differ from the conventional ANOVA labeling, the mathematical relations are identical. Hence,
By doing a two-factor repeated-measures anal ysis with subjects as a between term and region of interest as a within term, it is possible to estimate the relative strength of each of these effects, i.e., SSp, SSR' and e. This analysis was done for the data described and is presented in Ta ble 1. From Ta ble 1, it is apparent that 74.8% of the total variability can be accounted for solely by individual differ ences in global glucose metabolic rates. Obviously, part of this variability is scalar errors of measure ment. In contrast, 15.8% of the total variability is
where X:i is the global metabolic rate for subjectj and Xi' is the average metabolic rate for region i. consistent regional pattern across the subjects. The next section will describe a method of examining the regional patterns within a group of subjects.
Statistical examination of regional variation
The assumption underlying studies of rCMRgiu is that under a given stimulus state or within a diag nostic category, there will be a specific abnormality or a consistent pattern of rCMRgiu within the spe cific group of interest. Therefore, before analyzing metabolic rates of specific regions of interest, it would seem essential to determine whether a con sistent pattern does exist across a group of subjects and in which subjects the pattern is strongest. For example, in Fig. 2 , the hypothetical relative pat terns of rCMRgiu for Cases I and IIa are the same, even though their absolute metabolic rates are dif ferent. Restated, Cases I and IIa have their highest to lowest metabolic values in identical brain re gions. This similarity of relative metabolic rates can be labeled a "pattern." An assumption of the PETI FDG method is that this similarity of response should be found when similar subjects are examined under the same environmental conditions. Cases I and lIb have, in contrast, different regional pat terns. Specifically, there is no relation between the regional metabolic rates. This difference or lack of similarity in pattern may be caused by three factors, namely, the environmental conditions, the func tional integrity of the brain, or experimental errors. For example, if Cases I and IIa were normal sub jects under similar environmental conditions, whereas Case lIb had a known neurological dis order but was under the same environmental con ditions as the other two cases, one could conclude that (a) the relative regional metabolic response of Case lIb is abnormal and (b) this abnormality is probably related to the disease process interacting with the stimulus condition.
Therefore, the first statistical problem is to define an appropriate measure of pattern similarity be tween two subjects. Because the relative ranking of the glucose metabolic rate across the hypothetical 20 regions of interest is identical for Cases I and IIa, the correlation between the two subjects' re gional glucose metabolic rates (i.e., n = 20) would be 1.0. In contrast, this correlation, for Case I with Case lIb, would be close to 0 because there is no relation between the ranking of their regional glu cose metabolic rates. Therefore, a measure of pat tern similarity between two subjects is the corre lation between their glucose values over the speci fied regions of interest. It should be noted that these intersubject correlations are independent of global CMRglu and hence reflect only systematic or shared regional variability across two subjects. With respect to the earlier-presented ANOVA re suits, the total within-persons variability (i.e., 25% of the total variability) is partitioned over subjects. Therefore, for the data reported, Pearson product moment (linear) correlations were done between each subject's regional metabolic values (i.e., n = 53). Pearson product moment correlations were done because the distributions of regional metabolic values for each subject were not significantly dif ferent (i.e., p > 0.05) from the normal distribution [Kolmogrov Smirnov test of normality (Kraft and van Eeden, 1968) ]. The individual mean metabolic rates, standard deviations, and intersubject corre lations are presented in Ta ble 2. The intersubject correlations are, in the main, high. For example, -40% of the reported values are �O. 7, thus indi cating a profile overlap or similarity of �49%. Moreover, it is apparent that some subjects (e.g., subject nos. 2, 3, 8, 14) have very similar profiles, whereas the profiles of others (e .g., subject nos. I, 15) differ from the majority.
The next step in the approach is to generate a single estimate of profile similarity across the set of subjects. A procedure for estimating the commu nality or maximal shared variance among these pat terns or correlations of rCMRgiu is Q-component analysis (Gorsuch, 1974) . Essentially, this proce dure estimates the number of independent dimen sions required to capture the structure of the orig inal intersubject correlation matrix. For example, if the intersubject patterns were all perfectly corre lated (i.e., r = 1.0), then only one dimension would be required to describe the intersubject correlation matrix. In contrast, if the intersubject correlations were all 0 (i.e., no pattern similarity across sub jects), then 15 independent dimensions would be required (i.e., the original intersubject correlation matrix). Mathematically, Q-component analysis is the decomposition of this intersubject correlation matrix into its eigenvalues and eigenvectors. The eigenvectors define the regional patterns, and their corresponding eigenvalues specify the strength of each pattern in the subject population. To employ this procedure, certain conditions should be met. First, the data should be distributed normally. Second, the number of observations per subject should be relatively large (e.g., >30) to ensure that the correlations are relatively stable. These data meet both conditions. A property of Q-component analysis is that the first component (i.e., vector, dimension) captures as much of the common vari ance as possible. The second component is orthog onal to the first and captures as much of the re maining variance as possible. Subsequently, a ma trix can be generated that indicates the degree of correlation each subject has with each orthogonal component. However, because these subjects are all normal (i.e., homogeneous), it is the first com ponent that is of interest for the problem at hand. This first component provides an estimate of the magnitude of the pattern similarity across all the subjects. Moreover, the subject correlations with this component allow for the identification of strong-and weak-pattern subjects.
The results of a Q-component analysis on the in tersubject correlation matrix are given in Ta ble 3. The first eigenvalue was 9.99 and thus accounted for 66.7% (9.99 of 15) of the total intrasubject re gional variability, or 16.6% of the total metabolic variability (i.e., approximately the same amount of variability as estimated by the ANOVA regional variation effect). This finding suggests that for the stimulus conditions described, there is a similar pat- tern of regional glucose metabolism across the sub jects. The individual subject vector loadings or cor relations (Table 3 ) with this first component suggest that (a) subject no. 1 is most atypical whereas sub ject no. 15 is marginally correlated with the common pattern and (b) the remaining 13 subjects are highly correlated with the common pattern. These conclusions are consistent with the earlier visual assessment of the intercorrelation matrix in Ta ble 2.
Standardization procedure
Because the regional pattern accounts for only 16.6% of the total metabolic variation, standardiza tion procedures have often been used to highlight or amplify regional pattern. Previously employed standardization procedures (e.g., slice, hemisphere, brain average, etc.) have been based on an intuitive approach. To maximally highlight a pattern, the standardization procedure should remove all sources of individual differences in metabolic vari- ability. For example, in the presented data, it is ap parent that large intersubject differences arise from mean metabolic rates. However, if the subjects are also compared with respect to variability about their respective mean metabolic rates by means of the Bartlett Box test for homogeneity of variance, the subjects also differ significantly from each other in terms of regional variability about their respec tive metabolic ratios (F = 5.82, p < 0.00 1). More over, consistent with an expected scalar effect, mean metabolic rate and standard deviation are strongly linearly correlated (r = 0.8). However, be cause none of these 15 distributions are significantly different from normal, it seems unlikely that there are differences in skew (i.e., symmetry) and kur tosis (i.e., breadth). Therefore, to maximally reduce intersubject differences in scaling and thereby high light pattern similarity, these data should be stan dardized with respect to the mean and standard de viation. In addition, for any standardization pro cedure, there are three other statistical concerns. The first is the introduction or propagation of error through standardization. Error will be propagated if the regions of interest are standardized to an in dependently estimated average because of the in herent error in making this estimate. In contrast, a statistical dependency is introduced if the regions of interest are standardized to an average based on their values. The degree of dependency is inversely related to the number of regions of interest used to derive the average. The third problem is the use of multiple standardization procedures and subse quent comparisons over a data set. For example, if data are standardized to a slice average, then within-slice comparisons are defensible but be tween-slice comparisons are not.
A standardization transformation that controls for variations in mean rate and variability about this mean is the Z score (Hays, 1973) . For these data, the formula is where Xi is the absolute metabolic rate for region of interest i, X is the mean metabolic rate for the subject, SD is the standard deviation about X, and Zi is the standardized score for region of interest i.
The mean metabolic rate and its standard devia tion may be calculated in this case over the 53 re gions of interest and subsequently Z scores com puted for each. For each subject, the resulting mean will be 0 with an SD of 1. This procedure introduces minimal dependence owing to the large number of regions of interest and does not propagate any fur- REGIONS OF INTEREST  FIG. 3. Comparison of the metabolic rate profiles of two sub jects without standardization of the data.
ther error due to the introduction of another esti mate. Similarly, because all regions of interest are standardized to the same estimates, any compari sons may be done.
To illustrate the effect of this standardization pro cedure on reducing intersubject differences, the profiles of two subjects are given in Figs. 3-5 for absolute metabolic rate, mean standardized scores, and finally Z scores. These two subjects were chosen because their profile intercorrelation was 0.82, which was the average intercorrelation of the subjects with the common pattern. These figures illustrate how similar the actual patterns of rCMRgiu are and how individual differences in overall metabolic function may overpower this sim ilarity if unstandardized scores are used in subse quent statistical analysis.
DISCUSSION AND CONCLUSIONS
The primary purpose of the current article was to suggest an appropriate statistical model for the anal ysis of rCMRgiu as measured by the PET/FDG methods. The suggested model partitions metabolic variability into its three basic sources, namely, in dividual differences in global metabolic function, regional variations, and error. For the data pre sented, 74.8% of the total variability could be as cribed solely to differences in global metabolic rate. In contrast, 15.8% of the total variability was con sistent individual similarity in regional pattern. The results suggest that, although relatively small in terms of the total variation, the regional variation was reliable or similar across the subjects. This finding is encouraging when all the potential error sources are considered. These error sources are (a) individual differences in response to the electrical stimulation, (b) individual differences in head shape
Comparison of the metabolic rate profiles of two sub jects (same as Fig. 3 ) after subtraction of each subject's mean rate.
and structure, (c) the plane-matching procedure, (d) the inherent resolution of the ECAT-II scanner in comparison to the known functional specialization of cortical regions, and (e) the inhomogeneity of metabolic rates within the large regions of interest. The fact that the majority of the regional variation was similar across the subjects supports the asser tion that PET can be used to evaluate the regional integrity of the cerebral cortex and subcortical structures. In this sense, these data may be viewed as a reliability study of regional variation or pattern across a set of individuals. If each subject is con sidered a replicate, then 13 of the 15 subjects had very similar profiles. Moreover, on average, the subject profiles correlated 0.82 with a hypothetical common profile. A major question raised by these results is what effect the improvements in instrumentation and ex perimental techniques will have on these estimates of regional and individual metabolic rate variations. Improved resolution will increase regional variation in a variety of ways. First, one will be able to de lineate specific regions of interest with more pre cision. Therefore, functionally specialized nuclei and/or cortex will be better or more accurately sam pled. Second, there will be less averaging of meta bolic rates over heterogeneous areas or brain sub strates. For example, the smaller region of interest size could capture only the metabolism of the tha lamic nuclei. Therefore, the resulting estimate of rCMRglu will be higher owing to the increase in recovery and will also reflect solely the phenomena of interest. The further development of multislice scanners and proper z-axis sampling will have sim ilar effects on estimates of rCMRglu. Specifically, plane-matching procedures will be more accurate and again the regions of interest better captured or delineated. Moreover, if the FDG tracer analogue is used, a subject can be repositioned in terms of head angulation and then rescanned to optimize sampling. These instrumentation improvements can affect the estimates of regional variation in two ways. First, the actual percentage of total variation attributable to regional variation can be increased by means of improved quantitative recovery. Second, the amount of systematic regional or con sistent pattern variation can also be increased. For these data, the variation associated with a consis tent pattern was limited by the fact that within-sub ject variation accounted for 25.2% of the total vari ability.
In this study, 74.8% of the total variability can be attributed to individual differences in global meta bolic rate. Some proportion of this variation is due to the practical and technical considerations of the FDG method. These error sources include the mea surements of blood glucose and the FDG time-ac tivity curve, scanner-to-well counter calibration, the use of population average rate constants and a lumped constant in the rCMRgiu operational equa tion, and uncontrolled variations in environmental conditions affecting the subject. The blood glucose and calibration measurements propagate error lin early to CMRglu, whereas errors from the other sources have more subtle influences on global met abolic rate variation. Improved experimental meth odology and measurement techniques can reduce these measurement errors, resulting in an increase in the proportion of total variability due to consis tent regional patterns.
As mentioned earlier, the Q-component analysis provides a method for determining the similarity of regional landscape independently of absolute met abolic function. In the current study, the technique was applied to data from one group of subjects under the same stimulation conditions. The results, based on the first component, suggest that a con sistent pattern was present across the subjects. However, the procedure can also be used when more than one experimental group is investigated. In this case, more than one component should be considered. Hypothetically, one may examine a group of normal controls and patients with a partic ular disease entity. Tr aditionally, the controls and the diagnostic group are compared to determine if a difference exists using an ANOVA procedure. Such a procedure is valid only if the diagnostic group is relatively homogeneous. However, this as sumption of diagnostic homogeneity is often not tenable, owing to, for example, variations in the underlying disease process, the absence of exact diagnostic criteria, or the possibility of subgroups within the diagnostic label.
The Q-component analysis may be used to expli cate these disease-related variations. First, one would hypothesize that a component, representing the n " ormal profile, will be found. The subsequent components would represent deviations from the normal profile and would probably reflect the dis ease process. In the ideal situation, the normals would all correlate or load on the same component, while the patients would all correlate with other components (i.e., perfect discrimination between the control and experimental groups). In addition, each patient would be highly correlated with a spe cific component (i.e., a specific profile type could be identified for each patient). Finally, at least two patients would be correlated with each specific component (i.e., replication of the specific pattern). Although these three conditions may never be com pletely met, the technique is designed to partition the subjects into groups based on their profiles or patterns of rCMRglu. Previous studies compared only between groups and hence assumed that the groups were internally homogeneous. However, if this assumption is not true, then true differences may be averaged out and group differences will not be found. Moreover, if the homogeneity assumption is true and the Q-component analysis is used, then the groups will each load on their own component, thereby verifying the assumption. With respect to the actual analysis of profiles, the high-loading sub jects would define the characteristic profiles of each group.
In addition to the advantage of being more con sistent with clinical reality, the suggested Q-com ponent analysis has other conceptual and statistical advantages over the general ANOYA procedures. First, the model of brain function being tested by this method reflects an assumption of interdepen dency of cerebral function. In the ANOYA proce dures in which groups are compared on individual regions of interest, there is an inherent assumption of regional functional independence. This is ob viously not consistent with our knowledge of neu roanatomy and neurophysiology. When repeated measures ANOYAs are employed, the assumption is one of equal functional dependence among all regions of interest. Again, such a supposition is not consistent with our current knowledge of brain met abolic function. By evaluating all regions of interest simultaneously, the Q-component analysis tests a model of variable functional interdependency. This model is consistent with our understanding of brain function. In addition, the stability of the intersub ject correlation increases with the number of re gions of interest. Therefore, statistical confidence increases with the number of regions of interest. In contrast, for ANOYA procedures, statistical confi dence decreases as the number of regions of interest increases.
The final issue of concern in this article is the standardization of data to maximize regional vari ation. The method presented here standardizes based on the distributional properties of the data. By examining these properties, the most sensitive or powerful method of standardization can be de termined. In addition, by standardizing over the 53 regional estimates, minimal dependency and no fur ther error are introduced. At an empirical level, it is suggested that if one wishes to standardize met abolic data, the properties of distribution should be tested to determine the most appropriate proce dures. However, at the theoretical and practical levels, one should be wary of the standardization process when comparing groups whose global met abolic rates are significantly different. Specifically, the abnormal groups may exhibit a lower global CMRglu because of specific depressions in rCMRglu. Standardization will accent the depres sion, but it will also elevate other areas artificially. Therefore, the abnormal group will appear signifi cantly lower than the normal group in specific areas and significantly higher in others. For the depressed areas, the abnormal group's absolute metabolic rate will also be lower than the normal group's, although perhaps not significantly. However, for the signifi cantly higher standardized scores, the absolute met abolic rate of these regions may be lower than that of the normal group. Specifically, by standardizing the individual subject scores to the same metric, one may be artificially inflating some scores owing to the disease-related metabolic depression of other regions of interest.
