Synchronized brain rhythms, associated with diverse cognitive functions, have been observed in electrical recordings of brain activity. Neural synchronization may be well described by using the population-averaged global potential V G in computational neuroscience. The time-averaged fluctuation of V G plays the role of a "thermodynamic" order parameter O used for describing the synchronyasynchrony transition in neural systems. Population spike synchronization may be well visualized in the raster plot of neural spikes. The degree of neural synchronization seen in the raster plot is well measured in terms of a "statisticalmechanical" spike-based measure M s introduced by considering the occupation and the pacing patterns of spikes. The global potential V G is also used to give a reference global cycle for the calculation of M s . Hence, V G becomes an important collective quantity because it is associated with calculation of both O and M s . However, it is practically difficult to directly get V G in real experiments. To overcome this difficulty, instead of V G , we employ the instantaneous population spike rate (IPSR) which can be obtained in experiments, and develop realistic thermodynamic and statistical-mechanical measures, based on IPSR, to make practical characterization of the neural synchronization in both computational and experimental neuroscience. Particularly, more accurate characterization of weak sparse spike synchronization can be achieved in terms of realistic statistical-mechanical IPSR-based measure, in comparison with the conventional measure based on V G .
Introduction
Recently, much attention has been paid to brain rhythms observed in scalp electroencephalogram and local field potentials (Buzsáki , 2006) . These brain rhythms emerge via synchronization between individual firings in neural circuits. This kind of neural synchronization may be used for efficient sensory and cognitive processing such as sensory perception, multisensory integration, selective attention, and memory formation (Wang , 2010 (Wang , , 2003 Gray , 1994) , and it is also correlated with pathological rhythms associated with neural diseases (e.g., epileptic seizures and tremors in the Parkinson's disease) (Traub and Whittington , 2010) . Here, we are interested in characterization of these synchronized brain rhythms (Golomb , 2007; Kreuz , 2011a,b) .
A neural circuit in the major parts of the brain is composed of a few types of excitatory principal cells and diverse types of inhibitory interneurons. By providing a coherent oscillatory output to the principal cells, interneuronal networks play the role of the backbones of many brain rhythms (Buzsáki , 2006; Wang , 2010 Wang , , 2003 Buzsáki et al. , 2004) . In this paper, we consider an inhibitory population of fast spiking (FS) Izhikevich subthreshold interneurons (Izhikevich , 2003 (Izhikevich , , 2004 (Izhikevich , , 2007 (Izhikevich , , 2010 . Sparsely synchronized neural oscillations are found to appear in an intermediate range of noise intensity. At the population level, fast synchronized rhythms emerge, while at the cellular level, individual neurons discharge stochastic firings at low rates than the population frequency. Fast cortical rhythms [e.g., beta (15-30 Hz), gamma (30-100 Hz), and ultrafast (100-200 Hz) rhythms], associated with diverse cognitive functions, typically exhibit sparse synchronization (Wang , 2010; Brunel and Hakim , 2008, 1999; Brunel , 2000; Brunel and Wang , 2003; Geisler et al. , 2005; Brunel and Hansel , 2006) . The main purpose of our work is to make practical characterization of synchronized cortical rhythms by using realistic measures applicable in both computational and experimental neuroscience.
Neural synchronization may be well described in terms of the populationaveraged global potential V G in computational neuroscience. For a synchronous case, an oscillating global potential V G appears; otherwise (i.e., V G is stationary) the population state becomes unsynchronized. Thus, the mean square deviation of V G plays the role of an order parameter O used for describing the synchrony-asynchrony transition in neural systems (Manrubia et al. , 2004; Hansel and Mato , 2003; Golomb and Rinzel , 1994; Hansel and Sompolinsky , 1992; Ginzburg and Sompolinsky , 1994; Lim and Kim , 2011 Hong et al. , 2011) . The order parameter O can be regarded as a "thermodynamic" measure because it concerns just the the macroscopic global potential V G without considering any quantitative relation between V G and the microscopic individual potentials. Through calculation of O, one can determine the region of noise intensity where synchronized rhythms appear. Population spike synchronization may be well visualized in the raster plot of neural spikes (i.e., a spatiotemporal plot of neural spikes) which can be directly obtained in experiments. For the synchronous case, "stripes" (composed of spikes and indicating population synchronization) are found to be formed in the raster plot. Due to synchronous contribution of spikes, local maxima of the global potential V G appear at the centers of stripes. Recently, a "statistical-mechanical" spikebased measure M s was introduced by taking into consideration both the occupation pattern and the pacing pattern of spikes in the stripes of the raster plot Hong et al. , 2011) . Particularly, the pacing degree between spikes is determined in a statistical-mechanical way by quantifying the average contribution of (microscopic) individual spikes to the (macroscopic) global potential V G . The global potential V G is thus used to provide a reference global cycle for the calculation of both the occupation and the pacing degrees. Hence, V G becomes an important population-averaged quantity because it is involved in calculation of both O and M s . However, to directly obtain V G in real experiments is very difficult. To overcome this difficulty, instead of V G , we use an experimentally-obtainable instantaneous population spike rate (IPSR) which is often used as a collective quantity showing population behaviors (Wang , 2010; Brunel and Hakim , 2008, 1999; Brunel , 2000; Brunel and Wang , 2003; Geisler et al. , 2005; Brunel and Hansel , 2006) , and develop realistic thermodynamic and statistical-mechanical measures, based on IPSR, to make practical characterization of the neural synchronization in both computational and experimental neuroscience. These realistic thermodynamic and statistical-mechanical measures are in contrast to conventional "microscopic" synchronization measures such as the correlation-based measure (based on the cross-correlation between the microscopic individual potentials of pairs of neurons) (Wang and Buzsáki , 1996; White et al. , 1998) and the spike-based measures (based on the spike-distance Purpura , 1996, 1997; Rossum , 2001; Kreuz et al. , 2011 Kreuz et al. , , 2013 and the ISI(interspike interval)-distance (Kreuz et al. , 2007) between the microscopic individual spike trains of pairs of neurons). The correlation-based and the spike-based measures are microscopic ones because both of them concern just the microscopic individual potentials or spike-trains without taking into account any quantitative relation between the microscopic quantities and the global activities (e.g., V G and IPSR). In addition to characterization of population spike synchronization, the conventional spike-based measures are also used to quantify the reliability of spike timing (Mainen and Sejnowski , 1995; Tiesinga et al. , 2002; Schreiber et al. , 2003; Gutkin et al. , 2003; Brette , 2003; Rodriguez-Molina et al. , 2007; Galán et al. , 2008; Lin et al. , 2009; Yu et al. , 2013) and the reliability of stimulus discrimination (Hernández et al. , 2000; Schaefer et al. , 2006; Narayan et al. , 2006; Wang et al. , 2007; Schmuker and Schneider , 2007; Chicharroa et al. , 2011) . This paper is organized as follows. In Sec. 2, we describe a biological globally-coupled network composed of FS Izhikevich subthreshold neurons. The Izhikevich neurons are not only biologically plausible, but also computationally efficient (Izhikevich , 2003 (Izhikevich , , 2004 (Izhikevich , , 2007 (Izhikevich , , 2010 , and they interact through inhibitory GABAergic synapses (involving the GABA A receptors). In Sec. 3, we develop realistic thermodynamic and statistical-mechanical measures, based on IPSR, which are applicable in both the computational and the experimental neuroscience. Their usefulness for characterization of neural synchronization is shown in explicit examples. Through calculation of the realistic thermo-dynamic order parameter, we determine the range of noise intensity where sparsely synchronized neural oscillations occur. In the synchronous region of noise intensity, we also characterize synchronized rhythms in terms of realistic statistical-mechanical spiking measure M s . It is thus shown that M s is effectively used to characterize sparse synchronization shown in partially-occupied stripes of the raster plot. For examination on effectiveness of realistic statisticalmechanical measure M s , we have also successfully characterized neural synchronization in another population of FS Wang-Buzsáki suprathrshold interneurons (Wang and Buzsáki , 1996) in Section 4. Furthermore, it has been shown that more accurate characterization of weak sparse spike synchronization can be achieved in terms of statistical-mechanical IPSR-based measures, in comparison with the conventional statistical-mechanical V G -based measures. Finally, a summary along with discussion on the applicability of realistic statisticalmechanical measure to real experimental data is given in Section 5.
Inhibitory Population of FS Izhikevich Subthreshold Neurons
We consider an inhibitory population of N globally-coupled subthreshold neurons. As an element in our coupled neural system, we choose the FS Izhikevich interneuron model which is not only biologically plausible, but also computationally efficient (Izhikevich , 2003 (Izhikevich , , 2004 (Izhikevich , , 2007 (Izhikevich , , 2010 . The population dynamics in this neural network is governed by the following set of ordinary differential equations:
with the auxiliary after-spike resetting:
where
Here, the state of the ith neuron at a time t is characterized by three state variables: the membrane potential v i , the recovery current u i and the synaptic gate variable s i denoting the fraction of open synaptic ion channels. In Eq.
(1), C is the membrane capacitance, v r is the resting membrane potential, and v t is the instantaneous threshold potential. After the potential reaches its apex (i.e., spike cutoff value) v p , the membrane potential and the recovery variable are reset according to Eq. (4). The units of the capacitance C, the potential v, the current u and the time t are pF, mV, pA, and ms, respectively. Unlike Hodgkin-Huxley-type conductance-based models, the Izhikevich model matches neuronal dynamics by tuning the parameters instead of matching neuronal electrophysiology. The parameters k and b are associated with the neuron's rheobase and input resistance, a is the recovery time constant, c is the after-spike reset value of v, and d is the total amount of outward minus inward currents during the spike and affecting the after-spike behavior (i.e., after-spike jump value of u). Tuning these parameters, the Izhikevich neuron model may produce 20 of the most prominent neuro-computational features of cortical neurons (Izhikevich , 2003 (Izhikevich , , 2004 (Izhikevich , , 2007 (Izhikevich , , 2010 . Here, we consider the FS Izhikevich interneurons. These FS interneurons do not fire postinhibitory (rebound) spikes, and hence they are simulated with nonlinear u-nullcline of U (v) = 0 (Izhikevich , 2007) . Here, we use the parameter values for the FS interneurons in the layer 5 Rat visual cortex (Izhikevich , 2007) 
Each Izhikevich interneuron is stimulated by using the common DC current I DC and an independent Gaussian white noise ξ i [see the 3rd and the 4th terms in Eq. (1)] satisfying ξ i (t) = 0 and
, where · · · denotes the ensemble average. The noise ξ is a parametric one that randomly perturbs the strength of the applied current I DC , and its intensity is controlled by using the parameter D. The FS Izhikevich interneurons exhibit the type-II excitability (Izhikevich , 2007) . As I DC passes a threshold in the absence of noise, each single type-II Izhikevich interneuron begins to fire with a nonzero frequency that is relatively insensitive to the change in I DC (Hodgkin , 1948; Izhikevich , 2000) . Here, we consider the subthreshold case of I DC = 72 pA where single neurons cannot fire spontaneously without noise.
The last term in Eq. (1) represents the synaptic coupling of the network. I syn,i of Eq. (6) represents a synaptic current injected into the ith neuron. Here the coupling strength is controlled by the parameter J and V syn is the synaptic reversal potential. Here, we use V syn = −80 mV for the inhibitory synapse. The synaptic gate variable s obeys the 1st order kinetics of Eq. (3) (Golomb and Rinzel , 1994; Wang and Buzsáki , 1996) . Here, the normalized concentration of synaptic transmitters, activating the synapse, is assumed to be an instantaneous sigmoidal function of the membrane potential with a threshold v * in Eq. (7), where we set v * = 0 mV and δ = 2 mV. The transmitter release occurs only when the neuron emits a spike (i.e., its potential v is larger than v * ). For the inhibitory GABAergic synapse (involving the GABA A receptors), the synaptic channel opening rate, corresponding to the inverse of the synaptic rise time τ r , is α = 10 ms −1 , and the synaptic closing rate β, which is the inverse of the synaptic decay time τ d , is β = 0.1 ms −1 Kopell , 2003, 2005) . Hence, I syn rises fast and decays slowly.
Numerical integration of Eqs. (1)- (3) is done using the Heun method (San Miguel and Toral , 
Characterization of Neural Synchronization in Terms of Realistic Thermodynamic and Statistical-Mechanical Measures
In this section, we study collective spike synchronization in an inhibitory population of FS Izhikevich subthreshold interneurons. We develop realistic thermodynamic and statistical-mechanical measures, based on IPSR, which are applicable in both computational and experimental neuroscience, and show their usefulness for characterization of neural synchronization in explicit examples.
We first consider the case of a single FS Izhikevich interneuron. In the absence of noise (i.e., D = 0), the Izhikevich interneuron exhibits a jump from a resting state to a spiking state via subcritical Hopf bifurcation for I DC,h = 73.7 pA by absorbing an unstable limit cycle born via a fold limit cycle bifurcation for I DC,l = 72.8 pA. Hence, the Izhikevich interneuron shows type-II excitability because it begins to fire with a non-zero frequency that is relatively insensitive to changes in I DC , as shown in Fig. 1(a) . Throughout this paper, we consider Fig. 1(c) . The most probable value of the ISIs (corresponding to the main highest peak) is 34.5 ms (corresponding to 29 Hz). But, due to a long tail in the ISI histogram the average value of the ISIs becomes 47.7 ms, and hence the mean firing rate becomes 21 Hz.
We consider an inhibitory population of N globally-coupled subthreshold FS Izhikevich interneurons for I DC = 72 pA and set the coupling strength as J = 20 nS. (Hereafter, for convenience we omit the dimensions of I DC , J, and D.) By varying the noise intensity D, we investigate the population spike synchronization. In computational neuroscience, an ensemble-averaged global potential,
is often used for describing emergence of population neural synchronization.
Figures 2(a1)-2(a3) show the time series of V G for three values of D. For a synchronous case, an oscillating global potential V G appears (e.g., D = 20), while for un unsynchronized case V G is nearly stationary (e.g., D = 2 and 40). Thus, the mean square deviation of the global potential
plays the role of an order parameter used for describing the asynchrony-synchrony transition in neural systems (Manrubia et al. , 2004; Hansel and Mato , 2003; Golomb and Rinzel , 1994; Hansel and Sompolinsky , 1992; Ginzburg and Sompolinsky , 1994; Lim and Kim , 2011 Hong et al. , 2011) . (Here the overbar represents the time average.) This order parameter O can be regarded as a thermodynamic measure because it concerns just the macroscopic global potential V G without taking into consideration any quantitative relation between V G and the microscopic individual potentials. For the synchronized (unsynchronized) state, the thermodynamic order parameter O approaches a non-zero (zero) limit value in the thermodynamic limit of N → ∞. As shown above, the global potential V G is an important population-averaged quantity to describe neural synchronization in computational neuroscience. But, it is practically difficult to directly get V G in real experiments. To overcome this difficulty, instead of V G , we use the IPSR which is an experimentallyobtainable population quantity used in both the experimental and the computational neuroscience (Wang , 2010; Brunel and Hakim , 2008, 1999; Brunel , 2000; Brunel and Wang , 2003; Geisler et al. , 2005; Brunel and Hansel , 2006) . The IPSR is obtained from the raster plot of neural spikes which is a collection of spike trains of individual neurons. Such raster plots of spikes, where population spike synchronization may be well visualized, are fundamental data in experimental neuroscience. For the synchronous case, "stripes" (composed of spikes and indicating population synchronization) are found to be formed in the raster plot. As an example, Fig. 3(a) shows the raster plot of spikes for the case of D = 20. Nine partially-occupied and smeared stripes, representing sparse population synchronization, are seen in the raster plot. Then the IPSR histogram, H(t), at a time t is given by:
where ∆t is the bin width for the histogram and N s (t) is the number of spikes in a bin at time t. Fig. 2(a2) ], H(t) also shows collective oscillatory behavior. But, it seems to be rough. To obtain a smooth IPSR, we employ the kernel density estimation (kernel smoother) (Shimazaki and Shinomoto , 2010) . Each spike in the raster plot is convoluted (or blurred) with a kernel function K h (t) to obtain a smooth estimate of IPSR, R(t):
s is the sth spiking time of the ith neuron, n i is the total number of spikes for the ith neuron, and we use a Gaussian kernel function of band width h:
Figure 3(b2) shows a smooth IPSR kernel estimate R(t) of band width h = 4 ms. We note that the global oscillation of R(t) seems to be as smooth as that of V G (t). Hence, instead of V G , we use the IPSR kernel estimate R(t), and develop a realistic thermodynamic order parameterÕ, based on R(t):
Plots ofÕ versus the noise intensity are shown in Fig. 3(c) . Neural synchronization is found to emerge in a range of D * l < D < D * h , which is completely consistent with the result obtained through calculation of O, based on V G [see Fig. 2(b) ]. Thus,Õ becomes a realistic thermodynamic order parameter applicable in both the experimental and the computational neuroscience.
In a synchronous range of D * l < D < D * h , population spike synchronization may be well visualized in the raster plot of neural spikes (spike times of individual Izhikevich neurons correspond to times at which peak potential v p (=25mV) occurs). For the synchronous case, "stripes" (composed of spikes and indicating population synchronization) appear in the raster plot. Recently, a "statistical-mechanical" spiking measure M s was introduced by considering both the occupation and the pacing patterns of spikes in the stripes of the raster plot Hong et al. , 2011) . The global potential V G was used to give a reference global cycle for the calculation of both the occupation and the pacing degrees. However, the spiking measure M s , based on V G , is practically inapplicable to the case of experimental neuroscience because to obtain V G in experiments is difficult. Here, instead of V G , we employ the experimentally-obtainable IPSR kernel estimate R(t), and develop a refined version of statistical-mechanical spiking measure M s , based on R(t), to characterize neural synchronization in both the experimental and the computational neuroscience.
As an example, we consider a synchronous case of D = 20. As shown in Fig. 3(a) , the raster plot is composed of partially-occupied and smeared stripes, indicating sparse population synchronization. The spiking measure M i of the ith stripe is defined by the product of the occupation degree O i of spikes (representing the density of the ith stripe) and the pacing degree P i of spikes (denoting the smearing of the ith stripe):
The occupation degree O i of spikes in the stripe is given by the fraction of spiking neurons:
is the number of spiking neurons in the ith stripe. For the full occupation O i = 1, while for the partial occupation O i < 1. The pacing degree P i of spikes in the ith stripe can be determined in a statistical-mechanical way by taking into account its contribution to the macroscopic IPSR kernel estimate R(t). Time series of (a1) the IPSR kernel estimate R(t) and (a2) the global phase Φ(t). Plots of (b1) O i (occupation degree of spikes in the ith stripe), (b2) P i (pacing degree of spikes in the ith stripe), and (b3) M i (spiking measure in the ith stripe) versus i (stripe). In (a1) and (a2), vertical dashed and solid lines represent the times at which local minima and maxima (denoted by open and solid circles) of R(t) occur, respectively and G i (i = 1, 2) denotes the ith global cycle.
R(t) coincide with centers of stripes in the raster plot. The global cycle starting from the left minimum of R(t) which appears first after the transient time (= 10 3 ms) is regarded as the 1st one, which is denoted by G 1 . The 2nd global cycle G 2 begins from the next following right minimum of G 1 , and so on. Then, we introduce an instantaneous global phase Φ(t) of R(t) via linear interpolation in the two successive subregions forming a global cycle (Freund et al. , 2003; Lim and Kim , 2011) , as shown in Fig. 4(a2) . The global phase Φ(t) between the left minimum (corresponding to the beginning point of the ith global cycle) and the central maximum is given by:
and Φ(t) between the central maximum and the right minimum (corresponding to the beginning point of the (i + 1)th cycle) is given by
where t (min) i is the beginning time of the ith global cycle (i.e., the time at which the left minimum of R(t) appears in the ith global cycle) and t (max) i is the time at which the maximum of R(t) appears in the ith global cycle. Then, the contribution of the kth microscopic spike in the ith stripe occurring at the time t (s) k to R(t) is given by cos Φ k , where Φ k is the global phase at the kth spiking time [i.e., Φ k ≡ Φ(t (s) k )]. A microscopic spike makes the most constructive (in-phase) contribution to R(t) when the corresponding global phase Φ k is 2πn (n = 0, 1, 2, . . .) while it makes the most destructive (anti-phase) contribution to R(t) when Φ i is 2π(n − 1/2). By averaging the contributions of all microscopic spikes in the ith stripe to R(t), we obtain the pacing degree of spikes in the ith stripe:
where S i is the total number of microscopic spikes in the ith stripe. By averaging M i of Eq. (14) over a sufficiently large number N s of stripes, we obtain the realistic statistical-mechanical spiking measure M s , based on the IPSR kernel estimate R(t):
We follow 3×10 3 stripes and get O i , P i , and M i in each ith stripe, which are are shown in Figs. 4(b1)-4(b3). Due to sparse discharges of individual neurons, the average occupation degree O i (≃ 0.054), where · · · denotes the average over stripes, is very small. Hence, only a fraction (about 1/20) of the total neurons fire in each stripe. On the other hand, the average pacing degree P i (≃ 0.61) is large in contrast to O i . Consequently, the realistic "statistical-mechanical" spiking measure M s (which represents the population spike synchronization seen in the whole raster plot) is 0.033. The main reason for the low degree of neural synchronization is mainly due to partial occupation. In this way, the realistic statistical-mechanical spiking measure M s can be used effectively for characterization of sparsely synchronized cortical rhythms because M s concerns not only the pacing degree, but also the occupation degree of spikes in the stripes of the raster plot.
The above results in Fig. 4 are obtained through IPSR kernel estimate R(t) obtained using Gaussian kernel function of band width h=4 ms [see Eqs. (11)- (12)]. However, these results for h = 4 ms are still valid in a large range of the band width h (2 < h < 9). As examples, Figs. 5(a1)-5(a8) show R(t) for various values of h for J = 20 and D = 20. In the valid region of h (2 < h < 9), IPSR kernel estimates R(t) exhibit the "in-phase" oscillatory behaviors (i.e., maxima and minima of R(t) appear synchronously at the same times, independently of h), although their amplitudes decrease as h is increased due to band-width effect. On the other hand, outside the valid region R(t) no longer show in-phase oscillations; see out-of-phase oscillations in gray regions for h = 1, 2, 9 and 10. Consequently, the IPSR kernel estimates in the valid region of h yield the same global phase function Φ(t) in Eqs. (16)- (17), and the effect of h on realistic statistical-mechanical IPSR-based measures may be neglected, as shown in Figs the raster plots [(a1)-(a4)], the IPSR kernel estimates R(t) [(b1)-(b4)], the power spectra of R(t) [ (c1)- (c4)], and the ISI histograms [(d1)-(d4)] for N = 10 3 . We measure the degree of population spike synchronization in terms of O i (average occupation degree), P i (average pacing degree), and M s (realistic statistical-mechanical IPSR-based spiking measure) for 14 values of D in the synchronized regime, and the results are shown in Figs. 6(e1)-6(e3) . For the most synchronized case of D = 10 [where the value of M s is maximum, as shown in Fig. 6(e3) ], the raster plot in Fig. 6(a2) (e1)-6(e2)]. This partial occupation occurs due to stochastic spike skipping of individual neurons seen well in the ISI histogram of Fig. 6(d2) with clear (well-separated) multiple peaks appearing at multiples of the period of T G (=30.6 ms) of the IPSR kernel estimate R(t). Then, R(t) exhibits relatively regular population oscillation of 32.7 Hz, as shown in Figs. 6(b2)-6(c2). As the value of D is increased from 10, the average occupation degree O i increases slowly, as might be seen from the raster plots and R(t) in Figs. 6(a3)-(a4) and 6(b3)-(b4). This slow increase in O i is well shown in Fig. 6(e1) . On the other hand, the average pacing degree P i for D > 10 decreases rapidly, as shown in Fig. 6(e2) . For example, stripes in the raster plots of Figs. 6(a3) and 6(a4) become more and more smeared, and hence the average pacing degree P i is decreased with increasing D. This smearing of stripes can be understood from the change in the structure of the ISI histograms. As D is increased, peaks begin to merge [see Figs. 6(d3) and 6(d4)]. This merging of peaks results in the smearing of stripes. Thus, for D > 10 the degree of population spike synchronization is rapidly decreased as shown in Fig. 6(e3) , mainly due to the rapid decrease in P i . Consequently, when passing the higher threshold D * h (≃ 29) stripes no longer exist due to complete smearing, and then unsynchronized states appear. In the opposite direction by decreasing the value of D from 10, we also characterize the population spike synchronization. As an example, the raster plot of spikes for D = 4 is shown in Fig. 6(a1) . The average occupation degree is much decreased to O i = 0.022, as can be seen in the raster plot. This rapid decrease in O i for D < 10 can be seen in Fig. 6(e1) . On the other hand, the average pacing degree P i (= 0.77) for D = 4 is decreased a little when compared with the case of D = 10; only a little more smearing occurs. However, for D < 4 both O i and P i decreases rapidly, as shown in Figs. 6(e1) and 6(e2). Hence, as D is decreased from 4 the degree of stochastic spiking coherence decreases rapidly. Eventually, when D is decreased through the lower threshold D * l (≃ 2.6), completely scattered sparse spikes appear without forming any stripes in the raster plot, and thus unsynchronized states appear for D < D * l . In the above way, we characterize neural synchronization in terms of the realistic statistical-mechanical spiking measure M s in the whole synchronized region, and find that M s reflects the degree of population spike synchronization seen in the raster plot very well.
Characterization of Neural Synchronization in A Population of Inhibitory Wang-Buzsáki Interneurons
To examine successful application to an inhibitory population of FS Izhikevich cortical subthreshold interneurons in Section 3, we consider another population of inhibitory FS Wang-Buzsáki suprathreshold interneurons (Wang and Buzsáki , 1996) :
Here, the state of the ith neuron at a time t (measured in units of ms) is characterized by four state variables: the membrane potential v i (measured in units of mV), the variable h i representing the inactivation of the transient N a + current, the variable n i representing the activation of the delayed rectifier K + current and the synaptic gate variable s i denoting the fraction of open synaptic ion channels. In Eq. (20), C is the membrane capacitance, and the time evolution of v i is governed by four kinds of source currents. The total ionic current I ion,i of the ith neuron consists of the transient sodium current I N a,i , the delayed rectifier potassium current I K,i and the leakage current I L,i . Each ionic current obeys Ohms law. The constants g N a , g K and g L are the maximum conductances for the ion and the leakage channels, and the constants V N a , V K and V L are the reversal potentials at which each current is balanced by the ionic concentration difference across the membrane. The activation variable m i of the sodium current I N a,i current is assumed to be fast and to always take its steady function m ∞ (v i ). On the other hand, both the inactivation variable h i of I N a,i and the activation variable n i of the potassium current I K,i obey a first-order kinetics of Eq. (21). Here, α x and β x are the opening and closing rates of the gate variable x(= h or n), respectively, and φ x is the (dimensionless) temperature-like time scale factor. Each FS Wang-Buzsáki interneuron is also stimulated by using the common DC current I DC and an independent Gaussian white noise ξ i [see the 2nd and the 3rd terms in Eq. (20)] satisfying ξ i (t) = 0 and ξ i (t) ξ j (t ′ ) = δ ij δ(t − t ′ ). We use following parameters for the FS Wang-
mV and φ h = φ n = 5. The last term in Eq. (20) represents the synaptic coupling of the network. Each neuron is connected to all the other ones through global synaptic couplings. I syn,i of Eq. (25) represents such synaptic current injected into the ith neuron. Here the coupling strength is controlled by the parameter J and V syn is the synaptic reversal potential. We use V syn = −75 mV for the inhibitory synapse. The synaptic gate variable s obeys the first-order kinetics of Eq. (22) (Golomb and Rinzel , 1994; Wang and Buzsáki , 1996) . Here, the normalized concentration of synaptic transmitters, activating the synapse, is assumed to be an instantaneous sigmoidal function of the membrane potential with a threshold v * in Eq. (33), where we set v * = 0 mV and δ = 2 mV. The transmitter release occurs only when the neuron emits a spike (i.e., its potential v is larger than v * ). The synaptic channel opening rate, corresponding to the inverse of the synaptic rise time τ r , is α = 12 ms −1 , which assures a fast rise of I syn (Wang and Buzsáki , 1996) . On the other hand, the synaptic closing rate β, which is the inverse of the synaptic decay time τ d , depends on the type of the synaptic receptors. For the inhibitory GABAergic synapse (involving the GABA A receptors) we set β = 0.1 ms −1 (Wang and Buzsáki , 1996) . Thus, I syn decays slowly.
Wang and Buzsáki studied gamma rhythm by synaptic inhibition in their above hippocampal interneuronal network model (Wang and Buzsáki , 1996) . Here, we investigate population neural synchronization for I DC = 2 (corresponding to a suprathreshold case where single Wang-Buzsáki interneuron may fire spontaneously) and J = 5 by varying the noise intensity D. Figure 7 shows the raster plots of spikes [(a1)-(a4)], the IPSR kernel estimates R(t) [(b1)-(b4)], the power spectra of R(t) [(c1)- (c4) Fig. 7(a1) . Then, the IPSR kernel estimate R(t) exhibits regular population oscillation of 21 Hz, as shown in Figs. 7(b1) and 7(c1). Obviously, the ISI histogram has a single peak at Fig. 7(a2) , the density of stripes (denoting the occupation degree) is much decreased, while only a little smearing of the stripes (representing the pacing degree) occurs. As in the case of the Izhikevich interneuron model, the partial occupation occurs due to stochastic spike skipping of individual interneurons seen well in the ISI histogram of Fig. 7(d2) with clear (well-separated) multiple peaks appearing at multiples of the period of T G (=25.5 ms) of the IPSR kernel estimate R(t). Then, the IPSR kernel estimate R(t) shows relatively regular oscillation with much decreased amplitude but faster population frequency of 39.2 Hz [see Fig. 7(c2) ]. As D is further increased and becomes larger than about 0.7, a rapid decease in the average pacing degree P i also begins to occur [see Fig.7(e2) ]. For example, stripes in the raster plots of Figs. 7(a3)-7(a4) for D = 1 and 1.2 become more and more smeared, and hence the average pacing degree P i is decreased rapidly with increasing D. This smearing of stripes can be understood from the change in the structure of the ISI histograms, as shown in Figs. 7(d3)-7(d4). Merging of peaks results in the smearing of stripes, leading to rapid decrease in P i . Eventually, when passing the higher threshold D * (≃ 1.38), unsynchronized states appear due to complete smearing of stripes (i.e., stripes no longer appear in the raster plot of spikes).
Finally, to examine the accuracy of the realistic statistical-mechanical IPSRbased measures, we characterize neural synchronization in the above WangBuzsáki interneuron model in terms of the conventional statistical-mechanical V G -based measures. The results of O i , P i , and M s are given in Figs. 8(a1)-8(a3), respectivley. The values of average occupation degree O i are nearly the same for both cases of the realistic and conventional measures. However, some discrepancies occur for the values of average pacing degree P i [compare the solid and dotted lines in Fig. 8(a2) ]. For the case of weak sparse spike synchronization, the values of P i for the case of the conventional V G -based measures are a little smaller than those for the case of the realistic IPSR-based measures, although the values of P i for both kinds of measures are nearly the same for the case of strong spike synchronization sufficiently near D = 0. As an example of weak sparse synchronization, we consider the case of D = 1. We note that IPSR reflects spike synchronization in the raster plot of spikes, while the ensemble-averaged V G shows synchronization of individual membrane potentials. As shown in Fig. 8(b1)-8(b3) , maxima of IPSR appear at the times with highest spike density in the raster plot of spikes, but maxima of V G appear a little earlier than peaks of IPSR. When the occupation and pacing degrees are low, contributions of individual spikings to V G is negligibly small, and hence V G is formed mainly by contributions of subthreshold oscillations [see Fig. 8(b4) ]. Thus, peaks of V G appear nearly at maxima of small subthreshold oscillations of individual membrane potentials. In each individual potential, spikings occur when subthreshold oscillation is more increased and passes a threshold, and hence they appear a little behind maxima of subthreshold oscillations. Thus, maxima of V G (mainly contributed by small subthreshold oscillations) appear a little earlier than peaks of IPSR. Hence, in the case of weak sparse synchronization, contributions of spikes in the raster plots to V G is a little lower than those to IPSR, and the values of P i for the conventional V G -based case become smaller than those for the IPSR-based case, unlike the case of strong spike synchronization. Consequently, more accurate characterization of weak sparse spike synchronization can be achieved in terms of the realistic IPSR-based measure, in comparison with the conventional V G -based measure. As an example of strong synchronization, we consider the case of D = 0. When both the occupation and pacing degree are high, maxima of V G coincide well with those of IPSR because peaks of V G are formed mainly by contributions of individual spikings ]. Thus, both the realistic IPSR-based and conventional V G -based measures give nearly the same accurate characterization of strong spike synchronization, unlike the case of weak sparse synchronization.
Summary
The experimentally-obtainable IPSR is a realistic population quantity which is appropriate for describing collective behavior in both experimental and computational neuroscience. Instead of the ensemble-averaged potential V G which is often used in computational and theoretical neuroscience, we use the IPSR kernel estimate R(t) and develop realistic thermodynamic and statistical-mechanical measures, based on R(t), for characterization of neural synchronization in an inhibitory population of FS Izhikevch subthreshold interneurons. The range of noise intensity where synchronized neural oscillations occur has been determined through calculation of the realistic thermodynamic order parameterÕ. For the synchronous case, we have characterized the degree of population spike synchronization seen in the raster plot of spikes in terms of realistic statisticalmechanical spiking measure M s by taking into consideration both the occupation and the pacing degrees of spikes in the raster plot. Particularly, the pacing degree between spikes is determined in a statistical-mechanical way by quantifying the average contribution of (microscopic) individual spikes to the (macroscopic) IPSR kernel estimate R(t). In a statistical-mechanical sense, our realistic spiking measure M s supplements the conventional microscopic spiking measures, based on the spike-and the ISI-distances Purpura , 1996, 1997; Rossum , 2001; Kreuz et al. , 2007 Kreuz et al. , , 2011 Kreuz et al. , , 2013 . Thus, we have explicitly shown the usefulness of the realistic measuresÕ and M s for characterization of sparsely synchronized cortical rhythms which have partially-occupied stripes in the raster plot. For examination on usefulness of realistic statistical-mechanical measure M s , we have also successfully characterized neural synchronization in another population of FS Wang-Buzsáki suprathrshold interneurons. Furthermore, it has been shown that, in comparison with the conventional statisticalmechanical V G -based measures, more accurate characterization of weak sparse IPSR kernel estimate R(t). Plots of (b1) O i (occupation degree of spikes in the ith stripe), (b2) P i (pacing degree of spikes in the ith stripe), and (b3) M i (spiking measure in the ith stipe) versus i (stripe).
spike synchronization can be achieved in terms of statistical-mechanical IPSRbased measures. We expect that M s might be easily implemented to quantify not only the degree of population spike synchronization in an experimentallyobtained raster plot of neural spikes, but also the reliability of spike timing and stimulus discrimination in real experimental data, as discussed below. Application of realistic statistical-mechanical measures to real experimental data is beyond the scope of present work, and hence we leave such applications as future works. Here, we just discuss some "possibilities" of these applications to real experimental data. For characterization of neural synchronization in real experiments, one might get a raster plot of neural spikes through multi-unit recordings and spike sorting (Takekawa et al. , 2010) , obtain smooth IPSR kernel estimate R(t), and then characterize population spike synchronization in terms of realistic statistical-mechanical measure, based on R(t). As a second example, we consider spike-timing reliability (Mainen and Sejnowski , 1995; Tiesinga et al. , 2002; Schreiber et al. , 2003; Gutkin et al. , 2003; Brette , 2003; Rodriguez-Molina et al. , 2007; Galán et al. , 2008; Lin et al. , 2009; Yu et al. , 2013) . One might obtain spike trains via single-unit recordings in response to repeated trials of presenting the same stimulus to a single neuron, forms a raster plot of spike trains (trials versus spike times) and the smooth kernel estimate of instantaneous firing rate R(t) [corresponding to smooth peri-stimulus time histogram (PSTH)], and then apply realistic statistical-mechanical measure for characterization of spike-timing reliability. For this case, average occupation degree O i and pacing degree P i correspond to conventional spike-timing reliability and precision, respectively. We also discuss the stimulus discrimination (Hernández et al. , 2000; Schaefer et al. , 2006; Narayan et al. , 2006; Wang et al. , 2007; Schmuker and Schneider , 2007; Chicharroa et al. , 2011) .
