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Abstract. Over the years, multigrid has been demonstrated as an efficient technique for solving
inviscid flow problems. However, for viscous flows, convergence rates often degrade. This is generally
due to the required use of stretched meshes (i.e., the aspect ratio AR = ∆y/∆x << 1) in order to
capture the boundary layer near the body. Usual techniques for generating a sequence of grids that
produce proper convergence rates on isotropic meshes are not adequate for stretched meshes. This
work focuses on the solution of Laplace’s equation, discretized through a Galerkin finite-element
formulation on unstructured stretched triangular meshes. A coarsening strategy is proposed and
results are discussed.
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Introduction. Multigrid methods are well known to be successful for solving
elliptic problems. This is mainly due to their good damping properties which result
from two very simple principles. A usual Fourier analysis demonstrates that most of
the commonly used solvers effectively damp the high frequencies of a signal. A low
frequency component of a given signal on a fine mesh becomes a high frequency on a
coarser one, hence the idea of solving the same problem on a sequence of meshes where
all frequencies can be damped equally and, if enough grids are available, only a few
iterations will be required to produce a converged solution (for more details see [4]).
Despite these rather simple considerations, the multigrid algorithm is complex and
difficult to implement. One of the difficulties resides in the generation of the sequence
of grids for unstructured meshes. The convergence properties of the multigrid method
depend upon the “quality” of these grids.
A sequence of meshes may be produced through two different methods. First,
starting from a mesh that is not too fine but correctly represents the problem, finer
meshes may be generated through refinement. A global refinement, performed through
local subdivision of the triangles of the discretization, tends to preserve the geomet-
rical features required to obtain an efficient multigrid method. However, this will
clearly not be efficient in terms of computational cost, hence the local refinement
technique where specific regions of the mesh are refined and then possibly adapted
[20]. Although this method seems more reasonable, it increases the computational
time and the complexity of the multigrid algorithm.
Another method consists in coarsening an existing fine mesh, which has been
created to represent accurately the different phenomena to be observed. One of the
techniques available consists in removing, through a coarsening criterion, a certain
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number of nodes from the initial mesh and reconnecting (retriangulating) the remain-
ing set of nodes. Guillard in [8] developed a coarsening algorithm that only relies on a
node proximity criterion coupled with a Delaunay reconnection technique which was
successfully applied in [16] for nonstretched mesh computations. However, the De-
launay technique tends to produce the “most equilateral” triangulation for the given
point distribution and therefore is not easily applicable to stretched meshes. Similar
works were done by Bank and Xu in [1, 2] and Chan and Smith in [5]. The coarsening
algorithms developed by Bank or Chan also rely on node proximity. Bank assumes
that the fine grid is obtained from global refinement which provides a set of trian-
gle subdivision rules. By reversing the process he builds a sequence of coarse grids.
Chan’s initial algorithm is very similar to Guillard’s but he proposes a “dual” algo-
rithm where the nodes of the coarse grid lie at the center of a fine grid element. The
coarse grid is then generated by removing the neighboring elements and reconnecting
the centers of the remaining elements. All these techniques provide nested, structured-
like multigrid convergence rates. However, in the case of Chan’s dual algorithm not
only are the triangles not nested but the vertices as well. Practical applications for
solving the Euler equations [12] with nonnested meshes do not produce in general as
good convergence rates as those obtained when the grids are at least node nested [16].
However and as mentioned previously, those techniques cannot be directly applied to
highly stretched meshes or to anisotropic problems.
In order to avoid retriangulation, the so-called agglomeration technique (see Lalle-
mand, Ste`ve, and Dervieux [11]) is of interest. The generation of coarser meshes
consists in the agglomeration, or fusion, of the control volumes of the discretization.
However, for consistency considerations, when it comes to viscous flows, more accurate
intergrid transfer operators are required [10, 15].
The following study focuses on the 2D Laplace equation ∆u(x, y) = 0, since the
poor convergence properties of the multigrid technique, observed when solving the
Navier–Stokes equations on stretched meshes, also appear for the solution of this
simpler equation. The purpose of this work is to propose new coarsening strategies
that will preserve the convergence rate of the usual isotropic multigrid technique.
The semicoarsening method introduced in this work relies on the discretization of
the equation and is related to algebraic multigrid (see [21]). This study will show
how this process may be extended from the case of regular structured grids to totally
unstructured meshes. This work is restricted to solely Dirichlet boundary conditions,
since the coarsening methodology shall not change the well posedness of the fine grid
problem. In a recent work [7], Francescatto successfully applied an algebraic-like
semicoarsening method to the multigrid agglomeration technique.
The organization of the paper is as follows: the discretization of the 2D Laplace
equation is introduced in section 1 along with an edge-based data structure. Section 2
recalls the essential multigrid convergence properties. The generation of stretched
grids is addressed in section 3. A semicoarsening algorithm, extended to unstructured
meshes, is presented in section 4. Finally, numerous experiments are discussed in
section 5.
1. The Laplace equation. The problem consists in solving Laplace’s equation:
{
∆u(x, y) = uxx + uyy = 0 on Ω convex polygonal domain,
u = u0 on Γ.
(1)
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A Galerkin finite-element formulation is used on unstructured triangular meshes. An
integration by parts results in∫
Ωi
∆u ϕi dω = −
∫
Ωi
~∇u · ~∇ϕi dω +
∫
Γi
~∇u · ~n ϕi dσ,(2)
where ϕi is the linear basis function as depicted in Fig. 1. If u is piecewise linear,
then the Green formula and the notation of Fig. 2 result in
(~∇ϕi)T1 =
−1
2A1
~nkj ,
(~∇u)T1 =
−1
2A1
(ui~nkj + uk~nij − uj~nik),
(3)
where ui = u(xi) = u(xi, yi) is the value of the solution u at vertex i, A1 is the area
of triangle T1, and ~nij is the vector normal to the edge [i, j] and is of magnitude equal
to the length of the edge. Equation (2) can be rewritten as∫
Ωi
∆u ϕi dω =
∑
i
∫
Ti
(~∇ϕi)Ti · (~∇u)Ti dω.(4)
Moreover, for the considered triangle T1, (3) can be rewritten as
(ux)T1 =
1
2A1
(δuijδyjk − δujkδyji),
(uy)T1 =
−1
2A1
(δuijδxjk − δujkδxji),
(5)
where δ(·)ij = (·)j − (·)i. A similar formulation can be written for triangle T2.
In evaluating the coefficient for the edge joining vertices i and j, only the triangles
T1 and T2 will yield nonzero contributions. The discrete formulation of (1) is thus an
edge-based formulation:
∆u ∼
∑
{i,j}∈E
coef{i,j} δuij
=
∑
{i,j}∈E
1
4
[(
δyikδyjk
A1
+
δyilδyjl
A2
)
+
(
δxikδxjk
A1
+
δxilδxjl
A2
)]
δuij
= 0
(6)
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with the notation of Fig. 2 and where E denotes the set of the nE edges {i, j} of the
mesh. The geometrical anisotropy is reflected in the coefficient associated with each
edge. If the length ‖−−→xixj‖ increases (the nodes k and l being fixed) then the value of
the coefficient decreases. Therefore, considering the domain Ωi =
⋃
i Ti, the maximum
coefficient is associated with the smallest connecting edge and the minimum with the
longest.
Remark. In the case of the anisotropic equation{
uxx + εuyy = 0 on Ω, ε ∈ [0, 1],
u = u0 on Γ,
(7)
the edge coefficient would read
coef{i,j} =
1
4
[(
δyikδyjk
A1
+
δyilδyjl
A2
)
+ ε
(
δxikδxjk
A1
+
δxilδxjl
A2
)]
.
In all that follows only geometric anisotropy is considered, i.e., ε = 1.
2. Some definitions and convergence results. Multigrid theory relies on
the use of a sequence of nested meshes for solving (1). These meshes represent the
different spaces where the equation is discretized. In what follows, only two meshes
are considered: Hh and HH with H = 2h and HH ⊂ Hh ⊂ H01 . The discrete problem
on the fine grid is written as
Ahuh = 0.(8)
A weighted Jacobi relaxation is considered as the basic iterative process or smoother:
un+1h = Sh u
n
h = (I − ω D−1h Ah) unh, where Dh = (Ah)ii.(9)
In order to use both spaces for solving (8) it is necessary to use transfer operators.
A linear interpolation P : HH −→ Hh defines the prolongation operator, and its
transpose R = P ∗ : Hh −→ HH defines the restriction. The two-grid iterative
operator Mh is then defined by
un+1h = Mh u
n
h = S
ν2
h (I − P A−1H R Ah) Sν1h unh
= (A−1h − PA−1H R) (AhSνh) unh
(10)
with ν1 = ν prerelaxations and ν2 = 0 postrelaxations.
One very important feature of a multigrid (MG) algorithm is its mesh-independent
convergence. According to Hackbusch [9], mesh independence for elliptic opera-
tors is achieved through the smoothing property (‖AhSνh‖ ≤ h−2 η(ν), where
limν→∞ η(ν) = 0) and the approximation property (‖A−1h − PA−1H R‖ = O(h2)). Be-
cause of its nature, the MG algorithm converges linearly with respect to the number
of MG cycles.
Morano and Dervieux, in [16], showed that this may also be achieved for the
Euler and low Reynolds number Navier–Stokes equations where the employed meshes
are not stretched. However, when highly stretched elements are used (mandatory
for high Reynolds number solutions, see [15] for example), this convergence greatly
deteriorates with classical fully coarsened (FC) grids. It is no longer linear nor mesh
independent. The deterioration in convergence is also observed when the resolution
of Laplace’s equation is attempted with highly stretched elements, that is, when the
mesh is anisotropic.
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Fig. 3. Sequence of grids for MSG.
3. A sequence of grids. When very stretched elements are used, the damping
properties of the smoother are negligible in the stretching direction. Thus using
a full-coarsening strategy will certainly not improve the damping properties, since
the stretching is fully preserved on larger elements. Moreover, the distribution of
nodes in the stretching direction will correctly represent the low frequencies of the
signal, whereas, in the direction normal to the stretching, it will represent the high
frequencies. Because of the nature of the smoothers commonly used, the multigrid
technique damps mainly the high frequencies, hence the idea of semicoarsening in the
direction normal to the stretching.
The semicoarsening technique is well known and used especially in the structured
mesh community. For complex geometries, however, multiple directions within the
mesh require semicoarsening. A process named multiple semicoarsened grid (MSG)
algorithm was introduced by Mulder [18]. This technique relies on the generation of
numerous grids that are semicoarsened from the finer grid in all possible directions
as depicted in Fig. 3. This ensures proper dissipation of the signal. A multigrid
scheme is then implemented using all the grids, which is complex and costly, especially
for 3D problems [19]. Moreover, there is no possible extension of this technique to
unstructured grids.
The complexity of the usual multigrid technique also relies on the full-coarsening
method. This technique consists in removing every second vertex in each direction
on a regular structured mesh, which results in a number of nodes of the coarse grid
decreased by a factor 4 in two dimensions or 8 in three dimensions. The V-cycle
complexity of such a method tends to 4/3 work units (WUs) in two-dimensions (a
WU corresponds to the computation of one residual on the fine grid), whereas the
semicoarsening technique produces coarse grids with a number of nodes decreasing
by a factor 2 and the overall complexity tends to 2. Therefore, such a method will
cost more per cycle. However, it will be shown that this technique allows a much
better damping factor than a regular full-coarsening technique in the case of stretched
meshes.
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The smoothing property is valid for the weighted Jacobi relaxation scheme ap-
plied in this study. The effect of the approximation property is emphasized since
it determines the mesh independence of the convergence. This property is verified
when the discretized subspaces, defined by the sequence of coarser meshes, utilized
within the MG algorithm are nested. In this paper, the sequence of meshes is created
through a semicoarsening technique followed by a retriangulation. When this strategy
is applied to unstructured meshes, the nestedness of the meshes is rather difficult to
preserve. The nodes of the coarse grid form a subset of the nodes of the fine grid
which produces node-nested, but not element-nested, grids. The example depicted in
Fig. 4 shows how the convergence varies with respect to the nestedness of the meshes.
A nonstretched 89-node Cartesian mesh defines the fine grid (Fig. 4a). The boundary
conditions are those defined in section 5. Three different coarse grids are considered.
Each of them is a node-nested grid and comprises 25 nodes. Figure 4b shows a usual
fully nested grid. Figure 4c and 4d depict randomly coarsened grids. On the right side
of the grid shown in Fig. 4c a few elements are not nested. Finally, Fig. 4d depicts
a coarsened grid where the elements are anything but nested. Two-grid experiments
(see section 5) are performed, and Fig. 4e depicts the respective convergence his-
tories. The convergence rate ranges from 0.15 to 0.31 for such a simple test case.
Therefore, the nestedness of the grids is of extreme importance in the quality of the
MG performance. Further results may be obtained in [23].
4. Semicoarsening and unstructured meshes. In what follows a semicoars-
ening technique is presented that is applicable to unstructured meshes as well as to
structured meshes. The technique may be seen as a variant of the algebraic multi-
grid (see [21]) in the sense that it necessitates a preprocessing stage that relies on
the discretization of the equation for generating the coarse grids. As shown previ-
ously, the Galerkin discretization of Laplace’s equation amounts to a sum over all
edges. The value of the coefficient associated with each edge is determined by the
geometry of the two surrounding elements (triangles). The smaller the length of the
edge, the larger the value of the coefficient. The semicoarsening technique proceeds
as follows: amongst the initial set of nodes forming the fine grid some are selected to
form the coarse grid and others are removed. Once a node is selected to remain on
the coarse grid, its neighbors must be scanned to determine which one of them has to
be removed. The usual technique on structured meshes appeals to the fact that high
frequencies must be damped as much as possible. The closer two nodes are, the bet-
ter they will represent the high frequency components of the solution. Therefore, on
such grids, it is natural to eliminate every other vertex in the direction normal to the
stretching. This will obviously balance the overall dissipation of the MG scheme. In
the case of unstructured meshes no such tool as the Fourier analysis are available and
justification of the method through functional analysis would be a horrendous work,
which is not the purpose of this paper. However, it is expected that the algorithm
will be able to reproduce the usual technique when applied to regular structured-like
meshes. A more thorough study of the usual semicoarsening technique shows that
if anisotropy is also present in the formulation of the equation, ε < 1 in (7), pure
geometric considerations are no longer sufficient to provide a correct coarse grid. It is
now necessary to consider the discretization itself. It is well known that equation (7)
is equivalent to equation (1) where the aspect ratio would be 1/ε. Therefore, in order
to generate a proper coarse grid it is necessary to coarsen in the direction normal to
the “equivalent” stretching direction, which amounts to coarsening the nodes in the
direction where coef{i,j} is maximum.
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c. Node-Nested Grid. d. Node-Nested Grid.
b. Fully Nested Grid.a. Fine Grid.
e. Resulting Convergence Histories.
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Fig. 4. Coarse grid discretizations AR = 1.
Unstructured meshes for high Reynolds number flow computations are essentially
composed of two regions: one where the aspect ratio is (very) small, where the viscous
effects are dominant, and another one, where the aspect ratio is close to 1, far from
the viscous effects (the farfield for example). In order to preserve the low complexity
of an MG algorithm it might be desirable to perform the semicoarsening only in the
low aspect-ratio region, whereas a full coarsening may be applied elsewhere. Again,
this is similar to an algebraic multigrid as described in [21]. This should provide a
slightly better complexity than the one obtained through semicoarsening only.
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In summary, the algorithm necessitates a preprocessing stage where the coeffi-
cients coef{i,j} are computed. Then the semicoarsening algorithm per se takes place.
In order to account for the changing anisotropy within the mesh it is decided (in this
release of the code) that the edges of the mesh be “inspected” in a somewhat orderly
fashion starting from the anisotropic region ending with the more isotropic region. As
previously stated only geometric anisotropy is to be considered.
4.1. The algorithms. The two essential algorithms used to create the coarse
grids are presented here.
Algorithm 1. Preprocessing stage.
do i=1,N
do j=1,K(i)
Compute coef{i,j};
enddo
avgi =
1
K(i)
K(i)∑
j=1
coef{i,j};
maxi = max
1≤j≤K(i)
(
coef{i,j}
)
;
enddo
where N is the total number of nodes on the fine grid and K(i) the number of neighbors
of a node i.
Algorithm 2. Semicoarsening with heapsort.
The setup employed for coarsening is the same as that used for agglomeration in
[22, 15]. It is necessary to define a distance such that the coarsening progresses from
the maximum anisotropy region (usually at physical boundaries) to the minimum
anisotropy region. Let W = {j, . . . , k} be the set of nodes that comprises the wall
boundary (defined by the user), let i be any node in the mesh that is not in W, and
let
Cij = {edges that consecutively connect i to j, j ∈ W, such that |Cij | is minimum}.
The distance is given by
dist(i,W) = disti = −min
j∈W
(|Cij |).
In order for the algorithm to progress through the mesh, the set of edges E is sorted
out through a heapsort technique [6] based on the above-defined distance of the edge
end points from the boundary. A dynamic heaplist is then maintained for determining
the order in which the mesh vertices are considered for inclusion in the coarse grid.
At any time the heaplist contains all edges which delimit the boundaries between
processed and unprocessed mesh vertices. (A processed mesh vertex is one which has
already been included or deleted from the coarse grid subset.) As new vertices are
processed, edges are continuously added to and deleted from the heap. By basing the
heaplist priority on the distance from the boundary, the algorithm advances through
the grid from boundaries toward regions of isotropic mesh triangles. For each edge
chosen from the heaplist, both vertices are examined.
The second part of the algorithm consists of determining the appropriate number
of neighboring vertices to be deleted for the chosen vertex. This is based on the
relative values of avgi and maxi, as can be seen from the pseudo-code description of
the algorithm below:
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L = E;
(1) L ← Heapsort(L);
e1 = L(1);
%% Pick coarse grid vertex (seed point) from one end
%% of current front edge.
do j=1,2
if (.not.Processed(e1(j))) then
jpick = e1(j);
Processed(jpick) = .true.;
C ← C ∪ {jpick};
%% β > 0 is a user defined parameter.
if (maxjpick ≥ β avgjpick) then
ncoarse = 1;
else
ncoarse = 3;
endif
(2) locmax = max
i∈Njpick
(
coef{jpick,i}
)
;
%% Delete appropriate number of neighboring vertices.
ndelete = 0;
do k=1,| N jpick|
nghb = N jpick(k);
if ( (coef{jpick,nghb} = locmax ).and.
(locmax ≥ avgjpick ) ) then
Processed(nghb) = .true.;
N jpick ← N jpick \ {nghb};
ndelete ← ndelete + 1;
endif
enddo
if (ndelete < ncoarse) Goto (2);
endif
enddo
%% e1 is removed from the list.
L ← L \ {e1};
Goto (1);
enddo
where Ni is the list of the unprocessed neighbors of i, ncoarse = 1 provides semi-
coarsening, and ncoarse = 3 full coarsening. A neighbor of the seed point jpick
is “removed” if the value of their connecting edge coefficient is equal to the local
maximum coefficient and if this local maximum is greater than the average value of
all the surrounding edge coefficients.
It is clear that the starting point of the front will determine the quality of the
subset of nodes which constitute the coarse grid. In the present release of the code,
technical considerations make the algorithm start with both boundaries. The body
and farfield extrema are retained on the coarse grid in order to preserve the general
geometry of the discretized domain.
This algorithm clearly provides a semi/full-coarsening (S/FC) technique. Yet, if
appropriate, the algorithm only performs semicoarsening (ncoarse = 1 always) or full
coarsening (ncoarse = 3 always). Such an algorithm may be applied to unstructured
meshes as well as to structured meshes provided the considered discretization relies
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b. Min Max - Variant.a. Delaunay - Max Min.
Fig. 5. Retriangulation techniques.
on an edge-based data structure. This algorithm relies on the discretization of the
equation to be solved rather than on simple geometrical considerations.
4.2. Reconnecting the coarse grid nodes. Once the subset of nodes of the
fine grid is obtained after coarsening, a retriangulation of these vertices is required.
The reconnection relies here on a Delaunay method. This method has proved use-
ful and efficient when used in conjunction with equilateral triangle types of meshes.
The coarsening technique utilizing such an algorithm was introduced in [17]. Unfor-
tunately, this method does not apply to highly stretched meshes. It usually results
in a poor reconnection in the region where the nodes of the mesh are not regularly
distributed. In order to overcome this difficulty, an edge-swapping technique may be
employed [3, 13]. The Delaunay reconnection of a set of four nodes results in two
triangles where the minimum angle is maximized (Fig. 5a). In lieu of preserving this
connectivity it is possible to swap the edges by minimizing the maximum angle of
the two triangles (Fig. 5b). This technique has proved very efficient when used with
an advancing front technique for generating meshes and is thus employed for the un-
structured test case in this paper. The reconnection of the structured coarse grids is
performed through the usual Delaunay method.
5. Results and comments. In order to validate the previous concept, various
test cases are performed for solving the Laplace equation. Results are presented on
structured and unstructured meshes. The discretization domain for the structured
cases is defined by a square of surface 1, while the unstructured case is defined by
a pentagon enclosed in a semicircular domain. A nonstretched structured test case
serves as the standard test case since it provides the best MG convergence. The
relaxation parameter ω is equal to 0.85 and no optimization is performed here. Two
sweeps are performed on the fine grid. The transfer operators are linear and were
introduced in [14]. All cases are performed with Dirichlet boundary conditions. For
the structured test cases they are defined by u(0, y) = 1, u(x, 1) = 2, u(1, y) = 3, and
u(x, 0) = 4, and for the unstructured case they are equal to −1 on the body and to
1 on the farfield. For all test cases, the different grids used are presented along with
the convergence histories of the various schemes. The convergence histories depict the
logarithm of the norm of the normalized residual versus the number of cycles. This
convergence is carried over until a residual decrease on the fine grid equal to 10−10.
5.1. Two-grid experiments. These experiments require a residual decrease on
the coarse grid equal to 10−10. The semicoarsening-only (nbmax = 1) option of the
algorithm is used for the generation of the coarse grids.
COARSENING STRATEGIES FOR UNSTRUCTURED MULTIGRID 403
a. 4257 Node Fine Grid. b. 1105 Node FC Grid (M).
c. 2145 Node SC Grid (M). d. 2145 Node SC Grid (C).
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Fig. 6. Linear meshes—AR = 1/4.
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a. 4257 Node Fine Grid. b. 1105 Node FC Grid (M).
c. 2145 Node SC Grid (M). d. 2141 Node SC Grid (C).
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Fig. 7. Exponential meshes—AR = 2.4× 10−4.
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a. 4225 Node Fine Grid. b. 1089 Node FC Grid (M).
c. 2145 Node SC Grid (M). d. 2115 Node SC Grid (C).
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Fig. 8. Chebyshev meshes—AR = 0.024.
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a. 16641 Node Fine Grid.
b. 8324 Node SC Grid. c. 5968 Node S/FC Grid.
d. Semicoarsened Region. e. Fully coarsened Region.
Fig. 9. Multigrid Chebyshev meshes—AR = 0.012.
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Fig. 10. Multigrid Chebyshev meshes—resulting convergence histories.
Nonstretched meshes. The aspect ratio is equal to one and the grids are fully
nested. The fine and coarse grid, respectively, are similar to those depicted in Fig. 4a
and 4b with 4225 (65× 65) and 1089 (33× 33) nodes, respectively. The coarse grid is
a manually (M) fully coarsened grid (i.e., the coarsening algorithm is not involved).
No anisotropy is encountered here, and a solution is obtained after 12 cycles, which
corresponds to a convergence rate of 0.15.
Linear meshes. A 4257 (33 × 129) node fine grid is built (Fig. 6a) where the
distribution of nodes is linear in the vertical (normal to the stretching) direction and
the aspect ratio is equal to 1/4. Three types of coarser meshes are presented. In Fig. 6b
is depicted a manually fully coarsened 1105 (17×65) node coarse grid that represents
the classical coarsening technique. In Fig. 6c and 6d are depicted two semicoarsened
grids. The first grid is obtained manually through a vertical semicoarsening in a 2145
(33× 65) node coarse grid. The second grid is the result of the coarsening algorithm
(C) applied to the fine grid. It is a 2145 node coarse grid. The triangulations of the
two semicoarsened grids appear to be different while the subset of nodes are the same.
Yet similar convergences are expected. In Fig. 6e the various convergence histories are
depicted. The full-coarsening technique results in a convergence rate of 0.77, while
the semicoarsening techniques provide both a convergence rate equal to 0.15, which
is identical to the convergence rate of the nonstretched test case.
Exponential meshes. A 4257 (33× 129) node fine grid is depicted in Fig. 7a. The
distribution of nodes is exponential in the vertical direction. The minimum aspect
ratio is equal to 2.4 × 10−4 and the maximum to 2.2. This grid is manually fully
coarsened which produces a 1105 (17 × 65) node coarse grid (Fig. 7b). A manually
vertically semicoarsened 2145 (33×65) node coarse grid is depicted in Fig. 7c. Where
the stretching follows the horizontal direction (where the distribution of nodes is more
dense) this technique will provide the expected result, while the stretching deterio-
rates in the vertical direction (where the distribution of nodes is less dense). A 2141
node coarse grid obtained with the coarsening algorithm is depicted in Fig. 7d. In
this case the coarsening follows the direction normal to the stretching everywhere
in the mesh, as can be seen in the less dense region. The full-coarsening technique
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a. 19366 Node Fine Grid. b. 4955 Node FC Grid.
c. 1270 Node FC Grid. d. 335 Node FC Grid.
Fig. 11. Multigrid unstructured—full coarsening—AR = 3.7× 10−5.
results in a 0.80 convergence rate (Fig. 7e). The manually semicoarsened grid proves
to have a much better convergence rate of 0.28, but the best convergence rate of 0.20
corresponds to the automatically semicoarsened grid. Moreover, the vertically semi-
coarsened grid shows a change of slope at the end of the convergence. This means that
the MG algorithm does not perform optimally and does not damp low frequencies cor-
rectly, whereas the code semicoarsened grid provides a linear type of convergence rate.
Therefore, and although both semicoarsened grids have similar numbers of nodes, the
coarse grid obtained through the automated coarsening algorithm results in more
optimal convergence.
Chebyshev meshes. A 4225 (65×65) node fine grid is built where the distribution
of nodes is a cosine function in both directions. The minimum aspect ratio is equal
to 0.024 and the maximum to 40.73 (Fig. 8a). This grid comprises stretched and
nonstretched elements. The minimum and maximum aspect-ratio cells are essentially
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a. Right Upper Corner. b. Wake Region.
Fig. 12. Multigrid unstructured—full coarsening—AR = 3.7× 10−5.
located at the boundary of the domain, while the isotropic cells are located in the
bisectors and in the middle of the domain. A manually fully coarsened 1089 (33 ×
33) node grid is depicted in Fig. 8b. Although no natural manual semicoarsening
technique applies here, a horizontally semicoarsened 2145 node (33× 65) coarse grid
is built for comparison purposes (Fig. 8c). The coarsening algorithm resulted in a
2115 node coarse grid (Fig. 8d). It is again obvious that the semicoarsening follows
the direction normal to the stretching, each region being clearly separated by the
bisectors. The fully coarsened grid provided a convergence rate of 0.50, and 0.30 was
achieved with the manually horizontally semicoarsened grid (Fig. 8e). A linear type
of convergence resulting in a convergence rate of 0.12 was achieved with the code
semicoarsened grid. It is interesting to note that, despite the similar number of nodes
shared by the manually horizontally semicoarsened grid and the code semicoarsened
grid, they provided different results, and therefore the good convergence rate of the
code semicoarsening technique cannot be attributed solely to the number of nodes on
the coarse grid.
5.2. Multigrid experiments. In this section, multigrid experiments are ex-
plored in order to demonstrate the robustness of the algorithm in producing a se-
quence of grids that permit efficient MG convergence. The number of grids will vary
according to the test case. Two sweeps of the Jacobi relaxation are performed on
each level and W-cycles are employed since they provide a better resolution of the
coarse grid, resulting in better convergence rates. A structured Chebyshev and an
unstructured test case are performed with both semicoarsening and S/FC techniques.
The Chebyshev test case. A 16641 (129× 129) node fine grid is constructed with
a minimum aspect ratio value of 0.012 and a maximum value of 81.50 (Fig. 9a).
The semicoarsening option provides a sequence of seven grids comprising 16641, 8324
(shown Fig. 9b), 4329, 2289, 1211, 652, and 352 nodes, and the S/FC technique a
sequence of six grids comprising 16641, 5968 (shown Fig. 9c), 2976, 1077, 559, and 286
nodes. The respective W-cycle complexities are equal to 11 and 6 WUs. The region
where the algorithm performs the semicoarsening is depicted nodewise in Fig. 9d, while
Fig. 9e shows where the full coarsening is applied. It is clear that the semicoarsening
is applied to the highly stretched element region as expected. The semicoarsening
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a. 9983 Node SC Grid. b. 5189 Node SC Grid.
c. 2724 Node SC Grid. d. 1717 Node SC Grid.
Fig. 13. Multigrid unstructured—semicoarsening—AR = 3.7× 10−5.
technique results in a standard-like convergence rate of 0.15 (Fig. 10). When used only
with six grids, this technique requires the coarsest grid to be converged completely,
otherwise the process abruptly stalls at some low residual value. A convergence rate
of 0.17 and a low complexity favor the S/FC technique. Yet the convergence history
displays a (slight) change of slope. This indicates that the method is sensitive to the
quality of the triangulation of the coarse grids. Mesh-independent convergence is the
purpose of this study and is only truly achieved with the semicoarsening technique.
The slightly poorer type of convergence associated with the S/FC technique may be
explained by the quality of the triangulation of the coarse grid. Full coarsening in
nonstretched regions tends to deteriorate the relative difference of the aspect ratio
between the highly and nonstretched regions. Moreover, the addition of a seventh
grid, or even converging the coarsest level, does not change the convergence.
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e. 1044 Node SC Grid. f. 589 Node SC Grid.
Fig. 13. (continued).
The unstructured test case. In this case (Fig. 11a), a grid-spacing ∆y = 10−6 on
the body results in an average minimum aspect ratio of 3.7×10−5. In Fig. 12a and 12b
are depicted the zoom of the right upper corner and of the wake region, respectively, in
order to show the different types of stretched and nonstretched elements that appear in
these meshes. A first sequence of four fully coarsened meshes is manually constructed.
The number of nodes for each level are 19366, 4955, 1270, and 335. These meshes are
depicted in Fig. 11a to Fig. 11d. The complexity of a W-cycle is equal to 3.2 WUs.
The second sequence is obtained with the semicoarsening technique only. There
are seven meshes that have 19366, 9983, 5189, 2724, 1717, 1044, and 589 nodes
(Fig. 13a to Fig. 13f). The W-cycle complexity is equal to 12.5 WUs. The last se-
quence of meshes results from the S/FC technique and provides seven meshes (Fig. 14a
to Fig. 14f): they comprise 19366, 9594, 4708, 2325, 1391, 794, and 424 nodes, result-
ing in an 11 WU W-cycle complexity. Semicoarsening and S/FC methods required all
coarse point sets to be retriangulated using the min-max Delaunay variant. In order
to maintain favorable convergence rates, it was found that the fine grid needed to be
retriangulated according to the same technique. This can partially be explained by
the quality of the nestedness of all the grids as seen in section 4. The fine grid is
not depicted here for these last two sequences because it would appear similar to the
original (Fig. 11a). However, the difference between the original and retriangulated
fine grids, mostly confined to wake regions, is illustrated in Fig. 15a and 15b.
Converging the coarsest grid of the sequence of the fully coarsened grids does not
change the convergence rates equal to 0.80 (Fig. 16). This indicates that the use of an
additional coarser grid would not change the convergence. Besides, the retriangulation
of the entire sequence of the fully coarsened grids does not change the convergence
rate of the MG algorithm, whether or not the coarsest grid is converged. The S/FC
and semicoarsened grids provide a clear improvement with respect to the usual fully
coarsened grids with convergence rates equal to 0.23. The S/FC grids demonstrate
a better behavior than in the Chebyshev case because they are very similar to the
semicoarsened grids. Indeed, since most of the nodes are concentrated in the highly
stretched regions, the algorithm performs essentially as a semicoarsening technique.
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a. 9594 Node S/FC Grid. b. 4708 Node S/FC Grid.
c. 2325 Node S/FC Grid. d. 1391 Node S/FC Grid.
Fig. 14. Multigrid unstructured—S/FC—AR = 3.7× 10−5.
This type of mesh is more similar to exponential-type meshes rather than Chebyshev
meshes.
6. Concluding remarks. In Fig. 17 are gathered the most significant results.
They are separated in two different subsets. Curves 1 and 2 represent the spectrum of
convergences within which the other convergence histories must fit. Indeed, curve 1
shows the best convergence and curve 2 shows what is expected when the discretization
subspaces are only node nested. All other curves depict the convergence histories of
the various test cases that employ the semicoarsening algorithm. The problem to
be solved is the same for all test cases; only the geometries of the discretized spaces
differ. The results are straight lines with similar slopes that fall within the predicted
range. The difference of slopes may be explained by two essential reasons. First,
the domain boundary of the structured and unstructured test cases differ. It is not
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e. 794 Node S/FC Grid. f. 424 Node S/FC Grid.
Fig. 14. (continued).
a. Retriangulated Fine Grid. b. Original Fine Grid.
Fig. 15. Wake regions of unstructured grids.
possible, due to the geometry, to transpose exactly the same boundary for both types.
Then it has been shown that the nestedness of the subspaces considerably influences
the quality of the convergence. It cannot be expected that the unstructured grids be
completely nested and the quality of the triangulation of each grid may also damage
the convergence.
In this paper, a new semicoarsening algorithm relying on the discretization of the
equation, which should enable flexible applications, has been introduced. Convergence
rates for highly stretched unstructured meshes have been obtained similar to those
for standard Cartesian structured nonstretched meshes. Finally, linear, hence mesh
independent, convergence rates have been demonstrated. The extension of these un-
structured semicoarsening techniques to the resolution of the Navier–Stokes equations
is planned for the near future.
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