Abstract-In this paper, we consider the animal object detection and segmentation from wildlife monitoring videos captured by motion-triggered cameras, called camera-traps. For these types of videos, existing approaches often suffer from low detection rates due to low contrast between the foreground animals and the cluttered background, as well as high false positive rates due to the dynamic background. To address this issue, we first develop a new approach to generate animal object region proposals using multilevel graph cut in the spatiotemporal domain. We then develop a cross-frame temporal patch verification method to determine if these region proposals are true animals or background patches. We construct an efficient feature description for animal detection using joint deep learning and histogram of oriented gradient features encoded with Fisher vectors. Our extensive experimental results and performance comparisons over a diverse set of challenging camera-trap data demonstrate that the proposed spatiotemporal object proposal and patch verification framework outperforms the state-of-the-art methods, including the recent Faster-RCNN method, on animal object detection accuracy by up to 4.5%.
moisture, temperature, and GPS sensor data. They are an important visual sensor for wildlife that can record animal appearance without disturbance. Due to their relatively low cost, rapid deployment, and easy maintenance, camera traps are now being extensively used in wildlife monitoring, with the potential to be deployed at large scales in space and time. From camera-trap images, we can extract a rich set of information about animal appearance, biometric features, species, behaviors, their resource selection, as well as important environmental features about the surrounding habitats [2] . During the past several years, a vast amount of camera-trap data has been collected, far exceeding the capability of manual image processing and annotation by human. There is an urgent need to develop animal detection, segmentation, tracking, and biometric feature extraction tools for automated processing of these massive camera-trap datasets. In this work, we focus on accurate and reliable animal object detection and segmentation from camera-trap images.
Detecting and segmenting moving objects from the background is an important and enabling step in intelligent video analysis [3] , [4] . There is a significant body of research conducted during the past two decades on background modeling and foreground object detection [5] [6] [7] . However, the availability of methods that are robust and generic enough to handle the complexities of natural dynamic scenes is still very limited [8] . Videos captured in natural environments represent a large class of challenging scenes that have not been sufficiently addressed in the literature [4] . These types of scenes are often highly cluttered and dynamic with swaying trees, rippling water, moving shadows, sun spots, rain, etc. It is getting more complicated when natural animal camouflage added extra complexity to the analysis of these scenes. Fig. 1 shows some examples of image sequences captured by camera-traps at days (with color images) and nights (with infrared images). Here, each column represents a camera-trap image sequence triggered by animal motion. The key challenge here is how to establish effective models to capture the complex background motion and texture dynamics while maintaining sufficient discriminative power to detect and segment the foreground animals. Traditional motionbased techniques are not suitable here since the background is highly dynamic.
Recently, approaches based on deep neural networks, such as RCNN [9] and its variations Fast-RCNN [10] and Faster-RCNN [11] , are achieving the state-of-the-art performance in object detection. Typically, these methods have two major components: 1) object region proposal which scans the whole image to generate a set of candidate image regions (or bounding boxes) at different locations and scales that could possibly contain the target objects, and 2) image classification which determines if these proposed regions are truly the objects or not. We observe that, within the context of animal detection from camera-trap images, these methods suffer from two major issues: speed and accuracy. First, the natural scenes in camera-trap images are highly cluttered. Existing object region proposal methods [12] , [13] often generate a large number (thousands) of candidate object regions. We know that the deep convolutional neural network (DCNN) for region classification is computationally intensive and, more importantly, it needs to be performed thousands of times for each of these proposed object regions. Therefore, it is critical to consider the unique characteristics of camera-trap images in the spatiotemporal domain and design a new and efficient object region proposal method which can generate a small number of animal object proposals. To this end, we develop an iterative embedded graph cut (IEC) method with different foreground/background cut-off energy levels to create an embedded group of objects regions for the camera-trap image sequences. The examples in Fig. 2 show that IEC could significantly reduce the number of proposals while maintaining a sufficiently high object coverage rate. Second, we find that the direct application of DCNN to object regions in a single image is not efficient for animal-background classification. The performance can be significantly improved by extending the classification into the temporal domain using our proposed cross-frame patch verification method. Furthermore, for efficient animal object region classification, we find that a combination of DCNN and handcrafted features achieves better classification performance. Our extensive experimental results demonstrate that the proposed method significantly improves the performance while maintaining low computational complexity.
The major contributions of this paper can be summarized as follows: 1) We have developed a new and efficient animal object region proposal method using IEC which jointly consider the animal motion and spatial context in the spatiotemporal domain.
2) We propose a cross-frame image verification method for accurate animal-background classification. 3) We have found that, for camera-trap images, the DCNN image features and handcrafted histogram of oriented gradient (HOG) image features encoded with Fisher Vectors (FV) are able to enhance the classification performance for each other. 4) We have established a large dataset of camera-trap images which has been made available for the research community for developing efficient algorithms of object detection from highly cluttered natural scenes.
The remainder of the paper is organized as follows. We provide an overview of the proposed system in Section III. In Section IV, we present our animal object proposal method using iterative embedded graph cut. Section V explains the proposed cross-frame verification method. Experimental results are presented in Section VI. Section VII concludes the paper.
II. RELATED WORK
This work is closely related to foreground-background segmentation, image verification, object region proposal, object detection and image classification. In the following, we provide a review of related work on these topics.
A. Foreground-Background Segmentation
Early work on background subtraction often operated on the assumption of stationary background. Several methods model the background explicitly, assuming a bootstrapping phase where the algorithm is presented with frames containing only the background [14] , [15] . The use of multiple hypotheses to describe the behavior of an evolving scene at the pixel level significantly improves the performance of background modeling and subtraction [15] . Elgammal et al. [16] used a nonparametric background model to achieve better accuracy under the same constraints as the mixture of Gaussians. Sheikh and Shah incorporate the temporal and spatial consistencies into a single model [3] . Oliver et al. [17] focused on global statistics rather than local constraints to create a small number of eigenbackgrounds to capture the dominant variability of background. Considering spatial context and neighborhood constraints, graph cut optimization has achieved fairly good performance in image segmentation [7] . Iterated graph cut is used in [6] to search over a nonlocal parameter space. Background cut is proposed in [18] which combines background subtraction and color or contrast-based models.
To handle background motion, various dynamic background texture models have been developed [15] , [19] . Principal component analysis and autoregressive models are used in [17] . Wiener filters are used to predict the expected pixel value based on the past K samples. To reduce the computational complexity, Kahl et al. [20] demonstrated that using eigen-background on patches in an image is sufficient to capture the variance in dynamic scenes. In [21] , for each pixel, it builds a codebook. Samples at each pixel are clustered into the set of codewords based on a color distortion metric. Gregorio and Giordano [22] use a weightless neural network to model the change in background. St-Charles and Bilodeau et al. [23] introduce a new strategy to tackle the problem of non-stationary background with pixel-level feedback loops to balance the local segmentation sensitivity automatically.
We recognize that, for accurate and robust video object detection and segmentation in dynamic scenes, background modeling of the dynamic pixel process at the image patch level, spatial context analysis and graph cut optimization at the region-level, and embedded foreground-background classification at the sequence level should be jointly considered. In this work, we propose to establish a new framework which tightly integrates these three important components for accurate and robust video object cut in highly dynamic scenes.
B. Region Proposals and Object Detection Using DCNN Methods
Recent studies [24] , [25] have shown the extraordinary performance of DCNNs on image classification, object detection and recognition. To speed up the DCNN-based object detection process and avoid scanning of the whole image, object proposal methods have been recently developed for predicting object bounding boxes [11] , [26] [27] [28] [29] . Szegedy et al. [26] used a deep neural network as a regression model to predict the object bounding box. Sermanet et al. [28] developed a fully connected layer that is trained to predict the box coordinates for the localization task that assumes a single object. The fully connected layer is then turned into a convolutional layer for detecting multiple class-specific objects, which won the ILSVRC2013 localization competition. The original work on MultiBox [27] also used deep neural networks. Instead of producing bounding boxes, the MultiBox approach generates region proposals from a network whose last layer simultaneously predicts multiple class-agnostic boxes.
C. Image Verification
This work is also related to image verification. Image verification, in our particular problem, is regarded as a two-class classification problem: to verify if a proposed object image patch is an animal or belongs to the background scene. Classic learningbased image verification often involves two major steps: feature representation and distance or metric learning. Features used for image verification include colors, HOG, Haar-like descriptors, SIFT or SURF key point descriptors, maximally stable color regions, texture filters, differential local information, co-occurrence matrices, etc [30] . Statistics of low-level features, such as bag of words (BoW) descriptors, are also used for image verification to handle spatial variations. Recently, FVs [31] are developed which provides a better model to encode the local features. A number of methods built upon this FV approach [32] , [33] have shown outstanding performance in image representation.
In this work, we propose to develop an effective crossframe image verification method to determine if an image patch belongs to the background or not. This problem becomes very challenging since the background is highly dynamic and cluttered. In this work, we will demonstrate that a combination of DCNN features and hand-crafted image features specifically designed for camera-trap data is able to achieve significantly improved performance in animal image patch verification.
III. ALGORITHM OVERVIEW
We recognize that accurate and efficient animal detection from highly cluttered natural scenes in camera-trap images is a challenging task. To achieve accurate and fine-grain animal detection from the background, we need to perform image analysis at the pixel or small block level. However, with the low-contrast between the foreground animal and the cluttered background, it is often very difficult to determine if a pixel or a pixel block belongs to the animal or background based on local neighborhood information only, unless we resort to global image feature analysis. For example, pixels on the deer body might be very similar to the background vegetation. In this case, it is difficult for us to determine if these pixels belong to the deer based on local neighborhood information only until we see the deer head and legs, which involves global image analysis.
To address this issue, in this work, we propose a new animalbackground detection framework which tightly couples object proposal using local image segmentation with global image region verification, as illustrated in Fig. 3 . Specifically, it has two major components: 1) IEC for animal object proposal and 2) cross-frame patch-level object verification. The first component of IEC analyzes local image features and operates at the level of pixels or small blocks of pixels so as to maintain low computational complexity and achieve multi-level image segmentation in order to generate candidate regions for animal objects. To achieve high detection rate and ensure animals are all detected and covered in the foreground regions, we need to use a series of energy levels for the IEC so as to create an embedded set of regional proposals. Certainly, besides the target animal objects, the proposed regions will also contain regions or image patches from the background. The second component of image verification performs global comparison between foreground regions and background images across multiple frames. It extracts global features from the whole image patch, learns an image verification model to determine whether an image patch is similar to the background or not. In the following sections, we will explain these two components in more detail. 
IV. ANIMAL OBJECT PROPOSAL USING IEC
In this work, we propose to develop a new and efficient animal object proposal method using IEC which exploit animal motion and temporal correlation in the camera-trap image sequence. Using a sequence of energy levels, the proposed IEC method is also able to address the over-proposal issue in existing methods [12] : generating too many object proposals in highly cluttered scenes. In our previous work [34] , we have developed video object graph cut method, which achieved the state-of-the-art performance on object segmentation from videos with dynamic scenes and outperformed existing methods by up to 12% in segmentation accuracy on the 2012 Change Detection Challenge dataset [34] . In this work, built upon this method, we propose to develop an embedded graph cut method for animal object proposal.
A. Video Object Graph Cut
The video object graph cut algorithm developed in our previous work [34] constructs background models using HOG and BoW features. It constructs a foreground salience graph (FSG) to characterize the salience of an image patch in the spatiotemporal domain. It then formulates the object segmentation as an energy minimization problem which can be solved using the graph cut method. The FSG consists of two components: temporal salience and spatial salience. The temporal salience measures the dis-similarity
) between the current image patch P (x,y ) at location (x, y) and the background model. The spatial salience measure between the dis-similarity between the current patch and its neighboring patches. Based on the temporal and spatial salience measures, we construct the FSG. We represent the image by an 8-connectivity undirected graph. A graph cut minimization procedure is used to find the segmented foreground object.
B. IEC for Animal Object Proposals
We recognize that, in cluttered scenes of camera-trap images, the initial segmentation often yields incorrect segmentation results and object contours. For example, in the Camera-trap dataset, we find that some parts of the animal body are well segmented in some video frames but poorly segmented in other frames since the foreground object has moved to different background regions. Motivated by this observation, we propose to propagate the foreground-background segmentation information across frames, helping each other to refine the segmentation in an iterative manner. More specifically, from the existing foreground-background segmentation results of all frames (typically about 10 frames in each camera-trap sequence), we estimate the foreground-background probability map for each frame. Specifically, for each pixel x, its foreground probability is defined as
where
is the minimum distance from the pixel x to the boundary of the foreground regions, s is 1 if x is a foreground pixel, otherwise s is −1. β is a constant controlling the transition range. In this work, we set β to be 0.5. For each image patch P at location x P , we use this probability map to modulate the FSG for graph cut of the new iteration. It should be noted that, when performing the video object graph cut, there is an important parameter α which controls the level of penalty for foreground-background classification errors.
Here E p is the T-link graph-cut energy term, D t (p) is the temporal saliency at position x p , as described in [34] . Intuitively, α serves as a foreground energy level parameter, it is simply the weight controlling of how many positive cut error are counted towards the objective function, for example, if α = 0.5, then only half of graph-cut energy is generated. From the animal segmentation example in Fig. 4 , we can see that, as α decreases, the graph-cut produces more and larger patches, classifying more pixels into the foreground and thus increasing the probability for the animals to be covered by these foreground regions.
From our experiments, we recognize that it is difficult to determine a fixed optimal setting for the value of α since different camera-trap image sequences will require different α to achieve the best segmentation results. More importantly, for the same α, the segmentation performance is also region-dependent: some foreground regions are over segmented while others are under segmented. In this work, we propose to use α as the control parameter to generate an embedded set of region proposals for animal detection. More specifically, in our proposed IEC scheme, we perform the video object graph cut with multiple values of the control parameter α, denoted by {α n |1 ≤ n ≤ N }. N is typically 3 to 10 controlling the number of different α. We choose N = 5 in the experiment. Let M n be the corresponding foreground regions. We have
We define patch P 1 = M 1 , and
To increase the granularity of the proposed regions, we select those large patches from
where S(P k ) represents the size or number of pixels in the patch, and Δ is a threshold parameter controlling the granularity levels of the region proposals. We further segment each patch P k in P L into smaller ones {P k j } of size less than Δ using a k-mean clustering algorithm on its pixels inside with location and color features. We always use 2 clusters in an iterative fashion, which is enough for finer segmentation. We denote all small patches {P k j |P k ∈ P}, plus those small patches in the original set P L , by p = {p l |1 ≤ l ≤ L}. Similar to other region proposal approaches [12] , we will use these small patches to generate region proposals using a neighborhood grouping procedure. Due to the bounding box constraints, we use rectangle template matching for region proposals. We denote the set of region proposals, or candidate object bounding boxes, by
V. CROSS-FRAME ANIMAL-BACKGROUND VERIFICATION
In the previous section, using IEC, we have generated a set of animal object proposals B. In this section, we will develop a cross-frame animal-background verification method to score each bounding box or image patch in B, determining if it is an animal or not. We observe that false positive foreground patches generated by the animal object proposal often have significantly different characteristics from true animal image patches. Fig. 5(a)-(d) illustrate four examples of false positives: 
A. Cross-Frame Animal Object Verification
In Fig. 6 , we use one example to show the work flow of our cross-frame animal-background verification. The first row (a) shows the original camera-trap images where a deer passes by. Row (b) shows the foreground-background segmentation results obtained by the ensemble graph cut method explained in Section IV. We can see that image patches 1 and 2 are animals while patch 3 is wrongly detected due to a moving shadow. To perform cross-frame animal-background verification, for each foreground patch B i ∈ B, we extract co-located image patches across the entire sequence at the same location of the same size. We exclude those patches which have significant overlap with foreground regions in the same frame. Here, we set the max overlap ratio to be 0.25, which is the ratio between the intersection part and the size of B i . We denote the remaining patches To form a joint decision for B i , we use the following weighted summation:
where w m is the normalized weight of the mth background patch. We introduce w m to accommodate the background transition, especially in a long sequence. In this work, we choose w m as the inverse of the frame distance between B i and O i,m
Here, N [·] represents the frame index of the image patch. ∈ (0, 1] is a parameter controlling the amount of contribution from each frame. After normalization, we then use {w m } as the weights to compute the verification score S. If S > 0, we determine that image patch B i belongs to the background. Otherwise, it is classified as the animal.
B. Learning the Animal-Background Verification Model
In this section, we discuss how to train the verification model V(B i , O i,m ) to determine if two collocated image patches from the camera-trap image sequence are similar to each other. The major challenges are: 1) this verification model should be able to accommodate large background variations between B i and O i,m , which include background texture dynamics, displace of objects (such as tree leaves or branches), changes of lighting conditions, moving shadows or sun spots, etc. This requires that the image feature description should be invariant under these types of changes. 2) Unlike other image verification tasks, such as face verification, our animal-background verification needs to deal with image patches with a wide ranges of sizes and aspect ratios since they are directly generated by the ensemble graph cuts.
To address this challenge, we propose the following image processing and feature representation schemes for animalbackground verification. As is shown in Fig. 7 , our scheme has three major steps: 1) background modulation, 2) finetuned DCNN features; 3) adaptive HOG extraction and FV encoding.
1) Background Modulation:
We recognize that, in cameratrap images, the background is highly cluttered and has large variations across frames due to background motion. To minimize this background interference and improve the animalbackground verification performance, we propose to modulate the original image patch using the background model. We call this pre-processing step as mean subtracted difference enhancement (MSDE). In MSDE, the pair of image patches are first converted to the YCbCr color space. We then perform mean centering (scale normalization) to the absolute difference between foreground and reference background images on Y (luminance) components with all negative values clamped to zero. Note that this truncation must be coupled with mean subtracted difference image because we will normalize the entire image to 8-bit range [0, 255] to stretch the contrast between object and background. Fig. 8 shows three examples of the MSDE images.
2) DCNN Features Learned From the Camera-Trap Images:
Recent results on image classification, scene recognition, finegrain object recognition and detection, and image retrieval have demonstrated that the generic image descriptors learned from DCNN are very effective [35] . A DCNN consists of multiple convolutional layers and then followed by one or more fully connected layers. Pooling methods are often used in DCNN to achieve translation invariant properties for DCNN features. In this work, we follow the architecture described by Krizhevsky et al. [35] using the caffe [36] implementation. We use the pretrained DCNNs model by Girshick et al. [37] on large auxiliary ILSVRC 2012 dataset and perform fine-tuning on our annotated camera-trap images. During fine-tuning, we replace the 21-way soft max output classification layer with a two-way animalbackground layer. The rest five convolutional and three fullyconnected layers remain the same. The input image is resized to 227 × 227 regardless of its original size and aspect ratio to fit in the CNN input layer. We recognize that this will change the aspect ratios of the input images and create image distortion. However, since both image patches, P k and O km under the verification task are experiencing the same distortion, the impact on the verification performance by this distortion is very limited. The output DCNN feature is a 4096-dimensional vector.
3) HOG With FV Encoding: DCNN features, self-learned from training data, provide an efficient and generic low to midlevel features that are rich enough to describe image details such as edge, shape, color distribution, etc. However, it often requires a large amount of data for training and fine-tuning to achieve desired performance levels. In practice, the amount of available training data is often limited. In this work, we explore a mixture of self-learned DCNN features and handcrafted image features, aiming to enhance the performance of DCNN features with specially designed features for our animalbackground verification. Specifically, we propose to use FVencoded HOG (histogram of oriented gradients) features. We use HOG since it is insensitive to illumination change and is able to capture local textures. We partition the input image into the 20 × 20 blocks without overlapping (the input patches to our animal-background verification module will have different sizes and aspect ratios). Within each block, we extract its HOG feature.
We observe that the original HOG feature are not able to accommodate large background variations and texture dynamics. To address this issue, we propose to encode the HOG features using FV [38] to extract high-level invariant statistical features. The FV encoding aggregates a large set of HOG vectors into a high-dimensional vector representation by fitting a parametric generative model, e.g. the Gaussian Mixture Model to these features, and then encoding the derivatives of the log-likelihood of the model with respect to its parameter [38] . Unlike the BoW model which approximates a feature using a pre-trained codebook, FV successfully retains extra information by soft assignment to the Gaussian components. Let γ t (k) be the soft assignment of the descriptor d t to the Gaussian component k where w k , μ k and σ k are respectively the mixture weight, mean vector and covariance matrix of Gaussian k 
We concatenate G 
C. Animal-Background Verification Model Training
The FV-encoded HOG feature is a 1280-dimension vector according to our experimental setup. After normalization, we concatenate it with the 4096-dimension DCNN feature, resulting in a 5376-dimension feature vector for the image pair under verification. To generate the training data, we have manually labeled 800 camera-trap image sequences (about 8000 images in total), placing bounding boxes around animals. For each animal patch B + i inside the bounding box, we find their collocated image patches in the same sequence {O i,m will constitute a negative sample. The next step is to combine Fisher HOG feature with DCNN feature, followed by a classifier. Here one option is to implement a customized adaptive HOG layer in neural network, a concatenate layer to combine features with original DCNN feature, followed by a softmax loss layer. Considering support vector machine (SVM) and softmax layer provide very close performance as classifier [9] , and Fisher-HOG are not highly parallelizable, we propose to use external concatenation 
VI. EXPERIMENTAL RESULTS

A. Datasets
In this work, we use our Camera_trap and popular CDnet dataset for evaluation purposes. We establish the Camera-Trap dataset for performance evaluation of animal detection from highly cluttered natural scenes. We made this dataset publicly available for peer researchers: videonet.ece.missouri.edu/ cameratrap/videonet.ece.missouri.edu/cameratrap/. In our ongoing work on automated large-scale wildlife monitoring, we have collected over 1 million camera-trap images of wildlife species. This dataset consists of 800 camera-trap image sequences with 23 animal species, in both daytime color and nighttime infrared formats. These are very challenging videos with highly cluttered and dynamic natural scenes. Spatial resolutions of the images vary from 1920 × 1080 to 2048 × 1536, and are considered as very high resolution images. The length of each sequence varies from 10 to more than 300 frames depending on the duration of the animal activities. For each image, we have manually labeled the bounding box of each animal in the scene. An overall of 6493 ground-truth foreground boundingboxes are recorded and archived in the dataset. Ground-truth labels are stored in a plain text file, each row corresponding to one image. Fig. 9 shows some example images from the dataset.
We also include Change Detection dataset as a reference dataset since its popular in motion detection community. More details will be covered in Section VI-C.
For performance evaluations, we plan to use the following performance metrics as in the CDNet [39] dataset: 1) Recall T P/(T P + F N); 2) Precision T P/(T P + F P ); and 3) Fmeasure
where T P is the number of true positives, F P is the number of false positives, and F N is the number of false negatives. True detections are those which have intersection-over-union (IoU) ≥ 0.5 with ground-truth bounding boxes.
B. Experimental Setup
For background modeling with HOG and BoW, we use a patch size of 16×16. The codebook size is set to be 128. All region candidates with ≥ 0.5 IoU overlap with ground-truth boxes are treated as true positive patches, the rest are regarded as false positives. However, to avoid mixing possible animal object patch with negative samples, in practice, we only select IoU = 0 patches as negatives for training. Thanks to pre-trained object classification model, we can easily achieve more than 97% training accuracy in less than 12 hours on an Nvidia GTX Titan X GPU. We use 50% (400 sequences) as training data and the rest for testing in the following experiments. We also use Pascal VOC 2007 and 2012 detection dataset [40] as auxiliary data to train a generic object model to be used on CDnet 2014 dataset [39] since it contains objects such as cars and boats.
To use Pascal dataset, we randomly sample background regions with zero overlapping to any foreground region, marked as 0. And we use 20 original classes objects as positive samples, marked as 1. For all verification models in experiments, we finetune a 2-way classification model, with a batch size 128, learning rate 0.01, momentum 0.9 and a decay of 0.0005. We continue training with a maximum iteration 40 000 on cameratrap, and 80 000 on Pascal VOC, respectively. When training accuracy is higher than 98% and stopped climbing for a while, we stop the training to prevent over-fitting. Fig. 10 shows some example experimental results on four sequences from different species, which are Red Fox, Great Tinamou, European Hare and Paca, respectively. Row (a) is the original image from the camera-trap. Due to space limitations, we only include 3 out 10 images here. Row (b) shows the segmentation results after the video object graph cut. The animal body boundaries (shapes) are not very accurate and there a significant amount of incorrect segmentation results. After several iterations of cross-frame information fusion and graph cuts by utilizing existing background information, better results are achieved in row (c). We can see that false positive patches caused by background variations, such as shadows, waving leaves, and moving clouds, are still in the segmentation results. Row (d) shows the final results after animalbackground verification. These false positive patches have been successfully removed. Row (e) shows the animal pixels with row (d) as the mask. We can see that the proposed method is able to achieve very accurate and reliable segmentation of the foreground animals in dynamic scenes by preserving true positives and filtering out false positives. Fig. 11 shows some examples of animal segmentation from highly cluttered and dynamic natural scenes.
C. Experimental Results
1) Qualitative Evaluations:
2) Quantitative Results:
We first compare the performance of our animal object proposal method using IEC with the following state-of-the-art object proposal methods: Spatial-Temporal Object Detection Proposals (STODP) [44] , Fully Connected Object Proposals for Video Segmentation (FCOP) [43] , and Learning to Segment Moving Object in Videos (MOP) [42] . For reference purposes, we also compare the performances of single frame object proposal techniques, as proposed in Geodesic Object Proposals [41] and Selective Search [12] . The latter is very popular and is used in RCNN and fast-RCNN as the enabling proposal method. Table I provides the average number of proposal bounding box required by each method in order to cover 80%, 90% and the most ground-truth animal objects, respectively. Here, coverage is the percentage of ground-truth bounding boxes which have IoU ≥ 0.5 with any box in detection proposal list. The best coverage rate indicates the capability of detecting all objects in every frame. Improving the coverage is hard and costly, which often results in a massive amount of proposal detections. We can see that our proposed method is much more efficient than existing methods at the coverage rates of 80% and 90%, and find a good trade-off between the number of proposals (which affects the subsequent verification time) and the coverage rate. The single-frame based methods, such as the Selective search and GOP often produce a large amount of proposals. The limitation of proposed IEC method is its weakness in detecting slow moving object, which could be neglected in motion triggered dataset such as camera_trap. In return, IEC is exceptionally good at filtering out non-candidate object proposals, which is a crucial for accurate animal detection. Tables II, III , and IV provides quantitative recall, precision and F-score comparisons on our Camera_trap dataset, respectively. We compare our proposed method with the following Fig. 12 . Effect of number of frames used in validation on the overall F-score performance.
methods: (1) EC, Ensemble graph Cuts developed in our previous work [34] ; (2) YOLO, a fast unified object detection algorithm which detect objects in single inference [45] ; (3) Fast-RCNN [10] ; (4) Faster-RCNN [11] , an improved version of Fast-RCNN which propose candidates using fully convolutional network; (5) the IEC+DCNN method which performs animal-background verification using the DCNN features only; and (6) the proposed method that uses joint DCNN and FV-HOG features. Note that models in (2)-(4) are trained on Pascal VOC dataset (convolutional layers are pre-trained on imagenet [46] for better convergence) and fine-tuned on camera-trap dataset. The last column shows the performance of the method developed in this work which uses combined FV-HOG and DCNN features for animal-background verification. We can see that the animal-background verification significantly improves the performance, either with FV-HOG or DCNN features. The verification module can significantly reduce the false positive rates while maintaining high true-positive rates. The average F-Score is 83.98%, almost 7% higher than the original 77.03%. The average precision is also improved by a large margin from 78.24% to 82.09%. We also conclude that it is more efficient to combine FV-HOG and DCNN features and they can enhance the performance of each other. The proposed framework outperforms the fine-tuned Faster-RCNN [11] by up to 4%. With limited training data and highly dynamic and cluttered background, it is easy to explain that cross-frame information fusion could compensate for the inevitable noise introduced during learning and fine-tuning, thus improves the performance of learned models.
In order to evaluate the impact of cross-frame validation, we adjust the number of pairs, i.e., M in (5) to be used in the verification phase. A special case is when M = 0, all cross-frame validation is disabled, and features are only extracted on a single patch without MSDE. From Fig. 12 , we can see that, with more frames being included in the verification, the overall FScore is being improved significantly. Our proposed method outperforms Fast-RCNN and Faster-RCNN using only one pair, which proved the effectiveness of cross-frame validation in improving the final performance. We also monitored the processing time of our system with different experimental choices, as shown in Table V . The hardware choice is Intel Xeon E5-1603v3 @2.8GHz (4C4T) and Nvidia Titan X. The results indicate that even with longer processing time of our iterative graph-cut method, it significantly reduced the number of verification candidates, thus in return not only benefit to overall performance but also ran faster.
3) Performance Evaluation as Segmentation Task: We also evaluate our proposed method on Change Detection 2014 dataset [39] , using three categories: dynamic background, low frame-rate, and intermittent object motion. These selected categories best fit the complex scenes in the wild, thus are ideal for comparison with other approaches. Note that CDnet dataset is purely for motion detection and does not provide any training data. In order to make our patch verification model to recognize objects such as cars and boats in CDnet, we need extra training data. In experiments, we evaluate the models trained on camera-trap, Pascal VOC 2007+2012 [40] and both, respectively. Table VI shows the performance comparisons on CDnet 2014 dataset. By comparing with state-of-art approaches, we observed that no single algorithm could handle all scenes well enough especially in different categories. Our method, though require off-line processing and auxiliary training data, is very robust in maintaining relatively good recall while preserve very high precision. For intermittent object motion category, our method achieved weaker performance compared with the other two categories due to the incapability to detect object candidates at the first stage, i.e., iterative graph-cut, however, our verification model still achieved high precision by rejecting most non-object detections. As is shown in Fig. 13 , our method successfully addressed the false alarms that are inevitably spotted by various algorithms due to the complex scenes. By comparing columns (d) to (i), we can see the two-step propose and reject scheme can alleviate the trade-off problem between recall and precision. The generic object based verification model is highly robust, effective, and self-adaptive to various complex scenes. We also noticed that mixing camera-trap with Pascal VOC dataset generates slightly inferior results. Considering the entirely different types of scenes between camera-trap and Pascal VOC, and the large volume of Pascal VOC dataset itself, we recognize that using Pascal VOC dataset is good enough to train a generic purpose objectness model to be used in CDnet dataset which has similar human surrounded environments.
VII. CONCLUSION
In this paper, we have successfully developed an accurate method for animal object detection from highly cluttered natural scenes captured by motion-triggered cameras, called cameratraps. We developed a new approach to generate animal object region proposals using multi-level graph cut in the spatiotemporal domain. We then developed a cross-frame temporal patch verification method to determine if these region proposals are true animals or background patches. We found that the DCNN and FV-HOG features are able to enhance the performance of each other during animal object verification. Our extensive experimental results and performance comparisons over a diverse set of challenging camera-trap data demonstrated that the proposed spatiotemporal object proposal and patch verification framework is sensitive to objects in motion and confident in rejecting false alarms, thus is capable of building the basis of a robust object detection system in dynamic scenes.
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