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Abstract
In this paper, characterizations of the existence of the directional derivative and second-order parabolic directional derivative of
a locally Lipschitzian function are established. These characterizations involve the adjacent cone and second-order adjacent set of
the graph of the function.
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1. Introduction
Definition 1.1. Let E be a real normed space, and let f : E → R := [−∞,∞] be finite at x ∈ E. The function f is
said to be Lipschitzian near x if there exist δ > 0 and M > 0 such that
∣∣f (y) − f (y′)∣∣M‖y − y′‖ whenever ‖y − x‖ < δ, ‖y′ − x‖ < δ.
Locally Lipschitzian functions play an important role in analysis. In particular, they have proven to be an ideal
class of functions for the development of theories of optimization (see e.g. [2]). In these theories, a significant special
case involves functions with the additional property that the ordinary one-sided directional derivative
f ′(x;y) = lim
t↓0
(
f (x + ty) − f (x))/t
exists. For example, V.F. Demyanov’s theory of quasidifferentials [3] concentrates on this special case. Similarly, in
the study of second-order optimality conditions, it is of interest to know when second-order directional derivatives
like
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t↓0 2
(
f
(
x + tv + t2y/2)− f (x) − tf ′(x;v))/t2
exist [5].
In this paper, we present characterizations of the existence of f ′(x;y) and f ′′(x, v;y) for a locally Lipschitzian
function f . In deriving these characterizations, we employ a familiar strategy—proving that a limit exists by showing
that its corresponding limit superior and limit inferior are equal—along with some basic tools from variational analy-
sis. We review these tools in Section 2 and use them to derive a characterization of the existence of f ′(x;y). We then
develop a characterization of the existence of f ′′(x, v;y) in Section 3.
2. First-order directional differentiability
To set the stage for our discussion, we begin by briefly reviewing a few definitions. For a function f : E → R :=
[−∞,∞], the graph of f is the set
gphf := {(x, r) ∈ E × R ∣∣ f (x) = r};
while the epigraph of f and hypograph of f are defined, respectively, by
epif := {(x, r) ∈ E × R ∣∣ f (x) r}
and
hypof := {(x, r) ∈ E × R ∣∣ f (x) r}.
Geometrically, we think of the derivative of a function as providing a local linear approximation to its graph. Sim-
ilarly, concepts of directional derivative can be defined via local conical approximations to the epigraph or hypograph
of a function. These conical approximations are called tangent cones.
For our purposes here, we can think of a tangent cone as a mapping A : 2E × E → 2E such that A(S,x) is a
(possibly empty) cone—i.e., ty ∈ A(S,x) whenever y ∈ A(S,x) and t > 0—for all (S, x) ∈ 2E × E. (Tangent cones
also have the property that every recession direction of S is also a recession direction of A(S,x) for all x ∈ S, but that
property will not play a direct role in our discussion.)
Given a tangent cone A, its associated epiderivative and hypoderivative are defined as follows:
Definition 2.1. Let f : E → R be finite at x ∈ E, and let A be a tangent cone. The A-epiderivative of f at x in the
direction y ∈ E is given by
f A(x;y) := inf{r ∣∣ (y, r) ∈ A(epif, (x,f (x)))},
and the A-hypoderivative of f at x in the direction y ∈ E is given by
fA(x;y) := sup
{
r
∣∣ (y, r) ∈ A(hypof, (x,f (x)))}.
As an illustration of Definition 2.1, consider the tangent cone
D(S,x) := {y ∈ E ∣∣ ∀{tj } → 0+, x + tj y ∈ S for large enough j
}
,
which is sometimes called the cone of feasible directions. For this tangent cone, it is not hard to show (see e.g.
[6, Theorem 5.4]) that
fD(x;y) = inf
λ>0
sup
0<t<λ
(
f (x + ty) − f (x))/t
and
fD(x;y) = sup
λ>0
inf
0<t<λ
(
f (x + ty) − f (x))/t.
One property possessed by a number of tangent cones, including D, is that of isotonicity with respect to inclusion.
We say that a tangent cone A is isotone with respect to inclusion if whenever S1 ⊂ S2, then A(S1, x) ⊂ A(S2, x) for
all x ∈ S1. For such A, there is a special relationship between the epiderivative and hypoderivative of a function f
under a nonemptiness condition on A(gphf, (x,f (x))).
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If
{
r
∣∣ (y, r) ∈ A(gphf, (x,f (x)))} = ∅, (1)
then
f A(x;y) fA(x;y). (2)
Proof. Let y ∈ E. Since A is isotone with respect to inclusion and (1) holds, we have
f A(x;y) = inf{r ∣∣ (y, r) ∈ A(epif, (x,f (x)))}
 inf
{
r
∣∣ (y, r) ∈ A(gphf, (x,f (x)))}
 sup
{
r
∣∣ (y, r) ∈ A(gphf, (x,f (x)))}
 sup
{
r
∣∣ (y, r) ∈ A(hypof, (x,f (x)))}
= fA(x;y).
Therefore (2) holds. 
Since the inequality
fD(x;y) f D(x;y)
holds in general, Proposition 2.2 appears at first glance to offer a quick answer to the question of directional differen-
tiability. Unfortunately, condition (1) rarely holds for A := D except at y = 0, so in fact Proposition 2.2 gives us no
useful information for A := D. For example, for f : R → R defined by f (x) = x2, D(gphf, (0,0)) = {(0,0)}.
To make profitable use of Proposition 2.2, we will need to work with an isotone tangent cone for which (1) is more
often satisfied. A good candidate is the adjacent cone
T (S, x) := {y ∈ E ∣∣ ∀{tj } → 0+, ∃{yj } → y such that x + tj yj ∈ S
}
,
which is better equipped to approximate graphs of functions than D(S,x). Note, for instance, that in our example
f (x) = x2, we have
T
(
gphf, (0,0)
)= R × {0},
so that (1) with A := T is satisfied for all y ∈ R.
It is not hard to show (see [6, Theorem 5.4], [1, p. 237]) that
f T (x;y) = sup
>0
inf
λ>0
sup
0<t<λ
inf‖v−y‖<
(
f (x + tv) − f (x))/t
and
fT (x;y) = inf
>0
sup
λ>0
inf
0<t<λ
sup
‖v−y‖<
(
f (x + tv) − f (x))/t.
Furthermore, since the inclusion
D(S,x) ⊂ T (S, x)
is always satisfied, the inequalities
f T (x;y) f D(x;y) (3)
and
fT (x;y) fD(x;y) (4)
hold for all x and y. In situations where equality holds in (3) and (4), we can characterize directional differentiability
of f .
D.E. Ward / J. Math. Anal. Appl. 337 (2008) 1182–1189 1185Theorem 2.3. Let f : E → R be finite at x ∈ E, and let y ∈ E.
(a) If f T (x;y) = f D(x;y) and fT (x;y) = fD(x;y) and
{
r
∣∣ (y, r) ∈ T (gphf, (x,f (x)))} = ∅, (5)
then f ′(x;y) exists as an element of R.
(b) Conversely, if f ′(x;y) exists as an element of R, then (5) holds.
Proof. (a) Suppose that f T (x;y) = f D(x;y), fT (x;y) = fD(x;y), and (5) holds. By Proposition 2.1,
fD(x;y) = f T (x;y) fT (x;y) = fD(x;y),
implying that
fD(x;y) = fD(x;y).
Therefore f ′(x;y) exists as an element of R.
(b) Now suppose f ′(x;y) exists as an element of R. Let L := f ′(x;y). We will show that
(y,L) ∈ T (gphf, (x,f (x))).
Let a sequence of positive real numbers {tj } → 0+ be given, and define rj := (f (x + tj y) − f (x))/tj . Then rj → L
and
(
x,f (x)
)+ tj (y, rj ) ∈ gphf,
so that (y,L) ∈ T (gphf, (x,f (x))). Therefore (5) holds. 
One major class of functions for which f T (x; ·) = f D(x; ·) and fT (x; ·) = fD(x; ·) is the class of functions that are
Lipschitzian near x (see [6, Corollary 5.9]). So in the locally Lipschitzian case, Theorem 2.3 reduces to the following
result.
Corollary 2.4. Let f : E → R be Lipschitzian near x ∈ E, and let y ∈ E. Then f ′(x;y) exists as an element of R if
and only if (5) holds.
Proof. Since f is Lipschitzian near x, fD(x;y) and fD(x;y) are finite and the equations
fD(x;y) = f T (x;y)
and
fT (x;y) = fD(x;y)
are satisfied. The conclusion then follows from Theorem 2.3. 
We illustrate Corollary 2.4 with two examples:
Example 2.5. (a) Define f : R → R by
f (x) :=
⎧⎨
⎩
x2 if x  0,
2−n+1 if 1/2n  x  3/2n+1, n ∈ Z,
4x − 2−n+2 if 3/2n+1  x  2−n+1, n ∈ Z.
This function f is Lipschitzian near 0. For y  0, f ′(0;y) = 0 and
(y,0) ∈ T (gphf, (0,0)),
consistent with Corollary 2.4. On the other hand, for positive integers n, f (2−n)/2−n = 2 but f (3 ·2−n)/3 ·2−n = 4/3,
so that f ′(0;1) does not exist. By Corollary 2.4,
{
r
∣∣ (1, r) ∈ T (gphf, (0,0))}= ∅.
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g(x) :=
{0 if x = 0 or x = ±1/n, n ∈ Z,
1 otherwise.
By Theorem 2.1 of [4],
T
(
gphg, (0,0)
)= R × 0,
but g′(0;y) does not exist for y = 0. So by Corollary 2.4, g is not Lipschitzian near 0.
3. Second-order directional differentiability
The ideas of Section 2 can be extended to provide characterizations of certain types of second-order directional
differentiability. Our characterizations involve a concept of second-order tangent set.
Definition 3.1. Let E be a real normed linear space, v ∈ E, S a subset of E, and x ∈ S. The second-order adjacent set
is defined by
T 2(S, x, v) := {y ∈ E ∣∣ ∀{tj } → 0+, ∃{yj } → y such that x + tj v + tj 2yj /2 ∈ S
}
.
From Definition 3.1, it follows immediately that T 2(S, x,0) = T (S, x) and
y ∈ T 2(S, x, v) ⇒ v ∈ T (S, x).
Moreover, T 2 is isotone with respect to inclusion: If S1 ⊂ S2, x ∈ S1, and v ∈ E, then
T 2(S1, x, v) ⊂ T 2(S2, x, v).
Additional discussion of the properties of T 2 can be found in [1, §4.7] and [7].
In analogy with the first-order case, we can associate concepts of epiderivative and hypoderivative with the second-
order adjacent set.
Definition 3.2. Let f : E → R be finite at x ∈ E, and let f T (x;v) be finite. The T 2-epiderivative of f at (x, v) in the
direction y ∈ E is given by
f T
2
(x, v;y) := inf{r ∣∣ (y, r) ∈ T 2(epif, (x,f (x)), (v,f T (x;v)))}.
Similarly, if fT (x;v) is finite, we define the T 2-hypoderivative of f at (x, v) in the direction y ∈ E by
fT 2(x, v;y) := sup
{
r
∣∣ (y, r) ∈ T 2(hypof, (x,f (x)), (v,fT (x;v)
))}
.
From Definition 3.2, one can show that
f T
2
(x, v;y) = sup
>0
inf
λ>0
sup
0<t<λ
inf‖w−y‖< 2
(
f
(
x + tv + t2w/2)− f (x) − tf T (x;v))/t2
and
fT 2(x, v;y) = inf
>0
sup
λ>0
inf
0<t<λ
sup
‖w−y‖<
2
(
f
(
x + tv + t2w/2)− f (x) − tfT (x;v)
)/
t2.
There is no general inequality relating f T 2(x, v;y) and fT 2(x, v;y). But under some additional assumptions, we
can obtain a second-order analogue of Proposition 2.2.
Proposition 3.3. Let f : E → R be finite at x ∈ E, and let v ∈ E, y ∈ E. If f T (x;v) is finite, f T (x;v) = fT (x;v)
and
{
r
∣∣ (y, r) ∈ T 2(gphf, (x,f (x)), (v,f T (x;v)))} = ∅, (6)
then
f T
2
(x, v;y) fT 2(x, v;y). (7)
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Proposition 2.2, (6) and the fact that T 2 is isotone with respect to inclusion imply that
f T
2
(x, v;y) = inf{r ∣∣ (y, r) ∈ T 2(epif, (x,f (x)), (v,f T (x;v)))}
 inf
{
r
∣∣ (y, r) ∈ T 2(gphf, (x,f (x)), (v,f T (x;v)))}
 sup
{
r
∣∣ (y, r) ∈ T 2(gphf, (x,f (x)), (v,f T (x;v)))}
 sup
{
r
∣∣ (y, r) ∈ T 2(hypof, (x,f (x)), (v,fT (x;v)
))}
= fT 2(x, v;y).
Therefore (7) holds. 
We will use Proposition 3.3 to establish a characterization of the existence of
f ′′(x, v;y) = lim
t↓0 2
(
f
(
x + tv + t2y/2)− f (x) − tf ′(x;v))/t2.
First we demonstrate that a condition like (6) is implied by the existence of f ′(x;v) and f ′′(x, v;y).
Proposition 3.4. Let f : E → R be finite at x ∈ E, and let v ∈ E, y ∈ E. If f ′(x;v) and f ′′(x, v;y) exist as elements
of R, then
{
r
∣∣ (y, r) ∈ T 2(gphf, (x,f (x)), (v,f ′(x;v)))} = ∅. (8)
Proof. Suppose that f ′(x;y) and f ′′(x, v;y) exist as an element of R. Let L := f ′′(x, v;y). We will show that
(y,L) ∈ T 2(gphf, (x,f (x)), (v, f ′(x;v))). Let a sequence of positive real numbers {tj } → 0+ be given, and define
rj := 2
(
f
(
x + tj v + t2j y/2
)− f (x) − tj f ′(x;v)
)/
t2j .
Then rj → L and
(
x,f (x)
)+ tj
(
v,f ′(x;v))+ t2j (y, rj )/2 ∈ gphf.
Therefore (y,L) ∈ T 2(gphf, (x,f (x)), (v, f ′(x;v))) and (8) holds. 
To derive a converse of Proposition 3.4, we focus again on functions f : E → R that are Lipschitzian near x. For
such functions, it is not hard to show that for all v ∈ E, y ∈ E, we have
f T
2
(x, v;y) = inf
λ>0
sup
0<t<λ
2
(
f
(
x + tv + t2y/2)− f (x) − tf D(x;v))/t2 (9)
and
fT 2(x, v;y) = sup
λ>0
inf
0<t<λ
2
(
f
(
x + tv + t2y/2)− f (x) − tfD(x;v)
)/
t2. (10)
Theorem 3.5. Let f : E → R be Lipschitzian near x ∈ E, and let v ∈ E, y ∈ E. Then (6) holds if and only if f ′(x;v)
and f ′′(x, v;y) exist as elements of R.
Proof. Suppose that f ′(x;v) and f ′′(x, v;y) exist as elements of R. Then by Proposition 3.4, (8) is satisfied. Since
f is Lipschitzian near x, f ′(x;v) = f T (x;v), and so (6) holds.
Conversely, suppose that (6) holds. Then
(
v,f T (x;v)) ∈ T (gphf, (x,f (x))),
and so f ′(x;v) exists as an element of R by Corollary 2.4. It follows that fT (x;v) = f T (x;v), so by Proposition 3.3,
f T
2
(x, v;y) fT 2(x, v;y).
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f T
2
(x, v;y) fT 2(x, v;y).
Hence
f T
2
(x, v;y) = fT 2(x, v;y) = f ′′(x, v;y).
It remains to show that f ′′(x, v;y) is finite. Since (6) is satisfied,
f T
2
(x, v;y) = inf{r ∣∣ (y, r) ∈ T 2(epif, (x,f (x)), (v,f T (x;v)))}
 inf
{
r
∣∣ (y, r) ∈ T 2(gphf, (x,f (x)), (v,f T (x;v)))}
< +∞
and
fT 2(x, v;y) = sup
{
r
∣∣ (y, r) ∈ T 2(hypof, (x,f (x)), (v,fT (x;v)
))}
 sup
{
r
∣∣ (y, r) ∈ T 2(gphf, (x,f (x)), (v,f T (x;v)))}
> −∞.
Therefore f ′′(x, v;y) exists as an element of R. 
Remark 3.6. (a) In the proof of Theorem 3.5, it was necessary to check the finiteness of f ′′(x, v;y) because it is
possible for f T 2(x, v;y) and fT 2(x, v;y) to be infinite-valued for a locally Lipschitzian function f —see e.g. [5,
Example 3.5].
(b) For the function f defined in Example 2.5(a), f ′(0;−1) = 0. For y ∈ R, we have f ′′(0,−1;y) = 2 and
(y,2) ∈ T 2(gphf, (0,0), (−1,0)),
consistent with Theorem 3.5. On the other hand, f ′(0;1) does not exist, so Theorem 3.5 implies that
{
r
∣∣ (y, r) ∈ T 2(gphf, (0,0), (1, f T (0;1)))}= ∅.
For continuously differentiable functions, Theorem 3.5 can be used to characterize the existence of another type of
second-order directional derivative.
Definition 3.7. We say that the function f : E → R is C1 at x ∈ E if it is Fréchet differentiable on some neighborhood
of x and its derivative function ∇f (·) is continuous at x.
Theorem 3.8. Let f : E → R be C1 at x ∈ E, and let v ∈ E. If there exists y ∈ E such that (6) holds, then
d2f (x;v) = lim
t↓0 2
(
f (x + tv) − f (x) − t∇f (x)(v))/t2
exists as an element of R. Conversely, if d2f (x;v) exists as an element of R, then (6) holds for all y ∈ E.
Proof. Since f is C1 at x, it is Lipschitzian near x, and ∇f (x)(·) = f ′(x; ·). Suppose that there exists y ∈ E such
that (6) holds. Then by Theorem 3.5, f ′′(x, v;y) exists as an element of R. It then follows from [8, Proposition 4.2]
that d2f (x;v) exists as an element of R. (Note that although [8, Proposition 4.2] is stated in a finite-dimensional
setting, its conclusion still holds in the normed space setting of this paper, since the mean value theorem used in its
proof is still valid in this more general setting.)
On the other hand, suppose that d2f (x;v) exists as an element of R. Then [8, Proposition 4.2] implies that
f ′′(x, v;y) exists as an element of R for all y ∈ E. Therefore (6) holds for all y ∈ E by Theorem 3.5. 
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For locally Lipschitzian functions, first- and second-order directional differentiability can be characterized by non-
emptiness conditions on the adjacent cone and second-order adjacent set to the graph of the function. As a result,
information about the adjacent cone and second-order adjacent set to the graph of a locally Lipschitzian function
yields information about its first- and second-order directional derivatives, and vice versa.
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