Abstract-To overcome the disadvantage of determining artificially the class number, fuzzy C means clustering is introduced to fuzzify the continual attribute, and the best minute class number is obtained by cluster validity analysis.
I. INTRODUCTION
ata Mining is defined as a large number of incomplete, noisy, fuzzy and random data extracted implicit in which people do not know in advance, but potentially useful information and knowledge, such as concepts, knowledge rules, restrictions, laws and so on.
Rough set theory has been successfully applied to relational database data mining, such as A Fuzzy Search Method for Rough Sets in Data Mining , Mining Stock Price using Fuzzy Rough Set System and so on [1] [2] [3] .
The continuous attributes must be discrete before extracting the rules using rough set theory. This process will result in some degree of information loss because discrete attribute values will not be retained in property values in the actual existence of numerical differences.
French scholar D.Dubios and H.Prad presented the definition of fuzzy rough set combined rough set and fuzzy set to solve the problem of information loss in the course of attribute discrete based on rough set. Using the fuzzy rough set theory to deal with data sets can retain more original data set contains information [4] [5] [6] [7] . However, the current attribute fuzzification method need to artificially divide into several classes, almost not considering the specific characteristics of attribute values.
Methods are often too subjective, unreasonable and poor operability.
II. FUZZY CLUSTERING ANALYSIS
A. Fuzzy C-means Clustering Method (FCM) 
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B. Cluster Validity Analysis
Formula (3) defines the function of clustering validity.
Where c is the number of clusters, U is the membership c is the number of the best classification [8] III. DATA MINING BASED ON FUZZY ROUGH SET
A. Attribute fuzzy-dependent analysis
Each equivalence class is fuzzy in the fuzzy-rough set its lower and upper approximation is as follows.
Where, i F is a fuzzy equivalence class,
is the membership which x belongs to arbitrary fuzzy set X in the domain U.
Where
, X is one fuzzy equivalence class of decision attribute D.
According to the definition of fuzzy domain, the degree of decision attribute set D dependence on condition attribute set C can be obtained based on the fuzzy-rough set.
B. Attribute Reduction Algorithm
Attribute reduction is defined as deleting redundant attribute in the premise of maintaining the classification of decision table or decision-making ability. It can be expressed as the following definition.
then C′ is a reduction C compared to D. Where C is the condition attribute set and D is decision attribute set.
In order to reduce computational complexity, attribute reduction algorithm which attribute gradually reduced is used in this article. This method does not require verifying the conditions of each subset of attributes.
Attributes that will not result in the loss of information of decision table system are gradually reduced from condition attributes set. Algorithm is as follows. 
C. Data Mining Based on Fuzzy Rough Set Theory
The steps extracting rules from database are as follows.
First. Pretreatment. Complete loss of data, and delete the duplicate object, then structure the decision 
IV. EXAMPLES ANALYSIS
Example 1
A simple data set of weather information. From Table II we can see, it is the most effective that a1, a2 are divided into 3 categories and a3, a4 2ategories. At the same time the partition of domain based on attributes are obtained as follows. The results showed that the practical significance and a smaller set of rule can be explored by the algorithm used in this paper.
Example 2
Glass Identification Database [9] . Glass Identification significance of saving the data storage and reducing the explosion possibility of information systems. Also it has important practical significance in the production and related projects.
