ABSTRACT A solution for multi-radar bias estimation without a priori association is provided for a decentralized multi-radar tracking system. We describe the systematic bias of radar with random finite sets by a pseudo-measurement of bias, which is derived at the measurement level to decouple the bias estimation and target tracking. The Gaussian mixture probability hypothesis density filter is applied for estimating the systematic bias recursively in multi-target tracking scene without a priori association. The numerical results show that the proposed method provides similar performance to the maximum likelihood estimator with the perfect known association and improved performance to the maximum likelihood estimator combined with probabilistic data association.
I. INTRODUCTION
The surveillance report of radar always comes along with errors. These errors consist two components: the random component (i.e. noise), and the systematic component (i.e. bias). Stand-alone radars are integrated into a single one in order to obtain improved performance in modern tracking systems. This requires the estimation and registration of the radar bias. Bias can lead to large tracking errors and multiple tracks are potentially generated by the same target without registration. Therefore, systematic bias estimation and registration play key roles in multi-radar tracking systems both in civilian and military applications. Many approaches have been introduced for solving this problem with the registration model, which are based on a set of common measurements (i.e. multiple radars in the system detect the same target at the same time) [1] , and they can be classified into three categories: The first family is the offline estimation methods. These methods assume the systematic bias is a constant over time. Leung et al . [2] provided a least squares bias estimation algorithm. Stefano et al. [1] used generalized least squares estimator for sensor registration. Zhou et al. [3] proposed a maximum likelihood registration algorithm for data fusion.
The second family, which relaxes the constant bias assumptions, decouples the bias estimation from target tracking. Herrero et al. [4] and Dhar [5] proposed two Kalman-filterbased bias estimation algorithms, respectively. Haim [6] used neural-network for bias estimation. The third family attempts to estimate the systematic bias and target state simultaneously. Lin and Bar-Shalom [7] derived an augmented state Kalman filter (ASKF) for estimating sensor bias and target state in a single vector. Huang et al. [8] proposed an expectation maximization (EM) approach to perform track registration and fusion simultaneously. The systematic bias is coupled with the state of target, so the algorithms in the third family are computationally intensive and effective only for a limited number of targets. Recently, much work for bias estimation has been devoted to decouple the problem into two separate problems [9] .
All of the three categories of the algorithms supposed the association relationships between targets and measurements are completely known. But unfortunately, the associations are usually uncertain in the multi-target tracking scene. A simple solution to tackle this problem is to obtain the association relationship by the data association methods (such as nearest neighbour (NN) [10] , probabilistic data association (PDA) [11] , and multiple hypothesis tracking (MHT) [12] , etc), and then the estimation algorithms are used to estimate the systematic bias according to the estimated association results. E.g. Lin et al. [13] provided a solution for bias estimation based on local tracks using maximum likelihood estimator combined with probabilistic data association. Although the association relationships can be obtained by the data association methods, data association and bias registration are highly coupled with each other, and the association results would become rather bad in the targets or clutter dense scene, especially before registration.
The random finite sets (RFS) theory [14] has been proposed to tackle the problems of multi-target tracking. Mahler [15] developed the probability hypothesis density (PHD) filter, which is the first order moment approximation to full multi-target filter in RFS framework. The Gaussian mixture probability hypothesis density (GM-PHD) filter [16] , proposed by Vo, is a main approach to implement the PHD recursion for linear Gaussian model, in which the weights, means and covariance matrices of Gaussian component are propagated by the Kalman filter. The nonlinear Kalman filter (e.g. Extended Kalman filter and Unscented Kalman filter) can be directly used in the nonlinear dynamic model and measurement model [17] .
Since the PHD filter avoids the data association, which is really hard in dense target environment, it has been introduced to solve the problem of bias estimation. Lian et al. [18] and Li et al. [19] extended the standard PHD filter for estimating the bias and target state simultaneously. Wu et al. [20] proposed a GM-PHD filter for target tracking with registration errors by Doppler radars. Garcia et al. [21] provided a sensor fusion methodology with GM-PHD filter for intelligent vehicles with augmented environment information and knowledge.
In a previous publication, we proposed a PHD-based bias estimation approach, which decouples the bias estimation from target tracking and the automatic dependent surveillance broadcasting (ADS_B) is used as the reference measurements without bias [22] . The ADS-B is a cooperative surveillance equipment widely used in civil aviation, which provides high accuracy positions. But in the common situation, there are only radars worked for target tracking. Unlike the previous work, in this paper, we extend our previous work for bias estimation using radars with different biases, and a pseudo-measurement of bias for two radars is derived. The GM-PHD filter, which avoids the data association, is applied for recursive estimation and provides accurate estimates in the condition of multiple targets without a prior association.
This work is based on the following assumptions: (1) synchronized measurement pairs generated by the common targets are received, but the association of measurements is not need to know; (2) the systematic bias is independent of target state; (3) the Earth model is the flat model.
The proposed method is compared with the maximum likelihood estimator with a perfect known association and maximum likelihood estimator combined with probabilistic data association. Numerical results are provided to verify the effectiveness and improved performance of the GM-PHD filter for systematic bias estimation without a priori association.
The rest of this paper is organized as follows. In Section 2, the pseudo-measurement equations of systematic bias are derived at measurement level. In Section 3, the radar bias in random finite sets is described and the GM-PHD recursion for systematic bias estimation of radar is proposed in Section 4. Numerical results are presented in Section 5, and conclusions are drawn in Section 6. The detailed derivation of the pseudomeasurement equation of systematic bias is presented in the appendix. VOLUME 6, 2018 Notations: The scalar quantities are denoted with light face letters. The vectors and matrices are denoted by bold face lower case and upper case letters, respectively. The transpose is denoted by (·) T . Table 1 lists the symbols used in the paper.
II. THE PSEUDO-MEASUREMENT EQUATION OF BIAS
For the purpose of describing the bias with RFS, in this section, we present a pseudo-measurement equation at measurement level, which reveals the relationship between the pseudo-measurement and the systematic bias in a closedform expression, and it will be introduced to GM-PHD filter for recursive estimation of bias.
Consider two synchronized radars in a common plane, which measure the range and azimuth of the targets. Radar S A is located at (x SA , y SA ) and radar S B is located at (x SB , y SB ) in the system plane. (Shown in Fig.1 
By transforming the polar coordinate into the radarcentered Cartesian coordinate, a pseudo-measurement equation of systematic bias at measurement level can be obtained as follows (the detailed derivation can be found in the appendix):
where z k presents the pseudo-measurement vector of systematic bias, and
where (x A,k ,ỹ A,k ) and (x B,k ,ỹ B,k ) is the measurements (with noise and bias) of the target by radar S A and S B in the system plane, as defined by
We define the set of biases as the state vector:
H k is the measurement matrix, defined as (10), as shown at the bottom of this page. n k is the measurement noise, and
where n k ∼ N (·; 0, R k ), and R k is the covariance matrix of measurement noise. We can consider H k n k as a whole noise, and H k n k ∼ N (·; 0, R H,k ), where N (·; m, P) denotes a Gaussian distribution with mean m and covariance matrix P. R H,k is given by
Suppose the systematic bias is independent of target state, and the dynamic of bias is Markovian, so the dynamic model of systematic bias is given as follows:
where F k−1 is the state transition matrix of systematic bias. The systematic biases can be regarded as unknown constants (the time-varying biases can be regarded as piecewise constants), and
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w k−1 denotes the process noise, and
where wr 
III. RADAR BIAS IN RANDOM FINITE SETS
Consider N k targets in the surveillance region, and all the targets are detected by radar S A and S B at time step k, N k measurements can be received by two radars, respectively.
can be estimated from N k targets, which are measured by both radar S A and S B . X k is the RFS of the systematic bias with N k elements, and defined as follows:
where F (χ ) denotes the RFS in state space of systematic bias.
Since the associations of measurements between radar S A and S B are unknown, the pseudo-measurement could be generated by each pair of the target measurements from the two radars. Z k is the measurement set of systematic biases with N k × N k elements, as given by
where
k is the pseudo-measurement of the systematic bias vector defined in Eq. (4), and F (Z) is the RFS in measurement space of the bias.
IV. THE GM-PHD FILTER FOR MULTI-RADAR BIAS ESTIMATION
Since the PHD filter, in which the collection of states and measurements are treated as set-valued, has intrinsic advantages to solve the association problem, it is a promising method for systematic bias estimation of radar without a priori association.
The Gaussian mixture PHD filter is a closed-form solution of the PHD recursion with linear Gaussian mixture model. Before introducing the dynamic and measurement model of systematic bias into the GM-PHD filter, the following assumptions should be made.
Assumption 1: The dynamic and measurement model of systematic bias are linear Gaussian models:
where x is the vector of systematic bias, F k−1 is the state transition matrix, ζ is the previous state of x, Q k−1 is the covariance matrix of process noise, z is the measurement vector of bias,H k is the measurement matrix, and R k is the covariance matrix of measurement noise. For linear Gaussian dynamic and measurement model, the weights, means and covariance matrices are propagated by the Kalman filter.
Assumption 2:
The survival probability and the detection probability of systematic bias are state independent:
Assumption 3: The intensity of the birth RFS of systematic bias γ k (x) is the Gaussian mixture form:
where J γ ,k is the number of Gaussian components of birth systematic bias, ω
γ ,k , and P (i) γ ,k are the weight, mean and covariance of Gaussian component, respectively.
By introducing the dynamic model and measurement model of systematic bias, derived in section 2, into the GM-PHD filter, we obtain the recursive estimator of systematic bias. The states and measurements of bias are treated as two RFS and the difficulties caused by data association are avoided in the proposed PHD method. N k targets measured by both radar S A and S B would generate N k estimates of systematic bias, and a fusion is used to integrate the estimates.
The GM-PHD recursion for systematic bias estimation of radar can be carried out as follows:
(1) Let the parameter of systematic bias
T to be the state vector, and the posterior intensity of systematic bias at time step k − 1 is a mixture of the Gaussian form:
(2) Prediction step:
The predicted intensity υ k|k−1 (x) is also a mixture of Gaussian form. The systematic biases of radars can be regarded as unknown constants in a period of time, and exist during all the time, so there is no birth and spawn bias, and the survival probability of bias p S,k is fixed to 1, then we have (21) where
(3) Update step:
The systematic bias of radar is updated by the bias measurement RFS Z k defined in Eq. (16),
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where R H,k is defined in Eq. (12), κ k (z) is the intensity of clutter, c(z) denotes the uniform density of clutter over the measurement space of systematic bias, and λ denotes the average number of the clutter measurements of bias. The measurement pairs from radar S A and S B generated by the common targets can be regarded as the measurements of systematic bias, while from different targets can be regarded as the measurements of clutter, then the average number of clutter is given by
where N k is the number of targets at time step k. (4) In each prediction and update step, the number of Gaussian components increases rapidly. To keep the number of Gaussian components at a tractable level, pruning and merging of Gaussian components are performed [16] . Given a pruning threshold T , the Gaussian components with the weights below T are discarded. Given a merging threshold U , the Gaussian components are close together, i.e. (m
k ) ≤ U , they can be approximated by a single Gaussian component with the weight of ω
k , and the covariance of P
We select the Gaussian component whose weight is greater than a threshold w th as the estimate of the bias, and multiple estimates are obtained from multiple targets measured by radar S A and S B at time step k, then the integrated estimate of systematic biasx k iŝ
k is the i th estimate of bias in Gaussian form after pruning and merging process with a weight of ω
We summarize the key steps of the GM-PHD recursion for systematic bias estimation in Table 2 .
In the situation of multiple radars, one of the radars can be selected as the reference radar (usually, the radar locates at the data fusion center with high-precision is selected as the reference radar and regarded with no bias or constant bias). The systematic bias of other radars can be estimated with the reference radar by the proposed method, respectively. Then all measurements with radar systematic bias can be co-registered with the reference radar.
V. NUMERICAL RESULTS
In this section, we examine the performance of the proposed algorithm. Two simulations are presented, in which multiple targets are measured by two synchronized radars. The measurements of the targets have both the random noise and systematic bias in range and azimuth. Assume that radar S A is located at [−10, −10]km, and the radar S B is located at [10, −10]km. The parameters of two radars are shown in Table 3 . In the first simulation, there are 8 targets. Fig.2 shows the true trajectories of the targets in the system plane. In Fig.2 , ' ' denotes the radar location, and '•' denotes the location where the target is born.
In order to evaluate the performance of the proposed algorithm, two methods are used as the reference algorithms. One is the 'ML-PDA', in which the association method of probabilistic data association is used in the maximum likelihood estimator to obtain the associations [13] . The other is the maximum likelihood estimator with known (perfect) associations, and it is denoted as 'ML-PERF' here. To give a fire comparison, the estimates from multiple targets are also integrated in ML-PDA and ML-PERF.
We estimate the systematic bias of the two radars using three methods, namely, ML-PDA, ML-PERF and the proposed PHD method. Fig.3 shows the systematic bias estimates relative to radar S A and S B . In the estimates of ML-PDA (triangles), ML-PERF (stars) and the proposed PHD method (circles), we can see that in most of the time steps, the estimates of PHD and ML-PERF methods are much closer to the truth than that of ML-PDA. The ML-PDA estimates have a larger fluctuation, because there is no priori association, and it is hard to obtain the correct measurement pairs from common targets by probabilistic data association in the condition of multiple targets with bias. However, the estimates of the proposed PHD method converge to the ground truth of the bias after about 10 s. Although the proposed PHD method is slightly inferior to the ML-PERF, the proposed PHD method provides a better performance in the condition of multiple targets without a priori association.
We evaluate the performance by the root-mean-square error (RMSE) with 100 Monte Carlo runs. Fig.4 depicts that the ML-PERF (stars) yields the best accuracy in both range and azimuth. The RMSE (after 10 s) obtained by the proposed method (circles) is about 1/5 of the ML-PDA algorithm (triangles) in range and 1/3 in azimuth. Although there is no association process, the proposed PHD method gives a similar performance to the ML-PERF (with a perfect association). This is because, in the ML-PDA method, the association relationship must be firstly obtained via the association method, then according to the association results, the measurement pairs generated by the common targets are used for bias estimation. In condition of multiple targets, the results of association would become rather bad because of the systematic bias. However, the proposed method avoids the data association process by the GM-PHD filter, which operates only on the single-target state space.
In the second simulation, we evaluate the impact of the different target numbers in the situation that there is no priori association. We estimate the systematic bias of the two radars using ML-PDA and the proposed PHD method, and take the number of targets as 5, 10, 15, 20, 25 and 30 with 100 Monte Carlo runs. The locations of the targets are also distributed in the region of [−20, 20] km× [−20, 20] km. With the increasing of target number (i.e. the target density is getting higher), the targets are much closer to each other, and there are more track crossings. When there are more track crossings, the performance of the method with data association (i.e. ML-PDA) degrades obviously. However, the PHD filter, which avoids the association process, gives stable performance even in condition of 20 targets in the surveillance region. A significant improved performance of the bias estimates can be found in Fig.5(a) and Fig.5(c) (by proposed method) than that in Fig.5(b) and Fig.5(d) (by ML-PDA) . With the increasing of target number, we can see that the RMSE increases rapidly in the ML-PDA algorithm, this is because the association results would become worth when the targets get closer, especially before registration. However, the proposed PHD method gives steady-going performances. The reasonable explanation is that unlike the conventional approach, the proposed method does not need to find the correct associations, and avoids the data association process by using the PHD filter. Although the targets are much closer to each other, and there are more track crossings, the proposed method has an intrinsic advantage to solve the problem of bias estimation without a priori association. For evaluating the stability of the proposed method, two error criterions are used to evaluate the performance of the estimation with different target densities: average RMSE (ave_RMSE) and probability of convergence (PROC).
The ave_RMSE is defined as the average of the RMSE over the time steps, i.e.,
where K denotes the number of time steps. The PROC is defined as the probability that the estimation converges within a small error ε from the real bias.
The convergence indicator χ k is defined as
The PROC is calculated by
where M is the number of Monte Carlo runs. The figure shows that even with 30 targets (the highest target density), the range and azimuth bias ave_RMSE of the proposed method are lower than 10m and 0.5 × 10 −4 rad, respectively, and the proposed method significantly outperforms the ML-PDA method. With the increasing of target number, we can see that both the range and azimuth bias ave_RMSE increase rapidly in the ML-PDA method (stars), but the proposed PHD method (circles) has the steady-going performances. Fig.8 shows the PROC (ε = 3m in range and ε = 0.3 × 10 −4 rad in azimuth) of bias estimation at different target densities, and a similar performance can be observed by PROC. At low target density (5 targets), both of the proposed method and ML_PDA can estimate radar bias correctly. The PROC of the proposed method is higher than 90%, and that of ML_PDA is higher than 85%. When the targets become closer, the ML_PDA cannot estimate the radar bias correctly, but the proposed method still gives much better performance. Even with 30 targets, the PROC of the proposed method is higher than 80%. The estimation of radar S B presents a similar performance, and it is omitted here. The average computational time reported for 100 Monte Carlo runs is given in Table 4 . Both of the proposed method and ML-PDA method are implemented in MATLAB 2010a on a 3.0GHz CPU. The average computational time of the ML_PDA method increases with the target density, and it can be explained by the fact that the complex association process costs much more time while the number of the targets is increasing. But the computational time of the proposed method increases insignificant, a reasonable explanation is that the proposed method avoids the complex association process and the increased computational time is only cost by the additional Gaussian components.
VI. CONCLUSIONS AND FUTURE WORKS
In this paper, a solution for multi-radar bias estimation without a priori association is provided for a decentralized multiradar tracking system. For describing the systematic bias of radar by random finite sets, a pseudo-measurement equation for multi-radar systematic bias estimation is derived at measurement level. The GM-PHD filter, which avoids the data association, is used for estimating the systematic bias recursively in multi-target tracking scene. Two simulations suggest the effectiveness and improved performance of the proposed PHD method for estimating the systematic bias without a prior association.
We assume all the targets in the surveillance region are detected by two radars simultaneously. Although the proposed method is workable for the case with miss detection, there will be an issue need to be considered: if some targets are detected by only one of the two radars, the pseudomeasurements, generated by the measurements of the targets detected by one of the radars, should regard as clutters. In this case, the intensity of the clutter in Eq. (27) is a function with a parameter of the probability of detection, and there will be some new problems in the estimation of clutter intensity. In this paper, we focus on the problem of bias estimation without data association. For simplicity, we assume that the targets are all detected by the two radars, and the case with miss detections and clutters will be considered in the further researches.
APPENDIX PSEUDO-MEASUREMENT EQUATION OF SYSTEMATIC BIAS
The measurements of radars in the polar coordinate can be modelled as follows: 
The actual target location in the polar coordinate can be transformed to the radar-centered Cartesian coordinate using the following 
Let P k = M sinθ A,k + N cosθ A,k and Q k = −M sinθ B,k − N cosθ B,k , we have
