Abstract. For an arbitrary group, the subgroups form a lattice with order determined by set inclusion. Not every lattice is isomorphic to the subgroup lattice for a group. However, Birkhoff and Frink proved that any compactly generated lattice is isomorphic to a subalgebra lattice for some algebraic structure. An algebraic structure is a set A with operations from A n to A where n is a non-negative integer. Although the proof by Birkhoff and Frink is constructive, many of the operations described are not needed for an algebraic structure to represent a given lattice. In this paper we utilize concepts in the proof by Birkhoff and Frink to describe and count functions that are used to create algebraic structure representations for certain finite lattice types.
Introduction
We put items into an order everyday: lines at fast food restaurants, tasks to complete, favorite food items ... An ordering is not always linear in nature. Two examples of non-linear orderings are the natural numbers with x being "less than" y when x is a divisor of y, and sets under the subset ordering. A special type of ordering is that of a lattice. All linear orderings are lattices and the orderings of divisor and subset are also examples of lattices.
One special lattice is that of subgroups. In the mathematical group, which is a set with a binary operation, subsets that are closed under the binary operation are subgroups. These subgroups form a lattice under the subset ordering. The subgroup ordering for a group G, called a subgroup lattice, allows one to discover information about the original group [5] .
Although subgroup lattices are an important type of lattice for study, not all lattices are isomorphic to a subgroup lattice. Birkhoff and Frink showed, given compactly generated lattice L, an algebraic structure (set with operations) A can be found where L is isomorphic to the subalgebra lattice of A [1] . We call A an algebraic representation of L. Since all finite lattices are compact, all finite lattices have an algebraic representation.
Birkhoff and Frink's proof for algebraic representations is constructive. This means for a finite lattice, one can produce an algebraic representation. However, this construction creates an algebraic structure with numerous unnecessary functions. For example, following the proof exactly, a lattice of four elements would be represented by an algebraic structure with 4 elements and 50 functions. It would be better to find an algebraic representation without the unnecessary functions.
In this paper we will look at different families of lattices and, utilizing ideas from the Birkhoff and Frink theorem, count the number of functions in a representation for the family of lattices. 
Preliminaries and Notation
In this section we look at useful definitions and notations. We utilize definitions and notations from Burris and Sankappanavar's book A Course in Universal Algebra chapter two [2, [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] .
Definition 1. An algebraic structure is
Some examples of algebraic structures are groups, rings, loops and lattices. We define these examples of algebraic structures. Groups: A group is an algebra (G, ⋅, −1 , e) with a binary, a unary, and a nullary operation in which the following identities are true:
G1:
A group is Abelian if the following also holds: G4: x ⋅ y = y ⋅ x. Rings: A ring is an algebra (R, +, ⋅, −, 0) where + and ⋅ are binary, − is unary, and 0 is nullary, satisfying the following conditions: R1: (R, +, −, 0) is an Abelian group R2: For (R, ⋅), has the property (G1) R3:
. Loops: A loop is an algebra (Q, ⋅, , , e) with three binary operations and a nullary that satsify (G2) and the following identities:
Q1: x (x ⋅ y) = y; (x ⋅ y) y = x Q2: x ⋅ (x y) = y; (x y) ⋅ y = x. Lattices: A lattice is an algebra (L, ∨, ∧) with two binary operations join and meet satisfying the following conditions:
L1:
There is an equivalent definition using partial orders. A partial order L is a lattice if and only if for every x, y in L both sup{x, y} and inf {x, y} are in L [2, 5-8]. As lattices are partially ordered sets, we can use Hasse diagrams to display them. Examples of Hasse diagrams of lattices can be found in Figure 1 .
As a majority of this paper will deal with lattices, we will go over the required call two elements x, y incomparable when x ≤ y and y ≤ x. If a lattice has no incomparable elements then it is a totally or linearly ordered set. We say x covers y if x < y and, for y ≤ z ≤ x, z = y or z = x. Meaning there are no elements between x and y.
Going back to algebraic structures in general, let's look at what it means to be a subalgebra. For example, the subalgebra of a group is a subgroup, and the subalgebra of a ring is a subring. Subalgebras for an algebraic structure A form a lattice with the ordering of set inclusion. B is a subalgebra of A if B ⊆ A and every fundamental operation of B is a restriction of a corresponding operation of A [2, 31] . We will let Sub(A) denote the subalgebra lattice for A. Birkhoff and Frink proved in 1948 the following theorem:
The proof of the Birkhoff and Frink theorem is constructive. Burris and Sankappanavar give a good undergraduate-level proof [2, 34] . Following the proof allows one to find the operations that generate an algebraic structure with an isomorphic subalgebra lattice to any given lattice. All lattices in this paper are finite, which means they are compactly generated.
As mentioned in the introduction, we will be building algebraic structures given a lattice. We will use the following definition for clarity and brevity in our propositions.
Definition 2. An algebraic representation of a lattice L is an algebraic structure whose subalgebra lattice is isomorphic to L.
We proceed with an example of how Birkhoff and Frink's method is used to compute the algebraic representation of M 2 , the minimal lattice with incomparable elements as shown in Figure 2 .
Let B be a subset of L, L = {1, a 1 , a 2 , 0}. Let ⟨B⟩ be the closure of B, where ⟨B⟩ = {a ∈ L a ≤ ⋁ b∈B b}.
For example, if B = {a 1 } then the join of a 1 is a 1 , so
. The Birkhoff and Frink method creates n-ary functions as follow. Given B ⊆ L we create n − ary functions for each b ∈ ⟨B⟩,
where a i ∈ L. Here are the functions for the following sets: ∅,
otherwise . To conserve space we will not list out all 50 functions that the Birkhoff and Frink theorem would describe. We do not need all 50 operations to create the same closed sets. We can eliminate any f B,b (a 1 , ..., a n ) where b ∈ B since these functions do not give us any of the new elements needed to complete the closure. Secondly, we eliminate n − ary functions where the needed elements are generated from different subsets with (n − 1) − ary functions. So for example, we do not need the unary operation f {a1},0 (x) to pick up the 0 element, because we already have the nullary operation f ∅,0 generating 0. Another example to consider is the function that picks up the greatest element 1. By our first rule, there is no such unary function that generates 1 and there is only one such binary function, f {a1,a2},1 ({x 1 , x 2 }). After we eliminate operations using these rules we are left with 4 functions:
From this example we can see that the Birkhoff and Frink method can give us an excess of functions even for lattices with very few elements.
In this case, four functions is still more than necessary. The subalgebra lattice for the cyclic group C pq is isomorphic to M 2 , see Figure 3 . This group has three functions, where as the reduced method gave us four.
In the following sections, we will count the number of functions the reduced method gives us for various families of lattices.
Chain Lattices
The first family of lattice we consider is the simplest, the chain lattice. A chain lattice is a lattice whose set of n elements is a totally ordered set, see Figure 4 .
Proposition 1 (Chain Lattice). Given a chain lattice L of n elements, there exists an algebraic representation with n elements and n − 1 functions.
Proof. We will proceed by induction. Let L be a chain lattice.
If L has 2 elements, L = {0, 1}, then there is only 1 function f ∅0 . If L has 3 elements, L = {0, a, 1}, then we have two functions f ∅0 and f {1},a (x). If L has 4 elements, L = {0, a 1 , a 2 , 1}, then we have 3 functions f ∅0 , f {a2},a1 (x) and f {1},a2 (x). 
Now, assume for L with n elements we need n − 1 functions. Let L * be a chain of n+1 elements where 1 * is the greatest element and all other elements remain named the same as in L. The closures we need to consider are ⟨0⟩, ⟨a 1 ⟩, ⟨a 2 ⟩, ..., ⟨a n−2 ⟩, ⟨1⟩, ⟨1 * ⟩. The functions given by L create the closures for ⟨0⟩ to ⟨1⟩. So we need functions to cover ⟨1 * ⟩.
The ⟨1 * ⟩ = ⟨1⟩ ∪ {1 * }. The functions generated by L pick up the elements of ⟨1⟩. So we only need one additional function f {1 * },1 (x) to cover ⟨1 * ⟩. Thus L * has n + 1 elements and n functions.
There are known algebraic representations for the chain lattice. One such algebraic structure is groups, more precisely the cyclic groups C p n−1 .
Variations on the Chain Lattice
From here we will consider lattices that are variations of the chain lattice. We will start with the simplest variation on the chain, the N k lattice. A N k lattice is a lattice with k + 3 elements made up of a least element 0, a greatest element 1, and a chain of k elements 0 < b 1 < ... < b k < 1. There is also an element a which is incomparable to all b i i ∈ {1, ..., k}. Figure 5 shows the Hasse diagram of the N k lattice.
Visually we can see that the N k appears to be very similar to a chain of k + 2 elements. The algebraic representation of N k will have many more functions than the chain. Proof. To build up the operations of the algebra, first consider the chain consisting of 0, b 1 , b 2 , ..., b k , and 1. We can apply the same functions obtained from Proposition 1 to this chain, giving us k + 1 functions. Note that this includes the nullary operation. We also will create a function that gives us element a from element 1 as shown below.
Lastly, for each b i where 1 ≤ i ≤ k, we will create a binary function that produces element 1 from {b i , a}.
In total, this is k + 1 + 1 + k = 2k + 2 functions.
For an N k lattice, there does not exist a group representation, with the exception of k = 1 [5] . The N 1 is isomorphic to M 2 lattice, the example we used to examine the Birkhoff and Frink method. Now we will consider a variation on the N k lattice, what we have named the N * k lattice. A N * k lattice is a lattice with k +4 elements. It is made up of a least element 0, a greatest element 1, and a chain of k elements 1 < b 1 , ..., b k < 0. Unlike the N k lattice, the N * k has two elements a 1 , a 2 which are incomparable to each other and all b i for i ∈ {1, ..., k}. Figure 6 shows the Hasse diagram of N * k . Just as the N k is a chain with one additional incomparable element, the N * k is a N k lattice with another additional incomparable element. Now we will examine how this change in structure effects the algebra that generates our subalgebra lattice N * Proof. Consider N * k . Note that the lattice N k is embedded in N * k . By applying Proposition 2 for N k , we get 2k + 2 functions, assume that this includes a 1 as our element a in N k and excludes the element a 2 . Next we need the function that gives us a 2 from 1, f {1},a2 (x). Lastly we need k + 1 functions pairing a 2 with a 1 , b 1 , . .., b k to generate 1. In total there are 2k + 2 + 1 + k + 1 = 3k + 4 functions. The next variation on the chain we consider is the M n lattice. An M n lattice is a lattice of order n incomparable elements a 1 , ..., a n with 0 and 1.
Examining Figure 7 , we can see that the M n lattice is a collection of n chains sharing a least and greatest element. We now examine how this change in structure effects the algebra that generates our subalgebra lattice M n .
Proposition 4 (M n Lattice). Given a M n lattice, there exists an algebraic representation with n + 2 elements and
Proof. As before we will need ∅ and ⟨1⟩. The ∅ again gives us the nullary function f ∅0 . The ⟨1⟩ gives n functions f {1},ai . For each ⟨a i , a j ⟩ where 1 ≤ i, j ≤ n and i ≠ j, ⟨a i , a j ⟩ gives one function f {ai,aj },1 . Together there are For n = 1, 2, 3 we have already examined the algebras whose subalgebra lattices are isomorphic to M n . Where n > 3, it is known that none of the algebraic representations of M n are groups. For n = p q where p is prime and q ≥ 0, Foguel and Hiller showed there is a loop whose subalgebra lattice is isomorphic to M n [3, 14].
Pinecone and Christmas Tree Lattices
The next type of lattices we wanted to consider are those where special elements build the rest of the lattice. Pinecone lattices are generated by elements covered by one, the maximal elements. Christmas Tree lattices are generated by the elements that cover 0, the minimal elements.
Definition 3. A Pinecone lattice P n is defined as follows:
P1: P n has n maximal elements a 1 , ..., a n P2: For i ≠ j and 1 ≤ i, j ≤ n, a i ∨ a j = 1 P3: For b ∈ P n {1}, a i ∧ a j = b for exactly one pair of i and j P4:
Proposition 5 (Pinecone Lattice). Given a Pinecone lattice P n with n maximal elements, there exists an algebraic representation for P n with n 2 +n+2 2 elements and
functions.
Proof. We will proceed by induction. We begin with the base case of n = 2, see Figure 8 . 
⋱ ⋰
This lattice is isomorphic to the N 1 , M 2 , and N * 0 . From all the previous propositions regarding those lattices, we see that we can create an algebraic representation of 4 elements and 4 operations, as before.
Assume that for a Pinecone lattice with k maximal elements, the statement holds. Let us consider the Pinecone lattice with k + 1 maximal elements. For every element of the lattice, we will create an element of the algebra. We will label P k+1 as shown in Figure 9 with b 1 and c 1 being the minimal elements of the lattice. Notice that the set ↑ b 1 = {x ∈ P k+1 ∶ x ≥ b 1 } is isomorphic to P k . We will apply the operations of P k to ↑ b 1 as if it were P k . We will change the nullary operation and add operations to include the elements not in the upset of b 1 . The nullary operation from P k is f ∅,b1 = b 1 . We will change this to f ∅,0 = 0. With the shift of the nullary operation, we will also need the following two functions:
where b ′ 2 and b 2 are the elements that cover b 1 . Now we will consider the elements of P k+1 not in ↑ b 1 . For example, much like the chain, if you have c i+1 , you want to be sure you generate c i . If you have c i and b i , you want to be able to generate b i+1 . To do this, we create functions of the form 
where 1 ≥ i ≥ k − 1. We also create the following functions where element 1 acts as c i+1 in the previous functions.
This completes our representation and gives us a total of
For n > 2, P n does not have a group representation. However, P 3 is known to be isomorphic to a subloop lattice [4] . For n > 3, it is unknown whether P n has a loop representation or not.
Definition 4. A Christmas Tree lattice, T n , is defined as follows:
T1: T n has n minimal elements a 1 , ..., a n T2: For i ≠ j and 1 ≤ i, j ≤ n, a i ∧ a j = 0 T3: For b ∈ T n {0}, a i ∨ a j = b for exactly one pair of i and j T4:
The Christmas Tree lattice is the dual of the Pinecone lattice. A T n lattice has the same number of elements as the P n . Many of the functions will be similar; however, their representations do have different numbers of functions. Proof. We begin by considering the base case of n = 2. Note, P 2 and T 2 are isomorphic, meaning that T 2 is also isomorphic to N 1 , M 2 , N * 0 , and P 2 . This lattice will generate 4 operations. Plugging n = 2 into our equation, we get ∅ Proof. Before we start counting functions, we will clear up some notation. Here, X is an element of our lattice P(S), meaning X ∈ P(S) and X ⊆ S For x i an element of S we have {x i } the singleton set in P(S). These singleton elements {x i } are minimal elements of P(S). We begin, as always, with the nullary operation. We then consider every element with X = k > 1, taking into consideration that each element of the lattice is a set.
For each of these elements X, we will create functions of two forms:
where x i ∈ X. The first function will take the element X and give us back the minimal elements less than X. These minimal elements will be the singleton subsets of X. Thus for each X ∈ P(S) with X = k > 1, we will have k of these functions. Note that there are ∑ n i=2 n i = 2 n − n − 1 elements with a carnality greater than one. Thus, overall we will need ∑ n i=2 i n i functions of this form. The second function allows the minimal elements less than X to generate X. We need just one of these for each element with carnality greater than one, or 2 n − n − 1 overall.
Adding the number of operations created, we get 1 + 2 n − n − 1 + ∑ 
Conclusion
We considered a few families of lattices. Each family considered is a very specific type of lattice. A further look at this topic would include broader families of lattices. For example, Christmas Tree and power set lattices both have the property that each element is the join of minimal elements. One might consider the family of lattices with this property.
Further lines of research would also include finding an algebraic representation type for a given family of lattices. In the representations presented, the number of functions changes as the number of elements in the lattice changes. In the case of finite chain lattices and finite power set lattices, each can be represented as a group. In the group representations, the number of elements in the group would change as the size of lattice changes, but the number of functions stays the same. Of the families of lattices considered in this paper, these are the only two which are known to have the same type of algebraic representation for every lattice in the family. There is ongoing research on whether or not every lattice can be represented as a loop [3] .
