Abstract-Scientific workflows are increasingly being distributed across wide-area networks, and their code executions are expected to span across geographically dispersed computing systems. MPI has been extensively used to support communications for distributed computations, typically, over compute clusters and high-performance systems within a single facility. We present a case study of performance of MPI basic operations over long distance connections, wherein TCP is used for the underlying transport. We present measurements of execution times of MPI codes that utilize MPI Sendrecv operations over emulated 10Gbps connections with 0-366ms round-trip times, including the longest one spanning the globe. They demonstrate that basic MPI codes can be sustained over long distance connections under external packet loss rates up to 10%. They also highlight the qualitative effects of losses which manifest as increased execution times as a consequence of TCP's loss recovery process.
I. INTRODUCTION
There has been an increasing demand in scientific workflows to distribute computations across geographically distributed facilities, for example, multiple supercomputer sites connected over a wide-area network. These approaches promise unprecedented levels of aggregation of disparate, geographically separated computing resources, such as special-purpose computing systems designed for target applications. The effectiveness of such computations critically depends on the performance of underlying communications mechanisms and frameworks that support wide-area connections.
Message Passing Interface (MPI) has been extensively used to support communications between computing processes distributed among the nodes of a computing system or a complex. It has been proven to be particularly effective for computations over compute clusters and High-Performance Computing (HPC) systems, which are typically located within a single facility. The computing nodes in these cases are connected over an Ethernet-based Local Area Network (LAN) or InfiniBand (IB) network or custom interconnect. These connections typically span a single facility, and consequently, their communications mechanisms and frameworks are not necessarily designed to scale to long distance connections. For example, IB networks deployed in HPC facilities are subject to 2.5ms timeout, which limits their effectiveness to tens of miles. For longer connections, the Transmission Control Protocol (TCP) is a primary transport mechanism utilized by MPI. Although extensively used, current MPI performance studies are limited to using TCP over Ethernet LAN connections, which do not adequately capture the complexities and impact on performance due to long distance connections. It is very important, however, to assess the scalability of MPI codes over such connections as these workflows transition from a single facility to a distributed collection of facilities.
We present an experimental case study of performance of MPI primitives, in particular, MPI Sendrecv, over long distance connections using the chaotic-map diagnosis codes developed for diagnosis of interconnects [1] . As a part of this chaotic-map method, the state estimates are sent and received over network connections using MPI Sendrecv primitives. Initial tests of these codes are carried out over IB networks and Ethernet LANs, whose connections had a limited effect on the execution times. When these tests are conducted over longer connections, the latency and loss recovery mechanisms of TCP have a significant impact on the execution times. By leveraging these codes, we collect execution time measurements corresponding to MPI Sendrecv operations over 10Gbps emulated connections with 0-366ms Round-Trip Times (RTT) that represent connection lengths ranging from local to round the earth distances. Additionally, we also study some qualitative effects due to externally introduced packet losses over these connections.
These measurements demonstrate that basic MPI code executions can be sustained over long distance connections, including the ones long enough to span the globe. Furthermore, they can operate under external packet loss rates up to 10%, beyond which a few code executions did not run to completion. They also provide useful qualitative insights: (a) execution times are determined primarily by RTTs at low loss rates, and (b) at higher loss rates, the execution times are dominated by loss rates as a result of TCP loss recovery in response to losses. In particular, at loss rates of 20% and higher, a few of the code executions are not completed as a result of the communications being timed out. 
II. MPI CHAOTIC-MAP METHOD
The chaotic map method was developed to diagnose various parts of hybrid computing systems, including different computing nodes and interconnections between them [1] . Under this method, the chaotic map trajectories are computed on all nodes concurrently, and their intermediate values are moved across the interconnect between the computations. Slight variations in the intermediate values, such as due to errors during the data movement, will cause the chaotic map computations to significantly diverge in the next few iterations. The data exchanges are implemented using MPI Sendrecv calls, and as a result these codes work transparently over various network connections, including IB and Ethernet. In our measurements, MPI communications are over Ethernet connections using TCP for loss recovery at the packet level. Lower level errors such as bit errors are accounted for at lower IP layer and Ethernet physical layer. Higher level errors such as segment and packet drops are corrected by TCP, which detects and retransmits 978-1-5386-8396-5/19/$31.00 ©2019 IEEE the lost packets. In addition, TCP parameters are adjusted in response to losses, which depends on the dynamics of losses, such as periodic or uniform random. Also, specific responses to losses may depend on TCP version such as CUBIC or Hamilton TCP. Overall, the execution times of these codes increase with loss rates as TCP responds to the lost packets. These error corrections are transparent to the chaotic map method, but the errors not corrected at these levels are detected.
III. TEST CONFIGURATION
We tested diagnosis codes over connections of various distances using Ethernet switches and hardware-based emulators using the configuration shown in Figure 1 . Two configurations are considered to test MPI diagnosis codes by augmenting IB-based tait cluster with Ethernet switches and emulators. Under these configurations, MPI diagnosis codes are tested over both IB and Ethernet connections. The IB configuration is limited to connections with 2.5ms latency, and is not indicative of MPI performance over long distance connections. We use ANUE/Ixia hardware-based emulators to test Ethernet configurations with 11 Round Trip Times (RTT) in 0-366 ms range. These RTT values are strategically chosen to represent three scenarios: (a) smaller values represent cross-country connections, for example, facilities distributed across the US, (b) 93-183 ms represent inter-continental connections, and (c) 366 ms represents a connection spanning the globe, which is mainly used as a limiting case. We also introduce external packets losses using ANUE/Ixia devices using periodic and unform random profiles. These emulators delay the packets by RTT, thereby closely emulating the physical long distance connections. These emulations preserve TCP dynamics of physical connections, which is a critical factor in assessing the performance over long distance connections. In particular, as will be shown subsequently, these emulations lead to different TCP dynamics and responses under deterministic periodic losses and random uniform losses of the Ethernet segments.
IV. EXECUTION TIME MEASUREMENTS
The execution times of chaotic map codes are collected by sending the intermediate computations once across the connection, and the process is repeated 10 times for each connection at each loss rate.
A. Without External Losses
The executions times of the chaotic map code for different RTTs are shown in Figure 2 . They show an increasing trend with RTT for both CUBIC [2] (Linux default) and Hamilton TCP (HTCP) [3] congestion control modules. Interestingly, there is a lower variation for HTCP compared to CUBIC, which represents different interaction dynamics between MPI and TCP. In all these cases, the code executions were complete, and thus these results establish that these MPI codes are scalable to long-distance connections. No modifications were made to these codes, and indeed the same MPI codes were executed both over shorter IB connections and all Ethernet connections used in our tests. In particular, they establish the scalability of MPI primitives for connections with 366 ms RTT. While no external losses were introduced in these tests, the connections are not 100% error free since they consists of two Ethernet switches at each end of the emulated connection. These losses are corrected by TCP and lower IP and Ethernet layers, and in particular are low enough that the primary factor effecting the execution time is RTT as indicated by the increasing profile of execution times in response to increasing RTT.
B. Periodic Losses
Periodic external losses are introduced using hardware ANUE/Ixia emulators that drop Ethernet packets at specified rates. These losses are detected and accounted for by TCP 978-1-5386-8396-5/19/$31.00 ©2019 IEEE by re-transmitting the lost segments, and are transparent to MPI except in the case of MPI time-out. The loss recovery times depend on both RTT and loss rate as shown in Figure  3 for 0.1, 1, 10 and 20 percent loss rates. For loss rates up to 10%, all code executions were completed, as TCP recovered the lost packets and provided them to MPI within the timeout period. However, for two out of 10 executions at 20% loss rate, the code execution was not completed for 75ms RTT due to the timeout limits; but all code executions are completed for other RTT values, lower and higher. In addition, the increasing trends of execution times with respect to RTT are preserved under 0.1 and 1% loss rates, as reflected in their similarity to profiles of previous section as shown in 3(a) and (b). At higher losses, the effects of RTT are overshadowed by the losses as indicated by somewhat flatter profiles indicated in Figures 3(c) and (d). Two code executions were not completed for 20% (1 in 5) loss rate, and the corresponding measurements are omitted in Figure 3(d) .
C. Uniform Random Losses
Random external losses are introduced under unform distribution using the hardware emulators. These random losses have somewhat more complex dynamics compared to deterministic periodic losses. These losses are detected and accounted for by TCP by re-transmitting the lost segments as in the case of periodic losses, but the impact is somewhat higher. The recovery times depend on both RTT and loss rate as show in Figure 4 for 0.1, 1 and 10 percent loss rates. As in the previous case, these profiles show increasing trends that reflect RTT for lower loss rates as shown in Figures 4  (a) and (b) , but the loss rate dominates resulting in a flatter profile in Figure 4 (c) . Also, for loss rates up to 10%, all code executions were completed. The loss dynamics in this case are more complex as reflected in higher average execution times as shown in 5(c). In several executions at 20% loss rate, the code execution was not completed for 75ms RTT and higher values due to the timeout of MPI.
The average execution times are summarized in Figure 5 for both deterministic periodic and random uniform losses. The over profiles are quite similar in both cases for loss rates of 0.1 and 1%, as they are both determined by RTT. At 10% and higher loss rates, these profiles are determined primarily by the loss process and the response dynamics of TCP, and overall the random losses result in somewhat higher average execution times. At 20% loss rate, a few code executions were not completed in both cases for RTT of 75ms or higher, and our tests indicate a higher frequency of such cases at higher loss rates.
V. CONCLUSIONS
We presented measurements of executions times of chaotic map codes which provided valuable insights into the scalability of MPI basic operations over long distance connections under external packet losses. Our measurements show the scalability of MPI Sendrecv primitives to long distance connections with loss rates up to 10% for all tested connections with 0-366 RTT, and also at 20% loss rates for connections with 0-49ms RTT. As future work, it would be interesting to carry out a more detailed analysis of these results. It would also be of future interest to study the execution times under other loss distributions such as Poisson and Gaussian. Future investigations into incomplete code executions under high RTT and high loss conditions may reveal certain scalability boundaries of MPI primitives.
