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COMPLETELY POSITIVE BINARY TENSORS
JINYAN FAN, JIAWANG NIE, AND ANWA ZHOU
Abstract. A symmetric tensor is completely positive (CP) if it is a sum of
tensor powers of nonnegative vectors. This paper characterizes completely
positive binary tensors. We show that a binary tensor is completely positive if
and only if it satisfies two linear matrix inequalities. This result can be used to
determine whether a binary tensor is completely positive or not. When it is,
we give an algorithm for computing its cp-rank and the decomposition. When
the order is odd, we show that the cp-rank decomposition is unique. When the
order is even, we completely characterize when the cp-rank decomposition is
unique. We also discuss how to compute the nearest cp-approximation when
a binary tensor is not completely positive.
1. Introduction
Let Rn be the space of all real n-dimensional vectors. Denote by Rn+ the non-
negative orthant, i.e., the set of nonnegtive vectors in Rn. Let d and n be positive
integers. A dth-order n-dimensional tensor A is an array indexed by an integer
tuple (i1, . . . , id) such that
A = (Ai1...id)1≤i1,...,id≤n.
The tensor A is symmetric if Ai1...id is invariant under permutations of (i1, . . . , id).
Let Sd(Rn) be the set of all such dth-order n-dimensional symmetric tensors over
R. The tensor A is binary if the dimension n is two1. For a vector v ∈ Rn, v⊗d
denotes the rank-1 symmetric tensor such that for all i1, . . . , id
(v⊗d)i1,...,id = vi1 · · · vid .
Every symmetric tensor is a linear combination of rank-1 symmetric tensors [10].
We refer to [2, 4, 10, 22, 24] for symmetric tensor and [17, 18] for general tensors.
A symmetric tensor A ∈ Sd(Rn) is said to be completely positive (CP) if there
exist v1, . . . , vr ∈ Rn+ such that
(1.1) A = (v1)⊗d + · · ·+ (vr)⊗d.
The equation (1.1) is called a cp-decomposition of A. The smallest r in (1.1) is
called the cp-rank of A, denoted as rankcp(A), i.e.,
(1.2) rankcp(A) = min
{
r : A =
r∑
i=1
(vi)
⊗d, vi ∈ Rn+
}
.
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1 In most existing literature [3, 4, 6, 9, 10, 11, 17, 18, 29], binary tensors mean that the
dimension n equals 2. There also exists other work (e.g., [35]) that uses “binary” to mean that
the tensor has 0/1 entries.
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When r = rankcp(A), (1.1) is called a cp-rank decomposition of A. For nonsymmet-
ric tensors, a similar version of decomposition like (1.1) can be defined (i.e., each
decomposing vector is required to be nonnegative); such decompositions are called
nonnegative tensor factorization or nonnegative tensor decomposition. Generally,
it is hard to check whether a tensor is completely positive or not. The question
is NP-hard even for the matrix case [13]. To the best of the authors’ knowledge,
the questions of determining cp-ranks and computing cp-rank decompositions are
mostly open.
Completely positive tensors are extensions of completely positive matrices [1, 5,
36]. They have wide applications in exploratory multiway data analysis and blind
source separation [7], computer vision and statistics [30], multi-hypergraphs [35],
polynomial optimization [5, 25]. We refer to [15, 19, 26, 35] for recent work on
completely positive tensors.
Binary symmetric tensors are special cases of Hankel tensors, which were intro-
duced in Qi [27]. Recall that a symmetric tensor A ∈ Sd(Rn) is called Hankel if
Ai1...id = Aj1...jd for all i1+ · · ·+ id = j1+ · · ·+ jd. For binary tensors (i.e., n = 2),
each index is either 1 or 2, so i1 + · · · + id = j1 + · · ·+ jd implies that (i1, . . . , id)
is a permutation of (j1, . . . , jd). Therefore, every binary symmetric tensor is Han-
kel, and every Hankel tensor is uniquely determined by a binary symmetric tensor.
Various Hankel tensors (e.g., strong Hankel tensors and complete Hankel tensors)
are studied in Qi [27]. Ding, Qi and Wei [14] studied inheritance properties of
Hankel tensors. The relations to Cauchy and Vandermonde tensors are discussed
in [8, 33, 34]. The ranks and decompositions of Hankel tensors are discussed in [23].
In this paper, we focus on binary tensors, i.e., the dimension n = 2. The ranks
and decompositions of binary tensors over real and complex fields are well studied
in [3, 6, 9, 11, 32]. Nonnegative ranks and semialgebraic geometry of nonnegative
tensors are studied well in [28]. The cp-ranks and cp-rank decompositions of binary
tensors are not known much in the prior existing work. How do we efficiently check
whether a binary tensor is completely positive or not? If it is, how do we compute
its cp-rank and cp-rank decomposition? If it is not, how do we compute its nearest
cp-approximation? These questions are answered in this paper. We show that
a binary tensor is completely positive if and only if it satisfies two linear matrix
inequalities. When it is completely positive, we give algorithms for determining its
cp-rank and the cp-rank decomposition. When the order d is odd, we prove that the
cp-rank decomposition is always unique. When the order d is even, we completely
characterize when the cp-rank decomposition is unique. When a binary tensor is
not completely positive, we show how to compute the nearest cp-approximation.
The paper is organized as follows. In Section 2, we first review some basic results
about univariate truncated moment problems, and then characterize completely
positive binary tensors. In Section 3, we give algorithms for determining cp-ranks
and cp-rank decompositions. Section 4 discusses how to compute the nearest cp-
approximation when a binary tensor is not completely positive. The numerical
experiments are given in Section 5. We make some conclusions in Section 6.
2. Preliminaries
A vector y := (y0, y1, . . . , yd) ∈ Rd+1 is called a truncated multi-sequence (tms)
of degree d. The univariate truncated moment problem (UTMP) concerns whether
COMPLETELY POSITIVE BINARY TENSORS 3
or not there exists a Borel measure µ, supported on R, such that
yk =
∫
R
xkdµ (k = 0, 1, . . . , d).
If the above holds, µ is called a representing measure for y, and we say that y
admits the representing measure µ. The support of µ is denoted as supp(µ). The
measure µ is finitely atomic if the cardinality |supp(µ)| < ∞, and it is r-atomic if
|supp(µ)| = r. If the above measure µ is r-atomic, then there exist λ1, . . . , λr > 0
and t1, . . . , tr ∈ R such that
(2.1) y = λ1[t1]d + · · ·+ λr[tr]d,
where we denote [t]d := (1, t, . . . , t
d). The univariate truncated moment problem
was well studied in Curto and Fialkow [12].
2.1. Some basic results for UTMP. Suppose d = 2s (the even case) or d = 2s+1
(the odd case). For y := (y0, y1, . . . , yd), denote the Hankel matrix
(2.2) H1(y) :=


y0 y1 · · · ys
y1 y2 · · · ys+1
...
...
. . .
...
ys ys+1 · · · y2s

 .
If y admits a representing measure on R, then H1(y)  0. (The notation X  0
means that X is a real symmetric positive semidefinite matrix.) However, the
converse is not necessarily true. We use RangeA to denote the range space of a
matrix A.
Theorem 2.1. ([12, §3]) Let y := (y0, . . . , yd) ∈ Rd+1 with y0 > 0.
(i) If d = 2s+1 is odd, then y admits a representing measure on R if and only
if
(2.3) H1(y)  0, (ys+1, . . . , y2s+1) ∈ Range H1(y).
(ii) Let r = rankH1(y). If d = 2s is even, then y admits a representing measure
on R if and only if H1(y)  0 and there exist g0, . . . , gr−1 such that
(2.4)


y0 y1 · · · yr−1
y1 y2 · · · yr
...
...
. . .
...
y2s−r ys · · · y2s−1




g0
g1
...
gr−1

 =


yr
yr+1
...
y2s

 .
In the next, we characterize when a tms y := (y0, . . . , yd) admits a representing
measure supported in [0, 1]. When d = 2s is even, denote
(2.5) H2(y) :=


y1 − y2 y2 − y3 · · · ys − ys+1
y2 − y3 y3 − y4 · · · ys+1 − ys+2
...
...
. . .
...
ys − ys+1 ys+1 − ys+2 · · · y2s−1 − y2s

 .
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When d = 2s+ 1 is odd, denote the matrices
(2.6) H3(y) :=


y1 y2 · · · ys+1
y2 y3 · · · ys+2
...
...
. . .
...
ys+1 ys+2 · · · y2s+1

 ,
(2.7) H4(y) :=


y0 − y1 y1 − y2 · · · ys − ys+1
y1 − y2 y2 − y3 · · · ys+1 − ys+2
...
...
. . .
...
ys − ys+1 ys+1 − ys+2 · · · y2s − y2s+1

 .
Note that they satisfy the relations
H2(y) = H1



 y1 − y2...
y2s−1 − y2s



 , H3(y) = H1



 y1...
y2s+1



 ,
H4(y) = H1



 y0 − y1...
y2s − y2s+1



 .
The following is a classical result about UTMP over [0, 1].
Theorem 2.2. ([12, §4], [16]) Let y = (y0, . . . , yd) ∈ Rd+1 with y0 > 0.
(i) If d = 2s is even, then y admits a representing measure supported in [0, 1]
if and only if H1(y)  0, H2(y)  0.
(ii) If d = 2s + 1 is odd, then y admits a representing measure supported in
[0, 1] if and only if H3(y)  0, H4(y)  0.
2.2. UTMP and binary tensors. For a matrix T ∈ R2×2, define the linear
transformation LT : S
d(R2) → Sd(R2) such that, for all λ1, . . . , λr ∈ R and
u1, . . . , ur ∈ R2,
(2.8) LT
( r∑
i=1
λi(ui)
⊗d
)
=
r∑
i=1
λi(Tui)
⊗d.
The LT can be defined similarly over general symmetric tensor spaces, as in [22].
The transformation in (2.8) is in fact a multilinear matrix multiplication (cf. [18]).
For all S, T ∈ R2×2, we have
LS
(
LT
( r∑
i=1
λiu
⊗d
i
))
=
r∑
i=1
λi(STui)
⊗d.
Thus, when T is nonsingular, it holds that for all A ∈ Sd(R2)
LT−1
(
LT
(
A
))
= A.
For a binary symmetric tensor A ∈ Sd(R2), let
ak = Ai1i2...id (k = i1 + i2 + · · ·+ id − d).
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Clearly, A is uniquely determined by a := (a0, a1, . . . , ad), and vice versa. Such a
relation is denoted as
(2.9) a = B(A) or A = B−1(a).
Lemma 2.3. For A ∈ Sd(R2) and T =
[
1 1
0 1
]
, let y = B(LT (A)). Then, the tms
y of degree d has the decomposition
(2.10) y = λ1[t1]d + · · ·+ λr[tr]d,
if and only if A has the decomposition
(2.11) A = λ1
[
1− t1
t1
]⊗d
+ · · ·+ λr
[
1− tr
tr
]⊗d
.
Proof. “⇒”: Suppose (2.10) is true. Then,
B
−1(y) = λ1
[
1
t1
]⊗d
+ · · ·+ λr
[
1
tr
]⊗d
,
A = LT−1
(
B
−1(y)
)
= λ1
[
1− t1
t1
]⊗d
+ · · ·+ λr
[
1− tr
tr
]⊗d
.
So (2.11) holds.
“⇐”: Suppose (2.11) is true. Then,
LT (A) = λ1
[
1
t1
]⊗d
+ · · ·+ λr
[
1
tr
]⊗d
,
y = B(LT (A)) = λ1[t1]d + · · ·+ λr[tr]d.
So (2.10) is true. 
Proposition 2.4. For A ∈ Sd(R2) and T =
[
1 1
0 1
]
, let y = B(LT (A)).
(i) If d = 2s is even, then A is completely positive if and only if
H1(y)  0, H2(y)  0.
(ii) If d = 2s+ 1 is odd, then A is completely positive if and only if
H3(y)  0, H4(y)  0.
Proof. By definition, the binary symmetric tensor A is completely positive if and
only if there exist ai, bi ≥ 0, ai + bi > 0(i = 1, . . . , r) such that
(2.12) A =
[
a1
b1
]⊗d
+ · · ·+
[
ar
br
]⊗d
.
Clearly, (2.12) is equivalent to
(2.13) A = λ1
[
1− t1
t1
]⊗d
+ · · ·+ λr
[
1− tr
tr
]⊗d
,
with each λi = (ai+bi)
d > 0 and ti = bi/(ai+bi) ∈ [0, 1]. Note that y = B(LT (A)).
By Lemma 2.3, (2.13) is the same as
(2.14) y = λ1[t1]d + · · ·+ λr[tr]d.
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Summarizing the above, we know that A is completely positive if and only if y
admits a representing measure supported in [0, 1]. Then, the items (i) and (ii)
follow directly from Theorem 2.2. 
The cp-decomposition of a binary tensor can be viewed as the decomposition of
a bivariate homogeneous polynomial into a sum of nonnegative linear forms. For
A ∈ Sd(R2), define the binary d-form
A(x1, x2) :=
2∑
i1,...,id=1
Ai1...idxi1 · · ·xid .
Then A has the decomposition (2.12) if and only if
A(x1, x2) = (a1x1 + b1x2)d + · · ·+ (arx1 + brx2)d.
The complete positivity of A requires the existence of nonnegative ai, bi satisfying
the above. For a binary d-form p(x1, x2) =
∑d
k=0 pkx
k
1x
d−k
2 , define
RA(p) :=
d∑
k=0
pkA1 . . . 1︸ ︷︷ ︸
k
2 . . . 2︸ ︷︷ ︸
d−k
.
Then RA(·) is a linear functional acting on the space of binary d-forms. The
decomposition (2.12) implies that
RA(p) = p(a1, b1) + · · ·+ p(ar, br).
Clearly, if A is CP, then RA(p) ≥ 0 for every binary d-form p that is copositive,
i.e., p is nonnegative over R2+ (the nonnegative orthant). Interestingly, the converse
is also true, that is, if RA(p) ≥ 0 for every copositive binary d-form p, then A must
be CP. In fact, one can show that A is CP if and only if there exists a measure µ
supported in R2+ such that
RA(p) =
∫
p dµ.
We refer to [15, 20, 21] for the details about tensor decompositions and truncated
moment problems.
3. cp-decompositions of binary tensors
In this section, we give algorithms for checking whether a binary tensor A ∈
Sd(R2) is completely positive or not. Recall that A is CP if and only if
A =
[
a1
b1
]⊗d
+ · · ·+
[
ar
br
]⊗d
for all ai, bi ≥ 0. The smallest possible r in the above is rankcp(A), the cp-rank of
A. When A is not CP, we want to compute a certificate for that. When A is CP,
we want to determine rankcp(A) and compute a cp-rank decomposition.
We discuss cp-decomposition in two separate cases: d = 2s+1 is odd and d = 2s
is even. Note that A ∈ Sd(R2) is uniquely determined by y := (y0, y1, . . . , yd) such
that
y = B(LT (A)).
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The linear transformations LT ,B are as in (2.8) and (2.9), and T =
[
1 1
0 1
]
. Our
methods for determining cp-rank decompositions are based on finding representing
measures of the tms y.
3.1. The case of odd order. Suppose the order d = 2s+1 is odd. By Proposition
2.4, A is completely positive if and only if
H3(y)  0, H4(y)  0.
This property can be used to determine whether A is CP or not. If it is CP, we
can further determine rankcp(A) and the unique cp-rank decomposition.
Let y = B(LT (A)) be such that H3(y)  0 and H4(y)  0. Then, y0 ≥ 0. If
y0 = 0, then we must have
y0 = y1 = · · · = y2s = y2s+1 = 0,
hence A is the zero tensor. So we are mostly interested in the case y0 > 0.
Algorithm 3.1. For a given binary tensor A ∈ Sd(R2) of odd order d = 2s + 1,
let y := (y0, y1, . . . , y2s+1) be such that y = B(LT (A)).
Step 0 If one of H3(y), H4(y) is not positive semidefinite, then A is not CP and
stop. If y0 = 0, then A = 0 and stop; otherwise, go to Step 1.
Step 1 Let r = rank H1(y), and solve the linear system
(3.1)


y0 y1 · · · yr−1
y1 y2 · · · yr
...
...
. . .
...
y2s−r+1 y2s−r+2 · · · y2s




g0
g1
...
gr−1

 =


yr
yr+1
...
y2s+1

 .
Step 2 Compute the roots x1, . . . , xr of the polynomial
g(x) := g0 + g1x+ · · ·+ gr−1xr−1 − xr.
They must belong to the interval [0, 1].
Step 3 Determine the coefficients λ1, . . . , λr satisfying the equation
(3.2) y = λ1[x1]d + · · ·+ λr[xr ]d.
We must have λ1 > 0, . . . , λr > 0.
Step 4 The cp-rank of A is r, and the unique cp-rank decomposition is
(3.3) A =
[
a1
b1
]⊗d
+ · · ·+
[
ar
br
]⊗d
,
where each ai = (λi)
1/d(1− xi) ≥ 0, bi = (λi)1/dxi ≥ 0.
The properties of Algorithm 3.1 are summarized in the following theorem.
Theorem 3.2. Let A, y be as in Algorithm 3.1. Assume d = 2s+1 is odd, y0 > 0,
H3(y)  0, H4(y)  0 and r = rank H1(y). Then, the following properties hold:
(i) The linear system (3.1) has a unique solution.
(ii) The roots x1, . . . , xr are all distinct and they belong to [0, 1], and there exists
a unique (λ1, . . . , λr) > 0 satisfying (3.2). So (3.3) must hold.
(iii) The r-atomic representing measure for y is unique.
(iv) The cp-rank of A is r, and the cp-rank decomposition (3.3) is unique.
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Proof. Since H3(y)  0, H4(y)  0, y admits a representing measure supported in
[0, 1], by Theorem 2.2, so A is completely positive, by Proposition 2.4.
(i) If r = s + 1, then (3.1) clearly has a unique solution because it is a square
nonsingular linear system. When r ≤ s, it also has a unique solution, as shown be-
low. Since y admits a representing measure on R, the tms y is positively recursively
generated (cf. [12, Theorem 3.1]), that is, there exists (g0, . . . , gr−1) such that
g0yj−r + · · ·+ gr−1yj−1 = yj (r ≤ j ≤ 2s+ 1).
So (3.1) has a solution. Moreover, the matrix H1(y) = H3(y) + H4(y)  0 has a
positive Hankel extension. By Theorem 2.6 of [12], rank H1(y) is equal to the rank
of the sequence (y0, y1, . . . , y2s), which is the smallest number i such that
vi ∈ span(v0, . . . , vi−1)
for the vectors vj = (yj+ℓ)
s
ℓ=0 (j = 0, 1, . . . , s). By Lemma 2.1 of [12], the solution
of (3.1) is unique.
(ii) By Theorem 4.1(iii) of [12], y admits a representing measure µ such that
supp(µ) ⊆ [0, 1] and supp(µ) = Z(g(x)) (the zero set of g(x)), so
|supp(µ)| ≤ r.
Since r = rank H1(y), we must have |supp(µ)| ≥ r, whence |supp(µ)| = r. There-
fore, the roots x1, . . . , xr of g are distinct from each other and belong to [0, 1]. Since
µ is a representing measure for y and |supp(µ)| = r, there exist λ1, . . . , λr > 0 sat-
isfying (3.2).
The equation (3.2) is a Vandermonte linear system. Since the roots x1, . . . , xr
are all distinct, the vector (λ1, . . . , λr) satisfying (3.2) must be unique.
(iii) Suppose y has another r-atomic representing measure
(3.4) y = λˆ1[xˆ1]d + · · ·+ λˆr[xˆr]d,
with xˆ1, . . . , xˆr ∈ R being all distinct and all λˆ1, . . . , λˆr > 0. Let (gˆ0, gˆ1, . . . , gˆr−1)
be such that
gˆ0 + gˆ1x+ · · ·+ gˆr−1xr−1 − xr = −(x− xˆ1) · · · (x− xˆr).
Then, the decomposition (3.4) implies that
gˆ0yj−r + gˆ1yj−r+1 + · · ·+ gˆr−1xj−1 = yj (r ≤ j ≤ 2s+ 1).
So (gˆ0, gˆ1, . . . , gˆr−1) is a solution to (3.1). By item (i), (3.1) has a unique solution.
Therefore,
(gˆ0, gˆ1, . . . , gˆr−1) = (g0, g1, . . . , gr−1).
We can see that the root set {x1, . . . , xr} is the same as {xˆ1, . . . , xˆr}. Moreover,
since x1, . . . , xr are distinct, (λ1, . . . , λr) is uniquely determined by (x1, . . . , xr) and
y. This means that the r-atomic representing measure for y is unique.
(iv) By Lemma 2.3, there is a one-to-one correspondence between r-atomic repre-
senting measures and cp-decompositions of length r. For any representing measure
µ for y, we must have
|supp(µ)| ≥ rank H1(y) = r,
so rankcp(A) ≥ r. By the item (ii), we know rankcp(A) ≤ r, whence rankcp(A) = r.
By item (iii), the r-atomic representing measure for y is unique, so the cp-rank
decomposition of A is also unique. 
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It was known that the representing measure for y is unique if r ≤ s and it is
not unique if r = s+ 1 [12, Theorem 3.8]. In Theorem 3.2(iii), we showed that the
r-atomic representing measure for y is unique for both r ≤ s and r = s+ 1.
3.2. The case of even order. Now we discuss the case that d = 2s is even. By
Proposition 2.4, A is completely positive if and only if
H1(y)  0, H2(y)  0.
We can use this fact to determine whether A is CP or not. Moreover, when A is
CP, we can determine rankcp(A) and its cp-rank decomposition.
Let y := (y0, y1, . . . , y2s) be such that H1(y)  0, H2(y)  0. Then, y0 ≥ 0. If
y0 = 0, then we must have
y0 = y1 = · · · = y2s = 0,
soA is the zero tensor. So we are mostly interested in the case y0 > 0. The following
is the algorithm for determining rankcp(A) and its cp-rank decomposition.
Algorithm 3.3. For a binary tensor A ∈ Sd(R2) of even order d = 2s, let y :=
(y0, y1, . . . , yd) be such that y = B(LT (A)).
Step 0 If one of H1(y), H2(y) is not positive semidefinite, then A is not CP and
stop. If y0 = 0, then A is the zero tensor and stop; otherwise, go to Step 1.
Step 1 Let r = rank H1(y). If r ≤ s, solve the linear system
(3.5)


y0 y1 · · · yr−1
y1 y3 · · · yr
...
...
. . .
...
y2s−r y2s−r+1 · · · y2s−1




g0
g1
...
gr−1

 =


yr
yr+1
...
y2s


and go to Step 3. If r = s+ 1, go to Step 2.
Step 2 Let z =
[
ys+1 · · · y2s
]
and
(3.6) y2s+1 := z
T


y1 y2 · · · ys
y2 y3 · · · ys+1
...
...
. . .
...
ys ys+1 · · · y2s−1


†
z.
(The † denotes the Moore-Penrose pseudo inverse.) Then solve
(3.7)


y0 y1 · · · ys
y1 y2 · · · ys+1
...
...
. . .
...
ys ys+1 · · · y2s




g0
g1
...
gs

 =


ys+1
ys+2
...
y2s+1

 .
Step 3 Compute the roots x1, . . . , xr of the polynomial
g(x) := g0 + g1x+ · · ·+ gr−1xr−1 − xr.
They must all belong to the interval [0, 1].
Step 4 Determine the coefficients λ1, . . . , λr satisfying the equation
(3.8) y = λ1[x1]d + · · ·+ λr[xr ]d.
They must be all positive.
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Step 5 The cp-rank of A is r, and a cp-rank decomposition of A is
(3.9) A =
[
a1
b1
]⊗d
+ · · ·+
[
ar
br
]⊗d
,
where each ai = (λi)
1/d(1− xi) ≥ 0 and bi = (λi)1/dxi ≥ 0.
For a number t, y can be extended to the tms y˜(t) of order 2s+ 1:
y˜(t) := (y0, y1, . . . , y2s, t).
When y admits a representing measure supported in [0, 1], there exists t ∈ R such
that this is also true for y˜(t), which is equivalent to H3(y˜(t))  0, H4(y˜(t))  0, by
Theorem 2.2. Let
l := min{t : H3(y˜(t))  0}, u := max{t : H4(y˜(t))  0}.
By Schur’s complement, the values of l, u are given as
(3.10) l =


ys+1
ys+2
...
y2s


T 
y1 y2 · · · ys
y2 y3 · · · ys+1
...
...
. . .
...
ys ys+1 · · · y2s−1


† 
ys+1
ys+2
...
y2s

 ,
(3.11) u = y2s −


ys − ys+1
ys+1 − ys+2
...
y2s−1 − y2s


T H4




y0
y1
...
y2s−1






† 
ys − ys+1
ys+1 − ys+2
...
y2s−1 − y2s

 .
Note that l in (3.10) is the same as the value of y2s+1 in (3.6). When y admits a
representing measure supported in [0, 1], we clearly have
l ≤ u.
The properties of Algorithm 3.3 are summarized in the following theorem.
Theorem 3.4. In Algorithm 3.3, assume that d = 2s, H1(y)  0, H2(y)  0 and
y0 > 0. Then, the following properties hold:
(i) When r ≤ s, the linear system (3.5) has a unique solution. When r = s+1,
the linear system (3.7) has a unique solution.
(ii) The roots x1, . . . , xr are all distinct and belong to [0, 1], and there exists a
unique (λ1, . . . , λr) > 0 satisfying (3.8). So (3.9) must hold.
(iii) When r ≤ s, the representing measure for y is unique (cf. [12, Theo-
rem 3.10]). When r = s + 1, the r-atomic representing measure for y,
supported in [0, 1], is unique if and only if l = u.
(iv) The cp-rank of A is r. When r ≤ s, the cp-rank decomposition for A is
unique. When r = s+ 1, it is unique if and only if l = u.
Proof. Since H1(y)  0, H2(y)  0, we know that y admits a representing measure
supported in [0, 1], by Theorem 2.2.
(i) When r = s+1, (3.7) is a square nonsingular linear system, so it has a unique
solution. When r ≤ s, the matrix H1(y) has a positive Hankel extension, because
y admits a representing measure on R. By Theorem 2.6 of [12], the rank of the
sequence (y0, y1, . . . , y2s) is r, that is, r is equal to the smallest number i such that
vi ∈ span(v0, . . . , vi−1),
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for the the vector vj := (yj+ℓ)
s
ℓ=0, j = 0, 1, . . . , s. Moreover, there exist g0, . . . , gr−1
such that
g0yj−r + · · ·+ gr−1yj−1 = yj (r ≤ j ≤ 2s).
This shows that (3.5) has at least one solution. Moreover, by Lemma 2.1 of [12], the
vector (ϕ0, . . . , ϕr−1) satisfying the above is unique. So (3.5) has a unique solution.
(ii) When r ≤ s, choose y2s+1 as
(3.12) y2s+1 = g0y2s−r+1 + g1y2s−r + · · ·+ gr−1y2s.
Then, (y0, y1, . . . , y2s) and y˜ := (y0, y1, . . . , y2s, y2s+1) have the same unique repre-
senting measure on R, by Theorem 3.10 of [12]. So y˜ admits a representing measure
supported in [0, 1]. Then, the computed values of x1, . . . , xr and λ1, . . . , λr are the
same as that obtained by applying Algorithm 3.1 to the tms y˜ of odd order 2s+1.
By Theorem 3.2, x1, . . . , xr are distinct from each other and belong to [0, 1], and
there exists a unique (λ1, . . . , λr) > 0 satisfying (3.8).
When r = s + 1, the value of y2s+1 is chosen as in (3.6). Since y admits a
representing measure on [0, 1], there must exist t ∈ R such that this is also true for
y˜(t). By Theorem 2.2, there exists t ∈ R such that
H3(y˜(t))  0, H4(y˜(t))  0.
So y2s+1 = l ≤ u and y˜ := (y0, y1, . . . , y2s, y2s+1) admits a representing measure
supported in [0, 1]. The computed values of x1, . . . , xr and λ1, . . . , λr are the same
as that obtained by applying Algorithm 3.1 to y˜. By Theorem 3.2, x1, . . . , xr are
all distinct and belong to [0, 1], and there exists a unique (λ1, . . . , λr) > 0 satisfying
(3.8).
Since (3.8) is equivalent to (3.9), (3.9) must be true.
(iii) When r ≤ s, the representing measure of y is unique as shown in [12,
Theorem 3.10]). When r = s+1, the uniqueness depends on whether l = u or not.
Note that (3.8) is true if and only if there exists t such that
(3.13) y˜(t) = λ1[x1]d+1 + · · ·+ λr [xr]d+1.
When l = u, l is the unique value for t such that y˜(t) admits a representing measure
supported in [0, 1]. By Theorem 3.2, y˜(l), and hence y, has a unique r-atomic
representing measure. When l < u, there are infinitely many values for t such that
y˜(t) admits a representing measure supported in [0, 1]. For distinct values of t, the
decomposition (3.13) is different. So, when y has a unique r-atomic representing
measure supported in [0, 1], we must have l = u.
(iv) By Lemma 2.3, there is a one-to-one correspondence between cp-decompositions
of length r for A and r-atomic representing measures for y, supported in [0, 1]. For
any representing measure µ for y, we always have
|supp(µ)| ≥ rank H1(y) = r,
so rankcp(A) ≥ r. By the item (ii), we know A has a cp-decomposition of length
r, so rankcp(A) ≤ r. Therefore, rankcp(A) = r. The statement about uniqueness
of cp-rank decompositions follows directly from item (iii). 
It was known that the representing measure for y is unique if r ≤ s ([12, Re-
mark 4.5]). When r = s+ 1, not much is known about the uniqueness in the prior
existing work on truncated moment problems. In Theorem 3.4(iii), we completely
characterized when the r-atomic representing measure for y, supported in [0, 1], is
unique for the case r = s+ 1.
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4. The nearest cp-approximation
In applications, a binary tensor A ∈ Sd(R2) may not be completely positive, or
it is perturbed from a completely positive one. So people are often interested in
computing a completely positive tensor B that is closest to A. Such a tensor B can
be found by solving a convex optimization problem.
For a binary tensor X ∈ Sd(R2), define its Hilbert-Schmidt norm as
(4.1) ‖X‖ :=
( 2∑
i1,...,id=1
|Xi1...id |2
)1/2
.
This norm gives a metric of distance in the space Sd(R2). Let z = B(LT (X )). By
Proposition 2.4, when d = 2s is even, X is completely positive if and only if
H1(z)  0, H2(z)  0.
When d = 2s+ 1 is odd, X is completely positive if and only if
H3(z)  0, H4(z)  0.
Using the above characterizations, we can compute the CP tensor B that is closest
to A. When d = 2s is even, B is the optimizer of
(4.2)


min ‖X −A‖
s.t. z = B(LT (X )),
H1(z)  0, H2(z)  0.
When d = 2s+ 1 is odd, B is the optimizer of
(4.3)


min ‖X −A‖
s.t. z = B(LT (X )),
H3(z)  0, H4(z)  0.
Both (4.2) and (4.3) can be solved as a semidefinite program (SDP).
5. Numerical Experiments
In this section, we give numerical experiments for checking whether a binary
tensor is completely positive or not. If it is, we compute its cp-rank and the cp-
rank decomposition. If it is not, we compute its nearest cp-approximation by solving
(4.2) or (4.3) with the SDP solver SeDuMi [31]. The computation is implemented
in MATLAB R2015b, on a Lenovo Laptop with CPU@2.50GHz and RAM 4.00
GB. For convenience of presentation, four decimal digits are displayed for showing
computational results. For a given binary tensor A ∈ Sd(R2), we display A by
showing the vector a such that
ak = Ai1...id if k = i1 + · · ·+ id − d.
That is, a = B(A) (see (2.9) for the definition of B).
Example 5.1. Consider the binary tensor A ∈ S4(R2) such that
a = [13, 5, 2, 1, 1].
The tms y = [50, 15, 5, 2, 1]. The order d = 4 is even. We apply Algorithm 3.3
and obtain
H1(y) =

50 15 515 5 2
5 2 1

 , H2(y) = [10 33 1
]
.
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They are both positive semidefinite, so A is completely positive. The rank of H1(y)
is 2, so the cp-rank is also 2. By Theorem 3.4, the cp-rank decomposition is unique,
which is given as
A =
[
0.3523
0.9223
]⊗4
+
[
1.8983
0.7251
]⊗4
.
Example 5.2. Consider the binary tensor A ∈ Sd(R2) such that
a = [1, 1/2, 1/3, . . . , 1/(d+ 1)].
We determine its cp-rank and the cp-decomposition for d = 4, 5, 6, 7.
Case d = 4: We apply Algorithm 3.3 and get the cp-decomposition
A =
[
0.7833
0.6618
]⊗4
+
[
0.8461
0.3004
]⊗4
+
[
0.5774
0.0000
]⊗4
.
The cp-rank r of A is 3 and s = 2. Since r = s + 1, l = 9/100 < u = 71/780, we
know the cp-rank decomposition is not unique, by Theorem 3.4.
Case d = 5: We apply Algorithm 3.1 and get the cp-decomposition
A =
[
0.7740
0.6868
]⊗5
+
[
0.8503
0.4251
]⊗5
+
[
0.7740
0.0872
]⊗5
.
The cp-rank r of A is 3. The cp-rank decomposition is unique, by Theorem 3.2.
Case d = 6: We apply Algorithm 3.3 and get the cp-decomposition
A =
[
0.7772
0.7084
]⊗6
+
[
0.8541
0.5044
]⊗6
+
[
0.8308
0.1764
]⊗6
+
[
0.6300
0.0000
]⊗6
.
The cp-rank r of A is 4 and s = 3. Since r = s+1, l = 899/13545< u = 251/3780,
we know the cp-rank decomposition is not unique, by Theorem 3.4.
Case d = 7: We apply Algorithm 3.1 and get the cp-decomposition
A =
[
0.7789
0.7248
]⊗7
+
[
0.8521
0.5709
]⊗7
+
[
0.8521
0.2812
]⊗7
+
[
0.7789
0.0541
]⊗7
.
The cp-rank r of A is 4. The cp-rank decomposition is unique, by Theorem 3.2.
Example 5.3. Consider the binary tensor A ∈ Sd(R2) such that
(5.1) A =
[
1
0
]⊗d
+
[
1
2
]⊗d
+
[
1
1
]⊗d
+
[
2
1
]⊗d
+
[
0
1
]⊗d
.
Clearly, it is a CP tensor. We investigate the uniqueness of its cp-rank decomposi-
tions for different values of the order d.
Case d = 6: The vectors a, y are
a = [67, 35, 21, 17, 21, 35, 67],
y = [1524, 762, 422, 252, 158, 102, 67].
We have that s = 3, r = 4 and
l = 11213/252 < u = 11215/252.
By Theorem 3.4, the cp-rank is 4 and the cp-rank decomposition is not unique.
The computed cp-decomposition is
(5.2) A =
[
0.2336
1.2470
]⊗6
+
[
1.0295
1.9903
]⊗6
+
[
2.0032
1.0136
]⊗6
+
[
1.0296
0.0000
]⊗6
.
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Case d = 7: The vectors a, y are:
a = [131, 67, 37, 25, 25, 37, 67, 131],
y = [4504, 2252, 1248, 746, 468, 302, 198, 131].
We have that s = 3, r = 4. By Theorem 3.2, the cp-rank is 4 and the cp-rank
decomposition is unique. The computed cp-decomposition is
(5.3) A =
[
0.1966
1.1843
]⊗7
+
[
1.0138
1.9969
]⊗7
+
[
1.9969
1.0138
]⊗7
+
[
1.1843
0.1966
]⊗7
.
Case d = 8: The vectors a, y are
a = [259, 131, 69, 41, 33, 41, 69, 131, 259],
y = [13380, 6690, 3710, 2220, 1394, 900, 590, 390, 259].
We have that s = 4, r = 5 and
l = u = 345/2.
By Theorem 3.4, the cp-rank is 5 and the cp-rank decomposition is unique. The
computed cp-decomposition is the same as (5.1).
Case d = 9: The vectors a, y are
a = [515, 259, 133, 73, 49, 49, 73, 133, 259, 515],
y = [39880, 19940, 11064, 6626, 4164, 2690, 1764, 1166, 774, 515].
We have that s = 4, r = 5. By Theorem 3.2, the cp-rank is 5 and the cp-rank
decomposition is unique. The computed cp-decomposition is the same as (5.1).
Example 5.4. Consider A ∈ Sd(R2) such that a = B(A) is given as
ak =
∫ ∞
0
xke−xdx.
The ak’s are the moments of the standard exponential distribution.
Case d = 9: The vector a is
a = [1, 1, 2, 6, 24, 120, 720, 5040, 40320, 362880].
Since d = 9 is odd, we apply Algorithm 3.1. Since H3(y) and H4(y) are both
positive semidefinite, A is CP. We have that s = 4, r = 5. By Theorem 3.2, the
cp-rank is 5, and the cp-rank decomposition is unique and it is
A =
[
0.3058
3.8653
]⊗9
+
[
0.5353
3.7934
]⊗9
+
[
0.7509
2.7007
]⊗9
+
[
0.9029
1.2761
]⊗9
+
[
0.9303
0.2452
]⊗9
.
Case d = 10: The vector a is
a = [1, 1, 2, 6, 24, 120, 720, 5040, 40320, 362880, 3628800].
The order is even, so we apply Algorithm 3.3. Since H1(y) and H2(y) are both
positive semidefinite, A is CP. We have that s = 5, r = 6 and
l = 13375670400/4051 < u = 2552306400/773.
By Theorem 3.4, the cp-rank is 6 and the cp-rank decomposition is not unique.
The cp-decomposition obtained by Algorithm 3.3 is
A =
[
0.2941
4.1935
]⊗6
+
[
0.5031
4.2253
]⊗6
+
[
0.7055
3.2531
]⊗6
+
[
0.8662
1.8302
]⊗6
+
[
0.9443
0.5827
]⊗6
+
[
0.8360
0.0000
]⊗6
.
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Example 5.5. Consider the binary tensor A ∈ S7(R2) such that
a = [1, 1, 1, 1, 1, 2, 1, 2].
The order d = 7 is odd, so we apply Algorithm 3.1. Since H3(y) is not positive
semidefinite, A is not CP. To get the nearest CP tensor, we solve the optimization
problem (4.3). The nearest CP tensor X ∗ ∈ S7(R2) is
X ∗ =
[
0.8362
0.3398
]⊗7
+
[
0.8426
1.0005
]⊗7
+
[
0.8359
0.3396
]⊗7
+
[
0.8416
0.9993
]⊗7
.
The distance ‖A− X ∗‖ ≈ 3.4623.
Example 5.6. Consider the binary tensor A ∈ S8(R2) such that
a = [1, 2, 1, 2, 1, 2, 1, 2, 1].
Since the order d = 8 is even, we apply Algorithm 3.3. Neither H1(y) nor H2(y) is
positive semidefinite, so A is not completely positive. We compute the nearest CP
tensor by solving the optimization problem (4.2). The nearest CP tensor
X ∗ =
[
1.0520
1.0520
]⊗8
.
The distance ‖A− X ∗‖ ≈ 8.0000.
Example 5.7. Consider A ∈ Sd(R2) such that a = B(A) is given as
ak =
∫
xk · 1√
2pi
e−
x
2
2 dx.
The ak’s are the moments of the Gaussian distribution with mean 0 and variance
1.
Case d = 6: a = [1, 0, 1, 0, 3, 0, 15]. The order d = 6 is even, so we apply Algo-
rithm 3.3. Since H2(y) is not positive semidefinite, A is not CP. By solving the
optimization problem (4.2), we get the nearest CP tensor
X ∗ =
[
0.0000
1.5293
]⊗6
+
[
0.7703
1.0239
]⊗6
+
[
0.7591
1.0090
]⊗6
+
[
0.9183
0.0000
]⊗6
.
The distance ‖A− X ∗‖ ≈ 9.1199.
Case d = 7: a = [1, 0, 1, 0, 3, 0, 15, 0].The order d = 7 is odd, so we apply Algorithm
3.1. Since H3(y) is not positive semidefinite, A is not CP. By solving (4.3), we get
the nearest CP tensor
X ∗ =
[
0.6369
1.2438
]⊗7
+
[
0.6341
1.2382
]⊗7
+
[
0.6322
1.2347
]⊗7
+
[
0.9812
0.0000
]⊗7
.
The distance ‖A− X ∗‖ ≈ 31.4464.
6. Conclusion
This paper gave a characterization for completely positive binary tensors. We
showed that a binary tensor is CP if and only if it satisfies two linear matrix
inequalities. Based on this, we proposed an algorithm for checking complete posi-
tivity. When a binary tensor is completely positive, the algorithm can compute its
cp-rank and cp-decomposition; when it is not, the algorithm can tell that it is not
CP. For the odd order case, we showed that the cp-rank decomposition is unique.
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For the even order case, the cp-rank decomposition may or may not be unique; we
characterized when the cp-rank decomposition is unique. Moreover, we showed how
to compute the nearest cp-approximation when a binary tensor is not completely
positive.
One would naturally wonder whether or not our results can be extended to the
case of higher dimensional tensors. Indeed, Fan and Zhou [15] already worked on
general CP tensors. They proposed a semidefinite relaxation algorithm for higher
dimensional case. However, when the dimension is bigger than 2, characterizing
complete positivity is much harder than the binary case. This is because, for binary
tensors, checking their complete positivity is equivalent to a univariate truncated
moment problem, which has a clean solution, see Section 2.1. For higher dimen-
sional tensors, checking their complete positivity is equivalent to a multivariate
truncated moment problem, which is unfortunately much harder and does not have
a clean solution. We refer to [15, 20, 21] for details. An important future work is
to design efficient algorithms for computing cp-ranks and cp-rank decompositions
of higher dimensional CP tensors.
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