Abstract-Most on-line (i.e., not stored) Variable Bit Rate sources would find it difficult to a priori declare the traffic parameters required by a connection admission control strategy. There is thus the problem of measurement based on-line estimation of source parameters. In this paper we address the problem of selection of source parameters based on minimising a bufferbandwidth cost function in the network, for a specified delay QoS Violation Probability. We consider the shaping delay plus first hop multiplexing delay; this is adequate, for example, for n statistically identical packet voice sources being multiplexed at a PBX, or in approaches where the end-to-end delay bound is broken into per hop delay bounds. Our approach yields a leaky bucket rate parameter p' , and the sum of the shaper buffer and leaky bucket depth (B, + a). We show that, for a fluid source model, for a linear buffer-bandwidth cost function, and for lossless multiplexing, a sustainable rate parameter of p* and burst parameter of 0 yields the minimum cost. We propose and study a stochastic approximation algorithm for on-line estimation of p*. We then use buffer-bandwidth cost considerations to arrive at an optimal leaky bucket depth 0' > 0 for lossy multiplexing of several statistically identical sources. The computation of o* must be done at the network node. We show, by an example, the improvement in cost that is possible by lossy multiplexing and a positive U*.
I. INTRODUCTION
In an integrated services packet network, the proper functioning of Connection Admission Control (CAC) procedures depends critically on the source parameter declaration, and invariably a source would need to shape its output in order to conform to its declared parameters. A standard procedure that is used for this purpose is the Leaky Bucket (LB) algorithm [l] . There is, however, the important question of how a source determines its leaky bucket parameters. An on-line source (i.e., not stored; e.g., a packet voice phone call, or a live video broadcast) would need to estimate its source parameters. In general, even for a stationary source these parameters would be nonunique. What should be the criterion for choosing a specific set of parameters? The need to learn the parameters online, and the practical reality of nonstationarity would require renegotiation of the connection parameters. In this paper we are motivated by this problem, and we develop an approach to This work is based on research supported by Nortel Networks. consider any delay constraint, as we do in our paper. Another related paper is [3]. The objectives of the research reported in this paper are similar to ours, i.e., to choose optimal leaky bucket parameters subject to a QoS constraint. The approach and results are different, however. Whereas in [3] the author only considers delay in the LB buffer, we consider the problem of choosing LB parameters under a shaping plus multiplexing delay constraint. We derive the LB parameters for minimum network resource (buffer and bandwidth) cost. In addition, we demonstrate the efficacy of a stochastic approximation based technique for estimating the optimal sustainable rate parameter, and for tracking slow changes in the source statistics. We also propose, and demonstrate the efficacy of an approach for choosing an optimal token bucket depth when several sources are multiplexed at the network node.
A recently published related work is reported in [4] . The authors minimise a network cost function, but have only put a constraint on the shaping delay. Also their network cost is simply the capacity required for a given network buffer, whereas ours considers the capacity-buffer tradeoff. This paper is organized as follows. In Section 11, we review the leaky bucket shaper. In Section III, we formulate and solve the problem of finding the optimal sustainable cell rate parameter p*, and show that for lossless multiplexing and a linear buffer-bandwidth cost function, p" and U = 0 yields the optimal LB parameters. In Section N, we provide an on-line estimation scheme to determine p*. We present some simulation results in Section V. In Section VI we consider a costbased formulation for determining the optimal token bucket depth U*. Figure 3 shows the leaky bucket (LB) controller/shaper. and the associated notation that we shall use. We shall not concern ourselves with peak rate control, assuming that the input is already peak rate controlled to the rate R (e.g., a PCM voice coder, with activity detection, would emit bits at 64Kbps durtoken buffer cell buffer Fig. 3 . The Leaky Bucket shaper. The buffer is infinite, but we want the probability of exceeding the buffer level B, to be very small.
THE LEAKY BUCKET SHAPER: A REVIEW
ing active periods). The processes S(t) and W ( t ) shown in Figure 3 are to be viewed as rate processes. In the analysis we will assume fluid processes, whereas the simulations will be done with discrete fixed length packets, or cells. We note that when there are cells in the cell buffer, since tokens are arriving at the rate p, the cell buffer is depleted at the rate p. If the cell buffer level exceeds B,, and since the source would not drop its own cells, we view this as a QoS violation; i.e., B, does not represent a memory limitation, but a delay bound of 9. Thus our view is that the cell buffer "behind" the LB is infinite but the buffer level exceeds B, with a small probability; we call this the QoS Violation Probability (QVP). With reference to Figure 3 , define X ( t ) = XI (t ) -Xz (t) -to. The QVP is then just P ( X > B, + u ) , where X is the stationary marginal buffer occupancy (see Figure 4) . For a fluid model, this system is equivalent to the leaky bucket shown in Figure 3 from the QVP point of view (see also [5], [I] ). Thus for a given p, the QVP depends on U and B, only through their sum. We will use the notation p , to denote P(X > B, + 0).
Writing B := B, + U, for fixed p,, we denote the B vs p tradeoff function by gp. (p) = B. Let h,, (.) denote the inverse of gP, (e) (an example of hp8 ( e ) is in Figure 5) .
SHAPING FOR MINIMUM COST LOSSLESS
OPTlMAL VALUE OF p
MULTIPLEXING: CHARACTERISATION OF AN
In this section we consider several statistically identical sources (SI (t), S,(t), . . . , S,,(t). see Figure 2 ). each shaped by the same LB parameters, feeding a buffered multiplexer. Each source requires a shaping plus muxing delay bound of TI which can be violated with the QVP of q. For this scenario, we develop the notion of an optimal LB token rate parame- Two state Markovian on-off source with mean on-time 5/3, mean off tune 5/2, and peak rate R = 170; pa = ter p*. The optimality will be in the sense of minimising the multiplexer service rate (link bandwidth) required for lossless multiplexing of the superposition of the LB controlled sources, with the constraint that the shaping plus multiplexing delay bound T is violated with a probability 5 q.
For an isolated (a, p, R) source fed into a buffered server with service rate c, the maximum (over all conforming sources) buffer occupancy b is related to c by
This occupancy is achieved by an on-off extrema1 periodic source with on-time To, = & (at peak rate) and off-time T o f f = 5 (see [6] ). It is also easily seen that (see Lo Presti et a1 [7] for a more general result) the lossless multiplexing of n such sources will require a buffer of nb and capacity nc; i.e., for lossless multiplexing the segregated and aggregated systems are identical for resource requirements. Thus, for lossless service at the multiplexer, we need to consider each source with its own network queue of service rate c and buffer size b .
With these ingredients, we will develop an optimization problem. For given (U, p, R), for lossless service it is necessary that the capacity at the multiplexer c 2 p. Also, we need to have 
shaper delay constraint and delay QVP: The solution to the above problem is provided by the following theorem.
< T B -f f
Theorem III. 1: For gq(p) a convex and decreasing function, the optimal value of the problem described above is given by the unique p* that solves the equation
Further, the optimal value of B, + = Tp*, and for 0 5 U <_ Tp*, the value of b = U. Discussion of Theorem III.1: The only assumption that the above result makes about the source S(t) is that the function g&) is convex and decreasing. Also the optimal sustainable rate parameter p* obtained by this approach depends only on the source process, the maximum delay (T) desired by the source, and the QVP q. Thus there is a possibility that p* can be determined autonomously by the source in real-time by making measurements. We explore an algorithm for doing this in the Section IV. Another observation is that since we have the optimal value of c = p*, if the source is shaped by ( 0 , p * ) , 0 5 CT 5 Tp' we must use a buffer of size LT, to ensure a lossless service to the shaped source at the multiplexer.
Proof
The function gq ( -) : With reference to Figure 4 , an important approximate approach to determining the service rate p so that the overflow probability P(X > B) < q is to use the asymptotic approximation developed in [8] (see also [9] ). Such an approach would be particularly applicable, for example, to VBR voice sources, for which a two state Markov model with exponential on and off times is a standard model. If we write the negative of the slope of the tail of In P(X > B) as ~( p ) , then one approach is to design the shaper by taking Hence, with this approach, we have we interpret CT = 0 to mean that all fluid arrival from a source queues up at its LB buffer, and is served at the rate p (i.e., as the fluid "tokens" arrive). In practice, with discrete arrivals, LT will need to be at least the minimum data unit (e.g., a cell).
Iv. MEASUREMENT BASED ESTIMATION OF p'
We use the Robbins-Monro (RM) stochastic approximation algorithm to obtain the optimal value of p, i.e., p* (see [lo] ). The RM algorithm addresses the problem of finding the root of a function when we can only observe the function values corrupted by noise. It is an iterative algorithm that uses noisy measurements of the function for given values of the argument. and iteratively obtains an estimate of the root.
Consider a function f(p). Suppose that, given the argument p we can observe f ( p ) + IJ where t~ is the measurement noise.
[n the RM algorithm, at the lcth iteration, the current estimate pk is updated as follows
where {uk} is a "gain" sequence. 
A. Detection of Change in Source Characteristics
In practice the source characterisation will change with time, and hence the algorithm should be able to track the value of p*. We view the source as displaying several stationary regimes, each characterized by different LB parameters. In the above algorithm, the gain goes to zero, and hence the algorithm loses its responsiveness to change as the number of iterations increases. There are two approaches. One is to use a small fixed gain in the RM algorithm; this approach is taken, in a different context, in [15]. A better approach is to detect a change in the source and then reset the stochastic approximation gain. We report results for the latter approach here. We have used a simple change detection scheme based on a windowing technique. We define two windows (Figure 9 ). The first window is called the Long Term Averaging (LTA) window, and the second the Change Detection (CD) window. Let the length of the LTA window be Tlta, and that of the CD window be Ted, both integer multiples of the basic measurement period. We take Tit, to be sufficiently large, and Tcd is small. Also, define where p; is the QVP at ith iteration. Similarly define
We declare that the process has changed if the two differ by more than a threshold value 6; i.e., if lelta(Cc) -e,d(k)l > 6.
The choice of 6 is based on a trade off between reacting to measurement errors, and thus causing false alarms, and a delayed response to actual changes in the source statistics (an analysis of such issues in a queueing context is presented in [ 161) . Also, after a change, the value of q t a will keep changing till the full window shifts into the area where the source has the new characteristics; if we keep running this detection algorithm during that period, we will get false alarms. Hence, once we detect a change, we turn off the detection algorithm for (Tit, + Ted) iterations.
v. SIMULATION RESULTS
In the simulation, an on-off Markov Modulated source with a mean on-time of and a mean off-time of R = 170 cellshnit time, delay bound T = 5 and QVP = was used. If we take the unit of time to be lOms and 48 bytes of payload per cell, then these parameters will correspond to a mean on-time of 16.67ms, and a mean off-time of 25ms, peak rate of about 6.5 Mbps, mean rate of 2.6Mbps and delay constraint of 50ms. This could be a characterization of an interactive video source. The delay requirement has to be stringent for lip-synching, if the voice and video are sent by different connections. Also define E = -In ( q ) ; it is E that we plot in the simulation results; note that -In lo-' = 11.513.
There are two columns of plots in the figure; the first column shows the measured value of QVP (E), and the second column shows the iterates of p. Results for 3 measurement intervals are shown.
The gain sequence parameters used are: J = 3 and D = 4; at the kth iteration, the virtual buffer values were B1 = 9 and Bz = %; the scaling factor C $ = 4.
The plots in the first row of Figure 10 show the convergence behavior of the algorithm when the update period is large (here it is 10000 time units). The iterates of p converge to the value 138.9 in just 2 or 3 iterations in Figure 10 ; (an effective bandwidth calculation gives p* = 139.1). The update period of 10000 time units will correspond to 100 sec, which could be a reasonable time period for a video source.
Next we examine the effect of choosing a shorter update period. As the update time period is increased the measurements are less noisy and are closer to being unbiased. Convergence itself is affected when the measurement time is very small (convergence is not evident in the third row of plots in Figure 10 , corresponding to an update period of 100 time units, Le., 1 second). However, convergence is reasonable for 1000 time units, which is equal to 10 seconds for the example above.
Finally we study the change detection algorithm. The values of the change detection algorithm parameters used were: Tlta = 10,Tcd = 4,6 = 4. We take a two-state nonsta- regimes respectively. The update time used here is 1000 time units, In the first subplot, we plot with a solid line the p* given by analysis, and with a dashed line the value given by stochastic approximation algorithm. We see that our algorithm detected all the changes without any false alarm. The stochastic approximation algorithm gives estimate of p' that are near to that given by analysis. In the second subplot in Figure 1 1 ]Remark on renegotiation: In order for the source to benefit from the above technique, the source parameters need to be renegotiated. The renegotiations can be for two reasons, (i) either there was a periodic update of the estimated parameters, or (ii) there was a change in the source characteristics (for example, owing to a change in source coding rate). While, we do not have control over 'direction' of change in the case of change in source characteristics, we should try to renegotiate 'down' in the event of periodic update of leaky bucket parameters, as 'up' renegotiations may be prone to rejection. This will be a major concern with algorithms that are iterative in nature. In some of the iterations, the estimate of the parameters may be an underestimate. We should avoid using these values of LB parameters for renegotiation, since they may lead lo 'up' renegotiations later. The estimated QVP values may help us in deciding which iteration yielded a conservative estimate of parameters. Whenever the estimated QVP is smaller than the required QVP (in the example above this is saying that E > 11.513), the estimate of p* is likely to be conservative, and hence may be a reasonable epoch for renegotiation. With this approach, the plot for E in Figure 11 can be seen to be particularly useful in indentifying renegotiation epochs. This is, however, a topic for further study.
VI. AN APPROACH FOR DETERMINING AN OPTIMAL

VALUE OF 0: LOSSY MULTIPLEXING
Motivated by the result in Section 111, it is reasonable for the source to use a token rate of p*. For lossless multiplexing, and a shaping+muxing delay constraint of T with a QVP = q, the source can use any a value such that 0 5 0 5 Tp', € I , = Tp' -a, and the network sets c = p* and b = U . Thus this approach does not yield a unique value of U (if the linear buffer-bandwidth cost function is used then, of course, u* = 0 minimises such cost). A positive 0 would, however, facilitate statistical multiplexing, and a cell loss ratio comparable to lhe QVP' is permitted then the network resource requirement could be reduced. We denote the CLR by p,.
In this section we develop an approach that will finally yield the shaping parameters (a*, p', R) with U* > 0, and such that the buffer-bandwidth cost will be minimised over all operating points that yield a delay bound of T with QVP % q (p, = q and network CLR pm = 4).
The following bulleted list develops an approach for identilying an optimal C J ' > 0.
'Note that if we think of a cell that is delayed more than T as bang equivalent to cell loss, then a cell loss ratio of q at the network node still yields a Our view of the system is that n homogeneous leaky bucket controlled sources are being fed into the multiplexer at the network node, of capacity nc and buffer size B, (see Figure 2) . The multiplexer inputs are the LB controlled sources Wl(t), Wz(t), , . . , W,(t), each being the output of the corresponding source shaped by ( a , p * , T p * -(T). In Figure 15 , for the S ( t ) model in Section V, we show plots of the cost function. Here A := 5; hence the "cost" is normalised to 0. These results are obtained from a simulation.
We notice that, for a small positive values of Pm (= q = lo-') there is a signijcant reduction in cost for a positive U. As expected, the gain is more for larger n. The minimising values of o can be read off these curves.
We provide a comparison of the values of the shaping parameters o*, p*, B,*, and the per source capacity c, and buffer 6. in Table I , for the three approaches: (i) Peak rate allocation (no shaping at the source), (ii) lossless multiplexing in the network, and (iii) lossy multiplexing in the network. The source model is the one defined at the beginning of Section V.
Approach
I o * I p ' I B , ' ( c b
Peak rate 1 -I -( -1 1 7 0 1 0 With p' being estimated as in Section IV (observe that a is not needed for this), a measurement based technique needs to be developed to determine U* on-line. Such an algorithm will have to run in the network node. Periodically, a renegotiation will need to be done, with the sources providing estimates of p*, and the network node providing estimates of U'; see Fig 
VII. CONCLUSION
In this paper, we have considered statistically identical, peak rate controlled, and leaky bucket shaped sources feeding a multiplexer. For a shaping plus multiplexing delay constraint, and constraint violation probability, we have formulated optimisation problems that lead to network resource minimising choices for the token rate parameter (p), and the token bucket depth (a). For the optimal sustainable rate parameter so obtained, we have studied a stochastic approximation technique for on-line computation of this parameter at the source.
While our treatment of the token rate parameter is fairly complete, work remains to be done on the theory and on-line algorithms for the optimal token bucket depth. In particular, there is an unproven conjecture in Section VI, and a measurement based solution is needed to estimate the optimal token bucket depth.
The homogeneous source and QoS (same T and q) model is appropriate for IP telephony sources being multiplexed at an "IP PBX'. Further work is needed to relax the assumption of We recall that h, (.) is the inverse function of gq (-); since gq ( a ) is decreasing and convex, the same properties hold for hq(-). 
