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Abstract
In computer-administered tests, response times can be recorded conjointly with the corresponding responses.
This broadens the scope of potential modeling approaches because response times can be analyzed in addi-
tion to analyzing the responses themselves. Current models for response times, however, mainly focus on
parametric models that have the advantage of conciseness, but may suffer from a reduced flexibility to fit real
data. This thesis presents two types of semi-parametric models that combine the flexibility of nonparametric
modeling and the brevity as well as interpretability of the parametric modeling. They are
1. Hierarchical proportional hazard model: This model adopts the hierarchical structure suggested by
van der Linden (2007) with the well-known Cox proportional hazard (PH) model in survival analysis.
The PH model is comprised of two parts: the non-parametric baseline hazard and the parametric form
of the examinee’s latent speed. This model acts on the hazard rate, the instantaneous rate at which
the event occurs conditioning on the fact that the event has not occurred so far, and it assumes that a
unit increase in a latent speed is multiplicative with respect to the hazard rate. The model includes the
exponential regression model, Weibull regression model, and many other parametric models as special
cases.
2. Hierarchical linear transformation model: This model is a further extension of the Cox PH model. In
this model, the response times, after some non-parametric monotone transformation, become a linear
model with latent speed as a covariate plus an error term. The distribution of the error term implicitly
defines the relationship between the RT and examinees’ latent speeds; whereas the non-parametric
transformation is able to describe various shapes of RT distributions. The linear transformation model
represents a rich family of models that includes the Cox proportional hazard model, the Box-Cox
normal model, and many other models as special cases. The linear transformation model is again
embedded in a hierarchical framework so that both RTs and responses are modeled simultaneously.
For both new models, we propose two-stage estimation methods. The model checking techniques for both
models are provided to help practitioners decide whether the model is appropriate for a real data set.
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Finally, the applicability of the new models are demonstrated with simulation studies and applications to
actual responses to items.
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Chapter 1
Introduction
Web-based assessment (i.e., on-line testing) is becoming a mainstream form of modern testing due to the
internet’s flexibility, accessibility, and potential capacities for faster data analysis and reporting. It also
makes the collection of examinees’ response times straightforward. The analysis of response times (RTs)
on tests has recently attracted increase interest. A number of publications have demonstrated the utility
of considering RTs on tests. In the realm of personality scales, RTs have been used to measure attitude
strength (Bassili, 1996) or detect social desirability (Holden and Kroner, 1992). They have also been used
as an additional predictor to enhance criterion validity (Siem, 1996). In the field of achievement tests, RTs
have been used to evaluate the speededness of the test, to detect cheating behaviors, and to design a better
test (e.g., van der Linden and Guo, 2008; van der Linden, 2009; Bridgeman and Cline, 2004). However, in
order to use the full diagnostic potential of RTs, psychometric models are needed to analyze the relationship
between the observed RTs and the test takers’ latent traits. There are at least three advantages of developing
such latent trait models: (1) the latent traits underlying the RTs can be used in addition to latent ability
underlying the response accuracy as predictors of future performance, thereby enhancing criterion validity
(Siem, 1996); (2) the estimation of ability can be improved by jointly modeling RTs and response accuracy;
(3) such models can be used in cognitive psychology for more rigorous cognitive theory development (Rouder,
Sun, Speckman, Lu, & Zhou, 2003; Klein Entink, Kuhn, & Fox, 2009b).
In the past couple of decades, researchers tried to formulate models that can maximally explain the
variance of RTs as well as the connections among RTs, item characteristics and examinees’ behaviors.
Most of the models are motivated by the “curve-fitting principle” in the sense that the proposed models
are parametric representations of the underlying RT distributions (e.g., Ronder et al., 2003; Schnipke and
Scrams, 1997; Klein Entink, van der Linden, & Fox, 2009). The models differ in terms of the assumed
response time distributions (e.g., lognormal, exponential, Weibull, and etc), the underlying relations between
ability and response speed, and the nature of the items for which the model is designed (Schnipke and Scrams,
2002). Although the parametric models have the advantage of conciseness, they may suffer from a reduced
flexibility to fit real data. In addition, with an empirical data set, one often needs to fit each parametric model
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separately until a best fitting model is decided based upon some model diagnostic criterion (Schnipke and
Scrams, 1997). Even though, the best fitting model may not be the best one for each individual item in the
item bank. Ranger and Kuhn (2012) demonstrated that the response time distribution differed dramatically
across items within one test. This calls for a flexible model that relaxes the such distributional assumptions.
The idea of proposing a “generalized model” that includes various parametric models as sub-models was
first put forward by Ying and Chang (2005), and one example is the Box-Cox normal model (Klein Entink,
van der Linden and Fox, 2009), where a power parameter was introduced to represent a number of different
transformations. Most recently, Ranger and Kuhn (2012) proposed a generalized linear model with a flexible
link function to model discrete response times. Specifically, their model includes a certain parameter (either
at item level or test level) that determines the form of the link function, and their model unifies both
proportional hazard models and accelerated lognormal failure time models. By fitting the generalized model
to a data set, one can immediately pinpoint the most appropriate parametric form for each item from the
estimation results.
This dissertation proposes another general modeling approach, namely, the semiparametric approach
that reconciles the flexibility of nonparametric modeling and the brevity of the parametric modeling. Two
semiparametric models are developed, one originates from the Cox proportional hazard model, and the other
is built upon the linear transformation model. This latter model only assumes the existence of a monotone,
but otherwise arbitrary transformation of the response times such that the linear model holds. As we will
show, it includes the lognormal model, Box-Cox normal model, proportional hazard model and many other
models.
Because the response time modeling has a long-term history, much wisdom has been accumulated. Also
because this dissertation is motivated by the cutting-edge development in survival analysis, as a prelude for
the next two chapters, brief introductions to both the current RT models and the survival analysis techniques
are presented below.
1.1 Current Models for Response Time
Response time has been a preferred dependent variable in cognitive psychology since the mid-1950s (Luce,
1986). For relatively uncomplicated cognitive tasks such as Posner’s perceptual matching task (Posner
and Boies, 1972), response times naturally indicate the processing procedures required by an individual to
complete a task. The main idea being that the more (cognitive) steps or processes required to complete
a task, the longer the response or reaction time. In testing, Gulliksen (1950) first coined the distinction
2
between power tests and speed tests. In a pure speed test, the items are easy and the examinees are asked
to answer as many items as possible within a limited time period. The goal is to measure how quickly
the examinees answer those items. In this sense, the speed test is similar to the simple cognitive tasks.
In the pure power test, on the other hand, the items differ in difficulty and there are no time limits. For
these tests, examinees’ response accuracies are of interest. In practice, although most of the tests (especially
achievement tests) are power test, they also contain a speed component in that they are administered with
a certain time limit.
Klein Entink et al. (2009a) summarized three different approaches that have been taken in the past to
model RT. Here we briefly review each approach with representative examples. Under the first approach,
only RT is modeled (Scheiblechner, 1979) such that it is mainly applicable to speed tests that have strict
time limits. Within this category, Rouder et al.(2003) proposed a model based on Weibull distribution. In
their model, the response time (also called reaction time in cognitive psychology) tnj for person n on item
j has the density
f(tnj) =
pin(tnj − ψn)pin−1
σpinn
exp
{
−
[
tnj − ψn
σn
]pin}
, tnj > ψn, (1.1)
where ψn, σn and pin are the shift, scale and shape parameters, respectively. Without incorporating any item
level parameters, the model in (1.1) treats the RT for a given person as identically distributed across items,
that is, characteristics of items do not impact RTs. This assumption is reasonable for the experimental
paradigm (Rouder et al., 2003) where every stimuli in each trial requires almost the same cognitive process.
The assumption might also hold when analyzing the “addition test” given to the second graders. Because
in that test, the test takers can add single digit numbers (say, 100 of them) in 2 or 3 minutes, and every
item has quite similar difficulty. When items differ in a test, Scheiblechner (1979) suggested exponential
distribution of RT for person n responding to item j with density
f(tnj) = (τn + γj) exp[−(τn + γj)tnj ]. (1.2)
In this model, τn is the person speed parameter, γj is the item speed parameter. Similar to the linear-logistic
test model (LLTM; Fischer, 1973), γj can be further decomposed into fine-grained component process as
γj =
K∑
k=1
ajkηk, (1.3)
where ηk indicates the time intensity of component process k, and ajk is the weight with respect to com-
ponent k within item j. Maris (1993) proposed using a more general gamma distribution but with similar
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parameterizations as in (1.2). Although these well-established models are not explicitly characterized in
the survival analysis framework, notice that Weibull, exponential and gamma distributions are all common
parametric survival time distributions.
The second approach focuses on separate analysis of RTs and response accuracy. For instance, Gorin
(2005) regressed log-transformed RTs on decomposed item difficulty parameter. Similar ideas are seen in
Embreston (1998) and Primi (2001). Mulholland, Pellegrino, and Glaser (1980), on the other hand, used
analysis of variance to predict RTs by item characteristics. Schnipke and Scrams (1997) proposed a lognormal
model with a linear composition of its mean parameter into a general-level, person, and item component.
That is, the logarithm of the time of nth examinee answer to the jth item is decomposed as
log Tnj = µ+ δj + τn + εnj , (1.4)
where µ is the grand mean response-time for the item bank and the examinee population, τn reflects the
speed of examinee n, δj reflects the time intensity of item j, and εnj ∼ N (0, σ2). The same model was
used to control differential speededness (van der Linden et al., 1999) and to detect the examinees’ aberrant
behaviors (van der Linden and van Krimpen-Stoop, 2003). In this approach, RTs and responses are modeled
separately assuming these two variables vary independently. However, this assumption may not hold and
thus a third approach was proposed.
The third approach advocates joint modeling of both RTs and responses, and such models include those
proposed by Thissen (1983), van der Linden (1999), Roskam (1997), Wang and Hanson (2005), just to name
a few. A major group of models in this category is motivated by the idea of a speed-accuracy relationship.
Cognitive psychologist often focused on the within-person relationship, i.e., whether a person’s response
accuracy will decrease if he or she chooses to perform a task more quickly? This is termed as “speed-
accuracy” tradeoff. The psychometricians, however, are more interested in the across-person relationship
between speed and accuracy. For example, one question that psychometricians often explore is whether
examinees with higher ability tend to answer the items faster. Both types of speed-accuracy relationships
are considered within the model suggested by Verhelst, Verstralen, and Jansen (1997), or Thissen (1983).
In their models, the speed-accuracy tradeoff is reflected by letting response accuracy dependent on the time
devoted to the item—spending more time on an item increases the probability of a correct response. The
speed-accuracy correlation across examinees is reflected by the separate parameters of examinees’ ability (or
mental power) and speed. Specifically, Verhelst et al.(1997) modeled the probability of a correct response
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on item j by examinee n as
Pj(θn, τn) = [1 + exp(θn − ln τn − bj)−pij ], (1.5)
where bj is the difficulty parameter for item j, θn and τn are the ability and speed parameter for the nth
person, and pij is an item-dependent shape parameter. For pi = 1, the model reduces to a Rasch type
model with ξn = θn − ln τn replacing the traditional ability parameter. The speed-accuracy tradeoff is just
reflected through ξn. That is, if a person decides to increase the speed τn, ξn will decrease and so does
the correct response probability. Roskam (1997) proposed a similar model that is a Rasch model with an
additive parameter structure incorporating logarithm of time as a regressor
Pj(θn) = [1 + exp(θn + ln tnj − bj)−1]. (1.6)
The model assumes a speed-accuracy tradeoff directly between the ability of the test taker and the actual
time spent on a test item; less time on an item results in a higher speed and lower accuracy. Model (1.6)
assumes that the actual RT is equivalent to examinees’ speed. Though this assumption may be reasonable
in the experiment paradigm, it may not hold in testing, in particular when each person takes a different set
of items as in adaptive testing. Therefore, it is necessary to make a distinction between the RTs on the items
and the speed at which the examinees’ operate throughout the test. In this sense, a better way to measure
speed is through distinct parameterizations of examinees’ speed and items’ time intensity. Such a modeling
idea is reflected in Thissen (1983)’s model that takes the following form:
lnTnj = µ+ τn + βj − ρ(ajθn − bj) + ²nj , (1.7)
where ²nj ∼ N(0, σ2). The normally distributed error term indicates that the model belongs to the lognormal
family. Parameters τn and βj can be interpreted as the speed of the examinee and the amount of time required
by the item. The parameter µ is a general intercept parameter, aj , bj , and θn are the item discrimination,
item difficulty and examinee ability parameters respectively. The term ρ(ajθn−bj) represents a regression of
a two-parameter response model on the logarithm of time with ρ being the regression parameter. The speed
accuracy tradeoff is indicated by the term ρ(ajθn−bj) when ρ < 0. When ρ > 0, the speed accuracy relation
reverses. A similar idea was adopted by Ferrando and Lorenzo-Seva (2007) in modeling response time data
from binary personality items, and the only change is the regression term. Instead of using (ajθn− bj), they
used a distance measure δij =
√
a2j (θi − bj)2 based on a distance-difficulty hypothesis in personality theory.
Van der Linden (2007) argued that although the speed-accuracy tradeoff is prevalent in reaction-time
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research, on a test with a reasonable time limit, there is no need to incorporate a tradeoff in a RT model
for a fixed person and a fixed set of test items (van der Linden, 2007). In other words, the tradeoff is a
within-person constraint only, and it does not provide information to predict the speed or accuracy of one
person from another. Therefore, the speed at which the test taker operates on the items should be assumed
as a latent trait, and the response accuracy should only be determined by the examinees’ abilities. In fact, as
early as 1930, Kennedy (1930) found that individuals tended to perform at a consistent rate of work across a
variety of cognitive tasks, even after partialing out the intelligence difference (Schnipke and Scrams, 2002).
This conclusion is supported by Tate (1948), who investigated the speed accuracy relationship on number
series, arithmetic reasoning, and spatial relations questions. He found that when accuracy was controlled,
the fastest examinees were not the most accurate but fast subjects were consistently fast and slow subjects
were consistently slow. These results illuminate that we need to model accuracy exclusively dependent on
ability, and response time exclusively dependent on examinees’ latent speeds. But on the second level of the
model, the speed and ability can be correlated. The correlation may differ depending upon the test context
and content (Schnipke and Scrams, 2002).
Following this argument, van der Linden (2007) proposed a hierarchical framework, in which RT and
responses are modeled separately at the measurement model level; and at a higher level, a population model
for the person parameters (speed and ability) is constructed to account for the correlation between them.
This model distinguishes the speed-accuracy tradeoff within a person from the speed-accuracy correlation in
the population. The formulation of the model is as follows. At the first level, two models for the responses
and RTs are specified separately. Responses are assumed to follow a three-parameter logistic (3PL) model:
Pj(θn) = cj + (1− cj) exp[aj(θn − bj)]1 + exp[aj(θn − bj)] , (1.8)
where aj , bj , and cj represent item discrimination, difficulty and guessing parameters. For the RTs, a
lognormal model with separate person and item parameters was adopted (van der Linden, 2006),
Tnj ∼ f(tnj ; τn, αj , βj) ≡ αj
tnj
√
2pi
exp
{
−1
2
[αj(ln tnj − (βj − τn))]2
}
, (1.9)
where τn, βj and αj are the speed parameter for examinee n, the time intensity and discriminating power
of item j, respectively. At the second level, ξn = (θn, τn) is assumed to be randomly drawn from a bivariate
normal distribution, with mean vector µp = (µθ, µτ ), and covariance matrix Σp =
 σ2θ σθτ
σθτ σ
2
τ
 . Anal-
ogously, the item parameter vector ψj = (aj , bj , cj , αj , βj) is also assumed to follow a multivariate normal
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distribution with mean vector µJ = (µa, µb, µc, µα, µβ)′, and covariance matrix
ΣJ =

σ2a σab σac σaα σaβ
σba σ
2
b σbc σbα σbβ
σca σcb σ
2
c σcα σcβ
σaα σαb σαc σ
2
α σαβ
σβa σβb σβc σβα σ
2
β

.
Several recent attempts have been made to extend the above hierarchical model for more complicated
applications. For example, instead of only considering log transformation of RT, Klein Entink, van der
Linden and Fox (2009) considered a broader class of Box-Cox transformations (Box and Cox, 1964). This
generalization leads to a normal model for the transformed RTs,
T (v) =

tvnj−1
v ∼ N(βj − τn, α−2j ) v 6= 0
log tnj ∼ N(βj − τn, α−2j ) v = 0
Here T denotes the original time and T (v) denotes the Box-Cox transformed time. It is apparent that the
lognormal distribution belongs to the Box-Cox transformation. Further, Klein Entink, Fox and van der
Linden (2009) proposed a multivariate multilevel model for mixed response variables (binary responses and
continuous RTs). Their model allows for the incorporation of explanatory variables to identify factors that
explain variation in speed and accuracy between individuals who may be nested within groups. Another
attempt was made by Klein Entink, Kuhn, Hornke and Fox (2009). They proposed a joint modeling approach
by use of responses and RTs to evaluate cognitive theory. Their model takes a similar structure as van der
Linden’s (2007) hierarchical model, and the innovation is to decompose each item parameter based on the
detailed cognitive process as required by the item in order to support the cognitive theory that underlies the
item design (Klein Entink et al., 2009b).
1.2 Mixed (Multilevel) and Conditional Regression Perspective
The construction and evolution of response time and response accuracy modeling can also be summarized
from mixed and conditional regression perspectives. When analyzing the experimental data from cognitive
psychology, there is much literature on the speed-accuracy tradeoff (Kahane and Loftus, 1999) and on
mathematical processing models for response speed and accuracy (Luce, 1986; Ratcliff, 1988). These models,
however, do not distinguish between person and item parameters, and they are only applicable to within-
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subject analysis of a series of replications of the same stimuli in a psychophysical discrimination or detection
task (van Breukelen, 2005). On the contrary, in testing or in cognitive tests that typically include tasks like
analogical reasoning or series completion, the items vary by difficulty and there is only one replication per
person per item. A better approach for this application is, therefore, an extension of item response theory
models into the simultaneous modeling of both speed and accuracy as functions of the person and item
parameters, such as the models that will be proposed in this dissertation.
The traditional IRT modeling and fixed effects logistic regression can be combined into what is known
as mixed or conditional logistic regression. For instance, let the log-odds of a correct response by person i
on item j as
log
[
pij
(1− pij)
]
= β0i + β1iX1ij + ....+ βpiXpij , (1.10)
where pij is the correct response probability by person i on item j, and X1 to Xp represents observed
covariates that could either be between-subject (person level) variables such as age or gender, or within-
subject (item level) variables like the number of cognitive steps needed to solve an item, or interaction of
both. If the covariate is the response time spent on the item, this model inherently models the speed-accuracy
tradeoff. The parameter β0i is person dependent intercept, β1i through βpi are person dependent regression
weights. The well-known Rasch model can be viewed as one special case of model (1.10) (van Breukelen,
2005).
Similarly, response time could also be modeled via linear mixed modeling approach (Verbeke and Molen-
berghs, 2000). Because response times are frequently assumed as following a lognormal distribution within
persons and items, the mixed model could be
log(tij) = γ0i + γ1iX1ij + .....+ γpiXpij + eij , (1.11)
where eij is normally distributed error term. As in (1.10), γ0i through γpi are person level intercept and
slopes. The above two mixed regression models treated persons as random but items as fixed. However,
as both subjects (persons) and items can be regarded as random samples from a population of people and
a population of items, one can define random residuals for both subjects and items. When subjects and
items are in a non-hierarchical relationship, such a model is referred to as a crossed random effect model
(Raudenbush, 1993). For instance, Baayen, Davidson, and Bates (2008) proposed a mixed effects modeling
approach with crossed random effects for subjects and items, their model can be expressed as
Tij = β0 + β1X1i + β2X2j + τi + α1j + εij , (1.12)
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where Tij represents response time for subject i on item j, τi ∼ N (0, σ2τ ) and α1j ∼ N (0, σ2α1) denote the
random intercepts for subject (i.e., examinees’ latent speed) and item, respectively, where as X1i and X2j
denote the fixed effects. In this model, there is no by-subject or by-item random slopes for simplicity. εij
is the by-observation error term. Here the response time itself is modeled directly, but sometimes, certain
transformation of response time, say, log transformation, could be imposed first. Following the similar
argument, Jaeger (2008) proposed a similar model for response accuracy as
ln
(
pij
(1− pij)
)
= β0 + β1X1i + β2X2j + θi + α2j + εij , (1.13)
with θi ∼ N (0, σ2θ) and α2j ∼ N (0, σ2α2). Large values of θ correspond to higher participant error rate (i.e.,
lower ability) and large values of α2 indicates the items have higher difficulty.
The estimation of response time and response accuracy models are separately discussed in Baayen et al.
(2008) and Jaeger (2008). Loeys, Rosseel and Baten (2011) recently proposed a joint model by imposing a
joint multivariate distribution on the vector of all random effects for subject and item, as follows
Σs =
 σ2τ ρθτσθστ
ρθτσθστ σ
2
θ
 ,
and
Σs =
 σ2α1 ρα1α2σα1σα2
ρα1α2σα1σα2 σ
2
α2
 .
The parameter ρθτ measures the correlation between speed and ability at subject level, whereas ρα1α2 mea-
sures the correlation between time intensity and difficulty at item level. This modeling approach resembles
van der Linden (2007)’s hierarchical framework.
1.3 Survival Analysis and Educational Measurement
Survival analysis is a branch of statistics that concerns the analysis of time-to-event data. Some of the
questions survival analysis try to tackle are: what is the proportion of a population that will survive beyond
a particular time; among the survivors, at what hazard rate will they die or fail; what factors and how
will the factors affect the survival probability or hazard rate of a population. The primary objective of
interest is the survival function, specifying the probability that the occurrence (death) of an event is later
than some particular time. Survival function is often defined as S(t) = P (T > t), where t is some time,
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and T is a random variable denoting the time of death. The survival function must be non-increasing, i.e.,
S(t1) ≤ S(t2) if t1 ≤ t2. This reflects the idea that survival to some later time requires survival at all earlier
times as well.
Survival analysis has benefited medical scientists in the study of mortality due to chronic diseases, and
has helped industrial statisticians to model the longevity of machinery and parts in manufacturing processes.
In principle, survival analysis techniques could be used in any science in which outcomes are measured as
the time until an awaited event (Douglas, Kosorok and Chewning, 1999). Psychology is also a specific area
that survival analysis can shed light on. For instance, Douglas et al. (1999) proposed a discrete version
of proportional hazard frailty model to explain the substance abuse of youths. In particular, they modeled
the ages at which youths first try alcohol, cigarettes, marijuana, and inhalants, as a function of their latent
psychological abilities to abstain from substance abuse. Another example is by Singer and Willett (1993)
who used discrete-time survival analysis to study whether and, if so, when the public school teachers stopped
teaching between their first year of teaching and the year when the data collection ended. The discrete-time
hazard model proposed in their paper not only answers these descriptive questions but also models the
relationship between event occurrence and predictors as well. The specific area in educational measurement
that survival analysis come into play is response time analysis. Response time (RT) is the time period from
the onset of an item until examinee provides an answer to the item. If viewing “giving a response” as an
event, RT shares the same meaning as the survival time in biostatistics, and therefore RT can be modeled
directly through the survival function S(t).
The most common way to estimate S(t) is through the now ubiquitous Kaplan-Meier estimator (named
after Edward L. Kaplan and Paul Meier), also known as the product-limit estimator. It is a non-parametric
estimator derived from counting process. The specific construction of Kaplan-Meier estimator is as follows.
For the jth item, let the observed response time for the N examinees answering this item be t1 ≤ t2 ≤ · · · ≤
tN . Corresponding to each ti is the number of examinees ni whose RTs are longer than ti (“at risk” set)
and the number of examinees di who give response to item j at ti. The Kaplan-Meier maximum likelihood
estimator Sˆ(t) is a product
Sˆ(t) =
∏
ti≤t
(1− di
ni
). (1.14)
Sˆ(t) is a non-decreasing step-function, with steps at ti, 1 ≤ i ≤ N . The original Kaplan and Meier paper
that appeared in 1958 is one of the most heavily cited papers in all of the sciences (Hubert & Wainer,
unpublished). The importance of Kaplan-Meier curve is apparent in medical/pharmaceutical areas. In
educational measurement, Kaplan-Meier curve also provides an overall description of the response time
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distribution of an item. For example, Kaplan-Meier curve indicates on average what the probability equals
that an examinee answers item j within a time period ti. Oftentimes, harder items require longer time to
answer, and therefore, the Kaplan-Meier curves of the difficult items are often flatter than those of easy
items. Another advantage of the Kaplan-Meier estimator is that it has a closed form variance estimator
(e.g., the Greenwood formula), and therefore the confidence band around the Kaplan-Meier curve is easily
specified.
1.3.1 Regression Models
The Kaplan-Meier estimator only provides a marginal view of the RT distribution for an item, and it does not
consider the item-person interaction, that is, the same item may have a different RT distribution for different
examinees. To incorporate examinees’ parameters (that can be viewed as covariates) into the analysis of
RT, we need to resort to regression models. In survival analysis, the covariates can enter into the model in
a similar way as in common regression models. In the following, we will separately review two groups of
regression models, parametric models and semi-parametric models.
The parametric models assume a fully parametric form of the survival function, or equivalently, the
hazard function of response time. The hazard function (usually denoted as h(t)) is the instantaneous rate
at which events occur. It is defined as
h(t) = lim
δt→0
P [t ≤ T < t+ δt|T ≥ t]
δt
.
In psychological terms, the hazard rate can be viewed as the processing capacity of an individual, the
individual’s relative ability to perform mental work in a unit of time. Individuals with a high hazard rate
(high conditional probability of finishing the task in the next moment) have a high processing capacity and
work more intensely (Wenger & Gibson, 2004). The hazard rate relates to the survival function through
S(t) = exp[−H(t)], where H(t) = ∫ t
s=0
h(s)ds is the cumulative hazard function. Taking exponential model
as an example, the hazard function at time t for an item with covariate Z can be written as
h(t|Z = z) = λc(z).
In this model, the hazard rate for a given Z is a constant characterizing the exponential distribution. The
covariate can be any observed or latent variables, such as the examinees’ demographic information, their
latent ability, and the like. The function c(·) may be parameterized in a number of ways, oftentimes, the
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effects of the covariates are reflected through a linear function, Z ′β, and therefore
h(t|Z = z) = λc(z′β).
Here β′ = (β1, ..., βp) are regression parameters and c is a specified functional form. The choice of c depends
on the particular data being considered, and three common forms have been used in the past (e.g., Feigl
& Zelen, 1965): (1) c(Z) = 1 + Z, (2) c(Z) = (1 + Z)−1, and (3) c(Z) = exp(Z). The first two forms
correspond to (1) the hazard rate and (2) mean survival time, being linear functions of Z. The last form
that is also the most widely used form, assumes that a unit increase in a covariate is multiplicative with
respect to the hazard rate.
Now consider the model with hazard function
h(t|Z = z) = λ exp(z′β). (1.15)
Taking log transformation on both sides yield a model specifying that the log hazard rate is a linear function
of the covariate Z. In terms of the log survival time, Y = log T , the above model can be reparameterized as
Y = α−Z ′β +W, (1.16)
where α = − log λ and W follows the extreme value distribution. The model in (1.16) can be viewed as a
log-linear model, and it is a linear model for Y with the error term W having an extreme value distribution.
Another well-known parametric regression model is based on Weibull distribution, with the covariate
entered into the model in essentially the same way. Specifically, the conditional hazard is expressed as
h(t|Z = z) = γλ(λt)γ−1 exp(z′β). (1.17)
Due to the exponential link function (i.e., c(Z) = exp(Z)), the effect of the covariates is again acting
multiplicatively on the Weibull hazard. By the same token, let Y = log T , the model (1.17) can be expressed
in the linear form as
Y = α+Z ′β∗ + σW, (1.18)
where α = − log λ, σ = γ−1 and β∗ = −σβ. The error term W again follows standard extreme value
distribution.
The exponential and Weibull regression models suggest two different generalizations. On one hand, the
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covariates in both models (1.15) and (1.17) act multiplicatively on the hazard function. This generalization,
as will be shown below, suggests a typical semi-parametric model called the relative risk model or Cox model.
On the other hand, both of these models can be expressed in a log-linear form; that is, the covariates act
additively on the log transformed time Y , and this general class of log-linear models is called the accelerated
failure time model.
In the above models, the covariates are assumed to be observed. Biostatisticians first recognized the
usefulness of latent variables to model survival times that are correlated due to either repeated measurements
taken on a single subject, or measurements of a common variable taken on genetically associated subjects.
These needs gave rise to frailty models, in which a latent frailty random variable is included in the model
to account for possible correlations in failure time distributions (Clayton, 1991; Clayton and Cuzick, 1985).
The frailty variables may be viewed as random effects and usually only the influence of the explanatory
covariates on failure time is the primary concern. Douglas et al.(1999) used the frailty model in psychology,
and their model is a similar version of the conditional proportional hazard model (Clayton and Cuzick,
1985), in which the hazard function for each failure time is a product of the baseline hazard, frailty random
variable, and covariate effects. The unique feature of their model is that it has an item-level parameter that
measures the influence of the latent variable on the failure time. Thus separate items differ with respect to
the extent that the latent variable influences responses. In fact, the Cox PH model represents a standard
approach in survival time analysis, it makes only very mild distributional assumptions and, is a flexible
semiparametric model. However, it is only very recently that the Cox model has been introduced in the filed
of measurement to analyze response times (Ranger and Ortner, 2011). In Chapter 2 of this dissertation,
we propose to use Cox model for RT analysis, and that chapter is complementary to Ranger and Ortner’s
earlier research.
A third widely used parametric regression model comes from log-normal distribution of time (van Breuke-
len, 2005; van der Linden, 2007). The lognormal regression model takes the following form in general
log(t|Z = z) = z′β + ε,
where ε ∼ N (0, σ2). Then the hazard function can be written as
h(t) =
1
tσφ
(
log t−z′β
σ
)
Φ
(− log t+z′β
σ
) ,
where φ(·) and Φ(·) are the probability density function and cumulative density function of the standard
normal distribution, respectively. Apparently, the covariate is not multiplicatively related to the hazard
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function, and the effect of the covariates cannot be written in an exponential link function as in exponential
or Weibull regression models. Because of these reasons, the lognormal regression model is not a special case
of the proportional hazard model. However, it does belong to the linear transformation model family, and
this drives the development of the second new model in the dissertation. In Chapter 3, we will review the
linear transformation model, and show how it subsumes both Cox model and lognormal model as special
cases.
A semi-parametric extension of the above parametric models with exponential link function leads to
the Cox proportional hazard model. The Cox model combines the parametric regression term with a non-
parametrically defined baseline hazard function. Therefore, the hazard function of the Cox model is expressed
as (Cox, 1972)
h(t|θ) = h0(t) exp(z′β).
Here the non-parametric baseline hazard h0(t) reflects the flexibility of the model to accommodate a variety
of different shapes of RT distributions, whereas the regression term succinctly summarizes how RT changes
with the covariates. When the baseline hazard is a constant, this model becomes the exponential regression
model; when the baseline hazard takes the form of h0(t) = γ(λt)γ−1, the model becomes Weibull regression
model. In light of this, the Cox model is flexible enough to represent different RT distributions, and thus it
serves as a good candidate for modeling RTs. The new model proposed in Chapter 2 derives from the Cox
model with a frailty term, and the frailty represents the examinee’s latent speed.
1.3.2 Model Diagnostic Techniques
Model fit and adequacy checking play an important role in survival analysis. In the classical survival analysis
framework, an assessment of the hazard function is usually done through so-called hazard plot. Specifically,
a parametric specification for the hazard, h(t), can be checked using an empirical estimate of h(t), say, hˆ(t).
Plots of hˆ(t) versus t(or log(t)) are compared with plots assuming the parametric model. Another approach
is based on residual analysis, in which a theoretical or empirical Q-Q plot (see, e.g., Cox and Oakes, 1984;
Therneau et al., 1990) is developed for certain exponential or martingale based residuals. In this section,
we will introduce the second approach in detail for the Cox model under both frequentist and Bayesian
paradigms.
In frequentist paradigm, the Cox-Snell (1968) residual can be used to assess the overall fit of model.
For item j, denote the observations as (T i, δi,Zi), i = 1, 2, ..., n. For simplicity, we assume Zis are time
independent; and also due to the fact that all RTs in tests are observed, we drop the censoring indicator δi in
the following. Suppose the proportional hazard model h(t|Zi) = h0(t) exp(Z ′iβj) has been fit to the model. If
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the model is correct, then the true cumulative hazard function conditional on Z, H(T |Z), has an exponential
distribution with hazard rate equal to 1. This conclusion holds because H(T |Z) = − ln[1− F (T |Z)] where
F (T |Z) is the cumulative distribution function and it follows uniform distribution. So the cumulative
distribution function of H(T |Z) is 1− exp(−H) that is exactly the c.d.f of the unit exponential distribution.
Now, let βˆ denote the maximum likelihood (it is actually the partial likelihood that will be introduced in
Chapter 2) estimate of β, and let Hˆ0 denotes the estimator of the baseline hazard rate. Then the Cox-Snell
residual for the ith examinee and jth item is defined as
rij = Hˆ0(ti) exp(Z ′iβˆj). (1.19)
It is easy to notice that rij will be approximately exponentially distributed with hazard rate 1, given that
the proportional hazards model is correct and Hˆ0 is close to H0 and βˆ is close to β. To check whether
the rijs behaves as a sample from a unit exponential, the Nelson-Aalen estimator of the cumulative hazard
rate of the rij , i = 1, ..., n can be computed for each item separately. If rijs are from a unit exponential
distribution, then this estimator should be approximately equal to the cumulative hazard rate of the unit
exponential HE(t) = t. Thus, a plot of the estimated cumulative hazard rate of the ri, Hˆr(rij), versus rij
should be a straight line through the origin with a slope of 1.
Here we only review the Cox-Snell residual for the simplest case where the covariates do not depend on
time. This assumption is reasonable in response time research where the covariates often include examinees’
abilities, speed, or other demographic variables such as age, social economic status, etc. Assuming fixed
ability and fixed speed for a person during the test, stationarity assumptions leads to standard item response
modeling (van der Linden 2007). However, if time-dependent effects such as fatigue or practice are modeled,
more complex models need to be constructed and the Cox-Snell residual can be modified accordingly.
For the parametric regression model, the Cox-Snell residual is redefined to incorporate the specific para-
metric form of the baseline hazard rate. For example, the Cox-Snell residuals for the exponential and
Weibull regression models are ri = λˆti exp(Z ′iβˆj) and ri = λˆ exp(Z
′
iβˆj)t
αˆ
i , respectively. In fact, examination
of model fit with the Cox-Snell residual is equivalent to that done using the standardized residual based
on the log-linear model representation. To be specific, we define the standardized residual by analogy with
those used in normal regression theory as
ri =
log Ti − αˆ− Zˆ ′iβj
σˆ
. (1.20)
If a Weibull model holds, then the ri’s should be a sample from standard extreme value distribution; if the
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log normal distribution holds, these residuals should follow a standard normal distribution.
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Chapter 2
The Hierarchical Proportional Hazard
Model
This chapter introduces a new hierarchical proportional hazard model to model RTs and response accuracy
simultaneously. A critical feature of the model is that examinees’ abilities are distinguished from their latent
speed and separate latent traits are assigned to both of them. This leads to the key assumption of the
current model: a test taker operates at a fixed level of speed during the course of the tests. This stationarity
assumption excludes changes in behavior during the test due to fatigue, learning, strategy shifts and other
factors. The hierarchical framework proposed by van der Linden (2007) is adopted here. Measurement
models at the first level separate the variability in the observed responses and RTs into item and person
effects. At a higher level, we assume the examinee’s ability θ and latent speed τ are from a bivariate normal
distribution. The specific formulation of the model is as follows.
First-Level Model. At the first level, two models for the responses and RTs are specified separately. For the
item response model, any appropriate parametric model may be used, but we focus on the three-parameter
logistic model:
Pj(θi) = cj + (1− cj) exp[aj(θi − bj)]1 + exp[aj(θi − bj)] , (2.1)
with aj , bj , and cj representing item discrimination, difficulty and guessing parameters. For the response
times, the Cox PH model is chosen and the hazard function for RTs is
hij(t|τi) = h0j(t) exp(βjτi) (2.2)
where the survival function is
p(tij ≥ t|τi) = Sij(t) = exp
[
−
∫ t
0
h0j(s) exp(βjτi)ds
]
, (2.3)
where τi ∈ R is the speed parameter for test taker i. The subscript j in h0j implies that different shapes of
the RT distributions are possible for different items, and βj is the regression parameter (i.e., slope). When
βj is positive, the higher the τi, the shorter the RT will tend to be. When βj is negative, it means examinees
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with higher answering speed tend to take a longer time to finish the item. This measurement model resembles
the one proposed by Ranger and Ortner (2011). The βj coefficient also determines the influence of the latent
speed on the hazard rate. In a psychological sense, it controls the increase in processing capacity that is due
to a unit increase in the latent speed. Notice that in traditional survival analysis, the regression parameter is
interpreted in a relative sense. But in educational measurement, it is important to be able to make inference
about examinees and items, such as how much time is required for each examinee on a particular item on
average. Therefore, both the regression parameter and baseline hazard have to be estimated accurately.
This point is re-emphasized in the model estimation section below. As every constant multiplier can be
absorbed in the baseline hazard rate, the linear predictor βjτi does not include an intercept term. The item
time intensity is reflected in the baseline hazard, and more clearly via equation (2.3). In general, items with
lower cumulative hazard H0(t) tend to be more time consuming.
Second-Level Model. This part of the model captures the joint distribution of the person parameters in
a population. The values of ξi = (θi, τi)′ are assumed to be randomly drawn from a bivariate normal
distribution, i.e.,
ξi ∼ f(ξi;µp,Σp) ≡
|Σ−1p |1/2
2pi
exp
[
−1
2
(ξi − µp)TΣ−1p (ξi − µp)
]
, (2.4)
with mean vector
µp = (µθ, µτ ),
and covariance matrix
Σp =
 σ2θ σθτ
σθτ σ
2
τ
 .
Identifiability. To establish identifiability, we suggest the constraints µθ = 0, σ2θ = 1, µτ = 0, σ
2
τ = 1. Here,
the first two constraints are standard in IRT parameter estimation, when item parameters are unknown.
The last two constraints fix the scale of τ to remove the tradeoff between βj and τi and they also fix the
scale of h0.
Model Assumption. Following van der Linden (2007), this model has three independence assumptions. They
are
• Independence between responses given θ, that is
f(yi1, · · · , yiJ |θi) =
J∏
j=1
f(yij |θi) (2.5)
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• Independence between response times given τ . This assumption is defined as
f(ti1, · · · , tiJ |τi) =
J∏
j=1
f(tij |τi), (2.6)
• Independence between responses and response times given θ and τ . That is
f(ui1, · · · , yiJ ; ti1, · · · , tiJ |θi, τi) =
J∏
j=1
f(yij |θi)f(tij |τi) (2.7)
In van der Linden (2007)’s model, he imposed a covariance structure on item parameters, whereas we
assume the item parameters are independent of one another. There are three reasons. First, according to
the results in van der Linden (2007), only the correlation between item time intensity and item difficulty
is non-zero (with posterior mean 0.3), all the rest correlations are either very close to 0 or have posterior
confidence interval covering 0. Second, the item time intensity information in the new model is reflected in
the non-parametric baseline hazard h0j(t), whose correlation with the item difficulty bj is not easily modeled.
Only when the parametric form of h0j(t) is known, for instance, in exponential model, h0j(t) = λj , that one
can model the correlation between λ and b. In this case, because Sij(t) = exp[− exp(βjτi)(λjt)], λ and b
should be negatively correlated, indicating that more difficult times are more likely to be time consuming.
Third, as shown in our simulation study below, even when the correlation between item time intensity and
item difficulty is ignored, the estimation accuracy will not be significantly affected.
2.1 Model Estimation
The goal of our investigation is to accurately estimate θ and τ , as well as the regression parameter β in
response time model of (2.3) and item parameters in (2.1). In many Cox frailty model applications, only the
regression parameter β and frailty τ need to be estimated, but in our case, in order to make inference about
the examinees and items, the non-parametric cumulative baseline hazard H0 also needs to be estimated.
Several approaches were proposed in the past to estimate both parametric and non-parametric parts of the
Cox model, such as estimation based on a spline approximation of the baseline hazard rate (Cai, Hyndman,
& Wand, 2002) or estimation based on piecewise exponential models (Friedman, 1982). Two approaches
that have advantages (Ranger and Ortner 2011) are (1) estimation by treating response time as discrete
variable (McCullagh, 1980), such that the Cox model can be viewed within the generalized linear model
framework and standard software can be used for model estimation; (2) estimation based on partial likelihood;
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this approach does require categorization of the response times and thus it is more efficient (Ranger and
Ortner 2011). Ranger and Ortner (2011) explored both methods, and they employed a divide-and-conquer
approach by estimating the parametric part first and non-parametric part secondly. We proposed a two-
stage estimation method that shares the same principle, but instead of using partial likelihood within the
marginalized maximum likelihood framework, we used it within the Markov chain Monte Carlo (MCMC)
framework.
Marginal likelihood inference involving latent variables is usually challenging because of the integrals
that are sometimes numerically intractable. One approach that avoids such difficulties is to use the MCMC
method to obtain draws from a distribution that has a density proportional to the joint posterior distribution
of the item and person parameters. Another motivation for using the MCMC method is that in computerized
adaptive testing (CAT), every test taker is given different items, based on his or her adaptively estimated
θ level. So the random sampling of θ (or τ due to the possible correlation between them) from a common
distribution can not be assumed. We wish for our estimation technique to allow for data obtained by
CAT. Consequently, the usual marginal likelihood approaches used in latent variable modeling are no longer
appropriate.
Estimating Cox’s PH frailty model with MCMC is not entirely new. Clayton (1991) used Gibbs sampling
to fit frailty models to clustered failure data. He sampled iteratively from the full conditional distribution
of H0j and all parameters with H0j as an independent increment gamma process (Kalbfleisch, 1978). Gray
(1994) used a piecewise constant baseline hazard and also included it as a parameter to be updated in
the MCMC scheme. Similarly, Douglas et al.(1999) modeled the discrete failure time, and treated the
baseline hazard as a constant at each time point, which again was incorporated in the MCMC algorithm.
Most recently, Henschel, Engel, Holzel, and Mansmann (2009) treated the baseline hazard with a stepwise
constant function as well as a cubic spline. Sharef, Strawderman, Ruppert, Cowen, and Halasyamani (2010)
argued that treating baseline hazard as piecewise constant is somewhat too restrictive because it depends on
some discretization of time. Instead, they proposed to model the baseline hazard as a penalized mixture of
B-splines. Their approach is even more general in that they allowed the frailty distribution to be unspecified,
and modeled it as a penalized mixture of normalized B-splines. As a result, their model estimation method
continues to apply to the proportional hazard frailty model, while permits shrinkage towards a specific
parametric hazard function or frailty distribution.
Although the Sharef et al. (2010)’s method is flexible and promising, it does not lend itself directly to
our case because of two reasons: (1) in our model, we assign an item level regression coefficient βj in front
of the frailty term τi whereas in their model, the effect of the frailty is the same across different items; (2) in
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our model, we impose a covariance structure on the frailty term, which introduces extra difficulty in model
estimation. Due to these reasons, we propose a two-stage estimation method. In the first stage, we avoid
the difficulty of modeling and sampling from H0j by using the Cox partial likelihood (Cox, 1975), and in the
second stage, we estimate the infinite-dimensional parameter H0j through either non-parametric estimator
or B-splines. The use of partial likelihood in the Bayesian context for the frailty model estimation has been
demonstrated in Gustafson (1997) and Sargent (1998). The justification for using partial likelihood will be
briefly described in section 2.1.2.
2.1.1 Partial Likelihood
For the jth item, suppose that there are no ties between the response times. Let t(1j) < t(2j) < · · · < t(Nj)
denote the ordered RTs and τi be the latent trait associated with the individual whose response time is t(ij).
Define the risk set R(t(pj)) at time t(pj), 1 ≤ p ≤ N , as the set of all individuals who have not answered
the question yet, i.e., R(t(pj)) = {t((p+1)j), · · · , t(Nj)}. The partial likelihood function for the jth item given
τ is specified as:
L(βj |τ ) =
N∏
i=1
exp[βjτi]∑
tpj∈R(tpj) exp[βjτp]
=
N∏
i=1
exp[βjτi]∑N
p≥i exp[βjτp]
(2.8)
The partial likelihood for the vector β = (β1, · · · , βJ)′ is then defined as
L(β|τ ) =
J∏
j=1
L(βj |τ ). (2.9)
The log of the partial likelihood is LL(βj |τ ) = ln[L(βj |τ )], and we write LL(βj |τ ) as
LL(βj |τ ) =
N∑
i=1
βjτ(i) −
N∑
i=1
ln[
N∑
p≥i
exp(βjτp)]. (2.10)
Taking derivatives with respect to β we find the score, U(βj |τ ) = ∂LL(βj |τ )/∂βj , equals to
U(βj |τ ) =
N∑
i=1
[
τ(i) −
∑N
p≥i τ(p) exp[βjτp]∑N
p≥i exp[βjτp]
]
. (2.11)
Kalbfleisch and Prentice (1973) demonstrated that the partial likelihood is a marginal likelihood for β arising
out of the distribution of the rank vector associated with the failure times (or response times). The use of
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the partial likelihood for inference on β has been justified from both the frequentist viewpoint (Anderson
and Gill, 1982) and the Bayesian viewpoint (Kalbfleisch, 1978).
2.1.2 Parameter Estimation: Markov chain Monte Carlo
Suppose the items are indexed by j = 1, · · · , J, and the examinees by i = 1, · · · , N . For the ith test taker,
his or her responses and response times are denoted by Y i = (Yi1, · · · , YiJ)′, and T i = (Ti1, · · · , TiJ)′,
respectively. We model the jth item’s hazard function by (2.2) and specify the partial likelihood function
by (2.8). We assume a three-parameter IRT model (2.1) for the response variable Y i, then the likelihood
function for the ith subject’s ability θi can be specified as
IRT(θi) =
J∏
j=1
Pj(θi)yij (1− Pj(θi))1−yij . (2.12)
To estimate the parameters β = (β1, · · · , βJ)′, note that in CAT it would generally be the case that different
examinees take different items, and the items they take are closely associated with their ability level θ (so is
related with τ as well). This means some off-the-shelf methods for marginal likelihood estimation or a frailty
model procedure will not work. So in our investigation, a Bayesian MCMC method (Metropolis-Hastings
algorithm) is used instead. The MCMC method generates samples from pi(ω) by creating a Markov chain
on the state space of ω that has its equilibrium distribution pi(ω). Theoretical details on MCMC methods
can be found in Tierney (1994).
Our objective is utilizing the RT information to estimate the non-parametric baseline hazard h0, regres-
sion parameter β, item parameters a, b, c, examinees’ speed parameter τ , and also obtain more information
for the estimation of θ. Notice that in this model, θ does not play a direct role in RT modeling, but RT
still provides additional information for θ estimation through the higher-order relationship between θ and τ .
During the estimation, we need to sequentially draw parameters a, b, c,σθτ (or ρθτ ), θ, τ and β.
Prior Specification
A bivariate normal prior is chosen for the latent parameters (θ, τ), i.e., N (µp,Σp), where µp = (0, 0) and
Σp =
 1 σθτ
σθτ 1
 . The correlation term ρθτ is chosen to have a vague prior as in Klein Entink, Fox, and
van der Linden (2009), specifically, a truncated normal prior is chosen as ρθτ ∼ N[−1,1](0, 10) truncated on
the interval [−1, 1]. A normal prior is chosen for each regression parameter βj with means equal to 0 and
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variance chosen to be 10. Here we purposely selected a large variance to make the prior less informative. For
item parameters, we specify independent priors. This treatment was employed in Patz and Junker (1999)
and is assumed to be consistent with some test conventions, such as National Assessment of Educational
Progress (NEAP). Specifically, we assume a common beta prior for the guessing parameter as
cj ∼ beta(γ, δ), j = 1, ..., J
and assume normal and lognormal priors for a and b parameters separately as
p(bj) ∼ N (0, σ2b )
p(aj) ∼ lognormal(0, σ2a).
Justification of the Partial Likelihood
The partial likelihood may not be seen as a likelihood in a strict sense, yet Kalbfleisch (1978) provides rigorous
justification of using partial likelihood in a Bayesian context. Specifically, he showed that marginalizing with
respect to an independent-increment gamma process prior on a baseline cumulative hazard led to a posterior
density of β that is proportional to the partial likelihood. In the usual Cox model with covariates (denoted
as τ ’s) observed, when integrating out H0j with respect to a diffuse gamma process prior on the cumulative
hazard, the posterior marginal density of the regression parameter β is verified to be
pi(βj |t, τ ) ∝ L(βj |t, τ )p(βj |µβ , σ2β),
where L(·) is the partial likelihood in Eq.(2.8), and p(·) denotes the prior density. This result provides
rationale for using partial likelihood in updating the Markov chain. When τ is a latent covariate, Gustafson
(1997) used
pi(βj |t, τ ) ∝ L(βj |t, τ )p(τ |µτ , στ )p(βj |µβ , σ2β),
and similarly, we could use
pi(βj |t, τ ) ∝ L(βj |t, τ )p(τ |θ,µp,Σp)p(βj |µβ , σ2β)
for updating the chain of β. The second level model on person parameters is reflected via the term
p(τ |θ,µp,Σp), and it will be cancel out in the Metropolis-Hastings updating algorithm. When updating the
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person parameter (θi, τi) in the Markov chain, we have
pi(θi, τi|t,yi) ∝ p(τi|β, t)p(θi|yi,a, b, c)p(θi, τi|µp,Σp),
as a result of local independence assumption, where p(τi|β, t) is calculated from the partial likelihood
L(β|τi, t). We need to show that L(β|τi, t)p(θi|yi, a, b, c)p(θi, τi|µp,Σp) yields a proper posterior, that is, it
has a bounded integral. Because both 0 < L(βj |τ , t) < 1 and 0 < p(θi|yi,a, b, c) < 1 are bounded likeli-
hoods, and p(θi, τi|µp,Σp) is a proper prior, implying that,
∫
L(β|τi, t)p(θi|yi,a, b, c)p(θi, τi|µp,Σp)dθdτ <
∞.
Detailed MCMC Algorithm
To perform the sampling for parameters with support on the entire real line, we use normal proposal
distributions with mean equal to the current estimation and variance chosen to give a Metropolis acceptance
rate of between 25 and 40 percent. For parameters with support not on the real line, we either transform
them to the real line and then sample them from normal proposal distribution, or chose some special proposal
distribution.
Step 1: Denote the initial values for β, θ, and τ by βˆ0 ≡ (βˆ01, ..., βˆ0J)′, θˆ0 ≡ (θˆ01, ..., θˆ0N )′ and τˆ 0 ≡
(τˆ01, ..., τˆ0N )′, respectively. Arbitrary initials are chosen for a and c parameters, such as 1 for all a-parameters,
and 0.1 for all c-parameters. Initial values for b-parameters are selected in a slightly more informative way.
That is, we rank order the items based on their correct response probability, and assign the corresponding
percentile with respect to the standard normal distribution as their initials. Initial values of θ are obtained in
a similar fashion. The initial values of τˆ are obtained differently depending upon the specific test conditions.
If all examinees answer the same set of items (often the case in a computer based linear test), we can rank
order the examinees’ total RT on all the items, and set τˆ0i ≈ Φ−1(pi), i = 1, ..., N . Here, Φ is the standard
normal distribution function, pi is the percentile of the ith examinee’s total RT. In the adaptive test setting,
because each examinee answers different sets of items, total RT is no longer comparable. In this case, we
generate τˆ from the normal distribution conditional on θˆ0. To be specific, arbitrarily choose σ
(0)
θτ as the
initial value of the covariance between θ and τ , oftentimes this value is set to be 0.5. Because σ2τ = 1 and
σ2θ = 1 for the sake of identifiability, τˆ0i ∼ N (σ(0)θτ θˆ0i, 1 − [σ(0)θτ ]2), i = 1, ..., N . Conditioning on τˆ 0, βˆ0 is
obtained by maximizing the partial likelihood function defined in (2.8). Set the iteration counter iter=1.
Step 2: At rth step, denote the previous positions β(r−1) ≡ (β(r−1)1 , ..., β(r−1)J )′, a(r−1) ≡ (a(r−1)1 , ..., a(r−1)J )′,
b(r−1) ≡ (b(r−1)1 , ..., b(r−1)J )′, c(r−1) ≡ (c(r−1)1 , ..., c(r−1)J )′, θ(r−1) ≡ (θ(r−1)1 , ..., θ(r−1)N )′,
τ (r−1) ≡ (τ (r−1)1 , ..., τ (r−1)N )′, and σ(r−1)θτ . Sample each parameter sequentially as follows.
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1. c: To enable the Gibbs sampling of guessing parameter, the data augmentation involves the definition
of a latent variable Wij , which is equal to 1 when person i knows the correct answer to item j,
and 0 otherwise. Sampling c from its posterior distribution includes sampling Wij |Yij , θi, aj , bj , cj .
Specifically, we have
(a) if yij = 0 then w
(r)
ij = 0;
(b) if yij = 1 then w
(r)
ij = 1 with probability
φ(θi)
cj+(1−cj)φ(θi) where φ(θi) =
1
1+exp(−aj(θi−bj))
To sample cj |W,Y , define T (r)j =
∑N
i=1 I(w
(r)
ij = 0) as the number of persons who do not know the
correct response to item j, and define M (r)j =
∑N
i=1 I(w
(r)
ij = 0)I(yij = 1) as the number of persons
who do not know the correct response to item j but correctly answer the item. Apparently, M (t)j
follows binomial distribution with parameters T (r)j and cj . Because c has a beta prior, then
c
(r)
j ∼ Beta(M (t)j + γ, T (r)j −M (r)j + β)
2. a and b: Draw a∗j ∼lognormal(log(a(r−1)j ), c2a) and b∗j ∼ N (b(r−1)j , c2b) independently for each j =
1, 2, ...J . Following Patz and Junker (1999), we can update a and b simultaneously. The acceptance
probability is calculated as
α((a(r−1)j , b
(r−1)
j ), (a
∗
j , b
∗
j )) = min
{
1, Rab
}
,
where
Rab =
L(Y j |θ(r−1), a∗j , b∗j , c(r)j )T(a∗j , a(r−1)j )p(a∗j )p(b∗j )
L(Y j |θ(r−1), a(r−1)j , b(r−1)j , c(r)j )T(a(r−1)j , a∗j )p(a(r−1)j )p(b(r−1)j )
,
where p(·) denotes the prior density. T (·) denotes the transition kernel (Patz and Junker, 1999). This
term is not canceled out because of the lack of symmetry in the lognormal proposal density.
3. ρθτ : Sample correlation between θ and τ : Because −1 ≤ ρθτ ≤ 1, we need to first transform ρθτ to
the real line, the transformation we adopt is ρθτ = −1 + 2 eϕ1+eϕ . Then draw ϕ∗ from N (ϕr−1, 1) with
acceptance probability
α(ϕr−1, ϕ∗) ≡ min
{
1,
p(θ, τ |σ2rθ , ϕ∗, µ(r−1)θ )piρ(ρ∗θτ )J(ϕ∗)
p(θ, τ |σ2rθ , ϕ(r−1), µ(r−1)θ )piρ(ρ(r−1)θτ )J(ϕ(r−1))
}
(2.13)
where
p(θ, τ |σ2rθ , ϕ∗, µ(r−1)θ ) =
∏N
i=1 p(θ
(r−1)
i , τ
(r−1)
i |σ2rθ , ϕ∗, µ(r−1)θ )
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∼ ∏Ni=1 |Σ−12 |1/22pi exp [− 12ξTi Σ−12 ξi], where the variance-covariance matrix is Σ2 =
 1 σ∗θτ
σ∗θτ 1
.
with σ∗θτ = ρ
∗
θτ = −1+2 exp(ϕ
∗)
1+exp(ϕ∗) and piρ(ρ
∗
θτ ) is the normal prior density of the correlation term. The
J(·) is the Jacobian term expressed as J(ϕ∗) = 2 exp(ϕ∗)(1+exp(ϕ∗))2 .
4. θ and τ : Sample examinees’ ability and speed parameter: For the ith pair (θi, τi), 1 ≤ i ≤ N , draw
(θ∗i , τ
∗
i ) from a bivariate normal distribution with mean (θ
(r−1)
i , τ
(r−1)
i ). The acceptance probability is
α(θ(r−1)i , τ
(r−1)
i , θ
∗
i , τ
∗
i ) ≡ min
{
1,
IRT(θ∗i )L(β
(r−1)|τ ∗)pi(θ∗i , τ∗i )
IRT(θ(r−1)i )L(β
(r−1)|τ (r−1))pi(θ(r−1)i , τ (r−1)i )
}
(2.14)
where τ ∗ = (τ (r−1)1 , ..., τ
∗
i , ..., τ
(r−1)
N )
′. pi(θri , τ
(r−1)
i ) is a bivariate normal with mean (0, 0) and variance-
covariance matrix Σ2 =
 1 σ(r)θτ
σ
(r)
θτ 1
. IRT(·) is calculated from equation (2.12) and L(·) is defined
by (2.9), respectively.
5. β: Sample survival regression parameter: For jth item, draw β∗j from a normal distribution N (βr−1j , 1)
with the acceptance probability defined as
α(β(r−1)j , β
∗
j ) ≡ min
{
1,
L(β∗j |τ r)p(β∗j )
L(β(r−1)j |τ r)p(β(r−1)j )
}
(2.15)
where L(·) is defined in equation (2.8).
Step 4: At the end of the chain, compute the posterior mean of each parameter. A burn-in period of the
initial K iterations is often required to allow the chain to reach equilibrium.
2.1.3 Estimation of the Cumulative Baseline Hazard
The nonparametric cumulative baseline hazard can be estimated via the Breslow estimator (Breslow, 1972).
For the jth item, in order to estimate h0j , we express the complete likelihood as
L(βj , h0j(t)) =
N∏
i=1
f(tij |τi) =
N∏
i=1
−dS(tij |τi)
dtij
=
N∏
i=1
h0j(tij) exp(βjτi) exp[−H0j(tij) exp(βjτi)].
Replace βj by its estimator βˆj from the MCMC estimation and consider maximizing the above likelihood as
a function of h0j(t) only. It can be verified that the likelihood is maximized when h0j(t) = 0 except for times
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at which the events occur. The Breslow estimator for the cumulative baseline hazard takes the following
form (Breslow, 1972),
Hˆ0j(t) =
N∑
i=1
Iti≤t∑N
p≥i exp[βˆj τˆp]
. (2.16)
The non-parametric baseline hazard h0(t), though flexible, is somewhat inconvenient in that the whole hazard
function has to be stored for each item to be able to recover the entire response time distribution. To fix this,
we propose retaining much of the flexibility of the new models, but directly fitting the cumulative hazard
H0(t) estimated from Brewslow estimator with B-splines, such that the entire RT distribution, conditional on
τ , can be expressed without a great many parameters. In mathematics, a spline is a special function defined
piecewise by polynomials. B-splines refers to a linear basis for the piecewise polynomials, and offers spline
functions that have minimal support with respect to a given degree, smoothness, and domain partition. We
chose B-splines here because it can describe a variety of shapes with a minimal number of parameters, while
avoiding computational problems.
Specifically, we will adopt a cubic B-spline basis. When the knots and boundary points are specified, the
basis functions are determined recursively from the following formula:
Bi,0 = I(ui≤t≤ui+1)
Bi,p =
t− ui
ui+p − uiBi,p−1(t) +
ui+p+1 − t
ui+p+1 − ui+1Bi+1,p−1(t).
Here uis are the ordered knot points (including boundary points), p is the degree of the B-spline basis and
the number of basis functions equals to p + m + 1 with m being the number of inner knots. The knots
are often chosen to the equally spanned along the range of the data. For example, if the number of knots
is 3, then the three knots are the 25th, 50th, and 75th percentile of the whole range of the data. Usually,
increasing the number of knots or increasing the degree will lead to a better fit. But oftentimes, the degree
is chosen to be 3, indicating a cubic basis function. Once the B-spline bases are specified, we treat them as
predictors and fit linear regression model to the Breslow estimated baseline hazard. In this way, we obtain
the regression coefficient for each basis. For details about B-spline, please refer to de Boor (1978) and He
and Shi (1998). An apparent advantage of the B-spline idea here is that only the knots, boundary points
and regression parameters are needed to recover the whole baseline hazard.
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2.2 Model Diagnosis
Model fit checking is an important step in any model development. In this section, we propose to use two
approaches of evaluating model fit: (1) posterior predictive checks (Gelman, Carlin, Stern, & Rubin, 1995)
and (2) a survival analysis specific residual method.
Posterior predictive checks. Given the posterior distribution of the model parameters, one can calculate the
predicted response time for test taker i and item j, denoted as t˜ij . For each observation, tij , we can calculate
the left-sided probability of exceedance of the observation under its predictive density,
Pr{t˜ij < tij}, i = 1, ..., N, j = 1, ..., J. (2.17)
The distributions of the above probabilities over all the person item combinations in the sample will be used
to evaluate the global fit of the model (van der Linden, Breithaupt, Chauah, & Yang, 2007). If the model
fits, the cumulative distributions of these probabilities will follow the identity line (e.g., Casalla and Berger,
1990). This model diagnosis method is appropriate for any kind of model.
Residual checks. The Cox model can be rewritten as S(t) = [S0(t)]exp(τ
′β). It follows that
log{− log[S(t)]} = log{− log[S0(t)]}+ τβ.
We can further rewrite the equation as
log{− log[S(t)]} = T (t) + τβ, (2.18)
where S(·) is the survival function of T given τ . T (t) = log{− log[S0(t)]} = log[
∫ t
0
h0(s)ds] is an unspecified
strictly monotone function (because of the unknown form of the nonnegative function h0(t)), which maps
the positive half-line onto the whole real line. Now it is clear to see that (2.18) is equivalent to the so-
called linear transformation model (Cuzick, 1988) as T (t) = −Z ′β + ε where ε follows the extreme value
distribution F = 1 − g−1 = 1 − exp{− exp(s)}. Following this argument, we can calculate the residual for
each item-person pair as
εij = log(Hˆ0j(t)) + τˆiβˆj . (2.19)
If the model fits the data well, the εij should follow the extreme value distribution closely. In terms of
graphical representation, one can draw the distribution plot for εij , i = 1, ..., N against standard extreme
value distribution for item j. Departure from the theoretical distribution of εij signals the possible model
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misfit for the item. In addition to the graphical check, we also proposed to use an index to summarize
the goodness of fit statistically. That is, we can calculate the Kullback-Leibler (KL) distance between
the empirical density estimated from εij ’s and its theoretical exponential distribution. One most widely
used non-parametric density estimation method is the kernel smoothing method. Thus, the KL distance is
calculated between the kernel smoothed density and extreme-value density. Smaller distance indicates better
fit. Mallick and Walker (2003) first used KL distance to measure the precision of the density estimation,
and we applied the similar idea here. These two diagnostic methods will be used in real data analysis in
Chapter 4.
2.3 Simulation Study
2.3.1 Study One: Check the Estimation Accuracy
A simulation study was carried out to check the performance of the proposed MCMC estimation method.
As a starting point, we only consider the non-adaptive situation, in which each examinee has taken the same
set of items. A total of 2 × 2 × 3 = 12 different test conditions are simulated. The first factor represents
test length J , and two levels (J = 20, 40) are considered. The second factor represents sample size N , and
again two levels (N=250, 500) are considered. The third factor represents three different shapes of baseline
hazard functions: exponential, Weibull, and a non-monotone hazard. For the exponential baseline hazard,
h(·) = λ with λs drawn from a uniform distribution λ ∼ U(0.25, 1.5); for the Weibull baseline hazard,
h(·) = λαtα−1 with λs drawn from a uniform distribution λ ∼ U(0.25, 1.5) and αs drawn from another
uniform distribution α ∼ U(1, 3). The selection of these values, though arbitrary, yields a baseline hazard
function with reasonable mean and variance. We intentionally chose a non-monotone baseline hazard as
a third option to show that the proposed model is flexible enough to recover various shapes of the RT
distribution, even when the hazard is not monotonically increasing or decreasing. The specific parametric
form we chose is h(·) = 0.5λ(x − α)2 with λs drawn from a uniform distribution λ ∼ U(0.25, 1.5) and αs
drawn from α ∼ U(1, 3). This quadratic form yields a inverse-bell shaped baseline hazard. To show that
the parameters chosen here generate reasonable response time distribution, Figure 2.1 illustrates the RT
distributions generated from Cox model with different baseline hazard and for certain fixed values of λ, β,
and α. Each curve represents the shape of the histogram of the RT distributions. The curves were obtained
by averaging over 100 replications. As one will notice later, the curves resemble the RT distributions obtained
from real example very closely.
The three-parameter logistic model was used for generating item responses. Item discrimination and
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Figure 2.1: Illustration of response time distribution under different shapes of baseline hazard
difficulty parameters were simulated from a ∼ U(1, 2.5), b ∼ N (0, 1), item pseudo-guessing parameter is
simulated from c ∼ U(0, 0.2). Examinees’ latent trait (θ, τ) was drawn from a bivariate normal distribution
with mean µ = [0, 0] and covariance matrix σ = [1, 0.5; 0.5, 1]. The regression parameter was drawn from
β ∼ U(0.5, 1.5). To implement the Bayesian MCMC algorithm, chains of length 4000 with an initial burn-in
period 1000 were chosen. There were 10 replications for each simulation condition. Item and examinee
parameters for each replication are generated separately.
2.3.2 Results
The Markov chain for each parameter appeared to reach equilibrium, and had small autocorrelations beyond
the first couple of lags. Mean squared error (MSE) and average bias were calculated to check how close the
estimated parameters were to their true values. Table 2.1 presents the MSE and bias of θ and τ for the 12
simulation conditions. All values were averaged over all examinees and all replications within a simulation
condition. Tables 2.2 tabulates the MSE and average bias for item parameters, including β and a, b, c.
Notice that the true value of σθτ across all conditions is 0.5. We report the final estimates of correlation
term in Table 2.3, the mean value is calculated from the 10 replications. Please ignore the last two columns
of each table for the moment.
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For the log hazard ratio regression parameter β, the estimation is quite accurate in general, as indicated
by the small MSE in Table 2.2. There is an apparent trend that increasing the population size reduces
the MSE of β. The results also show that no matter which shape the baseline hazard takes, the model
can always be accurately recovered. Increasing the test length reduces the MSE of τ and θ. Figure 2.2
shows the true and estimated cumulative baseline hazards. Here we only present the results for J = 20
and N = 250 under one replication because the other conditions are alike. The Breslow estimator appears
to reconstruct the baseline cumulative hazard functions well under all three different shapes except at the
right boundaries. The possible reason is at the right boundary, the size of the risk set is very small and
thus the hazard estimation may be inflated. But considering only a small portion of examinees will have
Table 2.1: MSE and average bias for the θ and τ estimation
J=20,N=250 J=40,N=250 J=20,N=500 J=40,N=500 ρbλ = 0.3
Bias MSE Bias MSE Bias MSE Bias MSE Bias MSE
Exponential baseline θˆ 0.018 0.148 0.038 0.111 -0.007 0.152 0.009 0.091 0.026 0.172
τˆ 0.017 0.078 0.037 0.052 0.027 0.076 -0.013 0.055 0.011 0.098
Weibull baseline θˆ 0.034 0.148 0.021 0.095 0.039 0.133 -0.011 0.076
τˆ 0.039 0.056 0.049 0.029 0.041 0.067 -0.018 0.03
Non-monotone baseline θˆ 0.023 0.166 -0.005 0.108 0.001 0.152 -0.009 0.106
θˆ 0.011 0.071 0.033 0.045 -0.011 0.069 0.013 0.051
Table 2.2: MSE and average bias for the item parameter estimation
J=20,N=250 J=40,N=250 J=20,N=500 J=40,N=500 ρbλ = 0.3
Bias MSE Bias MSE Bias MSE Bias MSE Bias MSE
Exponential baseline a -0.120 0.194 -0.261 0.178 -0.102 0.157 -0.149 0.102 0.020 0.237
b 0.009 0.052 0.008 0.050 0.061 0.028 -0.024 0.028 0.027 0.100
c 0.024 0.004 0.020 0.004 0.019 0.004 0.016 0.003 0.010 0.009
β -0.047 0.027 -0.023 0.023 0.058 0.015 -0.049 0.013 -0.044 0.047
Weibull baseline a -0.107 0.124 -0.139 0.115 0.076 0.081 0.038 0.085
b 0.096 0.050 0.092 0.051 0.093 0.042 0.097 0.039
c -0.011 0.007 -0.013 0.006 -0.031 0.007 -0.033 0.007
β 0.012 0.022 0.038 0.019 0.005 0.014 -0.002 0.011
Non-monotone baseline a -0.171 0.167 -0.239 0.208 -0.085 0.178 -0.093 0.163
b 0.007 0.040 0.061 0.057 0.045 0.037 0.044 0.040
c 0.020 0.004 0.022 0.004 0.019 0.004 0.017 0.004
β -0.072 0.023 -0.011 0.019 -0.049 0.016 0.053 0.015
Table 2.3: Mean and Standard Deviation for the integrated absolute difference between H0(t) and Breslow
estimator & mean of ρθτ
J=20,N=250 J=40,N=250 J=20,N=500 J=40,N=500 ρbλ = 0.3
Mean S.D. Mean S.D. Mean S.D. Mean S.D. Mean S.D.
Exponential baseline dj 1.321 0.983 1.407 1.051 1.152 0.791 0.910 0.732 1.471 1.182
ρθτ 0.507 0.491 0.519 0.485 0.521
Weibull baseline dj 1.980 1.69 1.449 1.238 1.471 1.131 1.503 1.219
ρθτ 0.475 0.491 0.519 0.513
Non-monotone baseline dj 1.296 0.934 0.994 0.841 0.918 0.643 0.899 0.651
ρθτ 0.511 0.466 0.492 0.491
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extreme RTs, this inflation is tolerable. To further quantify the discrepancy between the true and estimated
cumulative hazard, we calculate the integrated absolute different between the true H0j(t) and the Breslow
estimator for the jth item
dj =
∫
|H0j(t)− Hˆ0j(t)|dt. (2.20)
The mean and standard deviation of dj are reported in Table 3. The results are again based on 10 replications.
2.3.3 Study Two: When the Item Parameters are Correlated
This study is designed to show that even if the item parameters have some moderate correlation, especially
between item time intensity and item difficulty parameters, the proposed algorithm can still generate sat-
isfactory results, with the item covariance matrix unestimated. As an illustration, we only consider the
exponential model, in which the baseline hazard λj is negatively correlated with the item difficulty bj to
produce a positive correlation between item time intensity and item difficulty. Specifically, λ’s and b’s were
generated from bivariate normal with mean [1, 0], and covariance matrix [1, ρλb; ρλb, 1], with two levels of
ρλb = 0, 0.3. All the rest parameters were simulated in the same fashion as in simulation study one. The
MSE and average bias for all parameters with ρλb = 0.3 are presented in the last two columns of Tables
2.1 and 2.2. When ρλb = 0, the results are very close to the results from simulation study one, and they
are omitted here. As one can tell, with the increased correlation of ρλb, the estimation errors only slightly
inflated, but they are still acceptable. Because the item covariance matrix will not influence our conclusion
about the data, the second level model on the item covariance matrix can be ignored to simplify the model
estimation.
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Figure 2.2: True vs. Estimated cumulative baseline hazard for different shapes of baseline hazard
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Chapter 3
The Linear Transformation Model
with Frailties
1 The hierarchical PH model is demonstrated to be flexible in that it encompasses various parametric
regression models for response times, such as the exponential model or Weibull model. The general expression
for the PH model is
h(t|Z = z) = h0(t) exp(Z ′β), (3.1)
where β′ = (β1, ..., βp) are regression parameters, and Z is the covariate vector. The effect of the covariate is
reflected via a linear form, Z ′β. Since the link function is exponential, which assumes that a unit increase in
a covariate is multiplicative with respect to the hazard rate. It is this property that excludes other possible
functional relationships between the covariates and RTs. One obvious example is the widely used lognormal
regression model. If let Y = log T , then Y = α + σW + Z ′β, where W is a standard normal term. With
different location parameters α1 and α2, the hazard rates are not proportional to each other. Also because
the effect of the covariates can not be written in an exponential link function as in Equation (3.1), the
lognormal regression model does not belong to the proportional hazard model. However, it does belong to
a more general model—the linear transformation model.
In this chapter, we propose a new semi-parametric model based on the linear transformation model that
only assumes the existence of a monotone but otherwise arbitrary transformation of the response times such
that the linear model holds. The semi-parametric nature of the model allows considerable generality and
applicability but enough structure for useful substantive interpretation. In fact, by allowing the error term to
take on different distributions, the linear transformation model includes the lognormal model, the Box-Cox
model, the proportional hazard model and many other models as special cases. Due to its flexibility, this
model has already been widely used in biostatistics to explore the effects of the covariates on the (cancer)
patients’ survival times. In those applications, however, the covariates are often observed, such as tumor
type, measure of general fitness, and so on (Prentice, 1973; Cheng, Wei, & Ying, 1995). Researchers later
recognized the correlations among survival times that are due to either repeated measurements taken on
1This chapter was currently accepted as a peer-reviewed paper entitled “The linear transformation model with frailties for
the analysis of item response times” by the British Journal of Mathematical and Statistical Psychology.
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a single subject, or measurements of a common variable taken on genetically associated subjects, and this
gave rise to the development of the frailty models, in which a latent frailty random variable is included in
the model to account for possible correlations in survival time distributions (Clayton, 1991; Clayton and
Cuzick, 1985). However, the standard frailty model only generalizes the proportional hazard model by in-
corporating a random effect, such that units within the same group (or response times for all test items
within an individual) share the same frailty. The response time for each item within a same individual is
assumed to be independent. It is only recently that some researchers introduced the frailty term into the
linear transformation model, such as Mallick and Walker (2003) in which the model is used in Veteran’s
Admission lung cancer trial data. Dunson (2003) proposed a slightly different model called “dynamic latent
variable models” for multidimensional longitudinal data. In that model, the dependent variables are as-
sumed from a distribution in an exponential family with canonical parameter, after certain known monotone
transformation, being equal to a linear combination of covairates (either observed or latent) plus an error
term.
With such a flexible model, the challenge is the model estimation. We propose a two-stage estimation
method. First, the linear transformation frailty model is placed as a first-level measurement model in a two-
level model framework such that the response times and response accuracy are estimated simultaneously. In
the second stage, we propose a two-stage estimation method, incorporating a rank-based marginal likelihood
as a key building block. This method offers a way of estimating linear transformation models with latent
covariates together with the population covariance matrix at the second level. The new method is also
flexible enough to deal with the sparse data, such as the data often collected from computerized adaptive
testing.
3.1 The Linear Transformation Model
The independent random variables, T1, ..., Tn, are said to follow a linear transformation model if for some
increasing transformation H,
H(Ti) = Z ′iβ + εi, i = 1, ..., n. (3.2)
Zi is an observed covariate (it can also be a vector), β is the regression parameter, ε1, ..., εn are i.i.d.
with distribution F . This model indicates that, after some order preserving transformation, the dependent
variable is related to Z in a simple linear fashion except for random errors (Cuzick, 1988). Parametric
forms for H have been studied extensively in the literature, some examples are (1) H(t) = (t + c)λ, (2)
H(t) = sign(t)|t|λ, and (3) H(t) = (tλ − 1)/λ(λ 6= 0),H(t) = log t, λ = 0 (Box & Cox, 1964). Here t is a
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realization of the random variable T . The third example is the well-known Box-Cox power transformation.
When the parametric family of H is not specified, equation (3.2) becomes a non-parametric model where H
is continuous and monotone, but otherwise arbitrary. Linear transformation models represents a rich family
of different models. For example, if ε follows the standard logistic distribution, then (3.2) reduces to the
proportional odds model (Pettitt, 1982; Bennett, 1983); if ε follows the standard normal distribution, then
(3.2) becomes a semi-parametric extension of the Box-Cox model (Doksum, 1987).
The proportional hazard model proposed in Chapter 2 assumes a constant relative risk compared to the
baseline hazard function given the covariates. When the assumption is violated, the proportional odds (PO)
model provides an alternative. In the PO model, the log-odds of the response time distribution depends on
the linear combination of the covariates. As we have emphasized, the linear transformation model provides
a unified approach to include those specific semi-parametric models. For instance, to see that the Cox
proportional hazard model is a special case of the linear transformation model, first write the Cox model in
Lehmann (1953) form as SZ(t) = [S0(t)]exp(Z
′β). It follows that
log{− log[SZ(t)]} = log{− log[S0(t)]}+Z ′iβ.
We can further rewrite the equation as
log{− log[SZ(t)]} = H(t) +Z ′iβ, (3.3)
where SZ(·) is the survival function of T given Z. H(t) = log{− log[S0(t)]} = log[
∫
h0(t)dt] is a unspecified
strictly monotone function (because of the unknown form of h0(t)), which maps the positive half-line onto
the whole real line. A natural generalization of model (3.3) is
g{SZ(t)} = H(t) +Z ′iβ, (3.4)
where g(·) is a known decreasing function. Now it is clear to see that (3.4) is equivalent to the linear
transformation model 2 H(t) = −Z ′iβ + ε where ε follows extreme value distribution F = 1 − g−1 =
1− exp{− exp(s)}.
2Notice that when re-parameterizing the proportional hazard model in the linear transformation model form, and compare
this form with Equation (3.2), they are not exactly equal, but there is a negative sign in front of regression parameter β in the
re-parameterized form. Therefore, one should be careful when interpreting the regression parameters, because the sign of the
parameter depends on the specific model parameterization used in estimation.
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3.1.1 Hierarchical Linear Transformation IRT Model
In this paper, we adopt van der Linden’s (2007) hierarchical framework while replacing the lognormal model
with the linear transformation model for response times. In particular, the model we propose is as follows.
First-Level Model. At the first level, two models for the responses and RTs are specified separately. For the
item response model, any appropriate parametric model may be used, but we focus on the three-parameter
logistic model:
Pj(θi) = cj + (1− cj) exp[aj(θi − bj)]1 + exp[aj(θi − bj)] , (3.5)
with aj , bj , and cj representing item discrimination, difficulty and guessing parameters. For the RTs, a
linear transformation model is adopted as
Hj(ti) = βjτi + εij (3.6)
where τi ∈ R is the speed parameter for test taker i. The function Hj(·) represents the monotone transfor-
mation for item j, and this item-level transformation implies that different types of the RT transformations
will be possible for different items. βj is a discrimination-like parameter. Negative βj means examinees
with higher speed will tend to have shorter RTs. The residuals εij are i.i.d. with distribution F and it is
independent of τi. Because τi’s are latent variables, they are sometimes referred to as frailties. We assume
F is known and the same across different items. The three distributions we consider in the simulations are
normal, extreme value and logistic distributions.
Second-Level Model. Similar to the van der Linden (2007) model, this level captures the joint distribution
of the person parameters in a population. The values of ξi = (θi, τi)′ are assumed to be randomly drawn
from a multivariate normal distribution, i.e.,
ξi ∼ f(ξi;µp,Σp) ≡
|Σ−1p |1/2
2pi
exp
[
−1
2
(ξi − µp)TΣ−1p (ξi − µp)
]
, (3.7)
with mean vector
µp = (µθ, µτ ),
and covariance matrix
Σp =
 σ2θ σθτ
σθτ σ
2
τ
 .
Identifiability. To establish identifiability, we suggest the constraints µτ = 0, σ2τ = 1. The mean of τ is
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fixed to fix the center of the non-parametric transformation H, and the variance of τ is fixed to remove the
tradeoff between βj and τi. The scale of H is determined by the fixed distribution of the error term εij . For
instance, when the error term εij follows a normal distribution, i.e., N(0, σ2), we restrict it to be standard
normal with σ2 = 1. This is because the σ can be easily absorbed into the monotone transformation and the
item parameters β on both sides of Equation (3.6), hj(ti)σ =
βj
σ τi + εij is equivalent to the original equation
(3.6) and ε is now from standard normal distribution. The mean and variance for θ are free to estimate in this
cases because we assume the item parameters (including discrimination, difficulty and guessing parameters)
have already been well calibrated. This is often the case in item banks for which response times are recorded,
IRT parameters have been calibrated, but no response time model has been calibrated.
Assumption. Both the response model and response time model described above rely on the assumption
of local independence. The responses are locally independent given the examinee’s latent ability θ; the
RTs are locally independent given the examinee’s latent speed τ ; and the responses and response times are
independent given θ and τ . The latent variables θ and τ are normally distributed, and the distribution for
the error term Fε is fixed and known. Different from van der Linden (2007) and the settings in Chapter
2, the item parameters for the 3PL model are known in our case, thus we do not estimate the correlation
structure of the item parameters.
To show that this new model is a generalization of van der Linden’s (2007) model, recall that in van der
Linden’s (2007) model, the response time, after log transformation, follows the normal distribution as
log(tij) ∼ N (δj − τi, σ−2j ). (3.8)
Here τi is the speed parameter for examinee i, δj and αj are the time intensity and discriminating power of
item j. Similar to the difficulty and discrimination parameters in 3PL model, higher δj indicates that the
items requires longer time to finish, and higher σj indicates higher power to differentiate slow examinees from
fast ones. Our linear transformation model takes a very similar form. Suppose Hj is a log transformation,
and to let different items have distinct transformations, we embed a scale term, i.e., Hj(t) = log(λjt),
then the linear transformation model is expressed as log(λjt) = βjτi + εij , and we can further rewrite it
as 1βj log(t) = − 1βj log(λj) + τi +
εij
βj
, which implies, 1βj log(t) ∼ N (− 1βj log(λj) + τi, β
−2
j ). The item time
intensity parameter, in this case, is represented by − 1βj log(λj).
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3.2 Model Estimation
Several research attempts have been made for estimating linear transformation model with or without fraitly
terms. When the covaraites are completely observed, Chen, Jin and Ying (2002) proposed an estimating
equation method, in which two separate estimating equations are constructed for estimating β and H
respectively. Their estimator for β reduces to the Cox partial likelihood estimator when the error term
follows the extreme value distribution. It is easy to compute the estimator through the estimating equation
that resembles the Cox partial likelihood score function; and the estimator also has nice asymptotic properties
such as closed form variance and asymptotic normality. When there are latent covariates (or fraility) terms,
Mallick and Walker (2003) proposed a fully Bayesian Markov chain Monte Carlo (MCMC) method that is
able to estimate both the parametric regression parameter β and non-parametric transformation H within
separate parallel Markov chains. Their method is even more flexible in that the distribution of the error
term Fε is also unknown and free to be estimated. Specifically, they propose to use a mixtures of incomplete
beta functions for H(·) and model Fε as Polya tree distributions. Dunson (2003) also employed Bayesian
MCMC estimation method with nicely specified full conditional distributions for each parameter, but his
method is dependent on the fixed and known transformation H.
The goal of our investigation involves accurately estimating the parameters, i.e., θi, τi, i = 1, 2, ...N ;
βj , j = 1, 2, ..., J ; µθ, σ2θ , σθτ as well as the non-parametric transformations Hj . Especially we wish for
our estimation technique to allow for data obtained by computerized adaptive testing, in which every test
taker is given different items, based on his or her adaptively estimated θ level. So the random sampling
of θ (or τ ) from a common distribution can not be assumed. Consequently, the usual marginal likelihood
approaches used in latent variable modeling are no longer appropriate. Also because we have latent frailty
term and unknown transformation H(·), Chen et al.’s (2002) and Dunson’s (2003) methods do not lend
themselves directly in our model estimation. Mallick’s and Walker’s (2003) method seems promising, but
our preliminary investigation showed that using mixtures of incomplete beta functions for H(·) involves two
tuning part—the number of mixands and the size of the parameters in the beta functions—which need to be
adjusted with every single data set to research accurate estimations. In addition, mixture beta functions is
not always enough to approximate various shapes of the non-parametric transformation. In this manuscript,
we propose a two-stage estimation method. In the first stage, we will focus on the parametric part of the
model, and only rely on the ranks of the observations instead of the observations per se so as to avoid the
complications introduced by H(·). Specifically, we propose to use the “rank-based likelihood” coupled with
the MCMC method for parameter estimation. In the second stage, we will use the estimating equation
method proposed in Chen et al. (2002) for estimating H(·) while treating the parametric part of the model
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as known.
3.2.1 Rank-based Marginal Likelihood for β
In model (3.6), for fixed βj , a maximal invariant for τi under the group of monotone transformation is the
vector
τ˜ ≡ (τ(1), · · · , τ(N)),
where t(1) < · · · < t(N) are the ordered ti and τ(i) is the corresponding covariate, so that (τ(i), t(i)) i = 1, ..., N
is a permutation of (τi, ti). Knowing τ˜ is equivalent to knowing the ranks of the ti and τi, · · · , τN . Therefore,
it is reasonable to use the marginal likelihood of τ˜ , which does not depend on Hj , to make inference about
βj without any loss of information (Bickel & Ritov, 1998).
Denote the density of εij in model (3.6) by fε(·). Consider the group G of increasing differentiable
transformations acting on t. If H ∈ G, the density function of t is
f(t|τ) = fε(H(t)− βτ)H ′(t). (3.9)
Because the inference is based only on the ranks of the ti’s, the general location of the ti’s cannot be
estimated, and a constant term in the linear model is not needed. To fix the scale, it is assumed that∑n
i τi = 0, which resonates with the model assumption described earlier. By the definition of Barnard
(1962), the rank vector is marginally sufficient for β and inferences on β can be based on the marginal
likelihood generated by the probability function of rank statistics r = r1, ..., rN as
L(r|β) = p(tα1 < tα2 < ... < tαN |β) =
∫ n∏
1
fε(tαi − βτi)dtαi ...dtαN , (3.10)
where αi is the anti-rank of tj , i.e., αi = j if and only if tj is the ith smallest of t1, ..., tn (Cuzick, 1988;
Pettitt, 1982). When the covariates τi’s are observed and fixed, the estimation βˆ is obtained by solving the
estimating equations
∂ logL
∂β
=
n∑
i=1
τiER
{
− f
′
ε(ti − βτi)
fε(ti − βτi)
}
, (3.11)
where ER{h(ti)} is the conditional expectation given the ranks R and that the regression parameter equals
βj . Clayton and Cuzick (1985) have proposed a solution to Equation (3.11), and Cuzick (1988) further
proposed another solution which has the nice form variance estimator and asymptotic properties. Notice
that this estimating equation method depends on the observed covariates, and it is not readily applied in our
model estimation. However, we can take one step back and adopt the marginal likelihood based on ranks in
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Equation (3.10).
For most choices of the density fε(·), the integral in (3.10) is not tractable, but the extreme value density
that yields Cox PH model is an exception. When fε = exp(x−ex), the integral in (3.10) becomes exactly the
partial likelihood of β as long as the covariates are time-invariant (Kalbfleish & Prentice, 1973; Kalbfleisch,
1978). For other densities of fε(·), the integral in (3.10) can only be obtained through approximation. Let
ζ = βτ for notational simplicity. Assuming fε(·) satisfies regularity condition such that the asymptotic
theory for maximum likelihood estimation of ζ holds when a random sample is taken from a distribution
with density fε(t− ζ) and −∞ < ζ <∞ (Cox, 1974), we can expand log fε(t− ζ) via Taylor series as
log fε(t− ζ) ' log fε(t) + ζg(t)− ζ
2
2
g′(t) (3.12)
or
fε(t− ζ) ' fε(t) exp
[
ζg(t)− ζ
2
2
g′(t)
]
,
with g(t) = −f ′ε(t)/fε(t). Substituting fε(t− ζ) with the above expansion in Eq.(3.10), we have
L(r|β) '
∫
exp
{∑
ζig(tαi)−
1
2
ζ2i g
′(tαi)
} N∏
i=1
f(tαi)dtαi ...dtαN (3.13)
= (N !)−1E
[
exp
{∑
ζig(tαi)−
1
2
ζ2i g
′(tαi)
}]
, (3.14)
and the key is to obtain approximation for Eq.(3.14). Pettitt (1982) provided a detailed derivation for
approximating Eq.(3.14) by
f(r|β) ' (N !)−1 exp{−1
2
βZ ′Cτβ + βτ ′a}, (3.15)
where the matrix C and vector a has explicit analytical form for some specific densities fε(·), such as
normal distribution, logistic distribution and double exponential distribution (Pettitt, 1982). The quality
of the approximation worsens as the density fε(·) departs from normality (Pettitt, 1983). Below we will
introduce the specific form of the approximated marginal likelihood for the case of the normal and logistic
distributions of εij because we show their performance in the simulations.
When εij ∼ N (0, 1), let Zα1 < Zα2 < ... < ZαN be the order statistics of a sample of size N from
the standard normal distribution. Then a = E(Z) with Z = (Zα1 , · · · , ZαN ), and C = IN×N −A where
A = var(Z). The derivation details are given in Pettitt (1982). Thus, if ξk is the mean of the kth order
statistic in a random sample of standard normal distribution with size N , and ri is the rank of the response
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time from the ith examinee, then ai = ξri . For the similar token, A is the variance-covariance matrix for
the normal order statistics Zα1 , ..., ZαN from the observed response time. So if ξik is the (i, k)th element
in the variance covariance matrix for the standard normal order statistics, then Aik = ξrirk where ri and
rk are the ranks for the ith and kth observation. Because the response times are continuous, we assume
that the ranks are uniquely assigned to each observation without ties. To calculate the mean and covariance
matrix of standard normal order statistics, i.e., the (ξ)i and (ξ)ij , one can refer to the tabulation given in
Pearson and Hartley (1972). Some numerical algorithms are also proposed to approximate those statistics
(see David, 1970), and they are implemented in subroutines for various programming languages (such as
MATLAB, FORTRAN) by NAG (Numerical Algorithm Group).
When the error term follows logistic distribution, i.e., f(y) = e−εij/(1+e−εij )2 that results in proportional
odds model, the approximation to (3.10) is given below. The general form of the approximation in (3.15)
stays the same, but
ai = 2ri/(N + 1)− 1
(A)ik = 4rk(N + 1− ri)/[(N + 1)2(N + 2)], rk ≤ ri
(B)ii = 0.5(N + 1)Ajj
and C = B −A where B is a diagonal matrix (Pettitt, 1982). The marginal rank-based likelihood will be
used for both β and τ estimation in the Metropolis-Hastings algorithm.
3.2.2 Estimating Equation Method for Hˆ(t)
We use the estimating function developed by Chen et.al.(2002) for estimating the non-parametric monotone
transformation H(t). Let λ(·), Λ(·) be the known hazard and cumulative hazard functions of ε respectively.
Let Y (t) = I(T ≥ t), N(t) = I(T ≤ t) and let {Yi(t), Ni(t)} be the corresponding samples of {Y (t), N(t)}.
For a single item, suppose there are N examinees answering that item, then the estimating equation for
H(t) is
N∑
i=1
[dNi(t)− Yi(t)dΛ{βˆτi +H(t)}] = 0(t ≥ 0), (3.16)
assuming τˆi (i = 1, ..., N) are the estimation in the first step. The solution Hˆ to (3.16) is the estimation of
the unknown monotonic transformation H. Chen et al.(2002) further proposed a numerical algorithm for
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obtaining the solution. In particular, the first point estimate Hˆ(t1) is obtained by solving
N∑
i=1
Yi(t1)Λ{βˆτˆi +H(t1)} = 1, (3.17)
and the others recursively by
Hˆ(tk) = Hˆ(tk−1) +
1∑N
i=1 Yi(tk)λ{βˆτˆi +H(tk−1)}
. (3.18)
In computation, when the error term follows logistic distribution, then λ(x) = −d ln[1−F (x)]dx = (1 + e−x)−1
and Λ(x) = − ln[1− (1 + e−x)−1]. For the first time point t1, Yi(t1) = 1 for all examinees i = 1, 2, ..., N by
definition. The Equation (3.17) is solved by plugging the corresponding term, and the MATLAB function
fzero is used to solve the non-linear equation. As to the normal distribution of the error term, λ(x) = φ(x)1−Φ(x)
where φ(x) is the density for standard normal distribution and Φ(x) is the c.d.f; and Λ(x) = − ln(1−Φ(x)).
A familiar special case occurs when the error term follows the extreme value distribution. In this case,
because the linear transformation model is equivalent to the Cox’s PH model, we can also use the Breslow
estimator (Breslow, 1972) to approximate the non-parametric transformation. Breslow estimator targets
at estimating the baseline cumulative hazard (
∫ t
0
h0(s)ds) in the PH model, and according to the one-to-
one connection between the transformation (H(t)) and the baseline hazard (H0(t) = log(
∫ t
0
h0(s)ds)), we
can estimate H(t) directly from Breslow estimator, and the results will be comparable to the estimation
calculated from (3.18).
3.2.3 Parameter Estimation
Prior Specification
A bivariate normal prior is chosen for the latent parameters (θ, τ), i.e., N (µp,Σp), where µp = (µθ, 0) and
Σp =
 σ2θ σθτ
σθτ 1
 . A normal prior is chosen for each regression parameter βj with means equal to 0 and
variance chosen to be 10. Here we purposely selected a large variance to make the prior less informative. The
correlation term ρθτ is also chosen to have a vague normal prior as in Klein Entink, Fox, and van der Linden
(2009). But we restrict the prior to be within the range of [−1, 1], i.e., we employed a truncated normal
prior ρθτ ∼ N[−1,1](0, 10). This treatment of restricting the prior region of the covariance (in our case the
correlation) parameter to the area that supports a positive definite covariance is discussed in Mulder and
Fox (2011). For the variance term, we impose a inverse-gamma prior, that is σ−2θ ∼ Γ(g1, g2). The Gamma
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prior was chosen in Klein Entink et.al. (2009) because it is a conjugate prior for normal distribution with
known mean, although the inverse-gamma is no longer a conjugate prior in our case with a logistic response
model, we still adopt this prior.
Markov chain Monte Carlo
As mentioned before, we assume a setting in which item parameters are previously calibrated and are taken as
known. This will be the case in item banks for which response times are recorded, IRT parameters have been
calibrated, but no response time model has been calibrated. However, the estimation method introduced
above can still be used when the item 3PL parameters are unknown. If that happens, one just has to add
three additional chains for estimating the a, b, and c-parameters (Patz and Junker, 1999) separately. The
reason we assume them as know is because we want to emphasize the estimation of the linear transformation
model parameters, which are the focus and innovation of the current manuscript. During the estimation,
we need to sequentially draw parameters σ2θ , σθτ (or ρθτ ), θ, τ and β. The details of the Metropolis-Hastings
algorithm within Gibbs sampler is presented below.
Suppose the items are indexed by j = 1, · · · , J, and the examinees by i = 1, · · · , N . For the ith test
taker, his or her responses and response times are denoted by Yi = (Y1i, · · · , YJi)′, and Ti = (T1i, · · · , TJi)′,
respectively. To perform the sampling for parameters with support on the entire real line, we use normal
proposal distributions with mean equal to the current estimation and variance chosen to give a Metropolis
acceptance rate of between 25 and 50 percent. For parameters with support not on the real line, we first
transform them to the real line and then sample them from normal proposal distribution.
Step 1: Denote the initial values for β, θ, and τ by βˆ0 ≡ (βˆ01, ..., βˆ0J)′, θˆ0 ≡ (θˆ01, ..., θˆ0N )′ and τˆ 0 ≡
(τˆ01, ..., τˆ0N )′, respectively. θˆ0 is is the maximum likelihood estimator (MLE) by maximizing the likelihood
function formed by equation (3.5). The initial value σ2(0)θ is calculated by the sample variance of θˆ0. The
initial value of τˆ is obtained differently depending upon the specific test conditions. The details are given
in Wang, et.al. (under review). Conditioning on τˆ 0, βˆ0 is obtained by maximizing the approximation of
the rank-based likelihood. The initial value of µ(0)θ is the sample mean of the θ’s. Set the iteration counter
iter=1.
Step 2: At rth step, denote the previous positions β(r−1) ≡ (β(r−1)1 , ..., β(r−1)J )′, θ(r−1) ≡ (θ(r−1)1 , ..., θ(r−1)N )′,
τ (r−1) ≡ (τ (r−1)1 , ..., τ (r−1)N )′, σ(r−1)θτ and σ2(r−1)θ , µ(r−1)θ . Sample each parameter sequentially as follows.
1. σ2θ : Sample the variance for θˆ: Because the variance is always non-negative, we draw log(σ
2∗
θ ) from
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N (log(σ2(r−1)θ ), 1) with acceptance probability as
α(σ2(r−1)θ , σ
2∗
θ ) ≡ min
{
1,
p(θ, τ |σ2∗θ , σ(r−1)θτ , µ(r−1)θ )pσ2(σ2∗θ )σ2∗θ
p(θ, τ |σ2(r−1)θ , σ(r−1)θτ , µ(r−1)θ )pσ2(σ2(r−1)θ )σ2(r−1)θ
}
, (3.19)
where
p(θ, τ |σ2∗θ , σ(r−1)θτ , µ(r−1)θ ) =
∏N
i=1 p(θ
(r−1)
i , τ
(r−1)
i |σ2∗θ , σ(r−1)θτ , µ(r−1)θ ) ∼∏N
i=1
|Σ−12 |1/2
2pi exp
[− 12 (ξi − µ)TΣ−12 (ξi − µ)] with µ = (µ(r−1)θ , 0), ξi = (θ(r−1)i , τ (r−1)i ) and variance-
covariance matrix Σ2 =
 σ2∗θ σ(r−1)θτ
σ
(r−1)
θτ 1
. pσ2(·) is the inverse-Gamma prior for the variance
term.
2. ρθτ : Sample correlation between θ and τ : Because −1 ≤ ρθτ ≤ 1, we need to first transform ρθτ to
the real line, the transformation we adopt is ρθτ = −1 + 2 eϕ1+eϕ . Then draw ϕ∗ from N (ϕr−1, 1), and
the acceptance probability of the corresponding ρ∗θτ is
α(ρr−1θτ , ρ
∗
θτ ) ≡ min
{
1,
p(θ, τ |σ2rθ , ϕ∗, µ(r−1)θ )piρ(ρ∗θτ )J(ϕ∗, ρ∗θτ )
p(θ, τ |σ2rθ , ϕ(r−1), µ(r−1)θ )piρ(ρ(r−1)θτ )J(ϕ(r−1), ρ(r−1)θτ )
}
(3.20)
where piρ(ρ∗θτ ) is the truncated normal prior density of the correlation term with ρ
∗
θτ being the one-
on-one transformation of ϕ∗. The Jacobian matrix J(ϕ∗, ρ∗θτ ) =
2 exp(ϕ∗)
(1+exp(ϕ∗))2 is involved due to the
transformation of ρ∗θτ , and one will notice that it is the same as the transition matrix as if drawing ρ
∗
θτ
from a non-symmetric distribution (instead of drawing ϕ∗ from a symmetric normal distribution).
3. µθ: Sample the population mean of θ. Draw µ∗θ from N (µr−1θ , 1) with acceptance probability
α(µr−1θ , µ
∗
θ) ≡ min
{
1,
p(θ, τ |σ2(r)θ , σ(r)θτ , µ∗θ)pi(µ∗θ)
p(θ, τ |σ2(r−1)θ , σ(r)θτ , µ(r−1)θ )pi(µ(r)θ )
}
(3.21)
p(θ, τ |σ2(r)θ , σ(r)θτ , µ∗θ) is again a product of multivariate normal densities, and pi(µ∗θ) is the normal prior
density.
4. θ and τ : Sample examinees’ ability and speed parameter: For the ith pair (θi, τi), 1 ≤ i ≤ N , draw
(θ∗i , τ
∗
i ) from a bivariate normal distribution with mean (θ
(r−1)
i , τ
(r−1)
i ) and variance-covariance Σ2 = σ2(r)θ σ(r)θτ
σ
(r)
θτ 1
. The acceptance probability for is
α(θ(r−1)n , τ
(r−1)
n , θ
∗
i , τ
∗
i ) ≡ min
{
1,
IRT(θ∗i )L(β
(r−1)|τ ∗)pi(θ∗i , τ∗i )
IRT(θ(r−1)i )L(β
(r−1)|τ r−1)pi(θ(r−1)i , τ (r−1)i )
}
(3.22)
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where τ ∗ = (τ (r−1)1 , ..., τ
∗
i , ..., τ
(r−1)
N )
′. pi(θri , τ
(r−1)
i ) is a bivariate normal with mean (µ
(r)
θ , 0) and
variance-covariance Σ2. IRT(·) is calculated from equation (3.5) and L(·) is defined by (3.15), respec-
tively.
5. β: Sample survival regression parameter: For jth item, draw β∗j from a normal distribution N (βr−1j , 1)
with the acceptance probability defined as
α(β(r−1)j , β
∗
j ) ≡ min
{
1,
L(β∗j |τ r)p(β∗j )
L(β(r−1)j |τ r)p(β(r−1)j )
}
(3.23)
where L(·) is defined in equation (3.15).
Step 3: Change the iteration counter from r to r + 1 and return to step 1 until iter=M, where M is a
pre-specified number.
Step 4: At the end of the chain, compute the posterior mean of each parameter. A burn-in period of the
initial K iterations is often required to allow the chain to reach equilibrium. Once the parameters are well
estimated, we move on to the second step of estimating the non-parametric monotone transformation.
When the data is collect from a cognitive task, it is often the case that the items (also known as “trials”
in cognitive experiment) are very similar to each other within a block. In this regard, we can treat the items
belonging to the same class as having identical item parameters. There are two possible ways to approach
this issue. We can either view those items as single items and aggregate examinees’ responses/RTs to those
items, or we can treat them as conditional independent given the examinees’ latent speed and ability but
impose an equality constraint (i.e., we will update those same item parameters together in a single chain
while pooling information from responses and RTs to all those items to construct the acceptance ratio). In
either way, the method described above can be applied in a straightforward fashion.
3.3 Model Diagnosis
To check global fit, the deviance information criterion (DIC; Spiegelhalter, Best, Carlin, & van der Linde,
2002), which is analogous to the AIC but designed specifically for Bayesian hierarchical models, may be
used. Lower DIC usually indicates better fit. The DIC is equal to a deviance plus a penalty term for model
complexity. The deviance is calculated as
D(t,y,θ, τ ,β,H) = −2 log p(t|τ ,β,H)p(y|θ,a, b, c)
= −2
Nj∑
i=1
J∑
j=1
[
log fε(H(tij)− βjτi) + yij logPj(θi) + (1− yij) log(1− Pj(θi))
]
,
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where fε is the density of the error term distribution and Pj(θi) is defined in equation (3.5). The DIC for
the joint model is obtained via
DIC = D¯ + (D¯ − Dˆ),
where D¯ ≈ 1M
∑M
m=1D(t,y,θ
(m), τ (m),β(m),H(m)), and M is the number of iterations of the algorithm;
and Dˆ = E(D) = D(t,y, θˆ, τˆ , βˆ, Hˆ).
As an additional measure of global fit, we also use Kullback-Leibler (KL) distance as a global fit index.
KL distance measures the divergence between two probability density functions. In the current setting, for
item j, we obtain a set of estimated error terms εij = Hˆj(ti)− βˆj τˆi, i = 1, ..., N for i = 1, .., N , from which
we can estimate its density by kernel smoothing as
fˆj(x, h) =
1
Nh
N∑
i=1
K
(
x− εij
h
)
.
According to the model, the true errors εij ’s will follow some theoretical distribution f0j(εij). Therefore, we
can calculate the KL distance between the empirical and theoretical distribution of εij as
KLj =
∫
fˆj(x) log
fˆj(x)
f0j(x)
dx.
This KL distance is averaged over all items to obtain an averaged KL distance that quantifies the overall fit
of the model. Smaller KL distances indicate better fit. Considering the MCMC model estimation method,
the averaged KL distance can be calculated at each point of the chain such that we can obtain the whole
distribution of the averaged KL distance. At an item level, we can check the fit graphically by comparing
the empirical and theoretical distributions of the error terms.
3.4 Simulation Study
Simulation studies were carried out to check the performance of the proposed MCMC estimation method as
well as the recursive method for estimating the non-parametric transformation. As a starting point, we only
consider the non-adaptive situation, in which each examinee takes the same set of items. Test length was
set to be 20, and examinee sample size was set to be 200. We chose such small values to demonstrate that
even with short test lengths and small sample sizes, the estimation can still be accurate. This situation is
also seen in adaptive designs, in which each item is measured by a certain group of examinees rather than
the whole sample, and thus the examinee sample size will not be very large. A total of 3× 4 = 12 different
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Figure 3.1: The possible RT distributions from different combinations of error term distribution and trans-
formations
conditions were simulated. The first factor represents the distribution of the error term, it is either extreme
value, normal, or logistic. The second factor indicates different monotone transformations. The first one
was Hj(t) = log(λjt), with λ ∼ U(0.25, 1.5) as an item level parameter. The second one was a Box-Cox
transformation, Hj(t) = (tλj − 1)/λj − 5 with λ ∼ U(0.5, 1.5). We need to make sure H(t) was on the real
line, and thus we subtracted 5 from the transformation. However, other arbitrary value could be chosen.
When λ < 1, it is a monotone concave function, and when λ > 1, it is a monotone convex function. The
third transformation has a inflection point in the middle, i.e., Hj(t) = λj(t− 5)3 with λ ∼ U(0.5, 2). Again,
5 is chosen because it is the median of the response times, but other arbitrary values can also been chosen.
The fourth one was a mixture of the above three transformations, with 7, 7,and 6 items belonging to log,
Box-Cox, and inflection transformations. These transformations and corresponding parameters were chosen
to produce realistic response time distributions. An illustration of the possible RT distributions are given in
Fig 3.4, with each curve representing the shape of the histogram of the RT distributions. The curves were
obtained by averaging over 100 replications.
As one might notice, all the transformations had supports on the positive real line, and the log transfor-
mation produced very skewed distributions. This type of RT distribution is seen when the items are very
easy so that most examinees answer the items within a very short time, and only examinees with extremely
low abilities (or low speed) tend to take a long time to finish. The Box-Cox transformation yielded either
skewed or near symmetric RT distributions depending upon the value of the power transformation parame-
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ter. The transformation with an inflection point yielded a bimodal distribution, and this distribution often
indicates that examinees engage in two different strategies when answering the items. The examinees’ latent
traits (θ, τ) were generated from a bivariate normal distribution with mean (0, 0) and covariance matrix
(1, 0.5; 0.5, 1).
Table 3.1: Bias of the estimates
θ (IRT) θ (IRT+RT) β τ σθτ σ2θ µθ
Normal Error log -0.031 -0.030 -0.029 0.051 0.098 0.331 -0.076
Box-Cox 0.018 0.009 0.037 0.019 0.059 0.297 0.088
Reflection 0.035 -0.030 0.056 0.059 0.091 0.298 0.081
Mixed 0.029 0.021 0.081 0.063 0.044 0.341 0.006
Logistic Error log -0.017 -0.008 0.091 -0.018 0.043 0.271 0.007
Box-Cox -0.056 -0.045 -0.020 0.017 0.041 0.351 -0.006
Reflection 0.059 0.037 -0.018 0.021 0.005 0.231 0.008
Mixed 0.037 0.029 0.036 0.051 0.042 0.281 0.018
Extreme Value Error log 0.005 -0.007 0.049 0.019 0.041 0.259 0.019
Box-Cox 0.039 0.031 0.041 0.042 0.051 0.301 0.018
Reflection 0.051 -0.029 0.039 -0.047 -0.019 0.244 0.015
Mixed 0.003 0.005 0.047 -0.019 -0.029 0.237 0.109
Bias and mean squared error (MSE) were calculated to evaluate the closeness of the estimated parameters
to their true values. For population parameter µθ, σθτ and σ2θ , only bias was calculated. Table 3.1 and 3.2
present the average bias and MSE of θ for both models under 12 simulations conditions. Both average bias
and MSE were obtained over all examinees and all replications within a simulation condition. To show that
with RT as collateral information, the estimation of θ will be more accurate, we present MSE calculated
from both initial θˆ(0) (MLE of θ estimated from responses only) and final estimate of θˆ. The recovery of
the non-parametric transformation was evaluated by the standardized version of the integrated absolute
Table 3.2: MSE for the parameters and absolute difference between non-parametric transformations
θ (IRT) θ (IRT+RT) β τ δ(H)
Normal Error log 0.141 0.111 0.012 0.043 1.761
Box-Cox 0.161 0.126 0.008 0.052 0.812
Inflection 0.153 0.125 0.026 0.042 0.479
Mixed 0.161 0.123 0.022 0.045 0.638
Logistic Error log 0.169 0.138 0.078 0.147 1.623
Box-Cox 0.164 0.109 0.027 0.153 0.809
Inflection 0.161 0.131 0.029 0.159 0.244
Mixed 0.157 0.106 0.046 0.118 0.471
Extreme Value Error log 0.169 0.118 0.041 0.059 1.701
Box-Cox 0.168 0.121 0.031 0.062 0.712
Inflection 0.165 0.121 0.023 0.043 0.574
Mixed 0.157 0.116 0.021 0.047 0.581
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difference between the true Hj(t) and its estimate Hˆ(t) for the jth item
δ(H)j =
∫ |Hj(t)− Hˆj(t)|dt√∫ |Hj(t)|2dt , (3.24)
where the integration is taken over the possible RTs for item j. The denominator is added to remove the
scale differences inherent in different transformations. The mean of δ(H)j is also reported in Table 3.2.
As shown in Table 3.2, with normal errors and extreme value errors, the examinees’ speed parameter
τ were very accurately recovered with extremely small MSE. However, when the error term followed the
logistic distribution, the MSE of τ was much larger because the approximation to the rank based likelihood
(as in Equation 3.14) is less accurate. The bias results display similar patterns. All the bias values are
acceptably small except for the bias of β in the logistic error model, and this is also due to the less-than-
ideal approximation. The MSE of θ decreased when the response time information was considered, and this
indicates that the response times provide useful collateral information to locate examinees’ true abilities.
The MSE of β was uniformly small with different error distributions. The various shapes of the monotone
transformations did not affect the estimation results either. The parameter σθτ and µθ were recovered
accurately with small bias across different conditions, whereas σ2θ was often estimated with large positive
bias. Considering that the ability variance will not affect our interpretations about the RT information as
well as its relationships with responses, the results are still acceptable. The non-parametric transformation
can also be accurately recovered by displaying small standardized integrated difference. Only the log-
transformation showed slightly larger differences between the true and estimated transformations, and this
is because the log transformation has a long and nearly flat tail that is relatively hard to capture, especially
bearing in mind that only a few examinees will have extremely long RTs (see Figure ). To further show
that the unknown transformation can be accurately recovered, we present the true transformation versus
estimated transformation for the normal error model in Figure 3.2.
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Figure 3.2: True vs. Estimated non-parametric transformation for normal error model
51
Chapter 4
Real Data Analysis
A dataset from a large scale high-stake computerized adaptive test is used to The dataset was comprised of
21, 444 examinees and 620 multiple choice items in total. It contained item responses, item response times,
and item 3-PL parameters. The responses were scored as right or wrong. Response time was the time period
from the onset of each item until examinees give the response to the item, and this is exactly the information
we are interested in. The default test length was 37, but the number of items that each examinee answered
ranged from 25 to 37. Because of the computerized adaptive version, each item was answered by different sets
of examinees, and the number of examinees taking each item ranged from 6 to 489. We randomly sampled
3, 000 examinees from this population for analysis. However, we deleted 319 examinees because their RTs
were not recorded; we further deleted 548 examinees because their total RTs were either too long (longer
than 75 minutes) or because they failed to finish the whole test (i.e., test length was shorter than 37). Tests
longer than 75 minutes occurred because some examinees took the test under non-standard accommodation
settings. The resulting 2, 061 observations were used in the analysis. The original RTs were recorded in a
millisecond scale, and for ease of calculation, we rescaled the RTs to the minute scale by dividing each RT
record by 60, 000.
4.1 Marginal Distribution of Response Time
We first analyzed the marginal distribution of the response time for each item. The interest is to see (1)
whether there exist a single parametric form that can explain the RT patterns of all the items; (2) whether
the response time patterns change with the size of the item parameters, say, a- and b- parameters.
To investigate the marginal distribution of response time and its relationship with item parameters, we
picked five items with varying level of b-parameters, and plotted their survival curve, cumulative hazard
curve, and smoothed hazard rate curve in Figure 4.1. Similarly, another five items were chosen with varying
level of a-parameters, and their response time patterns were displayed in Figure 4.2.
As Figure 4.1 shows, the cumulative hazard curves for all five items look similar, regardless of their item
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Figure 4.1: Response time distribution of items with increasing b-parameter
difficulty level. Although intuitively, harder items should take longer time to finish, and we would expect to
see decreasing cumulative hazard by the increase of b-parameter. However, contrary to our expectation, the
cumulative hazard curves in Figure 4.1 did not show a clear trend by b-parameter. The same argument holds
for the a-parameter as well in Figure 4.2. This observation indicates that there might be no need to model
the covariance structure between item time intensity and item 3PL parameters. The shapes of hazard curves,
however, vary quite a bit and the variation is uncorrelated with the trend of the b-parameter or a-parameter.
Due to these different shapes of the hazard rate, we need to employ a more flexible semi-parametric model.
In addition, because of the adaptive feature, each item is answered by a group of examinees with limited
ability levels, and this restriction of range might confound the relationship between item time intensity
and difficulty. This indicates that analyzing the marginal distribution of RT alone might miss important
information on the relationship between RT and underlying latent trait of interest, such as examinee’s latent
speed. This is the very reason that we need to use the regression models, the analysis of which will be
presented in the next section.
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Figure 4.2: Response time distribution of items with increasing a-parameter
4.2 Model Selection
This section summarizes the fit and performance of various types of regression models, including linear
transformation model with three error term distributions, and three simpler parametric models.
4.2.1 Linear Transformation Models with Different Error Distributions
Linear transformation model with three specific error term distributions were considered first, all the chains
converged successfully. Summary statistics for the model parameters were given in Table 4.1.
Table 4.1: Summary statistics for estimated parameters under three different linear transformation models
θ τ β ρθτ σ
2
θ µθ
Normal Error Mean 0.639 -0.008 -0.005 0.548 1.766 0.646
S.D. 1.134 0.713 0.572
Logistic Error Mean 0.635 0.008 0.591 0.417 1.878 0.625
S.D. 1.149 0.788 1.964
Extreme Value Error Mean 0.645 0.003 -0.109 0.594 1.653 0.646
S.D. 1.111 0.802 0.798
The mean and standard deviation (S.D.) of examinees’ ability estimates were very close across the models.
The other parameters, however, differ quite a bit in terms of the mean and the S.D. The S.D. of β for the
logistic error model was very large compared to the other two models because we found 9 out of 620 items
had extremely large β values (β > 6). The correlation between examinees’ latent ability and speed were
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Table 4.2: Summary statistics for KL distances under three different linear transformation models
Model DIC
Normal error model −2.725× 107
Logistic error model −1.025× 107
Extreme value error model −2.745× 107
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Figure 4.3: Boxplots of the KL distance measure for the three models
all larger than 0.4, and when the error terms follow extreme value distributions, the correlation is as high
as 0.594. This result indicates that examinees with higher ability tend to answer the items faster, which is
consistent with common sense. The DIC values for the three models were presented in table 4.2, and Figure
4.3 displayed the Boxplots of the KL distance measure for each model.
The KL distance was calculated on the last 1000 iterations, taking the first 3000 iterations as burn-
in. The results showed that both DIC and KL distance measures favored the proportional hazard model,
followed by the normal error model, whereas the logistic error model showed the poorest fit. Even so, if
evaluating item level fit, we found that the PH model might not always be a best fit. For instance, Figure
4.4 presents one particular item that is best fitted with the logistic error model.
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Figure 4.4: Item Fit Analysis for an item best fit by logistic model
4.2.2 Parametric vs. Semi-parametric Models
As Johnny von Neumann used to say “with four parameters I can fit an elephant and with five I can make
him wiggle his trunk” (A meeting with Enrico Fermi, Nature, 427, 297, 2004), when we fit a model to a
dataset, we need to avoid over-fitting. Therefore, in this section, we tried to explore whether the semi-
parametric model is really necessary or a simpler parametric model is enough. Three parametric models
considered in the study are: (1) the exponential model, with hazard function hij(t|τi) = λj exp(βjτi); (2)
the Weibull model, with hazard function hij(t|τi) = γj(λjt)γj−1 exp(βjτi); and (3) the lognormal model,
with the response time density expressed as f(tij) = αitij
√
2pi
exp{− 12 [αi(log tij− (βi− τj))]2} (van der Linden
et al., 2009). These three models replaced the linear transformation model in the hierarchical framework.
The MCMC algorithm was employed for model estimation. But instead of using partial likelihood, the
traditional likelihood for response times (for the first two models for instance, the density for response time
becomes f(t) = h(t) exp{− ∫ t
0
h(s)ds}) was used. The parameters for the baseline hazard, such as λ and γ,
were updated in separate chains in the MCMC algorithm. For the lognormal model, the complete algorithm
introduced in van der Linden (2007) was used. In the lognormal model, because the item parameters αj
and βj were interpreted as item time-intensity and time-discrimination parameter, van der Linden (2007)
imposed a covariance structure on item parameters, and the covariance structure was estimated from the
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real data as well.
Results
Model fit was checked via the two approaches introduced in Chapter 2. We first checked the global fit of the
semi-parametric model against van der Linden (2007)’s lognormal model, as shown in Figure 4.5(a). This
figure shows the cumulative distribution of the predictive probabilities for the observed response times in
Equation (2.17) for all person-item combinations in the data set. The data set was large enough (55,500 data
points) to expect the empirical distribution to coincide with the identity line. The impression from Figure
4.5(a) is that the semi-parametric model fitted the data much better than the lognormal model. Therefore,
the lognormal model was not considered in the following discussion. However, one potential useful result
from the lognormal model is that the covariance matrix on item parameters had all off-diagonal elements
within the range of [-0.1, 0.05]. This indicates that the item parameters were nearly independent, although
this conclusion should be made with caution because of the model misfit.
Model fit was further checked by the residuals defined in Equation (2.19) on three proportional hazard
models. We calculated εij , i = 1, ..., nj for each item j = 1, .., 620 separately, got the kernel smooth (KS)
density estimation of εij ’s and calculated the KL distance between the KS density and the extreme-value
density. Figure 4.5(b) presents the Box plot of the KL distance for each item under three models. Each
box represents the distribution of the KL distance for 620 items. It is apparent that the semi-parametric
model generated the smallest KL distance, followed by the Weibull model. The exponential model yielded
the largest KL distance because it is the most restrictive model. Notice that the semi-parametric model had
far more parameters than the exponential or Weibull model, thus Figure 4.5(b) was not surprising, but in
real applications, practitioners may decide between model adequacy and parsimony.
We further drew the distribution plot of εij obtained from hierarchical Cox PH model against the extreme-
value distribution. Similar to the Q-Q plot, points tightly along a line indicate a good fit. Figure 4.6 presents
the fit plots for six items. The three items on the left are the ones with the best fit and the three items on
the right are the ones with the worst fit. All these six items were answered by more than 150 examinees, and
had reliable parameter estimates. As demonstrated by Figure 4.6, some of the items were fitted quite well,
but some were not. This might be because the current model assumes that the hazards are proportional,
and this assumption might not hold for some items. This suggests the need for a more general model that
relaxes such an assumption, for example, the linear transformation model (Cuzick, 1988) with the error
distributions completely unspecified.
57
(a) Global fit of the semi-parametric model vs. lognormal model
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Figure 4.5: Diagnostic plots for four different models
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Figure 4.6: Bayesian latent residual diagnosis for six randomly selected items
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4.3 Parameter Estimation
Because the model fit checking indicated that the hierarchical proportional hazard model fitted the data
relatively best, in this subsection, we will only discuss the model calibration result from this model. Figures
4.7 and 4.8 display the traceplot and autocorrelation plot for the item/examinee parameters. As demon-
strated by these figures, the chains reached equilibrium successfully, and the autocorrelation drops within
the acceptable ranges after couple of lags.
To show how examinees’ RT changes with the latent speed, we presented histograms1 of βˆ, as shown in
Figure 4.9.
The majority of items had βs falling in the interval [0,1]. One third of the items had negative βˆ’s,
which indicates that for those items, more capable examinees tended to have longer RTs. There are at
least two possible explanations for this phenomenon. First, these items are only exposed to a certain group
of examinees with a small range of abilities or speed parameters rather than a representative group. For
instance, if a relatively difficult item is given to a representative group, and if all examinees use a similar
strategy to solve the item (i.e., none of them randomly guesses), then βˆ will most likely be positive; however,
if only high-ability examinees answer the item, within the restricted sample, the βˆ estimate might be negative
or near zero. To further verify this possibility, we explored two items that had negative βˆ, against two items
with positive βˆ in Figure 4.10. The items with negative βˆ tended to have less skewed RT distributions, much
higher cumulative hazards, and were given to examinees with high abilities with narrower ability ranges.
Within such restricted groups, examinees with high speed in general might happen to answer those items
slightly slower, possibly because they employed different solution strategies. In fact, we also computed the
variance of the θ’s for each item, and the items with negative βˆ had smaller variances than those items with
positive βˆ, further indicating that items with negative βˆ were given to a more restricted sample. Second, the
items with negative βˆ typically were answered by a smaller number of examinees, and thus they had larger
posterior variance for βˆ, roughly 0.15 whereas the posterior variance for the other itemsare only 0.02. Also,
the model did not fit these items as well as the items with positive βˆ because they tended to have larger KL
distances for residuals (mean is around 0.023) than the other items (with mean around 0.013).
1The β’s were obtained from Cox PH model parameterization, instead of from linear transformation model parameterization,
so positive βˆ indicates that examinees with higher latent speed tend to answer that item with shorter response time.
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Figure 4.7: Traceplots and Autocorrelation plots for θ, τ , and β parameters
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Figure 4.8: Traceplots and Autocorrelation plots for population (σθτ , σ2θ , and µθ) parameters
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4.3.1 Fitting Cumulative Baseline Hazard with B-splines and Parametric
Functions
The baseline cumulative hazards calculated from the Brewslow estimator are also provided in Figure 4.10.
When fitting the B-spline, The degree of the B-spline basis was set to be 3, and 3 inner knots were chosen
to construct the basis. R functions bs in "splines"package were used to carry out the B-spline fitting, and
function lm was used to regress the B-spline bases on the Breslow estimation results through linear models.
The B-spline curve was plotted against the Breslow estimator for the four items, as presented in Figure
4.10. It shows that the B-spline curves fit well with the points estimated from the non-parametric Breslow
estimator, and therefore, we can largely reduce the number of parameters needed to adequately recover the
entire cumulative baseline hazard estimate.
In some cases, besides using B-splines, the shape of the cumulative hazard for certain items could be
summarized in a simpler parametric form, such as Weibull function. Recall that the cumulative hazard
function of Weibull distribution is H(t) = λtα, thus two parameters, λ and α, need to be estimated in
this regard. These two parameters were estimated through a generic function nlinfit (nonlinear least
square fitting) in MATLAB. We presented the fitted curve as well as the Breslow estimated curve for two
representative items below in Figure 4.11. As one can notice, the parametric curves actually fitted the non-
parametric baseline cumulative hazard well, with most of the red open circles surrounding the blue curves
−4 −3 −2 −1 0 1 2
0
50
100
150
200
250
300
histogram of β: mean(β)=0.11
β
# 
of
 it
em
s
Figure 4.9: βˆ distribution estimated from the hierarchical proportional hazard model
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Figure 4.10: Illustration the RT histogram, cumulative baseline hazard, and examinees’ ability distribution
for four items
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Figure 4.11: Curve fitting for baseline cumulative hazard: item 2(left) and item 582(right)
tightly.
4.3.2 Recovering the Response Time Distribution: Survival Curves
A straightforward way to check whether the proposed semi-parametric PH model fits the data at item level is
to plot the Kaplan-Meier survival curve obtained from the observations against the expected survival curve
generated from the model. The rationale is Kaplan-Meier estimator is a non-parametric estimator directly
calculated from the data, thus it genuinely reflects the true survival pattern of an item, whereas the Cox
model imposes the proportional hazard assumption as well as a fixed exponential link function. If these
two curves are close, that means Cox PH model is an appropriate choice. In addition, we also added the
expected survival function curve calculated from the proportional hazard model when imposing a Weibull
parametric function on the cumulative baseline hazard. Specifically, for item j, the expected survival curve
is estimated by
Sj(t) = exp[− exp(βˆj τˆ)H0j(t)]. (4.1)
Figure 4.12 displays the Kaplan-Meier curve, expected survival function from semi-parametric Cox model
and expected survival function from Cox model with parametric cumulative baseline hazard, for the same two
items presented in Figure 4.11. As one can see in Figure 4.12, both red circles and blue circles are centered
around the K-M curve, especially when RT is short. In general, red circles are relatively more closer to the
K-M curve. This is reasonable because when imposing the parametric function on the baseline hazard, there
might introduce some additional misfit to the model. Notice that we adopted a two-stage method, that is,
we first fitted semi-parametric Cox model to the entire dataset and then tried the parametric form on the
cumulative baseline hazard. Apparently, if we directly fitted the Weibull regression model on the dataset,
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Figure 4.12: Observed vs. Expected survival curves
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Figure 4.13: “True” and estimated survival curves from parametric Weibull model
the model data fit will be poor (as seen in Figure 4.5 for global fit), and the fit on individual items will also
be deteriorated, as shown in Figure 4.13.
4.4 Further Model Diagnosis
Two key assumptions of the model are (1) the local independence of response time and response accuracy;
and (2) stationarity assumptions. In this section, these two assumptions are checked via either hypothesis
testing or descriptive statistics. The other two independence assumptions (see Equation (2.5) and (2.6)) are
standard in IRT modeling, and we just simply assume they are satisfied.
4.4.1 Local Independence Assumption
An easy descriptive approach to check the local independence is to check the point-biserial correlation be-
tween responses and response times, with or without conditioning on the the estimated θˆ and τˆ ’s. If condi-
tional correlation decreases significantly to near 0, one can conclude that the local independence assumption
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might be satisfied. To calculate the conditional correlation, for each item, we first grouped examinees into K
relatively homogeneous groups via k-means clustering, with the number of clusters, K, determined such that
the number of examinees within each group was at least 5. We then calculated the point-biserial correlation
within each group then obtained the mean for each item. By doing so, the weighted mean squared corre-
lation, averaged over all items weighted by the sample size for each item, decreased from 0.13 to 0.07. In
other words, the conditional correlation between item responses and RTs were nearly ±0.27. The correlation
was still not 0 because either the θˆ and τˆ estimation might contain measurement error; or some items were
answered by as few as 6 test takers. Furthermore, within each “homogeneous” cluster, the θ and τ value
could still vary substantially.
A more rigorous way to check the conditional independence assumption is via hypothesis testing. The
conditional independence in Equation (2.7) can equivalently be expressed as
f(tij |yij , τi) = f(tij |τi), yij = 0, 1 (4.2)
for all i and j. According to van der Linden and Glas (2010), this assumption is preferred over the alternative,
f(yij |tij , θi) = f(yij |θi) for all i and j. Two reasons were given. First, we only need to check whether the
two conditional distributions of Tij given Yij = 0 or 1 are equal rather than checking the equality of an
entire family of distributions of Yij given the continuous measure of Tij = tij . Second, the estimation of τi is
typically more accurate than the estimation of θi (see Tables 2.1 and 3.2) because the continuous response
time data is expected to contain more information than the binary response accuracy data.
If this assumption is violated, the response time model could be modified as
hj(tij) = h0j(t) exp(βjτi + λjuij), (4.3)
thus the assumption check reduces to check the significance of λj for item j. The null hypothesis would be
H0 : λj = 0,
whereas the alternative hypothesis is H1 : λj 6= 0. Similar to van der Linden and Glas (2010), we assumed
the item parameters, including βj and h0j , were pre-calibrated. Thus, for a given item, the parameters that
need to be estimated are τ = (τ1, ..., τN ) and λj . The likelihood can be rewritten as
l(τ , λj) = log
{ N∏
i=1
[
f(tij |τi, βj , λj)
J∏
l=1;l 6=j
f(tij |τi, βj)
]}
(4.4)
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where
f(tij |τi, βj , λj) = Hj(tij) expβjτi+λjuij exp− exp
βjτi+λjuij Hj(tij),
and
f(til|τi, βl) = Hj(tij) expβjτi exp− exp
βjτi Hj(tij) .
Typically there are three ways of conducting this hypothesis test:
1. Likelihood ratio test: One has to fit both the null model and the alternative model in (4.3), and
compare the differences between the two likelihoods.
2. Wald test statistic: One can construct the test statistics as χ2 = (λˆj)
2
var(λˆ) , and this involves estimating
the unknown parameter λj . It becomes slightly complicated when the latent covariates τ need to be
estimated as well.
3. Lagrange Multiplier (LM) test: This test is relatively easy to compute because only the null model
needs to be estimated. Specifically, assume the null model has parameters η1 and the alternative
model has additional parameters η2. Assume the hypothesis is H0 : η2 = 0 against H1 : η2 6= 0. The
LM test is defined as
LM(η) = h(η)′H(η,η)−1h(η) |η1=ηˆ,η2=0, (4.5)
where h(η) = ∂ lnL(η;x)∂η , andH(η,η) denotes an observed information matrix with elements h(ηp, ηq) =
− ∂2∂ηp∂ηq lnL(η;x). The maximum likelihood estimate of η1 is ηˆ1 , and x represents the data. One
apparent advantage of LM test is the unknown parameter η2 does not need to be estimated, and
thus the LM statistic is generally straightforward to calculate. The LM statistic follows a chisquare
distribution with degree of freedom equal to the number of components in η2.
As suggested in van der Linden and Glas (2010), we will adopt the LM statistic to check the local indepen-
dence assumption. For item j, the LM statistic is constructed as
LM(λj) =
h(λj)2
h(λj , λj)−H(τ , λj)′H(τ , τ )−1H(τ , λj) |τ=τˆ ,λj=0, (4.6)
where H(τ , τ ) is an nj × nj diagonal matrix with nj denoting the number of examinees answering the jth
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Figure 4.14: Lagrange Multiplier probability for conditional independence
item. By plugging in the likelihood function in Equation (4.4) into (4.6), we have
−Hii(τ , τ ) = −β2jHj(tij) exp (βjτi + λjuij)−
J∑
l=1;l 6=j
β2jHj(tij) exp (βjτi)
−h(λj) =
nj∑
i=1
uij −
nj∑
i=1
Hj(tij) exp(βjτi + λjuij)uij
−h(λj , λj) = −
nj∑
i=1
u2ijHj(tij) exp(βjτi + λjuij)
−Hi(τ , λj) = −Hj(tij) exp(βjτi + λjuij)βjuij
In the calculation, replace τi with its corresponding MLE that were obtained by maximizing the likelihood
function in (4.4). For the 620 items in the item bank, the LM(λj)’s are presented in Figure (4.14). Only
43 items have probabilities significant at 5% level. This again supported our conclusion that this local
independence between θ and τ assumption was satisfied.
4.4.2 Stationarity Assumption
The stationarity assumption claims that examinees’ speed and ability are constant during the test. While
constant ability is standard in item response modeling, the constant speed assumption needs to be checked.
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For examinee i, we calculated the residual response time as
rij = t˜ij − tij =
∫
Sijdt− tij =
∫
exp[− exp (βˆj τˆi)Hˆ0j(t)]dt− tij ,
for j = 1, 2, ..., 37. We then conducted the Wald-Wolfowitz RUNS test on residual RTs for each examinee
separately. The null hypothesis is that the residuals on different items were independent, i.e., there was
no item position effect and the examinee’s speed could be viewed as a constant. Out of 2036 test takers,
only 86 were rejected, which implies that the stationarity assumption might hold. In addition, as in van der
Linden et al. (2007), we plotted the residual response times against item position for four randomly chosen
examinees in Figure 4.15. If the stationarity assumption holds, the residual should fluctuate around 0 along
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Figure 4.15: Mean residual times on the items as a function of their position in the test: four selected
examinees
the tests. But as one can see, for some examinees, the residuals were uniformly negative at the beginning
and positive toward the end. That means, they worked somewhat slower than expected at the beginning
of the test and compensated toward the end. Our statistical analysis of this conflicted somewhat with our
graphical analysis, but we do believe a slight position effect exists.
In addition, due to the adaptive feature of the dataset, the same item may appear in different positions
for different examinees. We were interested to see whether there existed a position effect of the items, that is,
whether the residuals of item response time changed with the item position in the test. Figure 4.16 displays
the residual plots for four randomly selected items. The results showed that the residuals displayed similar
patterns regardless of the item position in the tests.
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Figure 4.16: Mean residual times on the items as a function of their position in the test: four selected items
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Chapter 5
Alternative Methods of
Semi-Parametric Model Estimation
Besides proposing two new semi-parametric models for analyzing response time and response accuracy simul-
taneously, one major contribution of the dissertation is developing two-stage methods for model calibration.
It employs a “divide-and-conquer” strategy. In the first stage, only the information regarding the rank
of the response times is used to estimate the parametric part of the model; in the second stage, the non-
parametric part is approximated conditioning on the “known” parameters. One limitation of the method is
that it requires a known approximation to the marginal rank-based likelihood (see Equation (3.14)). The
approximation, however, might be either hard to derive for certain error term distributions, or may de-
part significantly from its true distribution. In this chapter, we brainstorm for other possible estimation
techniques that inherit from advanced statistical computing, yet have not been applied to the latent linear
transformation modeling.
5.1 Modeling Non-Parametric Transformation Through
Incomplete Beta Function
This method unifies the estimation of both the non-parametric transformation and parameters within a fully
Bayesian MCMC algorithm. Different from the MCMC algorithm introduced in Section 3.2.3, we now need
to update the unknown monotone transformation in a separate Markov chain as well. The incomplete beta
function, defined as
IB(x; a, b) =
∫ x
0
ta−1(1− t)b−1dt,
can be used as a basis to approximate an arbitrary monotone function defined on (0,+∞). The specific idea
is presented below.
Suppose that
1. h is a strictly increasing differentiable transformation from (−∞,+∞) onto [0, 1]; one possible choice
is h(x) = exp(x)1+exp(x)
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2. J is a strictly increasing differentiable distribution function from (0,∞) onto [0, 1], J(t) = h[g(t)]. Also
suppose,g(t) is a function defined from [0,∞) onto (−∞,+∞). With the above choice of h(x), we have
g(t) = log
( J(t)
1−J(t)
)
.
To avoid confusion, let us rewrite the linear transformation model of interest as
gj(tij) = βjτi + εij .
For item j, let g0 be a base function for gj and let J0(t) = h[g0(t)] be the distribution function associated
with g0. A way to find an appropriate function J is to search in the family of discrete mixtures of beta
densities (Diaconis & Ylvisaker, 1985), which provides a dense class for continuous densities on [0, 1]. A
member of this class is given by
J(t) =
K∑
k=1
wkIB(J0(t)|ck, dK), (5.1)
where K denotes the number of mixands, wk ≤ 0 and
∑
wk = 1. By representing J as in Equation 5.1,
gj(t) = h−1[J(t)] = log
( J(t)
1−J(t)
)
is directly available. Usually the number of mixands is chosen to be 4
(Walker & Wakefield, 1996), and ck = λk and dk = λ(r + 1− k) (Mallick, 1994). The initial form of J0 can
be obtained via cubic smoothing spline. A function called csaps in MATLAB was used.
With the above argument, for a given item, sampling gj is equivalent to just sampling the weights
w = (w1, ..., wk) subject to the constraint that
∑
wi = 1. This is done by first transforming (w2, ..., wk) via
logit transformation, and then use a multivariate normal proposal centered on the logit transformation of
the current weights. The new w1 is fixed once the proposal on (w2, ..., wk) are obtained. If
∑k
i=2 wi > 1, we
just simulate a new set of values from multivariate normal proposal again until the value of the resulting w1
is reasonable. This proposal is accepted or rejected according to some probability obtained in the usual way
for a Metropolis step.
One apparent advantage is that once the transformation gj is known, we can construct the likelihood of
βj and τi in a usual way as follows,
L(βj |τ , tj , gj) =
N∏
i=1
fε(gj(tij + τiβj)),
instead of resorting to partial likelihood or approximation of the marginal rank based likelihood. To show
that this algorithm generates reasonable parameter estimation, we did a small scale simulation study. The
linear transformation model introduced in Chapter 3 was considered, the error term was assumed to follow
the logistic distribution yielding a proportional odds model. We were interested in this model because the
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marginalized rank likelihood in (3.10) has a relatively poor approximation via (3.15), and thus it is interesting
to see whether this alternative method could improve the model estimation. Examinee sample size was set
to 250, and test length was chosen to 20. Responses and response times were simulated in the same way as
in Chapter 3. As a preliminary check, we only tried two transformations, log transformation and Box-Cox
transformation. The results are presented in Tables 5.1 and 5.2.
Table 5.1: Bias of the estimations
θ (IRT) θ (IRT+RT) β τ σθτ σ2θ µθ
Rank based likelihood log -0.017 -0.008 0.091 -0.018 0.043 0.271 0.007
Box-Cox -0.056 -0.045 -0.020 0.017 0.041 0.351 -0.006
Beta function based method log 0.019 -0.013 0.052 0.023 0.055 0.249 0.021
Box-Cox 0.041 0.037 0.043 0.051 0.049 0.298 0.021
Table 5.2: MSE of the estimations
θ (IRT) θ (IRT+RT) β τ δ(H)
Rank based likelihood log 0.169 0.138 0.078 0.147 1.623
Box-Cox 0.164 0.109 0.027 0.153 0.809
Beta function based method log 0.171 0.128 0.069 0.142 3.413
Box-Cox 0.168 0.117 0.043 0.172 1.987
Different from our expectation, the beta function based method did not generate more accurate results
than the method introduced in Chapter 3, the MSE is even slightly larger. The non-parametric transfor-
mation, H(·), was not estimated accurately, with δ(H) nearly twice as large as the results from previous
method. This is due to the imperfections induced by using incomplete beta function to approximate the
unknown transformation.
5.2 Likelihood-Free Algorithm
In the linear transformation model, due to the unknown non-parametric transformation H(·), the likelihood
function for response time L(t|β, τ ) is analytically unavailable. A class of algorithms and methods has
been developed to perform Bayesian inference in this setting, and they have been known as likelihood-
free computation or approximate Bayesian computation (Beaumont, Zhang, & Balding, 2002; Beaumont,
Cornuet, Marin, & Robert, 2009). As the names indicate, these methods circumvent the explicit evaluation
of the likelihood by a simulation based approximation.
The underlying idea of likelihood-free methods may be simply encapsulated as follows. Let β represent
the unknown parameter, and let y represent the data. For a candidate parameter β′, a data set is generated
from the model (i.e. the likelihood function) x ∼ pi(x|β′). If the simulated and observed datasets are similar
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to some extent, so that x ≈ y, then β′ is a good candidate and it should be retained and forms as a part of
the samples from the posterior distribution pi(β|y). This likelihood free idea can also be viewed from a data
augmentation perspective, that is, it augments the target posterior from pi(β|y) ∝ pi(y|β)pi(β) to
piLF(β, x|y) ∝ pi(y|x, β)pi(x|β)pi(β), (5.2)
where the simulated dataset x from pi(x|β) is viewed as auxiliary parameter, on the same space as y ∈ Y.
pi(y|x, β) no longer needs to be a likelihood function, but instead, it is a function that weights the posterior
pi(β|x) with high values in regions where x and y are similar. Ultimate interest is typically in the marginal
posterior
piLF ∝ pi(β)
∫
Y
pi(y|x, β)pi(x|β)dx,
integrating out the auxiliary dataset x.
5.2.1 Likelihood-free MCMC Samplers
AMetropolis-Hastings sampler maybe constructed to target the augmented likelihood-free posterior piLF(β, x|y)
without directly evaluating the intractable likelihood (Marjoram, Molitor, Plagnol, & Tavare, 2003). Specif-
ically, assume at a current state (β, x), a new parameter β′ is drawn from a proposal distribution q(β, β′),
and conditionally on β′ a proposed dataset x′ is generated from the model x′ ∼ pi(x|β′). The probability of
accepting a move from (β, x) to (β′, x′) within the Metropolis-Hastings framework is min{1, α}, where
α =
piLF(β′, x′|y)q[(β′, x′), (β, x))]
piLF(β, x|y)q[(β, x), (β′, x′)] =
pi²(y|x′, β′)pi(β′)q(β′, β)
pi²(y|x, β)pi(β)q(β, β′) , (5.3)
such that the intractable likelihoods do not need to be evaluated in the acceptance probability evaluation in
(5.3).
In computation, to improve the accuracy of Monte-Carlo approximation, one often calculates the accep-
tance probability as
α ≈
1
S
∑
S pi²(y|x′s, β′)pi(β′)q(β′, β)
1
S
∑
S pi²(y|xs, β)pi(β)q(β, β′)
, (5.4)
where x′1, ..., x′S ∼ pi(x|β′). The Monte-Carlo approximation becomes more accurate when S increases. A
key component in the likelihood free method is the selection of pi². Two typical forms are constructed, and
each allows some form of approximation to piLF(β|y). The first form is
pi²(y|x, β) = 1
²
K
( |x− y|
²
)
, (5.5)
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where K takes the form of standard smoothing kernel density centered at the point x = y. In this manner,
pi²(y|x, β) weights the intractable likelihood with high values in regions where the auxiliary and observed
datasets are similar (i.e., x ≈ y), and with low values in regions where they are different (Beaumont et al.,
2002). The second form permits the comparison of the datasets, x and y, to occur through a low-dimensional
vector of summary statistics T (·), and the function takes the following form
pi²(y|x, β) = 1
²
K
( |T (x)− T (y)|
²
)
. (5.6)
It will provide regions of high values when T (x) and T (y) are close, and low values otherwise. When the
summary statistics is sufficient for the unknown parameters β, then comparing the summary statistics of
two datasets will be equivalent to comparing the datasets themselves.
To implement the likelihood-free idea in the linear transformation model estimation, when updating the
chain of βj , the regression parameter, we have the acceptance probability
α(βj , β′j) ≈
1
S
∑
S pi²(y|x′s, β′j)pi(β′j)
1
S
∑
S pi²(y|xs, βj)pi(βj)
, (5.7)
where q(·, ·) is canceled out if a normal proposal function is used. x′1, ..., x′S are simulated from Fε, with
mean shifted by β(r−1)τ (r−1), where τ (r−1)’s are the estimation from the (r − 1)th iteration. However, the
simulated data x and observed response time t are not comparable, due to the unknown transformation
H(·). So we could transform x via an intermediate estimated Hˆ(·) function before calculating pi² in (5.6) or
(5.5), and Hˆ(·) can be obtained from the estimating equation method introduced in Chapter 3.
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Chapter 6
Discussion and Future Work
Response times on test items are easily collected in modern computerized testing. Analyzing response time
provides useful collateral information to further understand examinees’ behaviors and item/test character-
istics. A dozen non-linear latent trait models have been proposed in the past to model RTs exclusively or
with responses simultaneously. Many of the models were based on the “distribution-fitting approach”, such
as the lognormal model that can capture the skewness of the RT distribution quite well. Although skewed
distributions are widely seen in achievement testing, but will not hold for each item. For instance, if some
test takers are engaging in two different response strategies, say, rapid guessing or actively answering the
item, their response time distributions will be bimodal. Accordingly, we proposed semi-parametric models
that are able to represent different kinds of RT distributions. In particular, the Cox PH frailty model intro-
duced in Chapter 2 is a generalization of the exponential model, Box-Cox normal model (Klein Entink et al.,
2009a), Weibull model (Rounder et al., 2003), and many other parametric models. The linear transformation
model introduced in Chapter 3 is an even more general model that subsumes the lognormal model (van der
Linden, 2006) and the Cox PH model as special cases. This new model contains the whole collection of
possible functional forms between RT and latent covariates through various link functions. This generalized
approach will save practitioners from a labor-intensive search for an adequte parametric model, and more
importantly, it will provide an individualized fitting to each item.
6.1 Semi-parametric Modeling Approach
Since the 1972 publication of Cox’s seminal article on statistical models for lifetime data, survival methods,
especially those for continuous time data, have enjoyed increasing popularity in a variety of disciplines
ranging from medicine and industrial testing to economics and sociology. Item response time analysis, a
specific research topic in educational measurement, will also benefit from the advances in survival methods.
In fact, the semi-parametric modeling approach in survival analysis opens another avenue for RT modeling.
In Chapter 2, we proposed a new model, which can be viewed as an extension of the Cox PH model. In
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the new model, examinees’ latent speeds τ serve as covariates, and the regression parameter β controls the
effect of τ on RTs. This model hinges on the assumption that examinees’ latent speed determine their RTs
directly. This new model assigns a separate speed parameter τ to account for the individual differences in
speed, while allowing τ to be correlated with θ at the population level. The hierarchical framework (van der
Linden, 2007) distinguishes the speed accuracy tradeoff within a person from the speed accuracy correlation
across persons. Simulation studies show that the new model can be estimated accurately via an MCMC
algorithm. One apparent advantage of the proposed model comes from its semi-parametric nature. The
non-parametric baseline hazard is flexible enough to accommodate different shapes of RT distributions in
real data. Once the non-parametric baseline hazard is recovered by the Breslow estimator, we can further
fit it either with a parametric form or with a curve generated by B-spline bases, depending upon the specific
shapes of the baseline hazard.
The estimation method proposed in Chapter 2 uses the partial likelihood that is motivated as resulting
from integrating out the baseline cumulative hazard function with respect to a gamma process prior. Al-
though Clayton (1991) also adopts a gamma process prior, he includes the cumulative baseline hazard as a
“parameter” to be updated within each Markov chain. Sharef et al. (2010) advocated using B-splines on H0
and update it in MCMC as well. An apparent advantage of their approaches is that inference can be made
on the baseline hazard. However, with a somewhat complicated posterior distribution encountered here,
it seems more beneficial to use a divide-and-conquer approach. That is, treat the non-parametric baseline
hazard as a nuisance parameter and integrate it out first, and once the parameters are accurately calibrated,
estimate the non-parametric hazard secondly.
Chapter 3 generalized the Cox model to the linear transformation model that creates further flexibility.
One challenge lies in the model estimation. Current estimation methods (Kalbfleisch, 1978; Pettitt, 1982;
Chen et al., 2002) are developed assuming the covariates are observed, yet RT modeling often involves latent
covariates, such as θ or τ . Therefore new estimation techniques need to be built up for this particular
limitation. Notice that the ranks of the observations remain unchanged by monotone increasing transfor-
mations, and this fact justifies the use of the “marginal likelihood of ranks” to make inference on unknown
parameters (Kalbfleisch and Prentice, 1973; Pettitt, 1983). In the same chapter, we proposed to use the
marginal likelihood of rank in MCMC for the estimation of β and τ , and then use the recursive algorithm
(Chen et al., 2002) for estimating H. This two-stage estimation method is able to recover the true model
parameters and the unknown transformation very well. Ranger and Kuhn (2012) also adopted the form of
the linear transformation model, but rather than introducing an arbitrary monotone transformation, they
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introduced a parametric link function as
log
[
(1− P (yij = 1|τi))−cj
cj
]
= αj + βjτi, cj > 0,
where the parameter cj determines the shape of the link function. When cj = 1, one obtains a logit link,
and when cj → 0, it becomes a complementary log-log link. Another difference of their model is that it only
represents discrete time, with yij = 1 when tij is less than a threshold. In this sense, our model is more
powerful and utilizes RT information in a more straightforward fashion. We also provide model checking
methods to help evaluating both global and item level fit.
The real data example shows that the proposed semi-parametric model tends to fit the data better than
the more restricted lognormal model, or other parametric models. One less intuitive phenomenon is that for
roughly one third of the items in the item bank, the βˆ parameters are negative, indicating that examinees
with higher speed in general tended to answer those items slower. This is because in adaptive testing, each
item is assigned to a restricted sample, and within the sample, the relationship between actual response
time and latent speed might reverse. Further studies should confirm the applicability of the new model for
other types of test data (such as non-adaptive achievement tests). Another future direction is to further
break down the latent speed parameter τ into different information processing components, because different
examinees might employ different strategies when solving an item. Response caution also plays an important
role in examinees’ processing speed (van der Mass, Molenaar, Maris, Kievit, & Borsboom, 2011).
One limitation of the current estimation method (for the linear transformation model) is that we need to
know the parametric form of the error term distribution beforehand. With different error distributions, the
approximation to the rank-based likelihood changes substantially. However, based on the real data example
given in the paper, a fixed error distribution is sometimes too restrictive, and it is often possible that some
items are better fit with normal error model whereas others are more consistent with logistic error model.
If that happens, we need to employ an even more flexible model with error distributions unspecified. This
generalization will certainly introduce extra difficulty in estimation, Mallick and Walker (2003) provided a
fully Bayesian estimation method for such generalized model with observed covariates, and they employed
the Polya tree distribution as a prior for the unknown distribution Fε. Their method might be a promising
starting point for extending the current model with additional flexibility.
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6.2 Application of Response Time
The objective of RT research is to improve the estimation accuracy of the examinees’ abilities. This can be
partially accomplished by ensuring that the test is of high quality. The test quality includes test fairness,
test efficiency and so on. In particular, concerning test fairness, RTs allow us to formulate constraints on
item selection (in adaptive tests) or test assembly (in linear form tests) that guarantee the multiple forms
of a test to be equally speeded. In our modeling approach here,
∫∞
0
Sj(t|β, τ, h0)dt is the expected time
to answer the jth item, and upon knowing this, the constraint related to RTs can be easily incorporated
in item selection through the weighted deviation model (Stocking and Swanson, 1993) or the constraint
weighted index (Cheng and Chang, 2009). Concerning efficiency, observe that a highly informative item can
be quite time consuming, so it has less practical value compared to an equally or somewhat less informative
items that require less time to complete. Therefore, instead of maximizing the raw item information, we can
maximize the item information per time unit (Fan et al., 2012).
6.2.1 Redesign of Item Selection Algorithm in CAT
Traditional methods for item selection in computerized adaptive testing only focus on item information
without taking into consideration the time required to answer an item. As a result, some examinees may
receive a set of items that take a very long time to finish, and information is not accrued as efficiently as
possible. With the well defined psychometric models on response time, one can take this information into
the item selection.
Specifically, because the variance of θˆmle is inversely related to the Fisher information, it motivates the
procedure of selecting items to maximize Fisher information at the current ability estimate. For instance,
index the bank of all possible items by j = 1, 2, ..., J , and suppose that m items have been administered,
Yj1 , Yj2 , ..., Yjm . Let Sm = {j1, j2, ..., jm} denotes the indices for these items, and let Rm = {1, 2, ..., N}∩ S¯m
denotes the remaining items. Let θˆmlem denote the current ability estimate. The Maximum Information
Criterion (MIC) selects the item which has highest information at θˆmlem as,
jm+1 = max
l
{Il(θˆmlem ) : l ∈ Rm}. (6.1)
However, MIC does not take into consideration the time required to answer an item. Such information
is useful in that often a highly informative item can be quite time consuming. As a result, instead of
maximizing raw item information Il(θˆmlem ) in (6.1), Fan, Wang, Chang, and Douglas (2012) proposed a new
criterion, Maximum Information per Time Unit (MICT). Rather than selecting the item with highest item
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information at the current ability estimate, we can choose the next item based on
jm+1 = max
l
{
Il(θˆmlem )
E[Tl|τˆmlem ]
: l ∈ Rm
}
, (6.2)
where Tl is the time required for the l item and τˆmlem is the maximum likelihood estimator of current the
speed parameter τ . Under the lognormal model in van der Linden (2007), the expected time to answer the
lth item is obtained by taking expectation of tnj with respect to the density in Equation (1.9), treating αj ,
βj , and τn as known parameters for the density. Specifically,
E[Tl|τˆmlem ] =
∫ ∞
−∞
αl
tl
√
2pi
exp
{
−1
2
[
αl(ln tl − (βl − τˆmlem ))
]2}
dtl
and it can be further simplified as
E[Tl|τˆmlem ] = exp
(
βl − τˆmlem +
1
2α2l
)
, l ∈ Rm.
The MLE of τˆmlen has a closed form expression as
τˆmlen =
∑
j∈Rm α
2
j (βj − log tnj)∑
j∈Rm α
2
j
. (6.3)
Thus, if the lognormal model is employed for response time, it yields simple closed form solutions to the
terms needed to implement the MICT. The semi-parametric model proposed in the current study can be
used in a similar fashion, but more involved computation might be needed. Using this new item selection
criterion, items with high information will tend to be chosen, but are less likely to be chosen if they require
a great amount of time. By continually updating the speed parameter and the ability parameter, items may
be chosen for an examinee that can assist in quickly accruing information about the examinee’s ability. By
doing so, an exam with a fixed amount of information required can be completed more quickly, possibly
affording the chance to seek a higher level of information by adding more items. Also, an exam of fixed
length can be completed more quickly.
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6.2.2 Introduce Additional Covariates in the Model
We can introduce additional covariates in the model, such as examinees’ demographic information, to better
explain the variance in response time patterns. A survival model that is suitable for such a purpose is
hj(tij |τi,zi) = h0j(tij) exp(βjτi + γ′jz), (6.4)
or
Hj(tij |τi,zi) = βjτi + γ′jz + εij , (6.5)
where Zi = (zi1, ..., zip) represents the observed covariates, such as gender, educational background, social
economic status and such things. The current model can also be further extended to allow for the incor-
poration of explanatory variables to explain the variations in speed and accuracy between individuals who
may be nested within groups. Such an effort is especially beneficial if the researchers want to pinpoint
whether older people, or people with a certain disorder, tend to have decreased ability or slower information
processing speed as opposed to younger people, or those without the disorder.
The model estimation methods introduced in Chapters 2 and 3 can be easily generalized to the new mod-
els. For instance, if model (6.4) is considered, it could be rewritten as hj(tij |τi,zi) = h0j(tij) exp([βj ,γj ]′[τi,z]),
such that the partial likelihood for [βj ,γj ] can be readily expressed as
L(βj ,γj |τ ,z) =
N∏
i=1
exp([βj ,γj ]′[τi,zi])∑N
p≥i exp([βj ,γj ]′[τp,zp])
.
In some cases, instead of imposing an item level coefficient γj , one can also impose fixed or random slope
for each observed covariate. Whether or not a certain covariate has a significant effect on the response time
patterns can be checked via the Lagrange multiplier test introduced in Chapter 4.
6.2.3 Constructing RT Models for Cognitive Psychology
Current response time models are appropriate for tests such as achievement tests, attitude scales, or per-
sonality questionnaires. Cognitive and experimental psychologist, who often collect RTs as a major source
of behavior data to make inference about the latent cognitive process, would require different modeling
strategies. That is because in achievement testing, examinees normally have plenty of time to answer each
item, and the current model assumes examinees operate at a constant ability and speed along the test. In
cognitive experiments, however, subjects are often given the instruction such as “respond as quickly as you
can”, and in this regard, a speed-accuracy tradeoff should be included in the model. The model proposed
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in Loeys et al.(2011) could be adopted, but again, instead of relying on log-transformation of response time,
the semi-parametric models proposed in this dissertation can be better candidates.
6.3 Summary
Two classical models for continuous outcomes such as response times are the linear mixed model (Verbeke
and Molenberghs, 2000) and the proportional hazard model (Cox, 1972). Though the lognormal model is
chosen based on statistical convenience and goodness of fit rather than cognitive theory (Luce, 1986), the
proportional hazard model is often popular in modeling response times in mathematical and experimental
psychology due to its nice mathematical properties of hazard functions (Bloxom, 1985; Vorberg and Ulrich,
1987; Wenger and Gibson, 2004). However, no previous semi-parametric models with crossed random effects
for persons and items have been proposed (Loeys et al., 2011). In this dissertation, instead of treating the
random effects of persons and items in a non-hierarchial relationship as in a crossed random effect model
(Raudenbush, 1993), we proposed a two-level semi-parametric model with random effects for both items
and persons. In parallel with the explosion of hierarchical modeling in psychometrics, the field of diffusion
models is also growing in cognitive theory and may offer alternative approaches for modeling response time
and response accuracy simultaneously. The diffusion model offers the advantage of an interpretable process
model as a measurement model, in contrast, the advantage of the psychometric models presented in this
dissertation allow for relatively easy quantification of the correlation between person’s latent speed and
ability (Loeys et al., 2011), and between items’ difficulty and time intensity. The semi-parametric models
offer additional flexibility when analyzing real datasets, albeit at an additional level of model complexity.
But, as the saying implies, “there is no such thing as a free lunch”.
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