ABSTRACT Different storage capacities and various file sizes are two crucial factors which impact the effectiveness of cache placement in device-to-device networks. However, most of existing literature assumes all users have homogeneous cache capability and all involved file sizes are identical. In this paper, files are placed into groups according to their different sizes and the storage capacities are various among all the involved user devices. Considering these two vital factors, group caching scheme (GCS) algorithm for the optimal cache strategy is investigated by formulating an optimization problem to maximize the cache hit probability solved by using Karush-Kuhn-Tucker conditions. Furthermore, random linear network codingbased GCS is developed to eliminate the negative impact of file size to cache hit probability due to the observation that the probability of small size files being cached may be higher than that of large size but more popular files. Finally, simulation results show the effectiveness of the proposal which outperforms the existing schemes.
I. INTRODUCTION
in the whole procedure of caching-assisted D2D communications. During this procedure, content should be deployed in the cache-enabled devices. After that the file requester can find the nearest helper which has the requested files and then establish D2D link. Finally, this nearest helper will start to transmit the requested files on the allocated wireless channel. Among the above three stages, cache placement is an essential step for cache-enabled D2D networks. Hence, how to design an effective cache policy is an important sub-topic in the research area of cache-enabled D2D networks.
As far as we know, cache placement in D2D networks has attracted lots of attentions recently. In [10] , a novel architecture is proposed to improve the system throughput in cellular networks based on the caching ability in BS controlled D2D communication. In [11] , joint optimization of cache content placement and scheduling policies is studied to maximize the offloading gain. Since the content preference and sharing willingness of human users are two crucial factors in D2D-assisted offloading, the optimal content pushing strategy is investigated with the consideration of these two factors in [12] .
In addition, storage capacities and file sizes are also two main factors which affect the efficiency of cache placement in D2D-assisted caching networks. However, few literature jointly considers these two factors in the system model. Even though the size of cache memory and file size are still be considered in their assumptions, they all assume equal file size among the involved file library and/or equal memory size of each caching device. For example, in [7] , Chen et al. assume that each device has equal cache memory size and the files are equal to be unit size. Obviously, this is not the truth. We all know that each mobile device has various memory size in real world. The smart phone can be with 16G, 32G, 64G, 128G or 256G memories, and the laptop has been even higher with 512G or 1T so far. In addition, each file can not be the same size due to the different length and resolution rate. To the best of our knowledge, joint impact of file size and cache memory size has not been fully investigated in the current D2D-assisted caching networks. Some offloading approaches even did not consider these two factors, such as [8] and [9] .
Since cache memory size and file size are both involved in D2D-assisted caching networks, it is essential to investigate the joint impact of these two factors in designing the optimal caching policy via D2D communications. The main contributions of this paper are outlined as follows: 1) We jointly consider both factors including various cache memory sizes and file sizes in D2D-assisted caching networks. In system model, a 3-dimension (3D) matrix of caching probability is defined to present the caching scenarios among different size of device for each file. In addition, an algorithm called GCS for the optimal cache strategy is investigated by formulating an optimization problem to maximize the cache hit probability solved by using Karush-Kuhn-Tucker (KKT) conditions. 2) In order to eliminate the negative effect of file size to cache hit probability, the improved GCS algorithm based on random linear network coding (RLNC) called RLNC-GCS is proposed, which outperforms GCS when the large file is divided into suitable sizes. 3) Simulation results are provided to show that the proposal outperforms the existing schemes. In addition, the proposed RLNC-GCS caching policy is also simulated and the results are shown to be effective. The rest of this paper is organized as follows: Section II presents the system model. Section III formulates the maximization problem of cache hit probability. In Section IV, we utilize KKT conditions to solve the maximization problem and evaluate the performance. Based on the observation in Section IV, we propose RLNC-based GCS algorithm to further improve the performance in Section V. Lastly, the conclusion and future work are given in Section VI.
II. SYSTEM MODEL
As shown in Fig. 1 In system model, we assume u types of cache memory size exist in the networks, the notation of size can be denoted by
We denote m u as the ratio of devices with M u size among all the considered devices. Thus, we have
In this paper, we assume the content popularity model follows Zipf-like [13] distribution which is also widely utilized in [5] , [14] , and [15] . A finite content library denoted by F = {F i } = {F 1 , F 2 , . . . , F n } exists in the networks and the request probability of file F i can be written as 
Thus, the files in each level can be seen as
We assume an user device with M u cache memory stores file D ip with caching probability c uip . Thus, we have the caching scenario denoted by a 3 dimension matrix A = [c uip ] U ×N ×[P 1 ,P 2 ,...,P N ] . In system model, the location of all user devices are modeled by a homogeneous Poisson Point Process (HPPP) φ D with intensity λ, each user device is active to request a file with probability ρ ∈ [0, 1]. Thus, the inactive user devices with probability 1 − ρ will serve as the potential transmitters which can provide the files to requesters. As a result of independent thinning, the distribution of devices with M u caching memory follows a HPPP with intensity m u λ.
III. PROBLEM FORMULATION
In this section, we consider the cache hit probability as the main performance metric. Note that the joint impact of file size and cache memory size is not considered in the existing related literature. This is the major difference in the cache hit probability performance in this paper from prior works [6] , [7] , [9] , [16] . The cache hit probability is the probability of a random active user to find its requested file in local caches, including self-cache and D2D-assisted cache. Self-cache means the request device finds the requested file in its own cache memories. Thus, the self-cache hit probability can be given by
D2D-assisted cache means the request device can obtain the file from nearby user devices through D2D communication. Thus, the probability to find a requested file f ip cached within range R is given by
Averaging over all the files, we have the D2D-assisted cache hit probability as
. (4) Thus, the total cache hit probability is given by
where
In this paper, we aim to maximize the cache hit probability by obtaining the optimal caching probability matrix
Thus, the optimization problem for maximizing the cache hit probability can be written as
IV. KKT-BASED OPTIMIZATION IN D2D CACHING SCHEME A. PROBLEM OPTIMIZATION
From the optimization problem (6), p hit can be further decomposed as (7), as shown at the top of the next page. Thus, the second order derivative of p hit can be written as
Proposition 1: The second order derivative of p hit is strictly negative.
Proof: See Appendix A. Thus p hit is a concave function with variable c uip . Without loss of generality, we can conclude that p hit is a concave function for caching probability matrix A = [c uip ] U ×N ×[P 1 ,P 2 ,...,P N ] . According to the analysis above, it is obvious that p hit has a maximum value in the available field. Thus, the optimal problem (6) can be rewritten as follows:
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Consider the following lagrangian function as
According to the rules of KKT, the following conditions in (11) need to be satisfied.
Based on the first equation of (11), we have
Then the result of µ u is given by
Substituting b m and b in (13), µ u can be rewritten as
According to Lambert W function [17] , we have
Proof: See Appendix B
b j c jnl and (15), we obtain the optimal cache probability as (16) for the device with M u cache memory requesting file f ip .
Hence, without loss of generality, the whole caching probability matrix A is obtained to achieve the optimal deployment for cache networks. The corresponding implementation procedure called GCS is presented in Algorithm 1 as follows.
B. PERFORMANCE EVALUATIONS
In this section, we set up the numerical simulation and evaluate the performance. We assume that 2 different kinds of cache memory are set to be M 1 = 1 and M 2 = 2 existing in for u=1:U do 11: for i=1:N do 12: for p=1:P i (i) max do 13: Using KKT and Lambert function to calculate the probability of user caching probability c uip as (16).
14:
Update matrix A and get the new matrix A*. 15: end for 16: end for 17: end for 18: if A*==A then 19: flag=0; 20: end if 21 : end while 22: Calculating the optimal cache hit probability p hit,max according to formula (6) .
the cache networks. The initial file library is
The files are divided into 2 groups if popularity level i = 1 and 3 groups if i = 2. We make the initial assumptions that
. D2D transmission range is R = 10, and Poisson intensity is set to be λ = 10 −3 users/m 2 . The user device acts as a receiver who will request a random file with probability ρ = 0.5. In what follows, we will study four impact factors including content popularity parameter γ , probability of requesting file ρ, D2D transmission range R and user intensity λ. In addition, we will compare the performance of the proposed scheme with two others as follows. For simplicity, we denote p GCS , p SCS , p JCS as the optimal cache hit probability which is obtained from GCS, SCS and JCS, respectively.
(1) Group caching scheme (GCS): this is the proposed scheme, in which various cache memory sizes and different file sizes are considered. (2) Separated caching scheme (SCS) [9] : cache memory sizes are identical among all the user devices, and the file sizes are normalized.
(3) Joint caching scheme (JCS) [18] : file sizes are normalized and cache memory sizes are various. Fig. 2 illustrates the relationship between content popularity parameter γ and the optimal cache hit probability. According to (1), we observe that the requested probability q i of a file increases as the content popularity parameter λ increases if the content popularity level i ≤ 14. Thus, Fig. 2 also shows the impact from q i to the optimal cache hit probability p hit. max . From Fig. 2 , we know that p SCS and p JCS increase greatly as γ increases. However, p GCS increases smoothly. Comparing GCS with SCS and JCS, we observe that the increase of p GCS is less than p SCS or p JCS obviously.
1) CONTENT POPULARITY PARAMETER γ
2) PROBABILITY OF REQUESTING FILE ρ Fig. 3 illustrates the relationship between the probability of user requesting a file ρ and the optimal cache hit probability. From Fig. 3 , we observe that p hit. max decreases as ρ increases for all the above three schemes. The reason is that as ρ increases, the ratio of potential transmitters which have the requested files decreases. Accordingly, the available D2D-assisted cache files decrease. As a result, p hit. max decreases. Fig. 4 illustrates the relationship between D2D transmission range R and the optimal cache hit probability. As D2D transmission range R increases, the number of user devices which can serve as a D2D-assisted cache transmitters increase. Thus, p hit. max increases. Similarly, from Fig. 5 , we know that the available user device and requested files increase as user intensity λ increases. Consequently, p hit. max increases.
3) D2D TRANSMISSION RANGE R AND USER INTENSITY λ
From Fig. 2, Fig. 3 , Fig. 4 and Fig. 5 , we observe the optimal cache hit probability of GCS outperforms other FIGURE 3. Illustration of relationship between the probability of user requesting a file ρ and the optimal cache hit probability.
FIGURE 4.
Illustration of relationship between D2D transmission range R and the optimal cache hit probability.
FIGURE 5.
Illustration of relationship between user intensity λ and the optimal cache hit probability.
two existing schemes including SCS and JCS. These results demonstrate the effectiveness of GCS in D2D-assisted caching networks. Moreover, based on the analysis above, we know that the size of requested file is one of the major factors which affect the performance of cache hit probability. In the simulation, we set three different patterns of file size for GCS algorithm which presented in Fig. 2, Fig. 3 , Fig. 4 3, 4, 5] . It is concluded that the size of requested file will negatively affect the cache hit probability, and hence, affect the caching willingness of user devices. The file with smaller size and smaller popularity level may have larger cache probability than files with bigger size and bigger popularity level. In order to eliminate the negative effect of file size to further improve the performance of GCS, we further propose random linear network coding (RLNC) based GCS caching scheme in next sections. For simplicity, we call it as RLNC-GCS.
V. RLNC-GCS IN D2D CACHING SCHEME
In D2D networks, when the file is large, one general caching way is that the large file will be divided into several parts and stored on a set of distributed devices. Thus, different parts of the large file need to be downloaded from different devices to retrieve the original data. As a result, a mechanism to track which part of file is stored on each device is needed, which will make the system more complex. However, when network coding is applied on the original file, it is unnecessary to know which part of the file has been stored on which peer. Instead, we just need to know how many coded parts are stored on the peer, which will make the issue more easier.
Network coding has been identified as a viable technology for enabling distributed storage [19] - [22] . In this section, We propose the caching of random linear network coding (RLNC) coded parts at the devices in the placement phase and transmission of coded parts in the delivery phase from devices to devices. The main idea in RLNC is to use random coefficients to code the parts. The main advantage of the RLNC is that each node can perform coding independent of the other nodes.
A. RLNC-GCS SOLUTION
We assume that the size of file X is mx, which can be divided into m blocks X 1 , X 2 ,...X m with the same size x, as shown in Fig. 6 . Based on RLNC theory, the transmitter encodes all blocks by RLNC codes and generates a new coded block as:
Thus, the size of Y i is also the same as x and a device is able to cache packet X using x memory size. The coefficient g ij (1 ≤ j ≤ m) in RLNC are chosen randomly over a finite field F q (Galois field). Hence, the receiver is able to recover packet X = [X 1 X 2 ... X m ] by solving linear equation as (18) after m blocks are received. 
65184 VOLUME 6, 2018 where
.., g i1 ) (1 ≤ i ≤ m) composes a matrix, which is denoted by G and named as coefficients matrix.
Based on linear coding theory [23] - [25] , the original packet X can be obtained if m sets of coefficient in matrix G are independent. According to [26] , when F q is sufficiently large, e.g. if F q = 2 8 and F q = 2 12 , the probability of decoding is over 99.6% and 99.9%, respectively. Thus, decoding failure caused by dependent coefficients vectors can be ignored.
In order to receive m blocks, there should be not less than m transmitters with Y i (1 ≤ i ≤ m) located within D2D transmission range R. We denote the probability as p(N ≥ m) which can be obtained as follows:
Thus, the probability denoted by p obtain that the receiver is able to obtain enough RLNC encoded blocks is given as follows:
In this section, RLNC-GCS is presented in Algorithm 2. In the following subsection, performance comparison is provided and simulation results show that RLNC-GCS outperforms GCS when large files in cache networks are divided into several blocks in suitable size.
B. PERFORMANCE COMPARISON
Based on the assumptions in Section IV, Part B, we enlarge the file size as D 1p = [8, 10] , D 2p = [8, 10, 12] , and compare the performance metric p GCS between GCS and RLNC-GCS with m = 2, 4 and 8, respectively. 9: Calculating the best cache hit rate p hit,max according to the formula (6).
FIGURE 7.
Illustration of relationship between content popularity parameter γ and the optimal cache hit probability.
FIGURE 8.
Illustration of relationship between the probability of user requesting a file ρ and the optimal cache hit probability.
In this subsection, we also consider the aforementioned four impact factors and the corresponding simulation results are shown as Fig. 7, Fig. 8, Fig. 9 and Fig. 10 , respectively. From the simulation results, we observe RLNC-GCS outperforms GCS for the performance metric p GCS if m = 4 and m = 2. The reason is that smaller blocks will get more benefit VOLUME 6, 2018 FIGURE 9. Illustration of relationship between D2D transmission range R and the optimal cache hit probability.
FIGURE 10.
for cache hit probability. However, when m = 8, the file is divided into too many smaller blocks. Thus, the probability of obtaining enough blocks to recover the original file will obviously decrease. As a result, p GCS will decrease. From the simulation results, we observe that p GCS is the worst one among the four simulation results if m = 8. In addition, we can conclude that the performance will be even worse as m increases.
VI. CONCLUSION AND FUTURE WORK
Based on the fact that different kinds of storage capacities and different file sizes exist in the cache networks, we first propose a cache placement algorithm GCS to maximize cache hit probability considering the combined impact of different file sizes and storage capacities. In this paper, the optimal cache strategy with constraint of storage capacities and consideration of file sizes is formulated and solved by using KKT conditions. From the optimization, we observe that file size will negatively affect the user's intention to cache the file. That is, the probability of small size files being cached may be higher than that of large size but more popular files. Thus, RLNC based GCS called RLNC-GCS algorithm is developed to eliminate the negative impact of file size to cache hit probability. Simulation results show that the proposed GCS algorithm outperforms the existing schemes regarding the combined impact of file size and storage capacities. In addition, RLNC-GCS is shown to be more effective when the file is large comparing with GCS.
In this paper, we take into consideration a fixed topology by assuming users to be at fixed locations. However, when the proposed caching algorithm is applied to the mobile scenario, a coupling effect will be considered due to the interference and fading of signals. The users mobility characteristics like speed and contact rate will also affect the performance of caching algorithm. Consequently these factors will be integrated into the our caching scheme in future work. In addition, the optimal divided factor m based on the file size will be analyzed in our next step research.
APPENDIX A PROOF OF PROPOSITION 1
We have the first order derivative of the first part in (8) as
Thus, the second order derivative of the first part in (8) can be given by Accordingly, we have the results as follows:
Substituting (23), (24), (25) and (26) in (8), we can prove that the second order derivative of p hit is strictly negative.
APPENDIX B PROOF OF (15)
According to the equation (14), we have 
