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Abstract
Yablonskii (Differential Equations 2 (1996) 335) and Filipstov (Differential Equations 9
(1973) 983) proved the existence of two different families of algebraic limit cycles of degree 4 in
the class of quadratic systems. It was an open problem to know if these two algebraic limit
cycles where all the algebraic limit cycles of degree 4 for quadratic systems. Chavarriga (A new
example of a quartic algebraic limit cycle for quadratic sytems, Universitat de Lleida, Preprint
1999) found a third family of this kind of algebraic limit cycles. Here, we prove that quadratic
systems have exactly four different families of algebraic limit cycles. The proof provides new
tools based on the index theory for algebraic solutions of polynomial vector ﬁelds.
r 2004 Elsevier Inc. All rights reserved.
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1. Introduction
We consider polynomial differential systems
’x ¼ Pðx; yÞ; ’y ¼ Qðx; yÞ; ð1Þ
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where Pðx; yÞ and Qðx; yÞ are real coprime polynomials. If the maximum of the
degrees of P and Q is m; then we say that system (1) is of degree m. The polynomial
differential systems of degree 2 are called quadratic systems, see [18].
Let R½x; y be the ring of the polynomials in the variables x and y with real
coefﬁcients. If fAR½x; y then we say that f ¼ f ðx; yÞ ¼ 0 is an invariant algebraic
curve of system (1) if it satisﬁes
@f
@x
Pðx; yÞ þ @f
@y
Qðx; yÞ ¼ kðx; yÞf ðx; yÞ ð2Þ
for some kðx; yÞ polynomial of degree at most m  1: The polynomial kðx; yÞ is called
the cofactor of f ðx; yÞ ¼ 0: If the cofactor is identically zero, then f ðx; yÞ is a
polynomial ﬁrst integral for system (1). If fAR½x; y has degree n; it is irreducible in
R½x; y and f ¼ 0 is an invariant algebraic curve, then we say that f ¼ 0 is an
irreducible invariant algebraic curve of degree n. When n ¼ 4 the curve f ¼ 0 is called
a quartic.
We say that ðx0; y0ÞAR2 is a singular point of system (1) if it satisﬁes that
Pðx0; y0Þ ¼ Qðx0; y0Þ ¼ 0: A limit cycle of system (1) is a real isolated periodic
solution in the set of all periodic solutions. If a limit cycle is contained in the set of
points of an invariant algebraic curve it is called algebraic: We say that a limit cycle
has degree n if it contained in the set of points of an irreducible invariant algebraic
curve of degree n:
One of the most interesting questions on limit cycles was proposed by Hilbert [14]
in 1900 in the second part of 16th Hilbert’s Problem: Compute HðmÞ such that the
number of limit cycles of any polynomial differential system of degree m is less than or
equal to HðmÞ: Hilbert’s Problem remains unsolved even for m ¼ 2: It is known that
a quadratic system with an invariant straight line has at most one limit cycle (see [6]
or [7]).
In 1958, Ch’in Yuan–shu¨n summarizes in [1] the quadratic systems having an
algebraic limit cycle of degree 2 and he proves the uniqueness of this limit cycle.
More precisely, if a quadratic system has an algebraic limit cycle of degree 2, then after
an affine change of variables, the limit cycle becomes the circle G :¼ x2 þ y2  1 ¼ 0:
Moreover, G is the unique limit cycle of the quadratic system which can be written into
the form
’x ¼ yðax þ by þ cÞ  ðx2 þ y2  1Þ;
’y ¼ xðax þ by þ cÞ;
with aa0; c2 þ 4ðb þ 1Þ40 and c24a2 þ b2:
The case of the limit cycles of degree 3 was studied later on. Using three papers
Evdokimenco proves from 1970 to 1979 that there are no quadratic systems having
limit cycles of degree 3 (see [9–11]). An easier proof can be found in [4].
Yablonskii [16] found the ﬁrst family of quadratic systems having an algebraic
limit cycle of degree 4 in 1966. Seven years later, a new family of algebraic limit
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cycles of degree 4 was found by Filiptsov [13], and a third one was found in 1999,
see [2].
The aim of this paper is to characterize the quadratic systems which have an
algebraic limit cycle of degree 4. The main result is summarized in the following
theorem.
Theorem 1. After an affine change of variables the unique quadratic systems having an
algebraic limit cycles of degree 4 are
(a) Yablonskii’s system
’x ¼ 4abcx  ða þ bÞy þ 3ða þ bÞcx2 þ 4xy;
’y ¼ ða þ bÞabx  4abcy þ 4abc2  32ða þ bÞ2 þ 4ab
 
x2 þ 8ða þ bÞcxy þ 8y2;
with abca0; aab; ab40 and 4c2ða  bÞ2 þ ð3a  bÞða  3bÞo0: This system
possesses the irreducible invariant algebraic curve
ðy þ cx2Þ2 þ x2ðx  aÞðx  bÞ ¼ 0
of degree 4 having two components, an oval (the algebraic limit cycle) and an isolated
point (a singular point).
(b) Filipstov’s system
’x ¼ 6ð1þ aÞx þ 2y  6ð2þ aÞx2 þ 12xy;
’y ¼ 15ð1þ aÞy þ 3að1þ aÞx2  2ð9þ 5aÞxy þ 16y2;
with 0oao 3
13
: This system possesses the irreducible invariant algebraic curve
3ð1þ aÞðax2 þ yÞ2 þ 2y2ð2y  3ð1þ aÞxÞ ¼ 0
of degree 4 having two components, one is an oval and the other is homeomorphic to a
straight line. This last component contains three singular points of the system.
(c) The system
’x ¼ 5x þ 6x2 þ 4ð1þ aÞxy þ ay2;






oao0 possesses the irreducible invariant algebraic curve
x2 þ x3 þ x2y þ 2axy2 þ 2axy3 þ a2y4 ¼ 0;
of degree 4 having three components, one is an oval and each of the others is
homeomorphic to a straight line. Each one of these last two components contains one
singular point of the system.
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(d) The system
’x ¼ 2ð1þ 2x  2kx2 þ 6xyÞ;
’y ¼ ð8 3k  14kx  2kxy  8y2Þ;
with 0oko1
4
possesses the irreducible invariant algebraic curve
1
4
þ x  x2 þ kx3 þ xy þ x2y2 ¼ 0;
of degree 4 having three components, one is an oval and each of the others is
homeomorphic to a straight line. Each of these last two components contains one
singular point of the system.
The rest of the paper is organized as follows. Section 2 is dedicated to study the
basic concepts on algebraic curves with special emphasis on the multiple points that
we shall need. We present the extension of a polynomial differential system from the
real plane R2 to the complex projective plane CP2 in Section 3. After, in Section 4,
we give some results on polynomial differential systems having invariant algebraic
curves. In Section 5, we present more results only valid for quadratic systems.
Finally, the proof of Theorem 1 is given in Section 6.
2. Algebraic projective curves
Complex algebraic projective curves are more useful than afﬁne curves when we
proceed to study their properties and qualities. This is in this way due to the
compactness of the projective plane. Thus, the projective plane allows to work with
the inﬁnite line and provides a global vision of the curves necessary in this work.
Let f ¼ 0 be an algebraic curve of degree n in the afﬁne complex plane C2: This
curve, in the projective coordinates ðX ; Y ; ZÞ of CP2 related with the afﬁne
coordinates through x ¼ X=Z; y ¼ Y=Z; is given by FðX ; Y ; ZÞ :¼
Znf ðX=Z; Y=ZÞ ¼ 0: That is, F is a homogeneous polynomial in X ; Y ; Z: From
Euler’s formula one has X @F@X þ Y @F@Y þ Z @F@Z ¼ nF :
Let p ¼ ðX0; Y0; Z0Þ be a point on the projective curve F ¼ 0: Since all the
coordinates of the point cannot be zero, we suppose that Z0a0 and that p ¼ ð0; 0; 1Þ:
If we consider the expression of the curve for Z ¼ 1; we have
FðX ; Y ; 1Þ ¼ FsðX ; Y Þ þ Fsþ1ðX ; YÞ þ?þ FnðX ; Y Þ;
where Fi are homogeneous polynomials of degree i; and Fsc0: Then we say that p is
a point of multiplicity s: If s ¼ 0 the curve does not contain the point. If s ¼ 1
(respectively 2) we say that p is a simple (respectively double) point. If s41; then we
will say that p is a multiple point with multiplicity mp ¼ s: In particular, p is a multiple
point of F ¼ 0 if and only if FðpÞ ¼ @F@X ðpÞ ¼ @F@Y ðpÞ ¼ @F@Z ðpÞ ¼ 0:
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i where Li ¼ 0 are
different straight lines called tangent straight lines to F ¼ 0 at p; ri is the multiplicity
of the tangent Li ¼ 0: We say that p is an ordinary multiple point if ri ¼ 1 for
i ¼ 1;y; k; otherwise we say that p is a non-ordinary multiple point.
In what follows, we recall brieﬂy the resolution of multiple points following to
Primrose [15], see Section 4.4 of this book for additional details. Let p0 ¼
ðX0; Y0; Z0Þ be a multiple point on a given algebraic projective curve. By means of a
birrational quadratic transformation of the form %X ¼ YZ; %Y ¼ XZ and %Z ¼ XY ; the
curve is applied into another, and p0 into the set of r1 points p1;1; p1;2;y; p1;r1 : Then
we say that the given curve has r1 points in the first neighborhood of p0: By means of
at most r1 new birrational quadratic transformations we obtain the r2 points of
the second neighborhood of p0: p2;1; p2;2;y; p2;r2 : Successively, we proceed until the
points of some neighborhood are all simple, and we say that the singularity of the
given curve at p0 is resolved: The multiple point p0 is said to be explicit, and pk;rk
(k40) are said to be implicit. The genus of a curve of degree n is deﬁned as








where the sum runs over all the multiple points, explicit and implicit, and mp is their






pðn  1Þðn  2Þ
2
: ð4Þ
Let pAC2: The local ring of C2 at p; OpðC2Þ; is deﬁned as the set of all rational
functions with complex coefﬁcients such that the denominator does not vanish in p:
Let p ¼ ðX0; Y0; Z0ÞACP2: Since all the coordinates of p cannot be zero we can
consider Z0a0 and making the change x0 ¼ X0=Z0 and y0 ¼ Y0=Z0; p is given by its
local coordinates ðx0; y0Þ; we can deﬁne the local ring at p; Op: Moreover, if
C1;y; Cn are algebraic curves in CP2; these are deﬁned, in the local coordinates
of p by f1ðx; yÞ ¼ 0;y; fnðx; yÞ ¼ 0; and the intersection index of the curves at p is
deﬁned as
(i) IpðC1;y; CnÞ ¼ 0 if peC1-?-Cn;
(ii) IpðC1;y; CnÞ ¼N if fi ¼ hgi for i ¼ 1;y; n; where h is a polynomial that
vanish on p;
(iii) otherwise, IpðC1;y; CnÞ ¼ dimC Op=ðf1;y; fnÞ; where ðf1;y; fnÞ is the ideal
generated by the polynomials f1;y; fn:
From the inclusion of the ideals ðfi; fjÞDðf1;y; fnÞ for i; j ¼ 1;y; n one have the
following relation between the intersection index of n curves and the intersection
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Let F ¼ 0 and G ¼ 0 be two projective algebraic curves and let p be a point
on them. The intersection index of these curves on p can be deﬁned in
a more operative way in the following theorem. First, we give some
preliminary deﬁnitions. We say that F ¼ 0 and G ¼ 0 cut themselves in
strict sense at p; if F and G does not have common factors that vanish on p: We
say that F ¼ 0 and G ¼ 0 cut themselves transversally at p if p is a simple point of
F ¼ 0 and G ¼ 0; and the tangent to F ¼ 0 and to G ¼ 0 at p are different. For the
intersection index of two curves the following theorem is well-known, see for
instance [12].
Theorem 2. The intersection index of F ¼ 0 and G ¼ 0 at p; IpðF ; GÞ; is unique for all
pACP2 and satisfies the following conditions:
(i) IpðF ; GÞ is a non-negative integer for all F ; G and p when F and G cut
themselves in strict sense. IpðF ; GÞ ¼N if F and G does not cut themselves in
strict sense.
(ii) IpðF ; GÞ ¼ 0 if and only if p is not a common point of F and G: IpðF ; GÞ only
depends on the factors of F and G which vanish at p:
(iii) If T is a coordinate change and TðpÞ ¼ q; then IqðTðFÞ; TðGÞÞ ¼ IpðF ; GÞ:
(iv) IpðF ; GÞ ¼ IpðG; FÞ:
(v) IpðF ; GÞXmpðFÞmpðGÞ; verifying the equality if and only if F and G do not have
common tangents at p; where mpðFÞ and mpðGÞ are the multiplicities of p with
respect to F and G:
(vi) If F ¼ Qri¼1 Frii and G ¼Qsj¼1 Gsjj ; then IpðF ; GÞ ¼Pri¼1Psj¼1 risjIpðFi; GjÞ:
(vii) IpðF ; GÞ ¼ IpðF ; G þ AFÞ for all homogeneous polynomial A in the variables X ;
Y and Z:
We will need a property like (vi) for the intersection index of three projective
algebraic curves. It is given in the following Lemma.
Lemma 3. Let A; B; C; C0 be homogeneous polynomials in three variables. Then
IpðA; B; CC0ÞpIpðA; B; CÞ þ IpðA; B; C0Þ:
Proof. Consider the following sequence of vector spaces:
0-KerðcÞ !i OpðA; B; CÞ !
c Op
ðA; B; CC0Þ !
f Op
ðA; B; C0Þ-0;
where i is an inclusion, cðzÞ ¼ C0z and f is the natural projection.
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The sequence is exact because i is injective, f is surjective, ImðiÞ ¼ KerðcÞ and





ðA; B; CC0Þ ¼ dimC
Op
ðA; B; CÞ þ dimC
Op
ðA; B; C0Þ  dimC KerðcÞ
pdimC
Op
ðA; B; CÞ þ dimC
Op
ðA; B; C0Þ
and by the deﬁnition of the intersection index the lemma follows immediately. &
A very useful result for this work is the following result, stated by Darboux [8]
with some mistakes. See Chavarriga et al. [4] for a proof of its present version.
Theorem 4. Let A; A0; B; B0; C; C0 be homogeneous polynomials in CP2 in the
variables X ; Y ; Z of degrees l; l0; m; m0; n; n0; respectively. Suppose that A; B; C and
A0; B0; C0 are two sets of coprime polynomials verifying AA0 þ BB0 þ CC0  0: Then,
(i)
P
p IpðA; B; CÞ þ
P
p IpðA0; B0; C0ÞXlmnþl
0m0n0
l ; where l ¼ l þ l0 ¼ m þ m0 ¼ n þ n0:
(ii) If the algebraic curves A ¼ 0; B ¼ 0; C ¼ 0; A0 ¼ 0; B0 ¼ 0 and C0 ¼ 0 have no
common points, then
P
p IpðA; B; CÞ þ
P
p IpðA0; B0; C0Þ ¼ lmnþl
0m0n0
l :
Theorem 5 (Bezout theorem). Let F ¼ 0 and G ¼ 0 be two curves in CP2 of degrees r
and s; respectively, without common components. Then
P
p IpðF ; GÞ ¼ rs:
We say that a double point p of F ¼ 0 is a node if Ip ¼ Ip @F@X; @F@Y; @F@Z
	 
 ¼ 1; in this
case its tangents L1 and L2 are different and we say that the node is simple if
IpðLi; FÞ ¼ 3 for i ¼ 1; 2: Let p be a non-ordinary double point of F ¼ 0; that is, it
has a unique tangent with multiplicity two. Then we say that p is a cusp if Ip ¼ 2; p is
a tacnode if Ip ¼ 3; and p is a ramphoid cusp if Ip ¼ 4:
Remark. A very important fact in this work is that if a curve has a tacnode or a
ramphoid cusp in the ﬁrst neighborhood, then it has a node or a cusp in the second
neighborhood, respectively. Cusps and nodes do not have implicit multiple points.
See [15].
The following proposition characterizes the quartic curves having a double point.
Proposition 6. Let F ¼ 0 be an algebraic curve of degree 4 having a double point p: By
making a projectivity we can consider p ¼ ð0; 0; 1Þ and taking local coordinates at p;
the curve can be written as f :¼ f2 þ f3 þ f4=0 with f2 ¼ xy if the tangent at p are
different or f2 ¼ x2 if the tangents at p are the same. Then
(i) p is a node if f2 ¼ xy:
(ii) p is a cusp if f2 ¼ x2 and x[f3:
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(iii) p is a tacnode if f2 ¼ x2; f3 ¼ xg2 and x[f4  14 g22:
(iv) p is a ramphoid cusp if f2 ¼ x2; f3 ¼ xg2; x j f4  14 g22 and x2[f4  14 g22:
(v) IpX5 if f2 ¼ x2; f3 ¼ xg2; x2 j f4  14 g22:
Proof. (i) Since p is a node, Ip ¼ 1: Therefore, from Theorem 2(v) and (5) the two
tangents at p are different. Consequently f2 ¼ xy:
(ii) Since p is a cusp, Ip ¼ 2: Therefore, the tangents at p must be the same.
Consequently, f2 ¼ x2 and f ¼ x2 þ f3 þ?: Therefore follows that @f@x ¼ 2x þ?;
@f
@y ¼ @f3@y þ?: The intersection index of @f@x and @f@y is greater than 2 if and only if x
divides @f3@y ; see Theorem 2(v). Since Ip ¼ 2; x does not divide @f3@y : So x does not divide f3:
(iii) Since p is a tacnode, Ip ¼ 3: By the arguments of the proof of (ii), x divides @f3@y :
So x divides f3 and we can write f3 ¼ xg2: We have f ¼ x2 þ xg2 þ f4: Therefore
@f
@x
¼ 2x þ x @g2
@x


















¼ Ip 2x þ x @g2
@x








¼ Ip 2x þ x @g2
@x











2x þ x @g2
@x
þ g2 þ @f4
@x
  
¼ Ip 2x þ x @g2
@x























and from Theorem 2(v), since Ip ¼ 3; x does not divide @@y f4  14 g22
	 

; and therefore x
does not divide f4  14 g22:
(iv) Since p is a ramphoid cusp, Ip ¼ 4: By the arguments of the proof of (iii),
x j f4  14 g22: Therefore f4  14 g22 ¼ xv3 for some homogeneous polynomial v3 of








¼ Ip 2x þ x @g2
@x



















¼ Ip 2x þ x @g2
@x






























2x þ x @g2
@x
þ g2 þ @f4
@x
 
¼ Ip 2x þ x @g2
@x
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Thus, x does not divide @ðg2v3Þ@y and therefore, x does not divide v3g2: In particular
x[v3; so x2 does not divide f4  14 g22:
(v) If IpX5; by the arguments used in the proof of (iv) we obtain that x2 divides
f4  14 g22: Hence the proposition is proved. &










X2: Let F ¼ 0 and G ¼ 0 be tangent at p: In local coordinates the curves


















































X5 and x divides h2  2g2; then IpðF ; GÞX6:










X3; in local coordinates
Ipðf ; gÞ ¼ Ipðx2 þ xh2 þ?; x þ g2 þ?Þ
¼ Ipðx2 þ xh2 þ? xðx þ g2 þ?Þ; x þ g2 þ?Þ
¼ Ipðxðh2  g2Þ þ?; x þ g2 þ?Þ











Ipðf ; gÞ ¼ Ipðx2 þ xh2 þ f4 þ?; x þ g2 þ?Þ
¼ Ipðx2 þ xh2 þ f4 þ? xðx þ g2Þ þ?; x þ g2 þ?Þ
¼ Ipðxðh2  g2Þ þ f4 þ?; x þ g2 þ?Þ
¼ Ipðxðh2  g2Þ þ f4  ðh2  g2Þðx þ g2Þ þ?; x þ g2 þ?Þ
¼ Ipðf4 þ g2ðh2  g2Þ þ?; x þ g2 þ?ÞX5
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: This follows clearly from
Proposition 6(iv) and by hypothesis.









X5; taking into account that







using Proposition 6(iv). So the
last statement holds. &
3. Differential equations in CP2
Let P; Q and R be homogeneous polynomials of degree m þ 1 in the variables X ;
Y and Z: The homogeneous 1-form
o ¼ P dX þ Q dY þR dZ
is said to be projective if XPþ YQþ ZR ¼ 0; that is,
P ¼ MZ  NY ; Q ¼ NX  LZ; R ¼ LY  MX
for some L; M and N homogeneous polynomials of degree m: Then
o ¼ LðY dZ  Z dYÞ þ MðZ dX  X dZÞ þ NðX dY  Y dXÞ: ð6Þ
The triple ðL; M; NÞ can be thought as a homogeneous polynomial vector ﬁeld in
C3\f0g of degree m; which passing to CP2 provides the foliation given by o: Roughly
speaking, we will say that ðL; M; NÞ is a polynomial vector ﬁeld in CP2 of degree m:
The following result is well known, see Darboux [8].
Lemma 8. If we take %L ¼ L þ AX ; %M ¼ M þ AY ; %N ¼ N þ AZ being A a
homogeneous polynomial of degree m  1; then (6) remains invariant.
In other words, Lemma 8 says us that ð %L; %M; %NÞ deﬁnes also o; i.e., P ¼
%MZ  %NY ; Q ¼ %NX  %LZ; R ¼ %LY  %MX :
The singular points of (6) are those for which the tangent is not determined. These
points verify the system
P ¼ MZ  NY ¼ 0; Q ¼ NX  LZ ¼ 0; R ¼ LY  MX ¼ 0: ð7Þ
In order to determinate the number of singular points we use the following
corollary of Theorem 4, whose proof can be found in Darboux [8].
Corollary 9. For any homogeneous polynomial vector field ðL; M; NÞ in CP2 with L;
M; N coprime of degree m having finitely many singular points we have that its number
of singular points taking into account their multiplicities or numbers of intersection is
m2 þ m þ 1:
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Let F be a homogeneous polynomial of degree n in CP2: We say that F ¼ 0 is an







N ¼ KF ; ð8Þ
where K is a polynomial of degree m  1; also called cofactor.
When a line has less than m þ 1 singular points it can be invariant or not,
depending on the singular points. Using the following result we give a characteriza-
tion of invariant straight lines.
Theorem 10. Let r ¼ 0 be an straight line which has finitely many singular points of
o ¼ 0 given by (6). It is invariant for o ¼ 0 if and only if Pp Ipðr;P;Q;RÞ ¼ m þ 1;
where the sum runs over the singular points of o over r:
Proof. By means of a projectivity we can consider that the straight line is Z ¼ 0:
Suppose that
P
p IpðZ;P;Q;RÞ ¼ m þ 1: Then, by (5), we have that
X
p


















Now, since X ; Y and Z cannot be zero simultaneously, it follows thatP
p IpðZ; NÞXm þ 1; and from Bezout Theorem Z divides N: Therefore, Z ¼ 0
veriﬁes (8), and is invariant for o ¼ 0:
Conversely, if Z ¼ 0 is an invariant straight line of o ¼ 0; we have N ¼ ZA
for some polynomial A of degree m  1: By taking %L ¼ L  AX ; %M ¼ M  AY
and %N ¼ ZA  AZ ¼ 0 we have Pp IpðZ;P;Q;RÞ ¼Pp IpðZ; %MZ; %LZ; %LY 
%MX Þ ¼Pp IpðZ; %LY  %MXÞ ¼Pp IpðZ; LY  MXÞ ¼ m þ 1 by Bezout’s
Theorem. &
4. Preliminary results on invariant algebraic curves










J. Chavarriga et al. / J. Differential Equations 200 (2004) 206–244216

















Remark. Taking %L ¼ L  KX=n; %M ¼ M  KY=n and %N ¼ N  KZ=n we have that
the cofactor of an invariant algebraic curve is zero for o ¼ %LðY dZ  Z dY Þ þ
%MðZ dX  X dZÞ þ %NðX dY  Y dX Þ:
There are two types of singular points of o ¼ 0: those that are on the projective
curve F ¼ 0; and those that are not necessarily on this curve and for which one has
L  KX
n
¼ 0; M  KY
n
¼ 0; N  KZ
n
¼ 0; ð10Þ

















Ip L  KX
n
; M  KY
n




By applying Theorem 4(i) to Eq. (9) we have
h þ h0Xm
3 þ ðn  1Þ3
m þ n  1 ¼ m
2  mðn  1Þ þ ðn  1Þ2: ð11Þ











System (1) deﬁned on the afﬁne plane can be extended to the projective plane. We
write system (1) of degree m as P dy  Q dx ¼ 0: Using projective coordinates x ¼
X=Z; y ¼ Y=Z we can write the previous equation as the following form of degree
m þ 1:
LðY dZ  Z dYÞ þ MðZ dX  X dZÞ ¼ 0; ð12Þ
with
L ¼P0Zm þ P1Zm1 þ?þ Pm ¼ ZmPðX=Z; Y=ZÞ;
M ¼Q0Zm þ Q1Zm1 þ?þ Qm ¼ ZmQðX=Z; Y=ZÞ;
where Pi and Qi are homogeneous polynomials of degree i of P and Q; respectively.
Here k ¼ kðx; yÞ is a polynomial of degree at most m  1: Notice that in this case we
have a form (6) with N  0:
We note that if f ðx; yÞ ¼ 0 is an invariant algebraic curve of degree n of system (1)
of degree m with cofactor kðx; yÞ; then FðX ; Y ; ZÞ ¼ Znf ðX=Z; Y=ZÞ ¼ 0 is an
algebraic curve of form (12) with cofactor KðX ; Y ; ZÞ ¼ Zm1kðX=Z; Y=ZÞ ¼
k0Z
m1 þ k1Zm2 þ  þ km1 where ki is the homogeneous part of k of degree i:
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When a projective differential equation is the extension of a differential
equation deﬁned in the afﬁne plane, in h0 there are counted two sets of





IpðL; M; KÞ; h02 ¼
X
p
Ip L  KX
n





it follows, from Lemma 3, that
h0ph01 þ h02: ð14Þ
Notice that by Bezout’s theorem we have h01pmðm  1Þ; otherwise the
polynomials P and Q; would not be coprime against the hypothesis.
If h024m; then Pm  km1Xn and Qm  km1Yn : Replacing in (12) L for L  km1Xn
and M for M  km1Y
n
we see that Z ¼ 0 is a straight line of singular points.
Systems (1) with this property are called systems with degenerate infinity and can be
considered as systems of degree m  1: Afﬁne quadratic systems with degenerate inﬁnity
can be reduced to a linear differential equation in CP2; in particular, they do not have
limit cycles.
Remark. In what follows, we suppose that system (1) has not degenerate inﬁnity; in
particular we have h2pm and consequently h0pm2; which allows to obtain using (11)
a lower bound for h:
The proof of the following two results is given in Chavarriga and Llibre [3].
Proposition 11. All multiple points of an irreducible invariant algebraic curve of o ¼ 0
with o given in (6) are singular points of the projective differential equation o ¼ 0: The
intersection points of two invariant algebraic curves of o ¼ 0 are singular points of the
differential projective equation o ¼ 0:
Theorem 12. Let f ¼ 0 be an invariant algebraic curve for system (1). Let h0 be the
number of singular points counted with their multiplicity in CP2 that verify (10). If
h0 ¼ m2; then system (1) has a rational first integral.
A very useful result on invariant curves can be found in Christopher [5] (see
statement (i) of the next lemma), but there are preliminary versions of this result in
other authors, see for instance Theorem 1 of Yablonskii [17]. Here we present an
improvement of such result.
Lemma 13. Let f :¼Pni¼0 fi ¼ 0 be an affine invariant algebraic curve of degree n for
system (1) of degree m: Let d be a real or complex linear divisor of fn with multiplicity l:
We denote by k the cofactor of f ¼ 0: Then
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(i) d is a divisor of D :¼ yPm  xQm: We note that D controls the singular points at
infinity.
(ii) Let %l be the multiplicity of d as a divisor of D: Then d is a divisor of km1x  nPm
and of km1y  nQm with multiplicity %l  1:
(iii) h02 ¼ m þ 1 r where r is the number of different linear factors of fn; where h2 is
defined in (13).
(iv) d is a divisor of fn1ðkm1x  ðn  1ÞPmÞ and of fn1ðkm1y  ðn  1ÞQmÞ with
multiplicity minfl  1; %lg:
Proof. The curve f ¼ 0 satisﬁes (2) because it is invariant. Taking the terms of
















¼ km1fn1 þ km2fn: ð16Þ
On the other hand, from (15) and Euler’s theorem x @fn@x þ y @fn@y ¼ nfn; we obtain
@fn
@x





¼ fnðnPm  km1xÞ
D
: ð17Þ




@y D: If d is a





l  1; and thus d must divide D; this proves (i). Since (17) must be veriﬁed it
follows (ii).











contains the divisors of D that do not divide fn: Replacing the above expressions















B ¼ nPm  km1x; ð18Þ












@y : Notice that Lx and Ly
do not have common factors of positive degree.




ð%li  1Þ þ b ¼ m;
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where b is the degree of B: So
Xr
i¼1





Ip L  KX
n







ð%li  1Þ þ b ¼ m þ 1 r;
and proves (iii). This last equality becomes clear if we take into account that
L  KX
n
¼ ZR þ Pm  km1X
n












¼ ZS þ Qm  km1Y
n










and that their common points on Z ¼ 0 come from the divisors of Qri¼1 d %li1i B:





¼ yC þ fn1ðkm1y  ðn  1ÞQmÞ; D @fn1
@y
¼ fn1ððn  1ÞPm  km1xÞ  xC;
where C ¼ km2fn  Pm1 @fn@x  Qm1 @fn@y : Since d is a divisor of fn; @fn@x and @fn@y with
multiplicities l; l  1 and l  1; respectively, then d is a divisor of C with multiplicity
greater than or equal to l  1: Also, d divides D with multiplicity %l; and (iv)
follows. &
The following theorem is a simpliﬁcation of a more general result due to Darboux.
Theorem 14 (Darboux theorem). Let f1 ¼ 0 and f2 ¼ 0 be two invariant algebraic
curves of system (1) with cofactor k1 and k2; respectively. Suppose that there exist two
real numbers l1 and l2 such that
l1k1 þ l2k2 ¼ 0:
Then H ¼ f k11 f k22 is a real first integral of system (1).
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5. Preliminary results on quadratic systems
The following results are valid for quadratic systems
’x ¼ P0 þ P1 þ P2 ¼ a00 þ a10x þ a01y þ a20x2 þ a11xy þ a02y2;
’y ¼ Q0 þ Q1 þ Q2 ¼ b00 þ b10x þ b01y þ b20x2 þ b11xy þ b02y2 ð19Þ
and they show some situations in which limit cycles cannot appear.
Lemma 15. Let f :¼Pni¼0 fi ¼ 0 be an invariant algebraic curve of (19) of
degree n; that does not have multiple points in the infinite straight line.
Let d1 and d2 be two linear divisors of fn; real or complex, with multiplicity strictly
greater than one. If h0X3; or h0 ¼ 2 and h02 ¼ 0; then system (19) has a rational first
integral.
Proof. If h0 ¼ 4; then system (19) has a rational ﬁrst integral by
Theorem 12. Suppose that h0 ¼ 3; since fn has at least two different divisors, from
Lemma 13(iii) we get h02p1; and thus h01X2: If h0 ¼ 2 and h02 ¼ 0; then h01X2: In both
cases h01X2:
Let k ¼ k0 þ k1 be the cofactor of f with ki homogeneous polynomials of degree i:
Since h01X2; the cofactor has either at least two singular points or one singular point
with multiplicity greater than or equal to 2.
We claim that if a linear divisor di; divides fn1; then there is a multiple point of
F ¼ 0 at Z ¼ 0: To prove the claim, without loss of generality we can assume that
di ¼ x and that f ¼ f0 þ f1 þ?þ fn2 þ xgn2 þ xsgns with sX2: Then it is easy to
check that the point ð0; 1; 0Þ is a multiple point of F ¼ 0 at Z ¼ 0: So the claim is
proved.
Since the curve does not have multiple points at inﬁnity, from Lemma 13(iv) it
follows that d1 and d2 are both divisors of k1y  ðn  1ÞQ2 and k1x  ðn  1ÞP2:
Therefore,
P2 ¼ l1d1d2 þ k1x
n  1; Q2 ¼ l2d1d2 þ
k1y
n  1:
Now system (19) takes the form
’x ¼ P0 þ P1 þ l1d1d2 þ k1x
n  1; ’y ¼ Q0 þ Q1 þ l2d1d2 þ
k1y
n  1
and so, it can be written as
’x ¼ P0 þ P1  k0x
n  1þ l1d1d2 þ
kx
n  1; ’y ¼ Q0 þ Q1 
k0y
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By making the change z ¼ l2x  l1y; we have ’z ¼ B þ kz
n  1 where
B ¼ l2 P0 þ P1  k0x
n  1
 




The polynomials B and k have the same degree and B vanishes on the two points of
k ¼ 0 that are singular points or on the singular point with multiplicity X2: So we
have B ¼ ak: Therefore, ’z ¼ k a þ zn1
	 

; that is, a þ l2xl1y
n1 ¼ 0 is an invariant
straight line with cofactor k
n1: Thus, by Darboux Theorem H ¼ f a þ l2xl1yn1
 1n
is
a rational ﬁrst integral of the system. &
Proposition 16. Let F ¼ 0 be an irreducible invariant algebraic curve of degree 4 of a
quadratic system (19). Suppose that the curve has two multiple points over Z ¼ 0; then
(i) If h0X3; then the system has a rational first integral.
(ii) If the two multiple points over Z ¼ 0 are cusps, then either the system has a
rational first integral, or the curve has three cusps.
Proof. Let p1 and p2 be two multiple points of F ¼ 0 on the inﬁnite straight line. We
can consider, without loss of generality, that p1 ¼ ð1; 0; 0Þ and p2 ¼ ð0; 1; 0Þ if they are
real, or p1 ¼ ð1; i; 0Þ and p2 ¼ ð1;i; 0Þ if they are complex. In both cases we can write
f ¼ D2 þ Dðm21x þ m12yÞ þ m20x2 þ m11xy þ m02y2 þ m10x þ m01y þ m00;
where D ¼ xy if the points are real and D ¼ x2 þ y2 if the points are complex. By
making the change x ¼ X  m12
2
; y ¼ Y  m21
2
when the points are real, or the change
x ¼ X  m21
4
; y ¼ Y  m12
4
when the points are complex, we can write
f ¼ D2 þ f2 þ f1 þ f0;
where fi are homogeneous polynomials of degree i ¼ 0; 1; 2: Clearly, from Lemma
13(iii) we have h02 ¼ 1:
Since f ¼ 0 is invariant by the ﬂow deﬁned by (19), expanding (2) according to the

















Deriving D with respect to t and taking into account (20) we have






D þ l; ð21Þ
where l is a linear function.
ARTICLE IN PRESS
J. Chavarriga et al. / J. Differential Equations 200 (2004) 206–244222
If h0X3; then h01X2 because h
0
2 ¼ 1; and therefore there are at least two singular
points of the system on the cofactor taking into account multiplicities. Therefore,
from (21) l vanishes also on this two points and consequently, follows that is l ¼ ak:
Then Eq. (21) can be written as ’D ¼ k
2
ðD þ 2aÞ and by the Darboux theorem H ¼
f ðD þ 2aÞ2 is a rational ﬁrst integral of the system. Therefore, (i) is proved.
If the two multiple points are cusps, we have f2 ¼ m11D: Then we impose to f ¼ 0
to be an invariant curve of (19) and from the terms of third degree after using the









Then (21) can be written as












If h0140; there must exist a singular point on the cofactor, and thus D þ m112 ¼ 0 is an
invariant curve of system (19) with cofactor k
2
; and therefore by the Darboux theorem




is a rational ﬁrst integral of the system. If h01 ¼ 0; then h0ph01 þ
h02 ¼ 1 and therefore by (11) hX6: But for a curve with only cusps we have h ¼ 4; so
there must be other multiple points. Since the maximum number of multiple points
on an irreducible quartic algebraic curve is three, there must be just another multiple
point with Ip ¼ 2; that is, a cusp. &
The next result is well known, see for instance Ye Yian–Qian [18].
Theorem 17. Let C be a limit cycle of a quadratic system (19). Then there exists a
unique singular point inside the bounded region limited by the limit cycle and it is a focus.
6. Proof of Theorem 1
Let f ¼ 0 be an irreducible invariant algebraic curve with real coefﬁcients of
degree 4 for a quadratic system (19). Suppose that it contains an oval that
is a limit cycle of the system. Let F ¼ 0 be the equation of the curve in the projective
plane. Then, from (11) one has h þ h0X7: The existence of a rational ﬁrst integral
excludes the existence of a limit cycle. So, from Theorem 12 we must have h0o4 and
follows hX4:
Taking into account 4, a quartic curve can have, at most, one explicit triple point
or three explicit double points.
6.1. The curve F ¼ 0 has a triple point p
In this case the curve cannot have any oval. If such an oval exists, as p is real we
can draw a straight line containing p and a point q in the bounded region limited by
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the oval. This straight line has ﬁve common points with the quartic curve, counting
their multiplicities. From Bezout theorem, the curve is not irreducible.
6.2. The curve F ¼ 0 has three double points p1; p2; p3
At least one of the three double points must be real because when a real curve has
a complex point, the curve has also the conjugated, but only three multiple points are
allowed.
On the other hand hX4; genus (3) of a curve is never a negative integer, and taking
into account the remark in Section 2 the double points can be only cusps or nodes
because the existence of more degenerated points implies the existence of implicit
double points. Since from (4) no more multiple points are allowed, we have the
following three possibilities:
6.2.1. p1 is a cusp and p2 and p3 are nodes
In this case p1 is a real point and since it is a cusp, its tangent must be real. So, the
conic that contains the points p1; p2; p3; a point q in the bounded region limited by
the oval and is tangent to F ¼ 0 at p1; cuts the curve F ¼ 0 in nine points counting
their multiplicities, which is not possible from Bezout’s theorem if the curve is
irreducible.
6.2.2. p1 and p2 are cusps and p3 is a node
In this case p1 and p2 cannot be real. If these where real, its tangents would be real
too and the conic that contains the points p1; p2; p3; a point q in the bounded region
of the oval, and is tangent to p1 cuts the curve F ¼ 0 in nine points, what is not
possible if the curve is irreducible.
The node p3 cannot have real tangents. It can be seen using the same conic now
tangent to F ¼ 0 at p3: And using this conic non-tangent to F ¼ 0 at p3 but
containing a simple real point of F ¼ 0 r which does not belong to the oval it follows
that the only real points of the curve F ¼ 0 are p3 and the points of the oval. In
particular, the curve has at most one oval.
From Proposition 16, neither p1 nor p2 can be inﬁnite points. On the other
hand, p3 cannot be an inﬁnite point because it has complex tangents and the
inﬁnite line is invariant. If some point of the oval cuts the inﬁnity we will not
have afﬁne limit cycles. So, the points of the inﬁnity must be complex conjugated
and from Lemma 13, F4 ¼ D2; where D is a quadratic polynomial irreducible over
the real ﬁeld.
Without loss of generality we can assume that the local expression of the curve in
the afﬁne plane is
f ¼m00 þ m10x þ m01y þ m20x2 þ m11xy þ m02y2 þ m30x3
þ m21x2y þ m12xy2 þ m03y3 þ ðx2 þ Bxy þ Cy2Þ2;
where B2  4Co0: Note that Ca0:
ARTICLE IN PRESS
J. Chavarriga et al. / J. Differential Equations 200 (2004) 206–244224
We can consider p1 ¼ ð0; i; 1Þ; p2 ¼ ð0;i; 1Þ and p3 ¼ ð1; 0; 1Þ: Since p1 and p2 are
cusps and p3 is a node, the following expressions must be identically zero. Notice that
the last one means that the tangent to f ¼ 0 at p1 and p2 is double.
f ðp1;2Þ ¼C2 þ m00  m027ðm01  m03Þi; f ðp3Þ ¼ 1þ m00 þ m10 þ m20 þ m30;
@f
@x
ðp1;2Þ ¼m10  m127ðm11  2BCÞi; @f
@x
ðp3Þ ¼ 4þ m10 þ 2m20 þ 3m30;
@f
@y
ðp1;2Þ ¼m01  3m0372ðm02  2C2Þi; @f
@y









ðp1;2Þ ¼  12B2C2 þ 48C3  4B2m02  8Cm02 þ 12BCm11
 m211 þ 4m212  24C2m20 þ 4m02m20  12m03m21
74ð3B2m03 þ 6Cm03  6BCm12 þ m11m12
 3m03m20 þ 6C2m21  m02m21Þi:
We obtain m10 ¼ m12 ¼ 2 2C2 þ m30; m20 ¼ 3þ C2  2m30; m11 ¼ 2BC;
m02 ¼ 2m00 ¼ 2C2; m21 ¼ 2Bð1þ CÞ; m01 ¼ m03 ¼ 0: Then the last expression









ðp1;2Þ ¼ 74ð2þ 2C þ m30Þð2 2C þ 4C2 þ m30Þ
716BCð2þ 2C þ m30Þi:
If 2þ 2C þ m30 ¼ 0; then f ¼ ðC  x  Cx þ x2 þ Bxy þ Cy2Þ2 and is not
irreducible. So the only possibility is 2 2C þ 4C2 þ m30 ¼ 0 and Ca0: Then we
have m30 ¼ 2þ 2C  4C2: Also, since Ca0 it must be veriﬁed that B ¼ 0: In this
case f depends only on even powers of y: So, taking into account that there exists at
most one oval, if there is one oval for f ¼ 0 it is symmetric with respect to the axis
y ¼ 0 and there must be three intersection points of the curve f ¼ 0 with that axis:
the points of the oval and p3: In fact,
f ðx; 0Þ ¼ ð1þ xÞ2ðC2 þ 2Cx  4C2x þ x2Þ:
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The ﬁrst factor corresponds to p3 and the second one must have two real roots. The
roots are x ¼ C þ 2C272 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃð1þ CÞC3p : Thus, a necessary condition for the
existence of an oval is C41:










Q  ðmx þ ny þ pÞf :
The coefﬁcients Mij must be zero.
In degree 5, we have
M50 ¼ 4a20  m;
M41 ¼ 4a11 þ 4b20C  n;
M32 ¼ 2ð2a02 þ 2a20C þ 2b11C  CmÞ;
M23 ¼ 6a02B þ 2a11B2 þ 2B2b02 þ 4a11C þ 2a20BC þ 4b02C
þ 6Bb11C þ 4b20C2  2BCm  B2n  2Cn;
M14 ¼Cð4a02 þ 4b11C  CmÞ;
M05 ¼C2ð4b02  nÞ:
We obtain m ¼ 4a20; n ¼ 4b02; a11 ¼ b02  b20C and a02 ¼ ða20  b11ÞC:
The coefﬁcients of M in degree 4 are
M40 ¼ 4a10 þ 2a20  2a20C þ 4a20C2  p;
M31 ¼ 2ð2a01 þ b02  b02C þ 2b10C þ 5b20C þ 2b02C2  9b20C2 þ 6b20C3Þ;
M22 ¼ 2Cð2a10  6a20 þ 2b01 þ 5b11 þ 12a20C  9b11C  6a20C2 þ 6b11C2  pÞ;
M13 ¼ 2Cð2a01  b02 þ 3b02C þ 2b10C  b20C þ 3b20C2Þ;
M04 ¼ C2ð2a20 þ 4b01  2b11  6a20C þ 6b11C  pÞ:
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We obtain p ¼ 12 ð8b01  b11 þ 3b11CÞ; a10 ¼ 14 ð4b01  2b11 þ 3b11C  3b11C2Þ;
a01 ¼ Cðb10  b20 þ 3b20CÞ; b02 ¼ 3b20C; a20 ¼ 34 b11:
In degree 3, we have
M30 ¼ 12 ð8a00 þ 4b01 þ b11  4b01C þ 5b11C þ 8b01C2  7b11C2  15b11C3 þ 18b11C4Þ;
M21 ¼ 2Cð2b00 þ 5b10 þ 5b20  9b10C  18b20C þ 6b10C2 þ 33b20C2  18b20C3Þ;
M12 ¼ 12 Cð8a00  4b01  b11 þ 12b01C  3b11C  3b11C2 þ 9b11C3Þ;
M03 ¼ 2C2ð2b00  b10  b20 þ 3b10C þ 12b20C  9b20C2Þ:
We obtain a00 ¼ 34 b11C2ð2þ 3CÞ; b00 ¼ 3b20C; b01 ¼ 14 b11ð1þ 3CÞ2; b10 ¼
b20ð1þ 3CÞ:
In degree 2;
M20 ¼ 32 b11ð1 CÞCð1þ 2CÞð1þ 3CÞ2
from where b11 ¼ 0 since C41: Notice that b20a0; otherwise the system becomes
’x ¼ ’y ¼ 0: Then, by making the time rescaling dtdt ¼ 1b20 the system becomes
’x ¼ 4Cxy;
’y ¼ 3C  x þ 3Cx þ x2  3Cy2
and then the cofactor is k ¼ 12Cy: Therefore, by the Darboux theorem H ¼ f
x3
is a
rational ﬁrst integral and there is not any limit cycle.
6.2.3. p1; p2 and p3 are cusps
One of these cusps must be real and so we can use the arguments of 6.2.1.
6.3. The curve F ¼ 0 has two double points p1; p2
Taking into account that hX4 this two double points cannot be nodes or cusps
and someone must be more degenerated. On the other hand, from the remarks in
Section 2 and the fact that the genus computed by (3) cannot be a negative integer,
follows that we have two explicit double points but we can not have more that three
double points. So, p1 or p2 must be a node or a cusp. In this case we have the
following ﬁve possibilities.
6.3.1. p1 is a node and p2 is a tacnode
Notice that in this case h ¼ 4 and thus h0 ¼ 3:
The points p1 and p2 must be real points because when a curve has real coefﬁcients
and has a complex point, the curve has also its conjugated and p1 and p2 cannot be
conjugated because its index of intersection is different. Since p2 is a real tacnode of a
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curve with real coefﬁcients, it has a double tangent with real coefﬁcients. Hence, a
real tangent.
The tangents to p1 cannot be real. If they were real, the conic that contains p1; p2; a
point q in the bounded region of the oval and is tangent to F ¼ 0 at p1 and p2 cuts
the curve F ¼ 0 in nine points (counting their multiplicities) from Lemma 7.
Therefore, the curve is not irreducible from Bezout theorem.
Using the same argument with the conic not tangent to p1 but containing a simple
real point of F ¼ 0 it follows that the only real points of F ¼ 0 are p1; p2 and the
points of the oval.
One of the points p1 and p2 must be at inﬁnity. Otherwise, the points of F ¼ 0 at
inﬁnity would be simple and complex since the only real points of the curve are p1; p2
and the points of the oval. Then f4 ¼ D2 where D is a homogeneous polynomial of
degree two irreducible over the real ﬁeld. Therefore from Lemma 15, it follows that
the system has a rational ﬁrst integral.
But only p1 and p2 can be at inﬁnity. If either p1 or p2 is at inﬁnity, then there are
two other points of F ¼ 0 at inﬁnity, these must be complex conjugated, so there are
three points of F ¼ 0 at inﬁnity. Then we have h02 ¼ 0 from Lemma 13(iii) and since
h0 ¼ 3 follows h01X3 from (14), which is not possible. On the other hand, since h0 ¼ 3;
from Proposition 16, p1 and p2 cannot be both over the inﬁnite straight line.
Suppose that p1 is at inﬁnity. We can consider p1 ¼ ð0; 1; 0Þ with tangent y and
p2 ¼ ð0; 0; 1Þ: Then the projective equation of the curve is
F ¼ X 4 þ XY ðAX þ BY ÞZ þ Y 2Z2
and the tangents at p1 are given by Z and BX þ Z; that are not complex, a
contradiction.
Suppose that p2 is at inﬁnity. We can consider p1 ¼ ð0; 0; 1Þ with complex tangents
and p2 ¼ ð0; 1; 0Þ: Since p2 is a tacnode, the afﬁne equation of the curve is
f ¼ ax4 þ x2ðbx þ cyÞ þ x2 þ y2;
which corresponds to Yablonskii’s family.
6.3.2. p1 is a node and p2 is a ramphoid cusp
In this case p1 and p2 must be real and then p2 has a double tangent, it must be real
too. The conic that contains these points, a point q in the bounded region limited by
the oval and satisﬁes Lemma 7(iii) for p2; cuts the curve F ¼ 0 in nine points
(counting their multiplicities), this is not possible because the curve is irreducible.
6.3.3. p1 and p2 are cusps
By means of a projectivity we can suppose that the cusps are p1 ¼ ð1; 0; 0Þ and
p2 ¼ ð0; 1; 0Þ and the projective equation of the curve F ¼ 0 is deﬁned by
F ¼ X 2Y 2 þ l1XYZ2 þ ðl2X þ l3YÞZ3 þ l4Z4:
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If l2 ¼ 0 or l3 ¼ 0; then p1 or p2 are tacnodes, respectively. If l2l3a0 The projective
differential equation is deﬁned by
L ¼ L2 þ L1Z þ L0Z2; M ¼ M2 þ M1Z þ M0Z2; N ¼ N2 þ N1Z þ N0Z2:
We can suppose that the cofactor of F ¼ 0 is zero.
Since p1 and p2 are singular points of the projective differential equation, we have
ðLY  MXÞð1; 0; 0Þ ¼ M2ð1; 0; 0Þ ¼ 0; ðLY  MX Þð0; 1; 0Þ ¼ L2ð0; 1; 0Þ ¼ 0;
ðLZ  NX Þð1; 0; 0Þ ¼ N2ð1; 0; 0Þ ¼ 0; ðLZ  NX Þð0; 1; 0Þ ¼ 0;
ðMZ  NY Þð1; 0; 0Þ ¼ 0; ðMZ  NY Þð0; 1; 0Þ ¼ N2ð0; 1; 0Þ ¼ 0:
Therefore, N2 ¼ a0XY ; L2 ¼ ða1X þ a2Y ÞX and M2 ¼ ða3X þ a4YÞY : We consider
L1 ¼ b1X þ b2Y ; M1 ¼ b3X þ b4Y and N1 ¼ b5X þ b6Y :
Since F ¼ 0 is an invariant algebraic curve of the projective differential equation
we obtain the following relations corresponding to the coefﬁcients of the different
powers of Z:
2XY 2L2 þ 2X 2YM2 ¼ 0;
2XY 2L1 þ 2X 2YM1 þ 2l1XYN2 ¼ 0;
2XY 2L0 þ 2X 2YM0 þ l1YN2 þ l1XM2 þ 3ðl2X þ l3Y ÞN2 þ 2l1XYN2 ¼ 0:
That is
2YL2 þ 2XM2 ¼ 0;
2YL1 þ 2XM1 þ 2l1N2 ¼ 0;
2YL0 þ 2XM0 þ 3ðl2X þ l3YÞa0 þ 2l1N2 ¼ 0: ð23Þ
In particular, from the ﬁrst equation of (23) we obtain
a1 þ a3 ¼ 0; a2 þ a4 ¼ 0: ð24Þ
From (23) it follows that
YL þ XM þ l1ZN ¼ l1Z3N0  32 ðl2X þ l3YÞa0Z2:









N ¼ Z2r; ð25Þ
where r ¼ l1ZN0  32 ðl2X þ l3YÞa0:
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When a curve has two cusps, we have h ¼ 4; and thus h0 ¼Pp IpðL; M; NÞX3:
If fL ¼ 0g-fM ¼ 0g-fN ¼ 0g-fZ ¼ 0g ¼ |; then Ipðr; L; M; NÞ ¼













Thus, by Theorem 10, r is an invariant straight line that contains the singular points
of the differential equation. There is never a focus on an invariant straight line. So,
there are no limit cycles in this case.
If q belongs to fL ¼ 0g-fM ¼ 0g-fN ¼ 0g-fZ ¼ 0g with qap1 and qap2;
then the straight line Z ¼ 0; that contains p1; p2; and q is invariant. In this case








Therefore, if l1N0a0 all singular points that are not on the curve F ¼ 0 are on the
line Z ¼ 0; which is invariant. In particular, the foci of a limit cycle belongs to Z ¼ 0;
which is not possible. If l1N0 ¼ 0; we obtain the rational ﬁrst integral H ¼ FG2 using
the Darboux theorem and the fact that the curves H ¼ c must be written as
homogeneous polynomials.
Suppose that q belongs to fL ¼ 0g-fM ¼ 0g-fN ¼ 0g-fZ ¼ 0g with q ¼ p1 or
q ¼ p2: We can consider, without loss of generality that q ¼ p1; and then from
Lð1; 0; 0Þ ¼ 0 we obtain a1 ¼ 0; and from (24) a3 ¼ 0:
In local coordinates at p1; the differential equation is ðN  ZLÞ dy  ðM 
YLÞ dz ¼ 0: Taking into account (24), it can be written as
’y ¼ M  yL ¼ b3z þ?;
’z ¼ N  zL ¼ b5z þ?: ð26Þ
And the curve in local coordinates at p1 is f :¼ y2 þ l1yz2 þ l2z3 þ l3yz3 þ l4z4 ¼
0: Since f ¼ 0 is an invariant algebraic curve of (26) with cofactor k ¼ k0 þ k1y þ
k2z; we obtain
ð2y þ l1z2 þ?Þðb3z þ?Þ þ ð2l1yz þ 3l2z2 þ?Þðb5z þ?Þ
¼ ðk0 þ k1y þ k2zÞðy2 þ l1yz2 þ l2z3 þ?Þ:
Each one of the coefﬁcients of the above expression must be zero. For the
coefﬁcients of y2; yz and z3 we obtain
k ¼ 0; 2b3 ¼ 0; l1b3 þ 3l2b5  l2k0 ¼ 0
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from where
b3 ¼ b5 ¼ 0 ð27Þ
because l2a0:
Taking local coordinates at p2 for the differential equation and the curve, and
using the same arguments that for p1 we obtain
b2 ¼ 0; b6 ¼ a2
3
: ð28Þ
Summarizing, from (24), (27) and (28) we obtain
L ¼ a1XY þ b1XZ  L0Z2;
M ¼  a2Y 2 þ b4YZ þ M0Z2;
N ¼ a0XY þ a2
3
YZ þ N0Z2:
Since F ¼ 0 is an invariant algebraic projective curve of the above system with












must be identically zero.
M005 ¼ L0l2 þ l3M0 þ 4l4N0;
M014 ¼ 13 ð3L0l1 þ 3b4l3 þ 4a2l4 þ 9l3N0Þ;
M104 ¼ b1l2 þ l1M0 þ 3l2N0;
M113 ¼ b1l1 þ b4l1 þ 2a2l2 þ 4a0l4 þ 2l1N0;
M122 ¼ 13 ð6L0 þ 2a2l1 þ 9a0l3Þ;
M212 ¼ 3a0l2 þ 2M0;
M221 ¼ 2ðb1 þ b4 þ a0l1Þ:
The above expressions are zero non-trivially if
det
@½M005; M014; M113; M122; M212; M221





where O ¼ l31l2l3 þ 27l22l23  l41l4  36l1l2l3l4 þ 8l21l24  16l34:
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When l2 ¼ 0; p1 is a tacnode; and when O ¼ 0 the curve F ¼ 0 has another
multiple point against the hypothesis.
Therefore, there are no limit cycles in this case.
6.3.4. p1 is a cusp and p2 is a tacnode
In this case the double points are real and their tangents are real too. The conic
that contains p1; p2; a point q in the bounded region limited by the oval and is
tangent to p1 and p2; cuts F ¼ 0 in nine points, this is not possible because the curve
is irreducible.
6.3.5. p1 is a cusp and p2 is a ramphoid cusp
The above arguments can be used again and this case is not possible.
6.4. The curve F ¼ 0 has one double point p
Taking into account that h0p3 because otherwise there exists a rational ﬁrst
integral, follows that hX4: We distinguish two cases.
6.4.1. p is ramphoid cusp
The point p is a real point, and since Ip ¼ 4; f4 cannot have three different divisors,
otherwise h02 ¼ 0 from Lemma 13(iii). Then, h01X3 from (14), which is not possible
because the system is quadratic. We will distinguish two important possibilities.
6.4.1.1. Let p be ﬁnite a ﬁnite point in the projective space. We can consider p ¼
ð0; 0; 1Þ a ramphoid cusp. If y is the tangent to the curve F ¼ 0 at p; then we have,
f ¼ y2 þ yf2 þ f4;
because Ip ¼ 4; where y divides f4  14 f 22 : And since f4 cannot have three divisors, it
can take one of the following forms: f4 ¼ d21d22 ; f4 ¼ d31d2 or f4 ¼ kd41 :
6.4.1.1.1. f4 ¼ d21d22 : Since p is the unique multiple point of the curve, there are no
multiple points of the curve at inﬁnity. On the other hand, h0X3 and f4 has two
divisors with both multiplicities strictly greater than one. From Lemma 15, the
system has a rational ﬁrst integral.
6.4.1.1.2. f4 ¼ d31d2: Without loss of generality we assume that the curve is
f ¼ y2 þ yðax2 þ bxy þ cy2Þ þ x3ðAx þ ByÞ:
Since y divides f4  14 f 22 it follows that A ¼ a
2
4
: We consider ca0; otherwise there
would be a double point at inﬁnity, aa0 because the curve must be irreducible, and
Ba0: The case B ¼ 0 corresponds to 6.4.1.1.3.
By making the change x ¼ X=ðBcÞ1=3; y ¼ Y=c we can consider
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Since f ¼ 0 is an invariant algebraic curve of (19) with cofactor mx þ ny þ p; we









Q  ðmx þ ny þ pÞf :
We must vanish the coefﬁcients Mij:
For degree 5;
M50 ¼ 14 ð4a2a20 þ 4b20  a2mÞ;
M41 ¼ 14 ð4a2a11 þ 12a20 þ 4b11  4m  a2nÞ;
M32 ¼ a2a02 þ 3a11 þ b02  n;
M23 ¼ 3a02;
M14 ¼ M05 ¼ 0
from where we have a02 ¼ 0; n ¼ 3a11 þ b02; m ¼ 14 ða2a11 þ 12a20  a2b02 þ 4b11Þ;
b20 ¼ 116 a2ða2a11  4a20  a2b02 þ 4b11Þ:
For degree 4 we have
M40 ¼ 116 ð16a2a10 þ a5a11  4a3a20  a5b02 þ 16b10 þ 4a3b11  4a2pÞ;
M31 ¼ 18 ð8a2a01 þ 24a10  2a3a11  8aa20 þ a4a11b  4a2a20b þ 8b01
þ 2a3b02  a4bb02 þ 4a2bb11  8pÞ;
M22 ¼ 116 ð48a01  16aa11 þ 3a4a11  12a2a20  4a2a11b  32a20b
 3a4b02 þ 4a2bb02 þ 12a2b11 þ 16bb11Þ;
M13 ¼ 14 ða2a11  12a20  8a11b þ a2b02 þ 4bb02 þ 8b11Þ;
M04 ¼  3a11 þ 2b02:
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ð216a10 þ 30a3a11 þ 3a6a11 þ 12aa11b  10a4a11b  2a2a11b2
þ 72b01  48ab11  6a4b11 þ 20a2bb11Þ;
b02 ¼ 32 a11;
a20 ¼ 124 ða2a11  4a11b þ 16b11Þ;
a01 ¼ 172ð24aa11 þ 3a4a11  4a2a11b  8a11b2  6a2b11 þ 8bb11Þ;
b10 ¼ 1288 a2ð72a10 þ 42a3a11 þ 3a6a11  10a4a11b  2a2a11b2
þ 72b01  72ab11  6a4b11 þ 20a2bb11Þ:
For degree 3 we get
M30 ¼ 1288 a3ð72a10 þ 42a3a11 þ 3a6a11  10a4a11b  2a2a11b2
þ 72b01  72ab11  6a4b11 þ 20a2bb11Þ;
M21 ¼ 1144 að144a10  72a3a11  6a6a11  72aa10b  12aa11b þ 62a4a11b
þ 3a7a11b þ 4a2a11b2  10a5a11b2  2a3a11b3 þ 72abb01 þ 120ab11
þ 12a4b11  112a2bb11  6a5bb11 þ 20a3b2b11Þ;
M12 ¼ 1288 ð216a2a10 þ 192a2a11 þ 150a5a11 þ 9a8a11  576a10b
þ 144a11b  152a3a11b  42a6a11b  112aa11b2 þ 34a4a11b2
þ 8a2a11b3 þ 216a2b01 þ 288bb01  288b11  264a3b11  18a6b11
þ 256abb11 þ 84a4bb11  80a2b2b11Þ;
M03 ¼ 1
72
ð216a10  108a11  30a3a11  3a6a11
þ 12aa11b þ 13a4a11b  2a2a11b2  8a11b3 þ 144b01 þ 48ab11
þ 6a4b11  26a2bb11 þ 8b2b11Þ:
Considering the system of equations given by M30 ¼ M21 ¼ M12 ¼ M03 ¼ 0; with
unknowns a10; a11; b01 and b11; we will look for a non-trivial solution because for the
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trivial one we have P ¼ Q ¼ 0: Hence
det
@½M30; M21; M12; M03
@½a10; a11; b01; b11
 
¼ 1576 a4ð2þ abÞð1þ abÞð108þ 8a3
 36ab  a2b2 þ 4b3Þ ¼ 0:
If 2þ ab ¼ 0 or 108þ 8a3  36ab  a2b2 þ 4b3 ¼ 0 there exists another
multiple point, and so, since aa0 follows 1þ ab ¼ 0: In this case if we take b ¼
1
a





6.4.1.1.3. f4 ¼ kd41 : Doing a convenient linear change we can consider
f ¼ y2 þ yðax2 þ bxy þ cy2Þ þ kx4:
Since Ip ¼ 4; y divides f4  14 f 22 ; and then k ¼ 14 a2:
Doing the rescaling x ¼ X=A; y ¼ Y=B with A ¼ b
2
and B ¼ 3b2
2ð2b23acÞ we obtain
the Filipstov’s system with a factor of proportionality 27b
6c2
2ð2b23acÞ; and where the
parameter is 3ac
2b23ac:
If 2b2  3ac ¼ 0 we obtain f ¼ 24x4 þ 24x2y þ 6y2 þ 6xy2 þ y3; that does not
have any oval.
6.4.1.2. Let p be at inﬁnity in the projective plane. We can consider p ¼ ð0; 1; 0Þ the
multiple point. Then f ¼ f4 þ xg2 þ f2 þ f1 þ f0; where f4 can not have three different
divisors and after linear changes can be written in one of the following forms:
f4 ¼ x2y2; f4 ¼ x3y or f4 ¼ ax4:
6.4.1.2.1. f4 ¼ x2y2: In this case,
f ¼ x2y2 þ xðax2 þ bxy þ cy2Þ þ m20x2 þ m11xy þ m02y2 þ m10x þ m01y þ m00:
Notice that we can consider b ¼ c ¼ 0 by doing the translation x ¼ X  c
2
; y ¼ Y  b
2
:










þm10x þ m20x2 þ ax3:
Doing the change x ¼ m11X we can take m11 ¼ 1; because m11 cannot be zero,





ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃxðm10 þ m20x þ ax2Þp ; a cannot be zero, otherwise if not the curve would
not have ovals.
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Since f ¼ 0 is an invariant algebraic curve of system (19), with cofactor mx þ









Q  ðmx þ ny þ pÞf
and we vanish the coefﬁcients Mij:
The coefﬁcients of the terms of degree 5 are
M50 ¼ 0;
M41 ¼ 2b20;
M32 ¼ 2a20 þ 2b11  m;
M23 ¼ 2a11 þ 2b02  n;
M14 ¼ 2a02;
M05 ¼ 0
from where b20 ¼ a02 ¼ 0; m ¼ 2ða20 þ b11Þ; n ¼ 2ða11 þ b02Þ:
For the coefﬁcients of the terms of degree 4 we have
M40 ¼ aða20  2b11Þ;
M31 ¼ aa11  2ab02 þ 2b10;
M22 ¼ 2a10 þ 2b01  p;
M13 ¼ 2a01;
M04 ¼ 0
and then a20 ¼ 2b11; b10 ¼ 12 ð2ab02  aa11Þ; p ¼ 2ða10 þ b01Þ; a01 ¼ 0:
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For degree 3 we have
M30 ¼ aa10  2ab01  b11m20;
M21 ¼ 2b00  3b11  2b02m20;
M12 ¼ 2a00  a11  b02;
M03 ¼ 0
and vanishing these coefﬁcients we obtain a10 ¼ 2a ðab01 þ b11m20Þ; b00 ¼ 12 ð3b11 þ
2b02m20Þ; a00 ¼ 12 ða11 þ b02Þ:
The rest of coefﬁcients of M are
M20 ¼ 12 ð8b11m10 þ 2aa11 þ 5ab02  4b01m20Þ;
M11 ¼ 1
a








ðaa11m10 þ ab02m10  3ab01  2b11m20Þ:
In order to obtain a non-trivial solution we must have
det
@½M20; M11; M10; M00




m10ðm210 þ2 m20Þð4am10  m220Þ ¼ 0:
If m10 ¼ 0 the branches of f ¼ 0 are deﬁned by y ¼ 12x7
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃm20  axp ; which do
not deﬁne an oval.
If 4am10  m220 ¼ 0 the branches of f ¼ 0 are deﬁned by y ¼ 12x7m20þ2ax2 ﬃﬃﬃﬃﬃﬃaxp ; which do
not deﬁne an oval.
If m210 þ m20 ¼ 0 and m10a0; we obtain m20 ¼ m210: Then from M20 ¼ 0 we





10  aa11m10  15ab01: Now, since M10 ¼ b01m10 and m10a0 it
follows that b01 ¼ 0:
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ð1þ 2x  2kx2 þ 6xyÞ; ’y ¼ m10
12
ð8 3k  14kx  2kxy  8y2Þ
and the curve becomes f ¼ 1
4











p ; and there exists an
oval if 1 4k40; that is ko1
4
: This case corresponds to the new system, case (d) of
Theorem 1.
6.4.1.2.2. f4 ¼ x3y: In this case
f ¼ x3y þ xðax2 þ bxy þ cy2Þ þ m20x2 þ m11xy þ m02y2 þ m10x þ m01y þ m00:
If we consider the projectivization of this curve we see that the tangent of the curve at
p is Z; and the terms of degree 3 are X 3 þ bX 2Z þ m20X 2Z þ m01Z3: Since p is a
ramphoid cusp, this case is not allowed because Z does not divide the terms of order
three.
6.4.1.2.3. f4 ¼ ax4: In this case
f ¼ ax4 þ xðax2 þ bxy þ cy2Þ þ m20x2 þ m11xy þ m02y2 þ m10x þ m01y þ m00:
Since p is a ramphoid cusp and the tangent of the curve at this point is Z; we obtain
c ¼ 0; m02 ¼ 1 and a ¼ b24a0: The change of variables x ¼ X þ A; y ¼ Y þ kX þ B;
with A ¼ 1
b2
ða þ bkÞ; B ¼ 1
2b3
ða2 þ 2abk þ b2k2 þ b3m01  abm11  b2km11Þ; and
k ¼ ð4a2b3m01þabm11þ2b2m20Þ
3bð2aþbm11Þ vanishes the coefﬁcients of x
3; y and x2: Notice that k
is well deﬁned because the denominator never vanishes. Otherwise, if 2 a þ b m11 ¼
0; then Ip ¼ 5 which will be studied later on. So we can consider, making a rescaling
of the variable x that m11 ¼ 1; and then f ¼ b24 x4 þ bx2y þ y2 þ xy þ m10x þ m00:









Q  ðmx þ ny þ pÞf ;
which must be identically zero.
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ð4a11  nÞ; M32 ¼ a02b2;
M23 ¼ M14 ¼ M05 ¼ 0
from where m ¼ 4a20; n ¼ 4a11 and a02 ¼ 0 since ba0:
For degree 4 the coefﬁcients are
M40 ¼ b
4
ð4a10b þ 4b20  bpÞ;
M31 ¼ bð2a20 þ a01b þ b11Þ;
M22 ¼ bð2a11 þ b02Þ;
M13 ¼ M04 ¼ 0
from where b20 ¼ b4 ðp  4a10Þ; b11 ¼ 2a20  a01b and b02 ¼ 2a11:
For the coefﬁcients of the terms of degree 3 we have
M30 ¼ b
4
ð4a10 þ 4a00b þ 4b10 þ pÞ;
M21 ¼ 12 ð2a20  2a01b þ 2bb01  bpÞ;
M12 ¼ a11;
M03 ¼ 0;
from where p ¼ 4ða10  a00b  b10Þ; a11 ¼ 0 and a20 ¼ bða01  2a10 þ 2a00b þ b01 þ
2b10Þ:
For degree 2 we get
M20 ¼ bb00 þ b10 þ 3a01bm10 þ 6a10bm10  6a00b2m10  3bb01m10  6bb10m10;
M11 ¼ 3a10 þ 6a00b þ b01 þ 6b10;
M02 ¼ a01  4a10 þ 4a00b þ 2b01 þ 4b10
from where a01 ¼ 2ða10 þ 4a00b þ 4b10Þ; b01 ¼ 3ða10  2a00b  2b10Þ; and b00 ¼
1
b
ðb10 þ 9a10bm10  36a00b2m10  36bb10m10Þ:
ARTICLE IN PRESS
J. Chavarriga et al. / J. Differential Equations 200 (2004) 206–244 239
For the lower order terms, the coefﬁcients to vanish are
M10 ¼ 1
b
ðb10  12a10b2m00 þ 48a00b3m00 þ 48b2b10m00
þ 6a10bm10  32a00b2m10  32bb10m10Þ;
M01 ¼ 1
b
ða00b  2b10 þ 16a10bm10  64a00b2m10  64bb10m10Þ;
M00 ¼  4a10m00 þ 4a00bm00 þ 4b10m00 þ a00m10Þ:
We can obtain a non-trivial solution for a00; b10 and a10 from M10 ¼ M01 ¼







ðm00 þ 108b2m200  36bm00m10  m210  32bm310Þ ¼ 0:
The vanishing of this determinant is a condition for the existence of another multiple
point, too. By hypothesis, this is not allowed.
6.4.2. p is a double point with IpX5
The only real points are p and the points that are on the oval. If r is another real
point, the conic that contains r; a point q in the bounded region limited by the oval
and satisﬁes Lemma 7(iv) on p; cuts the quartic with index greater than or equal to
six in p; index one in r; and cuts the oval in two points, which is not possible from
Bezout theorem if the curve is irreducible.
6.4.2.1. Let p be a ﬁnite point. We can consider p ¼ ð0; 0; 1Þ and that the tangent to
the curve at p is x: Then, from Lemma 6, in local coordinates f ¼ x2 þ xf2 þ f4 and
x2 divides f4  14 f 22 :
Since there are no real points of f ¼ 0 at the inﬁnity we have f4 ¼ lD2 where D is a
quadratic polynomial irreducible over the real ring of polynomials. By means of
linear changes we can take D ¼ x2 þ y2 and l ¼ 1 or l ¼ 1:
Moreover, since x2 divides f4  14 f 22 ; it follows that lD2  14 f 22 ¼ Ax2 for some
polynomial A of degree 2: In particular, la 1; otherwise this decomposition is not
possible.








: If x divides
both factors of the last expression, then x divides D; which is not allowed. Thus, the
possibilities are f2 ¼72D þ 2cx2 for some constant c: Then the curve can be written
as f ¼ ðx þ7DÞ2 þ 2cx3: When the minus appears, we change the sign of x and c;
and therefore, the curve is
f ¼ ðx þ x2 þ y2Þ2 þ cx3:
If c is positive, any circle x2 þ y2 ¼ e2 cuts the curve f ¼ 0 at pðxÞ ¼ ðx þ e2Þ2 þ
2cx3: Notice that pð0Þ ¼ e4 and pðe2Þ ¼ 2ce6; from where there exists a real root
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of pðxÞ ¼ 0 in ðe2; 0Þ: Therefore, there are points of f ¼ 0 in any neighborhood of
the origin, that is, the origin is not isolated. Since the only real points of f ¼ 0 are p
and the points of the oval, then p must belong to the oval, which is not a limit cycle
because the point is singular.
Suppose that c is negative. In this case
f ¼ ðx þ x2 þ y2Þ2  a2x3:










Q  ðmx þ ny þ pÞf  0:
For degree 5
M50 ¼ 4a20  m;
M41 ¼ 4a11 þ 4b20  n;
M32 ¼ 2ð2a02 þ 2a20 þ 2b11  mÞ;
M23 ¼ 2ð2a11 þ 2b02 þ 2b20  nÞ;
M14 ¼ 4a02 þ 4b11  m;
M05 ¼ 4b02  n:
So we obtain m ¼ 4ða02 þ b11Þ; n ¼ b02 ¼ 0; a20 ¼ a02 þ b11; b02 ¼ a11:
For degree 4; we get
M40 ¼ 2a02 þ a2a02þ 4a10  2b11 þ a2b11  p;
M31 ¼ 4a01  2a11 þ a2a11 þ 4b10;
M22 ¼ 3a2a02 þ 4a10 þ 4b01  2b11  2p;
M13 ¼ 2ð2a01  a11 þ 2b10Þ;
M04 ¼ 2a02 þ 4b01  p:
Consequently, we obtain a11 ¼ 0; a01 ¼ b10; p ¼ 2ða02 þ 2b01Þ; a10 ¼ 14 ð4a02 þ
3a2a02 þ 4b01Þ; b11 ¼ 4a02:
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For degree 3
M30 ¼ 14 ð16a02 þ 38a2a02  9a4a02  8b01 þ 4a2b01Þ;
M21 ¼ ð2þ 3a2Þb10;
M12 ¼ 12ð8a02 þ 3a2a02  4b01Þ;
M03 ¼ 2b10;
from where we get b10 ¼ 0; b01 ¼ 14ð8þ 3a2Þa02 and now we have M30 ¼ 32 ð2
aÞa2ð2þ aÞa02:
If a02 ¼ 0; we have P ¼ Q ¼ 0: If a ¼ 2 or a ¼ 2; after a time rescaling, the
system becomes
’x ¼ 3x  3x2 þ y2;
’y ¼ ð1 4xÞy:
It is easy to check that the point ð1; 0Þ is a singular point, which is on the curve f ¼ 0;
and must on the oval because the only real points are the points on the oval and p:
Therefore, there are no limit cycles.
6.4.2.2. Let p be an inﬁnite point. We can take p ¼ ð1; 0; 0Þ: We can consider that
the tangent to the curve F ¼ 0 at p is Z: Using the argument of 6.4.2.1 it follows that
locally the curve is given by g ¼ ðz þ z2 þ y2Þ2 þ cz3: Thus, the global projective
curve is F ¼ ðXZ þ Z2 þ Y 2Þ2 þ cXZ3; and in the afﬁne plane the curve is
f ¼ ð1þ x þ y2Þ2 þ cx:
If c is positive, using the above argument it follows again that the multiple point
cannot be isolated. Thus, p must belong to the oval because the only real points are p
and the points of the oval. We conclude that the oval cannot be a limit cycle.
Suppose that c is negative. In this case we can write
f ¼ ð1þ x þ y2Þ2  a2x:
The branches of f ¼ 0 are given by
x1;2 ¼ 12 ð2þ a2  2y27a
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4þ a2  4 y2
p
Þ:
So, in order to exist a real oval, a must not be zero and the polynomial inside the root
must have two different real roots. In particular, aa2 and aa 2:
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Q  kf  0
that must be identically zero.
The coefﬁcients for degree 5 are
M50 ¼ M41 ¼ M32 ¼ 0;
M23 ¼ 4b20;
M14 ¼ 4b11  m;
M05 ¼ 4b02  n:
We obtain b20 ¼ 0; m ¼ 4b11 and n ¼ 4b02:
For degree 4 we have
M40 ¼ M31 ¼ 0;
M22 ¼ 2ða20  2b11Þ;
M13 ¼ 2ða11  2b02 þ 2b10Þ;
M04 ¼ 2a02 þ 4b01  p:
We obtain a20 ¼ 2b11; a11 ¼ 2b02  2b10 and p ¼ 2a02 þ 4b01:
For degree 3 we get
M30 ¼ M21 ¼ 0;
M12 ¼ 2ða02  a10 þ 2b01 þ 2b11Þ;
M03 ¼ 2ða01 þ 2b00  2b02Þ
from where a02 ¼ a10  2b01  2b11 and a01 ¼ 2b00 þ 2b02:
Then, for degree 2 the coefﬁcients are
M20 ¼ 2a2b11;
M11 ¼ 2a2ðb02 þ b10Þ;
M02 ¼ 2a00  2a10  a2a10 þ 2a2b01 þ 4b11 þ 2a2b11:
Thus, b11 ¼ 0; b02 ¼ b10; and a00 ¼ 12 ð2a10 þ a2a10  2a2b01Þ:
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For degree 1 we get
M10 ¼ 2a2ða10  b01Þ;
M01 ¼ 2a2ðb00 þ b10Þ:
We obtain a10 ¼ b01 and b00 ¼ b10:
Finally, the coefﬁcient for degree 0 is M00 ¼ 12 ð2þ aÞa2ð2þ aÞb01; from where
b01 ¼ 0: In this case we have P ¼ Q ¼ 0: So, we conclude that the curve is not
invariant for the ﬂow deﬁned by a quadratic system. Therefore, these are no limit
cycles in this case.
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