1 An important challenge in genetics is to be able to predict complex traits accurately. Despite 2 recent advances, prediction accuracy for most complex traits remains low. Here, we used the 3 Drosophila Genetic Reference Panel (DGRP), a collection of 200 lines with whole-genome 4 sequences and deep RNA sequencing data, to evaluate the usefulness of using high-quality gene 5 expression levels compared to relying on genotypes for predicting three complex traits. We 6 found that expression levels provided higher accuracy than genotypes for starvation resistance, 7 similar accuracy for chill coma recovery, and lower accuracy for startle response. Models 8 including both genotype and expressions levels did not outperform the best single component 9 model. However, accuracy increased considerably for all the three traits when we included 10 another layer of information, i.e., gene ontology (GO). We found that a limited number of GO 11 terms, some of which had a clear biological interpretation, were strongly predictive of the traits. 12
Introduction 15
Predicting complex traits is a fundamental aim of quantitative genetics. Historically, prediction 16 of economically important traits has been important in animal and plant breeding, where the 17 interest lies in predicting breeding values (i.e. the additive genetic part of the phenotype) to 18 select the best individuals for reproduction. Until recently, breeding values were predicted using 19 mixed model methodology and pedigree relationships between individuals (Mrode and 20 Thompson 2005) . 21 22 However, advances of technology have made genotyping of individuals at several thousands of 23 single nucleotide polymorphisms (SNPs) throughout the entire genome possible and increasingly 24
cheaper. This has led to the possibility of predicting breeding values for traits of interest as a 25 linear combination of SNP genotypes of individuals in a target population and SNP effects 26 estimated in a training population (Meuwissen et al. 2001; Goddard and Hayes 2009). 27 The main advantages of this new methodology, termed 'genomic selection (GS), over the 28 classical phenotypic selection are 1) the higher accuracy of the predicted breeding values due to 29 capturing the Mendelian sampling term; and 2) the shorter generation interval due to the 30 possibility of testing individuals as soon as they are born (Meuwissen et al. 2001; Schaeffer 31 genotype-phenotype relationships with a systems genetics approach (Mackay et al. 2009; Ritchie 76 et al. 2015) . The first type of "omic" data to become available on a genome-wide scale was gene 77 expression levels measured using microarray or RNA-seq. One way to use these data is to 78 perform expression quantitative trait loci (eQTL) mapping, to correlate expression levels with 79 genetic variation (Gilad et al. 2008) . Combining eQTL studies with GWAS revealed that 80 significant hits for many diseases are likely to be eQTLs, meaning that disease SNPs presumably 81 act by altering expression levels (Nicolae et al. 2010) . As other types of "omic" data become 82 available, studies mapping protein QTL (pQTL) (Chick et al. 2016 ) and metabolic QTL (mQTL) 83 (Kraus et al. 2015) have helped elucidate how the effect of genetic variation percolates through 84 intermediate molecular layers before affecting phenotypes. 85 86 A complementary way in which multiple "omics" can be used is for complex trait prediction, in 87 a similar manner to prediction using genomic data. Different layers of data may provide 88 (partially) non-redundant information about phenotypes (Guo et al. 2016) . For example, gene 89 expression levels may also capture some environmental effects, i.e., those that affect levels of 90 expression. In addition, as we move down in the hierarchy genome à epigenome à 91 transcriptome à proteome à metabolome à phenome, the distribution of effects may become 92 simpler, with variables of larger effect that are easier to estimate. 93 94 Despite great promise, prediction of complex traits from multiple layers of "omic" data has not 95 been investigated much to date. The first study, to our knowledge, to investigate poly-omic 96 prediction was by Wheeler et al. (2014) . The researchers developed a method called 97
OmicKriging that was able to incorporate different omics through similarity matrices, one for 98 each "omic", among individuals. They then applied the method to cell lines with RNA and 99 micro-RNA data, showing that a combined model including both types of "omics" achieved a 100 higher prediction R 2 for a quantitative trait than the models including a single type of data. 101 However, when the researchers turned to a clinical dataset that included individuals with both 102 DNA and RNA data and tried to predict a quantitative trait, the combined model predicted worse 103 than the best single component model (Wheeler et al. 2014) . 104 105 Guo et al. (2016) used inbred lines of maize with genotype (G), gene expression level (T) and 106 metabolite level (M) information to predict several complex traits using BLUP methodology. In 107 general, MBLUP yielded lower accuracy than all the other models. TBLUP and GBLUP 108 provided similar accuracies, although, on average, GBLUP had better performance. In the 109 majority of cases, poly-omic models (GTBLUP, GMBLUP, GTMBLUP) performed better than 110 single-omic models. However, in many situations, the improvement provided by combined 111 models was minimal (Guo et al. 2016 to incorporate multiple layers of "omic" data, each with a specific prior distribution. Using data 115 from The Cancer Genome Atlas, the researchers showed that integrating multiple "omics" (i.e. 116 gene expression levels, DNA methylation levels and CNV status) generally improved accuracy 117 of prediction of breast cancer survival in humans (Vazquez et al. 2016) . 118 119 Marigorta et al. (2017) showed an alternative use of genomic and transcriptomic data. 120
Transcriptional risk scores (TRS) were built using transcript abundance of genes with eQTLs 121 that were in LD with or were inflammatory bowel disease (IBD)-associated SNPs. The 122 researchers then compared the performance of PRS and TRS to distinguish individuals with 123
Crohn's disease from controls and found that TRS largely outperformed PRS. In addition, TRS 124 were also able to predict disease progression whereas PRS were not (Marigorta et al. 2017) . 125 126 Very recently, Li et al. (2019) used genotype, expression (obtained by tiling arrays; Huang et al. 127 we used 200 of the 205 fully sequenced DGRP inbred lines for which gene expression levels 137 were recently obtained by RNA-seq (Everett et al. 2019) . Taking advantage of the optimal 138 experimental design, high quality "omic" data, and precise phenotype measurements, we sought 139 to evaluate the prediction performance of either single-omic or poly-omic models using three 140 complex traits (starvation resistance, startle response and chill coma recovery) as model traits. 141 142
Materials and Methods

143
DGRP lines, genomic, transcriptomic and phenotypic data 144
The DGRP is a collection of 205 inbred lines derived from 20 generations of full-sib mating 145 from isofemale lines collected at the Farmer's Market in Raleigh, NC, USA. These lines were 146 fully sequenced using a combination of Illumina and 454 sequencing 147 Huang et al. 2014) . After retaining all the variants with minor allele frequency (MAF) > 0.05 and 148 call rate > 0.8, the total number of variants was 1,891,456. After all the bioinformatic analyses were performed, line mean expression levels (as 155 log2(FPKM)) adjusted for alignment bias for 15,732 and 20,375 genes that were genetically 156 variable across lines in females and males, respectively, were obtained. Of the total number of 157 genes, 11,152 were known genes (i.e. annotated in Flybase) and 4,580 were novel genes in 158 females; on the other hand, 13,249 were known genes and 7,126 were novel genes in males 159 (Everett et al. 2019) . 160 161 To obtain a list of genes that were highly expressed, we pruned out all the genes that had a mean 162 expression across lines < -1.8 log2(FPKM). This threshold was obtained from an analysis where 163 a mixture model was fitted to the distribution of all expression values, which was bimodal 164 (Everett et al. 2019 ). This procedure yielded 11,562 and 15,184 highly expressed genes in 165 females and males, respectively. 166
167
The DGRP has been phenotyped for many complex traits (Mackay and Huang 2017) . Here, we 168 used line means for two fitness traits (starvation resistance and chill coma recovery time) and 169 one behavioral trait (startle response) as model traits . A total of 198, 172 170 and 199 lines for starvation resistance, chill coma recovery and startle response, respectively, had 171 both phenotypic measurements and expression levels and were therefore retained for further 172 analyses. 173
174
Statistical analysis -whole genome and transcriptome prediction using linear mixed model. 175
The data were analyzed using several different models. The baseline model was the Genomic 176
Best Linear Unbiased Predictor (GBLUP). This is a linear mixed model where the covariance 177 among lines is modeled using their realized relationships based on DNA marker loci (Habier et 178 al. 2007) . The model can be written as follows: 179
where y is an n-vector of phenotypes, 1 is an n-vector of ones, µ is the population mean, g is an To evaluate the performance of transcriptomic data for predicting complex traits, we used a 188 Transcriptomic Best Linear Unbiased Predictor (TBLUP). This is very similar to GBLUP, but 189 the GRM is substituted with a transcriptomic relationship matrix (TRM), which evaluates the 190 similarity among lines based on gene expression levels (Guo et al. 2016) GBLUP, the proportion of variance explained by g is equal to
. 213 214 However, to avoid overfitting in prediction analysis, 30 replicates of 5-fold cross-validation were 215 used; variance components were estimated in the training set, and then used to predict 216 phenotypes in the test set. Prediction accuracy in the test set was evaluated as the squared 217 correlation coefficient, r 2 , between true and predicted phenotypes, averaged over folds and 218 replicates. 219 220
Statistical analysis -whole genome and transcriptome prediction using Random Forest 221
Hypothesizing that genes may affect traits at least partially through non-linear interactions, a 222 completely non-parametric method, the Random Forest (Breiman 2001) , was used to potentially 223 capture those interaction effects. The algorithm implemented in the 'randomForest' R package 224 was fitted using the expression levels of highly expressed genes as predictors, with default values 225 of the tuning parameters and 1,000 trees. This analysis was performed using the same cross-226 validation scheme and metrics as the whole genome and transcriptome analysis. 227
228
Statistical analysis -transcriptome-wide association study (TWAS) informed prediction 229
To try and enrich the TBLUP model for genes associated with the trait of interest and to 230 eliminate noise from unassociated genes, variable selection was performed re-adapting the 231 approach of Morgante et al. (2018) . At each round of cross-validation, TWAS, i.e. regressing the 232 phenotype on the expression level of each gene one at a time, was performed in the training set. 233
Only highly expressed genes were used. The genes with P < X (X = 5*10 -1 ; 10 -1 ; 10 -2 ; 10 -3 ; 10 -4 ; 234 10 -5 ; 10 -6 ) for their main effect were selected and used to build a trait-specific TRM. This trait-235 specific TRM was fitted in the TBLUP model to estimate variance components in the training set 236 to be used to predict phenotypes in the test set. 237
238
As a control, prediction using only randomly sampled genes was performed for the three traits. 239
At each round of cross-validation, k genes (k = 5; 50; 500; 1,000; 5,000) were randomly sampled 240 from the set of highly expressed genes and used for prediction in a similar way to the TWAS-241 selected genes. 242 243
Statistical analysis -gene ontology (GO) informed prediction 244
With the same aim to disentangle signal from noise, we used a different procedure that relies on 245 external sources of information, e.g. functional annotation. Edwards et al. (2016) showed that 246 exploiting information about gene ontology categories could improve the accuracy of SNP-based 247 prediction. Here, we followed the same approach for SNP-based prediction with our data and 248 extended it to expression-based prediction. SNPs were mapped to genes based on FlyBase v. with SNPs pertaining to a specific GO term (through a GO-specific GRM built using SNPs in a 255 specific GO), gnotGO is an n-vector of random line genomic effects associated with all the 256 remaining SNPs (through a GRM built using all SNPs not in that GO), and all the other 257 parameters are as defined above. This model was fitted for all GO terms including at least 5 258 genes, resulting in 2,306 GO terms. 259 260 For expression-based prediction, the following model (GO-TBLUP) was fitted: 261
where tGO is an n-vector of random line transcriptomic effects 262 associated with genes pertaining to a specific GO term (through a GO-specific TRM built using 263 genes in a specific GO), tnotGO is an n-vector of random line transcriptomic effects associated 264 with all the remaining genes (through a TRM built using all genes not in that GO), and all the 265 other parameters are as defined above. This model was fitted for all GO terms including at least 5 266 genes and that were present in our expression data restricted to highly expressed genes, resulting 267 in 2,089 and 2.046 GO terms for females and males, respectively. 268
269
In order to evaluate whether genome-level and transcriptome-level GO terms contribute 270 overlapping information, the following model (GO-GTBLUP) was fitted: 271
where all the parameters are as defined above. This 272 model was fitted for all GO terms that were in common between GO-SNPs and GO-genes after 273 pruning according to the requirements described above, resulting 2,083 and 2.039 GO terms for 274 females and males, respectively. 275 276 All these analyses were performed using the same cross-validation scheme and metrics as the 277 whole genome and transcriptome analysis. The first step of the analysis was to determine to what extent the transcriptome could explain the 286 phenotypic variance in the whole data set for the traits of interest, compared to the variance 287 explained by the genome. To do that, we fitted TBLUP and GBLUP to the whole data set. Figure  288 1 shows that both GBLUP and TBLUP were able to explain the large majority or even all of the 289 phenotypic variability for starvation resistance in females and males. However, while GBLUP 290 was able to explain about 50% of the total phenotypic variability for startle response, TBLUP 291 could only explain about 25% of the trait variation for females and males (Fig. S1 ). For chill 292 coma recovery in females, GBLUP was able to explain the majority of variance, but TBLUP was 293 able to explain only minimal variance. However, neither model was able to explain any 294 phenotypic variance in males (Fig. S2) . 295
296
We then fitted GTBLUP to evaluate the relative contribution of the genome and the 297 transcriptome to explain variance. This model was able to explain all the phenotypic variance for 298 starvation resistance in females and males, with the transcriptome contributing much more than 299 the genome (Fig. 1) . For startle response, the proportion of variance explained by GTBLUP was 300 very similar to that explained by GBLUP, with the genome contributing much more variance 301 than the transcriptome in both females and males (Fig. S1 ). For chill coma recovery, GTBLUP 302 could explain roughly the same amount of variance as GBLUP in females, almost totally driven 303 by the variance explained by the genome. On the other hand, in males, no variance could be 304 explained by GTBLUP (Fig. S2) . 305
306
The results of GTIBLUP showed that the interaction between genome and transcriptome did not 307 explain any phenotypic variance, except for startle response and chill coma recovery in females 308 (Figs. 1, S1, S2). 309
310
Having shown that the transcriptome can capture some signal in the majority of cases, we 311 proceeded by evaluating its predictive ability in a cross-validation setting. For starvation 312 resistance and startle response, prediction accuracy in the test set showed the same patterns as 313 variance explained in the whole data, although much lower. For starvation resistance, the highest 314 prediction accuracy was given by TBLUP, which was roughly twice as high as that from 315 GBLUP; GTBLUP and GTIBLUP did not improve accuracy over TBLUP (Fig. 2) . For startle 316 response, GBLUP provided the highest prediction accuracy, which was roughly twice as high as 317 that from TBLUP; GTBLUP and GTIBLUP had accuracies about half way between GBLUP and 318 TBLUP (Fig. S3 ). On the other hand, for chill coma recovery all the four models provided more 319 similar prediction accuracies, which were lower and much more variable (i.e. with larger 320 standard error) than for the other two traits (Fig. S4) . 321
322
Whole genome and transcriptome prediction using Random Forest 323
To assess whether non-parametric methods could perform better than linear models by capturing 324 some potential interactions among genes, the Random Forest was fitted to the data. The results 325 showed that the Random Forest did not perform consistently better than TBLUP for any trait 326 ( Figs. 3, S5, S6) . 327
328
Transcriptome-wide association study (TWAS) informed prediction 329
We combined mapping and prediction into a single pipeline in order to enrich the TBLUP model 330 for genes associated with the trait of interest. The results of this analysis revealed no specific 331 relationship between prediction r 2 and p-value threshold for the trait/sex combinations (Figs. 4, 332 S7, S8). For example, for starvation resistance in females, the most stringent p-value threshold 333 (i.e. 10 -6 ) improved prediction accuracy over using all highly expressed genes and gave the best 334 accuracy overall. However, the same threshold yielded among the worst accuracies for starvation 335 resistance in males (Fig. 4) . On the other hand, for startle response in males, the most lenient 336 threshold (P < 5*10 -1 ) doubled the accuracy given by all highly expressed genes while more 337 stringent thresholds yielded lower accuracy (Fig. S7) . 338
339
The results of the analysis using only randomly sampled genes showed that only a few genes 340 were able to give very similar accuracies as those given by the whole transcriptome (Figs. 5, S9, 341 S10). This trend was more pronounced for startle response and chill coma recovery (Figs. S9, 342 S10); this observation might be due to the much lower accuracy obtained with all highly 343 expressed genes to begin with. 344
345
Comparing the two sets of results, it was obvious that the TWAS-TBLUP strategy was not 346 effective for the three traits analyzed. 347 348 349
Gene ontology (GO) informed prediction 350
We hypothesized that the lack of success of the TWAS-TBLUP model might have been due to 351 the small sample size of the DGRP, which could make mapping difficult. Thus, to disentangle 352 signal from noise, we adopted a procedure that relies on functional annotation to group SNPs and 353 genes according to GO categories, and check whether some GO terms are particularly predictive 354 of the traits. 355 356 First, we fitted the same GO-GBLUP model that was proposed by Edwards et al. (2016) . The 357 results showed that while the majority of GO terms provided similar accuracy to the baseline 358 GBLUP model (the black horizontal line in the graphs), some GO terms achieved much higher r 2 359 values. This pattern was observed for all the trait/sex combinations (Figs. 6, S11, S12). Some of 360 the most predictive GO terms had a clear interpretation. For example, the most predictive GO 361 term for starvation resistance in males, GO:0034389, has been implicated in lipid particle 362 organization according to FlyBase (Gramates et al. 2017) . 363 364 Then, using the same rationale, we developed the GO-TBLUP model and fitted it to our data. 365
The results showed a very similar pattern to those of GO-GBLUP -most GO terms had very 366 similar r 2 values to TBLUP (the black horizontal line in the graphs), yet some GO terms 367 provided much higher accuracies (Figs. 7, S13, S14). Again, some of the most predictive GO 368 terms had a clear interpretation. For example, the most predictive GO term for starvation 369 resistance in females, GO:0033500, has been implicated in carbohydrate homeostasis according 370 to FlyBase (Gramates et al. 2017) . Interestingly, the most predictive SNP-based GO terms and 371 the most predictive gene-based GO terms were distinct. 372 373 Lastly, we fitted a GO-GTBLUP model to see whether genomic data and transcriptomic data 374 contributed overlapping information to prediction accuracy for each GO. Generally, the 375 combined model did not yield higher accuracy than the best between GO-GBLUP and GO-376 GBLUP; however, the ranking of the most predictive GO terms might have changed slightly 377 (Figs. 8, S15, S16). Only in one case, chill coma recovery in males, did this combined model 378 achieve the best accuracy, although only marginally (Fig. S16) . 379 380 Discussion 381 Here, we evaluated the use of transcriptomic data for the prediction of complex traits, taking 382 advantage of the unique resource of the DGRP, for which RNA-sequence data has been obtained 383 recently (Everett et al. 2019) . 384
385
To assess whether genetic variation in gene expression among lines could explain any 386 phenotypic variability in our data, we fitted TBLUP to the whole data set. We found that the 387 transcriptome could explain at least some phenotypic variance for all the traits except for chill 388 coma recovery in males. When compared with the variance explained by the genome in GBLUP, 389 we found that both the genome and transcriptome could explain about the same proportion of 390 variance for starvation resistance. However, the genome was able to explain a higher proportion 391 of variance for startle response and chill coma recovery. When fitting GTBLUP, we observed 392 that this combined model was generally not able to explain a significantly larger proportion of 393 variance than the best of the GBLUP and TBLUP models. The component that explained the 394 majority of the variance in GTBLUP was the one that performed better in the single-component 395 models, e.g. the transcriptome for starvation resistance. The results of GTIBLUP highlighted the 396 fact that the interaction term contributed to explaining variance only for startle response and chill 397 coma recovery in females. Again, the total proportion of variance explained by GTIBLUP was 398 only marginally higher than GBLUP and GTBLUP for these two trait/sex combinations. Overall, 399 these results seem to suggest that genome and transcriptome may contribute largely overlapping 400 information, with the key player being dependent on the trait analyzed. This contrasts with the 401 results of Guo et al. (2016) and Li et al. (2019) where the genome consistently explained more 402 variance than the transcriptome, and, in Guo et al. (2016) , the interaction term contributed to 403 explaining variance for almost all of traits analyzed. 404
405
The general trend observed for phenotypic variance explained in the whole data set was 406 confirmed by the results for prediction accuracy in the cross-validation setting. Prediction 407 accuracy was low to very low for all the traits, with a large gap between the proportion of 408 variance explained and prediction r 2 , confirming what has been observed elsewhere with 409 genomic data (Morgante et al. 2018 ). The only exception was chill coma recovery in males, for 410 which no model could explain any variance in the whole data, yet some very low but significant 411 prediction accuracy was obtained in the test set with the same models. This seemingly 412 inconsistent observation can be explained by the fact that some variance could be explained in 413 some training-test partitions in the cross-validation procedure, resulting in non-zero prediction 414 accuracy overall. 415
416
In general, chill coma recovery had lower and more variable (i.e. larger error standard error) 417 prediction accuracy than the other two traits with any of the models used. This might be due to a 418 more complex genetic architecture of this trait, with a large number of epistatic interactions 419 (Huang et al. 2012; Ober et al. 2015) . For starvation resistance, TBLUP provided the highest 420 accuracy; however, GBLUP provided the highest accuracy for startle response. GTBLUP and 421 GTIBLUP were never better than the best single-component only, adding evidence to the 422 hypothesis that genome and transcriptome contribute largely redundant information. 423
424
Our results agreed with those of Guo et al. (2016) regarding the absence of an improvement in 425 predictive ability when including the genome-transcriptome interaction term in the model. 426
However, while our results also showed no improvement when using GTBLUP, Guo et al. 427 (2016) observed an improvement with the same combined model. One reason for this 428 discrepancy could be that we utilized only genes whose expression levels were genetically 429 variable across lines. This filter was necessary because the individual flies that were phenotyped 430 were not the same flies from which RNA was extracted, despite being of identical genotypes. 431
Thus, genetics was the only link between these two sets of flies. However, this implied that we 432 might have missed some information from genes whose expression levels were not genetically 433 variable but may have captured some (micro-) environmental effects. Our results also differed 434 from those in Li et al. (2019) in that they found TBLUP to be consistely much worse than 435 GBLUP, providing null prediction accuracy for many traits. One hypothesis for this observation 436 is the much noisier expression measurments from tiling arrays compared to RNA-seq (Everett et 437 al. 2019) . 438
439
In our previous work, we showed that variable selection was the key to achieve high genomic 440 prediction accuracy (Morgante et al. 2018 ). Thus, we applied the same strategy to gene 441 expression data. However, the results did not show a clear advantage in using this procedure and 442 were very variable across traits and p-value threshold. There are at least two possible reasons for 443 this observation. First, the DGRP has a small sample size, which can be problematic for mapping 444 genes with smaller effects. Second, expression levels displayed a strong correlation structure 445 across genes (Everett et al. 2019) ; this was highlighted by the fact that a few randomly sampled 446 genes could achieve very similar accuracies to all highly expressed genes. Correlations among 447 genes can be an issue for mapping; correlations may induce spurious associations if they result 448 from some type of structure (e.g. spatial or temporal) present in the expression data. This concept 449 is closely related to population structure with genomic data (Astle and Balding 2009) . 450
451
To overcome the issues associated with mapping, we sought to enrich our models for genes 452 associated with the traits by exploiting external information. Following Edwards et al. (2016), 453 we grouped SNPs into genes and then into GO terms. In agreement with Edwards et al. (2016), 454 we found that a limited number of GO terms provided much higher accuracy with GO-GBLUP 455 than the baseline GBLUP. However, although both our work and that of Edwards et al (2016) 456 used the DGRP, there were some differences. First, the two studies used different subsets of 457 lines, which can make a difference with such a small sample size. Second, we used 5-fold cross-458 validation while they used 10-fold cross-validation; the size of the training set has been shown to 459 influence prediction accuracy (Ober et al. 2012) . Third, we used line means for phenotypes, 460
whereas they used individual measurements. Fourth, we used GO terms containing at least 5 461 genes while Edwards et al (2016) used GO terms containing at least 10 genes. This resulted in 462 the most predictive GO terms being different between the two studies but the general ranking 463 being pretty consistent. 464
465
We then extended the methodology of Edwards et al. (2016) to work with gene expression 466 directly: GO-TBLUP. We found a similar pattern to the GO-GBLUP results, whereby a small 467 number of GO terms achieved a much higher accuracy than the baseline TBLUP. However, the 468 most predictive GO terms in GO-GBLUP and the most predictive GO terms in GO-TBLUP were 469 not the same. This suggests the possibility that the genome and transcriptome as a whole may 470 contribute redundant information, but they may not when gene ontology information is 471 incorporated. This observation has important implications because it may be possible to build a 472 trait-specific model with the most predictive SNP-based GO terms and the most predictive gene-473 based GO terms to improve the overall prediction accuracy. However, to be able to do so, it is 474 necessary to develop a procedure to select the most predictive GO terms without bias in the 475 training set, and more research is needed in that area. 476
477
In summary, this study has confirmed that using transcriptomic data to predict is promising. Our 478 work, together with other studies (Finucane et al. 2015; Edwards et al. 2016; Abdollahi-479 Arpanahi et al. 2017) , has shown that integrating multiple layers of "omic" data together with 480 functional annotation can identify features that are important to understand and predict complex 481 traits. 482
483
This study has some limitations, in addition to using only genes with genetically variable 484 expression levels. First, the DGRP has very small sample size; this limits the maximum accuracy 485 reachable. Second, RNA was extracted from whole flies; this approach gives the average gene 486 expression levels across all tissues. This may be advantageous, because identifying tissues 487 relevant to specific traits may not be easy; however, tissues that were not relevant to the traits 488 analyzed added noise to the expression levels, potentially affecting prediction accuracy. In 489 addition, tissue specificity of gene expression has been demonstrated in human studies (Aguet et 490 al. 2017 ). Third, RNA was extracted from flies that were reared in standard conditions and were 491 not subjected to any external stimulus; however, all three traits analyzed were stress-based. This 492 might be one reason for the poor prediction accuracy of TBLUP for startle response and chill 493 coma recovery. However, for starvation resistance, expression levels on baseline flies may 494 reflect their ability to store and elaborate energetic resources. This might explain the higher 495 accuracy of TBLUP and agrees with the most predictive GO term being implicated in 496 carbohydrate homeostasis. 
