Due to degeneracy near the boundary, the question of high regularity for solutions to the steady Prandtl equations has been a longstanding open question since the celebrated work of Olenick. We settle this open question in affirmative in the absence of an external pressure. Our method is based on energy estimates for the quotient, q = v u ,ū being the classical Prandtl solution, via the linear Derivative Prandtl Equation (LDP). As a consequence, our regularity result leads to the construction of Prandtl layer expansion up to any order.
Introduction and Notation
[U ε (x, y), V ε (x, y),
The original, unscaled, variables (x, Y ) are known as "Euler variables", whereas the new, scaled variables (x, y) are known as "Prandtl variables". One subsequently asymptotically expands [U ε , V ε , P ε ] in the following manner:
where the coefficients are independent of ε. For our analysis, we will take n = 4 and N 0 = 1+ (this is motivated by [GI18] ). 
The profileū 0 p ,v 0 p from (2) is classically known as the "boundary layer"; one sees from (1) that it is the leading order approximation to the Navier-Stokes velocity, U ε . We sometimes use the notation [ū,v] = [ū 0 p ,v 0 p ] due to the distinguished nature of the leading order boundary layer. As a matter of notation, we adopt the convention that for a given function, f (x, y), the quantityf := f − f (x, 0).
The final layer,
are called the "remainders" and importantly, they depend on ε.
An important first step in understanding the asymptotic behavior of (U ε , V ε , P ε ) is to understand the approximate terms in the expansion (1), that is, all the terms aside from the remainders. This is the purpose of the present paper. Informally, our main result says given reasonably well-behaved boundary data on the sides x = 0, L, each of the terms in [u s , v s , P s ] (see (1)) can be constructed and are sufficiently regular. In order to state such a result precisely, we must introduce the equations satisfied by each term in [u s , v s , P s ].
Regularity for the Prandtl Equation
For the leading order Prandtl boundary layer, the equations are: 
(4)
The following local regularity result is classical (see, for instance, [OS99] , P. 21, Theorem 2.1.1):
Theorem 1 (Oleinik) Assume boundary data is prescribed satisfying u 0 ∈ C ∞ and exponentially decaying |∂ 
The method employed by Oleinik to prove Theorem 1 is to pass to the following change of coordinates, known as the von-Mise transform: (x, ψ) = (x, 
The equation above is quasilinear, degenerate diffusion equation. Estimates (6) -(7) are subsequently proven using maximum principle techniques. Despite this, establishing higher regularity has been an open problem. One cannot simply differentiate the equation (8) and repeat Oleinik's argument because the commutators that arise from this process are uncontrollable near the boundary {ψ = 0}.
One contribution of the present paper is to resolve this problem by proving higher regularity estimates.
Theorem 2 Assume the dataŪ 0 P (y) is provided satisfying conditions (5). Assume also generic compatibility conditions at the corner (0, 0) (as stated precisely for the first two orders in (10) and (11)) up to order M 0 . Then on 0 ≤ x ≤ L << 1, Oleinik's solutions guaranteed by Theorem 1 obey the following estimates for some N and α + 2β < M 0 :
The system governing the intermediate Prandtl layers is the linearized Prandtl system, (25). To work more generally, we remove sub-scripts and re-label the initial/ boundary data via:
The boundary condition u 0 (x) is a prescribed, smooth function. The initial data, u 0 (y), is now prescribed at the level of v p as opposed to u p as in (3). Clearly, the system (25) is of the form (9). The method that we use to obtain Theorem 2 also applies to obtain estimates for (9).
Our aim now is to derive compatibility conditions for the initial data. By computing ∂ x of (14) and evaluating at y = 0, we obtain the condition:
We therefore assume the compatibility condition (extending to any k ≥ 0:
Note that all compatibility conditions are placed on v 0 . This is because these compatibility conditions occur at y = 0, for which v 0 =V 0 (recall the definition ofV 0 in (14)). We also require the second-order compatibility which can be obtained as follows. Taking ∂ x of (15):
Evaluating at y = 0 gives the identity:
We thus assume the compatibility at x = 0, y = 0 (extending again to any
We homogenize the system so that u| y=0 = 0 via:
Here, we select ψ to be a C ∞ function satisfying the following:
According to (9), the homogenized unknowns [u, v] satisfy the system:
By applying ∂ y , we obtain the system:
We rewrite the Rayleigh operator as
By further taking ∂ x we derive the following linear Derivative Prandtl Equation (LDP) for the quotient, q, which is the main focus of our paper:
We have introduced the artificial parameter κ above. The system of interest is κ = 1. The reason for including this artificial parameter is, in Proposition 18 below, we also treat the κ = 0 case of nonlinear Prandtl, (3). We have defined:
We introduce the norms in which we control the solution. Let χ denote the following cut-off function:
Fix w = e N y for some large N . Denote by q (k) := ∂ k x q. We will now define several norms: q yyy w{1 − χ} x=x0 + v yyyy w{1 − χ} + q xyy w{1 − χ}
We also define the following norm in which we control the forcing term:
Theorem 3 Let the initial data, v 0 (y), the forcing, f , and the boundary data, u 0 (x), satisfy the compatibility conditions (10) and (11). Assume also the integral condition, (41). Then there exists a unique solution to (9) satisfying the following estimate:
Theorem 2 is a corollary of Theorem 3 upon differentiating the Prandtl equation, (3), in x.
Remark 4 Alternatively, it is possible and natural to solve (9) for a given initial condition u 0 = u| x=0 , instead of a given v 0 . In such a formulation, no integrability condition, (41), is needed, but v 0 must be determined from solving
In this case, the compatibility conditions are ∂
Prandtl Layer Expansion
We now list the equations to be satisfied by the sub-leading order terms from (1). For 1 ≤ i ≤ n, the i'th Euler layer satisfies the following system:
In this case, since equation (24) is elliptic in (x, Y ) we provide boundary data on both sides, x = 0, L. The given data for this problem is therefore the three functions
are specifically given in Definition 20, and should be regarded as given for the purposes of stating the result.
For 1 ≤ i ≤ n − 1, the i'th Prandtl layer satisfies
In this case, equation (25) is parabolic, with x controlling the evolution. As a result, the given data is the function V i P (y). The forcing term, f (i) , is defined in Definition 20. It should be regarded as given for the present discussion. For i = n, the difference is that v n p will be defined so as to satisfy v ∞ , whose derivatives decay rapidly, and which is bounded above and below: c 0 ≤ u 0 e ≤ C 0 for some universal constants 0 < c 0 < C 0 < ∞. Assume (5) regardingŪ 0 P , and the conditions
where
) is an explicit quantity depending on the forcing f (i) and the boundary data u i e | Y =0 , and is defined in (14). Let
E be prescribed smooth and rapidly decaying Euler data. We assume on the data standard elliptic compatibility conditions at the corners (0, 0) and (L, 0). In addition, assume 
where w mi ∼ e miY or (1 + Y ) mi . In addition the following estimate on the remainder forcing holds:
where F R is the quantity defined in (125).
One motivation for establishing our result is that these leading order constructions are important from the point of view of applications to the validity theory. Specifically, the estimates that we establish in this paper are in use in the works [GI18] , [GI18b] .
The key ingredient in the analysis of (17) is a quotient estimate for q x . We illustrate the main estimates for the simplified equation:
By taking ∂ x of the main part of (17), taking the inner-product with q x , and rearranging the main contributions, we obtain (upon omitting at each line below easy to estimate terms) 
The key positive boundary contribution (ū y q xy , q xy ) y=0 holds naturally for Prandtl solutions asū y | y=0 > 0.
Next, for the term (ū xy q yy , q xy ) the key point is thatū xy | y=0 = 0. It is thus important to avoid the degeneracy at y = 0 in the term ūq xy by invoking a higher order norm term:
In order to close, we must further estimate v yyyy from the equation
We introduceū
in our construction of approximate solutions and regard LDP (17) as an initial value problem for given v| x=0 or q| x=0 . We finally recover u 0 = u| x=0 and solve the original system, (9), via a necessary integrability condition (41).
The quantities on the final line above form the quantities in our basic energy norm, · E in (19). The remainder of our analysis is centered around propagating control over a slightly stronger norm, X, and upgrading to higher ∂ x derivatives. Starting from the q formulation in (17), we will further distribute on the Rayleigh term:
We now compute at {x = 0}:
It is clear that all quantities are vanishing at y = 0. We thus have that:
A computation of ∂ y shows:
2 . Using this we may easily bootstrap to higher order in ∂ y compatibility conditions for v 0 which we refrain from writing. These conditions in turn assure that:
Lemma 6 Assume the compatibility conditions on V 0 given in (10) and (11). Assume exponential decay on ∂
Moreover, f k depend only on the given profile V 0 and the forcing term g 1 .
Our task now is to establish criteria on the initial data, v 0 so that u i p | x=0 can be bounded. We evaluate the velocity equation (9) at x = 0 to obtain the equation:
where we have defined
pyy . To invert this for u 0 , we assume:
where r(y) :=v
Lemma 7 Elements of the three dimensional kernel of L can be written as the following linear combination: c 1ū 0 p + c 2ũs + cu p , where c 1 , c 2 , c ∈ R. Here: 
We shall need asymptotic information aboutũ s :
Lemma 8 As defined in Lemma 7,ũ s satisfies the following asymptotics:
Proof. For convenience, denote
, and using that the latter difference decays rapidly, we obtain the basic asymptotics
At y = ∞, we have the asymptotics:
We now differentiate to obtaiñ
To evaluateũ sy at y = 0, we need more precision. Expansions give:
for y ∼ 0, and
We have used the fact that 
It remains to show
y . We decompose the integral into region [1, y * ] and [y * , y] for 0 < y ≤ z ≤ y * . The [1, y * ] integral contributes an O(1) constant. In the [y * , y] region, the Taylor expansion is valid:
where |φ(y)| | log y|. We now use thatv
y .
We now compute two derivatives:
Lemma 9 Assume the integral condition, (41) is satisfied by the initial data v 0 . Then the solution u 0 to (40) exists and satisfies:
Proof. First, we compute the Wronskian ofū 0 p andũ s :
Next, we express the solution to (40) in the following manner:
We now compute:ũ
Using this, we now evaluate at y = ∞ and observe that the terms with aũ s prefactor vanish according to the integral condition, (41).
This proves that u 0 as defined in (46) is bounded as y ↑ ∞. We next notice that the derivative of
0 p {f − r(z)} is the integrand itself, which decays fast enough to eliminateũ s at ∞. Therefore we also see that ∂ k y u 0 for k ≥ 1 decays rapidly.
Finally, we need to ensure that u 0 → 0 as y ↑ ∞. It is clear that L u 0 = 0, and so we are free to modify u 0 by factors ofū 
Existence
Define the space
Defineū
q (θ) will solve a "θ-approximation" of the system (17), and itself will be constructed as the limit of finite dimensional approximations, q (n,θ) . Informally, we want q (θ) to satisfy the system
where χ is a normalized cut-off function, equal to 1 on a neighborhood of zero, whose purpose is to ensure the compatibility conditions (10), (11) of the data V 0 (y) with the new equation, (50). More formally, for each n < ∞, we search for solutions, q (n,θ) ∈ span{e i } for i = 1, .., n, which satisfy, for e i , i = 1, ..., n, since e
Above, we put the Bilinear form
First, note that we can view u 0 as being fixed (in θ). We have
The first claim is that there exist coefficients, b
i (x) such that q (n,θ) satisfies (51). Inserting this expansion into (51), we obtain
We thus obtain the n × n system of ODE's:
It is clear that A l i is a symmetric, positive definite matrix, and M, H are smooth in x. Thus, we may obtain a solution B (n) by standard ODE.
where the implicit constant in the above two inequalities depends on θ and is finite for θ > 0.
Proof. We select the test function in (51) via
, which is admissible by linearity of (51). This gives
Expanding the left-hand side of the above, we have to estimate the following terms:
and
We next arrive at the Λ terms. First,
Second,
Third, integration by parts in y yields
The fourth term of Λ is treated nearly identically. We now arrive at the U term and the forcing f . We may group these together and call H = F (θ) − κU . Using Hardy yields
We next differentiate the system (53) in x, which is admissible sinceū θ are smooth functions of x. Next, we test against
l (x)e l (y), which produces several new commutator terms. The worst among these is
Proposition 12 For each θ > 0, there exists an L(θ) > 0 and q (θ) which satisfies (50) in the sense of distributions on x ∈ (0, L(θ)), q (θ) . That is, the integral equality (51) is satisfied with φ ∈ C ∞ c replacing e i , such that q (θ) | y=0 = 0, and the following estimate is valid
where the integral I (θ) is defined via
Next, the following k'th order estimate is valid
where the integral I (θ) k is defined
Proof.
Step 1: Uniform Bounds The sequence q (n,θ) is bounded uniformly in n via
Therefore, there exists a subsequence n j such that
Step 2: Integral Inequality
We now generate an integral inequality for each n, and then claim that this inequality holds in the limit. Starting from (51), we have
where the integral I (n,θ) is defined via
By inspection, it is clear that we may pass to the limit in each integral in I (n,θ) because each term has at most one term with two y derivatives, which converges weakly in L 2 , and terms with at most one y derivative converge strongly in L 2 .
On the left-hand side, by weak convergence and semi-continuity of the norm, we have
Before analyzing the integral inequality (78), we first determine some properties about the limiting function q (θ) . First of all, due to the strong H 1 y convergence, we determine q (θ) | y=0 = 0. Second of all, we know that q (θ) will satisfy the original equation in the sense of distributions. Fix any i < ∞, and consider e i . We may pass to the limit in the formulation
Above, we have defined the bilinear form
Thus, in the limit, we have
Since this holds for all e i , it holds for any φ ∈ C Step 3: Higher k Integral Inequalities We again start with (51). For fixed i, the only x dependence in (51) is through the coefficients, which are smooth in x, and the q (n,θ) , which, for fixed n < ∞, is also smooth as a result of the smoothness of the individual b (n)
l (x) coefficients. Thus, we can take ∂ k x of (51), which produces
and the l = 0 case corresponds to the positive term ∂x 2 ū θ ∂ k x q y 2 in (70), so we only contribute l = 1, ..., k to the integral.
We now move to the next term
yy , e
For the third term above, the l = 0 term corresponds to the positive term √ū θ q (n,θ) yy 2 on the right-hand side of (70) and so we start the indexing at l = 1 in the specification (71) for this term.
We take ∂ k x of the κU term in (51) which produces (κ∂ θ) ). We now move to the Bilinear term, (80). Taking ∂ k x (and omitting the κ factor) yields
Next, we arrive at the boundary term at y = 0. Taking
Lastly, we arrive to the right-hand side of (51) which produces (∂
The final step is to now replace e i by
, which is an admissible test function as it is clearly in the span of {e 1 , ..., e n }. This then produces the expression (71) with q (n,θ) replacing q (θ) . We subsequently pass to weak limits in the standard way to generate (71), and the left-hand side of (70) follows from weak lower semicontinuity.
Uniform Estimates in θ
For brevity, in this section we adopt the notation
as all estimates will be uniform in θ. We also adopt the notation that
where p is an inhomogeneous polynomial of one variable of unspecified power in the quantity q X k . Similarly. p k will denote such a polynomial in the quantity q X k . In general, we will suppress those constants which depend on q X k , and only display those which depend on q X k+1 .
Lemma 13
The following inequalities are valid:
Proof. The first step is to obtain control over q
Near the {y = 0} boundary, one interpolates:
From here, a basic Poincare inequality gives:
From here, Hardy inequality gives immediately
. The next step is to establish the uniform bound via straightforward Sobolev embedding:
A Hardy computation gives:
We record the following expansions which follow from the product rule upon recalling that v =ūq:
We will restrict to k = 0 for the remainder of the proof, as the argument works for general k in a straightforward way. From (88), v y follows obviously. Next,
From here, v yyy loc can be interpolated in the following way:
For the far-field component, we may majorize via:
Here ψ δ = 1 − χ( 10y δ ), the key point being that both {1 − χ( y δ )} and χ ′ ( y δ ) are supported in the region where ψ δ = 1. To estimate this term, we may integrate by parts:
Thus,
We combine the above with (89) to select δ = L 0+ to achieve control over ∂ j y v (k) for j = 1, 2, 3. From here, we can obtain:
Away from the {y = 0} boundary, we estimate trivially:
From here, obtaining q y w follows from Hardy. We now turn our attention to the weighted estimates for v y , v yy , v xy , v xyy , which follow from (88), whereas for v yyy , we use the Prandtl equation to produce the identity:
v yyy =ū yyy q + 3ū yy q y + 3ū y q yy +ūq yyy = −ūv yy +vū yy q + 3ū yy q y + 3ū y q yy +ūq yyy
The uniform estimates subsequently follow from straightforward Sobolev embeddings.
We will now also recall the following, which has been established in [GI18] Lemma 14 Let v ∈ H 4 0 . Then the following are valid for j = 0, 1, 2 and k = 0, 1, 2, 3:
Lemma 15 (∂ k x Energy Estimate) Assume q solves (17)
Proof. For this estimate, we examine the integral I 
We start with the Rayleigh term:
We now move to ∂ 4 y term from the specification of I (θ) k+1 , the first of which reads
The j = k + 1 case contributes
Above, we have used the Hardy and Agmon inequalities, as well as (87b)
The intermediate cases, j = 1, ..., k can be bounded above by First, integration by parts gives:
The next term is
We now absorb that the crucial boundary term above can be absorbed into the left-hand side of (93) due to the factor of 2 in (93) as compared with the factor of 1 above. We now treat:
A similar integration by parts produces 
Next, we move to:
We must split the above term into several cases. First, let us handle the j = 0 case for which (6) gives us the required bound:
We now handle the case of 1 ≤ j ≤ k/2, which requires a localization using χ as defined in (18):
For the localized component, we integrate by parts in y:
We now treat the case in which k/2 ≤ j ≤ k, which still requires localization
Finally, we deal with the case when y 1 for k/2 ≤ j ≤ k, which again requires integration by parts in y as in (97):
We now move to the Λ terms:
Summarizing the Λ contributions:
Next, we have the contributions at y = 0:
Finally, we have the u 0 contributions:
y Estimate) Assume v is a solution to (17). Then the following estimate holds:
Proof. We apply ∂ k x to the equation (17) to obtain the following pointwise inequality:
Placing the terms on the right-hand side above in L We now move to a · H k estimate, for which we first recall the definition in (19).
Lemma 17 (Weighted ∂ k x H 4 ) Assume q solves (17). Then the following estimate is valid:
Proof. We take ∂ k x of equation (50), which produces:
We start with the "main terms", (101.1) and (101.2). We fix x = x 0 , square the equation, take L 2 (x = x 0 ), and expand to produce the identity:
All terms are estimated in a straightforward manner except for (102.7), so we begin with:
Upon integrating in x, we may summarize the above estimates via:
We thus move to (102.7) for which we integrate by parts once in y, expand:
First, upon integrating by parts once in y (ignoring commutator terms, which are dealt with in (103)), let us highlight the main positive contribution from the last term above, for j = 0:
Hence:
First, we estimate upon integrating from x = 0 to x = x 0 ,
We will estimate each term above with the help of the Prandtl identities, which follow from (3), forū: Inserting this expansion into (103.3.1) gives, upon integration in x and using (87c), (87d)
Next, upon invoking (87b) and (87d),
Next, upon invoking (87b), (87d), (87e), we have
Next, upon invoking (87b), (87d), we have
Next, upon invoking (87d)
We now move to:
Above, we have invoked (87b) and (87d).
Next,
Above, we have used the estimates which proceed below, with the use of the identities (104):
To conclude, we have
all of which are acceptable contributions due to the cut-off {1 − χ}. This now concludes our treatment (103) and consequently (102). We now move to the remaining terms from (101), starting with the Rayleigh commutator term, (101.3):
We estimate directly:
Upon integrating in x, the above terms are majorized by o L (1)p( q X k+1 )(1+ q X k ). We now move to the U (u 0 ) terms:
Integrating, the above is majorized by
. Similarly, the g contributions are clearly estimated via ∂ xy g
Proposition 18 For k ≥ 0, and let q solve (17). Then:
Proof. We add together (92), a small multiple of (98) and (100). On the left-hand side, this produces
which can clearly be combined to majorize q (k) X . On the right-hand side
Of these, the o(1) q (k) E term is absorbed to the left-hand side. Finally, the initial value |ūq (k) xy (0, ·)| 2 is obtained through (39). We can upgrade to higher y regularity by using the equation. In this direction, we establish the following lemma:
Lemma 19 Let q solve (17). Then the following inequality is valid:
Proof. We begin with the following identitȳ
yyyy =ū∂ yy ∂ xy {ūq y } =∂ yy {ū∂ xy {ūq y }} −ū yy ∂ xy {ūq y } − 2ū y ∂ xyy {ūq y } =∂ yy ∂ xy {ū 2 q y } − ∂ yy {ū xyū q y } − ∂ yy {ū x ∂ y {ūq y }} − ∂ yy {ū y ∂ x {ūq y }} −ū yy ∂ xy {ūq y } − 2ū y ∂ xyy {ūq y }
We rearrange the above to solve for ∂ 6 y v. We thus estimate each of the other terms in (109). We clearly have ūv This accounts for all of the q terms from (109),and since u 0 , g 1 are arbitrarily regular, it remains to estimate ∂ yy Λ(v). An examination of the terms in Λ(v) shows that we must estimate the latter two, higher order terms, as the former two will be controlled by q X .
Above, we have used the integration by parts inequality 
Summarizing, we have thus obtained
which proves the lemma upon pairing with (110).
It is clear that we can upgrade to higher y regularity by iterating the above. We now come to the proofs of two of our main results. of Theorem 3. Theorem 3 is a direct consequence of Proposition 12 and Proposition 18. of Theorem 2. We begin by reformulating the Prandtl equations, (4) into the D-Prandtl system, analogous to (17), which produces (U = Λ = f = 0)
From here, Proposition 18 is applied with g 1 = 0, κ = 0, and q =q to give
Above, we have used that the constant C(q 0 ) depends on ūq xy x=0 . From (111), we obtain
from which
It is important to note that v yyy | x=0 (0) = 0 froū yy | y=0 = 0 according to the Prandtl equation, (4). Above, we use that the quantities ∂ N y v| x=0 for any N ≥ 0 is determined according to the initial data, u 0 p | x=0 . Hence, (111) becomes
This concludes the proof.
Prandtl Layer Expansions

Specification of Equations
We will assume the expansions:
We will denote the partial expansions:
We will also define u
e to be the "Euler" components of the partial sum. Similar notation will be used for u
s . The following will also be convenient:
The P i,a p terms are "auxiliary Pressures" in the same sense as those introduced in [GN14] and [Iy15] and are for convenience. We will also introduce the notation:
We first record the properties of the leading order (i = 0) layers. For the outer Euler flow, we will take a shear flow, For the leading order Prandtl boundary layer, the equations are given in (4), for the i'th Euler layer, i ≥ 1, the equations are given by (24), whereas for the i'th Prandtl layer the equations are given by (25).
The relevant definitions of the forcing terms in those equations are given below. Note that as a matter of convention, summations that end with a negative number are empty sums. 
ext,e , − f 
ext,p } dz.
For i = 1 only, we make the following modifications. The aim is to retain only the required order √ ε terms into f (1) . f (2) will then be adjusted by including the superfluous terms. Moreover, f
(1) will contain the important g u,1
ext,p external forcing term. Specifically, define:
Construction of Euler Layers
Our starting point is the system (24). Going to vorticity yields the system we will analyze: 
To go to higher-order estimates, we must invoke that the data are wellprepared in the following sense: taking two ∂ 2 Y to the system yields: 
Our assumption on the data, which are compatibility conditions, ensure: 
It is natural at this point to introduce the following definition: 
We can define another homogenization in the same way:
which is smooth and rapidly decaying by the assumption that the data are wellprepared. Let us consider the system forv := v 
We can now rewrite the system (136) in terms ofv: 
Translating to the original unknown gives:
Using the equation and Hardy in Y , we can obtain:
Thus, we have the full H 3 estimate. u 1 e can be recovered through the divergence free condition: 
The compatibility conditions can be assumed to arbitrary order by iterating this process, and thus we can obtain:
Proposition 23 There exists a unique solution v 
Proof. This follows from two points. First, for the i = 1 case, the forcing is absent and therefore the parameter l 1 can be taken arbitrarily large. In particular this implies that m ′ 1 = m 1 . Second, a subsequent application of the above proposition shows that the i-th layer quantities decay like m 1 − n 0 . An examination of the forcing terms f 
