Fuzzy logic, neural networks and genetic algorithms are three popular artificial intelligence techniques that are widely used in many applications. Due to their distinct properties and advantages, they are currently being investigated and integrated to form new models or strategies in the areas of system control. In this paper, a neuro-fuzzy controller (referred to as NFCGA) based on the radial basis function neural network is tuned automatically using genetic algorithms (GA). A linear mapping method is used to encode the GA chromosome, which consists of the width and centre of the membership functions, and also the weights of the controller. Dynamic crossover and mutation probabilistic rates are also applied for faster convergence of the GA evolution. Application of the NFCGA to a coupledtank liquid-level laboratory process is investigated in this paper. Compared to a manually-tuned conventional fuzzy logic controller and a PID controller which are applied to the same process, the NFCGA shows considerable robustness and advantages.
INTRODUCTION
Fuzzy logic and neural networks have recently been applied to many engineering applications. Fuzzy logic has the capability to handle imprecised information through linguistic expressions [Zadeh, 1965] and neural networks have the capability to learn. Due to their complementary advantages [Simon, 1995] , there have been extensive developments in integrating these two models together to form more robust learning systems, popularly referred to as " neuro-fuzzy systems" [Yamaguchi et.al., 1992 , Tanaka et.al., 1995 , Uchino and Yamakawa, 1994 . One popular neuro-fuzzy paradigm is based on the radial basis function neural network (RBF), which is a fast-converging learning algorithm that has been widely applied for classification and the learning of function [Saner and Slotine, 1992 , Mulgrew, 1995 , Whitehead and Choate, 1995 . As this type of network has a closed structural and computational similarity to fuzzy systems, it has been used as the basis of many adaptive fuzzy systems [Katayama et.al., 1993 , Harris et.al., 1996 , Linkens and Nie, 1992 , 1993 .
Another AI approach that has recently been of importance is the genetic algorithm (GA). This is a robust search algorithm based on Darwinian survival of the fittest in natural evolution [Davis, 1991 , Goldberg, 1989 . It has been proved to be an effective optimization mechanism in complex search spaces, which are usually discontinuous, multi-modal and highly nonlinear.
By using only a few simple operators, i.e. reproduction, crossover and mutation, the GA is a powerful technique for optimization and machine learning .
In control engineering, the fusion of fuzzy systems and GA is steadily growing. GAs have been used to overcome the difficulty and complexity in the tuning of the FLC parameters, such as scaling factors, membership functions and control rule configurations [Kim et.al., 1995 , Vasek et.al., 1993 , Hwang and Thompson, 1993 . This generic method of tuning the FLC parameters by GA has normally been implemented as partial or sequential tuning. Partial tuning does not involve tuning all of the fuzzy parameters by the GA; some of them are tuned by human experts. In sequential tuning, all the fuzzy parameters may be tuned by the GA, but not simultaneously. In many applications, too many parameters are involved in the FLC, such that, if all of them were encoded at once, would result in rather long strings and would increase the complexity of the tuning procedure [Lee and Takagi, 1993 , Lee, 1990 , Karr and Gentry, 1993 ].
However, partial or sequential tuning of the fuzzy parameters may restrict the search spaces of the GA, which is likely to result in local optimal solutions. This is due to the fact that each of the FLC design stages, such as fuzzy membership function partitioning, adjustment of scaling factors, and configuration of the control rules, is dependent on the others. Hence, it is rather important to consider tuning them simultaneously [Lee and Takagi, 1993] .
Simultaneous tuning of the FLC parameters using GA has been considered by Lee and Takagi (1993) , who proposed a method of determining the parameters of a "Takagi-Sugenotype" FLC, where chromosome strings of 2880 bits in length were needed. In another development, Shimojima et.al. (1995) used GA to tune a type of RBF-based fuzzy model, with only three fuzzy memberships for each fuzzy variable. However, the fuzzy system was used to model a mathematical function, and was not implemented as a controller.
As the searching direction of the GA is merely based on the fitness of the individual chromosomes, a method of evaluating the FLC performance is necessary. However, applying GA to tune a real process plant is rather impractical, as the algorithm needs to perform a large amount of repetitive iterations and evaluation on the plant, which may be impracticably and time consuming. Furthermore, the risk of instability is high during the initial stages of the GA iterations. Usually, a plant model can be used to simulate the controllability and evaluation of the FLC [Karr and Gentry, 1993] . The fitness of the corresponding FLC is then formulated on the basis of the response of the plant model via a predefined performance function [Davis, 1991 , Goldberg, 1989 .
Although there has been a substantial amount of research in using GA to tune FLCs [Kim et.al., 1995 , Varsek et.al., 1993 , Hwang and Thompson, 1993 , Philips et.al., 1996 , Perneel et.al., 1993 , applications to real-time process control have not been much investigated. This paper attempts to use GA to tune a neuro-fuzzy controller (referred to as NFCGA) for real-time liquid-level control of a coupled tank. All of the parameters of the controller are simultaneously tuned by the GA from a random initial state. The plant model is first identified by the leastsquares parameter-estimation method [Wellstead and Zarrop, 1991 ]. The NFCGA parameters are then encoded and tuned by the GA, based on a pre-defined performance criterion. After convergence, the NFCGA is used as the controller for the liquid-level control system. The results are compared to a manually tuned conventional FLC and also a PID controller. This paper has been organized as follows. First, the coupled tank and its plant dynamic equations are described. The proposed NFCGA algorithm is discussed next. The configuration and encoding of the NFCGA are presented in the following section. Experiments on the coupled-tank liquid-level control system using the proposed methodology, the conventional FLC and the PID controller are discussed in the sections that follow.
DESCRIPTION OF THE COUPLED-TANK PLANT
A laboratory-scale coupled-tank system, developed by Kent Ridge Instruments Pte Ltd, is used as a test bed for the proposed NFCGA. It consists of two tower-type tanks with an internal baffle in between, as shown in Fig. 1 . The baffle can be raised to control the leakage from one tank to another in a two-way manner, which makes the dynamics different from the regular two-tank system [Heckeenthaler and Engell, 1994] . Each tank is fitted with an outlet.
Liquid is pumped into the top of each tank by an independent pump. To measure the level of the liquid in each tank, a capacitive-type probe sensor is used, where the capacitance measurement is then converted to an electrical signal which is a function of the liquid level. It is observed that the raw feedback signal is rather noisy, as this system is not equipped with any advanced signal-conditioning circuit, thus providing a more challenging control problem. An illustration of the coupled-tank liquid-level system is shown in Fig. 2 .
The system is configured as a SISO control problem by raising the baffle slightly, where the plant dynamics can be simplified and linearised to a second-order transfer function. The control objective is to control the liquid level in Tank #2 by manipulating the incoming voltage of Pump #1. 
where q 1 and q 2 are small variations in Q 1 and Q 2 respectively, and h 1 and h 2 are the perturbations resulting from q 1 and q 2, respectively.
The objective of the system is to control the liquid level in Tank #2 by controlling the flow rate of the liquid into Tank #1. For simplification, assuming q 2 and Q 2 to be zero, it is possible to further simplify Eq (2) into a second-order transfer function, which describes the plant dynamics with a certain time delay. The time delay of the system is influenced by the discharge coefficient, and also by the opening of the baffle. A more challenging control problem is created when a valve is placed in between the tanks, or if one of the tanks is placed higher than the other, where the flow is in only one direction. Besides the nonlinear characteristic of the plant dynamics, the volumetric flow rates of the pump given by the operating voltage also exhibit nonlinear behavior, as shown in Fig.3 .
DESCRIPTION OF THE FUZZY-LOGIC CONTROLLER
This section discusses a simplified fuzzy-logic control algorithm based on the Linkens and Nie approach [Linkens and Nie, 1992 , 1993 , Lee et.al., 1995 , followed by the radial basis function neural network, which forms the basis of the proposed methodology.
A simplified fuzzy control algorithm
Basically, fuzzy-logic control involves three main stages: fuzzification, inferencing, and defuzzification. The first and the last stages are needed to convert and re-convert real-world crisp signals into fuzzy values, and vice-versa. The inference or reasoning mechanism can be described as follows. It first determines the matching degree of the current fuzzy input (class) with respect to each rule, i.e. the IF part. The mechanism then decides which rules are to be fired according to the input field. Finally, the fired rules are combined to form the control actions, i.e. the THEN part or consequents of the fuzzy control rules. The above procedure can be further simplified to pattern matching and averaging of weights, thereby eliminating the procedure of fuzzification and defuzzification Nie, 1992, 1993 ]. With the weights-averaging method, it is also possible to avoid choosing the specific rules to be fired, where the output of each rule, with a different strength, is taken into consideration. This is due to the fact that the rules (class) with high matching degrees will be more significant, i.e., having higher membership grades than the other rules with respect to the fuzzy inputs.
Consider a MIMO control system, which takes N input and M output variables, denoted by x n and y m , respectively. The i th fuzzy control rule in the rule-base is written as : Hence, the i th rule can be written as : 
IF X is R and X is R and X is R THEN Y is S and Y is S and Y is S
The reasoning mechanism consists of the matching degree and averaging of the weights.
The first operation deals with the IF part of the fuzzy control rules; it determines the matching degree of the current input to the condition of each of the fuzzy control rules. The matching degree process is simply an operation that returns the matching level, h i ∈ [0,1] between the inputs and the rule pattern for the i th rule. A matching degree of '1' means that a full matching occurs to that rule, while a small h i indicates poor matching between the input pattern and the particular rule pattern [Linkens and Nie, 1992] . The matching formula can be written as follows:
where T is the total number of fuzzy rules, and • is the norm operator presented as either Euclidean, Hamming, Maximum, etc.. In this paper, the following mathematical expression is used:
Then averaging of the weights is applied to obtain the control action of each output variable, y m which corresponds to the input vector x, given by:
This weight-averaging method uses only the centre of the THEN part of the rule (C y m i , ), which is defined as a singleton output variable. Therefore, the algorithm can be understood as a modification of the maximum membership decision scheme, where the global centre is calculated by the centre of gravity algorithm.
Radial basis function neural network
A radial basis function neural network (RBF) can approximate a continuous linear or nonlinear function from an input space R U to an output space R V , such that
. This mapping operation is described by:
where P is the number of hidden nodes, u is the input vector, u=(u 1 [Kohonen, 1990] . ξ j is the width of the j th radial unit, which may be determined heuristically as the "root mean square" distance to the nearest RBF local unit, which is given by:
where P is the number of hidden units and u j is the vector of the centre in the j th local basis unit, while ||.|| denotes a vector norm. Thus, each hidden unit (j th node) is associated with the centres u j and widths ξ j . Only a small fraction of the radial units that are near enough to the input vector will be highly activated, such that the associated weights will have a significant contribution to the output [Moody and Darken, 1994 ].
The normalized version of the RBF further improves the approximation ability, such as robustness, interpolation and extrapolation, etc., which is given by :
Current applications of RBF networks are largely concentrated on function approximation, clustering techniques, and modelling.
Configuration of the RBF-based fuzzy logic controller
It can be observed that the output of the normalized RBF in (13) has similar computational procedures to these of the simplified FLC given in (9) . The output of the nonlinear hidden neurons in the RBF, i.e. Ψ j in (11) has a similar function to the simplified FLC given in (7) . In effect, the RBF network's hidden local unit centre, (14) where the strength of the control action is determined by the weights connection w im , which is a singleton real number value.
A general block diagram of a multi-input multi-output RBF-based FLC is shown in Fig.   4 . In order to visualize this concept further, consider a fuzzy-logic control system where the FLC has two input variables, namely, the error (e) and the rate of change of the error (∆e).
Each of these variables takes five Gaussian-type fuzzy membership functions, which are labeled as positive big (PB), positive small (PS), zero (Z), negative small (NS), and negative big (NB).
Each of the membership functions has two parameters, i.e., the centre and width of the Gaussian functions. The multi-variate Gaussian can also be viewed as the product of a single-variate Gaussian function. It performs a conjunctive operation in the 'premise' part of the fuzzy rules in the hidden layer. Figure 5 shows the rule-base matrix of the corresponding fuzzy basis units at the hidden layer of the controller. Each of the kernel squares represents one control rule. Thus, the number of hidden nodes for this network is exactly equal to the number of fuzzy control rules. The output of these units is the matching degree or inferred result of the particular fuzzy control rules. The strength of the controller output depends on the interconnecting weights between the hidden layer and the output. The output is computed by normalizing the weights as follows:
where P is the number of hidden units (control rules), and h i ∈[0,1]∈R is the output of the fuzzy basis function of each rule as given in Eq (7), and w im is the weight that connects the i th local unit to the m th output node. Figure 6 shows graphically how such a computation is carried out. It can be viewed as a modified centre-of-gravity defuzzification strategy. The controller output y k is a crisp value that can readily be applied to the system. The GA is then implemented as an optimization algorithm to tune all the parameters of this RBF-based FLC, as discussed in the next section.
TUNING OF THE FLC PARAMETERS BY THE GENETIC ALGORITHM
This section discusses how the proposed automatic tuning of the FLC is formulated by using the GA approach, where all the parameters of the FLC are initially randomized, and then tuned and optimized simultaneously by GA. The basic GA concept is first briefly discussed.
Genetic algorithms
Genetic algorithms (GAs) are random search algorithms that imitate natural evolution with the Darwinian "survival of the fittest" approach. GAs perform on the coding of the parameters and not on the exact parameters; therefore, they do not depend on the continuity of a parameter, nor on the existence of derivatives of the functions, as needed in some conventional optimization algorithms. The coding method allows GAs to handle easily multiple-parameter or multi-model types of optimization problems, that are rather difficult or are impossible to treat using classical optimization approaches.
The population strategy enables a GA to search for near-optimal solutions from various directions within a search space simultaneously. Therefore, it can avoid convergence to local minimum or maximum points. A GA processes each chromosome independently, making it highly adaptable to parallel processing. It needs no more information than the relative fitness of the chromosomes; thus, it is suitable for application to systems that are ill-defined. GAs can also work well for non-deterministic systems, or systems that can be only partially modeled.
GAs use random choice and probabilistic decisions to guide their searches, where the population improves toward near-optimal points from generation to another.
The fundamental activity of a GA consists of three basic operations: reproduction, crossover, and mutation. Reproduction is the process where members of the population are reproduced according to the relative fitness of the individuals, where the chromosomes with higher fitness have higher probabilities of having more copies in the coming generation. There are a few selection schemes available for reproduction, e.g. the "roulette wheel", the "tournament scheme", the "ranking scheme", etc. [Davis, 1990 , Goldberg, 1989 ]. Crossover in a GA occurs when the selected chromosomes partially exchange the information in the genes,
i.e., part of a string is interchanged between two selected candidates. Mutation is the occasional alteration of the state at a particular string position. Mutation is essentially needed in some cases where reproduction and crossover alone are unable to offer a globally optimal solution. It serves as an insurance policy which would recover the loss of a particular piece of information.
Further discussion on GAs can be obtained in [Davis, 1990 , Goldberg, 1989 . Figure 7 presents the functional block diagram of the optimisation process of NFCGA by a GA.
Coding strategy of the FLC parameters
In this paper, the NFCGA as shown in As the GA deals with coded parameters, all the FLC parameters that need to be tuned must be encoded into a finite length of string. The linear mapping method [Davis, 1990 ] is used for this purpose, and can be expressed as follows:
where g q is the actual value of the q th parameter, and A q is the integer represented by a N-bit 2 )" as given in (7).
Initialization of the GA parameters
Dynamic crossover and mutation probability rates are used in the GA operations, as they provide faster convergence when compared to constant probability rates [Sheble and Britting, 1995] . Figure 8 shows the crossover and mutation rates, which are changed dynamically in the evolution process. The crossover rate is set high at the beginning of the generation and decreases exponentially during the generations. At the beginning of the GA iterations, the randomized initial GA population is diverse, i.e. pieces of good solutions are scattered throughout the search space. As the crossover operator can put these small pieces together [Davis, 1990] , it is set to be relatively high at the beginning of the iteration. Over the iterations, these pieces would then be assembled, i.e., the population converges to smaller sections in the search space. Mutation is the operation used to further exploit the improved solution in the established region of the current best solution. This accounts for the increment in binary mutation as the iterations proceed. Note that in early generations, as the members of the population are very distinct, mutation is not really needed, and is kept almost to zero. This technique is applied as it helps the convergence of the GA without much loss of solution optimality as reported in [Sheble and Britting, 1995] , such that the consistency of obtaining the final solution is always maintained.
The proposed tuning of the NFCGA involves 200 chromosomes, which are all initially randomized. The Gray-Code transformation method is applied, as it can enhance the GA searching engine [Davis, 1990] . In determining the population of new GA generation, the elitist strategy is also employed in parallel to the "roulette wheel" selection scheme [Goldberg, 1989] , where the fittest chromosome has one copy directly in the new generation. In addition, a generation gap of 0.9 is used during the reproduction operation, which means 90% of the members in the new population are determined by the selection scheme employed, and the remaining 10% are selected uniformly from the old generation. This strategy helps to prevent premature convergence of the population. Two-point crossover is applied in exchanging the gene information. Fig.8 The dynamic crossover and mutation probability rates. 
4.4
The GA evaluation configuration
The RBF-based FLC is first tuned by the GA before being applied to the coupled-tank liquid-level control system. The fitness of the GA chromosome is evaluated by using a predefined performance index, based on an estimated plant model. This approach is used because it is impractical to carry out the GA evaluation on the real plant, as the initially un-tuned controller may affect the stability of the system. The risk is more obvious when the controller is tuned and forced to achieve a fast transient response in tracking the setpoints.
The sampling time applied for the control system is 0.5s. As discussed in the previous section, the nonlinear plant dynamic of the coupled tank can be simplified and further approximated to a second-order transfer function. In the system-identification process, the coupled tank is excited by a random control signal, which results in a set of input-output data of the system response. The plant model has a time delay of 5 sampling instants. Based on these data, the second-order discrete transfer function of the plant is then estimated by using the leastsquares estimation method [Wellstead and Zarrop, 1991] .
The liquid level of Tank #2 is measured by a capacitive probe, which serves as the feedback signal. The conversion of the measured capacitance to the voltage is done through a signal amplifier without much hardware signal conditioning. It is observed that at steady state, the maximum rate of the change of error per sampling instant caused by noise is slightly higher than the actual maximum rate of change of error per sampling instant at the transient state. Thus, it is difficult to determine the real system states, based on the change of error per sample. As the NFCGA takes the change of error as one of its inputs, the control scheme could deteriorate, as its control action is calculated on the basis of the state of the error and the change of the error.
Thus, the NFCGA's inputs, i.e., error (e) and change of error (∆e) were defined differently from normal practice, such that, for each sampling instant k, e(k) and ∆e(k) are defined as follows:
where e(k) is the error between the setpoint and the filtered feedback liquid level signal at the k th sampling instant. Although this setup involves some time delay in the controller, it is useful in overcoming the above problem caused by noise.
The task of defining a fitness function is usually application-specific, such that it is formulated to achieve the goal of the controller [Karr and Gentry, 1993] . Since the central objective of the control system is to minimize the error between the actual plant response and the set-point, a simple performance index, F is chosen as follows:
where L is the number of stepped-reference signals used in every GA evaluation. The multi-step reference signal is used to excite the system, such that it enables the evaluation to cover a wider operating range. N is the total sampling instant involved in each evaluation of the response. The performance index ( F ) is related to fitness ( f ) using the following relationship:
where f is the fitness for the parameter set, F is the performance index, and g is the constant that affects the performance curve. A is a non-negative constant, and is appropriately chosen so that f will not be too small, i.e., become insignificant due to the large value of F. The GA is then used to tune the controller parameters to maximize the fitness value f, i.e. to minimize the performance index F. The GA algorithm is performed on a 133MHz Pentium IBM-compatible personal computer with 16 MB of RAM. The GA software is mainly based on the GENESIS Version 5.0 package, with some improved features as described, and it runs under the Borland C++ Version 3.1 environment.
EXPERIMENTS AND DISCUSSIONS
Experiments were conducted to control the water level of the coupled tank by NFCGA.
The water level in Tank #2 was manipulated by controlling the voltage to Pump #1. For comparison purposes, the performances of conventional FLC [Lee, 1990] and PID [Ogata, 1987] controllers were also investigated on the same system. The inputs of the conventional FLC were configured similarly to the RBF-based FLC. It was tuned manually [Lin, 1993 ] to achieve the best performance. Figure 9 (a-c) shows the input and output membership functions and control rules of the manually tuned conventional FLC with an output scaling factor of 0.3.
The PID controller was initially tuned using the Ziegler-Nichols method [Ogata, 1987] , followed by manual fine-tuning. The PID parameters for proportional, integral, and derivative gains were obtained as follows: 2.893, 0.01 and 1.239 respectively. Both of these controllers were tuned and adjusted to give the best transient response.
The fuzzy membership functions and the weights (control action) of the NFCGA tuned by GA are shown in Fig. 10 (a-b) .
The step responses of all the three controllers are shown in Fig.11 . Generally, it can be seen that the transient response of all the three controllers are good, and their performances are very similar. However, it can be observed that the control signal from the NFCGA is smoother than these of the other two control schemes, and this has the advantage of prolonging the actuator's life time. The NFCGA was also tested for its load disturbance-rejection capability. The disturbances were applied during the steady state, where load is added into the system by allowing Pump #2 to operate at 20% of the maximum control signal. After a specific length of time, the load from Tank #2 was removed. Figure 12 shows how the three controllers responded in these circumstances. The liquid level in Tank #2 experienced a sudden increase when the load was applied. The NFCGA managed to bring the system response back to the setpoint much more quickly than the conventional FLC and the PID controller. The result is more obvious during the removal of the load. As expected, the PID controller could not cope with unexpected load disturbances, due to its linear nature and slower algorithm. Both the NFCGA and the conventional FLC, on the other hand, can overcome such problems successfully, due to their nonlinear nature. Step responses and control signals of the three controllers under consideration. In another set of experiments, the system was tested with changes in the plant dynamics.
This was done by gradually clamping the outlet of Tank #2, to a point where no liquid flowed out from this outlet. After a certain period of time, the clamp was released again. The changes in the plant dynamics resulted in a fluctuation of the system response during the steady state, as shown in Fig.13 . The experiments showed that both the NFCGA and the conventional FLC were able to cope better than the PID controller. The system response when the outlet of Tank #2 is clamped and then reopened.
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