We develop inequalities for the fraction of a bandlimited function's Lp norm which can be concentrated on any set of small 'Nyquist density'. We mention two applications. First, that a bandlimited function corrupted by impulsive noise can be reconstructed perfectly, provided the noise is concentrated on a set of Nyquist density < 1/7r. Second, that a wideband signal supported on a set of Nyquist density < 1/7r can be reconstructed stably from noisy data, even when the low frequency information is completely missing.
Introduction
The 'Analytic Principle of the Large Sieve', as Montgomery [13] calls it, is a family of iiiequalities for trigonometric polynomials which has found a variety of applications in analytic number theory. From the point of view of the present paper, such inequalities are interesting because they control the size of trigonometric polynomials on "sparse" sets. For example, Montgomery [13] page 562 gives the following inequality, whose form he attributes to unpublished work by E. Bombieri. Let it be a positive measure of period 1, and let S(a) = F,'++ ake21ika be a trigonometric polynomial of degree n and-period 1. Then j S(a) 2du < (n + 26-1) (sup [a, a+6]) I lakI (1) As f0 IS()I2da=-k IakI2, this inequality has the following interpretation.
If T is a periodic set of period 1, and obeys the sparsity condition nsupITn[a,a++ il < (2) with e a small positive number, then, by taking o(da) = 1T(a)da in (1) In short, only a small fraction of a trigonometric polynomial's "energy" is localized to the set T. Thus if T is "sparse" in precisely the sense that (2) holds;-then S cannot be concentrated to T. We will show below that, by adapting an argument of Selberg, the constant in Bombieri's inequality (1) can be replaced by (n-1 +6-1), and so the right side of (3) can be improved.
Independently of developments in analytic number theory, inequalities analogous to (1) [9, 11] and references there. Boas [1] showed that if p is a positive, sigma-finite measure, placing mass less than e in every interval of length 1, then J IflPdi < C(p, Ql) L IflPdt (4) -00 2 for every f E Bp(Q), Q < r. Again, if T is a subset of the real line satisfying the sparsity condition sup IT n [t, t + Q] < e (5) t this implies that I If IPdt/ J If IPdt < C(p, Q)f. (6) In words, only a small fraction of a bandlimited function's Lp-norm can be concentrated on sets which are sparse in the sense that (5) holds. We show below that an adaptation of Selberg's argument for the large sieve gives a substantial improvement on the coefficient C in Boas' inequality in case p = 2; and that a different but related argument gives a substantial improvement in the case p = 1.
Our interest in such inequalities, and in getting good constants for them, comes from signal recovery problems, which we describe in section 2 below. Briefly, the existence of constants for which such inequalities hold implies the existence of certain surprising phenomena in signal recovery. Most importantly for us, the better the constants in such inequalities, the broader the range of cases in which those phenomena are known to occur.
In section 2, we sketch the signal recovery motivation of our study; in section 3 we discuss L2 inequalities related to (4); in section 4, L1 inequalities; in section 5, the limits of our technique; finally in section 6, we return to inequalities of type (1) and applications to discrete-time signal recovery.
Sparsity and Signal Recovery
WVe are interested in three specific phenomena, which are discussed at length in [5] , where further references are given. Here we permit ourselves only a brief discussion.
Perfect Recovery of a Bandlimited signal
Logan [9] discovered an interesting phenomenon. Suppose we measure a noisy version r of a bandlimited signal b E Bi(Q):
Here n is the noise, about which we know only that it has finite L1 norm, and that its support, although unknown, must be a sparse set. Think of highly impulsive .noise. Logan 19] proposed estimating b by the minimum L1 projection:
/1(r) = arg min llr-bil1.
bEBI (fl) Here II * denotes the L1 norm; and ,1(r) in general depends nonlinearly on r. Surprisingly, under certain conditions 81(r) = b perfectly, whatever be the size llnlll of the noise.
Let W = Q/ir, so that W-1 is the usual Nyquist interval for entire functions of type Q. Given a set T C R, let PT be the operator that restricts support to T, so that (PTf)(t) = f(t)1T(t). Define the operator norm jo(T, W) sup IIf fEBi(() llfllI Logan [9] showed that if T _ support(n) and llnll < oo, the condition po(T, W) < 1/2 ensures that /h(r) = b exactly, even though n may be of arbitrarily high energy and of arbitrary form (subject to the constraint on its support). He proved that po(T, W) < WITI, which shows that if the set T is sparse in the sense of small total measure this perfect recovery phenomenon occurs. He asked the question for what other sets T the inequality uo(T, W) < 1/2 would hold. See [5] for further discussion, and explanation of the connection of po(T, W) < WITI with the uncertainty principle.
In section 4 below we give Theorem 7, which may be used to considerably extend the range of cases where Logan' In other words, the noise can be supported on a set of infinite measure, yet if the support occupies a fraction less than 1/r of each Nyquist interval, the original bandlimited signal will be recovered perfectly by the L1 technique.
Earlier work on inequalities for entire functions, such as Nikolskii's [14] could be adapted to show that the density threshold for Logan's phenomenon is at least as large as 1/(2 + 2ir); this is considerably weaker than the result here. Improving the constant in the inequality (21) would raise the known threshold for this phenomenon from 1/r to something larger. On the other hand, the condition p(T, W) < 1/2 is easily seen to be not sufficient to ensure perfect recovery, so there is limited room for further improvement in this direction.
For later use, it is convenient to have the following stability result.
Lemma 2 Let r = b + n with b E B1(n) and suppose that for some set T satisfying pco(T, W) < 1/2 we have In -PTnII, < e. Then for any solution 131(r) of the minimum Ll-problem (7),
Thus, if the noise is almost concentrated to a set of Nyquist density p < 1/7r, the L1 method almost recovers b.
Although the argument for this Lemma is a simple extension of the argument for uniqueness, it does not seem to have been recorded in either [9] or [5] . We prove it in the appendix, section 7.
Recovery of a Sparse Signal
In exploration seismology, there arises the problem of recovering a wideband signal from noisy observations when it is essentially impossible to obtain reliable low frequency information [5, 16, The inequality (11) Substituting in the definition of Nyquist density, we get A2(T, W) < 2 p(T, W).
The improvement from inequality (8) , which uses the total measure of T, to (10) , which uses density, can be significant. In the missing data problem, (10) allows data to be missing on a set of infinite total measure, yet still guarantees that the alternating method will recover the bandlimited signal stably, provided the Nyquist density of the ri'ssing observations is less than 1/2.
It may be instructive to compare this result with what we could conclude by applying earlier inequalities such as (4) . The coefficient Boas gives is C(p, Q)1/p-= 7 + 2 n for Q < r. From this we could conclude only that a density at the half-Nyquist smaller than .02 is sufficient for stable recovery. One may adapt results of Plancherel and Polya [15] to get an even weaker conclusion. Results of Duffin and Schaeffer [6] and of Nikolskii [14] can be adapted to get the improved constant C(2, ir) = (1 + ir), but even this gives only the conclusion that Nyquist density smaller than about 1/4 is sufficient for recovery.
We now turn away from the signal recovery setting, and focus on the inequalities for bandlimited functions which drive these results. 3 
Concentration in L2 Norm
Theorem 4 Let p be a a positive sigma-finite measure, and f E B2(Q). J If 12dd < (fQ/r + 6-l) ( 
Proof. We use a function g constructed by Selberg in connection with the Large Sieve; once again, see the article by Montgomery [13] . Our account of the construction of g follows closely that of Vaaler ([18] , pages 185-186). The construction uses Beurling's function [3] : As lg.l0llf*lll/llfll<Cl(g,Q), the lemma is established.
There is an equivalent definition of the constant C1 (g, l) in terms of Beurling's theory of minimal extrapolation [2, 4] . We recall some definitions. For general h, it is difficult or impossible to compute minimal extrapolations. In this sense, C1(g, SI) is much harder to work with than C2(g, Ql). However, in certain special cases minimal extrapolations are known. Beurling, in the Mittag-Leffler lectures [4] , gives some general ideas. Logan [11] gives several examples and specific computational tools. By combining some of the ideas presented there with a few new ones, it is possible to compute the minimal extrapolation of 1/4 in the case where g is a "boxcar". 
from this, (24), and the formula for 4 it follows that the operator norm of convolution with v is not larger than . 2 Theorem A of Logan [11] shows sin ir6/2) that equality holds in (23). Construction -6f v requires some preparation. Let 9(w) denote the 2ir-periodic extension of 4(w) away from the fundamental interval [--r, r], and define h(w) = l/9(7r + w). Then, as 6 < 2, h(w) is defined on the whole real line, continuous, and 2ir periodic. Now 
13 and, as we have seen, h(O) = f Idvl. The properties claimed for v have now been verified, and the proof is complete. Remark. The minimal extrapolation property of the measure vi constructed in this proof follows from (26).
Optimality
The particular kernels we have introduced above, via Lemmas 6 and 9, are in certain senses best possible. That is, for certain combinations of 6, Ql, they are best possible for use with Lemmas 5 and 8. Let us first describe the optimality of the Selberg function. In our terminology, Selberg [17] showed that if 5Q is an integral multiple of 7r then inf{C2(g, Q): supp(g) C [-6/2, 6/2]} = (f/lr + 6-1); compare especially [18] . For 6Q/r nonintegral, though, the Selberg function is suboptimal. The best kernel in such cases has been characterized by Logan (see the announcement [10] ). If 6fl < ir the analysis is particularly simple:
Lemma 10 For fl < 7r inf{C2(g,Q) : supp(g) C [-6/2,6/2]} = (6/2+ (6)) 1 ( 28) and an optimal kernel is k(t) = l{ltl<6/2} cos(Qt) (29) Proof. It is enough to restrict attention to kernels in L1. For any L, 16 The proof of (32) is analogous to the proof of (11) . First, in an analog of Lemma 5, one shows that j IS(a12d1< C2(g, r(n -1)) (sup jz[a, a + ) ZakI where C2 has the same meaning as in section 3; one then invokes Lemma 6,  with argument Q = r(n -1). By the above discussion, for (n -1)6 integral, the stated result uses the best possible value for C2. Compare also [13, 18] .
Our application is as in [5] We summarize our discussion regarding stable recovery.
Corollary 13 Let T be the class of sets T with p(T, K) < I < 1/4. Then A2(-T2, K) < 41 < 1. Given a priorn information that supp(s) E T and that IIntl2 < e, stable recovery of s from r = (I-PK)s+ n is possible. Specifically, there exists a nonlinear mapping s(r; e, T) so that lIs -9(r)II2 < 2(1 -41)-1/2.
The method which yields stable recovery in this result is a "subset search"
algorithm, along the lines of section 5 in [5] . For each subset T, one can find, by a linear least squares projection, a sequence ST supported on T which best approximates the data, in the sense that 11(I -PK) (9 - IIPTc/hI,I -IIPT/13l1 , (1 -2so(T, W))h1i1/l1.
Combining these, we must have l/%(r)hh1 , 2(1 -2po(T,W))-lc and the proof is complete.
