Abstract: The path following problem for a wheeled robot with constrained control resource is studied. The problem is first reduced to that of stabilizing the zero solution of a system that admits feedback linearization. The attraction domain of the zero solution of the system with the synthesized feedback is approximated by an invariant ellipsoid. To take into account control constraints, an approach based on methods of absolute stability theory is used, in the framework of which construction of an approximating invariant ellipsoid reduces to solving a system of linear matrix inequalities. The problem of finding the best in the sense of volume invariant ellipsoid is posed. It is shown that the desired maximum-volume ellipsoid can be found by solving a standard constrained optimization problem for a function of two variables.
INTRODUCTION
In this work, the path following problem for the wellknown kinematic model [1] [2] [3] [4] [5] of a wheeled robot (WR) with saturated input is studied. First, by applying an appropriate change of variables, the path following problem is reduced to that of finding a control stabilizing the zero solution, which admits feedback linearization. However, the resulting linear closed-loop system turns to a nonlinear one when the control reaches saturation, which means that stability of robot's motion is guaranteed only if the initial position belongs to the attraction domain of the zero solution. It is suggested to approximate the attraction domain by an invariant ellipsoid. The desired ellipsoids are found by applying the approach proposed in [2] for the case where the target path is a straight line or an arc of a circle. The approach is based on the absolute stability theory and reduces construction of the ellipsoid approximating the attraction domain to solving a system of linear matrix inequalities (LMIs) depending on a parameter. In [3, 4] , this approach was applied to an arbitrary curvilinear target path. The problem of constructing the ellipsoid of maximum volume, as well as that of finding the best parameter for which such an ellipsoid exists, was not considered in [2, 3] . The construction of the best approximation was discussed in [4] ; however, the algorithm presented in this work is based on empirics rather than on strong results. This paper is devoted to the problem of finding the maximum-volume invariant ellipsoid 1 approximating the ⋆ This work was supported by the Department of Power Engineering, Mechanical Engineering, Mechanics, and Control Process of Russian Academy of Sciences (Program no. 15). 1 Since the state space of the simple car model is two-dimensional, it is more correct to speak of (square of) ellipse rather than of (volume of) ellipsoid. However, to preserve continuity of terms accepted in attraction domain. It is shown that the desired ellipsoid can be found by solving a standard constrained optimization problem for a function of two variables.
Although control problems with constrained inputs have been addressed in the literature (e.g., [6] and references therein), the results reported are not directly applicable to the path following problem for nonholonomic vehicles. In many publications (see, e.g., [7] and references therein), linear systems with constrained inputs are studied, and invariant sets are found where the closed-loop system is linear. Unlike these works, we construct an invariant set where the control may reach saturation (i.e., the closedloop system is nonlinear). The problems of control of WRs with input saturations have been rarely addressed in the literature. Some results and references can be found, e.g., in [8] . However, in these papers, only point-to-point stabilization and trajectory tracking problem are studied.
PROBLEM STATEMENT
In the planar case, robot's position is described by coordinates (x c ,y c )o ft h etarget point of the platform located in the middle of the rear axle and angle θ between the central line of the platform and the x-axis of a fixed reference system x0y. The kinematic equations of a vehicle moving without lateral slippage are well known to be [1] [2] [3] [4] [5] 
where, the dot denotes differentiation with respect to time, v ≥ v 0 > 0 is a scalar linear velocity of the target point, and u is instant curvature of the trajectory described by [2] [3] [4] , where both two-and three-dimensional cases are considered, we use more general terms "ellipsoid" and "volume of ellipsoid."
the target point, which is uniquely related to the turning angle of the front wheels α by the equation
where L is the distance between the front and rear axles. This relationship between α and u simplifies the model and allows us to take curvature u for the control. Constrained turning angle of the front wheels results in the two-sided control constraints
whereū = tan α max /L is the maximal possible curvature of an actual trajectory.
The stabilization problem under study is formulated as follows. Given a parameterized target path (X(s),Y(s)), where s is an arc length (natural parametrization), synthesize a control law u that brings the robot to the path and stabilizes robot's motion along it. Functions X(s)andY (s) are assumed to be twice differentiable almost everywhere. An additional constraint on the curvature of the target path is formulated in Section 3.
A stabilizing control is easily found by applying the change of variables suggested in [5] . For the independent variable, the path ξ passed by the robot is taken, and the state variables are deviation (distance) of the target point from the target path z 1 and angle deviation z 2 =sin(ψ), where ψ is the angle between the velocity vector and the tangent line to the trajectory at the point closest to the target point. By means of this change of variables, equations (1) reduce to the equations in deviations (see [5] for detail)
and the stabilization problem under study reduces to finding control that stabilizes the zero solution of system (4). Here and in what follows, k ≡ k(s) is the curvature of the target path at the point closest to the target point, and the prime denotes differentiation with respect to the independent variable ξ. The change of variables is defined in a domain where |z 1 | < 1/k, wherek is the maximum curvature of the target path, and |z 2 | < 1.
Closing system (4) by the feedback
where
we obtain the linear system
Clearly, for any λ>0, A is a Hurwitz matrix, and, hence, system (7) is exponentially stable with the exponent −λ.
To meet constraints (3), we take control in the form
where sū(u) is the saturation function
However, system (4) closed by feedback (9) is not linear, which means that stabilization is generally not guaranteed and brings us to the problem of determining whether a current state of the WR belongs to the attraction domain of the closed-loop system.
REDUCTION OF THE PROBLEM TO SOLVING AN LMI SYSTEM
Let us rewrite system (4) with feedback (9) in the form
Remark Note that equations (10), as well as (4), are not closed, since s cannot be determined from these equations.
The equations become closed if we consider s as a state variable and supplement the system with the equation
. An alternative approach adopted in this paper is to view s as a parameter to be determined without integrating system (10) (e.g., from measurements); in this case, the equation in s is not required. In what follows, we will often drop dependence of functions and parameters on s for brevity when this does not result in a confusion.
In order that an attraction domain of the zero solution of system (10) exist, point z = 0 must be a solution to system (10); the latter, in turn, requires that Φ(0, 0,s)=0∀s. Substituting z = 0 into the right-hand side of (11), we obtain the well-known necessary condition of feasibility of a target path (see, for example, [3] )
where the maximum over s is taken either on the entire path or some path segment if the approximation of the attraction domain is constructed for a path segment. A target path (X(s),Y(s)) is said to be feasible for the given wheeled robot if it satisfies condition (12) .
If the path is feasible, function Φ(z, σ) is linear in σ at least in a small neighborhood of the origin. The sufficient condition of its linearity in ellipsoid Ω = {z : z T Pz ≤ 1} is the fulfillment of the inequality
where σ 0 (P ) = max z∈Ω |σ(z)| and
Maximum σ 0 ≡ σ 0 (P ) of the linear function σ(z)=c T z on the ellipsoid is found analytically as [2] 
Unlike σ 0 , minimum U 0 (P ) of the nonlinear function U (z) on the ellipsoid cannot be found analytically. Therefore, instead of minimum U 0 (P ) of function U (z) on the ellipsoid, we will use its minimumŨ 0 (α 1 ,α 2 ) on the circumscribed rectangle Π of size 2α 1 ×2α 2 with the sides parallel to the z-axes, where
It is not difficult to show that the minimum of function U (z) on the rectangle Π is achieved either in the nodes or on the sides z 1 = ±α 1 . From (14), it is seen that the values of U (z) in all four nodes are identical (denote them asŨ 01 ), and the minimumŨ 02 on the sides may be achieved only for z 2 =0.Th us,Ũ 0 (α 1 ,α 2 ) = min{Ũ 01 ,Ũ 02 }, wherẽ
Following the approach proposed in [2] , along with system (10), we consider the linear non-stationary system z
and β(ξ) satisfies conditions of existence of an absolutely continuous solution of system (18). The plot of function φ(ξ, σ) lies in the sector confined by the straight lines φ = σ and φ = β 0 σ (Fig. 1) . As can easily be seen from Fig. 1 , the plot of function Φ(z, σ) also belongs to this sector if the following inequality holds for z ∈ Ω:
It is known [9] that, if the plot of function Φ(z, σ) lies in the sector [β 0 , 1], from stability of the zero solution of system (18) for all possible φ(ξ, σ) of form (19), it follows that the zero solution of system (10) (and, hence, zero solution of system (4) with feedback (9)) is stable. In turn, the sufficient condition of stability of the zero solution of system (18) for all possible φ(ξ, σ) of form (19) is the fulfillment of the LMIs
where matrix A is defined by formula (8) and
Thus, construction of an invariant ellipsoidal estimate of the attraction domain of the zero solution of system Here, we pose a more difficult problem of finding the maximum-volume invariant ellipsoid, which was not addressed in [3] .
Taking into account that symmetric 2×2-matrix P depends on three variables, the problem of finding the best invariant ellipsoid can be formulated as that of finding a point belonging to the β 0 -parameterized region in the 3D space determined by inequalities (20), (21), and (22) such that the corresponding ellipsoid Ω has maximum volume. The basic difficulty associated with solving this problem consists in a nontrivial implicit dependence of the region of feasible values of matrix P on the parameter β 0 . That is, the given problem statement is not a standard one, and, hence, cannot be solved by applying a standard numerical optimization method. Our goal is to reduce the problem of finding the best ellipsoidal approximation in the considered two-dimensional case to a standard constrained optimization problem.
The achievement of this goal is simplified if we are able to solve the LMI system (21), (22) analytically. This, as well as analysis of solvability of this system for various values of β 0 , is discussed in the next section. It should be noted that issues of analytical solvability of second-order LMI systems were discussed in a number of publications (see, e.g., [10, 11] and references therein). However, this study does not rely on the earlier published results. First, direct analysis of the particular system under consideration is simpler than the use of the criteria obtained for more general systems. Second, derivation of some important results obtained in Section 4 (e.g., explicit formulas for solution cones and Theorem 2) from the reported criteria seems problematic.
ANALYTICAL SOLUTION OF THE LMI SYSTEM
Applying conditions of negative definiteness to the matrix on the left-hand side of (21), it is not difficult to show that any solution of LMI (21) can be represented as
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wherep 1 ,p 2 , andp 3 are coordinates of a point belonging to the cone
Similarly, any solution of LMI (22) can be written in the form (24) withp 1 ,p 2 , andp 3 satisfying the inequality
Taking into account that any solution of an LMI multiplied by a scalar factor is also its solution, the number of variables can be reduced to two. Indeed, dividing both sides of inequalities (25) and (26) byp 2 1 (clearly,p 1 =0 everywhere except for the origin), we obtain
and
respectively, where
The sets of points determined by inequalities (27) and (28) are sections of the cones of solutions to LMIs (21) and (22), respectively, by the planep 1 = 1. Note that the determinant of matrix P does not depend on λ and can also be written in terms of q 1 and q 2 ,
Thus, solution of the LMI system (21), (22) reduces to joint solving scalar inequalities (27) and (28). Figure 2 shows ellipses (27) and (28) (for β 0 =0 .2). The bold line separates the region inside the parabola q 2 >q 2 1 /4, where matrix P defined by formula (24) is positive definite. The shaded region in the figure (intersection of the two ellipses) determines solutions of the LMI system (21), (22).
Since the solution cones (25) and (26) in the space of the coordinatesp 1 ,p 2 ,p 3 do not depend on λ, the existence of a joint solution to the LMIs (21) and (22) is determined only by the value of β 0 . Obviously, the LMI system (21), (22) has a solution, at least, for β 0 = 1. There arises the following important question: what is the minimum value of β 0 for which this system has a solution? The answer to this question is given by the following theorem. Theorem 1. The LMI system (21), (22) has solutions for any values of λ and any β 0 satisfying the inequality 1 9
For the minimal value β 0 =1 /9, the system has only one (up to a scalar factor) solution (24), wherẽ
The theorem is proved by direct substitution of point q 1 =2 ,q 2 = 5 into equations of ellipses (27) and (28). Letter M in Fig. 2 denotes the point with the coordinates (q 2 ,q 3 )=( 2 , 5), through which ray (32) (the common generator of both cones for β 0 =1/9) passes. Consider an arbitrary matrix P satisfying (21) and the corresponding 3D point belonging to the solution cone (25). Generally, this point belongs also to an infinite number of solution cones of LMI (22) corresponding to different values of β 0 . Ellipsoid Ω constructed by means of matrix P belongs to the attraction domain of the zero solution of system (10) if inequality (20) is satisfied in this region. Clearly, to get as large region as possible, one should use the least value of β 0 for which this inequality is satisfied. Thus, we arrive at the problem of finding the least value of β 0 for which a given point simultaneously satisfies inequalities (25) and (26), or, equivalently, the corresponding point q 1 ,q 2 simultaneously satisfies inequalities (27) and (28). Theorem 2. Let q 1 ,q 2 be coordinates of an arbitrary point belonging to ellipse (27). The least value of β 0 for which this point belongs also to ellipse (28) is given by
Proof. From (27), we find
where a 2 ≤ 4 is the value of the right-hand side of (27). Substituting this into the equation of the boundary of ellipse (28), we obtain
Simplifying, we arrive at the quadratic equation
Its solutions give us values of β 0 for which the given point belongs also to the boundary of ellipse (28). Considering separately the cases q 1 = q 2 and q 1 = q 2 and solving the equations obtained in β 0 , we obtain formula (33).
For the sake of convenience, we will further represent the desired matrix of ellipsoid Ω in the form
whereP is given by (24) and satisfies certain prescribed application-specific conditions (for example, a preassigned value of the first or second diagonal element). Such a representation is very convenient in that the entries of matrixP immediately give us the greatest values of coordinates z 1 and z 2 on the ellipsoid Ω. Indeed, it is easy to show (see, for example, [3] ) that
where P
−1 ii
is the ith diagonal element of matrix P −1 . Taking inverse of the matrix defined by formulas (34), (24),
and applying (35) to the matrix obtained, we find that the maximum values of the coordinates on the ellipsoid Ω are equal to the corresponding elements of matrixP :
It is well known [12] that the volume of an ellipsoid is inversely proportional to the square root of the determinant of the corresponding matrix P , Vol(Ω) ∼ 1/ √ det P . Taking into account that the determinants of matrices P andP are related by the equation
among all matricesP satisfying inequalities (20), (21), and (22), of interest is that with the greatest determinant.
REDUCTION OF THE PROBLEM OF FINDING THE BEST ELLIPSOIDAL ESTIMATE TO A CONSTRAINED OPTIMIZATION PROBLEM
Consider a ray in the space of three variablesp 1 ,p 2 , andp 3 belonging to the solution cone of the LMI (21). Such a ray is uniquely determined by the coordinates q 1 and q 2 of the point of intersection of the ray by the planep 1 =1,whic h belongs to ellipse (27). Any point on the ray determines matrixP
which simultaneously satisfies LMIs (21) and (22) for any β 0 satisfying the inequality β 0min (q 1 ,q 2 ) ≤ β 0 ≤ 1.
Ellipsoids Ω associated with these matrices have identical shapes and differ from one another only in terms of size. Let us express σ 0 (P ) in terms of q 1 , q 2 ,a n dα 2 . Substituting (36) into (15) and taking into account (6), (29), and (37), we obtain
Note also that, by virtue of (37) and (38), α 1 is a function of α 2 and q 2 , and, hence,Ũ 0 ≡Ũ 0 (q 2 ,α 2 ).
If the target path is feasible, it is always possible to select a small α 2 such that the corresponding ellipsoid belongs to the attraction domain of the zero solution. Since detP grows monotonously as α 2 increases, to maximize volume of such an ellipsoid, we should take the greatest α 2 for which inequality (20) with β 0 = β 0min holds. Taking into account that β 0min does not depend on α 2 ,Ũ 0 decreases monotonously as α 2 increases, and σ 0 (P ) is a monotone (linear) function of α 2 , we obtain the following equation for determining the desired α 2 :
Since both sides of this equation are monotone functions of α 2 , it is easily solved numerically for any q 1 and q 2 belonging to ellipse (27). Hence, it follows that detP is a function of two variables, q 1 and q 2 , and our problem reduces to finding its maximum on the ellipse. Thus, we proved the following theorem. Theorem 3. The maximum-volume ellipsoidal approximation Ω = {z : z T Pz ≤ 1} of the attraction domain of the zero solution of system (10) is given by P =P/detP ,
where point q * 1 ,q * 2 is a solution of the maximization problem for the function of two variables
under constraint (27) and α 2 (q 1 ,q 2 ) is a solution to (40).
Theorem 3 reduces the problem of finding the best ellipsoidal approximation of the attraction domain to a standard constrained optimization problem for a function of two variables defined on a convex domain (ellipse). The latter problem can be solved only numerically, since the function to be optimized includes function α 2 (q 1 ,q 2 )whose values are found numerically as solutions of the scalar equation (40). However, in view of simplicity of this scalar equation and low dimensionality, numerical solution of this constrained optimization problem presents no difficulties.
NUMERICAL EXAMPLE
To illustrate the discussion, we considered stabilization of a WR with feedback (9),ū =0.2m −1 ,andλ =0.3 along a feasible target path with maximum curvaturek =0.1m −1 . Figure 3 shows the plot of function (42) defined on ellipse (27), with α 2 (q 1 ,q 2 ) being a solution to equation (40). The contour lines of this function are depicted in Fig.  4 . Function (42) achieves its maximum 3.185 at point q 1 =1 .6, q 2 =4 .6. The corresponding maximum-volume invariant ellipsoid is depicted in Fig. 5 (the bigger ellipse) .
It should be emphasized that the corresponding closedloop system (10) is nonlinear in the constructed invariant ellipsoid; i.e., feedback (9) may reach saturation on trajectories belonging to it. Nevertheless, if the system state falls into such an ellipsoid, the trajectory never leaves it and asymptotically approaches the origin. If we confined our consideration to the region where the corresponding closed-loop system is linear, the invariant ellipsoid would be much less. Indeed, in a region where the system is linear, inequality σ 0 ≤ U 0 must hold (compare with (20)). It is easy to show that the matrix of the maximum-volume ellipsoidal approximation of the linearity region is found by solving the constrained maximization problem for a function of form (42), where α 2 is a solution of the equatioñ U 0 (α 2 ,q 2 )=α 2 λσ 0 (q 1 ,q 2 ), which is obtained from (40) by substituting 1 for β 0min . The smaller ellipse in Fig. 5 shows the maximum-volume ellipsoidal approximation of the linearity region (q 1 =3.7, q 2 =3 .65, detP =0 .08). The area of the latter ellipse is less than the area of the ellipse constructed by the method discussed by a factor of 6.3. Thus, the application of the absolute stability methods for studying saturated systems makes it possible to considerably improve the estimate of the attraction domain compared to that obtained from the analysis of the region of system linearity.
