Abstract-In this work, we propose a low-power consumption hierarchical topology control algorithm for wireless sensor network, which is called LDH. As a control topology algorithm with multi-levels, it contains two phases: network establishment and network maintenance. The phase of network establishment contains three missions: electing of cluster head, identifying cluster head and nodes, as well as optimizing topology. The purpose of the LDH algorithm is to provide solutions to improve energy efficiency in every stage and mission. LDH also can help to balance the allocation of cluster head nodes. Besides, this control algorithm widens the network-level and enhances the maintainability of wireless sensor network by the combination of static and dynamic address. In this work we analyze the natures of LDH in spatial complexity, time complexity and energy efficiency. At last, this work implements the simulation and analysis of LDH and other algorithms on the basis of NS2 simulation tools.
heterogeneous networks established by sensor nodes with different functions and allocations, to meet diverse application requirements. Moreover, even for isomorphic sensor networks, as the complexity of the monitoring environment, each node cannot take usage of the resources equally, and thus exhibit the characteristics of heterogeneous networks. Hierarchical topology control mechanism based on clustering algorithm is a commonly used control algorithm nowadays [7] . The key for hierarchical topology control algorithm lies in the selection of suitable cluster head nodes.
In recent years, researchers have proposed a number of hierarchical topology control algorithms for sensor networks. Abraham and Kumar [8] proposed a series of asynchronous distributed algorithms for flow control in integrated packet networks. Heinzelman et al. [9] proposed the LEACH hierarchical topology control algorithm, in which a small fraction of nodes become cluster heads randomly at the beginning of each data collection cycle; in the phase of data transfer, cluster heads transmit the fused data to the Sink node by the approach of single hop communication. Lindsey et al. [10] proposed the PEGASIS algorithm, in which the nodes in the network are organized to be the form of a chain on which the data will be processed and finally transferred to the convergence point. Kalpakis et al. proposed a heuristic algorithm based on clustering to maximize the life circle of the network, which needs to know the location information and energy information of the nodes [11] . Choi et al. proposed two-stage clustering protocol TCP to construct multi-hop routing links within the cluster to conserve energy [12] . Ramanathan et al. [13] presented a tree algorithm for simulating connected and bi-connected networks, and reducing the communication power at the same time. Rodoplu et al. [14] proposed a distributed position-based topology control algorithm that maintains connectivity; their theory is improved by Li et al. [15] . L. LoBello and E. Toscano [16] proposed a dynamic topology protocol for energy balancing between nodes to prolong network lifetime. E. Toscano and L. Lo Bello [17] explored the topology protocol to establish a structure where every node is endowed with an assigned time slot, and the data transmission is carried out in a TDMA style. Wightman and Labrador [18] proposed an algorithm based on CDS named A3 for the topology establishment in WSNs.
Most of these algorithms make optimization design only aiming at one aspect of network topology, thus following drawbacks are commonly existed: 1) Large energy consumption [19] . Due to the large energy consumption required by the cluster heads, the periodic re-election of the cluster head and re-networking need large amount of energy. 2) Poor capability for supporting large-scale network. Existing algorithms (such as LEACH algorithm) generally only can form networks with two stages, which is difficult to meet the requirement of large-scale networks.
In this work, aiming at these problems, we propose a low-power hierarchical topology control algorithm for wireless sensor networks, which is called LDH algorithm. According to this algorithm, cluster heads are selected and replaced based on residual energy and the distance between the nodes, to extend the life circle of the network while ensuring the network coverage. This algorithm not only can support large-scale network topology with more than five layers by the approach of dynamic IP address, b improves the maintainability of the network topology.
II. LDH ALGORITHM
In the analysis of energy consumption of the wireless transmission, the radio enemy dissipation model (REDM) is one of the most widely used models [20] . In this model, we set a threshold value d 0 , when the distance d between the cluster-head and a node satisfies d<d0, the energy consumption is proportional to the square of d; while the distance d between the cluster-head and a node is greater than d 0 , the communication energy consumption is proportional to the fourth power of d. According to the REDM model, the reception of information requires great energy consumption; therefore, the topology control algorithm is required to be able to reduce the transmission distance and the data amount as much as possible [21] . However, in multi-hop networks, if cluster head spacing is too small, the network will form many clusters with large overlapping range, thus increase the total energy loss of the network.
The networking phase includes three tasks: selection of cluster heads, identification of cluster heads and cluster nodes, and optimization of the topology. Cluster heads to be selected should meet three conditions, namely, cluster head node has enough residual energy to guarantee data delivery; the distance between cluster heads and cluster nodes should be kept in normal communication distance; the distance between cluster head nodes should not be too close [22] . In the identification of cluster heads and cluster nodes, if the nodes are assigned with addresses dynamically, then in multi-hop network communication, data can be transmitted through the mode of P2P rather than the mode of broadcast, which greatly reduces energy consumption in the process of data transfer [23] . In the topology maintenance phase, the cluster head nodes only need to maintain the topology of the cluster. When the residual energy of a cluster head node is less than the average residual energy, the system should choose another node to replace this node to become a new cluster head node [24, 25] .
On the basis of the above analysis, we in this work propose the LDH algorithm. Step 1 Set 0 j  , and set the Sink node being () j Nc .
A. Procedure of the LDH
Step 2 If jm  , go to step 3; Otherwise, go to step 12.
Step 3 () j Nc broadcasts cluster-making information to around.
Step 4 Otherwise, no response. Where, 0 in  .
Step 5 In the period of t , () j Nc will calculate the total number n of nodes feeding back information, avr E and the number k of nodes with residual energy greater than avr E ; record the information of () Ni ; send n , k and avr E to () Ni , where 0 in  .
Step 6 Set 1 lj .
Step 7 For 0 i  , To n : Step 9 () j Nc distributes dynamic network address for () Ni , and this address is sent to () Ni ; the information of () Ni is written to the neighbor table of () j Nc . 0 () Nc will update the address list.
Step 10 Next.
Step 11 Set 1 jj , go to step 2.
Step 12 For 1 j  To m:
Step 13 Step 15 () j Nc will send the cluster head authorization information to the feedback node that is the nearest. After the node receiving the authorization information, it will feed back a cluster head authorization response to () j Nc , and the dynamic address of this node will be changed to the dynamic network address of () j Nc . 0 () Nc will update the address list.
Step 16 Next.
B. Energy Consumption of the LDH Algorithm
We will illuminate the advantage of the LDH algorithm in terms of energy consumption from the following two aspects.
There are interactions between all of the sensor nodes in the network [26] . Therefore, in building energyoptimized network topology, based on connected dominating set theory, the energy saving degree of a node after the dominating task being taken on in the communication area should be considered comprehensively, so that the node's local optimization tends to take global optimization. Based on the above analysis, we in this work define the regional energy consumption rate composed of a node itself and all the neighbor nodes within its communication area to reflect the node energy efficiency, put forward the idea that adopt the regional energy consumption rate as the energy saving standard after the tolerance node taking the task on, and establish the energy consumption rate relationship between the capacity of heterogeneous nodes communicate and the regional characteristics theoretically [27, 28] .
Definition: in heterogeneous networks, the reachable communication area () Ru of a random node with 0 n neighboring nodes is called the regional energy consumption rate, which is expressed as formula (1): Ev are the current energy consumption of nodes u and i v respectively. The derivation process of the energy consumption rate relationship between the capacity of heterogeneous nodes and the regional characteristics will be detailed in the following.
Without loss of generality, for wireless sensor network node communication unit, the average power consumption commu E can be expressed as equation (2):
where in: / tx rx MM is the average transmission/reception times per second, primarily determined by the application environment and the MAC protocol; tx P / rx P is the average power of the transmission/reception circuit; L is the length of the transmission packet (bits); R is the transmission rate (b/s); sw T is the switching time, usually within the range of a few hundred microsecond; out P is the output power.
Considering the fact that the transmission/reception process is restricted by the communication quality of the channel, the total energy consumed for a node successful completing a sending and receiving process can be expressed as
where in PRR P is the packet-receiving rate of the information transmission link, reflecting the communication quality of the directly.
The improved Friis equation proposed by Wang [29] is adopted to represent the actual radio channels of the actual environment, namely
where r P is the receiving power;
 is the electromagnetic wave length; 0 d is the reference distance, and is generally 1m; d is the distance between the transmitting antenna and receiving antenna; n is the path loss exponent; 1 G is the plus of the transmitting antenna;
2 G is the plus of the receiving antenna. The receiving sensitivity of the sensor node is adopted as the receiving power threshold value due to it represents the minimum power that can be received by a radio receiver. Substitute ri PS  into equation (4), the relationship between the output power of node u and its corresponding effective communication distance can be obtained:
Substitute formula (5) into equation (3), and we will obtain the relationship between the energy consumption for finishing a sending and receiving process successfully:
where, tx sw rx sw
In connected dominating set-based topology, if a node in the network is the dominated node, because it must take on the information transmitting task of its neighbor nodes besides completing its own information transmission, according to formula (6) the energy consumption () commu Eu can be expressed as:
where, 
If node u is non-disposable node, because it need not afford the data transmitting task, according to equation (6), the energy consumption () commu Eu can be expressed as:
Combining Equation (7) and (9), according to the definition, it is easy to get that if the node u becomes the dominating node, its regional energy consumption rate () AECR u can be expressed as
where,
It can be seen that, if a random node u in the network is responsible for a dominating mission, its regional energy consumption is only related to itself and the number of its neighbor nodes, the current energy value, the effective communication range and the communication link quality. According to the REDM model, the design of LDH algorithm requires the distance d between the clusterhead and the nodes must satisfy d < d 0 to minimize the energy consumption, due to in this case, the energy consumption is proportional to the square of the distance. However, existing topology algorithms have not limited the distance between the cluster-head and the other nodes; therefore, there will be nodes with distance d greater than d 0 , and the energy consumption is proportional to the fourth power of the distance.
In the existing hierarchical topology control algorithms, such as the LEACH, HEED clustering algorithm, the relations between cluster head node and the ordinary nodes can only form two-level relations. In the same node distribution environment, the distance between the common nodes and the cluster head is far greater than that in the LDH algorithm, and the total energy consumption is also far greater than the LDH algorithm. For the PEGASIS algorithm, although this algorithm supports multi-hop mechanism, optimization between ordinary nodes and cluster head node has not been implemented in the stage of topology maintenance. Therefore, the network formed using the PEGASIS algorithm requires more energy in the process of data transfer process than that of the LEACH algorithm.
In summary, LDH algorithm will save more energy in terms of energy loss than LEACH, HEED and PEGASIS algorithms.
III. SIMULATION RESUTLS

A. Simulation Scenes and Parameters
In this paper, the NS2 simulation software is adopted to carry out simulations according to LEACH, PEGASIS and LDH algorithms in two scenes. Assume that N nodes are unevenly distributed in a M  M region, and the nodes are micro-moving or stationary, wherein the size of scene 1 is 100 m  50 m, the number of nodes is 50, the coordinate of the Sink node is (25, 50) , as shown in Figure 1 ; the size of scene 2 is 100 m  100 m, the number of nodes is 100, the coordinate of the Sink node is (50, 50), as shown in Figure 2 . The parameters of the simulation include the network parameters necessary for the NS2 simulation experiment, such as the channel type, the wireless transmission mode, the wireless physical layer, MAC layer etc., and the main simulation parameters given in Table 1 . For the designation of the routing protocol of wireless sensor networks, the selection of highly reliable communication link is essential for data transmission. Therefore, the reliability of the communication link topology is a very important network performance index. Packet-receiving rate is the most clearly indicator reflecting the link quality. The closer to l the value of the packet-receiving rate is, the smaller the amount of packet loss, i.e. the better quality of the link between nodes. The variance of the link quality reflects the degree of deviation between the quality of each communication link and the average link quality in the network, and the smaller the value, the more balanced overall network link quality. Using the wireless signal propagation model, we can calculate the energy consumption for signal being transmitted from the fading channel to the receiving end, and thus obtain the packet-receiving rate and its mean and variance based on the theoretical relationship.
B. Evaluation Indicators
During the simulation, the following three types of data are periodically collected for the three algorithms of LEACH, PEGASIS and LDH respectively:1) The total energy consumed by each node;
2) The total amount of data received by the Sink node;3) the number of survival nodes in the network.
Using these simulation data, the performance of each algorithm is mainly evaluated from the view point of energy efficiency. Evaluation indicators are as follows:1) The total energy consumption: the total energy consumption of each node from the startup of the network to a certain moment.
2) The number of survival nodes: the total number of the survival nodes from the startup of the network to a certain moment.
3) The number of multi-hop network nodes: the entire network hops at the end of the establishment of the topology network.
Finally, the network life circle of the algorithm mentioned above in networks with different size is compared and analyzed. The life circle of the network is scaled using the effective data acquisition time before the first node being "spent". The energy consumption of nodes is calculated based on heterogeneous network energy consumption model; when the node residual energy is below a preset threshold, the node is considered to be "spent". Figures 3 and 4 compare the average energy consumption of the three algorithms of LEACH, PEGASIS and LDH in the two scenes described in Section 4.1 respectively. In scene 1, the total energy consumption of LEACH algorithm is about 1.59 times of the LDH algorithm, and the total energy consumption of PEGASIS algorithm is about 1.3 times of the LDH algorithm; In scene 2, the total energy consumption of LEACH algorithm is about 1.19 times of the LDH algorithm, and the total energy consumption of PEGASIS algorithm is about 1.49 times of the LDH algorithm. This indicates that the power consumption of the LDH algorithm is lower than LEACH and PEGASIS algorithms in the same circumstances. Figures 5 and 6 show the number of survival nodes under scene 1 and scene 2 respectively. In scene 1, the time for the first node dying of LDH algorithm is about 1.18 times of the PEGASIS algorithm, and the time for the last node dying of LDH algorithm is about 1.19 times of the PEGASIS algorithm; the time for the first node dying of LDH algorithm is about 1.39 times of the LEACH algorithm, and the time for the last node dying of LDH algorithm is about 1.29 times of the LEACH algorithm. In scene 2, the time for the first node dying of LDH algorithm is about 1.58 times of the PEGASIS algorithm, and the time for the last node dying of LDH algorithm is about 1.12 times of the PEGASIS algorithm; the time for the first node dying of LDH algorithm is about 1.96 times of the LEACH algorithm, and the time for the last node dying of LDH algorithm is about 1.15 times of the LEACH algorithm. This indicates that compared with LEACH and PEGASIS algorithms, the LDH algorithm prolongs the life cycle of the network, and makes energy consumption distributed to all the nodes more evenly at the same time. The total number of multi-hop nodes at the end of the establishment of the topology network is the parameter that can be used to measure the state of the network nodes most efficiently. As shown in Figures 7 and 8 , for both scenes 1 and 2, it can be seen that the LEACH algorithm is able to support two-hop at most due to the limitations of its own algorithms, which increases the network cluster head node energy consumption, making the cluster head die more rapidly. PEGASIS algorithm is able to support multi-hop, but this algorithm requires to maintain a large number of multi-hop nodes because this algorithm does not optimize the formation of the entire network topology; meanwhile, the mass transmission of multi-hop node data makes the parent cluster head nodes a premature death due to a large number of multi-hop data to be transmitted. LDH algorithm takes into account of the balance of cluster heads and optimizes the network when forming a multi-hop network topology, which reduces the loss of communication in the cluster at the same time increasing the number of cluster heads. As can be seen from scene 1 and scene 2, most of the node hops are very even after the establishment of the network topology. This will reduce the times of data transmission to avoid the premature death of cluster head nodes, and will improve the life cycle of the parent cluster head nodes due to the idea of hierarchical multi-hop at the same time.
C. Simulation Results Analysis
IV. CONCLUSIONS
Compared with the existing hierarchical topology control algorithms, LDH algorithm has the following advantages: LDH algorithm can realize sensor networks with high node coverage using up to five layers, while other hierarchical topology control algorithms can only support networks with two layers; LDH algorithm based on REDM energy consumption model achieves balanced distribution of cluster head nodes; the increase of network layers relieves data congestion of the cluster head significantly and improves the security and robustness of the entire network. Furthermore, the significant reducing of the data amount of the cluster-head node communication reduces the energy consumption of a single node, thereby extends the life cycle of the entire network. Dynamic IP addresses are adopted for nodes in the network, improving the maintainability of the whole network greatly. Finally, we proved the optimality of this constant approximation theoretically. The quotient of the average packet rate entering the node and the average packet rate leaving the node is adopted as the measure parameter of congestion. The average packet rate entering the node is distributed equitable to the child nodes and is taken as the transmission rate and sample rate in the next cycle, to achieve weighted fairness. Theoretically, we proved that this local fair rate allocation strategy is helpful to achieve a good overall fairness and get a theoretical lower bound. Simulation results show that, the method proposed in this work has good compression performance; not only achieves high throughput, but also realizes weighted fairness
