Bipartite graphs without a skew star  by Lozin, Vadim V.
Discrete Mathematics 257 (2002) 83–100
www.elsevier.com/locate/disc
Bipartite graphs without a skew star
Vadim V. Lozin
RUTCOR, Rutgers University, 640 Bartholomew Road, Piscataway NJ 08854-8003, USA
Received 5 May 2000; received in revised form 10 October 2001; accepted 29 October 2001
Abstract
A skew star is a tree with exactly three vertices of degree one being at distance 1, 2, 3 from
the only vertex of degree three. In the present paper, we propose a structural characterization for
the class of bipartite graphs containing no skew star as an induced subgraph and discuss some
applications of the obtained result.
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1. Introduction
We consider simple undirected graphs without loops and multiple edges. A bipartite
graph G=(W;B; E) consists of a set W of white vertices, a set B of black vertices
and a set of edges E⊆W ×B. For a bipartite graph G=(W;B; E), we denote by G˜
the bipartite complement to G, i.e., G˜=(W;B; (W ×B)−E). We call a bipartite graph
prime if any two distinct vertices of the graph have di8erent neighbourhoods.
A complete bipartite graph with parts of size n and m is denoted Kn;m and is called a
bi-clique. By Stari; j; k , we denote a tree with exactly three vertices of degree one which
are at distance i; j; k from the only vertex of degree three. In this notation, Star1;1;1 is
a K1;3, and Star1;1;2 is a fork (also called sometimes a chair). In the present paper,
we call Star1;2;3 a skew star (see Fig. 1) and study the structure of bipartite graphs
containing no skew star as an induced subgraph.
The structure of K1;3-free bipartite graphs is very simple: every connected graph
in this class is either a cycle or a path. The structure of fork-free bipartite graphs
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Fig. 1. Skew Star(a; b; c; d; e; f; g):
Fig. 2. Classes of bipartite graphs.
has been characterized in [1] as follows: every connected graph in this class is either
a cycle or a path or an almost complete bipartite graph (i.e. a graph whose every
vertex has at most one non-adjacent vertex in the opposite part). This characteriza-
tion has been used to solve in polynomial time the maximum stable set problem in
the class of fork-free graphs generalizing an old result for K1;3-free graphs due to
Minty [25] and Sbihi [28] and several particular algorithms for subclasses of fork-free
graphs [9,10,20]. This remarkable result stimulated us to search for a generalization
of fork-free bipartite graphs. This search has resulted recently in a characterization
of the structure of Star1;2;2-free bipartite graphs [21]. In the present paper we extend
this result to the class of bipartite graphs without a skew star. This class generalizes
also several other subclasses of bipartite graphs studied in the literature. Fig. 2 rep-
resents the inclusion relationship between those classes together with corresponding
references.
In [11], Fouquet et al. propose a general decomposition scheme for bipartite graphs
based on the following three operations: decomposition of a graph into connected
components, decomposition of the bipartite complement to a graph into connected
components and decomposition of a graph into a stable set and a bi-clique. They
called the scheme canonical decomposition and proved that the bipartite graphs totally
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decomposable by this scheme are exactly (Star1;2;3; P7)-free bipartite graphs. In the
present paper we extend this result in the following way.
Decomposition Theorem. Let G=(W;B; E) be a prime bipartite graph without a skew
star. Then
either G is disconnected,
or G is the bipartite complement to a disconnected graph,
or G can be partitioned into a stable set and a bi-clique,
or G is K1;3-free,
or G is the bipartite complement to a K1;3-free graph.
To prove the theorem, we use the following notations. The set of vertices and the
set of edges of a graph G are denoted VG and EG, respectively. Further, N (x)=
{y: (x; y)∈EG} is the neighbourhood of a vertex x∈VG, and N˜ (x), the neighbourhood
of x in the bipartite complement to G. We call the vertices in N˜ (x) non-neighbours of x.
For a subset of vertices U ⊆VG, we denote NU (x)=N (x)∩U , and N˜U (x)= N˜ (x)∩U ,
and G[U ], the subgraph of G induced by set U . As usual, Kn, Pn, Cn denote, respec-
tively, the complete graph, the chordless path and the chordless cycle with n vertices.
By 2K2 we denote the disjoint union of two copies of K2. The class of 2K2-free bi-
partite graphs has been introduced in the literature independently by many researchers
under various names, like chain graphs [31], di8erence graphs [19], bisplit graphs [13].
A fundamental property of graphs in this class is that the vertices of each part of the
graph can be linearly ordered under inclusion of their neighbourhoods. We shall refer
to it as the inclusion property.
2. Proof of decomposition theorem
Throughout the section G=(W;B; E) is a prime bipartite graph without a skew
star which is connected and is the bipartite complement to a connected graph. As a
particular consequence, this implies that every vertex of the graph has both a neighbour
and a non-neighbour. Furthermore, we assume that G is indecomposable into a stable
set and a bi-clique. This means that if G is P7-free, then it is a single-vertex graph due
to results in [11].
Now let us assume, without loss of generality, that set U = {1; 2; 3; 4; 5; 6; 7}
induces P7 = (1; 2; 3; 4; 5; 6; 7) in G with 1; 3; 5; 7∈W and 2; 4; 6∈B. Denote S(T )=
{x∈VG − U : NU (x)=T} and S˜(T )= {x∈VG − U : N˜U (x)=T}. In addition, we
denote SW = S(∅)∩W and SB= S(∅)∩B. To simplify the notation, we shall omit
braces if they are inclosed by parentheses. For example, we write S(2; 4)
instead of S({2; 4}).
In order to prove the theorem, we Jrst deduce a number of claims. In these claims,
we use essentially the fact that a skew star is a self-complementary graph (in the
bipartite sense), and, therefore, G˜ also contains no skew star. Moreover, a P7 is a
self-complementary graph as well. Consequently, set U induces in G˜ also a
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chordless path on 7 vertices P′7 = (3; 6; 1; 4; 7; 2; 5). Let us mark vertices of U by labels
1′; 2′; 3′; 4′; 5′; 6′; 7′ along the path P′7 starting from 3 to 5. It is not hard to verify the
following equalities:
S(1)= S˜(1′; 5′; 7′); S(3)= S˜(3′; 5′; 7′);
S(2; 4)= S˜(2′); S(4; 6)= S˜(6′);
S(2; 6)= S˜(4′); S(1; 7)= S˜(1′; 7′);
S(1; 5; 7)= S˜(1′); S(1; 3; 7)= S˜(7′);
SW = S˜(2′; 4′; 6′); SB= S˜(1′; 3′; 5′; 7′):
These equalities will be referred in the proof as the dual equalities.
2.1. Preliminary results
Everywhere Star means Skew Star for short.
Claim 1. S(4)= S(2; 6)= ∅.
Proof. If x∈ S(4), then G contains induced Star(1; 2; 3; 4; 5; 6; x). Hence S(4)= ∅. By
analogy, S˜(4′)= ∅, and due to the dual equalities, S(2; 6)= ∅.
Claim 2. S(3)= S(5)= S(1; 5)= S(3; 7)= S(1; 3; 5)= S(3; 5; 7)= ∅.
Proof. If a vertex x∈VG − U is adjacent to vertices 1 and 5 and non-adjacent to
vertex 7, then G contains induced Star(2; 1; x; 5; 6; 7; 4). Hence S(1; 5)= S(1; 3; 5)= ∅.
By symmetry, S(3; 7)= S(3; 5; 7)= ∅, and by analogy, S˜(3′; 5′; 7′)= ∅. By the dual
equalities, we have S(3)= ∅, and by symmetry, S(5)= ∅.
Claim 3. S(3; 5)= ∅.
Proof. Suppose x∈ S(3; 5). Then, since G is prime, there must be a vertex y with
exactly one neighbour in set {4; x}. Without loss of generality, let y be adjacent to 4
but not x. Taking into account that S(4)= ∅, y must have a neighbour in set {2; 6}.
With regard to symmetry, we may assume, without loss of generality, that y is adjacent
to 2. But then G contains either induced Star(1; 2; y; 6; 5; x; 7) (if y is adjacent to 6)
or induced Star(2; y; 4; 5; 6; 7; x) (if y is not adjacent to 6), a contradiction.
Claim 4. S(1; 3)= S(5; 7)= ∅.
Proof. Suppose x∈ S(1; 3). Since G is prime, we may assume, without loss of gen-
erality, that there exists a vertex y adjacent to 2 but not x. Then y is adjacent to
4, otherwise G contains either induced Star(1; 2; y; 6; 5; 4; 7) (if y is adjacent to 6) or
induced Star(6; 5; 4; 3; 2; y; x) (if y is not adjacent to 6). But then G contains either
induced Star(x; 1; 2; y; 6; 7; 4) (if y is adjacent to 6) or induced Star(1; x; 3; 4; 5; 6; y)
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(if y is not adjacent to 6), a contradiction. Hence, S(1; 3)= ∅ and by symmetry,
S(5; 7)= ∅.
Claim 5. S(2)= S(6)= S(2; 4)= S(4; 6)= ∅.
Proof. Suppose x∈ S(2). Since G is prime, we may assume, without loss of general-
ity, that there exists a vertex y adjacent to 1 but not x. Then y is not adjacent to 3,
otherwise either Claims 2 or 3 is violated with respect to another P7 = (x; 2; 3; 4; 5; 6; 7).
Next, y is adjacent to 5 else G contains induced Star(5; 4; 3; 2; 1; y; x). But then either
Claim 2 (if (y; 7) =∈EG) or Claim 4 (if (y; 7)∈EG) is violated with respect to the
P7 = (x; 2; 3; 4; 5; 6; 7), a contradiction. Hence S(2)= ∅. In addition, we have, by sym-
metry, S(6)= ∅, and by analogy, S˜(2′)= S˜(6′)= ∅. Now S(2; 4)= ∅ and S(4; 6)= ∅ by
the dual equalities.
Claim 6.
(a) If x∈ S(2; 4; 6) and y∈ S(1)∪ S(7)∪ S(1; 7), then x is adjacent to y.
(b) If x∈ SW and y∈ S(1; 5; 7)∪ S(1; 3; 7)∪ S(1; 7), then x is not adjacent to y.
Proof. If a vertex x∈ S(2; 4; 6) is not adjacent to a vertex y∈ S(1)∪ S(1; 7),
then G contains induced Star(5; 6; x; 2; 1; y; 3). The case y∈ S(7) is proved by analogy.
Part (b) of the claim is a consequence of part (a) and the dual equalities.
2.2. Graphs G[S(2; 4; 6)∪ SB] and G[SW ∪ S(1; 3; 5; 7)] are 2K2-free
Along the section we denote H1 =G[S(2; 4; 6)∪ SB] and H2 =G[SW ∪ S(1; 3; 5; 7)].
The purpose of the section is to prove that both H1 and H2 are 2K2-free. To unify the
notation, we denote Wj =VHj ∩W and Bj =VHj ∩B (j=1; 2). By contradiction, let us
assume that graph Hj contains an induced 2K2 = (aj; bj; cj; dj) with vertices aj; bj ∈Wj
and cj; dj ∈Bj, and edges (aj; cj) and (bj; dj). For the remaining vertices of Hj we
introduce the following notations:
XWj = {x∈Wj: x is adjacent both to cj and dj};
YWj = {x∈Wj: x has no neighbours in {cj; dj}};
ZWj = {x∈Wj: x has exactly one neighbour in {cj; dj}};
XBj = {x∈Bj: x is adjacent both to aj and bj};
YBj = {x∈Bj: x has no neighbours in {aj; bj}};
ZBj = {x∈Bj: x has exactly one neighbour in {aj; bj}}:
We keep these notations throughout the section. At Jrst, let us derive some general
properties of graph G under the assumption that Hj contains an induced 2K2. We
describe these properties for j=1. Due to the dual equalities, case j=2 can be analysed
by complementary arguments.
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Claim 7. Let subgraph H1 contain a 2K2 = (a1; b1; c1; d1). Then
(a) if x∈B2 and y∈{a1; b1}∪ZW1, then x is adjacent to y;
(b) if x∈W2 and y∈{c1; d1}∪ZB1, then x is not adjacent to y;
(c) if a vertex x∈XW1 is not adjacent to a vertex y∈B2, then x is adjacent to each
vertex z ∈ZB1 ∪XB1;
(d) if a vertex y∈YW1 is not adjacent to a vertex x∈B2, then y has no neighbours
in set ZB1 ∪YB1;
(e) if a vertex x∈XB1 is adjacent to a vertex y∈W2, then x is adjacent to each
vertex z ∈ZW1 ∪XW1;
(f ) if a vertex y∈YB1 is adjacent to a vertex x∈W2, then y has no neighbours in
set ZW1 ∪YW1;
(g) if a vertex z ∈B2 is not adjacent to a vertex x∈XW1, then z is adjacent to each
vertex y∈YW1;
(h) if a vertex z ∈W2 is adjacent to a vertex y∈YB1, then z has no neighbours in
set XB1 ∪ S(1)∪ S(7);
(i) every vertex in S(1; 3; 7)∪ S(1; 5; 7) is adjacent to every vertex in W1;
( j) if the sum of degrees of vertices c1 and d1 in graph H1 is minimum over all
induced 2K2, then subgraph G[XW1 ∪YB1] is 2K2-free.
Proof. To prove 7(a), suppose Jrst that a vertex x∈B2 is not adjacent to vertex a1.
Then G contains either induced Star(c1; a1; 2; b1; x; 7; d1) (if x is adjacent to b1) or
induced Star(1; x; 7; 6; b1; d1; a1) (if x is not adjacent to b1). Hence x∈B2 is adjacent to
a1 and similarly to b1. Assume next that x is not adjacent to a vertex y∈ZW1 which
is adjacent to c1 but not d1. Then G contains induced Star(y; c1; a1; x; b1; d1; 7).
Claim 7(b) can be proved by analogy with Claim 7(a).
To prove 7(c), let a vertex x∈XW1 be non-adjacent to a vertex y∈B2, and suppose
x is not adjacent to a vertex z ∈ZB1 ∪XB1, where z is adjacent to a1. Then G contains
induced Star(d1; x; c1; a1; y; 7; z).
To prove 7(d), consider a vertex y∈YW1 non-adjacent to a vertex x∈B2 and suppose
y is adjacent to a vertex z ∈ZB1 ∪YB1, where z is not adjacent to b1. Then G contains
induced Star(z; y; 2; b1; x; 7; d1).
Proofs of Claims 7(e) and 7(f) are similar to the proofs of Claims 7(c) and 7(d).
To prove 7(g), suppose a vertex z ∈B2 is adjacent neither to x∈XW1 nor to y∈YW1,
then G contains induced Star(3; z; a1; 6; x; d1; y).
To prove 7(h), suppose a vertex z ∈W2 is adjacent both to y∈YB1 and
x∈XB1 ∪ S(1)∪ S(7), then, taking into account Claim 6(a), G contains induced
Star(y; z; x; a1; 4; 3; c1).
To prove 7(i), assume a vertex x∈ S(1; 3; 7) is not adjacent to a vertex y∈W1. If y
is adjacent to c1, then G contains induced Star(7; x; 3; 4; y; c1; 5). If y is not adjacent
to c1, then G contains induced Star(3; x; 7; 6; a1; c1; y). For the case x∈ S(1; 5; 7), the
proof is similar.
Finally, to prove 7(j), suppose subgraph G[XW1 ∪YB1] contains another 2K2 induced
by vertices x1; x2 ∈XW1 and y1; y2 ∈YB1 with edges (x1; y1) and (x2; y2). Then vertex y1
is adjacent to no vertex z in set ZW1, otherwise G would contain
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induced Star(b1; d1; x2; c1; z; y1; a1). Similarly, y2 has no neighbours in ZW1. In ad-
dition, y1 is adjacent to no vertex z ∈YW1, otherwise G would contain either in-
duced Star(z; y1; x1; c1; x2; y2; a1) (if (z; y2) =∈EG) or induced Star(y2; z; y1; x1; c1; a1; d1)
(if (z; y2)∈EG). And similarly y2 has no neighbours in YW1. But then the sum of
degrees of vertices y1 and y2 in graph H1 is strictly less than the sum of degrees of
vertices c1 and d1.
In what follows, we shall refer to analogous results with respect to a 2K2 in H2 as
the complement to Claim 7.
Claim 8. If graph H1 contains an induced 2K2, then graph H2 is 2K2-free.
Proof. Let graph H1 contain a 2K2 = (a1; b1; c1; d1), and assume, to the contrary, that
H2 also contains a 2K2 = (a2; b2; c2; d2). Due to Claim 7(j) and its complement we may
suppose that subgraphs H1[XW1 ∪YB1] and H2[XB2 ∪YW2] are 2K2-free. This means that
the vertices of each part of these subgraphs can be linearly ordered under inclusion of
their neighbourhoods. We denote this linear order by “¡”.
Fact 1. If there exists a pair of adjacent vertices y1 ∈YB1 and y2 ∈YW2, then there
exists a pair of non-adjacent vertices x1 ∈XW1 and x2 ∈XB2 such that x1 is adjacent
to y1 and x2 is adjacent to y2.
Proof. Since vertices of YB1 are linearly ordered with respect to relation “¡” deJned
above, we may assume, without loss of generality, that y1 is a minimal (under the
relation) vertex of YB1 that have a neighbour y2 in YW2. Denote by P= {z1; : : : ; zk ; i}
a shortest path connecting set {y1; y2} to set U in G, where z1 ∈{y1; y2} and i∈U .
Due to Claims 6 and 7, this path gets into U either through XW1 or through XB2, i.e.
zk ∈XW1 or zk ∈XB2, and {z1; : : : ; zk−1}⊆YB1 ∪YW2.
Suppose Jrst N (y1)∩XW1 = ∅ and N (y2)∩XB2 = ∅. Let zk ∈XW1, then zk−1 ∈YB1.
Since zk−1 =∈{y1; y2}, P contains zk−2 in YW2. If zk−2 
=y2, then there must be a vertex
zk−3 in YB1. If zk−2 =y2, then we deJne zk−3 =y1. In either case, G contains induced
Star(zk−3; zk−2; zk−1; zk ; 4; 5; 2), a contradiction. Similarly if zk ∈XB2.
Now let us assume that y1 has a neighbour x1 ∈XW1. Without loss of generality,
we shall suppose that x1¿z for any vertex z ∈XW1 adjacent to y1. Denote by x2
a non-neighbour of x1. By Claim 6(a), x2 does not belong to S(1)∪ S(7)∪ S(1; 7),
and by Claim 7(i), x2 =∈ S(1; 5; 7)∪ S(1; 3; 7). Applying Claim 7(b) with respect to
2K2 = (a2; b2; c2; d2), we conclude by complementary arguments that x2 =∈ZB2 ∪{c2; d2}.
Also, x2 =∈XB1 ∪YB2, otherwise G would contain induced Star(x2; a1; c1; x1; y1; y2; d1).
And, moreover, with the help of Claim 7(a,b,h) and the complement to Claim 7(c), we
deduce that x2 =∈ZB1, otherwise G would contain induced Star(x2; a1; c1; x1; d1; b1; y1).
Now let us show that x2 does not belong to YB1. Suppose the contrary: x2 ∈YB1.
Obviously, x2¡y1, because y1 is adjacent to x1 but x2 is not. Therefore, x2 has no
neighbours in YW2 due to the choice of y1. On the other hand, like any other vertex,
x2 has a neighbour in G, say x3. By the complement to Claim 7(a), x3 belongs neither
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to {a2; b2} nor to ZW2. Furthermore,
x3 =∈ZW1, otherwise G would contain induced Star(a1; c1; x1; d1; x3; x2; b1);
x3 =∈XW1, otherwise x3¿x1 since x2 is adjacent to x3 but not to x1, and hence x3 is
adjacent to y1 that contradicts the choice of x1;
x3 =∈YW1, otherwise G would contain induced Star(x2; x3; 2; x1; y1; y2; c1) (see
Claim 7(f) for non-adjacency of x3 to y1);
x3 =∈XW2, otherwise (x3; y1) =∈EG by the complement to Claim 7(g) and hence G
contains induced Star(x2; x3; c2; x1; y1; y2; c1).
In all cases we have a contradiction, therefore our assumption that x2 ∈YB1 is false.
Now the only case remaining for x2 is to belong to XB2. And moreover, x2 is adjacent
to y2, otherwise G would contain induced Star(x2; a1; c1; x1; y1; y2; d1). Analogously,
we obtain the same conclusion in case when y2 has a neighbour in XB2. Fact 1 is
proved.
In the bipartite complement to G, Fact 1 can be reformulated as follows.
Fact 2. If there exists a pair of non-adjacent vertices x1 ∈XW1 and x2 ∈XB2, then
there exists a pair of adjacent vertices y1 ∈YB1 and y2 ∈YW2 such that y1 is not
adjacent to x1 and y2 is not adjacent to x2.
Combining Facts 1 and 2, we obtain
Fact 3. If y1 ∈YB1 and y2 ∈YW2, then y1 is not adjacent to y2.
Proof. Suppose y1 ∈YB1 is adjacent to y2 ∈YW2, and assume y1¡z for any z ∈YB1
that have a neighbour in YW2. Then, by Fact 1, there is a pair of non-adjacent vertices
x1 ∈XW1 and x2 ∈XB2 such that x1 is adjacent to y1 and x2 is adjacent to y2. Next,
by Fact 2, there is a pair of adjacent vertices z1 ∈YB1 and z2 ∈YW2 such that z1 is not
adjacent to x1 and z2 is not adjacent to x2. But then z1¡y1 since x1 is adjacent to y1
but not to z1. This contradicts the assumption above. Fact 3 is proved.
By complementary arguments, we deduce
Fact 4. If x1 ∈XW1 and x2 ∈XB2, then x1 is adjacent to x2.
Fact 5. If there exists a pair of non-adjacent vertices x1 ∈XW1 and y2 ∈YB2, then
there exists a pair of adjacent vertices y1 ∈YB1 and x2 ∈XW2 such that x1 is not
adjacent to y1, and x2 is not adjacent to y2.
Proof. To prove the fact, let us introduce the following notations.
Y 0B2, the vertices of YB2 which have non-neighbours in XW1;
X 1W2, the vertices of XW2 which have neighbours in Y
0
B2;
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Y 1B2, the vertices of YB2 − Y 0B2 which have non-neighbours in X 1W2;
Y 2B2, the vertices of YB2 − (Y 0B2 ∪Y 1B2) which have non-neighbours in YW1;
Y 3B2 =YB2 − (Y 0B2 ∪Y 1B2 ∪Y 2B2);
X 0W2 =XW2 − X 1W2.
S = B1 ∪{2; 4; 6}∪ S(1)∪ S(7)∪ S(1; 7)∪ S(1; 3; 7)∪ S(1; 5; 7)∪Y 0B2 ∪Y 1B2
∪Y 2B2 ∪{a2; b2}∪X 0W2 ∪YW2 ∪ZW2;
K =W1 ∪{1; 3; 5; 7}∪X 1W2 ∪{c2; d2}∪XB2 ∪Y 3B2 ∪ZB2:
It is not hard to see that S ∪K is a partition of the vertex set of graph G. Note that XW1
contains vertex x1 non-adjacent to vertex y2 ∈Y 0B2. We claim now that if there is no
edge of form (y1; x2) with y1 ∈YB1 and x2 ∈X 0W2, then S is a stable set. To prove this,
consider vertices e∈ S ∩B and f∈ S ∩W . Clearly, f∈W2. Immediately this implies
that if e∈{2; 4; 6}, then e is not adjacent to f. In addition,
if e∈ S(1; 3; 7)∪ S(1; 5; 7)∪ S(1; 7), then e is not adjacent to f by Claim 6(b);
if e∈ S(1)∪ S(7), then e is not adjacent to f by the complement to Claim 7(i);
if e∈{c1; d1}∪ZB1, then e is not adjacent to f by Claim 7(b);
if e∈B1 and f∈{a2; b2}∪ZW2, then e is not adjacent to f by the complement to
Claim 7(a);
if e∈YB1 and f∈YW2, then e is not adjacent to f by Fact 3;
if e∈YB1 and f∈X 0W2, then e is not adjacent to f by our assumption above;
if e∈Y 0B2 ∪Y 1B2 ∪Y 2B2 and f∈{a2; b2}, then e is not adjacent to f by deJnition of
sets Y 0B2; Y
1
B2; Y
2
B2;
if e∈Y 0B2 ∪Y 2B2 and f∈YW2 ∪ZW2, then e is not adjacent to f by the complement
to Claim 7(e);
if e∈Y 0B2 and f∈X 0W2, then e is not adjacent to f by deJnition of set X 0W2;
if e∈Y 1B2 and f∈YW2 ∪X 0W2 ∪ZW2, then e is not adjacent to f since otherwise
G would contain induced Star(x∗; y2; 7; e; x1; c1; f), where x∗ is a vertex in X 1W2
non-adjacent to e, y2 is a neighbour of x∗ in Y 0B2, and x1 is a non-neighbour of
y2 in XW1;
if e∈Y 2B2 and f∈X 0W2, then e is not adjacent to f since otherwise G would contain
induced Star(y∗; y2; 7; e; x1; c1; f), where y∗ is a vertex in YW1 non-adjacent to e,
and vertices x1, y2 satisfy the fact hypothesis (for the adjacency of y2 to y∗, see
Claim 7(g));
if e∈XB1 and f∈YW2 ∪X 0W2, then e is not adjacent to f since otherwise G
would contain induced Star(y2; 7; 6; x1; e; f; 2), where x1 and y2 satisfy the fact
hypothesis (the adjacency of e to x1 is due to Claim 7(e) and the assumption
(e; f)∈EG).
We thus have proved that in the above assumption S is a stable set. Now let us
show that K is a bi-clique. To this end, consider vertices e∈K ∩W and f∈K ∩B.
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Obviously, if e∈{1; 3; 5; 7}, then e is adjacent to f, since f∈B2. Furthermore,
if e∈{a1; b1}∪ZW1, then e is adjacent to f by Claim 7(a);
if e∈W1 and f∈{c2; d2}∪ZB2, then e is adjacent to f by the complement to Claim
7(b);
if e∈XW1 ∪YW1 ∪X 1W2 and f∈Y 3B2, then e is adjacent to f by deJnition of set Y 3B2;
if e∈XW1 and f∈XB2, then e is adjacent to f by Fact 4;
if e∈YW1 and f∈XB2, then e is adjacent to f since otherwise G would contain
induced Star(e; y2; 7; f; x1; c1; a2);
if e∈X 1W2 and f∈XB2 ∪ZB2, then e is adjacent to f since otherwise G would
contain induced Star(e; y2; 7; f; x1; c1; a2), where y2 is a neighbour of e in Y 0B2,
and x1 is a non-neighbour of y2 in XW1.
Thus, the above assumption concerning the absence of edges of form (y1; x2) with
y1 ∈YB1 and x2 ∈X 0W2 led us to the partition of graph G into a stable set and a bi-
clique that contradicts our initial assumption concerning graph G. Therefore, an edge
of form (y1; x2) does exist. Moreover, vertex x2 is not adjacent to y2 by deJnition
of set X 0W2, and vertex y1 is not adjacent to x1, because otherwise G would contain
induced Star(y2; 7; 6; x1; y1; x2; c1). Fact 5 is proved.
By analogy with Fact 5, one can prove
Fact 6. If there exists a pair of adjacent vertices y1 ∈YB1 and x2 ∈XW2, then there
exists a pair of non-adjacent vertices x1 ∈XW1 and y2 ∈YB2 such that x1 is adjacent
to y1, and x2 is adjacent to y2.
Combining Facts 5 and 6, we obtain
Fact 7. If y1 ∈YB1 and x2 ∈XW2, then y1 is not adjacent to x2.
Proof. Suppose y1 ∈YB1 is adjacent to x2 ∈XW2, and assume y1¡z for any z ∈YB1
having a neighbour in XW2. Then, by Fact 6, there is a pair of non-adjacent vertices
x1 ∈XW1 and y2 ∈YB2 such that x1 is adjacent to y1 and x2 is adjacent to y2. Therefore,
by Fact 5, there is a pair of adjacent vertices z1 ∈YB1 and z2 ∈XW2 such that z1 is not
adjacent to x1 and z2 is not adjacent to y2. But then z1¡y1 since x1 is adjacent to y1
but not z1. This contradicts the assumption above. Fact 7 is proved.
By analogy with Fact 7, one can derive
Fact 8. If x1 ∈XW1 and y2 ∈YB2, then x1 is adjacent to x2.
In the bipartite complement to graph G, Facts 7 and 8 are equivalent to the following
two facts, respectively.
Fact 9. If x2 ∈XB2 and y1 ∈YW1, then y1 is adjacent to x2.
Fact 10. If y2 ∈YW2 and x1 ∈XB1, then x1 is not adjacent to x2.
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Now to complete the proof of Claim 8, let us consider the following partition of the
vertex set of graph G:
Y 0W1, the vertices in YW1 which have non-neighbours in set YB2;
X 1B1, the vertices in XB1 which have neighbours in set Y
0
W1;
Y 1W1, the vertices in YW1 − Y 0W1 which have non-neighbours in set X 1B1;
X 2B1, the vertices in XB1 − X 1B1 which have neighbours in set XW2;
Y 2W1, the vertices in YW1 − (Y 0W1 ∪Y 1W1) which have non-neighbours in set X 2B1;
X 3B1, the vertices in XB1 − (X 1B1 ∪X 2B1) which have neighbours in set Y 2W1;
Y 3W1 =YW1 − (Y 0W1 ∪Y 1W1 ∪Y 2W1);
X 0B1 =XB1 − (X 1B1 ∪X 2B1 ∪X 3B1);
S = {c1; d1}∪X 0B1 ∪YB1 ∪ZB1 ∪Y 0W1 ∪Y 1W1 ∪Y 2W1 ∪{1; 3; 5; 7}∪W2;
K = {a1; b1}∪XW1 ∪Y 3W1 ∪ZW1 ∪X 1B1 ∪X 2B1 ∪X 3B1 ∪{2; 4; 6}∪ S(1)∪ S(7)
∪ S(1; 7)∪ S(1; 3; 7)∪ S(1; 5; 7)∪B2:
We prove now that S is a stable set and K is a bi-clique. Consider Jrst a vertex e
in S ∩W and a vertex f in S ∩B. If e∈Y 1W1 and f∈X 0B1, then e is not adjacent to
f since otherwise G would contain induced Star(x; y; 2; e; z; 7; f), where x is a non-
neighbour of e in X 1B1, y is a neighbour of x in Y
0
W1, and z is a non-neighbour of
y in YB2. In all other cases, the non-adjacency of e to f is a direct consequence
from Claim 7 (or its complement), Facts 3, 7, 10 and deJnitions of corresponding
subsets. Similarly, if e∈K ∩W and f∈K ∩B, then the adjacency of e to f is due to
Claims 6, 7, Facts 4, 8, 9 and deJnitions of corresponding subsets, except the only
case: e∈Y 3W1 and f∈X 3B1. In the latter case, e is adjacent to f because otherwise G
would contain induced Star(x1; x2; e; 2; y; f; 3), where y is a neighbour of f in Y 2W1, x2
is a non-neighbour of y in X 2B1 and x1 is a neighbour of x2 in XW2.
Thus, S ∪K is a partition of graph G into a stable set and a bi-clique. This contra-
diction completes the proof of Claim 8.
Claim 9. Subgraphs H1 and H2 of graph G are 2K2-free.
Proof. Given a 2K2 in H1, we conclude by Claim 8 that H2 is 2K2-free. Further proof
can be viewed as a specialization of the proof of Claim 8 to the case when W2 =YW2
and B2 =XW2. Indeed, due to Claim 7(j) we assumed in the proof of Claim 8 that
the subgraph H2[YW2 ∪XB2] is 2K2-free. Now we can use 2K2-freeness of H2 to prove
Claim 9 in a similar way. However, we omit the proof in order to keep the patience
of the reader for the rest of the paper.
2.3. Auxiliary results
We now use 2K2-freeness of G[S(2; 4; 6)∪ SB] and G[SW ∪ S(1; 3; 5; 7)] and the in-
clusion property for these graphs in order to derive the following claims.
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Claim 10. Let a be a vertex in S(2; 4; 6) such that for any b∈ S(2; 4; 6), NSB(b)
⊆NSB(a). Then vertex a is adjacent to all the vertices in SB.
Proof. Assume, to the contrary, that SB contains a vertex x non-adjacent to a. With-
out loss of generality, we shall suppose that x is a nearest to set U vertex in SB
which is not adjacent to a. Denote a shortest path connecting x to a vertex i∈U by
Pxi =(x= x0; x1; x2; : : : ; i). Due to the choice of a, x has no neighbours in S(2; 4; 6), oth-
erwise NSB(b)* NSB(a) for any vertex b∈ S(2; 4; 6) adjacent to x. Taking into account
Claims 1 and 5, we conclude that x1 ∈ SW . Due to Claim 6(b), x2 =∈ S(1; 3; 7)∪ S(1; 5; 7)
∪ S(1; 7).
Suppose that x2 ∈ SB. Then clearly x2 is adjacent to a, otherwise we have a con-
tradiction with the choice of x, since x2 is situated nearer to U than x. But then G
contains induced Star(x0; x1; x2; a; 2; 1; 4), a contradiction.
Suppose next x2 ∈ S(1), then, by Claim 6(a), G contains induced Star(3; 4; a; x2;
x1; x0; 1), a contradiction. By analogy, x2 =∈ S(7).
Taking into account Claims 2–4, we must assume now that x2 ∈ S(1; 3; 5; 7). Without
loss of generality, let us suppose that for any z ∈ S(1; 3; 5; 7), NSW (z)⊆NSW (x2).
Since G˜ is connected, there must be a vertex y in W non-adjacent to x2. If
y∈ S(2; 4; 6), then G contains induced Star(y; 6; 7; x2; x1; x0; 3). Hence y∈ SW . Assume
without loss of generality that y is a nearest to set U vertex in SW which is not adja-
cent to x2. Denote a shortest path connecting y to a vertex j∈U by Pyj =(y=y0; y1;
y2; : : : ; j).
Due to the assumption concerning the choice of vertex x2, y1 =∈ S(1; 3; 5; 7), otherwise
NSW (y1)* NSW (x2). Due to Claim 6(b), y1 =∈ S(1; 3; 7)∪ S(1; 5; 7)∪ S(1; 7). In addition,
we can conclude that y1 =∈ S(1)∪ S(7). Indeed, if y1 ∈ S(1), then G contains induced
Star(4; 5; x2; 1; y1; y0; 2), and similarly if y1 ∈ S(7). Thus, y1 ∈ SB.
First, let us state that y1 
= x0, otherwise G contains induced Star(y0; x0; x1; x2; a; 2; 7).
Next, we conclude that y1 is not adjacent to a, otherwise G contains either induced
Star(y0; y1; a; x2; x1; x0; 7) (if y1 is not adjacent to x1) or induced Star(2; 3; x2; x1; y1;
y0; x0) (if y1 is adjacent to x1). Consequently, due to the choice of a, y1 has no neigh-
bours in S(2; 4; 6). Thus, y2 ∈ SW . It follows from the assumption concerning vertex y0
that y2 is adjacent to x2, but then G contains induced Star(y0; y1; y2; x2; 1; 2; 5). This
contradiction completes the proof of the claim.
The following claim is a consequence of Claim 10 and the dual equalities.
Claim 11. Let x be a vertex in SW such that for any y∈ SW , NS(1;3;5;7)(x)⊆NS(1;3;5;7)
(y). Then vertex x has no neighbours in set S(1; 3; 5; 7).
Claim 12. If S(1; 3; 7)= ∅ and S(1; 5; 7)= ∅, then S(2; 4; 6)= ∅.
Proof. Suppose S(2; 4; 6) 
= ∅ and let a be a vertex in S(2; 4; 6) such that NSB(b)⊆
NSB(a) for any vertex b∈ S(2; 4; 6). Consider a shortest path Pai =(a= a0; a1; a2; : : : ; i)
connecting vertex a to a vertex i∈U in graph G˜. Without loss of generality let us
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assume that for any vertex b∈ S(2; 4; 6) with NSB(b)=NSB(a), a shortest path connecting
b to a vertex in U is not shorter than Pai.
It follows from Claims 2–4, 6(a), 10 and the hypothesis of the present claim that a1
belongs to S(1; 3; 5; 7). Suppose Jrst that a2 ∈ S(2; 4; 6). Due to the choice of a0, we
have NSB(a2) 
=NSB(a0). Let b be a vertex in SB adjacent to a2 in G˜, then G˜ contains
induced Star(a0; a1; a2; b; 3; 6; 7), a contradiction.
Suppose next that a2 ∈ SW . Without loss of generality, we may assume that for any
vertex b∈ SW , NS(1;3;5;7)(b)⊆NS(1;3;5;7)(a2) in graph G˜. By Claim 11, a2 has no neigh-
bours in set S(1; 3; 5; 7) in graph G. In addition, by Claim 6(b), a2 has no neighbours
in set S(1; 7) in G. Finally, a2 has no neighbours in set SB ∪ S(1)∪ S(7) in G, other-
wise G contains induced Star(a1; 3; 4; a0; b; a2; 6) for any vertex b∈ SB ∪ S(1)∪ S(7)
adjacent to a2. But then a2 is isolated in G, a contradiction.
Claim 13. If S(1; 3; 7)= ∅ and S(1; 5; 7)= ∅, then S(1; 3; 5; 7)= ∅.
Proof. Suppose S(1; 3; 5; 7) 
= ∅. It follows by Claim 12 that SW 
= ∅, otherwise any
vertex in S(1; 3; 5; 7) is isolated in graph G˜. Let a be a vertex in SW such that
NS(1;3;5;7)(a)⊆NS(1 ;3 ;5 ;7)(b) for any vertex b∈ SW . Consider a shortest path Pai =
(a= a0; a1; a2; : : : ; i) connecting vertex a to a vertex i∈U in graph G. Without loss of
generality, let us assume that for any vertex b∈ SW with NS(1;3;5;7)(b)=NS(1;3;5;7)(a), a
shortest path connecting b to a vertex in U is not shorter than Pai.
By Claim 11, vertex a= a0 has no neighbours in set S(1; 3; 5; 7). Hence
a1 =∈ S(1; 3; 5; 7). In addition, a1 =∈ S(1)∪ S(7). Indeed, if a1 ∈ S(1), then G contains
induced Star(4; 5; b; 1; a1; a0; 2) with b∈ S(1; 3; 5; 7), and similarly if a1 ∈ S(7). Thus,
by Claims 2–4, 6(b), a1 ∈ SB and consequently, by Claims 1, 5, 12, a2 ∈ SW . Due to
the choice of a0, we must assume that a2 has a neighbour b in S(1; 3; 5; 7). But then
G contains induced Star(a0; a1; a2; b; 1; 2; 5), a contradiction.
Claim 14. |S(1)|61, |S(7)|61, |S(1; 7)|61, |S(1; 3; 7)|61, |S(1; 5; 7)|61.
Proof. Suppose x; y∈ S(1) or x; y∈ S(1; 7). Then Claim 5 is violated with respect
to P7 = (x; 1; 2; 3; 4; 5; 6). Hence |S(1)|61 and |S(1; 7)|61. By symmetry, we have
|S(7)|61 and by the dual equalities, |S(1; 3; 7)|61, |S(1; 5; 7)|61.
2.4. Completion of the proof
Now, to conclude the theorem, let us consider the following alternative cases that
exhaust all possibilities for G.
Case 1: S(1; 7) 
= ∅. Let S(1; 7)= {x}. Then S(1)= ∅, otherwise G contains induced
Star(4; 3; 2; 1; x; 7; y) with y∈ S(1). By symmetry, S(7)= ∅ and by the dual equali-
ties, S(1; 3; 7)= ∅, S(1; 5; 7)= ∅. Therefore, due to Claims 12 and 13, S(2; 4; 6)= ∅
and S(1; 3; 5; 7)= ∅. Taking into account Claims 1–5, 6(b), we conclude that the
vertices in set U ∪{x} have no neighbours outside of U ∪{x}. This means by virtue
of connectivity of G that VG=U ∪{x}, i.e. G=C8, and hence G is K1;3-free.
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Case 2: S(1) 
= ∅ or S(7) 
= ∅. Let S(1)= {x}. Then S(1; 3; 7)= ∅ (else G contains
induced Star(5; 6; 7; y; 1; x; 3) with y∈ S(1; 3; 7)) and S(1; 5; 7)= ∅ (else G contains
induced Star(6; 7; y; 1; 2; 3; x) with y∈ S(1; 5; 7)). Also, by symmetry, S(7) 
= ∅ implies
S(1; 3; 7)= ∅ and S(1; 5; 7)= ∅. Consequently, due to Claims 12 and 13, S(2; 4; 6)= ∅
and S(1; 3; 5; 7)= ∅. Thus, all the vertices in set U have degree at most 2. Moreover,
it is not di<cult to see that path P7 = (x; 1; 2; 3; 4; 5; 6) also satisJes conditions of case
2, and hence vertex x has degree at most 2 as well. Applying similar arguments by
induction, we deduce that all the vertices of G are of degree at most 2. Hence G is
K1;3-free.
Case 3: S(1; 3; 7) 
= ∅ or S(1; 5; 7) 
= ∅. Due to the dual equalities, G˜ now is in
conditions of case 2 and hence G˜ is K1;3-free.
Case 4: If G does not satisfy conditions of the previous cases, then obviously
VG=U , i.e. G=P7, and hence G is K1;3-free.
The theorem is proved.
3. Applications
We believe that the obtained characterization for the bipartite graphs without a skew
star leads to a number of important consequences both of algorithmic and combinatorial
nature. We discuss some possible applications of the result in the concluding part of this
section and consider each of them as a task for special research. In the present paper,
we restrict ourselves to a single example of application of Decomposition Theorem.
SpeciJcally, we show that the clique-width of graphs in the class under consideration
is at most Jve.
Graphs of clique-width at most k were introduced in [5] as graphs which can be
deJned by k-expressions based on graph operations which use k vertex labels. To
introduce the operations, let us deJne a k-graph as a labelled graph with vertex labels
in {1; 2; : : : ; k}. For k-graphs G and H with VG ∩VH = ∅, we denote by G ⊕ H the
disjoint union of G and H . For a k-graph G, we denote by 'i; j(G), where i 
= j, the
k-graph obtained by connecting all the vertices labelled i to all the vertices labelled j
in G. For a k-graph G, we denote by (i→j(G) the k-graph obtained by the renaming
of i into j in G. For every vertex v of a graph G and i∈{1; : : : ; k}, we denote by i(v)
the k-graph consisting of one vertex v labelled by i.
With every graph G one can associate an algebraic expression which deJnes G
built using the 3 types of operations mentioned above. We call such an expression a
k-expression deJning G if all the labels in the expression are in {1; : : : ; k}. For example,
graph consisting of two isolated vertices x and y can be deJned by one-expression
1(x)⊕ 1(y), and graph consisting of two adjacent vertices x and y can be deJned by
two-expression '1;2(1(x)⊕ 2(y)).
The clique-width of a graph G, denoted cwd(G), is deJned by
cwd(G)= min{k: G can be deJned by a k-expression}:
It is a trivial observation that the problem of determining the clique-width of a graph G
can be reduced to its connected components. More exactly, cwd(G)= max{cwd(H1);
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: : : ; cwd(Hk)}, where H1; : : : ; Hk are the connected components of G. Furthermore, it
has been shown in [11] that this problem can be reduced to the induced subgraphs
of G which are indecomposable by canonical decomposition. More formally, due to
results in [11], we have the following lemma.
Lemma 1. Let G be a bipartite graph and H1; : : : ; Hk be the induced subgraphs of G
indecomposable by canonical decomposition, then
cwd(G)6max{4; cwd(H1); : : : ; cwd(Hk)}:
We now combine this result with the following simple lemma.
Lemma 2. Let H be a maximal prime induced subgraph of a bipartite graph G, then
cwd(G)= cwd(H).
Proof. To prove the lemma, let us note that a maximal prime induced subgraph of a
graph is unique up to isomorphism and has exactly one vertex in each set of vertices
with the same neighbourhood. In addition, each such a set induces in the graph an
empty subgraph. Hence, we can derive a k-expression deJning G from a k-expression
T deJning H as follows. Suppose a vertex x of H appears in T with label j, and let
x1; x2; : : : ; xl be the vertices of G having the same neighbourhood in G as x. Replace
subexpression j(x) of T by expression (j(x1)⊕j(x2)⊕· · ·⊕j(xl)). Performing the same
with each vertex of H , we obtain a k-expression deJning G. Hence, cwd(G)6cwd(H).
The converse inequality is obvious.
Lemmas 1 and 2 in conjunction with Decomposition Theorem permit us to re-
duce the problem of determining the clique-width of bipartite graphs without a skew
star to chordless cycles, paths and their complements. For cycles and paths, we have
cwd(Pk)63 and cwd(Ck)64 (see, e.g., [7]). For their complements, we can construct
a Jve-expression in the following way.
Five-expression procedure for the bipartite complement to an even cycle
Input: the bipartite complement to a cycle G=(c1; : : : ; c2n) with n¿3.
Output: A Jve-expression T deJning G˜.
1. Set T =1(c1)⊕ 2(c2)⊕ 3(c3)⊕ 4(c4).
2. For i=3; : : : ; n do
set T = (5→3('4;3(4(c2i)⊕ ((4→2('2;5(5(c2i−1)⊕ '1;4(T )))))):
In order to transform the above procedure into the one deJning the bipartite complement
to a chordless path Pk , it is enough to add to it either
3. Set T = '1;4(T )
if k =2n, or
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4. Set T = '2;5(5(c2n+1)⊕ '1;4(T ))
if k =2n+ 1.
Hence, we have proved.
Lemma 3. If G is a connected K1;3-free bipartite graph, then cwd(G˜)65.
A conclusion from Lemmas 1–3 and Decomposition Theorem is as follows.
Theorem 1. The clique-width of bipartite graphs without a skew star is at most @ve.
For a class of graphs with clique-width at most k, Courcelle et al. present in [6]
a number of optimization problems, which, given a graph G in the class and an
O(f(|VG|; |VE|)) algorithm to construct a k-expression deJning G, can be solved for
G in time O(f(|VG|; |VE|)).
It has been observed in [11] that canonical decomposition can be realized for a
bipartite graph with n vertices and m edges in time O(n2+nm). Obviously, this time is
su<cient to Jnd a maximal prime induced subgraph of a bipartite graph. Summarizing,
we obtain from the above arguments, Theorem 1 and the results of [6] polynomial
algorithms for a number of problems which are NP-complete in general bipartite graphs
(see [14] for a formal deJnition of these problems).
Corollary 1. Given a bipartite graph without a skew star G with n vertices and m
edges, one can solve the following problem for G in time O(n2 +nm): dominating set,
induced path, unweighted steiner tree.
Now let us consider some other possible applications of the obtained characterization.
The maximum stable set problem. A general approach to compute a maximum stable
set in a graph is the augmenting graph technique. Given a graph G and a stable set
S in G, this technique searches for a bipartite subgraph which augments S. Originally,
this approach has been applied e<ciently to solve the problem in the class of K1;3-
free graphs [25,28]. Recently, based on a characterization of fork-free bipartite graphs,
Alekseev extended this result to general fork-free graphs [1]. The same approach has
been used by Mosca [26] to develop a polynomial algorithm for the problem in (P6; C4)-
free graphs. We conjecture now that the characterization we have obtained for the
bipartite graphs without a skew star leads to a polynomial algorithm for the problem
in the class of (Star1;2;3; C4)-free graphs generalizing the result of Mosca.
In the considered class itself, the stable set problem is obviously polynomially solv-
able due to a maximum matching algorithm that solves both the maximum matching
and the maximum stable set problem for bipartite graphs. Due to result in [2], both
the problems can be solved in general bipartite graphs in time n1:5
√
m= log n. We
believe that the obtained characterization can be used for an improvement of the poly-
nomial power restricted to the class under consideration. A linear time algorithm for
the maximum matching problem in the class of (Star1;2;3; P7)-free bipartite graphs has
been presented in [11]. We conjecture that this result can be extended to the class of
bipartite graphs without a skew star.
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The alternating cycle-free matching problem. The alternating cycle-free matching
problem came to graph theory from the theory of partial orders, where it is known as
the jump number problem. MOuller [27] has proved that the problem is NP-complete
even for chordal bipartite graphs. It is interesting to note that almost all polynomially
solvable cases for the problem in bipartite graphs deal with subclasses of chordal
bipartite graphs: biconvex [3], convex [8], distance-hereditary bipartite graphs [27].
The only exception is the class of Star1;2;2-free bipartite graphs, where the problem
can be solved in linear time [21]. We conjecture that the polynomial solvability of the
problem in the latter case can be extended to the class of bipartite graphs without a
skew star.
The maximum-induced matching problem. The maximum induced matching problem
has been introduced in [4] and has been shown there to be NP-complete for general
bipartite graphs. Paper [23] strengthens the result by reducing the problem to some
special classes of bipartite graphs such as bipartite graphs with maximum degree 3 or
C4-free bipartite graphs. There are known several polynomially solvable cases for this
problem [4,12,16,17,23]. The result in [23] deals with a generalization of bi-complement
reducible graphs [22], which is a subclass of bipartite graphs without a skew star. We
conjecture that the latter result can be extended to the entire class of S1;2;3-free bipartite
graphs.
The dissociation number problem. The dissociation number problem has been intro-
duced in [31] and can be viewed as a generalization both for the maximum stable set
problem and the maximum induced matching problem. Indeed, the Jrst of them can
be formulated as the problem of Jnding in a graph a maximum cardinality induced
subgraph whose vertices have degree 0. The second one is the problem of Jnding
a maximum cardinality induced subgraph with vertices of degree 1. The dissociation
number problem is to Jnd in a graph a maximum cardinality induced subgraph with
vertex degree at most 1. It has been proved in [31] that this problem is NP-complete
in general bipartite graphs. We conjecture that it can be solved in polynomial time in
the class of bipartite graphs without a skew star.
Graph representation problem. An arbitrary graph with n vertices can be represented
by n(n− 1)=2 bits. Restricted to general bipartite graphs, this value can be reduced to
n2=4+o(n2). For chordal bipartite graphs, an optimal representation is of order n log2 n
[30]. We conjecture that any bipartite graph without a skew star can be represented by
a binary word of length O(n log n). In terminology of [29], this means that the class
is factorial.
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