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The goal of this thesis is to design, implement and evaluate an automated algorithm to 
detect cancerous tissues and segment the malignant tumour in ultrasound images of the 
prostate. To accomplish this goal, first, the important image features which would lead to the 
optimal segmentation are identified. This work focuses on the local texture feature and 
spatial features. Various approaches to extract the local texture feature are explored, 
including grey-level co-occurrence matrix (GLCM), recurrent random-pulsed neural networks 
(RNN), and a novel wavelet-based filter. The spatial features are represented using 
conventional one dimensional fuzzy membership functions and novel multi-dimensional 
fuzzy membership functions. The texture and spatial features are combined using the fuzzy 
inference system.    
Two of the techniques investigated in this thesis could potentially constitute the basis for 
key paradigm shifts in medical imaging research. One of these is the idea that medical 
images in general, and ultrasound images in particular, contain information which are hidden 
from medical professionals due to limitations in the human visual system. This thesis shows 
that this information could be extracted using a computerized approach by separating the 
deterministic components in the image from the indeterministic components, or noise.  The 
other idea concerns the representation of multidimensional statistical distribution information 
with fuzzy membership functions with the corresponding dimensions. This thesis shows that 
increasing the number of dimensions with which to represent the statistical distributions 
results in a more accurate mapping of information that relates to human anatomy, which is 
essentially 3D in nature.    
 
 iv 
In the thesis, the natures of the various techniques are explored by testing on synthesized 
images. Then, these approaches are adapted to the ultrasonic prostate cancer 
segmentation problem and are evaluated with trans-rectal ultrasound images (TRUS).   
The segmentation using only texture features yields results with high sensitivity. When the 
spatial features are incorporated using the fuzzy inference system, the specificity of the 
diagnosis improves dramatically and the overall classification accuracy is also increased. 
Clinically, this automated diagnostic system could be used as a decision support tool for 
radiologists when identifying suspicious regions in the prostate from which to draw biopsy 
samples. The proposed system improves the consistency of the cancer detection process 
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Prostate cancer is the second most common type of cancer for North American men. In 
2002, it claimed the lives of 30,200 Americans and 4,300 Canadians, while 207,200 new 
cases have been confirmed in the two countries [1][2].  
If prostate cancer is detected early, complete recovery is possible. Prostate specific 
antigen (PSA) value analysis and digital rectal examination (DRE) are performed to detect 
signs of cancer during screening, and then prostate biopsy is performed for conclusive 
diagnostic of the disease. However, prostate biopsy is a costly and physically invasive 
procedure for the patient. Thus, it would be beneficial if the number of biopsies could be 
reduced without seriously reducing the sensitivity and specificity of the diagnosis result. This 
is usually accomplished with transrectal ultrasound (TRUS) image analysis. In TRUS 
analysis, a trained radiologist is able to manually identify, with a moderate degree of 
confidence, the benign and malignant regions in the prostate on the TRUS image from 
intensity, local texture, and spatial knowledge regarding cancer tissue distribution. This 
information is then used for biopsy planning and guidance.  
However, manual segmentation is a time consuming task as there is often dozens of 2D 
TRUS slices associated with each single clinical case. The goal of this research is to design 
an automated algorithm to segment the malignant and benign regions within the prostate on 
TRUS images. The automated region segmentation could improve both the efficiency and 
effectiveness of the prostate cancer diagnostic process. It could potentially lead to a 
reduction in the number of biopsies required for high fidelity diagnosis results.   
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The content of the thesis is divided into several chapters. Chapter 2 to 4 defines the 
problem and the current state-of-the-art techniques in dealing with this issue, and in Chapter 
5 to 8 I present my proposed solution.  
More specifically, in Chapter 2, the medical background on prostate cancer is presented, 
with emphasis on attributes of the disease which could lead to improved automated 
segmentation in TRUS images. The ultrasound modality and its characteristics are 
introduced in Chapter 3. The subject of automated malignant tumour segmentation in TRUS 
images has been previously examined by Loch [3] and Scheipers [4]. These currently state-
of-the-art techniques, along with the relevant associated advanced tools in medical image 
analysis, specifically in segmentation, are explored in detail in Chapter 4. In Chapter 5, the 
system level description of the proposed automated diagnostic system is presented. 
Chapter 6 explores various techniques to capture and improve the local textural feature. In 
Chapter 7, the issue of extracting statistical spatial feature using standard 1D fuzzy 
membership functions is examined. Chapter 7 also discusses converting feature 
distributions into fuzzy membership functions and the fuzzy inference rules which combine 
the features to provide binary classification outputs. In Chapter 8, the concept of multi-
dimensional fuzzy membership functions is explored to improve the representation of the 
statistical spatial information.    
The major issues examined in this work include: 1) identifying key feature groups which 
leads to the optimal segmentation of the tissue classes (Chapters 2, 3, 4); 2) improving 
these distinguishing features and designing novel feature extraction approaches (Chapters 
6, 7, 8); and 3) selecting and optimizing the classifier (Chapters 4, 5, 7). 
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Chapter 2 
Medical Background on Prostate Cancer 
2.1 Cells and Cancer 
The human body is made up of many cells. Normally, the cells grow and die in a 
controlled manner. However, sometimes, cells will keep dividing in an uncontrolled manner, 
forming tumours. Most tumours do not invade surrounding tissues and are non-life 
threatening. They are deemed benign tumours. If the tumour does invade and destroy 
nearby tissues, it is classified as malignant tumour or cancer and might threaten the 
person’s life. 
2.2 The Prostate and Prostate Cancer 
The prostate organ is one of the male sex glands and is located bellow the bladder and 
around the urethra. The prostate is visualized in Figure 1. The prostate is about the size of a 
walnut and is responsible for producing most of the semen.  
 
Figure 1. Anatomy of the Prostate. 
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 Usually, early stages of prostate cancer show no symptoms. As the tumour grows, the 
prostate tissues constrict the urethra, causing difficulties in urinating. This is usually the first 
symptom of prostate cancer. However, there are also other diseases that will also cause 
difficulties in urinating.  
 To detect prostate cancer, one common method is digital rectal examination, during which 
the doctor will place a gloved finger inside the rectum and probe for abnormalities. However, 
this approach could only detect a small percentage of cancer cases since some tumours are 
too small to be noted using this approach and some are located away from the rectum. 
Prostate Specific Antigen (PSA) is a protein in the blood, an abnormal quantity of which 
could indicate the presence of prostate cancer. This is another common detection method. 
The expected PSA level is usually proportional to the prostate volume. Thus, to use the PSA 
indicator to determine likelihood of cancer, the prostate volume needs to be accurately 
estimated.  
Medical imaging tools such as ultrasound, x-ray, IVP, bone-scan, and MRI help the 
doctors visualize the prostate and surrounding regions for signs of cancer.  
2.3 Visualization in Pathology 
For conclusive diagnosis, the doctors will insert a needle into regions of the prostate which 
are deemed to be suspicious. The needle extracts a small piece of tissue. The tissue 
samples are then observed using the microscope to determine the grade of cancer. The 
prostate cancer grading system was developed by Gleason [5]. In the Gleason system, 
tumours having grade 4 and below are deemed to have low malignant potential. In Table 
2.1, the verbal descriptions for a tumour of Gleason grades 1 to 5 are given. 
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Table 1. Tumour Definitions in the Gleason Scoring System [6].   
Gleason grades  Definitions 
1 Tumour closely packed. Uniform, packed glands arranged in a nodule with 
pushing borders. 
2 Glands with more variable size and shape, separated by abundant stroma. 
Tumour nodules less circumscribed. 
3 Tumour composed of uniform small glands growing in infiltrative patterns.  
4 Small acinar structures. Solid fused glands. 
5 Minimal glandular differentiation. 
 
From Table 1, we can conclude that, pathologically, the more serious the tumour, the more 
the glands will lose shape and structure and start to fuse. Pathologic samples of malignant 
and benign tissues of the prostate are displayed in Figure 2. 
 
Figure 2. Pathologic Samples of Malignant and Benig n Tissues of the Prostate [3]. 
In Figure 2, we see that as the tumour gets more serious, there is more fusing of the 
glands and appearances of acinar structures (granular mass).  
2.4 Localization 
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Figure 3. Prostate Structure [7].   
Statistically, 68% of prostate cancer originates in the peripheral zone, while only 24% 
originate in the transition zone [8]. 
2.5 Chapter Summary  
In this Chapter, a brief introduction into the prostate and prostate cancer is given. Some of 
the important characteristics of the disease which aid in the TRUS diagnosis, such as its 
visualization in pathology and localization, are also examined. 
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Chapter 3 
Trans-rectal Ultrasound as a Tool for Prostate Canc er Diagnosis 
In this chapter, we examine the ultrasound imaging modality and how radiologists 
determine suspicious cancerous regions from the ultrasound images. 
3.1 Trans-rectal Ultrasound 
3.1.1 Ultrasound Physics 
Ultrasound is a safe and non-invasive medical imaging technology which has been widely 
applied to aid in the detection, diagnosis, and treatment planning of diseases for more than 
50 years. The principle behind ultrasound is based on the nature of waves. In diagnostic 
ultrasound, the ultrasound transducer emits a high-frequency wave, which interacts with the 
tissues of interest and is absorbed by a detector. The nature of the waves’ interactions with 
the tissues provides important diagnostic information concerning the tissues of interest. 
There are five main types of interactions, namely reflection, refraction, scattering and 
diffraction, interference, and absorption [1][9].   
Reflection is by far the most important of the five interactions. When the ultrasound wave 
arrives at the interface between tissues, part of the acoustic energy is reflected. The 
reflected energy could be used to identify the type of tissue encountered. Each tissue is 
characterized by an acoustic impedance value, which is defined as: 
vZ ρ=                                    Equation 1 
where ρ denotes the density of the medium, measured in kg/m3, v represents the velocity of 
sound in the medium, measured in m/s, and Z denotes the acoustic impedance, measured 
in kg/m2s. The fraction of acoustic energy reflected at the interface depends on the acoustic 
impedances of the two acoustic media as follows: 
















Rα                                Equation 2 
where Z1 and Z2 denotes the acoustic impedances of the two mediums and α R denotes the 
percentage of energy reflected.  
3.1.2 Imaging Modes 
An important concept in ultrasound imaging is echo ranging. Echo ranging relates the time 
difference between the transmission and reception of the signal with the depth of the 
biological interface which produced the reflection. The concept is defined by the following 
equation: 
vtd =                                    Equation 3 
where v denotes the speed of sound, t represents the time at which the wave is received 
(the wave is transmitted at t=0), and d denotes double of the depth of the tissue interface.   
 There are various modes of ultrasound scanning, including A-mode, B-mode, real-time 
mode and transmission mode. The images analyzed in this thesis are obtained using B-
mode scanning. Therefore, we will examine B-mode scanning in more detail.  
 Unlike A-mode scanning, which provides a one-dimensional amplitude graph of the tissue 
interfaces in the path of wave transmission, B-mode scanning represents these amplitudes 
by the brightness of an image element spatially located on a 2-D portrait of the anatomical 
structure of interest. By performing B-mode scanning in many directions, we obtain a 
complete 2-D representation of the surface of the structure.   
3.1.3 TRUS Scanning Motion 
Trans-rectal ultrasound (TRUS) is a procedure specifically designed to image organs 
which surrounds the rectum. To image the entire prostate using this technique, a ultrasound 
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transducer is inserted into the rectum and scanning occurs in a fan shape, from the base to 
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Figure 4. TRUS Image Acquisition Process. 
3.2 Radiologist’s Diagnostic Process Using TRUS 
Figure 5 (left-panel) shows an example of a TRUS slice. The malignant region outlined by 
the radiologist is represented in Figure 5 (right-panel).   
  
Figure 5. The Segmentation Problem: Original TRUS I mage of the Prostate (left panel) and 
Manual Segmentation of Malignant Region Performed b y a Radiologist (right panel). 
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 Traditionally, the radiologists used two major features for identifying suspicious regions of 
cancer in ultrasound images: the intensity and spatial location.  In terms of intensity, 
radiologists usually associate the diminished echogenic regions in the peripheral zone of the 
prostate as being cancerous [10]. However, there is a low specificity associated with this 
malignancy localization method [8]. Furthermore, 25% of prostate cancer appears in the 
isoechoic regions within the peripheral zone, and these cases cannot be detected by using 
intensity-based indicators [8]. Therefore, intensity, alone, has been rarely used in previous 
research on automated prostate cancer malignancy localization. As we have seen in 
Chapter 2, 68% of prostate cancer originates in the peripheral zone, whereas only 24% 
originates in the transition zone. This fact is used extensively by radiologists to reject 
suspicious regions identified by the intensity feature which resides in the transition zone.  
 Other than intensity and location, there is another class of features called textural 
features. The parenchyma of malignant tissues differs from that of benign tissues. As a 
result, the acoustic energy is reflected and scattered differently [9]. Part of this difference is 
manifested in the local texture variation in the TRUS images. Textural features are less 
perceptible using human vision, but are found to be quite effective in distinguishing between 
the malignant and benign tissues in TRUS images [4]. In this thesis, the major emphasis is 
placed on exploring textural and spatial (location) features.  
3.3 Chapter Summary 
In this chapter, the modality of ultrasound is examined. The procedure of how radiologists 
identify suspicious malignant regions is also explored. 
 11 
Chapter 4 
State-of-the-Art Computerized Medical Image Analysi s Techniques 
for Malignant Tumour Localization 
 In this chapter, the computerized medical image analysis process, alone with the relevant 
tools, are examined. The major emphasis is placed on image segmentation. Various 
currently state-of-the-art techniques for the malignant tumour localization problem is 
explored. At the end of the chapter, potential approaches to improve the current techniques 
are discussed.   
4.1 The Medical Image Analysis Paradigm 
Medical imaging provides effective and non-invasive mapping of the anatomy of subjects. 
Medical imaging analysis is usually applied in one of two capacities: 1) to gain scientific 
knowledge of diseases and their effect on anatomical structures in-vivo, and 2) as a 
component for diagnostics and treatment planning.  
Medical image analysis is usually performed manually by trained radiologists. However, 
manual analysis of images is a time consuming process and is susceptible to human errors. 
Due to the increased application of medical imaging in the clinical and research areas in the 
recent years, the need for computer-assisted approaches to analyze these images has also 
increased. Recent developments in image processing research and the exponential growth 
of computational power have made computer-assisted medical image analysis viable. 
The computer-assisted medical image analysis process could be divided into the following 
subtasks: image acquisition, pre-processing, contour segmentation, feature construction, 
feature selection, region-of-interest (ROI) segmentation, and image classification. This 
paradigm is displayed in Figure 6. 

















Figure 6. The Computer-assisted Medical Image Proce ssing Paradigm. 
Image acquisition involves acquiring the image from the object or person of interest. The 
common medical imaging modalities include X-ray, CT, ultrasound, and MRI. These imaging 
modalities contain the hardware and software that allow the visualization of the anatomical 
structure of interest. Recently, some of these modalities also contained low level hardware 
and software that accomplish pre-processing tasks.  
Pre-processing includes two basic and distinct functions: enhancement and denoising. 
Denoising refers to the removal of artifacts and information which are not relevant to the 
analysis. This is often accomplished by removal of high frequency contents. Enhancement 
deals with improving the visibility of the structure of interest by increasing the contrast or 
emphasizing the relevant contours.  
In contour segmentation, the contour of the structure of interest is delineated. This is 
accomplished so that subsequent analysis could focus on a specific anatomy of interest. 
                                                                                                                                                13 
 
Image features are well defined properties associated with the image which allows the 
radiologist or computer algorithm to make inferences about the structures of interest in the 
image. Common features include intensity based features and texture features. Feature 
construction is the process through which the feature space is designed and calculated. 
Theoretically, there are an unlimited number of possible feature spaces. This is referred to 
as the ‘curse of dimensionality’. To make useful inferences from these features in a 
reasonable amount of time, the number of features needs to be reduced to the most 
relevant ones for the task at hand, a process called feature selection. 
Once the features are constructed and selected, inferences could be made using these 
features. One end goal could be locating regions-of-interest in the image being processed or 
ROI segmentation. For example, the features could be used to determine where on the 
image a malignant tumour is occurring. Another end goal could be classification. For 
example, the selected features could be used to determine if the particular image contains 
malignant tissue or not. If no malignant tissue is detected, the image is classified as benign.           
In this work, the goal is localizing malignant tumour growth in TRUS images and the focus 
will be on the feature construction, feature selection and ROI segmentation aspects of 
medical image analysis.  
4.2 Overview of Medical Image Segmentation Techniqu es 
4.2.1 Introduction 
One important task facing radiologists is the delineation of the contour of anatomical 
structures, also called segmentation. The roles of segmentation includes: 1) quantification of 
tissue volume, 2) diagnosis, 3) localization of pathology, 4) study of anatomical structure, 5) 
treatment planning, and 6) computer-integrated surgery. [11]   
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4.2.2 Terms and Definitions 
Manual interaction: 
Many computer-assisted segmentation tasks require incorporating the knowledge of 
operators. When manual interaction is required, there is usually a tradeoff between the 
segmentation accuracy and the degree of automation. Usually, the greater amount of 
human interaction applied, the greater the segmentation accuracy, but the lower the degree 
of automation. We also have to be aware that there is possibility of human error introduced 
in the final segmented result whenever manual interaction is involved in the procedure. 
Intensity inhomogeneity: 
 Intensity inhomogeneity refers to regions in medical images that belong to the same 
tissue, but exhibit varying levels of intensity. This is usually due to artificially introduced 
intensity variation so that regions that should have the same intensity have different 
intensities. 
Partial-volume effect and soft-segmentation: 
 The partial-volume effect refers to the case where two different tissues overlap and 
contribute to the intensity of the same image element on a medical image. To take this effect 
into consideration, some segmentation algorithms allows for soft-segmentation. In soft-
segmentation, a single image element could be partitioned into two or multiple tissue 
classes. This approach is usually accomplished with a fuzzy method. 
Validation: 
 To evaluate the accuracy of the segmentation method under consideration, we apply 
validation models. When performing validation, we have to first select the truth model with 
which to compare the segmented result. A common truth model is the manual segmentation 
by the experienced operator. However, manual segmentations could involve human error. 
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Therefore, it is not a perfect truth model. Another truth model used for validation is the 
physical phantom. The physical phantom simulates the image acquisition process 
accurately. However, it does not reflect the physiological properties of the anatomical 
structure to be captured. A third truth model is the computational phantom, which simulates 
the physiological anatomy precisely, but does not capture the image acquisition process. 
 Once the truth model is selected, we apply figures of merit to measure the accuracy of the 
segmentation results. Some common figures of merit include the number of pixels 
misclassified and the distance to true boundary.  
4.2.3 Thresholding 
Thresholding segments the image by setting a binary partition in image element 
intensities. To perform thresholding, we have to 1) select the appropriate threshold and 2) 
group pixels with intensities above this threshold into one class and those below into a 
second class. If we wish to segment the image into several classes, we can select several 
intensity thresholds and apply the segmentation. This is referred to as multi-thresholding. 
 The key to thresholding is selecting the appropriate threshold value to separate the image 
elements. A common method is to use valleys of the histogram profile as thresholds. The 
threshold is usually selected interactively, however automated methods also exist [12]. 
 The following is an example of how the thresholding method is applied in practice.    
Figure 7 is the ultrasound image of a prostate. To preprocess this image, we might want to 
remove the border regions. We might also want to segment prostate regions from the non-
prostate regions within the ultrasound portions. Therefore, we set the number of classes to 
3. 
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Figure 7. Original Ultrasound Image of the Prostate . 
 To apply thresholding, we first calculate the histogram profile of the original image    
(Figure 8). Then, we apply the thresholds at the visible valleys in the intensity profile (arrows 












Figure 8. Histogram of the Original Image. 
Frequency 
Pixel Intensity 
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Figure 9. Segmentation by Thresholding. 
 The example above demonstrates some of the advantages and disadvantages of the 
thresholding approach. One advantage is the simplicity of the method, which involves 
minimal implementation and computational requirements. This method is also very effective 
when the regions to be segmented have homogeneous intensities. The main disadvantage 
of the method is that it is very sensitive to noise. From Figure 9, we can see that some 
regions, which are non-prostate, are segmented as being part of the prostate. This is the 
result of noise. 
 Thresholding is usually used as the first or last step in a series of image processing 
procedures. New research on thresholding mainly focuses on reducing the sensitivity of the 
method to noise. In 1995, Li et al. incorporated local intensity information to thresholding for 
tumour detection in digital mammography [13]. In 1998, Lee et al. added connectivity 
information to thresholding to segment brain tissues in MR images [14]. 
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4.2.4 Region Growing 
The region growing method segments the image based on predefined connectivity 
measures. To apply the region growing method, we have to 1) define the connectivity 
measures, 2) plant the seed (usually with manual interaction), and 3) grow the region until 
the connectivity criteria is no longer satisfied. 
 The key to the region growing method is selecting the connectivity criteria or the stop 
criteria. This is discussed in detail in Haralick-Shapiro [15]. Edges are a simple form of the 
stop criteria. More complex stop criteria could be constructed using complex mathematical 
equations taking textural, spatial, and intensity features as inputs. 
 Region growing is effective in delineating small and simple structures when well-defined 
stop criterions exist. A well-defined stop criteria could be a strong edge or a region with 
homogeneous intensity. One disadvantage of the region-growing method is that it requires 
manual interaction to plant the seed, therefore it is not completely automated. It is also 
sensitive to noise, which could cause the appearance of holes in a segmented region or two 
distinct regions to be connected.  
 Region growing is usually not used alone but in a chain of image processing procedures. 
It has been applied primarily in the delineation of tumours and lesions [16][17].  
4.2.5 Classifiers 
Classifiers provide binary separation of the feature space based on a mapping provided in 
the manually segmented training data. To apply the classifier, 1) training data needs to be 
obtained (usually through a manual process). The training data provides the input-output 
mapping. This is not a direct mapping, but rather a mapping between the features extracted 
from the training data and the segmented output. After the training data is obtained, 2) 
                                                                                                                                                19 
 
features are extracted from the evaluation input set. 3) These features are then used along 
with the mapping from the training data to classify the evaluation image elements. 
 The key to designing the classifier is selecting the optimal features and choosing the most 
appropriate classification method. The classification methods could be roughly divided into 
two categories: non-parametric classifiers and parametric classifiers. Non-parametric 
classifiers hold no underlying assumption on the statistical distribution of the data to be 
classified. This class of classifiers includes the nearest neighbour, k-nearest neighbour, and 
the Parzen window. Parametric classifiers make the underlying assumption that there exists 
a certain statistical distribution in the data to be classified. The Gaussian distribution is 
usually assumed. The maximum-likelihood method and Bayes method are examples of 
parametric classifiers. 
 The advantage of the classifier is that it is in general non-iterative. Therefore, it is 
computationally efficient. However, for good classification results with these methods, 
feature spaces which clearly distinguish the classes are required. Manual interaction to 
obtain training data is also required for most cases. Furthermore, if training data is too small, 
these approaches could lead to biased results when applied to the general population. The 
classifier is also sensitive to noise and intensity inhomogeneities. 
 The classifier is one of the most widely applied methods in medical image segmentation. 
This is partially due to the fact that in practice, there is usually a human determined desired 
goal for each segmentation case. Therefore, supervised classifiers are ideal for training the 
segmentation algorithm to segment toward this target.  
 The classifier was used as early as 1985 by Vannier and Butterfield in grey matter/ white 
matter segmentation in MRI of the brain [18]. More recently, artificial neural networks (ANN) 
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has been trained as a supervised classifier using wavelet features for texture classification 
[19].  
4.2.6 Clustering 
Clustering is close in theory to classifiers. However, unlike classifiers, no training data is 
used. Instead, the evaluation data is computed iteratively such that it trains itself. At the start 
of the cluster algorithm initial parameters are selected. Then an iterative process of 
characterizing the properties of each class and then segmenting the image based on the 
class characterization calculated in the previous step is undertaken. The algorithm 
terminates when the stop criterion is met. 
 Clustering algorithms include the k-mean, fuzzy c-mean, and expectation maximization 
(EM) algorithms. The K-mean algorithm iteratively calculates the mean intensity of the 
classes and segments the image elements into classes with the closes mean. Fuzzy c-mean 
is a generalized version of k-mean, using fuzzy theory to allow for soft-segmentation. 
Expectation maximization is a clustering approach that assumes an underlying Gaussian 
distribution. 
 The advantage of clustering is it requires no training data. However, the performance of 
clustering algorithms is sensitive to initial parameters. This problem is especially acute with 
EM. Clustering is also sensitive to noise and intensity inhomogeneities. 
 Clustering is usually applied when there are no training data available. In 1994, EM 
clustering is applied by Liang et al. for tissue segmentation in MRI [20]. In 1999, Pham et al. 
implemented the adaptive fuzzy c-mean, which improved the robustness of clustering 
algorithms to intensity inhomogeneities [21].  
                                                                                                                                                21 
 
4.2.7 Deformable Models 
The deformable models or snakes approach to image segmentation uses closed 
parametric curves that deform under internal and external forces to delineate object 
boundaries. It involves the following steps: 1) manual placement of initial contour close to 
the object boundary; then the contour undergoes an iterative relaxation process where 2) 
the internal force is calculated from within the curve to keep it smooth during the 
deformation and 3) the external force is calculated from the image to drive the curve toward 
the desired boundary. 
 The advantages of the method are that it can generate closed parametric curve directly 
from the image (external force) and provides smoothness constraints for robustness against 
noise (internal force). The disadvantages include the requirement of manual interaction to 
place the initial contour and result sensitivity to the initial contour placement.  
 The deformable model is usually applied to delineate contours of large organs. In 1996, 
Davitzikos et al. applied the deformable model to reconstruct the cerebral cortex from MRI 
[22]. In 2003, this approach is applied to semi-automatically delineate the contour of the 
prostate in TRUS images [1]. 
 New research in deformable models deals mostly with the issue of reducing the sensitivity 
to the initial contour. These novel approaches include balloons [23], the geometric model 
[24], shape modeling with front propagation [25], and gradient vector flow [26]. 
4.3 Computer-aided Prostate Cancer Diagnosis: Curre nt State-of-the-Art and 
Improving Upon Existing Algorithms 
Classically, research in computer-aided tissue diagnosis have focused on two major 
areas, namely, selecting the appropriate features from the available feature set and 
choosing the optimal classifier to distinguish between the tissues. In this thesis, other than 
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these two mentioned areas, important focus will also be placed on introducing novel 
approaches to construct features which provide greater distinction between the classes 
compared to what is available based on existing feature extraction techniques.   
One of the primary discriminating features of the different regions is the local texture. 
Consequently, a method which involves extracting the textural features and then feeding 
them as inputs into a classifier that yields a binary decision seems a viable approach. 
Recently, the idea of using a feedforward artificial neural network (ANN) to distinguish 
between the malignant regions and benign regions in TRUS images has been explored by 
Loch et al. [3]. However, in their work, the training and evaluation samples (18×18 pixel 
blocks within the image) were randomly selected from the same set of images. Therefore, 
whether this approach leads to generalized results for the image samples which are not 
used in the training set is questionable. 
Loch et al. used six local texture descriptors as inputs for the feedforward ANN, including 
the number of edges, dispersion of the edge intensity, average size of the edges, dispersion 
of the edge size, contrast intensity of the edges, and dispersion of the edge contrast. A 
comprehensive classical approach to texture feature construction was demonstrated by 
McNitt-Gray et al. [27], in which 59 spatial and textural features were evaluated in the 
segmentation of chest radiographs. However, since these textural features are mostly 
equation-based, they are not guaranteed to fully capture the complex texture properties in 
ultrasound images. 
Gelenbe’s supervised recurrent random pulsed neural network (RNN) has offered a more 
structurally sophisticated alternative to capture the complex textural information that is 
based on the recursive nature of the training of the RNN network weights [28]. Also, the 
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RNN is simple to implement, since it encodes texture information in the local neighbourhood 
without explicitly extracting features.   
In this thesis, we will examine several texture feature extraction approaches, starting with 
the more classical grey-level co-occurrence (GLCM) features, which have been applied by 
Schiepers et al. in their attempt to identify malignant tumours in ultrasound images of the 
prostate. Then, we will explore the more novel RNN approach, which has yet to be applied 
to ultrasound images. Finally, we will attempt to design novel feature spaces specifically 
designed to distinguish between the malignant and benign tissue textures.    
Fuzzy inference can be used to process the results from spatial and textural information 
analyses and provide a binary classification. Scheipers et al. have used spectrum and 
texture parameters, extracted from the prostate region in the TRUS images, as inputs for 
building two fuzzy inference systems (FIS) to locate prostate carcinoma [4]. Up to six 
Gaussian membership functions are used per input parameter. One FIS distinguishes 
hypoechoic and hyperechoic tumours from the normal tissue. The other FIS segments 
isoechoic tumours from the normal tissue. However, to evaluate TRUS images with 
Scheipers’ approach, there has to be prior knowledge of the type of tumour (whether 
hypoechoic/hyperechoic or isoechoic). Furthermore, the two FISs, proposed by Scheipers et 
al., require six and seven inputs, respectively. This incurs a high computational expense. In 
our work, only three parameters, each with two membership functions, are applied for the 
task. We will also examine how the spatial features could be best represented by fuzzy 
membership functions by introducing the novel notion of multi-dimensional fuzzy 
membership functions.   
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4.4 Chapter Summary 
In this chapter, current tools for medical image segmentation are examined. The issue of 
improving upon the existing methods in identifying and localizing malignant tumour in 
ultrasound image is discussed. 
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Chapter 5 
Architecture of the Proposed Automated Diagnostic S ystem 
In this chapter, the architecture of the proposed automated diagnostic system is 
presented. The primary goal of the proposed method is to automatically segment the 
malignant and benign tissue regions in TRUS images by simulating the manual analysis of 
an experienced radiologist. Some of the subcomponents of the system could also be used 
to enhance the local texture differences between the malignant region and the benign region 
to aid in the manual identification of malignancy.  
The ultrasound images, used in the subsequent analysis, were obtained during clinical 
screening sessions by using an Aloka 2000 ultrasound machine with a broadband 7MHz 
linear transducer and a field of view of approximately 6 cm. Dr. D.B. Downey, an 
experienced radiologist, manually outlined the malignant and benign regions in the TRUS 
images. Manual segmentation was adopted as the gold standard in evaluating the degree of 
inter-operator agreement between the manual approach and the proposed approach. Before 
the tissue segmentation by the new approach, the contour of the prostate was segmented 
by using the deformable model approach [1]. The contour segmented prostate was used as 
the input to train and evaluate the automated tissue segmentation system. 
The new method is proposed to capture the texture and spatial information in the TRUS 
images that have been identified in Chapter 3 as being important in discriminating between 
the malignant and benign regions. The main diagnosis feature is based on the local texture 
variations, whereas spatial information is used as the supporting feature.  
 In this thesis, several distinct and novel approaches are explored to extract the texture 
and spatial features. Each of these approaches presents certain tradeoffs. For texture 
feature extraction, the classical co-occurrence matrix approach is contrasted with novel 
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methods such as the RNN and the wavelet based texture feature extraction filter. For 
constructing the spatial feature, the statistical spatial distribution of malignancy was 
compiled with the atlas-based reference approach and represented as 2D and 3D fuzzy 
membership functions. 
 The proposed system provides useful diagnosis results at several levels. Texture based 
features, by themselves, could be used to identify suspicious regions without regards to 
spatial likelihood. Thus, by itself, the texture based feature provides diagnosis with relative 
high sensitivity. To obtain a binary segmentation and classification of the malignant and the 
benign regions using only texture based features, thresholding is applied to the specific 
texture feature space. In the case of the wavelet based texture feature extraction filter, along 
with the binary segmentation, the wavelet coefficient details at fine scales provided by this 
filter also enhances the visual distinctions between the malignant and benign tissues in the 
TRUS image. This could help radiologists to identify the malignant regions manually.  
 The spatial information is used as a supporting feature and it is only applied in conjunction 
with the textural feature. In this work, the statistical spatial distribution of malignancy is 
represented as 2D or 3D fuzzy membership functions. To obtain the 2nd level binary 
segmentation of malignant and benign regions, the texture feature and spatial feature are 
synthesized with a fuzzy inference system. The system provides a continuous output 
between 0 and 1, indicating the likelihood of malignancy. A threshold between 0 and 1 is 
selected based on operating conditions, which results in the binary segmentation. The 
overall architecture of the proposed system, with its inputs and outputs, are presented in 
Figure 10. 
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Figure 10. System Overview. 
The incorporation of spatial information eliminates suspicious regions with similar local 
texture to malignant regions but located in regions unlikely to be cancerous according to the 
statistical spatial distribution of malignancy. This improves the specificity of the diagnosis. 
 To provide architectural scalability and to allow the operator to take advantage of the 
individual feature extraction approaches, the operator is allowed to select which of the 
available approach to apply when constructing the texture or spatial features (Figure 11). 
The texture or spatial feature is then constructed using the selected method and 
represented as fuzzy membership function sets. Appropriate inference rules are then 
chosen for the current set of texture and spatial features and fuzzy inference is applied to 
obtain the 2nd level automated diagnostic results.  

















Figure 11. System Architecture: Fuzzy Inference Sys tem with Replaceable Feature 
Construction Blocks. 
Some of the subcomponents of the system, such as the RNN, require training with the 
manually segmented data. After the training is completed, the system is evaluated with a 
different set of TRUS images.  
In subsequent chapters, the various novel approaches implemented to extract the local 






Extraction of Novel Local Texture Features 
In Chapters 3 and 4, the local texture features have been identified as one of the key 
characteristics which both radiologists and existing automated systems alike have used to 
predict the location of malignancy in ultrasonic TRUS images. In this Chapter, the definition of 
local texture, the notion of applying local texture features to identify biological tissues in medical 
images and several novel approaches to extract the characteristic textures of the malignant 
tissue and the benign tissue within the ultrasonic prostate image are explored in detail. 
6.1 Definition of Local Texture and Texture Feature  Extraction 
The definition of texture in images is vague. Currently, there exist no standard to characterize 
a specific texture although both statistical and spectral texture measurement approaches exist. 
Regular textures are usually defined by a texture primitive or textel (orientation parameter) of a 
specific size (scale parameter) that is repeated at a certain spatial frequency (periodicity 
parameter). Simple statistical approaches include applying the standard deviation, uniformity, 
and entropy measures to the local histogram. These measures effectively describe the 
coarseness or smoothness of the texture [29], thus characterize the periodicity parameter well, 
but not explicitly the orientation and scale parameters. Spectral approaches such as the Fourier 
spectrum analysis are effective at characterizing the periodicity parameter. However, the results 
of the transform are not localized in the spatial domain, thus the method is ineffective when 
identifying texture regions in an image. Textural feature extraction techniques such as the grey-
level co-occurrence matrix (GLCM) and the random pulsed neural network (RNN) capture both 
the orientation and periodicity characteristics of a texture. To capture the local texture features 
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in the ultrasonic images of the prostate, the co-occurrence parameters have been applied by 
Scheipers et al. in [4].  
The problem with these textural feature extraction techniques is that they could not effectively 
distinguish between textures when the texture primitives are located at different scales. This is 
in part due to the restriction that these approaches could not adaptively vary the size of the 
texture capturing window to ensure that a single textel is exactly captured within that window. 
Another difficulty when applying these texture feature extraction tools is that it is usually 
necessary to reduce the number of grey-levels in order to obtain meaningful results. However, 
reducing the grey-levels in the texture also imply that the uniqueness of the texture 
characterized is diminished. Furthermore, intensity inhomogeneity or illumination variation 
usually occurs at a coarse scale whereas the textures of interest are usually located at a finer 
scale. The co-occurrence matrix and RNN approach both explicitly capture all pixel intensity 
variations as local texture variations, which is incorrect if the intensity homogeneity within the 
region of interest assumption does not hold.    
Multi-resolution analysis has been shown to be effective for texture segmentation tasks. Laine 
and Fan used pixel intensities at various scales of detail derived from the wavelet 
decomposition as inputs to a two-layer feedforward neural network to classify 25 natural 
textures with almost perfect accuracy [19]. The Wavelet decomposition projects the image on to 
orthonormal basis (periodicity parameter), called Wavelets, which could be stretched or 
compressed (scale parameter). Furthermore, the projection onto the basis is usually 
accomplished in the horizontal, vertical, and diagonal directions (orientation parameter). 
Therefore, intuitively, wavelet decomposition should be able to uniquely characterize textures as 
it takes into account of all of the orientation, scale, and periodicity characteristics of a texture. In 
                                                                                                                                                31 
 
the area of diagnostic medical imaging, the wavelet approach has been applied to liver and 
breast cancer detection in ultrasound images and mammography [30][31][32].  
The basis for this analysis lies in the argument that most relevant tissue textures are to be 
located at specific and finite resolution ranges, where the texture at other resolutions ranges are 
most likely noise or other scales of detail that are not relevant to the analysis at hand. Wavelet 
decomposition provides the tool with which to zoom into the resolution of interest. This notion is 
supported by the works of Francos et al., who argued that any complex textures could be 
separated into two mutually orthogonal spatially homogenous components, one which is 
deterministic and one which is purely nondeterministic [33]. The wavelet decomposition 
inherently separates a texture into orthogonal components (subbands), some of which are 
descriptive of the texture, while others are nondeterministic.  
In many image processing applications, it is important to distinguish between regions 
containing different textures. This could be accomplished if the textures in the regions of interest 
are characterized in some fashion. The role of the textural feature extraction filter is to map 
different textures to minimally overlapping distributions in the feature space. This problem is 
illustrated in Figure 12. The prostate region of the TRUS image is used as input into the filter. 
Texture feature values are obtained at the output of the filter, which would ideally have non-
overlapping malignant and benign distributions for good classification results. 
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Figure 12. Mapping Textures to Linearly Separable F eature Space. 
In subsequent sections, the co-occurrence matrix, RNN, and wavelet based approach are 
applied to extract the local texture features in prostate TRUS images. The class separability of 
the extracted feature using each approach is compared and discussed.  
6.2 Co-occurrence Matrix for Texture Feature Extrac tion 
The grey-level co-occurrence matrix (GLCM) belongs to the statistical approach of describing 
textures. A simple way to describe the texture is to use the statistical moments of the grey-level 
histogram of an image. However, this approach carries no information regarding the relative 
positions of the pixels as spatial information is lost in the 1-D histogram. To correct for this 
deficiency, an approach called the gray-level co-occurrence matrix [29] is implemented.  
In the following section, the idea behind the co-occurrence matrix is briefly described. Let X 
be a n×n image matrix with grey-levels 0 and 1 as follows: 
0 1 1 0 
1 1 1 1 
1 0 0 1 
1 1 0 1 
  
Let P be the position operator and A be a k×k matrix (where k is the number of grey levels) 
whose element aij is the number of occurrences of pixels of grey level i with respect to pixels of 
Input Filter Output Classified result
Feature value 
Frequency 
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grey level j. The position operator P determines the relative positions of the pixels to measure. 





which indicates that there are 1 occurrence of the grey level 0 at position (1,1) from pixels with 
grey level 0, 2 occurrences of the grey level 1 at position (1,1) from pixels with grey level 0, 2 
occurrences of the grey level 0 at position (1,1) from pixels with grey level 1, and 4 occurrences 
of the grey level 1 at position (1,1) from pixels with grey level 1. 
 The grey-level co-occurrence matrix C is derived from dividing every element of the matrix A 
by n, the total number of joint pairs (n=9 in previous example). By selecting different Ps, 
different texture patterns could be detected. To analyze textures using the grey-level co-
occurrence matrix, a set of features calculated from the matrix are generally used. Some of the 
GLCM features are defined as follows: 
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2                        Equation 7 
 The GLCM was used by Scheipers et al. to extract the tissue texture information in ultrasound 
images in their attempt to classify the malignant and benign tissues [4]. The GLCM features 
evaluated in the Scheipers paper include the angular second moment, contrast, correlation, 
dimension, inverse difference moment, kappa, peak density, variance, and the SNR. However, 
the relative merit of each GLCM feature and the effect of selecting the position operator P were 
not analyzed in depth.   
 In Section 6.5.1, the ability of GLCM features to segment textures is examined with 
synthesized texture images. In Section 6.6.1, GLCM features are applied to map textural 
properties of malignant and benign tissues in TRUS images into a linearly separable space. The 
performance of the GLCM as a texture feature extraction tool is used as a measuring tool to 
examine the additional benefits brought by novel algorithms introduced later in the section, such 
as the RNN and wavelet-based approaches. 
6.3 RNN for Texture Feature Extraction 
Gelenbe introduced the RNN in 1989 [34][35][36]. The method of RNN was introduced in 
Chapter 4 of this thesis. In 1996, Gelenbe et al. applied the RNN to segment the grey and white 
matters in MRI images of the brain [28], thereby experimentally proving the RNN’s ability to 
capture the textural differences between the tissues in medical images. Ultrasound images 
contain speckle, which is absent in MRI images. Therefore, the local texture in different tissue 
regions in a TRUS image is likely to be affected by the speckle, and the segmentation 
performance of the RNN will not be as ideal as the MRI results. 
If the size of the input pixel block is chosen as n×n, each of the two RNNs are also to be 
constructed as an n×n grid of neurons. This is depicted in Figure 13. Each neuron is mapped to 
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the pixel at the same location in the n×n grid and interacts directly only with the other neurons in 
the four first order and four second order cardinal directions (N, NE, E, SE, S, SW, W, and NW).           
 
 
Figure 13. RNN Neuron Grid. 
In the training phase, RNN1 is trained with data from the benign region and RNN2 is trained 
with data from the malignant region. The input to the RNNs consists of distinct 5×5 blocks of 
pixels with each pixel having scaled intensity values between 0 and 1 (scaled from the original 
range of 0-255). The histogram of the input pixels is equalized with a base histogram to avoid 
large contrast variations between the images. The base histogram is selected from one of the 
training images that is judged by the operator to have the maximum visual separation between 
the malignant region and benign region. The desired output of each neuron is set as the scaled 
intensity of the associated pixel.  
When the image blocks are evaluated, the output of each RNN is the sum of the squared errors 
for each block under evaluation. A lower sum of the squared error of one RNN, compared to 
that of the other, indicates that the block is more texturally similar to the region that the first RNN 
is being trained with.  
In Section 6.5.2, the RNN is applied to segment synthesized Bordatz textures. In Section 
6.6.2, RNN is applied to map textural properties of malignant and benign tissues in TRUS 
images into a linearly separable space. 
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6.4 Wavelet-based Texture Feature Extraction Filter  
In this section, a texture feature extraction filter is implemented based on wavelet 
decomposition. Parameters of the non-linear filter could be adjusted such that it maps 
characteristics of a texture onto a narrow distribution band on a single texture feature space. 
This mapping is accomplished with the goal of maximally linearly separating the band of feature 
values belonging to different textures in the texture feature space. The filter uniquely 
characterizes a subset of textures by their scale responses (its local feature distribution over a 
range of Wavelet decomposition scales). The scale responses could be applied to distinguish 
different textures appearing in the same image. The optimally linearly separable feature space 
also allows researchers to easily judge whether texture features provide good class separation 
for their specific image processing application. It is found that the proposed method minimizes 
the effect of intensity inhomogeneity on distorting the local texture of images. In this section, it is 
demonstrated that the wavelet decomposition reveals details in the malignant and benign 
regions in TRUS images of the prostate which correlate with their pathological representations. 
The proposed filter is used to extract texture features which provide separation of the malignant 
region and the benign region in the feature domain. Thresholding could be applied to the 
extracted texture feature to obtain an automated diagnosis result with high sensitivity. The 
extracted texture feature could also be used as an input to the FIS for the second stage 
automated malignancy region classification. It is also shown that the wavelet decomposition 
could also be applied directly to the TRUS images to enhance the visual distinction between the 
malignant and benign regions. This could be used by radiologists as a supplementary tool for 
making manual classification decisions. 
In the subsequent subsection, the proposed design to characterize textures is presented. In 
subsection 6.4.1, the idea behind using wavelet-based texture characterization is validated. In 
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subsection 6.4.2, the generalized wavelet-based texture feature extraction filter is designed and 
tested on Bordatz images. In subsection 6.4.3, the wavelet-based texture feature extraction filter 
is adapted to the ultrasonic prostate cancer detection problem.  
6.4.1 Texture Characterization with the Wavelet-bas ed Approach 
Complex textures rarely have regular patterns. Thus, it is difficult to characterize such textures 
by orientation, scale and periodicity descriptors. However, all textures could be viewed as a 
combination of sub-textures on several scales and orientations (Figure 14). The HL, LH, and HH 
subbands represent the horizontal, vertical and diagonal components of the decomposition 
respectively. The subscript represents the scale of the decomposition, with 1 being the coarsest 
scale.                                                                                                                                                    
 
Figure 14. Subbands of the Wavelet Decomposition. 
 When textures are decomposed into components on different scales, regular sub-texture 
patterns characterizing the original texture on a particular scale might emerge. In the example in 
Figure 15, the original roof tile texture is decomposed into its components on four scale levels, 
from the finest to coarsest, regular patterns characterizing this texture at decomposition levels 3 
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and 4 in the horizontal direction (HL3, HL4) could be distinguished, whereas the presence of 
noise is noted in the other subbands.   
 
Figure 15. Decomposing the Roof Tile Texture to Rev eal the Regular Sub-textures at Different 
Scales (Refer to Figure 14 to match the subbands). 
The decomposition of the texture in Figure 15 reveals some regular sub-textures on certain 
levels of the decomposition. However, at other levels of the decomposition, the sub-textures are 
irregular. Therefore, the major challenge in characterizing a complex texture consist of: a) 
identifying the scales at which its sub-textures are regular and could be characterized, taking 
care of the scale characteristic of the texture; and b) finding a textural feature measure which 
would take into account the orientation and periodicity characteristics of the texture. The 
proposed approach uses Wavelet decomposition to aid in the characteristic scale identification 
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and to capture the periodicity feature of the texture. For the generalized texture feature 
extraction filter (6.4.2), local energy will be calculated to capture the orientation of the texture 
primitives. When the filter is adapted to the prostate ultrasound image problem (6.6.3), local 
texture characteristics of the malignant tissue and the benign tissue will be used to encapsulate 
the orientation of the texture primitives. 
6.4.2 Implementation of Generalized Texture Feature  Extraction Filter 
The proposed non-linear filter to extract textural features consists of three levels of sub-filters 
(Figure 16 ).  
      

















g2(m,n) w2(m,n) E2(m,n) 
g3(m,n) w3(m,n) E3(m,n) 
g4(m,n) w4(m,n) E4(m,n) 
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The first level of the proposed filter consists of a wavelet decomposition sub-filter, which 
transforms the original image in the intensity domain to wavelet decomposition details wi(m,n) in 
the wavelet domain. The subscript i represents the different scale levels of the wavelet 
decomposition with i=1 being the finest scale. The wavelet decomposition details are then 
passed through a bank of local feature sub-filters. In this work, energy is the local feature 
calculated. The local feature sub-filters maps the wavelet decomposition details to the local 
feature domain, while keeping the local feature values localized in the spatial domain. The local 
feature values at each scale level are then averaged by a local window to compress the range 
of local feature values in each texture region. The local feature values at different scales of the 
wavelet decomposition form the output of the filter and are used to characterize and identify the 
individual textures in the spatial domain. The following section describes the different levels of 
sub-filters in more detail. 
6.4.2.1. Wavelet Decomposition Sub-filter 
 The wavelet decomposition expresses the image data as a superposition of scaling functions, 
which present a coarse representation of the image, and wavelets, which represent the details 
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where ),(max lkci are the approximation coefficients, ),( lkd i are the difference coefficients, 
),( nmϕ  represents the scaling function and ),( nmψ  represents the wavelet. The term in the 
first line of           Equation 8, on the right side of the “equal sign”, represents the 
approximation components. The two terms in the second line represents the vertical and 
horizontal detail components at all scales from i=1 to i=imax, and the term on the bottom line 
represents the diagonal detail components at all scales.  
 For the scaling function and the wavelet to form a basis representing the image data, the 
recursion equations need to be satisfied. 
  ∑∑ −−=
u v
vnumvusnm )2,2(2),(),( ϕϕ                         Equation 9 
  ∑∑ −−=
u v
vnumvuznm )2,2(2),(),( ϕψ                    Equation 10 
where ),( vus represents the scaling function coefficients and ),( vuz represents the wavelet 
coefficients. To satisfy the non-redundancy and completeness constraints, Equation 11 must be 
satisfied, 
  )1,1()1()1(),( nNmMsnmz nm −−−−−−=                   Equation 11 
where ),( nms  is a matrix of finite size MxN and M, N are even. 
The proposed wavelet decomposition filter takes as input the original image and outputs the 
wavelet decomposition details at scale levels from i=1 (finest scale) to i=p, where p is the 
coarsest scale level required to describe the texture. The wavelet decomposition output wi(m,n) 
at a specific scale level i is the average of the wavelet decomposition detail differences in the 
horizontal, vertical, and diagonal directions at that scale level. The wavelet decomposition is 
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accomplished with the discrete filter D9 from Daubechies [37]. The equation describing the 
wavelet decomposition filter for scale level i is as follows: 
  
 Equation 12 
 
where )(kd i , )(ld i , and ),( lkd i  are the difference coefficients at scale level i in the horizontal, 
vertical, and diagonal directions respectively and ),( nmψ is the wavelet.    
This filter is implemented with a DWT quadrature mirror filter (QMF) (Figure 17). To maintain 




Figure 17. QMF for Implementation of Wavelet Decomposition. 
The filter h0 is a low pass filter with its impulse response characterized by the scaling function 
coefficients ),( nms , while h1 is a high pass filter with its impulse response characterized by the 
wavelet coefficients ),( nmz .  
6.4.2.2. Local Feature Filter and Local Mean Filter 
 The local feature filter maps the wavelet decomposition details to the local feature domain and 
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at a specific scale so that multiple textures in the same image could be maximally linearly 
separated in the feature space at that scale. It has been previously proposed that energy 
pattern distributed in scale space represents texture in a unique way [19]. Therefore, we use the 
local energy measures as the local textural feature, which is written as 
  
                 Equation 13 
where N is the size of the local feature window in pixels, a is a constant used to normalize the 
energy value, and wi(m,n) is the wavelet decomposition details at scale i. 
The orientation selectivity is stored within the tensor product of the high pass filters and low 
pass filters of the QMF [19]. Therefore, the energy measure will capture the orientation 
characteristic of the textures.  
 To reduce the range of local energy values that characterize a texture on a specific scale 
level, the local energy values are passed through a local mean filter written as 
 
                      Equation 14 
 
where M is the size of the local averaging window in pixels and Ei(m,n) represents the local 
energy at scale i. 
In Section 6.5.3, the wavelet-based texture feature extraction filter is applied to segment 
synthesized Bordatz textures. In Section 6.6.3, this filter is adapted to map textural properties of 
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6.5 Applying GLCM, RNN and Wavelet-based Texture Fe ature Extraction Filter to 
Segment Synthesized Bordatz Textures 
Bordatz textures are widely used to test the performance of texture segmentation algorithms. 
Figure 18 is synthesized from four Bordatz textures and is used for preliminary evaluation of the 
texture segmentation algorithms examined in this thesis, namely the GLCM, the RNN, and the 
wavelet-based texture feature extraction filter.  
Four distinct natural textures are selected from public archives. The textures are quantized at 
256 grey-levels and are divided into sub-samples of size 100×100. The sub-samples are then 
synthesized to form an image containing all four textures.  
  
Figure 18. Synthesized Image Containing the Four Te xtures to be Characterized (Texture 1—Top 
Left, Texture 2—Top Right, Texture 3—Bottom Left, T exture 4—Bottom Right). 
Texture 1 and Texture 3 are selected based on their orientation, scale, and periodicity 
similarities. Texture 4 is selected to study the effect of intensity inhomogeneity on the 
characterization of textures (the intensity inhomogeneity is located at bottom right of the sub-
sample).    
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6.5.1 Applying GLCM to Segment Bordatz Textures 
The GLCM of the synthesized texture image in Figure 18 is calculated with the following 
parameters: window size=10×10, Xstep=1, Ystep=1 (diagonal 1,1 co-occurrence), 256 grey levels. 





Figure 19. GLCM Energy (top left), Inertia (top rig ht), Entropy (bottom left), and Homogeneity 
(bottom right) Features. 
 From Figure 19, it could be visually determined that the inertia feature provides the best 
separation amongst the four selected textures. The normalized histogram for the inertia feature 
is displayed in Figure 20.  
 



















Figure 20. Normalized Histogram of the Inertia Feat ure. 
 Analyzing Figure 20, the valleys of the histogram separating the textures are located at 5, 25, 
and 40. Applying hard thresholding as the method of classification at these values on the inertia 
feature, the segmentation result in Figure 21 is obtained. The classification accuracy is 
evaluated at 78%. 
 
Figure 21. Segmentation Result of the GLCM Inertia Feature with Hard Thresholding. 
Frequency 
Normalized Feature Value 
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6.5.2 Experimental Results of RNN Method on Segment ing Bordatz Textures 
The RNN segmentation approach is tested by using natural texture images to resolve issues 
such as how to appropriately post-process the output of the RNN to improve the segmentation 
result and which size of input block is optimal for capturing the textural differences between the 
regions. 
Four RNNs are trained with each of the textures in Figure 18. In the evaluation phase, the 
resulting segmented blocks, which are not connected to another segmented block of the same 
region in any of the eight first and second order cardinal directions, are likely the result of the 
noise within the original image. A self-devised filter that is similar to morphological dilation is 
used to remove all the unconnected blocks as shown in Figure 22 (a). This filter is implemented 
at the block level and converts the label of a particular block, if the label is discovered to be 
inconsistent with the labels of the surrounding blocks. This filter, along with the use of a median 
filter, results in a more contiguous segmentation of the four texture regions. This is displayed in    
Figure 22 (b). Another variable in determining the training methodology is the size of the input 
block. It is found that a smaller input block results in a finer contour along the edge of the 
regions. However, more noise results in the interior of the regions. The results from 4×4 and 5×5 
input blocks are contrasted in Figure 23.  
 
Figure 22. (a) Result of RNN (After Filtering Out t he Unconnected Blocks), and (b) Median Filtering 
of Result in (a). 
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Figure 23. Effect of Size of Input Block: (a) Resul t From 4 ×4 Input Blocks, and (b) Result From 5 ×5 
Input Blocks. 
The post-processing procedure, described in this section, is followed for the TRUS image 
evaluation. For a more contiguous segmentation result, a 5×5 input block size is selected for the 
training and evaluation of the TRUS images. This texture feature extraction approach results in 
a classification rate of 77%. 
6.5.3 Results of the Wavelet-based Texture Feature Extraction Filter When Applied to 
Bordatz Textures 
In this sub-section, the proposed wavelet-based textural feature extraction filter is applied to 
segment the textures in Figure 18. The characteristics of the filter and how parameters of the 
filter could be adjusted to optimally linearly separate the texture distributions in feature space 
are discussed.   
 Characterizing and identifying a specific texture using the proposed textural feature extraction 
filter involves four steps as follows: 
1. Pass sub-samples of textures to be identified into the filter to map their characteristics 
into the local feature domain. Local feature distributions for each texture at all scales are 
obtained. 
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2. Identify the scale level at which the local feature ranges are maximally linearly separable 
as the characteristic scale for the texture set. Identify the size of the local feature window 
that optimally linearly separates the feature distributions. 
3. Pass images containing the textures to be discriminated into the filter. The image is 
mapped to the local feature domain with the local feature values localized in the spatial 
domain.  
4. On the characteristic scale for the texture set, compare the local feature values at each 
discrete spatial location obtained in 3 with the local feature value distributions for each 
texture at that scale obtained in 1. Each discrete spatial location is assigned the texture 
label associated with that texture’s local feature distribution that the local feature value of 
the spatial location is judged to belong to the most. The simplest classification approach, 
thresholding, is applied to demonstrate the linear separability of feature space obtained 
by the proposed approach.   
To characterize each of the four textures, we pass 100×100 sub-samples of the textures into 
the filter to obtain their local feature value distributions at each wavelet scale. Figure 24 shows 
the wavelet domain representations of the textures at the four finest wavelet scales (at the 
output of the wavelet decomposition sub-filter). In Figure 25, the local feature distributions of the 
four textures on the four finest wavelet scales are displayed (output histogram of the local mean 
filter).   
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Figure 24. Wavelet Decomposition Sub-filter Output of the Four Texture Sub-samples at the Four 

































































































Figure 25. Local Feature Value Distribution for Fou r Textures at Four Finest Wavelet 
Decomposition Levels.  
From Figure 25, we note that in this set of four textures, the level 1 decomposition details 
yields the optimally linearly separable local feature distributions. The local energy values could 
be viewed as representative of the graininess of the sub-textures. As the decomposition level 
increases, the sub-textures of the decomposition details become smoother, thus the normalized 
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local energy values are lowered. At higher decomposition levels, the feature value distributions 
for the textures start to overlap considerably and linear separability is reduced.   
The feature value distributions of the four textures at different scales could be studied in more 
depth by plotting the minimum, maximum, and mode values in the distribution against the 
















































































Figure 26. Scale Response of the Four Textures: Loc al Feature Distribution Range and Mode at 
Each Scale.  
From Figure 26, notice that each of the four textures exhibits a unique scale response. The 
mode represents the value that occurs with the maxim frequency in the distribution at each 
scale and is unique to each texture at low decomposition levels. As the scale level increases, 
the mode peaks at a certain intermediate scale level and then decreases toward a low constant 
value. The range of the distributions, defined to be between the minimum and maxim values, 
are restricted to a well defined range at low scale levels. The range peaks at an intermediate 
scale level and drops off to a constant range close to minimum energy at high scale levels. The 
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scale at which the mode and the range peak could be interpreted as the scale at which that 
texture is optimally represented or is most visually distinguishing. However, whether this 
representative scale, when used alone, is suitable for distinguishing between the textures 
depends on the amount of overlap between the feature distributions of the textures to be 
distinguished on this scale. For these four textures, we identify scale level 2 as the characteristic 
scales for texture 1, texture 2, and texture 4 and scale level 1 as the characteristic scale for 
texture 3. We also identify scale level 1 as the optimally linearly separating scale level for this 
four texture set.   
Other than the decomposition scale, another filter parameter that needs to be studied for 
optimal feature distribution separation is the size of the local feature window, N. In Figure 27, 
the histogram of the local features are plotted for local feature window of size 4×4, 6×6, 8×8, 
and 10×10. In Figure 28, the maximum, minimum, and mode values of each texture’s feature 



















































































Figure 27. Local Feature Distributions Calculated w ith Different Local Feature Window Sizes. 
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Figure 28. Maximum, Minimum, and Mode of the Featur e Value Distributions Against the Local 
Feature Window Size for Four Textures at Scale Leve l 1.  
From Figure 27 and Figure 28, it could be noted that the size of the local feature window, N, 
used to calculated the local feature values, does not affect the mode of the distribution. 
However, as N increases, the range defining the distribution narrows, making it easier to 
characterize and identify the texture as there is less overlap with the distribution of other 
textures. This is attributed to the observation that as the local feature window increases in size, 
it is more likely to capture the exact local feature value of the texture primitive, as the texture 
primitive of a complex texture is likely to be more irregular in a smaller local window. However, 
we could not set the local feature window size infinitely large as this would decrease the 
distinguishing ability of the feature values at or around texture boundaries. For this work, the 
local feature window size is set to N=10. Likewise, we can infer that the size of the local mean 
filter, M, also affects the range of the feature value distribution. As we increase M, the 
distribution range narrows and vice versa. M is set to 10 for the subsequent sections. 
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 Now that we have characterized the four textures by their local feature distribution at different 
scales of the wavelet decomposition, we could proceed to identify these textures in a 
synthesized image containing all four textures (Figure 18). We decompose the synthesized 
image into its difference details at four scales by passing it through the wavelet decomposition 
sub-filter. The outputs of the sub-filter are displayed in Figure 29. 
  
Figure 29. Synthesized Image’s Decomposition Differ ence Details at Different Scales. 
 As we have already identified level 1 of the decomposition details as yielding the maximally 
linear separable feature space, we pass the level 1 decomposition details into the local feature 
filter with window size 10×10. The result is then passed through the local mean filter. The 
outputs of the local feature filter and local mean filter are displayed in Figure 30.  
Level 1 decomposition difference details Level 2 decomposition difference details 
Level 4 decomposition difference details Level 3 decomposition difference details 
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Figure 30. Outputs of the Local Feature Filter (lef t) and Local Mean Filter (right).   
The histogram of the local feature values is displayed in Figure 31. 
 
Figure 31. Histogram of the Local Feature Values fo r the Synthesized Image. 
 To demonstrate the linear separability of the textural feature extracted, we used the simplest 
linear classification approach, thresholding. We set hard thresholds at the crossings of adjacent 
Normalized energy  
Frequency  
                                                                                                                                                58 
 
texture feature distributions in Figure 25 (level 1). The optimal thresholds are located at 6, 32, 
and 70 respectively. Applying thresholding, we obtain the classified image in Figure 32, where 
each identified texture is labeled by a constant grey-level (texture 1—grey level 128, texture 2—
grey level 64, texture 3—grey level 0, texture 4—grey level 255). The classification rate is 
measured at 90%. 
  
Figure 32. Classification Result Using Texture Feat ure Extracted by Proposed Filter and Hard 
Thresholding. 
The classification results between the co-occurrence matrix, RNN, and proposed approach on 
the synthesized image are listed in Table 2.  
Table 2. Classification Results of Co-occurrence Ma trix, RNN, and Wavelet-based Filter When 
Applied to Synthesized Texture Segmentation. 
 Classification rate 
Co-occurrence matrix  (energy feature) 78% 
RNN 77% 
Wavelet Based Filter 90% 
 
Table 2 shows that the Wavelet-based texture feature extraction filter could be used to extract 
texture characteristics and provide better class separation compared to the co-occurrence 
matrix and RNN approaches. The improved classification rate could be partially inferred by 
comparing Figure 20 and Figure 25 (top-left figure), where the advantage in class separability 
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(less overlap of distribution) of the Wavelet-based texture extraction filter compared to the 
GLCM approach is demonstrated. The reason behind this improvement most likely lies in the 
fact that the wavelet approach offers a more precise characterization of the scale parameter of 
the texture. 
6.6 Applying the GLCM, RNN and Wavelet-based Textur e Feature Extraction Filter 
to TRUS Images 
6.6.1 GLCM 
To calculate the GLCM of the ultrasound images, we must first select 1) the position operator 
P, 2) the size of the GLCM (the number of grey-levels to take into consideration) and 3) the 
desired GLCM features to compute. Since there are 256 grey-levels in the original TRUS 
images, the size of the GLCM is set to 256×256. As a preliminary experiment, 8 position 
operators are selected, covering the major directions of 0°, 45°, 90°, and -45°, at a distance of 1 
and 3 pixels respectively (ie. (1,0), (1,-1), (0,1), (-1,1), (3,0), (3,-3), (0,3), (-3,3) ). The features 
evaluated include energy, inertia, entropy, and homogeneity. (The contrast and correlation 
parameters are also examined. However, they were found to be unsuitable for distinguishing 
tissues in TRUS images.) 
  To evaluate the effect of the position operator, the GLCM of the TRUS image in Figure 33 is 
calculated with the 8 different position operators and the results are displayed in Figure 34 to 
Figure 37, visualizing the energy, inertia, entropy, and homogeneity in the different co-
occurrence directions. The contrasts of the energy and homogeneity images are adjusted to 
increase the visual distinction between the benign and malignant tissues. 
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Figure 33. Original TRUS Image (left) and Radiologi st Determined Tissue Classification (dark 
regions indicate potential tumour) (right). 
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Figure 34. Energy of the GLCM of the TRUS Image in Figure 33 (left) at 8 Different Co-occurrence 
Positions: (a) (1,0), (b) (1,-1), (c) (0,1), (d) (- 1,1), (e) (3,0), (f) (3,-3), (g) (0,3), (h) (-3,3).  
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Figure 35. Inertia of the GLCM of the TRUS Image in  Figure 33 at 8 different co-occurrence 
positions: (a) (1,0), (b) (1,-1), (c) (0,1), (d) (- 1,1), (e) (3,0), (f) (3,-3), (g) (0,3), (h) (-3,3).  
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Figure 36. Entropy of the GLCM of the TRUS Image in  Figure 33 at 8 Different Co-occurrence 
Positions: (a) (1,0), (b) (1,-1), (c) (0,1), (d) (- 1,1), (e) (3,0), (f) (3,-3), (g) (0,3), (h) (-3,3).  
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Figure 37. Homogeneity of the GLCM of the TRUS Imag e in Figure 33 at 8 Different Co-occurrence 
Positions: (a) (1,0), (b) (1,-1), (c) (0,1), (d) (- 1,1), (e) (3,0), (f) (3,-3), (g) (0,3), (h) (-3,3).  
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 Examining Figure 34 to Figure 37, we can see that the contrast adjusted GLCM features 
could potentially aid in distinguishing between the malignant and benign regions. It could also 
be argued that the effect of the position operator is not very noticeable, as the images of the 
same feature at various co-occurrence directions provide similar visual results. This indicates 
that the distribution of the tissue textures in the image is asymmetric with respect to the 
ultrasound probe.  
 To further probe the classification ability of the GLCM features, the GLCM of 24 TRUS images 
are evaluated at the (1,1) direction and the energy, inertia, entropy, and homogeneity are 
measured. Then, for each feature, a threshold is varied through its full range to segment the 
malignant and benign regions. For example, in Figure 38, the energy feature is used to segment 
the tissue regions at the threshold of 55 (left) and 60 (right). 
  
Figure 38. Segmented Image Using the GLCM Energy De scriptor at Thresholds of 55 (left) and 60 
(right). 
The receiver operating characteristic curve (ROC) analysis in Figure 39 demonstrates the 
sensitivity and specificity performance of the RNN in all the operating conditions. The ROC 
curves are obtained by continuously varying the two separation thresholds [38]. The area under 
the ROC curve (AUC) [39], in Figure 39, summarizes the accuracy of the test, taking into 
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account both sensitivity and specificity, as well as the full range of possible operation conditions. 
















=  ,                             Equation 17 
where tp denotes the true positives (the malignant blocks identified by the radiologist that are 
correctly detected), fn denotes the false negatives (the malignant blocks that are undetected), fp 
denotes the false positives (the benign blocks that are wrongly detected as malignant), and tn 
denotes the true negatives (the benign blocks that are correctly classified as such).  
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Figure 39. ROC of the GLCM Features Evaluated with 24 TRUS Images. 
 The area under the curve (AUC) for each GLCM are Aener=0.66, Ainer=0.62, Aent=0.48, and 
Ah=0.70. This indicates that amongst these GLCM features, energy and homogeneity are the 
best at distinguishing between the malignant tissue and benign tissue in TRUS images. 
6.6.2 Applying RNN to TRUS 
Six TRUS images that consist of 7,603 5×5 samples were used to train the RNNs with the 
procedure described in Section 6.3. The segmentation performance of the proposed algorithm 
was evaluated with five TRUS images that are distinct from the training images. From these 
images, a total of 6,423 5×5 samples were evaluated and classified. The resulting segmented 
images are compared to the desired segmentation in Figure 40. 
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Figure 40. Result of the Segmentation with the RNN Approach (b) Compared to Desired Result (a). 
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The ROC for the RNN is displayed in Figure 41. The areas under curve (AUC) for the RNN is 
ARNN=0.78. 
 
Figure 41. ROC of the RNN Approach. 
6.6.3 Adapting the Generalized Wavelet-based Textur e Extraction Filter for the Ultrasonic 
Prostate Cancer Detection Problem 
A. Local Feature Filter 
 In order to construct a local feature filter that maximally linearly separates the malignant and 
benign regions, we must identify textural characteristics that distinguish the two regions.  
 The visual appearance of different grades of prostate cancer tissues through the microscope 
is described in Chapter 3. Although it is doubtful that glandular level details could be captured 
by a 7MHz transducer, due to its limited resolution, it is likely that part of this textural pattern is 
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reflected in the fine resolution speckles in the TRUS image due to the differing parenchyma of 
the malignant and benign tissues.  
 Passing the input image in Figure 33 (left) through the wavelet decomposition filter, we obtain 
the detail differences on the four finest resolution scales, which are displayed in Figure 42. 
 
Figure 42. Wavelet Decomposition Details at the Fou r Finest Scales. 
 Examining the wavelet decomposition detail difference images at the finest resolutions, 
W1(m,n) and W2(m,n), it could be noted that the texture in the benign regions have a more 
ordered appearance characterized by uniform horizontal lines. The textures in the malignant 
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description of tumour, with the benign regions consisting of uniform glands and malignant 
regions where the uniform structures are destroyed.     
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Figure 43. Wavelet Decomposition Level 1 Detail Dif ference Distribution in the Malignant and 
Benign Regions. 
From Figure 43, it could be noted that at the finest wavelet decomposition level, the detail 
difference values in the malignant region are distributed in a more narrow range around zero as 
compared to the detail difference values in the benign region. This implies that it is possible to 
choose a threshold a as a tool to separate the malignant and benign regions, since the 
distribution shows that for detail difference values below a, the associated pixel is much more 
likely to be benign than malignant. It is found that by shifting W1(m,n) up by the value a, we can 
visually enhance the details in malignant and benign regions. This is because in the original 
a 
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W1(m,n), values above 0 appear as bright image elements while those below appear as dark 
ones. As we shift W1(m,n) up by the value a, due to the more narrow distribution of the 
malignant region difference values, we effectively increase the perceived brightness in the 
malignant region compared to the benign region. This is shown in Figure 44 where a is set to 
3.5. 
 
Figure 44. Enhanced Wavelet Decomposition Level 1 D etail Differences. 
We also noted in Figure 42 and Figure 44 that in the fine scale wavelet decomposition detail 
that the benign region is characterized by uniform horizontal lines. We can also attempt to 
capture this characteristic by counting the amount of horizontally connected image elements 
with values below the threshold a in a local neighbourhood, which constitutes the local feature 
value for the centre image element of that local neighbourhood. We can define the degree of 
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connectivity by a parameter b, such that if b is set to 3 and there are three horizontally 
connected pixels below the threshold a in the local neighbourhood, the local feature counter 
would increase by one.      
To find the optimal values of a and b to separate the malignant and benign distributions in the 
local feature domain, we first define the neighbourhood within which to count the local feature 
values to be 24×24 image elements. Then, to find the optimal value for the threshold a, we set b 
to a constant of 2, and plotted the distributions of the local feature values in the malignant and 
benign regions with a=10, a=5, a=3.5, and a=2. The histogram of local feature value 












































































Figure 45. Local Feature Value Distributions with t he Threshold a Set to 10, 5, 3.5 and 2 
Respectively. 
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 From Figure 45, we note that the threshold yielding the highest linear separation for the local 
feature values in the malignant and benign regions is a=3.5. At this threshold, the modes of the 
malignant and benign distributions are separated by a feature value distance of 25, which 
approximately covers half of the malignant distribution range.  
 Likewise, we can find the optimal characterizing degree of connectivity value b, by plotting the 
feature value distributions when b is varied. In Figure 46, the feature value distributions are 













































































Figure 46. Local Feature Distributions with Varying  Characteristic Degree of Connectivity Measure 
b. 
From Figure 46, we notice that b=2 and b=5 yields good linear separation of the local feature 
distributions. For b=2, the modes of the distributions are separated by feature value distance of 
25, which is approximately half of the range of the malignant distribution. For b=5, the modes of 
                                                                                                                                                75 
 
the distributions are separated by a distance of 16, which almost covers the entire range of the 
malignant distribution. Therefore, a characteristic degree of connectivity value of 5 is selected 
for the subsequent analysis. 
 
B. Identifying Malignant and Benign Regions with Proposed Texture Feature Extraction Filter 
 With the local feature distributions characterized by the parameters a and b, which should be 
universal for all TRUS images obtained at the same frequencies (ie. same spatial resolution), 
TRUS images suspected to have malignant tumour could be evaluated with the following steps. 
1. Feed the outlined prostate image into the proposed filter, which transforms the input 
image in the intensity domain to the wavelet domain and then the local feature domain. 
At the output of the filter, the local feature values are calculated for each discrete image 
element. 
2. Apply the local feature values as input to a classifier to classify the image elements. 
 The classifier used in step two could be a complex classifier such as a neural network or 
fuzzy inference system. However, to demonstrate the effectiveness of the textural feature 
extracted using the proposed algorithm, the simplest classifier, thresholding, will be used for the 
subsequent analysis. 
 Figure 47 demonstrates the classification result by setting the local feature value threshold to 
8 (dark grey) and 25 (light grey) for the training image (white represents benign region). 
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Figure 47. Classification Result with Local Feature  Value Thresholds of 8 and 25. 
The effectiveness of the textural feature extracted is examined by applying the proposed 
approach to 23 TRUS images distinct from the training image used to characterize the local 
textural feature distributions. Thresholding is used as the classification method. In Figure 48 to 
Figure 55, the original TRUS image, desired classification, enhanced level 1 detail difference 
image, and resulting classification of 8 of the evaluation images are displayed. For the resulting 
classification image, feature value thresholds of 8 and 25 are used. 





Figure 48. Results for Evaluation Image A. Original  Image (Top-Left), Desired Segmentation (Top-
Right), Enhanced Level 1 Detail Difference (Bottom- Left), and the Result of Applying Thresholding 
to the Extracted Textural Feature (Bottom-Right).  





Figure 49. Results for Evaluation Image B. Original  Image (Top-Left), Desired Segmentation (Top-
Right), Enhanced Level 1 Detail Difference (Bottom- Left), and the Result of Applying Thresholding 
to the Extracted Textural Feature (Bottom-Right). 
 
 





Figure 50. Results for Evaluation Image C. Original  Image (Top-Left), Desired Segmentation (Top-
Right), Enhanced Level 1 Detail Difference (Bottom- Left), and the Result of Applying Thresholding 
to the Extracted Textural Feature (Bottom-Right). 





Figure 51. Results for Evaluation Image D. Original  Image (Top-Left), Desired Segmentation (Top-
Right), Enhanced Level 1 Detail Difference (Bottom- Left), and the Result of Applying Thresholding 
to the Extracted Textural Feature (Bottom-Right). 





Figure 52. Results for Evaluation Image E. Original  Image (Top-Left), Desired Segmentation (Top-
Right), Enhanced Level 1 Detail Difference (Bottom- Left), and the Result of Applying Thresholding 
to the Extracted Textural Feature (Bottom-Right). 





Figure 53. Results for Evaluation Image F. Original  Image (Top-Left), Desired Segmentation (Top-
Right), Enhanced Level 1 Detail Difference (Bottom- Left), and the Result of Applying Thresholding 
to the Extracted Textural Feature (Bottom-Right). 





Figure 54. Results for Evaluation Image G. Original  Image (Top-Left), Desired Segmentation (Top-
Right), Enhanced Level 1 Detail Difference (Bottom- Left), and the Result of Applying Thresholding 
to the Extracted Textural Feature (Bottom-Right). 





Figure 55. Results for Evaluation Image H. Original  Image (Top-Left), Desired Segmentation (Top-
Right), Enhanced Level 1 Detail Difference (Bottom- Left), and the Result of Applying Thresholding 
to the Extracted Textural Feature (Bottom-Right).  
 The proposed textural feature could effectively identify most of the malignant regions in the 
evaluation images. Most of the segmentation results are already apparent in the enhanced level 
1 detail difference image. In fact, the enhanced detail image contains much more information 
than the feature value image, and it could be effective as a decision support tool for radiologists 
for manual region segmentation. The value of the extracted textural features lies in their ability 
to be used as input to complex classifiers for robust automated malignant and benign region 
identification.   
The receiver operating characteristic curve (ROC) analysis in Figure 56 compares the 
sensitivity and specificity performance of the extracted textural feature taking into account all 23 
evaluation images. The ROC curves are obtained by continuously varying the feature value 
threshold. The areas under curve (AUC) when applying linear thresholding to the extracted 
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textural feature is Az=0.72. The AUC quantifies the linear separability of the malignant and 
benign distributions in the extracted textural feature. Thus, the AUC is a measure of the 
effectiveness of the feature if it is used as input to a complex classifier.  
 
Figure 56. ROC Analysis for Extracted Textural Feat ure.  
6.6.4 Comparing the Performance of the Three Approa ches on Extracting Texture 
Features From TRUS 
The areas under the ROC curve for the various approaches examined in this chapter are 
listed in Table 3. From the data cited, the RNN approach provides the highest AUC. However, 
the wavelet-based filter provides a better tool to visualize the textural properties within the 
TRUS image as demonstrated in Figure 44. Furthermore, with further optimization, the wavelet-
based filter should achieve improved separation of the malignant region and the benign region. 
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Table 3. AUC Comparison Between the Different Appro aches. 
 Area Under ROC Curve (AUC) 
GLCM (Energy) 0.66 
GLCM (Inertia) 0.62 
GLCM (Entropy) 0.48 
GLCM (Homogeneity) 0.70 
RNN 0.78 
Wavelet-based Filter 0.72 
 
6.7 Chapter Summary 
 In this chapter, the topic of texture feature extraction in the context of ultrasound prostate 
cancer images is explored. The notions of local texture feature and texture feature extraction 
are defined. Then, three approaches to extract the local texture features are examined in detail. 
These include the co-occurrence matrix approach, the RNN approach and the wavelet-based 
texture feature extraction filter. In the next chapter, the topic of spatial feature extraction and 
how the extracted texture feature and the spatial feature could be synthesized to produce a 
more accurate automated diagnostic result is examined.    
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Chapter 7 
Spatial Feature Extraction and Fuzzy Inferencing to  Combine the 
Features 
7.1 Introduction 
 Spatial features are identified in Chapter 4 to be useful in determining malignancy in 
ultrasound images of the prostate. In this chapter, a novel approach to extract statistical spatial 
features is examined. We also look at how the information from the textural feature and the 
spatial feature could be fused to provide a binary classification decision with fuzzy inferencing. 
7.2 Converting Texture Feature Space to Fuzzy Members hip Functions 
The fuzzy inference stage defines the relationship between the output of the RNN, the spatial 
distribution of the cancerous tissues in the prostate, and the desired result. To construct the 
fuzzy inference system [40][41], the fuzzy membership function that is associated with each of 
the input variables needs to be found.  
7.2.1 Converting GLCM Features to Fuzzy Membership Functions 
 The extraction of GLCM textural features is explored in Chapter 6. Amongst this class of 
features, the energy feature and the homogeneity feature have shown to provide the best 
separation between the malignant and benign image elements. In this section, the statistical 
distributions of these two features are converted into fuzzy membership functions.  
 A basic definition of fuzzy membership function is at a specific feature value, what is the 
probability that this element belongs to a particular class. For the ‘is malignant’ fuzzy 








=µ                                    Equation 18 
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 where x represents the full range of the GLCM energy feature space, m(x) represents the total 
number of malignant image elements at that feature value and b(x) represents the total number 
of benign image elements at that feature value. 
 The complementary fuzzy membership function, µA2, which denotes ‘is benign from GLCM 
energy feature’, is defined as follows: 
 )(1)( 12 xAxA µµ −=                              Equation 19 
 To ensure the smoothness of the fuzzy membership functions, Equation 18 is evaluated in 20 
ranges of the GLCM energy feature space. The ranges are selected to optimally represent the 
distribution at locations with the highest distribution densities. Similarly, the fuzzy membership 
functions ‘is malignant from GLCM homogeneity feature’ and ‘is benign from GLCM 
homogeneity feature’ could be calculated using Equation 18 and Equation 19. The resulting 
fuzzy membership functions ‘is malign from GLCM energy feature’, and ‘is benign from GLCM 
homogeneity feature’, are displayed in Figure 57. 
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Figure 57. The ‘is Malignant’ Fuzzy Membership Func tion for the GLCM Energy and Homogeneity 
Features. 
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7.2.2 Converting RNN Output to Fuzzy Membership Fun ctions 
A lower error output from one RNN compared to the other indicates that the input block is 
more likely to belong to the region that the first RNN represents. Therefore, the difference 
between the outputs of the RNNs can be used as an indicator to classify the input block. The 
RNN output difference from the training sample ranges from -0.6 to 0.2. The desired result, with 
respect to the difference between the RNN output values is plotted in Figure 58. 
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Figure 58. (a) Desired Output with Respect to the D istribution of RNN Output Difference (On y-
axis, 1 Signifies Malignant and 0 Signifies Benign) , (b) Degree of Membership Distribution Slotted 
into Uneven Sized Bins, and (c) Rescaled Degree of Membership Distribution. 
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To construct the membership function, this difference is slotted in 20 uneven sized bins (along 
the RNN output difference axis in Figure 58a). The bin size is chosen to be proportional to the 
density of the distribution of RNN output differences. This expresses the rapid variation in the 
degree of membership around the RNN output difference of zero, where the distribution density 
is the highest. The degree of membership is obtained by dividing the number of malignant 
samples by the number of total samples in that bin, as defined in Equation 18, and is illustrated 
in Figure 58(b). The rescaled degree of membership distribution is constructed by converting 
the x-axis from the uneven sized bins back to the original RNN output difference scale. This 
distribution is reflected in Figure 58(c) with the x-axis representing the RNN output differences 
and the y-axis representing the proportion of the malignant blocks to the total blocks in each 
RNN output difference segment. This is used as the membership function µA1, which denotes 
“is malignant from the RNN indicator”. Its complement is used as the membership function µA2, 
which denotes “is benign from RNN indicator”.  
7.2.3 Converting Texture Feature From the Wavelet-b ased Filter to Fuzzy Membership 
Functions 
The fuzzy membership functions ‘is malignant from Wavelet-based filter’ and ‘is benign from 
Wavelet-based filter’ are constructed using similar approach as described above. The resulting 
‘is malignant’ fuzzy membership function is displayed in Figure 59. 
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Figure 59. Fuzzy Membership Function ‘Is Malignant From the Wavelet-based Filter’. 
7.3  2×1D Membership Function Approach to Capture the Stat istical Spatial 
Distribution of Malignancy 
If we use a conventional 2×1D fuzzy membership function to capture the statistical spatial 
distribution of malignancy, the fuzzy inference system, as is described in Chapter 5, consists of 
3 inputs and 3 classical 1D membership functions. The first input and the corresponding 
membership function is associated with the textural feature value (GLCM, RNN, or Wavelet-
based). The second and third inputs and the corresponding membership functions relate to the 
1D statistical distributions of malignancy in the horizontal (l direction) and vertical (m direction) 
directions. Together, these two 1D membership functions give an approximation of the 2D 
statistical distribution of malignancy. 
The relative horizontal and vertical position finders translate absolute pixel position into 
relative position with respect to the center of mass in the horizontal and vertical directions. The 
centre of mass in the horizontal direction is located by summing the l-coordinate of the first pixel 
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of each block and dividing the sum by the total number of blocks. The centre of mass in the 
vertical direction is computed similarly using the m-coordinate (Equation 20). The expression for 























                              Equation 20 
where li and mi represent the l-m coordinates of the first pixel of the image block i and N is the 
total number of blocks within the prostate boundary. 
The relative position in the horizontal and vertical direction are divided into 20 bins, with bins -
10 to 0 representing relative positions from the extreme left or extreme top block to the centre of 
mass and 0 to 10 representing relative positions from the centre of mass to the extreme right or 
extreme bottom block. The spatial distribution of malignant tissues (% malignant tissue blocks 
over the total number of blocks in each of the relative position bins) in both directions is plotted 
in Figure 60.  
The horizontal distribution, or distribution in the l direction (Figure 60a), is used as the 
membership function µB1 (‘is malignant’ from horizontal distribution) and its complement as µB2 
(‘is benign’ from horizontal distribution). The vertical distribution, or distribution in the m direction 
(Figure 60b), is used as the membership function µC1 (‘is malignant’ from vertical distribution) 
and its complement as µC2 (‘is benign’ from vertical distribution). 

















































Figure 60. 1D Membership Functions in the l (a) and m (b) Directions in the Fuzzy Inference 
System Using Purely 1D Fuzzy Membership Functions. 
7.4 Fuzzy Inference System 
The fuzzy inference system architecture with the replaceable textural feature extraction and 
spatial feature extraction blocks is explained in Chapter 5. For example, if RNN is used for 
textural feature extraction and the 2×1D fuzzy membership function approach described in 
Section 7.3 is used to represent the spatial features, then the resulting system is the one 
represented in Figure 61. 
(horizontal) (vertical) 
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Figure 61. The Fuzzy Inference System with the RNN as the Textural Feature Extraction Block and 
2×1D Fuzzy Membership Functions as the Spatial Featur e Extraction Block. 
If the GLCM features or Wavelet-based features are used for textural feature extraction, then 
instead of using 5×5 pixel blocks, individual pixels are used as inputs. 
The input membership functions, µA1, µA2, µB1, µB2, µC1, and µC2, are defined in the previous 
sections. 
The output membership functions are defined as two triangular membership functions. µD1 
represents ‘is benign’, while µD2 represents ‘is malignant’ (Figure 62). 









Output value  
Figure 62. Output Membership Functions µD1 and µD2. 
7.4.1  Fuzzy Inference Rules 
There are a total of 16 possible fuzzy rules. Two rules are selected based on heuristic 
knowledge. They are represented as follows:  
   R1:  If µA1 (‘is malignant’ from textural feature) and µB1 (‘is malignant’ from horizontal 
distribution) and µC1 (‘is malignant’ from vertical distribution)  
Then µD2 (‘is malignant’).     
R2:  If µA2 (‘is benign’ from textural feature) and µB2 (‘is benign’ from horizontal distribution) 
and µC2 (‘is benign’ from vertical distribution) 
Then µD1 (‘is benign’).  
Else 
   Provide warning to user. 
Here, the else action prevents system instability and warns the user of potential unintended 
erroneous results. 
  Using max-min inference, the output is given by Equation 21. 
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7.5 Results of the Fuzzy Inference Systems 
 The fuzzy inference systems using the 2×1D approach to capture the spatial statistical 
distribution of malignancy and the GLCM, RNN, and Wavelet-based approaches to capture the 
textural information are applied to five TRUS images for evaluation purposes. The results are 
correlated with the radiologist determined malignant regions to produce the ROC analysis.  
7.5.1 Fuzzy Inferencing Results Using GLCM Textural  Features 
The ROCs of the FIS result using the GLCM energy and homogeneity textural features are 
displayed in Figure 63. 








































Figure 63. ROC of FIS Result (GLCM Energy and Homog eneity). 
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The AUC for the FIS using the GLCM energy and homogeneity textural features are Az,E=0.87 
and Az,H=0.88 respectively. The outputs of the FIS using the GLCM features are contrasted with 
the desired output in Figure 64. 
 
Figure 64. The Desired Segmentation and the Outputs  of the FIS with GLCM Textural Features.  
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7.5.2 Fuzzy Inferencing Results Using RNN Textural Features 
The ROC of the FIS result using the RNN textural features is displayed in Figure 65. 




















Figure 65. ROC of FIS Result (RNN). 
 The AUC for the FIS using RNN texture features is Az,R=0.87. The outputs of the FIS using the 
GLCM parameters are contrasted with the desired output in Figure 66. 
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Figure 66. The Desired Segmentation and the Outputs  of the FIS with RNN Textural Features.  
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7.5.3 Fuzzy Inferencing Results From Wavelet-based Textural Features 
The ROC of the FIS result using the Wavelet-based textural features is displayed in       
Figure 67. 




















Figure 67. ROC of FIS Result (Wavelet-based). 
 The AUC for the FIS using the Wavelet-based texture features is Az,W=0.89. The outputs of 
the FIS using the Wavelet-based features are contrasted with the desired output in Figure 68. 
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Figure 68. The Desired Segmentation and the Outputs  of the FIS with Wavelet-based Textural 
Features.  
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7.6 Chapter Summary 
This chapter examined the 2×1D membership function approach to extract the statistical 
spatial feature of malignancy. The process of converting feature distributions into fuzzy 
membership functions is also described. We also defined the fuzzy inference rules and applied 
the inferencing to TRUS images in order to achieve classification of malignant and benign 
regions.  The AUC achieved using the various textural feature extraction approaches are listed 
in Table 4.  
Table 4. AUC of the FIS Results Using the Various A pproaches for Textural Feature Extraction and 
the 2 ×1D membership function approach for spatial feature  extraction. 
Textural Feature Extraction Approach AUC 
GLCM Energy 0.87 




From Table 4, it is noted that the Wavelet-based approach to extract the textural feature results 
in the best FIS result.  
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Chapter 8 
Multi-dimensional Membership Function for Capturing  the 3D 
Statistical Spatial Distribution of Malignancy 
8.1 Introduction 
In this chapter, we introduced the notion of multi-dimensional fuzzy membership functions, 
with which multiple input values correspond to a single fuzzy membership value. We applied the 
multi-dimensional fuzzy membership function approach to capture the 3D statistical spatial 
distribution of malignancy in order to improve malignancy localization in trans-rectal ultrasound 
(TRUS) images for prostate cancer diagnostics. The multi-dimensional membership function 
approach is found to more closely approximate the true 3D statistical spatial distribution of 
malignancy compared to the classical 1D approach and it is found to provide higher sensitivity in 
detecting malignant regions in automated diagnostic analysis.  
8.2 Prostate in 3D 
In Chapter 7, the spatial feature is captured by 2 conventional 1D fuzzy membership 
functions, which represents the horizontal and vertical statistical distributions of malignancy in a 
2D TRUS image. The two features were used as input into a fuzzy inference system (FIS), 
which provided the binary classification.  
However, since the prostate organ is three dimensional, a 2D approach to capture the 
statistical distribution of malignancy is not entirely accurate. A set of 2D TRUS images are 
normally acquired by sweeping the ultrasound transducer along the oblique coronal direction 
from base to apex of the prostate. The growth of malignant tumour within the prostate is not 
uniform in the direction the series of 2D ultrasound images are acquired (from base to apex – 
Fig. 3.1), therefore, the statistical distribution of malignancy in different 2D TRUS slices differ.  
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In [42], Chen et al. studied the 3D nature of the statistical distribution of malignancy. The 
statistical distribution of the malignancy in the oblique coronal direction from the Chen study is 
presented in Figure 69, which demonstrates that the malignancy distributions from the base 
region to the apex region differ considerably.  
 
 
Figure 69. Statistical Distribution of Malignancy A long the Oblique Coronal Direction [42].  
This chapter of the thesis aims to apply the fuzzy approach and used novel multi-dimensional 
fuzzy membership functions to capture the 3D statistical distribution of malignancy in prostates 
in order to provide more accurate diagnosis of cancer.  In Section 8.2, three approaches to 
represent the 3D nature of the malignancy distribution are presented. The first approach is the 
n×2×1D fuzzy membership function approach. This approach uses traditional one dimensional 
fuzzy membership functions. However, it does not accurately represent the 3D distribution of the 
malignancy. To more accurately capture the 3D spatial distribution of the malignancy, the multi-
dimensional fuzzy membership function is proposed in the second approach: the direct 3D fuzzy 
membership function approach. To improve the computational efficiency using the 3D fuzzy 
membership function, a reduced version of the 3D fuzzy membership function is introduced. In 
Section 8.3, results of the proposed approaches are presented and the major issues with the 
proposed approaches are discussed. The major findings of this chapter are concluded in 
Section 8.4. 
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8.3 Capturing the 3D Statistical Distribution of Ma lignancy 
 The original 2×1D membership function approach to capture the statistical spatial distribution 
of malignancy is explored in Chapter 7. In this section, we developed several approaches to 
capture the 3D nature of the malignancy distribution more accurately, namely, the n×2×1D 
membership function approach, the direct 3D membership function approach, and the reduced 
3D membership function approach. To demonstrate the results of the fuzzy inference system 
with the multi-dimensional membership function approaches, the RNN approach is applied to 
extract the textural features.  
8.3.1 The n×2×1D Membership Function Approach 
 In the n×2×1D membership function approach, we are now considering the 3rd dimension or 
the n dimension, which represents a distorted version of the oblique coronal direction in the 3D 
prostate (distorted due to the fanned natured of TRUS image acquisition). Due to the limited 
number of samples that we have in this direction, which corresponds to the number of 2D TRUS 
images taken from base to apex, we will divide this dimension into only 3 discrete ranges 
(hence termed n direction). Applying medical terms, we can call these 3 ranges base, mid, and 
apex. We can divide the ranges by placing approximately 1/3 of the 2D image slices in each 
region. Once we have the 2D image slices divided into the 3 ranges, we can then obtain 1D 
membership functions similar to those in Figure 60 for each of the oblique coronal ranges. For 
the work in this chapter, we used 28 TRUS images from distinct TRUS sets, including 13 
images of the base section, 9 of the mid section and 6 of the apex section. Six of the 13 images 
in the base section was used for construction of the base membership functions (Figure 70), 4 
of the 9 in the mid section was used to construct the mid membership functions (Figure 71), and 
3 of the 6 in the apex section was used for the apex membership functions (Figure 72). 












































Figure 70. 1D Fuzzy Membership Functions in the Hor izontal ( l) (a) and Vertical ( m) (b) Directions 












































Figure 71. 1D Fuzzy Membership Functions in the Horizontal (l) (a) and Vertical (m) (b) Directions 










































Figure 72. 1D Fuzzy Membership Functions in the Hor izontal ( l) (a) and Vertical ( m) (b) Directions 
with n=3 (Apex). 
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 When evaluating images, if we know which oblique coronal range the input image belongs to 
(the n-position), we can adaptively switch the n sets of 2×1D membership functions in the l and 







































Figure 73. Fuzzy Inference System with Adaptive Mem ber Function for Variables 2 and 3.  
In the n×2×1D membership function approach, the fuzzy rules applied in the inference step 
are similar to that of the original approach. The difference is the n sets of 2×1D statistical 
membership functions and fuzzy relation matrices will be adaptively altered when applying the 
max-min inference depending on the n-position of the input image.  The output for the n×2×1D 
membership function approach is given by the following equation: 
Adaptive control n-position 
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where µA1(v) and µA2(v) represents the 1D RNN output difference membership functions, 
µB1,n(l) and µB2,n(l) represents the n-position l-direction 1D spatial distribution membership 
functions, µC1,n(m) and µC2,n(m) represents the n-position m-direction 1D spatial distribution 
membership functions, and µD1(z) and µD2(z) represents the output membership functions in 
Figure 62. 
8.3.2 Capturing 3D Distribution: Direct 3D Membersh ip Function Approach 
In the direct 3D membership function approach, the probability of malignancy will be 
measured at the l×m×n (=20×20×3) discrete voxels in the 3D prostate. The measurement at 
each voxel will be converted to a discrete membership value. The set of l×m×n membership 
values will form the single 3D type I membership function. With discrete 3D type I membership 
functions, 3 inputs (the voxel location represented by l, m, and n values) relates to a single 
membership value. The 3D membership function ‘is malign from 3D statistical 
distribution’, ),,(3,1 kjiDB nmlµ , is displayed by 3 images representing the 2D membership 
function subsets )1,,(3,1 jiDB mlµ , )2,,(3,1 jiDB mlµ , and )3,,(3,1 jiDB mlµ  (Figure 74). The bright 
regions represent high degree of membership.  
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Figure 74. 2D Membership Function Subsets of the 3D  Membership Function ‘is Malign from 
Statistical Distribution’. 
From Figure 74, we can see that the statistical distribution of malignancy extracted from 
sampling the discrete 3D voxels in the training images correspond well to the distribution 
collected by Chen in [42] (Figure 69). In the base section, the malignancy is concentrated at the 
two lower corners of the prostate. In the mid section, the malignancy is apparent in both the two 
low corners in the peripheral zone and parts of the transition zone in the top half of the slice. 
While in the apex section, malignancy is distributed in most of the peripheral zone across the 
entire l-direction range.  
The reason for introducing the 3D membership function (MF) is to capture the 3D distribution 
of the malignancy more accurately. The following example shows how a single multi-
dimensional membership function could capture the multi-dimensional data better than multiple 







n=2 (mid) n=3 (apex)
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0 beside the discrete point represent the distribution at that point) and the two classical 1D 
membership functions constructed from this distribution. 
Figure 75(b) shows the result after applying product form of fuzzy relations. Compared to the 
original distribution, the representation of the distribution at each point on the 2D map by the two 
classical 1D MFs is severely distorted compared to the original distribution in (a). On the other 

































Figure 75. Classical 1D Membership Functions Distor ts Multi-dimensional Spatial Distributions.  
 
a) extracting  1D 
classical MFs from 2D 
distribution 
b) 2D distribution 
representation by 1D 
classical MFs.  
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The fuzzy inference system for the direct 3D membership function approach is displayed in 
Figure 76. The second stage FIS takes in 4 inputs (RNN output difference + spatial information 
in l, m, n directions). The FIS has two membership functions at the front-end, one 1D type I MF 
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Figure 76. Neural-fuzzy System with 3D MF for Captu ring Spatial Information.  
To use the 3D membership function in the fuzzy inference system, we need to introduce 
composition rules for the 3D membership function. If we look at the 3D membership function as 
a multi-time folded version of the 1D membership function, then in theory, we could apply 
classical composition rules, with the only major difference being the number of input variables (3 
per membership function instead of 1) and the size of the discrete membership function matrix 
(much larger than the 1D case, leading to greater computation requirements). The output for 
the direct 3D membership function approach is given by the following equation: 
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where µA1(v) and µA2(v) represents the 1D RNN output difference membership functions, 
µB1,3D(l,m,n) and µB2,3D(l,m,n) represents the 3D spatial distribution membership functions, 
µC1(z) and µC2(z) represents the output membership functions in Figure 62. 
8.3.3 Capturing 3D Distribution: Reduced 3D Members hip Function Approach 
The direct 3D membership function is very computationally expensive. Although the fuzzy 
relation matrix involving the 3D membership function could be calculated in, we would still need 
to apply the fuzzy inferencing with the input values to this huge matrix during the evaluation 
step. Therefore, proposed solution 3 involves decomposing the 3D membership function in 
solution 2 to manageable 1D classical membership functions (“reduced 3D” approach).  
 A single N-dimension type I membership function could be collapsed to a (N-1)-dimension II 
membership function by fuzzifying the Nth dimension. By doing this, we retain range of 
membership values in the Nth dimension, but we lose the exact value relating the each discrete 
location in that dimension. We can also decompose a discrete N-dimension type I membership 
function into multiple (N-1)-dimension type I membership functions, or even more (N-2)-
dimension type I membership functions without any lose of information. 
 For example, 1x(mxlxn 3D type I MF) = Nx(lxm 2D type I MF) = NxL(m 1D type I MF) = NxM(l 
1D type I MF). All four of these representations of the spatial distribution carry the exact same 
information. In the first instance, this data is carried within a single 3D type I MF, in the second 
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case, in N number of 2D type I MFs of size lxm, and in cases three and four, in NxL or NxM 
number of 1D type I MFs of size m or l respectively.  
 To construct the neuro-fuzzy segmentation system with this approach, we would first 
decompose the 3D type I MF found previously into either NxM l-sized 1D type I MF or NxL m-
sized 1D type I MF. In this work, the latter approach was selected and 60 sets of 1D 
membership functions, µB1,n,l(m) and µB2,n,l(m), were constructed. The membership function ‘is 





















Figure 77. Decomposed 1D Membership Function Repres enting the Statistical Distribution of 
Malignancy at n=1 and l=7. 
For this approach, in the fuzzy inference system, we would adaptively switch the N×L sets of 
1D MFs based on the n and l positions (Figure 78). 
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Figure 78. “Reduced 3D” Implementation of the Fuzzy  Inference System. 
 The output given by the reduced 3D membership function approach is very similar to that of 
the direct 3D approach. However, computational time is significantly shortened in the reduced 
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where µA1(v) and µA2(v) represents the 1D RNN output difference membership functions, 
µB1,n,l(m) and µB2,n,l(m,) represents the 1D spatial distribution membership functions at spatial 
location n and l, µC1(z) and µC2(z) represents the output membership functions in Figure 62. 
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8.4 Results of the n×2×1D, Direct 3D, and Reduced 3D Approaches to Capture  the 
3D Distribution of Malignancy 
 In this section, the results of the n×2×1D, direct 3D, and reduced 3D approaches to capture 
the statistical spatial distribution of malignancy are compared in terms of ability to predict cancer 
location, computational time, and memory requirements. Some possible future improvements on 
the proposed method are discussed. 
 Shown in Figure 79, Figure 80 and Figure 81 are the desired segmentation results, results of 
the n×2×1D approach, results of the direct 3D approach, and results of the reduced 3D 
approach of 3 evaluation TRUS images belonging to the base, mid, and apex regions. 
 
 
Figure 79. Evaluation Results of Base TRUS Image. a ) Desired Segmentation (Top-Left). b) Result 
of n×2×1D Approach (Top-Right). c) Result of Direct 3D App roach (Bottom-Left) d) Result of 
Reduced 3D Approach (Bottom-Right). 
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For the base TRUS image in Figure 79, with the n×2×1D MF approach, we are able to identify 
one of the 3 malignant regions. The direct and reduced 3D approaches are much more sensitive 
and were able to identify all malignant regions.  
 
 
Figure 80. Evaluation Results of Mid TRUS Image. a)  Desired Segmentation (Top-Left). b) Result of 
n×2×1D Approach (Top-Right). c) Result of Direct 3D App roach (Bottom-Left) d) Result of Reduced 
3D Approach (Bottom-Right). 
For TRUS image in Figure 80, the malignant regions are identified by all three approaches. 
However, the n×2×1D MF approach provided the smoothest and most accurate segmentation. 




Figure 81. Evaluation Results of Apex TRUS Image. a ) Desired Segmentation (Top-Left). b) Result 
of n×2×1D Approach (Top-Right). c) Result of Direct 3D App roach (Bottom-Left) d) Result of 
Reduced 3D Approach (Bottom-Right). 
From classification examples in Figure 79, Figure 80 and Figure 81, the sensitivity (ability to 
detect malignancy regions) of the 3D approaches (both direct and reduced) appears to be 
superior to that of the n×2×1D approach as the former successfully identified all malignant 
regions in the TRUS images evaluated. This result was expected as the 3D MF approaches 
more accurately describes the 3D nature of the malignancy distribution within the prostate. 
However, the resulting segmentation using the 3D approaches are not as smooth as those 
provided by the n×2×1D approach. This could be attributed to the fact that an insufficient 
number of training images were used to form a smooth 3D statistical map of the malignancy.     
The runtime and memory requirements of the three approaches are listed in Table 5. 
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Table 5. Runtime and Memory Requirement for n×2×1D MF, Direct 3D MF, and Reduced 3D MF 
Approaches to Capture the 3D Statistical Spatial Di stribution of Malignancy. 
Approaches Runtime (seconds) Memory 
n×2×1D MF 335.5 4134k 
Direct 3D MF 4684.8 4138k 
Reduced 3D MF 145.2 4212k 
 
 The algorithms are written in MATLAB script and are run on a P4-2.6GHz machine. The 
runtime is calculated as the time required to successfully classify 682 input samples with the 
respective approaches. Using the reduced 3D MF approach, the runtime was dramatically 
improved over the direct 3D MF approach. The memory requirement for the n×2×1D MF 
approach consists of six 1k data files to store the six spatial membership functions and six 688k 
pre-calculated fuzzy relation matrices. The direct 3D MF approach requires three 4k data file to 
store the membership function values and two 2,063k pre-calculated fuzzy relation matrices. 
The reduced 3D MF approach stores the membership functions in three 4k data files and 
requires one-hundred-twenty 35k files to store the pre-calculated fuzzy relation matrices. The 
total storage required for the three approaches are relatively the same.  
In future works, we would like to use more data to construct more comprehensive 3D spatial 
distributions of the malignancy. If there are sufficient training data, we can also improve the 
spatial distribution accuracy in the oblique coronal direction by dividing the slices into more bins 
in the n-direction.  
If knowledge on either the image number or total number of images of the set is not available, 
the exact oblique coronal position of the image could not be determined (n-position). In future 
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work, we would also like to explore type II fuzzy membership functions as a solution to this 
problem.  
With the n×2×1D approach, for images without the oblique coronal direction label, we can 
apply a set of 1D type II membership functions in the l and m directions that are constructed by 
combining the three (oblique coronal) sets of type I membership functions. 
For the direct 3D membership function case, we could collapse the 3D type I membership 
function into a 2D type II membership function, which is fuzzy with respect to the oblique coronal 
direction. The 2D type II membership function would have variable membership values at each 
of the l×m discrete membership locations. The variable membership values would be bounded 
by the maximum and minimum values at the l×m locations along the n-direction in the 3D type I 
membership function. The neural-fuzzy system with the 2D type II membership function is 
depicted in Figure 82. 
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Figure 82. Neuro-fuzzy System with 2D Type II MF fo r Capturing Spatial Information. 
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 For the reduced 3D approach, if n-position information is not available, we could modify MF2 
in Figure 78 into 1D type II MFs. 
8.5 Chapter Summary 
 In this chapter, we introduced 3 approaches to capture the 3D statistical spatial distribution of 
malignancy in TRUS images of the prostate for more accurate identification of the malignant 
region in prostate cancer diagnostics. The first approach to capture the 3D distribution is by 
using n sets of 2×1D classical fuzzy membership functions, with each 2×1D set representing the 
horizontal and vertical statistical distributions of malignancy in the nth oblique coronal range. For 
a more accurate representation of the 3D statistical spatial distribution, we introduced the direct 
3D membership function approach, in which the spatial distribution membership function is 
formed by spatially sampling the probability of malignancy in 3 quasi-perpendicular directions. 
The direct 3D MF approach captures the 3D distribution more accurately, but is very 
computationally inefficient. The reduced 3D MF approach stores the same amount of 
information as stored 3D MF, but applies fuzzy inferencing in a more computationally efficient 
manner to reduce computational complexity of the algorithm.  
 123 
Chapter 9 
Discussion and Future Work 
 Automated prostate cancer localization in TRUS images involves identifying the distinguishing 
feature classes, constructing and selecting the optimally distinguishing features, and designing 
a classifier to combine the features to provide a segmentation result.  
The intensity feature is the one most often used by radiologists to identify malignant tumour. 
However, it is deemed suboptimal for computerized medical image analysis as the associated 
sensitivity and specificity from manual analysis using the intensity feature are low. A less 
visually perceptible feature, texture, is the main feature focused on to provide tissue 
segmentation in this thesis. This emphasis is partially due to experimentation and partially to the 
success of recent papers by Scheipers et al. whose approach concentrates on the texture 
features produced by the GLCM. My work examines the performance GLCM texture features 
alone with that of the RNN texture features. In order to improve on currently available texture 
feature extraction approaches, a novel texture feature extraction approach, based on the 
wavelet transform, is implemented. The main goal of the novel texture feature extraction method 
is to linearly separate, as much as possible, the distributions of the malignant and benign 
feature values in the feature space.    
It is highly likely that the linear separability of the proposed wavelet-based textural feature 
could be improved. In Figure 50 and Figure 55 for example, the enhanced level 1 decomposition 
detail difference images show noticeable differences in the line structures in the malignant and 
benign regions. However, this distinction was not perfectly captured by the proposed local 
feature filter. It might be possible to obtain a better result by measuring the co-occurrence of 
certain values in the local region rather than counting the occurrence of b-connected values 
below the threshold a. This potential improvement will be explored in future works.   
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One advantage of the proposed approach to extract textural features is the removal of the 
effects of intensity inhomogeniety on the texture characterization process. If intensity 
inhomogeniety is present, both the GLCM and RNN approaches will treat this as a textural 
characteristic, which could lead to false negative classifications for isoechoic cancer. However, 
with the proposed approach, the extracted textural feature is minimally affected by intensity 
inhomogeniety and correctly classifies most isoechoic malignant regions (Figure 50 and    
Figure 53). 
In this thesis, the spatial feature extraction is examined extensively to complement the texture 
feature. Unlike previous papers, for example those by Scheipers et al. who integrated the spatial 
information by a simple one dimensional feature, the distance between the pixel of interest to a 
fixed point, this thesis explores approaches which could capture the 2D and finally the 3D 
nature of the spatial information in a more comprehensive manner. This is accomplished by 
introducing the concept of multi-dimensional fuzzy membership functions.   
The texture feature and spatial feature are then defused using a fuzzy inference system as a 
classifier. The fuzzy inference system is appropriate for this task because fuzzy membership 
functions has the ability to fully capture the overlapping nature of the distributions of the 
extracted features. An important issue examined in this thesis is how best convert the feature 
distributions into fuzzy membership functions which could be processed by the fuzzy inference 
system. This subject is discussed in Chapter 7.   
In a clinical setting, the separation thresholds should be chosen according to criterions such 
as the mortality, discomfort to the patient, and expense associated with the treatment or non-
treatment of the disease [43]. If the cost of missing a positive case is deemed great, the 
operator should adjust the thresholds to move to the left side of the ROC, where the sensitivity 
is high. 
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The shortcoming of using the statistics of the malignant tissue distribution is that for abnormal 
cases, where the location of the malignancy differs considerably from the normal distribution, 
the sensitivity of the second stage (Second stage refers to the result after integrating the texture 
and spatial features, whereas first stage refers to using only the texture feature for 
classification.) classifications is poor. Therefore, a system that can run two parallel 
segmentation algorithms, one configured for high sensitivity and one for high specificity, may be 
more appropriate in clinical diagnostic situations. 
The fuzzy inference in the proposed system applies two simple rules that are based on 
heuristic knowledge. If there was more knowledge of the causality between the input features 
and the likelihood of malignancy, more rules can be incorporated into the system to improve its 
performance. Furthermore, since the overlap between the output membership functions µD1 and 
µD2 (Figure 62) is less than 50%, it may be beneficial to add a third triangular membership 
function µD3, centred around the output value of 0.5. In cases where the input features present 
conflicting information, the function µD3 can be used to capture this ambiguity.  
Manual malignant tumour localization in TRUS images by a trained radiologist has a relatively 
moderate sensitivity and low specificity compared to that of a sextant prostate biopsy. In this 
work, we have shown that an automated region segmentation system can be designed to 
encapsulate expert knowledge and to provide segmentation results that closely approximate 
those obtained by an experienced radiologist. However, since manual segmentations are used 
to train the RNNs and construct the GLCM, wavelet-based texture feature distributions as well 
as the spatial malignancy distribution, the clinical performance of the automated system is 
upper-bounded by the limited accuracy of the manual segmentation training sets. It is certainly 
possible to improve the clinical performance of the system by using pathologically verified 
segmentation as training sets. Since this provides much more precise malignant and benign 
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region inputs into the RNN and a more representative texture feature distribution for the GLCM 
and wavelet-based approaches, the local textural properties of these two regions should be 
better encapsulated by the proposed system.  
The local texture variations captured by the texture extraction approaches discussed in this 
work are unlikely to be distinguished by radiologists when they visually segment TRUS images. 
Therefore, if the proposed system is trained with precise pathologically verified segmentation, its 
performance, in terms of sensitivity and specificity, will be superior compared to that of manual 
segmentation. Since TRUS image acquisition is cheaper and less invasive than sextant prostate 
biopsies, the proposed system has the potential to be an important supplementary or alternative 




Segmentation of the malignant and benign regions in TRUS images is difficult due to the 
inherent noise and low resolution in such images. This work identifies the distinguishing images 
features, constructs and selects the features, converts these features into fuzzy membership 
functions and combines the features using a fuzzy inference system. In this work, the design 
and construction of novel optimal features is emphasized. 
In feature identification, the textural and spatial features are selected based on their 
effectiveness in identifying malignant tumour in TRUS, which is noted in existing research. 
Intensity based features are rejected due to their low diagnostic specificity. Three approaches 
are examined to capture the texture feature, including the conventional GLCM approach, the 
RNN approach, and the novel wavelet-based approach. The GLCM features have being applied 
previously for prostate cancer detection in ultrasound images. In this thesis, these features are 
used as a standard with which to measure the incremental performance of novel texture 
features. The RNN was found to be effective at segmenting white matter and gray matter in 
brain MRI. In this thesis, it has been adapted to distinguish between malignant and benign 
tissues in ultrasound images. The wavelet-based approach separates the textures in the image 
into deterministic and non-deterministic components by decomposing the image into subbands 
characterized by scale and orientation. This decomposition allows the removal of noisy texture 
elements that interferes with the diagnostic process. To apply the wavelet-based filter to extract 
the texture features, the malignant and benign tissue textures are first characterized. This 
involves searching for the subband that yields the minimal overlap between the benign and 
malignant distributions. This is the subband that optimally characterizes the differences between 
the textures of interest. Once the characteristic subband has been located, subsequent analysis 
                                                                                                                                                128 
 
focuses solely on the wavelet detail coefficients of this subband. An enhanced version of the 
wavelet detail coefficients in the characteristic subband actually allows the operator to manually 
view the glandular growth patterns that are characteristic of the different grades of tumour 
growth. 
Four approaches are designed to extract the statistical spatial features. In the first approach, 
two conventional one-dimensional fuzzy membership functions are used to represent the 
horizontal and vertical distributions of the malignancy in the TRUS image. In the second 
approach, multiple sets of 2×1D fuzzy membership functions are used to represent the 
malignancy distribution more accurately in the oblique coronal direction. In the third approach, a 
three-dimensional fuzzy membership function is introduced in order to improve the 
representation of the 3D nature of the malignancy distribution. In the fourth approach, 
computational complexity is taken into consideration and a reduced version of the 3D fuzzy 
membership function is introduced to improve the computation time. Multi-dimensional fuzzy 
membership functions provide a more accurate mapping of the malignancy in the 3D prostate 
organ as the malignancy distribution varies considerably from the base to the apex region of the 
prostate along the oblique coronal direction. 
The proposed automated diagnostic system consists of two stages. In the first stage, only the 
local texture features are used for the region classification. The first stage output provides 
results with high sensitivity. In the second stage, the local texture features are combined with 
the spatial features with a fuzzy inference system. The second stage output provides 
significantly improved specificity and overall diagnostic accuracy. 
The proposed automated diagnostic system is evaluated with TRUS images obtained using 
7MHz ultrasound probes. Radiologist’s manual segmentation was used as the gold standard. By 
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combining the texture feature with the spatial feature (represented by 2×1D fuzzy membership 
functions) using the fuzzy inference system, AUCs of 0.87 (GLCM energy), 0.88 (GLCM 
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