Major Production Accidents Interval Forecasting based on Gray Panel  by Jiangping, Zhao et al.
 Procedia Engineering  84 ( 2014 )  108 – 115 
1877-7058 © 2014 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/3.0/).
Peer-review under responsibility of scientific committee of Beijing Institute of Technology
doi: 10.1016/j.proeng.2014.10.416 
ScienceDirect
Available online at www.sciencedirect.com
“2014 ISSST”, 2014 International Symposium on Safety Science and Technology 
Major production accidents interval forecasting based on gray panel 
ZHAO Jiangping*, DING Jiali, LI Fei 
College of Materials and Mineral Resources, Xi'an University of Architecture and Technology, Xi’an 710055, China 
Abstract 
Analysis of the existing accident forecasting methods finds that a large number of methods get deterministic forecasting results. 
In fact, the deterministic prediction results cannot include interference of future time for the system and influence of inner 
mechanism and structural change . While the gray interval forecast can meet this objective requirement. This paper proposes two 
interval predicted methods based on gray panel:the development belt and upper-lower limit line methods, change a deterministic 
value into interval predicted result. The two methods are applied to predict the death toll in serious accidents in a province from 
2003 to 2012 .The case study demonstrates that the upper-lower limit line method is more accurate and suitable for accident 
prediction. It shortens gray panel greatly. Therefore, the method with the significant theoretical meaning and practical value is 
worth popularizing 
© 2014 The Authors. Published by Elsevier Ltd. 
Peer-review under responsibility of scientific committee of Beijing Institute of Technology. 
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1. Introduction 
The evaluation of predicted analysis and the control of preventive decision about the accidents have been a core in 
modern safety management[1]. In the socio-economic transformational period, production security incidents happen 
frequently in China. According to the statistics from National Safety Bureau, compared with the number of various 
accidents and the death toll in 2013 have fallen by 8.2% and 3.5% respectively year-on-year; serious accidents are 
17.8% and 17.2% respectively and more serious accidents are 16.9% and 5.9%. However, the overall situation is 
still grim[2]. Strengthening accident prediction and researching the developing trend have great practical 
significance for prevention of such accidents.  
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Scientific prediction is the basis and guarantee of correct decisions. Improving predicted accuracy is the 
rfinevitable requirements for government safety work management. At present, many scholars attempt to research 
accident prediction, and use more advanced theories and methods to improve predicted accuracy. However, there are 
some problems, such as many random factors, strong nonlinear and limited theoretical base of traditional 
methods[3]. The analysis of predicted methods about existing accidents discovers that numerous methods give the 
deterministic predicted result, namely, just list a group of deterministic accident predicted sequence. In 
consideration of the uncertainty of accidents, if interval predicted result can be given, national safety regulators can 
understand possible fluctuation range of accidents better in the future. 
Gray model, a prediction solving small samples and poor information, has been widely applied in practical 
accident prediction[4]. In this paper ,we want to build predicted model of gray panel based on gray theory, thus it 
makes the result not only a point, but an interval estimating possible range. That is gray panel. This paper analyzes 
and predicts the death toll of serious accidents in a province from 2003 to 2012 by development belt and upper-
lower limit line methods respectively . The result manifests that the method of upper-lower limit line has certain 
superiority greatly narrowing gray panel, namely, improving predicted accuracy. 
2. Predicted model based on gray panel  
2.1. Introduction to gray panel 
GM(1,1) model is built due to gray panel as foundation and differential fitting as core. In the gray module, the 
part between the upper and lower of predicted values is called gray panel. The size of gray panel is decided by 
predicted value in each future time in gray interval, so it expands like a horn from the origin (present time) to future 
time, that is, the more far future time is, the bigger the gray interval of predicted value is. Therefore, improving 
predicted accuracy is to narrow gray panel, and narrowing gray panel should make full use of known information 
including gray information to enhance the whiteness of gray panel. For a system, with the time going, unknown 
random factors will enter and influence the system. GM(1,1) is sequence prediction, for time sequence just includes 
influence of past factors in the system, not includes interference of future time for the system and influence of inner 
mechanism and structural change[5]. Therefore, in the process of accident prediction, these factors should de 
considered. To estimate the possible scope, gray panel is built on gray theory. 
Gray panel is the possible range of the predicted value can reach (see Fig. 1). 
 
 
Fig. 1. Schematic diagram of the gray panel. 
Fig. 1 depicts a panel of the predicted value ( )( )tX 0ˆ  and time t, the upper bound of the predicted values is written 
as ( )maxXˆ , lower bound is ( )minXˆ . If the current time is denoted as N, then ( )maxXˆ and ( )minXˆ can be 
represented in ( ) ( )tXNtf max,ˆ֞-1 and ( ) ( )tXNtf min,ˆ֞-2 respectively as follows.    ^    `2ˆ min, , , ,X t x y y f t N x N    f  
The area under the curve of ( )tX max,ˆ and ( )tX min,ˆ  is the gray panel, written as 
( )( ) ( )( )tXStXSPG min,ˆmax,ˆ=•   
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From the geometric point of view,gray surface is “two-dimensional gray area”. Obviously, a certain number of 
gray ,is the“one-dimensional gray interval”[6]. 
2.2. The construction of gray panel 
Generally speaking, there are three ways to build gray panel, including proportional band, enveloping band and 
development belt. Besides the three ways, there is upper-lower limit line method to build gray panel. 
The definition of upper-lower limit line method: on the time sequence curve of the data and time of the two-
dimensional coordinate plane, the point that the value of the next point is greater than the value of last point is called 
the point in the upper limit; Or vice versa, the point is called the point in lower limit. In mathematic term, it is that 
on the curve depicted by sequence points, the line that is formed by the point that the derivative of the point is 
greater than the zero (the slope of the point is greater than zero) is called upper limit line,or vice versa, the line is 
named lower limit line[8]. 
The curve being gotten from GM(1,1) prediction of upper limit sequence is called ascender line of gray interval; 
the curve from GM(1,1) prediction of lower limit sequence is descender line of gray interval. The square between 
the upper limit line and lower limit line is gray panel.  
This paper first with the traditional development belt method,which is based on the GM(1,1) model, pick out the 
maximum development value of GM(1,1) as the upper bound ,and the minimum value of GM(1,1) as the lower 
bound from the GM(1,1) model of the topological, the neighborhood interval of topology established by GM (1,1) of 
the upper and lower bounds , to make the zone prediction of major security incidents. 
Selecting a reference point from the original series which is based on the GM(1,1) model choosing the data with 
reference points must be equal interval, adjacent and no jump which can constitute n-3 different sub-series 
(neighborhood group)[9]. Practical sense topology is often constituted with the neighboring clusters of the latest two 
data. Therefore, in practice, selecting the number of sub-series for modeling which only need according to the 
volatility of the series.This paper will set up three models to determine the gray panel:first is full data GM(1,1), the 
second is new information GM(1,1), the third is equal dimension and new information GM(1,1). 
2.3. Series of GM(1,1) forecast model 
Establishing full data GM(1,1) ,new information GM(1,1) and equal dimension and new information GM (1,1) 
respectively. 
2.3.1. Full data GM(1,1) model 
The process of GM(1,1) model is represented in the following. 
The original series is 
                  0 0 0 0 01 , 2 , 3 , ,X X X X X n "                                                          (1) 
The original sequence is subjected to the AGO, the following sequence. 
                  1 1 1 1 11 , 2 , 3 , ,X X X X X n "  is obtained. Where 
( )( ) ( )( )ě=
1=
01
t
i
iXtX  t=1, 2, …, n                                                                    (2) 
The least square estimate sequence of the gray difference equation of GM(1, 1) is defined as following. 
( )( ) ( )( ) ukazkX =+ 10                                                                           (3) 
where 
           1 1 10.5 0.5 1 2,3,...,Z k X k X k k n                                                                  (4) 
The whitening equation is as follows. 
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( )( ) ( )( ) utaX
dt
tdX
=+ 1
1
                                                                          (5) 
In the Eq. (3),  , Ta u is a sequence of parameters that can be formed as 
 -1T Tˆ na B B B Y                                                                              (6) 
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According to Eq.(5), the solution of ( )( )tX 1  at time k is 
     
a
ue
a
uXkX ak ¹¸
·
©¨
§   -01 11ˆ                                                            (8) 
To obtain the predicted value of the primitive data at time (k+1), the IAGO (Inverse Accumulated Generating 
Operation)is used to establish the following gray model. 
                 0 1 1 0ˆ ˆ ˆ1 1 1 e 1 ea akbX k X k X k X a § ·      ¨ ¸© ¹                                            (9) 
The accuracy of GM(1,1) model can be tested by the two methods of the size of residual error and posterior 
error .this paper tests by posterior error which is based on the probability distribution of the residual error, belonging 
to the statistical test;Generally, the precision grade of the model is determined by the two indicators of the ratio of 
posterior error c and small error probability P[10] .The combination of different values of P and C are divided into 
four levels in Table 1. 
                           Table 1. Accuracy grade of GM (1,1) model. 
Prediction accuracy grade Small probability of error P The mean variance ratio C 
First level (good) P>0.95 C<0.35 
Second level(qualified) P>0.80 C<0.50 
Third level (reluctant) P>0.70 C<0.65 
Fourth level (unqualified) P≤0.70 C≥0.65 
2.3.2. New information GM(1,1) model 
Any system in the process of development, there will be some random disturbance factors into the system. 
Therefore, we need to put the new data to the original sequence in the process of modeling GM(1,1), then add new 
data into the original sequence to establish GM(1,1) model to predict the next data, successive approximation to 
predict the location by this method, this method is known as new information GM(1,1) model. 
2.3.3. Equal dimension new information GM(1,1) model 
Equal dimension new information model means predicting a recent data, which is added to the known sequence, 
at the same time removing one of the original data to maintain the sequence dimension. Then establishing GM(1,1) 
model with the new sequence to predict this one by one, until that is approached to be the predicted position, this 
modeling approach is called an innovation GM(1,1) model. 
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3. Case study 
3.1. An analysis of death toll in serious accidents in a province 
According to the data about the death toll in serious accidents from 2003 to 2012, the curve that the accidents 
change with time going is made, as shown in Fig. 2. In Fig. 2 death toll in heavy accidents decreases year by year. 
But due to the influence of random factors, there is the obvious fluctuation on accident curve.  
Based on the descriptive analysis, the sequence of death toll in heavy accidents in a province is with falling trend 
and volatility. For such sequence prediction, the given result is suitable by the interval. In gray theory, gray panel 
prediction is just a complete interval predicted theory, and the predicted result is an interval scope. For the interval 
prediction, using such predicted method makes the result more scientific.  
On the basis of the data of death toll in heavy accidents from 2003 to 2012, now we use development belt method 
and upper-lower limit line method to forecast the  heavy accidents of a province respectively, and make a 
comparison with the real values. 
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Fig. 2. Death toll in major safety accidents from 2003 to 2012 in a province. 
3.2. Application of predicted model based on development belt method 
3.2.1. Predicting by full data GM(1, 1) model 
According to Eq. (1) and (2), the original and 1-AGO sequence is as following.    29,36,46,44,51,49,57,54,63,590  X  
( ) ( ),459,48833,377,423,233,282,359,122,176=1X  
We can establish a GM(1,1) model based on the sequence ( )1X , calculated by excel. The result of GM(1,1) is as 
shown in Table 2. 
The time response equation of GM(1,1) with the sequence ( )1X is defined as Eq.(8), the restored values can be 
given by 
( )( ) 83k-0.06585180 67.4683e=1+ˆ kX  
3.2.2. Predicting by neighborhood series models 
The precision of the whole data prediction model is the second level from the results, indicating the predictive 
result of GM(1,1) model is reasonable. Establishing new information GM(1,1) by adding the predictive value 
( )( ) 34.9228=11ˆ 0X in 2013 based on the original sequence. And then remove the most forward data ( )( ) 59=10X  in 
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2002, modeling the equal dimension new information GM(1,1) model. 
Through the establishment of the above three kinds of model to determine the prediction interval value in 2014. 
The original sequence of the three models is as following. 
(1) The original sequence: ( ) ( )29,36,46,44,51,49,57,54,63,59=0X . 
(2) New information sequence: ( ) ( )35,29,36,46,44,51,49,57,54,63,59=01X . 
(3) Equal dimension new information sequence: ( ) ( )35,29,36,46,44,51,49,57,54,63=12X . 
We use Excel to build GM(1,1) model, the time response formulas of GM(1,1) with the three sequences are as 
follows. 
( )( ) 83k-0.06585180 67.4683e=1+ˆ kX  
( )( ) 34k-0.072979801 67.6730e=1+ˆ kX  
( )( ) 52k-0.075614802 62.6868e=1+ˆ kX  
The predicting outcomes in 2014 are shown in Table 3 and the prediction errors are shown in Fig. 3. 
From Table 3 above, we find that the two new information models have higher accuracy than GM(1,1) model. 
The predictive precision is from the second level to the first level. Average magnitude of error is reduced from 
2.9277 to 2.6513. From the  Fig. 2,we come to the conclusion that the accuracy of the model is gradually improved 
with adding the latest information for dynamic forecasting. The prediction results of the three models are as follows: 
( )( ) 6971.32=120X , ( )( ) 7986.30=1201X , 
( )( ) 4296.29=1202X . The forecast interval is (29.4296,32.6971) in 
2014.That is, predicting by development belt method, we can obtain that the death toll of the major accident in a 
province in 2014 approximately between 29–33. 
Table 2. Predicted values of the death toll using the full data GM(1,1) model. 
Year Original values Simulation values Simulation errors 
2003 59 59 0 
2004 63 63.1686 -0.1686 
2005 54 59.1428 -5.1428 
2006 57 55.3736 1.6264 
2007 49 51.8446 -2.8446 
2008 51 48.5405 2.4595 
2009 44 45.4470 -1.447 
2010 46 42.5507 3.4493 
2011 36 39.8389 -3.8389 
2012 29 37.2999 -8.2999 
2013  34.9228  
2014  32.6971  
Note: Posterior error test, residual standard deviation S2=3.6621, original values standard deviation S1=10.4966, C=S2/S1=0.3489;  ^ ` 9.06457.0 1   SekePP ; the accuracy of the model is the second level. 
          Table 3. Comparison of predicted values and the prediction accuracy. 
Different methods Predictive values(people) AME Posterior error test C/P Model precision 
GM(1,1) 32.6971 2.9277 0.3489/0.9 Second level 
 New information GM(1,1) 30.7986 2.6715 0.3320/1 First level 
 Equal dimension new 
 information GM(1,1) 
30.7986 2.6513 0.3278/1 First level 
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Fig.3. The error of GM(1,1) prediction models 
3.3. The predicted application based on upper-lower limit line method  
There is a disadvantage in development belt, that is, it needs to manually confirm some model parameters. The 
value gets by subjective experience can bring big errors and big gray interval, thus exaggerating the impact of the 
influence factors or accidental factors. What’s more, when the data sequence is long, and the topology models are 
many, it is difficult to put into practice. The gray panel based on upper-lower limit line method efficiently 
overcomes the disadvantage. The prediction method needs a few original data, and the statistical variable may not be 
a normal distribution. The method is simple and has high accuracy. 
This paper makes a predicted analysis about the death toll of major safety accidents in a province from 2003 to 
2012 by upper-lower limit line method in the following. 
The original series is ( ) ( )29,36,46,44,51,49,57,54,63,59=0X . 
According to the definition of upper and lower line method,the upper limit line sequence is 
( ) ( )663,56,51,4=0X  
According to Eq.(2) 
( ) ( ),21663,119,170=1X  
According to Eq. (6) and Eq. (7) 
 -1T T 0.0980ˆ 64.9921Na B B B Y § ·  ¨ ¸© ¹  
The time response equation of GM(1,1) with the sequence ( )1X is defined as Eq.(8),the restored values can be 
given by 
( )( ) 52k-0.09796070 61.7980e=1+ˆ kX  
In the same way,the sequence of lower limits is 
( ) ( )4,36,2959,54,49,4=0X  
The restored values can be given by 
( )( ) 96k-0.11503430 65.9093e=1+ˆ kX  
The prediction results of the death numbers of the major accident is shown in Table 4 in 2014.The simulation 
value based on the upper limit line sequence is 31.1292;Similarly,the prediction value based on the the lower limit 
line sequence is 29.4602. So, the forecast interval is (29.4602,31.1292) in 2014. 
3.4. Comparison of predicted results 
Simulation errors and model precision of the development belt method and the upper-lower limit line method are 
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listed in Tables 3 and 4, which shows that the upper-lower limit line method is better than the development belt 
method in simulation errors and model precision. We adopt Origin 8 to draw a set of figure to compare the two 
predicted results of predicted interval from 2011 to 2014,shown as Fig. 4. We come to the conclusion that the upper-
lower limit line method is better than the development belt method due to its gray panel is narrower. 
                                    Table 4. Simulation values based on the lower/upper limits. 
Method Upper limit Lower limit 
Prediction value (2014) 31.1292 29.4602 
Posterior error test C/P 0.0161/1 0.2451/1 
Model precision First level First level 
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Fig. 4. Simulation values’ comparison of upper-lower limit line  and development belt method. 
4. Conclusions 
Through the calculation, it is feasible to use gray interval forecast method to predict accidents. Compared with 
traditional deterministic method, the accuracy has great progress. That is, the result given by gray panel is an 
interval, providing more choices for decisions, and the method has theoretical significance and practical value. 
This paper proposes the gray panel concept and analyzes two gray interval predicted methods(namely, the 
development belt method and the upper-lower limit line method) .We adopt the two methods in the prediction of the  
death toll in serious accidents in a province from 2003 to 2012  respectively .The result shows that the upper-lower 
limit line method is more accurate than the development belt method due to its gray panel is narrower. Future 
research will focus on the application of the upper-lower limit line method to the accident forecast. 
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