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In this paper, we provide some general convergence results for adaptive designs for treatment
comparison, both in the absence and presence of covariates. In particular, we demonstrate the
almost sure convergence of the treatment allocation proportion for a vast class of adaptive pro-
cedures, also including designs that have not been formally investigated but mainly explored
through simulations, such as Atkinson’s optimum biased coin design, Pocock and Simon’s min-
imization method and some of its generalizations. Even if the large majority of the proposals
in the literature rely on continuous allocation rules, our results allow to prove via a unique
mathematical framework the convergence of adaptive allocation methods based on both con-
tinuous and discontinuous randomization functions. Although several examples of earlier works
are included in order to enhance the applicability, our approach provides substantial insight for
future suggestions, especially in the absence of a prefixed target and for designs characterized
by sequences of allocation rules.
Keywords: Biased Coin Designs; CARA Procedures; minimization methods;
Response-Adaptive designs; sequential allocations
1. Introduction
The past five decades have witnessed a sizeable amount of statistical research on adaptive
randomized designs in the context of clinical trials for treatment comparison. These
are sequential procedures where at each step the accrued information is used to make
decisions about the way of randomizing the allocation of the next subject.
Starting from the pioneering work of Efron’s Biased Coin Design (BCD) [12], several
authors have suggested adaptive procedures that, by taking into account at each step only
previous assignments, are aimed at achieving balance between two available treatments
(see, e.g., [4, 38–40, 43]). We shall refer to these as Assignment-Adaptive methods. Since
clinical trials usually involve additional information on the experimental units, expressed
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by a set of important covariates/prognostic factors, Pocock and Simon [28] and other
authors (see, for instance, [1, 6, 9, 41]) proposed Covariate-Adaptive designs. These
methods modify the allocation probabilities at each step according to the assignments
and the characteristics of previous statistical units, as well as those of the present subject,
in order to ensure balance between the treatment groups among covariates for reducing
possible sources of heterogeneity.
Motivated by ethical demands, another different viewpoint is the Response-Adaptive
randomization methods. These are allocation rules introduced with the aim of skewing
the assignments towards the treatment that appears to be superior at each step (see,
e.g., [2]) or, more generally, of converging to a desired target allocation of the treatments
which combines inferential and ethical concerns [5, 42]. The above mentioned framework
has been recently extended in order to incorporate covariates, which has led to the
introduction of the so-called Covariate-Adjusted Response-Adaptive (CARA) procedures,
that is, allocation methods that sequentially modify the treatment assignments on the
basis of earlier responses and allocations, past covariate profiles and the characteristics
of the subject under consideration. See [35, 45] and the cornerstone book by Hu and
Rosenberger [20].
In general, given a desired target it is possible to adopt different procedures converging
to it, such as the Sequential Maximum Likelihood design [26], the Doubly-adaptive BCD
[13, 21] and their extensions with covariates given by Zhang et al.’s CARA design [45] and
the Covariate-adjusted Doubly-adaptive BCD [46], having well established asymptotic
properties. However, in the absence of a given target one of the main problems lies in
providing the asymptotic behaviour of the suggested procedure. This is especially true
in the presence of covariates, where theoretical results seem to be few and the properties
of the suggested procedures have been explored extensively through simulations; indeed,
as stated by Rosenberger and Sverdlov [34] “very little theoretical work has been done in
this area, despite the proliferation of papers”. For instance, even if Pocock and Simon’s
minimization method is widely used in the clinical practice, its theoretical properties are
still largely unknown (indeed, Hu and Hu’s results [23] do not apply to this procedure), as
well as the properties of several extensions of the minimization method and of Atkinson’s
Biased Coin Design [1].
Moreover, although the large majority of the proposals are based on continuous and
prefixed allocation rules, updated step by step on the basis of the current allocation pro-
portion and some estimates of the unknown parameters (usually based on the sufficient
statistics of the model), the recent literature tends to concentrate on discontinuous ran-
domization functions, such as the Efficient Randomized-Adaptive Design (ERADE) [22],
because of their low variability.
In this paper, we provide some general convergence results for adaptive allocation
procedures both in the absence and presence of covariates, continuous or categorical.
By combining the concept of downcrossing (originally introduced in [19]) and stopping
times of stochastic processes, we demonstrate the almost sure convergence of the treat-
ment allocation proportion for a large class of adaptive procedures, even in the absence
of a given target, and thus our approach provides substantial insight for future sugges-
tions as well as for several existing procedures that have not been theoretically explored
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[18, 36]. In particular, we prove that Pocock and Simon’s minimization method [28] is
asymptotically balanced, both marginally and jointly, showing also the convergence to
balance of Atkinson’s BCD [1]. The suggested approach allow to prove through a unique
mathematical framework the convergence of continuous and discontinuous randomization
functions (like e.g., the Doubly-Adaptive Weighted Differences design [15], the Reinforced
Doubly-adaptive BCD [7], ERADE [22] and Hu and Hu’s procedure [23]), taking also into
account designs based on Markov chain structures, such as the Adjustable BCD [4] and
the Covariate-adaptive BCD [6], that can be characterized by sequences of allocation
rules. Moreover, by removing some unessential conditions usually assumed in the litera-
ture, our results allow to provide suitable extensions of several existing procedures.
The paper is structured as follows. Even if Assignment-Adaptive and Response-
Adaptive procedures can be regarded as special cases of CARA designs, we will treat
them separately for the sake of clarity, in order to describe the general proof scheme in a
simple setting, whereas Covariate-Adaptive methods will be discussed as particular case
of CARA rules. To treat CARA rules in the presence of solely categorical covariates we
need to extend the concept of downcrossing in a vectorial framework; this generalization
is not used for CARA procedures with continuous prognostic factors and therefore these
two cases will be analyzed separately. Starting from the notation in Section 2, Section 3
deals with Assignment-Adaptive designs, while Section 4 discusses Response-Adaptive
procedures. Sections 5 and 6 illustrate the asymptotic behavior of CARA methods in
the case of continuous and categorical covariates, respectively. Section 7 discusses the
relationship between the proposed methodology and the theory of Stochastic Approxi-
mation. To avoid cumbersome notation, the paper mainly deals with the case of just two
treatments, but the suggested methodology is shown to extend to more than two (see
Section 3.1).
2. Notation
Suppose that patients come to the trial sequentially and are assigned to one of two
treatments, A and B, that we want to compare. At each step i ≥ 1, a subject will
be assigned to one of the treatments and a response Yi will be observed. Typically, the
outcome Yi will depend on the treatment, but it may also depend on some characteristics
of the subject expressed by a vector Zi of covariates/concomitant variables. We assume
that {Zi}i≥1 are i.i.d. covariates that are not under the experimenters’ control, but they
can be measured before assigning a treatment, and, conditionally on the treatments and
the covariates (if present), patients’ responses are assumed to be independent. Let δi
denote the ith allocation, with δi = 1 if the ith subject is assigned to A and 0 otherwise;
also, N˜n =
∑n
i=1 δi is the number of allocations to A after n assignments and πn the
corresponding proportion, that is, πn = n
−1N˜n.
In general, adaptive allocation procedures can be divided in four different categories
according to the experimental information used for allocating the patients to the treat-
ments. Suppose that the (n+ 1)st subject is ready to be randomized; if the probability
of assigning treatment A depends on:
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(i) the past allocations, that is, Pr(δn+1 = 1|δ1, . . . , δn), we call such a procedure
Assignment-Adaptive (AA);
(ii) earlier allocations and responses, that is, Pr(δn+1 = 1|δ1, . . . , δn;Y1, . . . , Yn), then
the design is Response-Adaptive (RA);
(iii) the previous allocations and covariates, as well as the covariate of the present sub-
ject, that is, Pr(δn+1 = 1|δ1, . . . , δn;Z1, . . . ,Zn,Zn+1), the procedure is Covariate-
Adaptive (CA);
(iv) the assignments, the outcomes and the covariates of the previous statistical units,
as well as the characteristics of the current subject that will be randomized, that is,
Pr(δn+1 = 1|δ1, . . . , δn;Y1, . . . , Yn;Z1, . . . ,Zn+1), then the rule is called Covariate-
Adjusted Response-Adaptive (CARA).
From now on, we will denote with ℑn the σ-algebra representing the natural history of
the experiment up to step n associated with a given procedure belonging to each category
(with ℑ0 the trivial σ-field). For instance, in the case of AA rules, ℑn = σ{δ1, . . . , δn},
whereas for RA designs ℑn = σ{δ1, . . . , δn;Y1, . . . , Yn}.
The sequence of allocations is a stochastic process and a general way of representing
it is by the sequence of the conditional probabilities of assigning treatment A given the
past information at every stage, that is, Pr(δn+1 = 1|ℑn) for n ∈ N, which is called the
allocation function. Even if the large majority of suggested procedures assume continuous
allocation rules, in this paper, we take also into account designs with discontinuous
randomization functions, provided that their set of discontinuities is nowhere dense.
3. Assignment-Adaptive designs
Assignment adaptive rules, which depend on the past history of the experiment only
through the sequence of previous allocations, were proposed as a suitable trade-off be-
tween balance (i.e., inferential optimality) and unpredictability in the context of ran-
domized clinical trials. Indeed, if the main concern is maximum precision of the results
(without ethical demands), as is well-known under the classical linear model assumptions,
balanced design is universally optimal [37], since it minimizes the most common infer-
ential criteria for estimation and maximizes the power of the classical statistical tests.
The requirement of balance is considered particularly cogent for phase III trials, where
patients are sequentially enrolled and the total sample size is often a-priori unknown,
so that keeping a reasonable degree of balance at each step, even for small/moderate
samples, is crucial for stopping the experiment at any time under an excellent inferential
setting.
The simplest sequential randomized procedure that approaches balance is the com-
pletely randomized (CR) design, where every allocation is to either treatment with prob-
ability 1/2 independently on the previous steps; thus, δ1, δ2, . . . are i.i.d. Be(1/2) so that,
as n tends to infinity, πn → 1/2 almost surely from the SLLN for independent r.v.’s.
Although CR could represent an ideal trade-off between balance and unpredictability,
this holds only asymptotically. In fact, CR may generate large imbalances for small sam-
ples, since n−1/2πn is asymptotically normal, and this may induce a consistent loss of
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precision. For this reason, starting from the pioneering work of Efron [12], AA rules were
introduced in the literature in order to force the allocations at each step towards balance
maintaining, at the same time, a suitable degree of randomness.
In this section, we shall deal with AA procedures such that
Pr(δn+1 = 1|ℑn) = ϕAA(πn), for n≥ 1, (3.1)
where ϕAA : [0; 1]→ [0; 1].
Definition 3.1. For any function ψ : [0; 1]→ [0; 1], a point t ∈ [0; 1] is called a down-
crossing of ψ(·) if
∀x < t, ψ(x)≥ t and ∀x > t, ψ(x)≤ t.
Note that if the function ψ(x) is decreasing, then there exists a single downcrossing
t ∈ (0; 1) and if the equation ψ(x) = x admits a solution then the downcrossing coincides
with it. Clearly, if ψ(·) is a continuous and decreasing function, then t can be found
directly by solving the equation ψ(x) = x.
Theorem 3.1. If the allocation function ϕAA(·) in (3.1) has a unique downcrossing
t ∈ (0; 1), then limn→∞ πn = t a.s.
Proof. By using a martingale decomposition of the number of assignments to treatment
A, we will show that the asymptotic behavior of the allocation proportion πn coincides
with that of the sequence of downcrossing points of the corresponding allocation function
(i.e., a constant sequence in the case of AA procedures). The same arguments will be
generalized in the Appendix to the case of RA and CARA rules for random sequences of
downcrossings.
At each step n≥ 1,
N˜n =
n∑
i=1
δi =
n∑
i=1
{δi −E(δi|ℑi−1)}+
n∑
i=1
E(δi|ℑi−1) =
n∑
i=1
∆Mi +
n∑
i=1
ϕAA(πi−1), (3.2)
where ∆Mi = δi − E(δi|ℑi−1), ℑn = σ{δ1, . . . , δn} and π0 = 0. Then {∆Mi; i ≥ 1} is
a sequence of bounded martingale differences with |∆Mi| ≤ 1 for any i ≥ 1; thus the
sequence {Mn =
∑n
i=1∆Mi;ℑn} is a martingale with
∑n
k=1E[(∆Mi)
2|ℑk−1] ≤ n, so
that as n tends to infinity n−1Mn → 0 a.s. Let ln = max{s: 1 ≤ s ≤ n,πs ≤ t}, with
max∅= 0, then at each step i > ln we have ϕ
AA(πi)≤ t. Note that
N˜n = N˜ln+1 +
n∑
k=ln+2
∆Mk +
n∑
k=ln+2
E(δk|ℑk−1)
≤ N˜ln + 1+Mn −Mln+1 +
n∑
k=ln+2
ϕAA(πk−1)
6 A. Baldi Antognini and M. Zagoraiou
≤ N˜ln + 1+Mn −Mln+1 +
n∑
k=ln+2
t
and, since N˜ln ≤ lnt, then
N˜n − nt≤Mn −Mln+1 + 1− t,
namely
πn − t≤ Mn −Mln+1 +1− t
n
. (3.3)
As n→∞, then ln→∞ or supn ln <∞, and in either case the r.h.s. of (3.3) goes to 0
a.s. Thus [πn − t]+ → 0 a.s. and, analogously, [(1 − πn) − (1 − t)]+ → 0 a.s. Therefore,
limn→∞ πn = t a.s. 
Example 3.1. The completely randomized design is defined by letting Pr(δn+1 =
1|ℑn) = 1/2 for every n. This corresponds to assume ϕCR(x) = 1/2 for all x ∈ [0; 1],
which is continuous and does not depend on x; therefore, ϕCR(·) has a single downcross-
ing t= 1/2 and thus πn → 1/2 a.s. as n→∞. Clearly, this procedure can be naturally
extended to any given desirable target allocation that is a-priori known.
Example 3.2. Efron’s BCD [12] is defined by
Pr(δn+1 = 1|ℑn) =
{
p, if Dn < 0,
1/2, if Dn = 0, for n≥ 1,
1− p, if Dn > 0,
where Dn = 2N˜n − n is the difference between the allocations to A and B after n steps
and p ∈ [1/2; 1] is the bias parameter. Since sgnDn = sgn(πn − 1/2), then Efron’s rule
corresponds to
ϕE(x) =

p, if x < 1/2,
1/2, if x= 1/2,
1− p, if x > 1/2,
(3.4)
which has a single downcrossing t = 1/2 and therefore limn→∞ πn = 1/2 a.s. Clearly,
Theorem 3.1 allows to provide suitable extensions of Efron’s coin converging to any
given desired target t∗ ∈ (0; 1), namely
ϕE˜(x) =
{
p2, if x < t
∗,
t∗, if x= t∗,
p1, if x > t
∗,
(3.5)
where 0≤ p1 ≤ t∗ ≤ p2 ≤ 1 and at least one of these inequalities must hold strictly.
Remark 3.1. Note that, from Theorem 3.1, for the convergence to a given desired
target t∗:
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(i) the allocation function should be decreasing; this condition is quite intuitive, since
it corresponds to assume that, at each step, if the current allocation proportion
πn is greater than t
∗, then the next allocation is forced to treatment B with
probability greater than t∗ and this probability increases as the difference πn− t∗
grows;
(ii) the continuity of the allocation rule is not required and therefore it is possible to
consider discontinuous randomization functions like, for example, (3.4) and (3.5);
(iii) condition ϕAA(t∗) = t∗ is not requested; moreover, structures of symmetry of the
allocation function are not needed (e.g., in (3.5) condition p2 = 1 − p1 is not
required), even if they are typically assumed in order to treat A and B in the
same way. For instance, the following AA procedure
ϕAA
∗
(x) =
{
1, if x≤ 1/2,
1/2, if x > 1/2,
is asymptotically balanced, that is, πn→ 1/2 a.s. as n tends to infinity.
Corollary 3.1. Suppose that ϕAA is a composite function such that ϕAA(x) = h1[h2(x)],
where h1 :D⊆R→ [0; 1] is decreasing and h2 : [0; 1]→D is continuous and increasing. If
d ∈D is such that h1(d) = h−12 (d), then limn→∞ πn = h−12 (d) a.s.
Proof. The proof follows easily from Theorem 3.1. Indeed, ϕAA(·) is a decreasing func-
tion with ϕAA[h−12 (d)] = h1(d) = h
−1
2 (d) and therefore ϕ
AA(·) has a single downcrossing
in h−12 (d). 
Example 3.3. Wei [43] defined his Adaptive BCD by letting
Pr(δn+1 = 1|ℑn) = f(2πn − 1), for n≥ 1, (3.6)
where f : [−1; 1]→ [0; 1] is a continuous and decreasing function s.t. f(−x) = 1 − f(x).
Set g(w) = 2w − 1 : [0; 1]→ [−1; 1], Wei’s allocation function is ϕW (x) = f[g(x)]. Since
g−1(w) = (w + 1)/2 for all w ∈ [0; 1], then g−1(0) = 1/2 = f(0), that is, 1/2 is the only
downcrossing of ϕW (·). Therefore, from Corollary 3.1 it follows that πn → 1/2 a.s. as
n→∞.
Remark 3.2. Note that Theorem 3.1 still holds even if we assume different randomiza-
tion functions at each step by letting Pr(δn+1 = 1|ℑn) = ϕAAn (πn), provided that t ∈ (0; 1)
is the unique downcrossing of ϕAAn (·) for every n≥ 1.
Example 3.4. The Adjustable Biased Coin Design (ABCD) proposed by Baldi An-
tognini and Giovagnoli [4] is defined as follows. Let F (·) :R→ [0; 1] be a decreasing func-
tion such that F (−x) = 1− F (x), the ABCD assigns the (n+ 1)st subject to treatment
A with probability Pr(δn+1 = 1|ℑn) = F (Dn), for n≥ 1. This corresponds to let
ϕABCDn (x) = F [n(2x− 1)], n≥ 1,
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and, from the properties of F (·), at each step n the function ϕABCDn (·) is decreasing with
ϕABCDn (1/2) = 1/2. Thus t = 1/2 is the only downcrossing of ϕ
ABCD
n (·) for every n, so
that limn→∞ πn = 1/2 a.s.
3.1. The case of several treatments
Now we briefly discuss AA procedures in the case of several treatments in order to show
how the proposed downcrossing methodology can be extended to K > 2 treatments.
Even if the same mathematical structure could also be applied to the other types of
adaptive rules that will be presented in Sections 4–6, we restrict the presentation of multi-
treatment adaptive procedures only for AA designs, for the sake of simplicity regarding
the notation.
At each step i ≥ 1, let δi = 1 if the ith patient is assigned to treatment  (with
= 1, . . . ,K) and 0 otherwise, and set δti = (δi1, . . . , δiK) with δ
t
i1K = 1 (where 1K is the
K-dim vector of ones). After n steps, let N˜n =
∑n
i=1 δi be the number of allocations
to treatment  and πn the corresponding proportion, i.e. πn = n
−1N˜n; also, set N˜
t
n =
(N˜n1, . . . , N˜nK) and pi
t
n = (πn1, . . . , πnK), where N˜
t
n1K = n and pi
t
n1K = 1.
In this setting, we consider a class of AA designs that assigns the (n+ 1)st patient to
treatment  with probability
Pr(δn+1, = 1|ℑn) = ϕAA (pin), for n≥ 1, (3.7)
where ℑn = σ(δ1, . . . ,δn), ϕAA is the allocation function of the th treatment and from
now on we set ϕAA(pin) = (ϕ
AA
1 (pin), . . . , ϕ
AA
K (pin)).
Definition 3.2. Let x = (x1, . . . , xK), where x ∈ [0; 1] for any  = 1, . . . ,K, ψ(x) :
[0; 1]K → [0; 1] and set ψ(x) = (ψ1(x), . . . , ψK(x)). Then t= (t1, . . . , tK) ∈ [0; 1]K is called
a vectorial downcrossing of ψ if for any = 1, . . . ,K
for all x < t, ψ(x)≥ t and for all x > t, ψ(x)≤ t.
Clearly, if ψ(x) is decreasing in x (i.e., componentwise) for any , then the vecto-
rial downcrossing t is unique, with t ∈ (0; 1)K ; furthermore ψ(t) = t, provided that the
solution exists.
Theorem 3.2. At each step n, suppose that ϕAA (pin) is decreasing in pin (component-
wise) for any = 1, . . . ,K, then limn→∞pin = t a.s.
Proof. The proof follows easily from the one in Appendix A.3, where K treatments
should be considered instead of the strata induced by the categorical covariates. 
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Example 3.5. In order to achieve balance, that is, π∗ =K
−1 for any = 1, . . . ,K , Wei
et al. [44] considered the following allocation rules:
Pr(δn+1, = 1|ℑn) =
π−1n − 1∑K
k=1(π
−1
nk − 1)
, (3.8)
and
Pr(δn+1, = 1|ℑn) = 1− πn
K − 1 . (3.9)
Both rules are decreasing in πn ( = 1, . . . ,K) and it is straightforward to see that
t=K−11K is the only vectorial downcrossing of the functions ψ
W1 and ψW2 given by:
ψW1 (x) =
x−1 − 1∑K
k=1(x
−1
k − 1)
and ψW2 (x) =
1− x
K − 1
and therefore, by Theorem 3.2, limn→∞ πn =K
−1 a.s. for any = 1, . . . ,K .
Note that, under rule (3.9), ψW2 (x) = ψ
W2
 (x) (i.e., at each step the allocation prob-
ability of each treatment depends only on the current allocation proportion of that
treatment); in such a case it is sufficient to solve the system of equations ψW2 (x) = x
(= 1, . . . ,K).
4. Response-Adaptive designs
RA rules, which change at each step the allocation probabilities on the basis of the previ-
ous assignments and responses, were originally introduced as a possible solution to local
optimality problems in a parametric setup, where there exists a desired target allocation
depending on the unknown model parameters [31]. Recently, they have been also sug-
gested in the context of sequential clinical trials where ethical purposes are of primary
importance, with the aim of maximizing the power of the test and, simultaneously, skew-
ing the allocations towards the treatment that appears to be superior (e.g., minimizing
exposure to the inferior treatment) [13, 15, 32].
Suppose that the probability law of the responses under treatments A and B depends
on a vector of unknown parameters γA and γB , respectively, with γ
t = (γtA,γ
t
B) ∈ Ω,
where Ω is an open convex subset of Rk. Starting with m observations on each treat-
ment, usually assigned by using restricted randomization, an initial non-trivial parameter
estimation γˆ2m is derived. Then, at each step n≥ 2m let γˆn be the estimator of the pa-
rameter γ based on the first n observations, which is assumed to be consistent in the
i.i.d. case (i.e., limn→∞ γˆn = γ a.s.). Obviously, the speed of convergence of the allocation
proportion is strictly related to the convergence rate of the chosen estimators; however,
their consistency is sufficient in order to establish the almost sure convergence of πn.
In this section, we shall deal with RA procedures such that
Pr(δn+1 = 1|ℑn) = ϕRA(πn; γˆn), for n≥ 2m. (4.1)
10 A. Baldi Antognini and M. Zagoraiou
The following definition will help illustrate the asymptotic behaviour of RA rules and
also CARA designs with continuous covariates treated in Section 5.
Definition 4.1. Let ψ˙(x;y) : [0; 1]×Rd→ [0; 1]. The function t(y) :Rd→ [0; 1] is called
a generalized downcrossing of ψ˙ if for any given y ∈Rd we have
∀x < t(y), ψ˙(x;y)≥ t(y) and ∀x > t(y), ψ˙(x;y)≤ t(y).
If the function ψ˙(x,y) is decreasing in x, then the generalized downcrossing t(y) is
unique and t(y) 6= {0; 1} for any y ∈ Rd. Moreover, if there exists a solution of the
equation ψ˙(x,y) = x, then t(y) coincides with this solution.
Theorem 4.1. Suppose that at each step n the allocation rule ϕRA(πn; γˆn) is decreas-
ing in πn. If the only generalized downcrossing t(γˆn) is a continuous function, then
limn→∞ πn = t(γ) a.s.
Proof. See Appendix A.1. 
Example 4.1. Geraldes et al. [15] introduced the Doubly Adaptive Weighted Differ-
ences Design (DAWD) for binary response trials. Let γ = (pA, pB)
t be the vector of the
probabilities of success of A and B and γˆn = (pˆAn, pˆBn)
t the corresponding estimate af-
ter n steps. When the (n+1)st patient is ready to be randomized, the DAWD allocates
him/her to treatment A with probability
Pr(δn+1 = 1|ℑn) = ρg1(pˆAn − pˆBn) + (1− ρ)g2(2πn − 1), for n≥ 2m, (4.2)
where ρ ∈ [0; 1) represents an “ethical weight” and g1, g2 : [−1,1]→ [0,1] are continuous
functions s.t.
(i) g1(0) = g2(0) = 1/2 and g1(1) = g2(−1) = 1;
(ii) g1(−x) = 1− g1(x) and g2(−x) = 1− g2(x) ∀x ∈ [−1; 1];
(iii) g1(·) is non decreasing and g2(·) is decreasing.
Regarded as a function of πn and γˆn, rule (4.2) corresponds to
ϕDAWD(πn; γˆn) = ρg1((1;−1)γˆn) + (1− ρ)g2(2πn − 1),
which is decreasing in πn, so that the equation ϕ
DAWD(πn; γˆn) = πn has a unique solu-
tion t(γˆn), i.e. the generalized downcrossing, which is continuous in γˆn (see [15]). Thus
limn→∞ πn = t(γ) a.s.
Often there is a desired target allocation π∗ to treatment A that depends on the
unknown model parameters, i.e. π∗ = π∗(γ), where π∗ :Ω→ (0; 1) is a mapping that
transforms a k-dim vector of parameters into a scalar one. Thus, Theorem 4.1 still holds
even if, instead of (4.1), we assume
Pr(δn+1 = 1|ℑn) = ϕ˘RA(πn;π∗(γˆn)), for n≥ 2m,
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provided that π∗(·) is a continuous function. In this case the generalized downcrossing
could be more properly denoted by t(γˆn) = t(π
∗(γˆn)).
Example 4.2. The Doubly-adaptive Biased Coin Design (DBCD) [13, 21] is one of
the most effective families of RA procedures aimed at converging to a desired target
π∗(γ) ∈ (0,1) that is a continuous function of the model parameters. The DBCD assigns
treatment A to the (n+ 1)st subject with probability
Pr(δn+1 = 1|ℑn) = ϕ˘DBCD(πn;π∗(γˆn)), for n≥ 2m, (4.3)
where the allocation function ϕ˘ needs to satisfy the following conditions:
(i) ϕ˘DBCD(x;y) is continuous on (0; 1)2;
(ii) ϕ˘DBCD(x;x) = x;
(iii) ϕ˘DBCD(x;y) is decreasing in x and increasing in y;
(iv) ϕ˘DBCD(x;y) = 1− ϕ˘DBCD(1− x; 1− y) for all x, y ∈ (0; 1)2.
The DBCD forces the allocation proportion to the target since from conditions (ii) and
(iii), when x > y then ϕ˘DBCD(x, y)< y, whereas if x < y, then ϕ˘DBCD(x, y)> y. However,
condition (i) is quite restrictive since it does not include several widely-known proposals
based on discontinuous allocation functions, such as Efron’s BCD and its extensions [22],
while condition (iv) simply guarantees that A and B are treated symmetrically.
Since ϕ˘DBCD(x;y) is decreasing in x with ϕ˘DBCD(x;x) = x, then the generalized down-
crossing is unique, given by t(π∗(γˆn)) = π
∗(γˆn). Thus, from the continuity of the target
π∗(·) it follows that limn→∞ πn = π∗(γ) a.s.
Example 4.3. In the same spirit of Efron’s BCD, Hu, Zhang and He [22] have recently
introduced the ERADE, which is a class of RA procedures based on discontinuous ran-
domization functions. Let again π∗(γ) ∈ (0,1) be the desired target, that is assumed to be
a continuous function of the unknown model parameters, the ERADE assigns treatment
A to the (n+ 1)st patient with probability
Pr(δn+1 = 1|ℑn) =

απ∗(γˆn), if πn > π
∗(γˆn),
π∗(γˆn), if πn = π
∗(γˆn),
1− α(1− π∗(γˆn)), if πn < π∗(γˆn),
(4.4)
where α ∈ [0; 1) governs the degree of randomness. Clearly, rule (4.4) corresponds to
ϕ˘ERADE(x;y) =

αy, if x > y,
y, if x= y,
1− α(1− y), if x < y,
which has a single generalized downcrossing t(y) = y; therefore limn→∞ πn = π
∗(γ) a.s.
Remark 4.1. Contrary to the DBCD in (4.3) and the ERADE in (4.4), from Theo-
rem 4.1 conditions ϕ˘RA(x;x) = x and ϕ˘RA(x;y) = 1− ϕ˘RA(1−x; 1− y) are not requested
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for guaranteeing the convergence to the chosen target π∗(γ). For instance, if we let
ϕ˘RA(πn;π
∗(γˆn)) =
{
π∗(γˆn)
τ , if πn > π
∗(γˆn),
π∗(γˆn)
1/τ , if πn ≤ π∗(γˆn),
where the parameter τ ≥ 1 controls the degree of randomness, then πn→ π∗(γ) a.s. as
n→∞.
5. CARA designs with continuous covariates
Since in the actual clinical practice information on patients’ covariates or prognostic
factors is usually collected, in some circumstances it may not be suitable to base the
allocation probabilities only on earlier responses and assignments. This is particularly
true when ethical demands are cogent and the patients have different profiles that induce
heterogeneity in the outcomes.
Starting from the pioneering work of Rosenberger et al. [35], there has been a growing
statistical interest in the topic of CARA randomization procedures. These designs change
at each step the probabilities of allocating treatments by taking into account all the
available information, namely previous responses, assignments and covariates, as well
as the covariate profile of the current subject, with the aim of skewing the allocations
towards the superior treatment or, in general, of converging to a desired target allocation
depending on the covariates [45].
Within this class of procedures, if past outcomes are not taken into account in the
allocation process, then the corresponding class of rules are called Covariate-Adaptive.
The direct application of CA designs regards clinical trials without ethical demands,
where the experimental aim consists in balancing the assignments of the treatments
across covariates in order to optimize inference [6].
Due to the fact that the proof scheme for CARA rules with categorical covariates
requires the extension of the concept of downcrossing in a vectorial framework, which is
not used under CARA procedures with continuous prognostic factors, we will treat these
cases separately and the former will be analyzed in the next section.
From now on, we deal with CARA designs such that
Pr(δn+1 = 1|ℑn,Zn+1 = zn+1) = ϕCARA(πn; γˆn,Sn, f(zn+1)), n≥ 2m, (5.1)
where ℑn = σ(δ1, . . . , δn;Y1, . . . , Yn;Z1, . . . ,Zn), f(·) is a known vector function of the
covariates of the (n + 1)st patient (usually f is the identity function, but it can also
incorporate cross-products to account for interactions among covariates), γˆn depends on
earlier allocations, covariates and responses, while Sn = S(z1, . . . ,zn) is a function of the
covariates of the previous patients. In general, it is a vector of sufficient statistics of the
covariate distribution that incorporates the information on Z after n steps, and from
now on we always assume that, as n→∞,
Sn = S(Z1, . . . ,Zn)→ ς a.s. (5.2)
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Often, Sn contains the moments up to a given order of the covariate distribution, and
(5.2) is satisfied provided that these moments exist.
Theorem 5.1. At each step n, suppose that the allocation function ϕCARA in (5.1) is
decreasing in πn and let
ϕ˜Z(πn; γˆn,Sn) =EZn+1 [ϕ
CARA(πn; γˆn,Sn, f(Zn+1))].
If the only generalized downcrossing t˜Z(γˆn,Sn) of ϕ˜Z is jointly continuous, then
lim
n→∞
πn = t˜Z(γ, ς) a.s. (5.3)
Proof. See Appendix A.2. 
Example 5.1. Consider the linear homoscedastic model with treatment/covariate in-
teractions in the following form
E(Yi) = δiµA + (1− δi)µB + zi[δiβA + (1− δi)βB ], i≥ 1,
where µA and µB are the baseline treatment effects, βA 6= βB are different regression
parameters and zi is a scalar covariate observed on the ith individual, which is assumed
to be a standard normal. Under this model, adopting “the-larger-the-better” scenario,
treatment A is the best for patient (n + 1) if µA + zn+1βA > µB + zn+1βB ; thus, if
only ethical aims are taken into account it could be reasonable to consider the following
allocation rule:
ϕETH(πn; γˆn,Sn, f(zn+1)) = 1{µˆAn−µˆBn+zn+1(βˆAn−βˆBn)>0}, (5.4)
where 1{·} is the indicator function and γˆn = (µˆAn, µˆBn, βˆAn, βˆBn)
t is the least square
estimator of γ = (µA, µB, βA, βB)
t after n steps. Thus,
EZn+1 [ϕ
ETH(πn; γˆn,Sn, f(Zn+1))]
(5.5)
= Pr{µˆAn − µˆBn +Zn+1(βˆAn − βˆBn)> 0}= 1−Φ
(
µˆBn − µˆAn
|βˆAn − βˆBn|
)
,
where Φ(·) is the cdf of Z . Note that (5.5) is constant in πn, so it has a single generalized
downcrossing and from Theorem 5.1,
lim
n→∞
πn = 1−Φ
(
µB − µA
|βA − βB|
)
.
Clearly, (5.4) is a deterministic allocation function that at each step assigns the treatment
that appears to be superior for the current subject. Excluding degenerate cases, even if
both treatments are explored over the covariate domain (which is due to the random
nature of the covariates), this rule is improper for clinical applications, since a random
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component in the assignments is fundamental and a suitable compromise between ethical
demands and inferential efficiency is usually needed. This dilemma, usually known in the
clinical literature as “individual versus collective ethics” [5], corresponds to the trade-
off between “exploitation” and “exploration” of the Bandits literature [3, 16]. Although
Adaptive randomization [33] and Bandits methodology are very different approaches,
since under the latter a deterministic policy (i.e., a sequence of allocations) is usually
selected in a finite time horizon in order to maximize a total expected reward over all
the possible sequences (often made in a Bayesian setting), similar conclusions as those
of the present example have been recently developed by Pavlidis et al. [27] in the case of
Multi-Armed Bandits with linear reward in the presence of covariates.
Example 5.2. As in the case of RA procedures, also for CARA rules there is often a
desired target allocation π∗ to treatment A that is a function of the unknown model
parameters and the covariates, that is, π∗ = π∗(γ,z), which is assumed to be continuous
in γ for any fixed covariate level z. In particular, Zhang et al. [45] assumed a generalized
linear model setup and suggested to allocate subject (n+ 1) to A with probability
Pr(δn+1 = 1|ℑn,Zn+1 = zn+1) = π∗(γˆn,zn+1), for n≥ 2m, (5.6)
which represents an analog of the Sequential Maximum Likelihood design [26] in the
presence of covariates. Assuming that the target function π∗ is differentiable in γ, un-
der the expectation, with bounded derivatives, the authors showed that limn→∞ πn =
EZ[π
∗(γ,Z)] a.s.
Clearly, allocation rule (5.6) is constant in πn and therefore ϕ˜Z(πn; γˆn,Sn) =
EZn+1 [π
∗(γˆn,Zn+1)] is also constant in πn. Thus, the generalized downcrossing of ϕ˜Z is
unique and obviously limn→∞ πn =EZ[π
∗(γ,Z)] a.s.
Remark 5.1. Some authors (see for instance [8]) suggested CARA designs that incor-
porate covariate information in the randomization process, but ignoring the covariate
of the current subject. Note that these methods can be regarded as special cases of
ϕCARA in (5.1) and therefore Theorem 5.1 can still be applied by taking into account
the generalized downcrossing of ϕCARA directly.
Even if Theorem 5.1 proves the convergence of CARA designs in the case of continuous
covariates, it could be difficult to obtain an analytical expression for ϕ˜Z and therefore
to find the corresponding generalized downcrossing. Nevertheless, the following lemma
allows to obtain the generalized downcrossing in a simple manner in some circumstances.
Lemma 5.1. Let ϕCARA(πn; γˆn,Sn, f(zn+1)) be jointly continuous and, assuming that
ϕCARA(x;γ, ς, f(Z)) is decreasing in x, let t∗
Z
(γ, ς) be the unique solution of equation
ϕCARA(x;γ, ς,EZ[f(Z)]) = x.
If ϕCARA(t∗
Z
(γ, ς);γ, ς, f(Z)) is linear in f(Z) and t∗
Z
is jointly continuous, then (5.3)
still holds with t˜Z(γ, ς) = t
∗
Z
(γ, ς).
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Proof. Assume that t˜Z(γ, ς) < t
∗
Z
(γ, ς). From the properties of ϕCARA, the function
ϕ˜Z(x;γ, ς) is jointly continuous and decreasing in x, so that t˜Z(γ, ς) = ϕ˜Z(t˜Z(γ, ς);γ, ς)>
ϕ˜Z(t
∗
Z
(γ, ς);γ, ς). However,
ϕ˜Z(t
∗
Z
(γ, ς);γ, ς) = ϕCARA(t∗
Z
(γ, ς);γ, ς,EZ[f(Z)]) = t
∗
Z
(γ, ς),
since ϕCARA(t∗
Z
(γ, ς);γ, ς, f(Z)) is linear in f(Z), contradicting the assumption. Analo-
gously if we assume t˜Z(γ, ς)> t
∗
Z
(γ, ς). 
Example 5.3. The Covariate-adjusted Doubly-adaptive Biased Coin Design introduced
by Zhang and Hu [46] is a class of CARA procedures intended to converge to a desired
target π∗(γ,z). When the (n+ 1)st subject with covariate Zn+1 = zn+1 is ready to be
randomized, he/she will be assigned to A with probability
Pr(δn+1 = 1|ℑn,Zn+1 = zn+1)
(5.7)
=
π∗(γˆn,zn+1)(ρˆn/πn)
ν
π∗(γˆn,zn+1)(ρˆn/πn)
ν + [1− π∗(γˆn,zn+1)]((1− ρˆn)/(1− πn))ν
,
where ρˆn = n
−1
∑n
i=1 π
∗(γˆn,zi). Assuming that
Pr(δn+1 = 1|ℑn,Zn+1 = z)→ π∗(γ,z) a.s. (5.8)
the authors proved that limn→∞ πn =EZ[π
∗(γ,Z)] a.s.
Note that rule (5.7) can be regarded as special case of ϕCARA after the transforma-
tion (γˆn,Sn, f(zn+1)) 7→ (ρˆn, π∗(γˆn,zn+1)) and thus, even if we remove condition (5.8),
Lemma 5.1 can be applied to the allocation function
ϕ˘ZH(x;a, b) =
{
1+
1− b
b
[
(1− a)x
a(1− x)
]ν}−1
,
which is decreasing in x and continuous in all the arguments. Indeed, since both
ρˆn and EZn+1 [π
∗(γˆn,Zn+1)] converge to EZ[π
∗(γ,Z)] a.s., the solution of the equa-
tion ϕ˘ZH(x;EZ[π
∗(γ,Z)],EZ[π
∗(γ,Z)]) = x is t∗
Z
= EZ[π
∗(γ,Z)]. Furthermore, since
ϕ˘ZH(EZ[π
∗(γ,Z)];EZ[π
∗(γ,Z)], π∗(γ,Z)) = π∗(γ,Z), then limn→∞ πn = EZ[π
∗(γ,Z)]
a.s.
Remark 5.2. Theorem 5.1 and Lemma 5.1 can be naturally applied to CA designs in
the presence of continuous covariates by considering, instead of (5.1), the following class
of allocation rules:
Pr(δn+1 = 1|ℑn,Zn+1 = zn+1) = ϕCA(πn;Sn, f(zn+1)),
with ℑn = σ(δ1, . . . , δn;Z1, . . . ,Zn). Clearly, t˜Z(γ, ς) and t∗Z(γ, ς) should be replaced by
t˜Z(ς) and t
∗
Z
(ς), respectively.
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6. CARA designs with categorical covariates
We now provide a convergence result for CARA designs in the case of categorical co-
variates. In order to avoid cumbersome notation, from now on we assume without loss
of generality two categorical covariates, i.e. Z= (T,W ), with levels tj (j = 0, . . . , J) and
wl (l = 0, . . . , L), respectively. Also, let p = [pjl: j = 0, . . . , J ; l = 0, . . . , L] be the joint
probability distribution of the categorical covariates, with pjl > 0 for any j = 0, . . . , J
and l= 0, . . . , L and
∑J
j=0
∑L
l=0 pjl = 1.
After n steps, let Nn(j, l) =
∑n
i=1 1{Zi=(tj ,wl)} be the number of subjects within the
stratum (tj ,wl), N˜n(j, l) =
∑n
i=1 δi1{Zi=(tj ,wl)} the number of allocations to A within this
stratum and πn(j, l) the corresponding proportion, that is, πn(j, l) =Nn(j, l)
−1N˜n(j, l),
for any j = 0, . . . , J and l= 0, . . . , L. Also, let pin = [πn(j, l): j = 0, . . . , J ; l= 0, . . . , L].
After an initial stage with m observations on each treatment, performed to derive a
non-trivial parameter estimation, we consider a class of CARA designs that assigns the
(n+ 1)st patient with covariate profile Zn+1 = (tj ,wl) to A with probability
Pr(δn+1 = 1|ℑn,Zn+1 = (tj ,wl)) = ϕjl(pin; γˆn,Sn), for n≥ 2m, (6.1)
where ℑn = σ(δ1, . . . , δn;Y1, . . . , Yn;Z1, . . . ,Zn) and ϕjl is the allocation function of the
stratum (tj ,wl).
Let ϕ(pin; γˆn,Sn) = [ϕjl(pin; γˆn,Sn): j = 0, . . . , J ; l = 0, . . . , L], often the allocation
rule at each stratum does not depend on the entire vector of allocation proportions pin
involving all the strata, but depends only on the current allocation proportion of this
stratum, that is,
ϕjl(pin; γˆn,Sn) = ϕjl(πn(j, l); γˆn,Sn), ∀j = 0, . . . , J ; l= 0, . . . , L. (6.2)
However, note that (6.2) does not correspond in general to a stratified randomization,
due to the fact that the estimate γˆn usually involves the information accrued from all
the strata up to that step, and thus the evolutions of the procedure at different strata
are not independent.
Definition 6.1. Let x = [x1, . . . , xK], where xι ∈ [0; 1] for any ι = 1, . . . ,K and
K is a positive integer. Also, let ψ¨ι(x;y) : [0; 1]K × Rd → [0; 1] and set ψ¨(x;y) =
[ψ¨1(x;y), . . . , ψ¨K(x;y)]. Then t(y) = [t1(y), . . . , tK(y)], with tι(y) :R
d → [0; 1] for ι =
1, . . . ,K, is called a vectorial generalized downcrossing of ψ¨ if for all y ∈Rd and for any
ι= 1, . . . ,K
for all xι < tι(y), ψ¨ι(x;y)≥ tι(y) and for all xι > tι(y), ψ¨ι(x;y)≤ tι(y).
Clearly, if the function ψ¨ι(x;y) is decreasing in x (i.e., componentwise) for any ι, then
the vectorial generalized downcrossing t(y) is unique, with t(y) ∈ (0; 1)K for any y ∈Rd;
furthermore ψ¨(t(y);y) = t(y), provided that the solution exists. Moreover, note that if
ψ¨ι(x;y) = ψ¨ι(xι;y) for any ι= 1, . . . ,K, then each component tι(y) of t(y) is simply the
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single generalized downcrossing of ψ¨ι(xι;y), which can be found by solving the equation
ψ¨ι(x;y) = x (if the solution exists).
Theorem 6.1. At each step n, suppose that for any given stratum (tj ,wl) the allocation
function ϕjl(pin; γˆn,Sn) is decreasing in pin (componentwise). If the unique vectorial gen-
eralized downcrossing t(γˆn,Sn) = [tjl(γˆn,Sn): j = 0, . . . , J ; l = 0, . . . , L] is a continuous
function and ϕ(t(γ, ς);γ, ς) = t(γ, ς), then
lim
n→∞
pin = t(γ, ς) and lim
n→∞
πn =EZ[t(γ, ς)] =
J∑
j=0
L∑
l=0
tjl(γ, ς)pjl a.s.
Proof. See Appendix A.3. 
Example 6.1. The Reinforced Doubly-adaptive Biased Coin Design (RDBCD) is a class
of CARA procedures recently introduced by Baldi Antognini and Zagoraiou [7] in the
case of categorical covariates intended to target any desired allocation proportion
pi∗(γ) = [π∗(j, l): j = 0, . . . , J ; l= 0, . . . , L] :Ω→ (0,1)(J+1)×(L+1),
which is a continuous function of the unknown model parameters. Starting with a pilot
stage performed to derive an initial parameter estimation, at each step n≥ 2m let πˆ∗n(j, l)
be the estimate of the target within stratum (tj ,wl) obtained using all the collected data
up to that step and pˆjln = n
−1Nn(j, l) the estimate of pjl; when the next patient with
covariate Zn+1 = (tj ,wl) is ready to be randomized, the RDBCD assigns him/her to A
with probability
Pr(δn+1 = 1|ℑn,Zn+1 = (tj ,wl)) = ϕjl(πn(j, l); πˆ∗n(j, l), pˆjln),
where the function ϕjl(x;y, z) : (0,1)
3→ [0,1] satisfies the following conditions:
(i) ϕjl is decreasing in x and increasing in y, for any z ∈ (0,1);
(ii) ϕjl(x;x, z) = x for any z ∈ (0,1);
(iii) ϕjl is decreasing in z if x < y, and increasing in z if x> y;
(iv) ϕjl(x;y, z) = 1− ϕjl(1− x; 1− y, z) for any z ∈ (0,1).
First, observe that for the RDBCD (6.2) holds and thus, from (i) and (ii), at each stratum
(tj ,wl) the only generalized downcrossing of ϕjl is simply given by πˆ
∗
n(j, l). Therefore,
by Theorem 6.1, limn→∞ πn(j, l) = π
∗(j, l) a.s. for any j = 0, . . . , J and l= 0, . . . , L, due
to the continuity of the target, that is, limn→∞pin = pi
∗(γ) a.s.
6.1. Covariate-Adaptive designs with categorical covariates
Theorem 6.1 can be naturally applied to CA procedures in the case of categorical covari-
ates by assuming, instead of (6.1), the following class of allocation rules:
Pr(δn+1 = 1|ℑn,Zn+1 = zn+1) = ϕjl(pin;Sn), (6.3)
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where now ℑn = σ(δ1, . . . , δn;Z1, . . . ,Zn). Moreover, from now on we let tB = [1/2: j =
0, . . . , J ; l= 0, . . . , L].
Example 6.2. The Covariate-Adaptive Biased Coin Design (C-ABCD) [6] is a class of
stratified randomization procedures intended to achieve joint balance. For any stratum
(tj ,wl), let Fjl(·) :R→ [0,1] be a non-increasing and symmetric function with Fjl(−x) =
1− Fjl(x); the C-ABCD assigns the (n+ 1)st patient with profile Zn+1 = (tj ,wl) to A
with probability
Pr(δn+1 = 1|ℑn,Zn+1 = (tj ,wl)) = Fjl[Dn(j, l)], (6.4)
where Dn(j, l) =Nn(j, l)[2πn(j, l)− 1] is the imbalance between the two groups after n
steps within stratum (tj ,wl). As showed in Remark 3.2 and Example 3.4 in the case
of AA procedures, Theorem 6.1 still holds even if we assume different randomization
functions at each step, provided that the unique vectorial generalized downcrossing is
the same for any n. Indeed, it is trivial to see that rule (6.4) corresponds to
ϕjln(pin;Sn) = ϕjln(πn(j, l);Sn) = Fjl{n[2πn(j, l)− 1]pˆjln},
and, from the properties of Fjl, ϕjln’s have 1/2 as unique downcrossing for any n; thus
limn→∞pin = t
B , which clearly implies marginal balance.
Moreover, when the covariate distribution is known Baldi Antognini and Zagoraiou [6]
suggested the following class of randomization rules:
F qjl(x) = {xq(pjl) + 1}−1, x≥ 1,
where q(·) is a decreasing function with limt→0+ q(t) =∞. Clearly, the above mentioned
arguments and Theorem 6.1 guarantee the convergence to balance even if the covariate
distribution is unknown, by replacing at each step pjl with its current estimate.
Examples 6.1 and 6.2 deal with procedures such that, at every step n, the allocation
rule ϕjl depends only on the current allocation proportion πn(j, l), namely satisfying
(6.2). We now present additional examples where ϕjl is a function of the whole vectorial
allocation proportion pin.
Example 6.3. Minimization methods [28, 41] are stratified randomization procedures
intended to achieve the so-called marginal balance among covariates. In general, they
depend on the definition of a measure of overall imbalance among the assignments which
summarizes the imbalances between the treatment groups for each level of every factor.
Assuming the well-known variance method proposed by Pocock and Simon [28], the
(n+ 1)st subject with covariate profile Zn+1 = (tj ,wl) is assigned to treatment A with
probability
Pr(δn+1 = 1|ℑn,Zn+1 = (tj ,wl)) =

p, Dn(tj) +Dn(wl)< 0,
1
2 , Dn(tj) +Dn(wl) = 0,
1− p, Dn(tj) +Dn(wl)> 0,
(6.5)
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where p ∈ [1/2; 1], Dn(tj) is the imbalance between the two arms within the level tj of T
and, similarly, Dn(wl) represents the imbalance at the category wl of W . At each step
n, note that sgn{Dn(tj)}= sgn{n−1Dn(tj)} where
n−1Dn(tj) =
L∑
l=0
[2πn(j, l)− 1]pˆjln, for any j = 0, . . . , J (6.6)
and analogously for Dn(wl). Thus, allocation rule (6.5) corresponds to
ϕPSjl (pin;Sn) =

p,
L∑
l=0
[
πn(j, l)− 1
2
]
pˆjln +
J∑
j=0
[
πn(j, l)− 1
2
]
pˆjln < 0,
1
2
,
L∑
l=0
[
πn(j, l)− 1
2
]
pˆjln +
J∑
j=0
[
πn(j, l)− 1
2
]
pˆjln = 0,
1− p,
L∑
l=0
[
πn(j, l)− 1
2
]
pˆjln +
J∑
j=0
[
πn(j, l)− 1
2
]
pˆjln > 0,
and therefore the problem consists in finding the vectorial generalized downcrossing of
ϕPS(pin;Sn) = [ϕ
PS
jl (pin;Sn): j = 0, . . . , J ; l= 0, . . . , L]. Since at each step n, ϕ
PS
jl (pin;Sn)
is decreasing in πn(j, l) for any j = 0, . . . , J and l= 0, . . . , L, then the vectorial generalized
downcrossing is unique. It is straightforward to see that ϕPS(tB ; ς) = tB for every n and
thus limn→∞pin = t
B a.s.
Example 6.4. In order to include minimization methods and stratified randomization
procedures in a unique framework, Hu and Hu [23] have recently suggested to assign
subject (n+1) belonging to the stratum (tj ,wl) to A with probability
Pr(δn+1 = 1|ℑn,Zn+1 = (tj ,wl)) =

p, D¯n(j, l)< 0,
1
2 , D¯n(j, l) = 0,
1− p, D¯n(j, l)> 0,
(6.7)
where the overall measure of imbalance
D¯n(j, l) = ωgDn +ωTDn(tj) + ωWDn(wl) + ωsDn(j, l)
is a weighted average of the three types of imbalances actually observed (global, marginal
and within-stratum), with non-negative weights ωg (global), ωT and ωW (covariate
marginal) and ωs (stratum) chosen such that ωg + ωT + ωW + ωs = 1.
By choosing the weights ωg, ωT , ωW such that
(JL+ J +L)ωg + JωW +LωT < 1/2, (6.8)
the authors proved that the probabilistic structure of the within stratum imbalance
is that of a positive recurrent Markov chain and this implies that procedure (6.7) is
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asymptotically balanced, both marginally and jointly. However, as stated by the authors,
only strictly positive choices of the stratum weight ωs satisfy (6.8), and thus their result
cannot be applied to Pocock and Simon’s minimization method.
The asymptotic behaviour of Hu and Hu’s design can be illustrated in a different way
by applying Theorem 6.1. Since sgn{D¯n(j, l)}= sgn{n−1D¯n(j, l)} and
n−1Dn = 2πn − 1 =
J∑
j=0
L∑
l=0
[2πn(j, l)− 1]pˆjln, (6.9)
from (6.6) it follows that
sgn{n−1D¯n(j, l)} = sgn
{
ωg
J∑
j=0
L∑
l=0
[
πn(j, l)− 1
2
]
pˆjln + ωT
L∑
l=0
[
πn(j, l)− 1
2
]
pˆjln
+ ωW
J∑
j=0
[
πn(j, l)− 1
2
]
pˆjln +ωs
[
πn(j, l)− 1
2
]
pˆjln
}
.
Thus, at each step n procedure (6.7) corresponds to an allocation rule ϕHHjl (pin;Sn) which
is decreasing in πn(j, l) for any j = 0, . . . , J and l= 0, . . . , L. Since ϕ
HH(tB; ς) = tB , then
the unique vectorial generalized downcrossing is tB for any n and therefore limn→∞pin =
tB a.s.
Under the same arguments, it can be easily proved the convergence to balance of several
extensions of minimization methods (see, e.g., [18, 36]), since at each step n every type of
imbalance (global, marginal and within-stratum) is a linear combination of the allocation
proportions πn(j, l)’s.
Example 6.5. Assuming the liner homoscedastic model without treatment/covariate
interaction in the form
E(Yi) = δiµA + (1− δi)µB + f˜(zi)tβ, i≥ 1, (6.10)
where f˜(·) is a known vector function and β is a vector of common regression parameters.
Put Fn = [f˜(zi)t] and Fn = [1n :Fn], Atkinson [1] introduced his biased coin design by
assigning the (n+ 1)st patient to A with probability
Pr(δn+1 = 1|ℑn,Zn+1)
(6.11)
=
{1− (1; f˜(zn+1)t)(FtnFn)−1bn}2
{1− (1; f˜(zn+1)t)(FtnFn)−1bn}2 + {1+ (1; f˜(zn+1)t)(FtnFn)−1bn}2
,
where btn = (2δ1 − 1, . . . ,2δn− 1)Fn is usually called the imbalance vector.
As showed in [6], in the presence of all interactions among covariates we obtain
btn = (Dn,Dn(t1), . . . ,Dn(tJ ),Dn(w1), . . . ,Dn(wL),Dn(1,1), . . . ,Dn(J,L))
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and Atkinson’s procedure (6.11) becomes a stratified randomization rule with
Pr(δn+1 = 1|ℑn,Zn+1 = (tj ,wl))
(6.12)
=
(1−Dn(j, l)/Nn(j, l))2
(1−Dn(j, l)/Nn(j, l))2 + (1 +Dn(j, l)/Nn(j, l))2 .
Clearly, procedure (6.12) corresponds to
ϕjl(pin;Sn) =
[1− πn(j, l)]2
[1− πn(j, l)]2 + πn(j, l)2 ,
so (6.2) holds; thus, by Theorem 6.1, limn→∞pin = t
B .
When the model is not full, then bn contains all the imbalance terms corresponding
to the included interactions. Thus, from (6.6) and (6.9), (1; f˜(zn+1)
t)(FtnFn)
−1bn is a
linear function of the allocation proportion pin, so that Theorem 6.1 can be applied by
the previous arguments.
7. Downcrossing and stochastic approximation
methods
By combining the concept of downcrossing and stopping times of stochastic processes,
we demonstrated the almost sure convergence of the treatment allocation proportion for
a vast class of adaptive procedures. In general, this is due to the fact that the asymp-
totic behavior of πn coincides with that of the sequence of downcrossing points of the
corresponding allocation function. An alternative way to characterize the same large-
sample behavior is provided by the Stochastic Approximation (SA) methods (see, e.g.,
[10, 11, 24, 25]) and the asymptotic theory of super-martingales [17]. Indeed, considered
now the AA procedures of Section 3, from (3.2) at each step n≥ 1,
πn+1 = πn
(
n
n+1
)
+
1
n+1
{∆Mn+1 +ϕAA(πn)}
(7.1)
= πn − 1
n+ 1
{πn −ϕAA(πn)}+ ∆Mn+1
n+1
.
Therefore, the allocation proportion follows the classical Robbins–Monro [29] recursive
relation:
πn+1 = πn − anH(πn) + an∆Mn+1, (7.2)
where H(x) = x− ϕAA(x) and an = (n+1)−1. Note that:
• {∆Mn} is a sequence of bounded martingale differences, so that for any n
E[∆Mn+1|ℑn] = 0 and E[∆M2n+1|ℑn] = ϕAA(πn)[1−ϕAA(πn)]≤ 1;
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• limn→∞ an = 0,
∑∞
i=1 ai =∞ and
∑∞
i=1 a
2
i <∞;
• the function H(·) is increasing, since ϕAA(·) is assumed to be decreasing, and fur-
thermore (x− t)H(x)> 0 since t is the unique downcrossing of ϕAA(·).
Therefore, it follows that πn→ t a.s.
The same asymptotic result can be obtained via a super-martingale approach since,
from (7.1)
E[(πn+1 − t)2|ℑn] = (πn − t)2 − 2an(πn − t)H(πn) + a2n{H2(πn) +E[∆M2n+1|ℑn]},
where the last term of the r.h.s. is asymptotically negligible, due to the properties of an,
H(·) and ∆Mn+1, and (πn − t)H(πn) is always non-negative. Thus, the quantity
(πn − t)2 is a non-negative almost super-martingale, (7.3)
namely it is asymptotically equivalent to a non-negative super-martingale; therefore it
converges almost surely and, in our setting, it vanishes asymptotically. If we further
assume ϕAA differentiable, then
∂ϕAA(x)
∂x
∣∣∣∣
x=t
= ϕ′(t)< 0,
so that from Fabian’s theorem [14]
√
n(πn − t) →֒N
(
0;
t(1− t)
1− 2ϕ′(t)
)
, (7.4)
since limn→∞E[∆M
2
n+1|ℑn] = ϕAA(t)[1 − ϕAA(t)] = t(1 − t) (due to the continuity of
ϕAA). The asymptotic variance in (7.4) could help distinguish between different AA
rules intended to achieve the same target allocation proportion; clearly, this variance
increases as ϕ′(t) grows (i.e. as the random component in the assignments increases).
Example 7.1. Adopting Wei’s Adaptive BCD in (3.6) with f(·) differentiable, then
lim
n→∞
πn =
1
2
a.s. and
√
n
(
πn − 1
2
)
→֒N
(
0;
1
4[1− 2f′(1/2)]
)
. (7.5)
While assuming CR design
lim
n→∞
πn =
1
2
a.s. and
√
n
(
πn − 1
2
)
→֒N
(
0;
1
4
)
,
namely under CR the asymptotic variance of the allocation proportion is always greater
than Wei’s one (since f is decreasing). This reduction in terms of asymptotic variance lies
in the fact that Wei’s rule favors at each step the assignments of the under-represented
treatment, that is, it is adapted to the sequence of previous allocations.
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Remark 7.1. Even if SA theory can be applied in the context of adaptive procedures,
we would like to stress some differences between them:
• in the classical Robbins–Monro scheme, there is a controllable design variable taking
values in R that follows itself the SA recursion, while in our setting the design space
is discrete, since δn ∈ {0; 1}, and only the allocation proportions πns follow (7.2);
• within SA framework the function H(·) is analytically unknown and it cannot be ob-
served directly, but it could be observed only with a stochastic perturbation; whereas
in our setting the allocation function is the only ingredient chosen by the experi-
menter and thus it is completely known (while the assignments δns are randomly
generated by the allocation rule).
As regards the other types of adaptive procedures, (7.3) is still a non-negative almost
super-martingale provided that the downcrossing t of ϕAA(·) is substituted by the gener-
alized (vectorial) downcrossing of the corresponding allocation function. For instance, in
the RA case t 7→ t(γˆn) and the asymptotic behavior of πn coincides with that of t(γˆn);
therefore, assuming t(·) continuous, as n grows πn → t(γ) a.s. Furthermore, by adding
suitable continuity and differentiability conditions for t(·) and the allocation function, it
is possible to derive the asymptotic normality of the allocation proportions as in (7.5)
(see, e.g., [21] for RA procedures and [45] for CARA designs). Note that the case of
CARA designs with categorical covariates is a multidimensional SA scheme where, at
each step n, (i) the evolution at each stratum depends, in general, on the information
gathered up to that step from all the strata and (ii) the constant an should be replaced by
the random vector an = [Nn+1(j, l)
−1
1{Zi=(tj ,wl)}, j = 0, . . . , J ; l= 0, . . . , L] and therefore
the Robbins–Siegmund’s lemma (1971) should be applied (see [25, 30]).
Appendix
A.1. Proof of Theorem 4.1
At each step n, consider the squared integrable martingale process {Mn;ℑn}, where
Mn =
∑n
i=1∆Mi =
∑n
i=1{δi −E(δi|ℑi−1)} and ℑn = σ(δ1, . . . , δn;Y1, . . . , Yn).
Let λn = max{s: 2m+ 1 ≤ s ≤ n,πs ≤ t(γˆs)}, with max∅ = 2m. Thus at each step
i > λn, ϕ
RA(πi; γˆi)≤ t(γˆi) and therefore
N˜n = N˜λn+1 +
n∑
k=λn+2
∆Mk +
n∑
k=λn+2
ϕRA(πk−1; γˆk−1)
≤ N˜λn + 1+Mn −Mλn+1 +
n∑
k=λn+2
t(γˆk−1).
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Since N˜λn ≤ λnt(γˆλn) we obtain
N˜n − nt(γˆn) ≤
(
λnt(γˆλn)−
λn+1∑
k=2
t(γˆk−1)
)
+Mn −Mλn+1 +1− t(γˆ0)
−
(
nt(γˆn)−
n∑
k=1
t(γˆk−1)
)
,
where t(γˆ0) = t0 ∈ [0; 1] is a constant depending on the initial stage. Furthermore, as
n→∞, at least one of the number of assignments to the treatments, N˜n and (n− N˜n),
tends to infinity a.s. As showed in [22], in either case γˆn has finite limit so that, from
the properties of t(γˆn), almost surely there exists a v such that
t(γˆn)→ v a.s. (A.1)
and so limn→∞ t(γˆn)−n−1
∑n
k=1 t(γˆk−1) = 0 a.s. As n→∞, then λn→∞ or supn λn <
∞; in either case, limn→∞ n−1λn[t(γˆλn)− λ−1n
∑λn
k=1 t(γˆk)] = 0 a.s. and therefore
[πn − t(γˆn)]+ → 0 a.s. (A.2)
Analogously,
[(1− πn)− (1− t(γˆn))]+ → 0 a.s. (A.3)
From (A.2) and (A.3), as n tends to infinity πn−t(γˆn)→ 0 a.s. and by (A.1) limn→∞ πn =
limn→∞ t(γˆn) = v a.s. Since 0< v < 1, then 0< 1− v < 1 and thus limn→∞ N˜n→∞ a.s.
and limn→∞(n− N˜n)→∞ a.s. Therefore, limn→∞ γˆn→ γ a.s. and from the continuity
of the downcrossing limn→∞ t(γˆn) = t(γ) = v a.s., that is, limn→∞ πn = t(γ) a.s.
A.2. Proof of Theorem 5.1
If ϕCARA is decreasing in πn, then ϕ˜Z is also decreasing in πn, so that the generalized
downcrossing is unique and lies in (0; 1). Letting now ℑn = σ(δ1, . . . , δn;Y1, . . . , Yn;Z1, . . . ,
Zn), then E(δi|ℑi−1) =EZi [ϕ(πi−1; γˆi−1,Si−1, f(Zi))] and ∆Mi = δi−E(δi|ℑi−1). Then
{∆Mi; i ≥ 1} is a sequence of bounded martingale differences with |∆Mi| ≤ 1 for any
i≥ 1; thus {Mn =
∑n
i=1∆Mi;ℑn} is a martingale with
∑n
k=1E[(∆Mi)
2|ℑk−1]≤ n. Let
ζn = max{ϑ: 2m+ 1 ≤ ϑ ≤ n,πϑ ≤ t˜Z(γˆϑ,Sϑ)}, with max∅ = 2m. So that ∀i > ζn we
have ϕ˜Z(πi; γˆi,Si)≤ t˜Z(γˆi,Si). Note that
N˜n = N˜ζn+1 +
n∑
k=ζn+2
∆Mk +
n∑
k=ζn+2
E(δk|ℑk−1)
≤ N˜ζn + 1+Mn −Mζn+1 +
n∑
k=ζn+2
ϕ˜Z(πk−1; γˆk−1,Sk−1)
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< N˜ζn + 1+Mn −Mζn+1 +
n∑
k=ζn+2
t˜Z(γˆk−1,Sk−1)
= N˜ζn + 1+Mn −Mζn+1 +
n∑
k=1
t˜Z(γˆk−1,Sk−1)−
ζn+1∑
k=1
t˜Z(γˆk−1,Sk−1).
Since N˜ζn ≤ ζn t˜Z(γˆζn ,Sζn), then
N˜n − nt˜Z(γˆn,Sn) ≤
(
ζn t˜Z(γˆζn ,Sζn)−
ζn+1∑
k=2
t˜Z(γˆk−1,Sk−1)
)
+Mn −Mζn+1 + 1− t˜Z(γˆ0,S0)−
(
nt˜Z(γˆn,Sn)−
n∑
k=1
t˜Z(γˆk−1,Sk−1)
)
.
Moreover, as n→∞, at least one of the number of assignments to the treatments, N˜n and
(n− N˜n), tends to infinity a.s. In either case from the properties of t˜Z(γˆn,Sn), almost
surely there exists a υ˜ such that
t˜Z(γˆn,Sn)→ υ˜ a.s. (A.4)
and so
t˜Z(γˆn,Sn)−
1
n
n∑
k=1
t˜Z(γˆk−1,Sk−1)→ 0 a.s.
As n→∞, then ζn→∞ or supn ζn <∞; in either case,
ζn
n
{
t˜Z(γˆζn ,Sζn)−
1
ζn
ζn∑
k=1
t˜Z(γˆk,Sk)
}
→ 0 a.s.
and therefore
[πn − t˜Z(γˆn,Sn)]+→ 0 a.s. (A.5)
Analogously,
[(1− πn)− (1− t˜Z(γˆn,Sn))]+→ 0 a.s. (A.6)
From (A.5) and (A.6), limn→∞ πn − t˜Z(γˆn,Sn) = 0 a.s. and therefore by (A.4)
limn→∞ πn = limn→∞ t˜Z(γˆn,Sn) = υ˜ a.s. Since 0 < υ˜ < 1, then 0 < 1 − υ˜ < 1 and
limn→∞ N˜n → ∞ a.s. and limn→∞(n − N˜n) → ∞ a.s. Therefore, limn→∞ γˆn → γ
a.s. and also limn→∞Sn → ς a.s., so that from the continuity of the downcrossing
limn→∞ t˜Z(γˆn,Sn) = t˜Z(γ, ς) = υ˜ a.s., namely limn→∞ πn = t˜Z(γ, ς) a.s.
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A.3. Proof of Theorem 6.1
At each step n, let Mn(j, l) =
∑n
i=1∆Mi(j, l) =
∑n
i=1{δi − E(δi|Gi−1)}1{Zi=(tj ,wl)},
where Gi = σ(ℑi,Zi+1). Therefore, at each stratum (tj ,wl), {∆Mi(j, l); i ≥ 1} is a se-
quence of bounded martingale differences with |∆Mi(j, l)| ≤ 1 for any i ≥ 1 and thus,
{Mn(j, l);Gn} is a squared integrable martingale with
∑n
k=1E[(∆Mi(j, l))
2|Gk−1]≤ n.
Let ξn(j, l) = max{s: 2m + 1 ≤ i ≤ n,πi(j, l) ≤ tjl(γˆi,Si)}, with max∅ = 2m, then
there exists a given stratum (tj′ ,wl′) such that ξn(j
′, l′) = maxjl ξn(j, l). Therefore, for
any i > ξn(j
′, l′), at each stratum πi(j, l) > tjl and, by Definition 6.1, ϕjl(pii; γˆi,Si) ≤
tjl(γˆi,Si). Thus
N˜n(j
′, l′) = N˜ξn(j′,l′)+1(j
′, l′) +
n∑
i=ξn(j′,l′)+2
∆Mi(j
′, l′) +
n∑
i=ξn(j′,l′)+2
E(δi|Gi−1)1{Zi=(tj′ ,wl′ )}
≤ N˜ξn(j′,l′)(j′, l′) + 1+Mn(j′, l′)−Mξn(j′,l′)+1(j′, l′)
+
n∑
i=ξn(j′,l′)+2
ϕj′l′(pii−1; γˆi−1,Si−1)1{Zi=(tj′ ,wl′)}
< N˜ξn(j′,l′)(j
′, l′) + 1+Mn(j
′, l′)−Mξn(j′,l′)+1(j′, l′)
+
n∑
i=ξn(j′,l′)+2
tj′l′(γˆi−1,Si−1)1{Zi=(tj′ ,wl′)}
= N˜ξn(j′,l′)(j
′, l′) + 1+Mn(j
′, l′)−Mξn(j′,l′)+1(j′, l′)
+
n∑
i=1
tj′l′(γˆi−1,Si−1)1{Zi=(tj′ ,wl′)}
−
ξn(j
′,l′)+1∑
i=1
tj′l′(γˆi−1,Si−1)1{Zi=(tj′ ,wl′ )}.
Moreover, since N˜ξn(j′,l′)(j
′, l′)≤Nξn(j′,l′)(j′, l′)tj′l′(γˆξn(j′,l′),Sξn(j′,l′)), then
N˜n(j
′, l′)−Nn(j′, l′)tj′l′(γˆn,Sn)
≤Mn(j′, l′)−Mξn(j′,l′)+1(j′, l′) + 1
+
(
Nξn(j′,l′)(j
′, l′)tj′l′(γˆξn(j′,l′),Sξn(j′,l′))−
ξn(j
′,l′)+1∑
i=1
tj′l′(γˆi−1,Si−1)1{Zi=(tj′ ,wl′)}
)
−
(
Nn(j
′, l′)tj′l′(γˆn,Sn)−
n∑
i=1
tj′l′(γˆi−1,Si−1)1{Zi=(tj′ ,wl′)}
)
.
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Since pjl > 0, then as n→∞
Nn(j, l)→∞ and Mn
Nn(j, l)
→ 0 a.s. ∀j = 0, . . . , J ; l= 0, . . . , L.
Moreover, as n→∞ at least one of N˜n(j′, l′) and [Nn(j′, l′)− N˜n(j′, l′)] tends to infinity
a.s. Therefore γˆn→ γ a.s. and, from (5.2), Sn→ ς a.s. Thus, as n→∞
tj′l′(γˆn,Sn)−
∑n
i=1 tj′l′(γˆi−1,Si−1)1{Zi=(tj′ ,wl′)}∑n
i=1 1{Zi=(tj′ ,wl′ )}
→ 0 a.s.
Furthermore, as n→∞
tj′l′(γˆξn(j′,l′),Sξn(j′,l′))
Nξn(j′,l′)(j
′, l′)
Nn(j′, l′)
−
∑ξn(j′,l′)+1
i=1 tj′l′(γˆi−1,Si−1)1{Zi=(tj′ ,wl′)}∑n
i=1 1{Zi=(tj′ ,wl′)}
→ 0 a.s.
and therefore limn→∞[πn(j
′, l′)− tj′l′(γˆn,Sn)]+ = 0 a.s.
Analogously, limn→∞{[1− πn(j′, l′)]− [1− tj′l′(γˆn,Sn)]}+ = 0 a.s. and thus
lim
n→∞
πn(j
′, l′) = tj′l′(γ, ς) a.s. (A.7)
Since ∃! t(γˆn,Sn) = [tjl(γˆn,Sn): j = 0, . . . , J ; l= 0, . . . , L] which is continuous andϕ(t(γ, ς);
γ, ς) = t(γ, ς), then from (A.7) follows that
lim
n→∞
πn(j, l) = tjl(γ, ς) a.s. for every (j, l) 6= (j′, l′)
and Theorem 6.1 follows directly.
Acknowledgements
We are grateful to the referees and the associate editor for their comments and sugges-
tions, which led to a substantially improved version of the paper.
References
[1] Atkinson, A.C. (1982). Optimum biased coin designs for sequential clinical trials with
prognostic factors. Biometrika 69 61–67. MR0655670
[2] Atkinson, A.C. and Biswas, A. (2005). Adaptive biased-coin designs for skewing the
allocation proportion in clinical trials with normal responses. Stat. Med. 24 2477–2492.
MR2112377
28 A. Baldi Antognini and M. Zagoraiou
[3] Auer, P., Cesa-Bianchi, N. and Fischer, P. (2002). Finite-time analysis of the multi-
armed bandit problem. Machine Learning 47 235–256.
[4] Baldi Antognini, A. and Giovagnoli, A. (2004). A new ‘biased coin design’ for the
sequential allocation of two treatments. J. Roy. Statist. Soc. Ser. C 53 651–664.
[5] Baldi Antognini, A. and Giovagnoli, A. (2010). Compound optimal allocation for indi-
vidual and collective ethics in binary clinical trials. Biometrika 97 935–946. MR2746162
[6] Baldi Antognini, A. and Zagoraiou, M. (2011). The covariate-adaptive biased coin
design for balancing clinical trials in the presence of prognostic factors. Biometrika 98
519–535. MR2836404
[7] Baldi Antognini, A. and Zagoraiou, M. (2012). Multi-objective optimal designs in
comparative clinical trials with covariates: The reinforced doubly adaptive biased coin
design. Ann. Statist. 40 1315–1345. MR3015027
[8] Bandyopadhyay, U. and Biswas, A. (2001). Adaptive designs for normal responses with
prognostic factors. Biometrika 88 409–419. MR1844841
[9] Begg, C.B. and Iglewicz, B. (1980). A treatment allocation procedure for sequential
clinical trials. Biometrics 36 81–90.
[10] Benveniste, A., Me´tivier, M. and Priouret, P. (1990). Adaptive Algorithms and
Stochastic Approximations. Applications of Mathematics (New York) 22. Berlin:
Springer. Translated from the French by Stephen S. Wilson. MR1082341
[11] Duflo, M. (1997). Random Iterative Models. Applications of Mathematics (New York) 34.
Berlin: Springer. Translated from the 1990 French original by Stephen S. Wilson and
revised by the author. MR1485774
[12] Efron, B. (1971). Forcing a sequential experiment to be balanced. Biometrika 58 403–417.
MR0312660
[13] Eisele, J.R. (1994). The doubly adaptive biased coin design for sequential clinical trials.
J. Statist. Plann. Inference 38 249–261. MR1256599
[14] Fabian, V. (1968). On asymptotic normality in stochastic approximation. Ann. Math.
Statist 39 1327–1332. MR0231429
[15] Geraldes, M.,Melfi, V., Page, C. and Zhang, H. (2006). The doubly adaptive weighted
differences design. J. Statist. Plann. Inference 136 1923–1939. MR2255604
[16] Gittins, J.C. (1979). Bandit processes and dynamic allocation indices. J. Roy. Statist.
Soc. Ser. B 41 148–177. With discussion. MR0547241
[17] Hall, P. and Heyde, C.C. (1980). Martingale Limit Theory and Its Application. Proba-
bility and Mathematical Statistics. New York: Academic Press. MR0624435
[18] Heritier, S., Gebski, V. and Pillai, A. (2005). Dynamic balancing randomization in
controlled clinical trials. Stat. Med. 24 3729–3741. MR2221964
[19] Hill, B.M., Lane, D. and Sudderth, W. (1980). A strong law for some generalized urn
processes. Ann. Probab. 8 214–226. MR0566589
[20] Hu, F. and Rosenberger, W.F. (2006). The Theory of Response-Adaptive Randomiza-
tion in Clinical Trials. Wiley Series in Probability and Statistics. Hoboken, NJ: Wiley.
MR2245329
[21] Hu, F. and Zhang, L.-X. (2004). Asymptotic properties of doubly adaptive biased coin
designs for multitreatment clinical trials. Ann. Statist. 32 268–301. MR2051008
[22] Hu, F., Zhang, L.-X. and He, X. (2009). Efficient randomized-adaptive designs. Ann.
Statist. 37 2543–2560. MR2543702
[23] Hu, Y. and Hu, F. (2012). Asymptotic properties of covariate-adaptive randomization.
Ann. Statist. 40 1794–1815. MR3015044
Convergence of adaptive allocation procedures 29
[24] Kushner, H.J. and Yin, G.G. (2003). Stochastic Approximation and Recursive Algorithms
and Applications: Stochastic Modelling and Applied Probability, 2nd ed. Applications
of Mathematics (New York) 35. New York: Springer. MR1993642
[25] Lai, T.L. (2003). Stochastic approximation. Ann. Statist. 31 391–406. Dedicated to the
memory of Herbert E. Robbins. MR1983535
[26] Melfi, V.F., Page, C. and Geraldes, M. (2001). An adaptive randomized design with
application to estimation. Canad. J. Statist. 29 107–116. MR1834490
[27] Pavlidis, N.G.,Tasoulis, D.K. andHand, D.J. (2008). Simulation studies of multi-armed
bandits with covariates. In 10th International Conference on Computer Modelling and
Simulation, Cambridge (UK) 493–498. Los Alamitos: IEEE Computer Society.
[28] Pocock, S.J. and Simon, R. (1975). Sequential treatment assignment with balancing for
prognostic factors in the controlled clinical trial. Biometrics 31 103–115.
[29] Robbins, H. and Monro, S. (1951). A stochastic approximation method. Ann. Math.
Statistics 22 400–407. MR0042668
[30] Robbins, H. and Siegmund, D. (1971). A convergence theorem for non negative almost
supermartingales and some applications. In Optimizing Methods in Statistics (Proc.
Sympos., Ohio State Univ., Columbus, Ohio, 1971) 233–257. Academic Press, New
York. MR0343355
[31] Robbins, H., Simons, G. and Starr, N. (1967). A sequential analogue of the Behrens-
Fisher problem. Ann. Math. Statist. 38 1384–1391. MR0214235
[32] Rosenberger, W.F. and Lachin, J.M. (2002). Randomization in Clinical Trials: Theory
and Practice. Wiley Series in Probability and Statistics. New York: Wiley. MR1914364
[33] Rosenberger, W.F., Stallard, N., Ivanova, A., Harper, C.N. and Ricks, M.L.
(2001). Optimal adaptive designs for binary response trials. Biometrics 57 909–913.
MR1863454
[34] Rosenberger, W.F. and Sverdlov, O. (2008). Handling covariates in the design of clin-
ical trials. Statist. Sci. 23 404–419. MR2483911
[35] Rosenberger, W.F., Vidyashankar, A.N. and Agarwal, D.K. (2001). Covariate-
adjusted response adaptive designs for binary response. J. Biopharm. Statist. 11 227–
236.
[36] Signorini, D.F., Leung, R.J., Simes, R.J., Beller, E. and Gebski, V.J. (2001). Dy-
namic balanced randomization for clinical trials. Stat. Med. 12 2343–2350.
[37] Silvey, S.D. (1980). Optimal Design. An Introduction to the Theory for Parameter Esti-
mation. Monographs on Applied Probability and Statistics. London: Chapman & Hall.
MR0606742
[38] Smith, R.L. (1984). Properties of biased coin designs in sequential clinical trials. Ann.
Statist. 12 1018–1034. MR0751289
[39] Smith, R.L. (1984). Sequential treatment allocation using biased coin designs. J. Roy.
Statist. Soc. Ser. B 46 519–543. MR0790636
[40] Soares, J.F. and Wu, C.-F.J. (1983). Some restricted randomization rules in sequential
designs. Comm. Statist. Theory Methods 12 2017–2034. MR0714209
[41] Taves, D.R. (1974). Minimization: A new method of assigning patients to treatment and
control groups. J. Clin. Pharmacol. Therap. 15 443–453.
[42] Tymofyeyev, Y., Rosenberger, W.F. and Hu, F. (2007). Implementing optimal alloca-
tion in sequential binary response experiments. J. Amer. Statist. Assoc. 102 224–234.
MR2345540
[43] Wei, L.J. (1978). The adaptive biased coin design for sequential experiments. Ann. Statist.
6 92–100. MR0471205
30 A. Baldi Antognini and M. Zagoraiou
[44] Wei, L.J., Smythe, R.T. and Smith, R.L. (1986). K-treatment comparisons with re-
stricted randomization rules in clinical trials. Ann. Statist. 14 265–274. MR0829567
[45] Zhang, L.-X., Hu, F., Cheung, S.H. and Chan, W.S. (2007). Asymptotic properties of
covariate-adjusted response-adaptive designs. Ann. Statist. 35 1166–1182. MR2341702
[46] Zhang, L.-X. and Hu, F.-f. (2009). A new family of covariate-adjusted response adaptive
designs and their properties. Appl. Math. J. Chinese Univ. Ser. B 24 1–13. MR2486489
Received March 2013 and revised November 2013
