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Dedicated to the memory of Gerard Murphy
By Alan L. Carey at Canberra, Sergey Neshveyev at Oslo, Ryszard Nest at Copenhagen,
and Adam Rennie at Canberra
Abstract. Given a C -algebra A with a KMS weight for a circle action, we construct
and compute a secondary invariant on the equivariant K-theory of the mapping cone of
AT ,! A, both in terms of equivariant KK-theory and in terms of a semifinite spectral
flow. This in particular puts the previously considered examples of Cuntz algebras [10]
and SUqð2Þ [14] in a general framework. As a new example we consider the Araki–Woods
IIIl representations of the Fermion algebra.
1. Introduction
The main subject of this paper is a study of the cohomological information contained
in a non-tracial weight f on a C -algebra A. As the replacement to the tracial property we
will assume that f has the KMSb property with respect to a one-parameter group of auto-
morphisms s of A and, for reasons to be apparent later, that s : R ! AutðAÞ factorizes
through a circle action s : T ! AutðAÞ. Since f is not a trace, it only has well-defined pair-
ing with the K-theory of the fixed point algebra As which, in examples, is not very interest-
ing. On the other hand,
c ¼ ðbþ BÞf




, hence can be expected to
give a pairing with the K-theory of the mapping cone M of the inclusion As ,! A.
This is made precise in this paper. In fact, we get two pictures of this pairing.
The KK-theoretic picture. The action of s induces a natural element ½D̂ of
KK T0 ðM;AsÞ and the Kasparov product gives us the homomorphism
½D̂X : KT0 ðMÞ ! K T0 ðAsÞ ¼ K0ðAsÞ½w; w1;
where w is the fundamental character of T.
The analytic spectral flow picture. This is based on identifying a natural faithful
semifinite algebra N with a semifinite normal trace Trf, and studying the spectral flow of
a path of operators of the form
½0; 1 C t ! Dþ at
where D is the generator of the action of T and at is a path of bounded perturbations asso-
ciated to a class in KT0 ðMÞ. The KMS-property of f on A suggests a natural choice for N
and the associated trace Trf. However, as the examples show, this leads to a non-summable
(even non-y-summable) situation, hence the existing technology for computing semifinite
spectral flow does not work. This forces on us a choice of a renormalization procedure—
once performed, we get an explicit functional on the K-theory of the mapping cone M with
values in R.
The constructions given in this paper are inspired by the computations done before
(compare [10], [14], [5]), which produced examples of pairings of K-theoretic type with
non-tracial states.
For the convenience of the reader, we will summarize the main results.
1.1. The KK-theoretic results. Our basic data consists of a C -algebra A, together
with a strongly continuous action of the circle T by -automorphisms s : T ! AutðAÞ.
Throughout the paper we will make an additional assumption on s (see Definition 2.2),
which is slightly weaker than assuming that the spectral subspaces of s are full, but is
general enough to cover all interesting examples we are aware of.
We let F denote the fixed point subalgebra As of A, and E the canonical conditional
expectation A ! F . Consider the right Hilbert C -module X ¼ L2ðA;EÞ over F . Let p
denote the representation of A on X given by the left multiplication and let D denote the
generator of the action of T on X induced by s. We prove that ðp;X ;DÞ defines an element
½D of KKT1 ðA;FÞ (cf. Proposition 2.9).
Let M ¼ MðF ;AÞ denote the mapping cone of the inclusion F HA. The class ½D has
a canonical lifting to a class ½D̂ A KK T0 ðM;FÞ which is the main KK-theoretic object of this
paper (cf. Section 2.2), and the pairing to the equivariant theory of the mapping cone is
given by the Kasparov product
K T0 ðMÞ  KK T0 ðM;FÞ ! KT0 ðFÞ:
The group K T0 ðMÞ can be described as follows. Every class in KT0 ðMÞ has a representative
given by an isometry v in

A@nBðHÞT, where H is the space of a finite dimensional
unitary representation of T, such that vv and vv are in F@nBðHÞ, and vv ¼ vv mod-
ulo F nBðHÞ. As usual, the superscript@ denotes unitization. We will denote by ½v the
corresponding class in K T0 ðMÞ. Let P ¼ w½0;yÞðDÞ.
In this notation, the Kasparov product
½D̂X : K T0 ðMÞ ! K T0 ðFÞ;
which we denote by IndexD̂, is described by the following result.
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Theorem 1.1 (cf. Theorem 2.11). Let ½v be a class in K T0 ðMÞ represented by a partial
isometry v in

A@nBðHÞT as above. Then
IndexD̂ð½vÞ ¼ Index
ðPn 1ÞvðPn 1Þ : vvðPHF nHÞ ! vvðPHF nHÞ A K T0 ðFÞ
(cf. [9]).
1.2. The analytic results—semifinite spectral flow. We assume that f is a faithful
positive, semifinite weight on A satisfying the KMSb condition with respect to the action
of R induced by s.
Let Hf ¼ L2ðA; fÞ, pf : A ! BðHfÞ denote the GNS-representation. Since f is faith-
ful, Hf carries the standard representation of the weak closure of pfðAÞ and we denote
by Jf the associated conjugate linear isometry on Hf. Recall that pfðAÞ0 ¼ JfpfðAÞsJf.
We denote by N be the commutant of JfpfðFÞJf in BðHfÞ. Then N is a semifinite von
Neumann algebra and AF pfðAÞHN with a positive, faithful, semifinite trace Trf (see
Section 3.2).
1.2.1. Renormalization. ðA; pf;Hf;DÞ is a semifinite spectral triple with respect to
ðN;TrfÞ, and hence it is tempting to apply the spectral flow formulas developed in this
context to obtain some numerical invariants of the equivariant spectral flow. However, as
the examples show, ð1þD2Þ1=2 is almost never finitely summable with respect to Trf. To
circumvent this problem, we will use the methods of [10]. We replace the pair ðN; fÞ by the
semifinite von Neumann algebra M ¼ Nf and the trace Trf by fD1TrfðebD=2  ebD=2Þ,
which is a trace on M (see Section 3.2).
In fact, the natural construction turns out to work the other way round. The weight
fD is the restriction of the dual weight f̂ of f on the crossed product AzsT, and Trf can
be easily constructed from f̂.
1.2.2. Modular index pairing. The operator D is one-summable with respect to fD,
and for a unitary operator u such that u½D; u is bounded and belongs to M, we can com-
pute the spectral flow along the linear path from D to uDu.
We formalize this situation in Section 4, where we construct the group K1ðA; sÞ (see
Definition 4.2) of homotopy classes of partial isometries v in A@ (more precisely, in matrix
algebras over A@) which satisfy
stðvÞv; stðvÞv A M Et A R:
We will call such v modular. A modular isometry has the form v ¼P
k
vk, where vk’s are ho-
mogeneous partial isometries and only finitely many of them are non-zero.
Given such a modular isometry, we can associate to it a class 5v6 A K T0 ðMÞ, and the
analytic formula computes the semifinite spectral flow of the pair ðD; vDvÞ with respect to
KðM; fDÞ.
Theorem 1.2 (the residue formula, cf. Theorem 5.6). Let v A A be a modular partial
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The spectral flow defines a map K1ðA; sÞ ! R. Using our KK-theoretic constructions,
it can be described as follows.
Theorem 1.3 (cf. Theorem 4.10). Let v be a modular partial isometry. The fD-
spectral flow sffDðvvD; vDvÞ along the linear path joining vvD to vDv is given by the
composition
K1ðA; sÞ !5 6 KT0 ðMÞ !IndexD̂ K0ðFÞ½w; w1 !f R½w; w1 !EvðebÞ R:
Here f denotes the map defined by the trace fjF and EvðebÞ is the evaluation at w ¼ eb.
1.3. Twisted cyclic cohomology. The above spectral flow formula turns out to be
related to twisted cyclic cohomology as follows (see Section 5.3). Denote by A the algebra
spanned by the homogeneous elements in the domain of f.
Theorem 1.4 (cf. Theorem 5.9). The bilinear functional on A given by












depends holomorphically on r for <ðrÞ > 1=2 and modulo functions which are holomorphic for
<ðrÞ > 0 is a function valued sib-twisted ðb;BÞ-cocycle.
Therefore if the residue at r ¼ 1=2 exists, we get a twisted cyclic cocycle. This is
the case for example when the action has full spectral subspaces and the cocycle is just
ða0; a1Þ 7! fða0½D; a1Þ.
The appearance of twisted cyclic cohomology can be explained as follows. We would
like to compute the spectral flow from D to uDu with respect to Trf and for this define a
T-equivariant Chern character Chg, g A T. However, this is not possible for summability
issues, and what we in fact are able to define is a ‘‘continuation’’ of this hypothetical Chern
character to g ¼ eb A TC ¼ C. The evaluation of an equivariant cyclic cocycle at a
group-like element di¤erent from 1 is exactly what produces twisted cyclic cocycles, com-
pare with [28].
2. Equivariant KK-class associated to a circle action
2.1. A Kasparov module from a circle action. Let A be a C -algebra, s : T!AutðAÞ
a strongly continuous action of the circle. It will be convenient to consider s as a 2p-
periodic one-parameter group of automorphisms. We denote by F the fixed point algebra
fa A A : stðaÞ ¼ a Et A Rg. Since T is a compact group, the map





is a faithful conditional expectation. Next define an F -valued inner product on A by
ða j bÞR :¼ EðabÞ. The properties of E allow us to see that this is a (pre)-C -inner
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product on A, and so we may complete A in the topology determined by the norm
kak2X ¼ kða j aÞRkF to obtain a C -module, for the right action of F .
Definition 2.1. We let X ¼ A be the C -module completion of A with inner product
ð j ÞR.
We remark that the general theory of C -modules (or Hilbert modules) is discussed in
many places and we will use [27], [34]. For a right C -B-module Y , we let LðY Þ be the C -
algebra (for the operator norm) of adjointable endomorphisms, KðYÞ the closed ideal
of compact endomorphisms, which is the completion of the ideal of finite rank endomor-
phisms. The latter is generated by the rank one endomorphisms Yx;y, x; y A Y , defined by
Yx;yz ¼ xðy j zÞR, z A Y .
The circle action is defined on the dense subspace AHX and extends to a unitary
action on X , and hence defines a circle action on LðXÞ, which we continue to denote by
s. The F -module X is a full F -module for the right inner product. For k A Z, denote the
eigenspaces of the action s by
Ak ¼ fa A A : stðaÞ ¼ eikta for all t A Rg:
Then F ¼ A0, which guarantees the fullness of X over F . Also, A is a Z-graded algebra in
an obvious way, Ak ¼ ðAkÞ and, in particular, each Ak is an F -module. Furthermore,
A0Ak is dense in Ak, and hence FA ¼ A and similarly AF ¼ A (this also follows from the
existence of a s-invariant approximate unit in A). Note also that the norm on Ak defined
by the above inner product coincides with the C -norm. We denote by Xk the space Ak
considered as a closed submodule of X . For k A Z we set Fk ¼ AkAk .
For each k A Z, the projection onto the k-th spectral subspace for the circle action is





eiktstðxÞ dt; x A X :
The range of Ek is the submodule Xk. These ranges give us the natural Z-grading of X . The
operators Ek are adjointable endomorphisms of the F -module X such that E

k ¼ Ek ¼ E2k
and EkEl ¼ dk; lEk. If KHZ then the sum
P
k AK
Ek converges strictly to a projection in the
endomorphism algebra, [29]. In particular, the sum
P
k AZ
Ek converges strictly to the identity
operator on X .
Definition 2.2. The action s on A satisfies the Spectral Subspace Assumption (SSA)
if Fk is a complemented ideal in F for every k A Z. Equivalently, the representation
pk : F ! EndF ðXkÞ given by left multiplication satisfies pkðFÞ ¼ pkðFkÞ (then ker pk is the
complementary ideal to Fk).
There is a special case of this assumption which is well known, namely A is said to
have full spectral subspaces if Fk ¼ F for all k A Z. The gauge action on the Cuntz algebras
On provides examples where fullness holds. The quantum group SUqð2Þ with its Haar state
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and associated circle action is an example of an algebra satisfying the SSA but not having
full spectral subspaces [14].
Lemma 2.3. If A1A

1 ¼ A1A1 ¼ A0, the modules Xk and Xk are full for all k A Z.
Proof. Observe that as A1A

1 HA0, we have A1 ¼ A0A1. So if A0 ¼ A1A1, by induc-
tion we get A0 ¼ ðAk1 ÞAk1 for kf 1. Since Ak1 HAk, we conclude that Xk is full. Similarly,
if ke1 then ðA1 Þk HAk, so A0 ¼ A1A1 implies that Xk is full. r
The following lemma is the key step in obtaining a Kasparov module.
Lemma 2.4. For a circle action on A the following conditions are equivalent:
(i) The action satisfies the SSA.
(ii) For all a A A and k A Z, the endomorphism aEk of the right F-module X is com-
pact.
Proof. Assume the action satisfies the SSA. If x; y A Ak and z A X , then
Yx;yz ¼ xEðyzÞ ¼ xEðyzkÞ ¼ xyzk ¼ xyEkz:
Thus Yx;y ¼ xyEk. It follows that aEk is compact for any a A AkAk . Since AkAk is dense in
Fk, we see that fEk is compact for any f A Fk, and hence fEk is compact for any f A F by
the SSA. But then afEk is compact for any f A F and a A A. Since AF is dense in A, we can
approximate bEk for any b A A by (compact) endomorphisms of the form afEk.
Conversely, assume fEk is compact for some f A F , so that fEk can be approximated
by finite sums of operators Yx;y, x; y A Xk. We have seen, however, that Yx;y ¼ xyEk, and
so pkð f Þ is in pkðFkÞ. Therefore if fEk is compact for all f A F and k A Z, the SSA is
satisfied. r
From now on we will assume that the Spectral Subspace Assumption is satisfied, even
though some of our results hold in full generality.
Since we have the circle action defined on X , we may use the generator of this action
to define an unbounded operator D. We will not define or study D from the generator point
of view, instead taking a more bare-hands approach. It is easy to check that D as de-
fined below is the generator of the circle action. The theory of unbounded operators on
C -modules that we require is all contained in Lance’s book, [27], Chapters 9, 10. We quote
the following definitions (adapted to our situation).
Definition 2.5 ([27]). Let Y be a right C -B-module. A densely defined unbounded
operator
D : domDHY ! Y
is a B-linear operator defined on a dense B-submodule domDHY . The operator D is
closed if the graph GðDÞ ¼ fðx;DxÞ : x A domDg is a closed submodule of Y lY .
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If D : domDHY ! Y is densely defined and unbounded, define a submodule
domD :¼ fy A Y : bz A Y such that Ex A domD; ðDx j yÞR ¼ ðx j zÞRg:
Then for y A domD define Dy ¼ z. Given y A domD, the element z is unique, so
D : domD ! Y , Dy ¼ z is well-defined, and moreover is closed.
Definition 2.6 ([27]). Let Y be a right C -B-module. A densely defined unbounded
operator D is symmetric if for all x; y A domD we have ðDx j yÞR ¼ ðx jDyÞR. A sym-
metric operator D is self-adjoint if domD ¼ domD (and so D is necessarily closed). A
densely defined unbounded operator D is regular if D is closed, D is densely defined, and
1þDD has dense range.
The extra requirement of regularity is necessary in the C -module context for the
continuous functional calculus, and is not automatic, [27], Chapter 9. With these definitions
in hand, we return to our C -module X . The following can be proved just as in [29], Pro-
position 4.6, or equivalently by observing that the operator D is presented in diagonal
form.
Proposition 2.7. Let X be the right C -F-module of Definition 2.1. Define XDHX to












For x ¼ P
k AZ
xk A XD define Dx ¼
P
k AZ
kxk. Then D : XD ! X is a self-adjoint regular opera-
tor on X.
There is a continuous functional calculus for self-adjoint regular operators, [27],
Theorem 10.9, and we use this to obtain spectral projections for D at the C -module level.
Let fk A CcðRÞ be 1 in a small neighborhood of k A Z and zero on
ðy; k  1=2W ½k þ 1=2;yÞ:
Then it is clear that Ek ¼ fkðDÞ. That is the spectral projections of D are the same as the
projections onto the spectral subspaces of the circle action.
Lemma 2.8. For all a A A, the operator að1þD2Þ1=2 is a compact endomorphism of
the F-module X.
Proof. Since aEk is a compact endomorphism for all a A A, and aEk; aEm have




converges in norm to a compact endomorphism. r
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Proposition 2.9. The pair ðX ;DÞ is an unbounded Kasparov module defining a class in
the equivariant KK-group KK T1 ðA;FÞ.
Proof. We will use the approach of [23], Section 4. Let V ¼ Dð1þD2Þ1=2. We
need to show that various operators belong to End0F ðXÞ. First, V  V  ¼ 0, so aðV  V Þ
is compact for all a A A. Also að1 V 2Þ ¼ að1þD2Þ1 which is compact from Lemma 2.8
and the boundedness of ð1þD2Þ1=2. Finally, we need to show that ½V ; a is compact for
all a A A. First we suppose that a ¼ am is homogeneous for the circle action. Then
½V ; a ¼ ½D; að1þD2Þ1=2 Dð1þD2Þ1=2½ð1þD2Þ1=2; að1þD2Þ1=2
¼ b1ð1þD2Þ1=2 þ Vb2ð1þD2Þ1=2;
where b1 ¼ ½D; a ¼ ma and b2 ¼ ½ð1þD2Þ1=2; a. Provided that b2ð1þD2Þ1=2 is a com-
pact endomorphism, Lemma 2.8 will show that ½V ; a is compact for all homogeneous a.















1þ ðmþ kÞ21=2  ð1þ k2Þ1=2ð1þ k2Þ1=2
goes to 0 as k !Gy, and as the amEk are compact with orthogonal ranges, the sum in (1)
converges in the operator norm on endomorphisms and so converges to a compact endo-
morphism. For a A A a finite sum of homogeneous terms, we apply the above reasoning to
each term in the sum to find that ½ð1þD2Þ1=2; að1þD2Þ1=2 is a compact endomorphism.
Now let a A A be the norm limit of a Cauchy sequence faigif0 where each ai is a finite
sum of homogeneous terms. Then
k½V ; ai  ajke 2kai  ajk ! 0;
so the sequence ½V ; ai is also Cauchy in norm, and so the limit is compact. r
2.2. Lifting KK-classes to the mapping cone. As remarked in the introduction, the
class ½ðX ;DÞ in KK T1 ðA;FÞ lifts to a class in KK T0 ðM;FÞ which we will describe in this
subsection, where M is the mapping cone of the inclusion F HA.
Remarks 2.10. Both in this subsection and in the subsection 3.1 (dual weights) we
will work in somewhat more general context of C -algebras with action of a fixed compact
group G replacing the torus T and with an arbitrary G-equivariant KK-class replacing the
class ½ðX ;DÞ. While this is not needed for this paper, the proofs are virtually identical with
those for the special case and we include them for future reference.
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2.2.1. Construction of D̂. Let A and F be separable C -algebras equipped with an
action a of a compact group G and suppose that we are given a class ½D in KKG1 ðA;FÞ.
Such a class is given by the following data:
(i) A right Hilbert C -module HF over F .
(ii) A unitary representation l of G on HF compatible with the Hilbert C
-module
structure:
aðgÞðhx; hiÞ ¼ hlðgÞx; lðgÞhi:
(iii) An injective representation p : A ! LðHF Þ such that, for all g A G and a A A,
p

aðgÞðaÞ ¼ Ad lðgÞpðaÞ:
(iv) A projection P A LðHF Þ commuting with lðGÞ and satisfying
½pðaÞ;P A KðHF Þ for all a A A; PpðaÞP B KðHF Þ for all a A Anf0g:
An alternative description of the same class is given by the G-equivariant extension of A by
KnF :
0 ! PKðHF ÞP ! P

KðHF Þ þ pðAÞ

P ! A ! 0:ð2Þ
For an inclusion BHA of C -algebras we denote by MðB;AÞ the corresponding mapping
cone,
MðB;AÞ ¼ 
 f A C0ð0; 1;A : f ð1Þ A B:
Let B be a C -subalgebra of A consisting of elements commuting with P. Using the exten-
sion (2), we get a G-equivariant extension for the mapping cone
0 ! C0
ð0; 1Þ;PKðHF ÞP! MPB;PKðHF Þ þ pðAÞP! MðB;AÞ ! 0:ð3Þ
In turn, this extension defines a class in KKG1

MðB;AÞ;C0
ð0; 1Þ;PKðHF ÞP. We will
use ½D̂ to denote the image of this class in KKG0






ð0; 1Þ;PKðHF ÞP!F KKG0 MðB;AÞ;F:
2.2.2. Pairing of [D̂] with KG0 (M(B,A)). Recall that a K0-class of a mapping cone
algebra MðB;AÞ is given (after stabilization) by a pair of paths of projections pt; qt A A@,
t A ½0; 1 such that p0 ¼ q0, p1; q1 A B@ and p1  q1 A B. Since this implies that p1 and q1
are Murray–von Neumann equivalent in A@, such a class ½pt  ½qt can be equivalently
described by a partial isometry v A A@ satisfying vv ¼ p1 and vv ¼ q1, with p1 and q1 as
above, see [32] for details.
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Theorem 2.11. Let ½v be a class in KG0

MðB;AÞ represented by a partial isometry
in





h½D̂; ½vi ¼ IndexðPn 1ÞvðPn 1Þ : vvðPHF nHÞ ! vvðPHF nHÞ A KG0 ðFÞ:
Proof. This follows from the lemma below and the fact that the pairing of ½D̂ with
KG

MðB;AÞ coincides with the boundary map d : KG MðB;AÞ! KGþ1C0ð0; 1Þ;F
in the six term exact sequence of the extension (3). r
Lemma 2.12. Let F be a unital separable C -algebra, X a countably generated right
Hilbert F-module. Assume P, p and q are projections in LðXÞ such that ½P; p ¼ ½P; q ¼ 0.
Assume also that vt, 0e te 1, is a continuous path of partial isometries in LðXÞ such
that p ¼ v0, p ¼ vt vt for all t, ½P; vt A KðXÞ for all t, and q ¼ v1v1 . Therefore the unitaries
expð2piPvtvt PÞ are equal to 1 modulo KðX Þ, and equal to 1 for t ¼ 0; 1, hence they define a
unitary V in C0
ð0; 1Þ;KðX Þ@. Then the class of V in K0ðFÞ ¼ K1C0ð0; 1Þ;F is equal
to IndexðPv1P : pPX ! qPXÞ.
Proof. Let us see first that the class of V depends only on v1. So assume that ut is
another path with the same properties and u1 ¼ v1. It defines a unitary U . Consider

























Then wtðsÞ is a partial isometry for all s and t, wtð0Þ ¼ vt 0
0 0
 



















as s varies from 0
to 1.
In particular, instead of the original path we can consider the path










Assume x :¼ Pv1P : pPX ! qPX is a regular Fredholm operator. Let p0X and q0X be its
kernel and cokernel, respectively, and put p1 ¼ pP p0, q1 ¼ qP q0. Then we have
P2utu

t P2 ¼ Rt
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Since x is an isomorphism between p1X and q1X and a partial isometry modulo compacts,
the polar decomposition x ¼ wjxj is well-defined, ww ¼ p1, ww ¼ q1, and jxj ¼ p1 mod-
ulo compacts. Using the straight line homotopy between jxj and p1, we can replace path (5)
by the homotopic path with w instead of x. But then the second summand in (5) becomes a
projection orthogonal to the first summand, hence it does not contribute to the exponent.














The class in K0

KðX ÞGK1C0ð0; 1Þ;KðXÞ defined by this path is ½q0  ½p0.
Turning to the case when x ¼ Pv1P is not regular, observe that we can replace pP and
qP by pPþ r and qPþ r, where r is any compact projection orthogonal to pP and qP, since






KðXÞGK1C0ð0; 1Þ;KðX Þ is zero.
Furthermore, any compact perturbation of x on the right-hand side of (4) leads to a homo-
topic path of unitaries. It follows that if y : pPX lF n ! qPX lF n is a regular Fredholm
operator with qPypP ¼ Pv1P then the path expð2piP2utut P2Þ defines the same class as the
path
exp 2piRt
ðpPþ rÞð1 tÞ y ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffitð1 tÞp
y
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi





where r is the projection X lF n ! F n. The same computation as in the regular case shows
that this class equals IndexðyÞ, which is IndexðPv1P : pPX ! qPXÞ by definition. r
2.2.3. The case of a circle action. In the particular case of this paper we therefore
obtain a class ½D̂ A KKT0 ðM;FÞ, where M ¼ MðF ;AÞ. The pairing of ½D̂ with K T0 ðMÞ de-
fines a map K T0 ðMÞ ! KT0 ðFÞ, which we denote by IndexD̂.
Remarks 2.13. The C -algebra analogue of the Atiyah–Patodi–Singer (APS) theory
developed in [9] provides another lifting of ðX ;DÞ to a class in KK T0 ðM;FÞ. In the case
when both A and F are in the UCT-class, it coincides with the lifting ½D̂ constructed
above. We conjecture that the two classes always coincide.
Let us also make a few remarks about the equivariant K-theory. The group K T0 ðMÞ is
a module over the representation ring of T, which we identify with the ring RT ¼ Z½w; w1
of Laurent polynomials with integral coe‰cients; therefore wn denotes the one-dimensional
representation t 7! eint. For a T-module H we denote by H½n the module with the same
underlying space but with the action tensored with wn. Now in terms of partial isometries,
the RT-module structure on K
T
0 ðMÞ is described as follows: if v A

A@nBðHÞT then w½v
is the class of the partial isometry v considered as an element of

A@nBðH½1ÞT. Further-
more, since the action of T on F is trivial, we have K T0 ðFÞ ¼ K0ðFÞnZ RT ¼ K0ðFÞ½w; w1.
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3. Analytic interlude—dual weights
A KMS weight provides some analytic tools that we now explain.
Definition 3.1. A weight f on a C -algebra A is ðs; bÞ-KMS weight (KMSb weight
for short) if f is a semifinite, norm lower semicontinuous, s-invariant weight such that
fðaaÞ ¼ fsib=2ðaÞsib=2ðaÞ for all a A domðsib=2Þ.
Here domðsib=2Þ consists of all elements a A A such that t 7! stðaÞ extends to a con-
tinuous function from 0e=ðtÞe b=2 which is analytic in the open strip. We will assume
throughout the rest of the paper that f is a faithful KMSb weight on A. Introduce the
notation
domðfÞþ ¼ fa A Aþ : fðaÞ < yg; domðfÞ1=2 ¼ fa A A : aa A domðfÞþg;
domðfÞ ¼ spanfdomðfÞþg ¼

domðfÞ1=2 domðfÞ1=2;
and extend f to a linear functional on domðfÞ. Recall that we defined a conditional expec-
tation E : A ! F .
The weight fjF is a norm lower semicontinuous semifinite trace. We will sometimes
denote it by t. Then f ¼ t  E, as f is assumed to be s-invariant.
The GNS construction yields a Hilbert space H :¼ Hf, and a map
L : domðfÞ1=2 ! H
with dense image and hLðaÞ;LðbÞi ¼ fðabÞ, where h ; i is the inner product. In fact,
L

domðfÞ1=2X domðfÞ1=2 is a left Hilbert algebra. The algebra A is represented on H
as left multiplication operators, aLðbÞ ¼ LðabÞ, and the weight f extends to a normal semi-
finite faithful weight on the von Neumann algebra pðAÞ00. We have sft ¼ sbt on A, [24].
Consider the space Ht of the GNS-representation of the trace t on F ; then H can be
identified with X nF Ht via the map anLtð f Þ 7! Lfðaf Þ. It follows that the action of A
on H extends to a representation of LðX Þ on H. Denote by N the von Neumann algebra
generated by LðX Þ in BðHÞ.
3.1. Dual weights. Assume a compact group G acts on a von Neumann algebra




lg dg A LzG is equal to 1. Since lg p0 ¼ p0lg ¼ p0, the weak operator closure of
Lp0L in LzG is an ideal, and the action is saturated if and only if this ideal coincides
with LzG.
Fix a G-invariant semifinite normal faithful weight f. We have a canonical represen-




for a A L.
Proposition 3.2. The covariant representation of ðL;GÞ on Hf extends to a normal





In particular, the representation is faithful if and only if the action is saturated.
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These results are not new but, for the lack of ready reference, we will include the
proofs.
Proof. As usual we represent LzG on L2ðG;HfÞ so that lg are the operators of
left translations and 
pðaÞxðgÞ ¼ a1g ðaÞxðgÞ:
Define an isometry v : Hf ! L2ðG;HfÞ by
ðvxÞðgÞ ¼ ugx:
Then
vugx ¼ lgvx and vax ¼ pðaÞvx:
It follows that vHf is an LzG-invariant subspace of L2ðG;HfÞ, so that x 7! vxv is the
required normal representation P of LzG on Hf.
To understand its kernel consider the right Hilbert LG-module X obtained by com-
pleting L with respect to the norm
kak ¼ kEðaaÞk1=2;
where E : L ! LG is the canonical conditional expectation. Denote by c the restriction
of f to LG. Identifying Hf with X nLG Hc, we see that LðX Þ acts on Hf. Since




ug dg is the projection defined by E : L ! LG, we have
Pðap0bÞ ¼ Ya;b for a; b A L:
Since KðX Þ is strictly dense in LðXÞ, we see that PðLp0LÞ is weakly operator dense in
PðLzGÞ. In particular, Pzðp0Þ ¼ 1. In other words, if z is the central projection such
that ðLzGÞz is the kernel of P, then zf 1 zðp0Þ. If z3 1 zðp0Þ then x :¼ zp0 3 0.
We have p0ðLzGÞp0 ¼ LGp0. Thus x A LGp0, x3 0 and PðxÞ ¼ 0. But this is im-
possible since, Pðap0Þ ¼ a on HcHHf for any a A LG. r
Remarks 3.3. Using the one-to-one correspondence between ideals of Morita equi-
valent algebras, one can modify the last part of the above argument to show that if we
have a C -dynamical system ðA;GÞ and a covariant representation on a Hilbert space H
such that the representation of AG on HG is faithful, then the restriction of the representa-
tion of AzG on H to the ideal Ap0A is faithful. In particular, if the action is saturated in
the C -sense, then the representation of AzG is faithful (assuming faithfulness of AG on
HG).







173Carey, Neshveyev, Nest and Rennie, Twisted cyclic theory
By restricting it to Lp0L
wo ¼ ðLzGÞzðp0ÞGPðLzGÞ ¼ LðX Þ00 we get a normal
semifinite faithful weight fD on LðXÞ00 such that
fDðYa;aÞ ¼ f̂ðap0aÞ ¼ fðaaÞ:
3.2. The modular spectral triple. Turning to our case G ¼ T ¼ R=2pZ, L ¼ pfðAÞ00,
we get a weight fD on N ¼ LðX Þ00HBðHÞ. Denote by A the algebra consisting of finite
sums of s-homogeneous elements in the domain domðfÞ of f.
Definition 3.4. The data ðA;H;D;N; fDÞ will be called the modular spectral triple
for ðA; s; fÞ.
It will provide us with a way to compute the spectral flow from vvD and vDv with
respect to the trace fD on M :¼ Ns for appropriate partial isometries in A.
By construction, for f A F , f f 0, we have
fDð fE0Þ ¼ tð f Þ:ð6Þ
More generally, we get the following inequality.
Lemma 3.5. For all f A F , f f 0 and k A Z we have
fDð fEkÞe tð f Þ;
and equality holds if A has full spectral subspaces. In particular, we have
f ð1þD2Þ1=2 A Lð1;yÞðM; fDÞ if f A F :¼ domðfÞXF :
Proof. If we identify LzT with its image in B

HnL2ðTÞ, then the preimage of
fEk under the representation P (from the proof of Proposition 3.2) contains the element
f n pk, where pk is the projection onto the one-dimensional space spanned by eikt. Since
f̂ is the restriction of fnTr to LzT, the inequality follows. Furthermore, if A has full
spectral subspaces then the action of T is saturated, so the representation P is faithful and
equality holds. r
Since the modular group of f̂ is inner by construction, f̂ can be modified to a trace,
called the dual trace. In addition to the weight fD it will be convenient to consider the
trace on N obtained by restricting this dual trace. Explicitly, the modular group of fD is
Ad eibtD, so
Trf :¼ fDðebD=2  ebD=2Þ
is a trace, and










Remarks 3.6. Therefore Trf is the normal extension to LðXÞ00 of the trace on LðX Þ
induced from fjF , see [26]. Yet another way of constructing Trf is to say that N is given
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by the basic construction associated with the conditional expectation E, while Trf is the
canonical trace on N defined by the trace fjF , [31].
4. Modular index pairing
4.1. Modular K1. Recall the notion of spectral flow, see e.g. [3] for details. Accord-
ing to Section 6 of that paper, if N is a semifinite von Neumann algebra with faithful
normal semifinite trace t and D1, D2 are closed self-adjoint operators a‰liated with N
which di¤er by a bounded operator and whose spectral projections P1 ¼ w½0;þyÞðD1Þ and
P2 ¼ w½0;þyÞðD2Þ are such that the operator P1P2 A P1NP2 is Breuer–Fredholm, then the
spectral flow is defined by
sf ðD1;D2Þ ¼ IndextðP1P2Þ:
In the case when P1 and P2 are finite we clearly have sf ðD1;D2Þ ¼ tðP2Þ  tðP1Þ:
Consider now the modular spectral triple ðA;H;D;N; fDÞ defined in the previous
section. We would like to obtain an analytic formula for the spectral flow from D to
uDu with respect to fDnTr, where u is a unitary in A. However, just to define it we
need conditions which guarantee that the operator D uDu belongs to M. This motivates
the following definition, which is essentially from [10], but is slightly modified and extended
to adapt to our current considerations.
Definition 4.1. A partial isometry in A@ is modular if vstðvÞ and vstðvÞ are in
ðA@Þs for all t A R. By a modular partial isometry over A we mean a modular partial iso-
metry in MatnðA@Þ ¼ A@nMatnðCÞ for some n A N with respect to the action sn i.
In [10] only modular unitaries were considered. Observe that every modular partial
isometry v over A defines a modular unitary by





Define the modular K1 group as follows.
Definition 4.2. Let K1ðA; sÞ be the abelian group with one generator ½v for each
partial isometry v over A satisfying the modular condition and with the following relations:
1) ½v ¼ 0 if v is over F .
2) ½v þ ½w ¼ ½vlw.
3) If vt, t A ½0; 1, is a continuous path of modular partial isometries in MatnðA@Þ then
½v0 ¼ ½v1.
Remarks 4.3. It is easy to show that vlw@wl v, see [10], however the inverse of
½v is not ½v in general. Equivalently, even though uv is a self-adjoint unitary and hence is
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homotopic to the identity, such a homotopy cannot always be chosen to consist of modular
unitaries.
Observe that s-homogeneous partial isometries are modular. It turns out that they
generate the whole group K1ðA; sÞ. We need some preparation to prove this.
Lemma 4.4. A unitary u A A@ is modular if and only if there exists a self-adjoint ele-
ment a A F@ such that uau A F@ and stðuÞ ¼ ueita for t A R.
Proof. Put ut ¼ ustðuÞ. Then




Thus futgt is a norm-continuous one-parameter group of unitary operators in F@. Hence
there exists a self-adjoint element a A F@ such that ut ¼ eita. Therefore
stðuÞ ¼ ueita ¼ eituauu:
Since u is modular, the second equality implies that uau A F@. The converse is obvious.
r
For an element x A MatnðA@Þ we denote by xk the spectral component of x with
respect to sn i, so ðstn iÞðxkÞ ¼ eiktxk.
Lemma 4.5. A partial isometry v A MatnðA@Þ is modular if and only if the elements vk
are partial isometries which are zero for all but a finite number of k’s and the source projec-
tions vkvk, k A Z, as well as the range projections vkv

k , k A Z, are mutually orthogonal.
Proof. Consider the modular unitary u ¼ uv. If stðuÞ ¼ ueita with a as in Lemma 4.4
(but now a A Mat2nðF@Þ), then u ¼ ue2pia. Hence the spectrum of a is a finite subset of Z.
Let pk be the spectral projection of a corresponding to k A Z. Then uk ¼ upk, and hence the
partial isometries uk have mutually orthogonal sources and ranges. We clearly have










This implies that vk ¼ 0 for all but a finite number of k, and the elements vk, k3 0,
are partial isometries with mutually orthogonal sources and ranges. Consider w ¼ P
k30
vk.












is invariant, we get vv ¼ v0v0 þ ww. Since vv and ww are projections, it follows that
v0v0 is a projection orthogonal to w
w. In other words, v0 is a partial isometry with the





k , k3 0, are orthogonal.
The converse statement is straightforward. r
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Corollary 4.6. The group K1ðA; sÞ is generated by the classes of homogeneous partial
isometries.
Proof. It su‰ces to observe that if v and w are modular partial isometries such that




























Our next goal is to relate the group K1ðA; sÞ to KT0

MðF ;AÞ.
Recall that if K is a finite dimensional Hilbert space considered with the trivial T-
module structure, we denote by K½n the same space with the representation t 7! eint. As-
sume v A A@nBðKÞ is a partial isometry such that v A A@n nBðKÞ, so ðst n iÞðvÞ ¼ eintv,
then the partial isometry




is T-invariant, so it defines an element of K T0 ðMÞ. Sometimes we shall denote the class
½wv A K T0 ðMÞ by 5v6. Note that if n ¼ 0 and so v itself represents an element of K T0 ðMÞ,









and moreover, the class of v can easily be shown to be zero, see [32], Lemma 2.2(v).






defined on modular partial isometries gives a homomorphism T : K1ðA; sÞ ! K T0 ðMÞ.
Proof. Since homotopic elements have homotopic spectral components, it is clear
that the images of homotopic modular partial isometries coincide. It follows that we
have a well-defined homomorphism T : K1ðA; sÞ ! K T0 ðMÞ; in fact, for each k the map
½u 7! 5uk6 is a homomorphism. r
This homomorphism makes it clear why ½v3 ½v in K1ðA; sÞ in general. Indeed,
observe first that in the group K T0 ðMÞ we do have ½w ¼ ½w, basically because uw is
an invariant self-adjoint unitary, hence there is a homotopy from uw to 1 consisting of
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invariant unitaries. In particular, for homogeneous v as above we have ½wv ¼ ½wv . The









Therefore ½wv  ¼ wn½wv . In other words, 5v6 ¼ wn5v6, so that Tð½vÞ ¼ wnTð½vÞ.
Equivalently, we have
Tð½uvÞ ¼ 5v6þ 5v6 ¼ ð1 wnÞ5v6:
4.2. Modular index. The next lemma justifies our definition of modular partial iso-
metries.
Lemma 4.8. Let v A MatnðA@Þ be a partial isometry such that vv; vv A MatnðF@Þ.
Then we have vðQn 1Þv; vðQn 1Þv A MatnðMÞ for every spectral projection Q of D if
and only if v is modular.
Proof. Replacing v by uv we may assume that v is unitary. Next, suppose first that v
is modular. Write ~s for st n i and ~Q for Qn 1. Since M ¼ Ns, we need to show that v ~Qv
is ~s-invariant. We have
~sðvQvÞ ¼ ~sðvÞ ~Q~sðvÞ ¼ vv~sðvÞ ~Q~sðvÞ ¼ v ~Qv~sðvÞ~sðvÞ ¼ v ~Qv:
A similar argument shows that v ~Qv is invariant.
On the other hand, if
v ~Qv ¼ ~sðv ~QvÞ ¼ ~sðvÞ ~Q~sðvÞ;
then v~sðvÞ commutes with ~Q ¼ Qn 1. If this is true for every spectral projection Q of the
generator D of s, then v~sðvÞ is ðsn iÞ-invariant. Similarly v~sðvÞ is invariant. Hence v is
modular. r
Next we show that the spectral flow is indeed well-defined for modular partial iso-
metries.
Lemma 4.9. For a modular partial isometry v A A@nBðKÞ consider the projections
P1 ¼ w½0;þyÞ

vvðDn 1Þ and P2 ¼ w½0;þyÞvðDn 1Þv:
Then the operator P1P2 A P1

MnBðKÞP2 is Breuer-Fredholm and
sffDnTr






















Proof. By Lemma 4.5 the element v is a finite sum of its homogeneous components
vk which are partial isometries with mutually orthogonal sources and ranges. The operators
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ðDn 1Þ ¼ vkvkðDn 1Þ; vkvkvðDn 1Þv ¼ vkðDn 1Þvk :
This shows that without loss of generality we may assume that v is homogeneous, say
v ¼ vk. Furthermore, for k ¼ 0 the operators coincide, so we just have to consider the
case k3 0.




 and vv commute with D, we have
P1 ¼ 1 vv þ vvðPn 1Þ and P2 ¼ 1 vv þ vðPn 1Þv:
But using homogeneity we can actually say much more and easily express these projections
in terms of vv and En. Namely, as vðEn n 1Þ ¼ ðEnþk n 1Þv, we have
vðPn 1Þv ¼ P
nfk
vvðEn n 1Þ:ð7Þ
With this information it is easy to show that P1P2 is Breuer–Fredholm, since this is implied
by P1  P2 being compact in MnBðKÞ. However from Equation (7) we have
P1  P2 ¼
Pk1
n¼0
vvðEn n 1Þ; k > 0; P1  P2 ¼ 
P1
n¼k
vvðEn n 1Þ; k < 0:
To finish the proof it therefore remains to show that for every n the projection vvðEn n 1Þ




 ¼ ðfDnTrÞvvðEn n 1Þe ðtnTrÞðvvÞ:
Notice now that v A AnBðKÞ, since v ¼ vk is homogeneous with k3 0. Hence the pro-
jection vv A F nBðKÞ is in the domain of the semifinite trace tnTr on F nBðKÞ, since
the latter domain contains the Pedersen ideal and, in particular, every projection. r
Observe that the above proof shows that if v is a modular partial isometry then
v v0 A AnBðKÞ. Notice also that if we have a continuous path of modular partial
isometries then the corresponding projections P1 and P2 also form norm-continuous paths.
It follows that the map
v 7! sffDnTr

vvðDn 1Þ; vðDn 1Þv
defines a homomorphism K1ðA; sÞ ! R; this of course also follows from the explicit expres-
sion for the spectral flow. We call this homomorphism the modular index and denote it by
IndexfD . The following theorem compares IndexfD with our K-theoretic constructions.
Theorem 4.10. The modular index map IndexfD : K1ðA; sÞ ! R is the composition of
the maps
K1ðA; sÞ !½v 7!Tk 5vk6 K T0 ðMÞ !IndexD̂ K T0 ðFÞ ¼ K0ðFÞ½w; w1 !t R½w; w1 !EvðebÞ R;
where EvðebÞ is the evaluation at w ¼ eb.
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Proof. This is a matter of bookkeeping. Let v ¼ vk A AnBðKÞ be a homogeneous
partial isometry, k3 0. Recall that 5v6 is represented by




To compute IndexD̂ð½wvÞ first observe that the projection Qn onto the wn-homogeneous
component of Hn ðKlK½kÞ is En 0
0 Enk
 
. Therefore by Theorem 2.11 we have,






½wv wvQnðPn 1Þ  ½wvwvQnðPn 1Þwn
¼P
n
½vvðEnkPn 1Þ  ½vvðEnPn 1Þwn:
The projection vvðEnk n 1Þ ¼ vðEnn 1Þv is equivalent to the projection vvðEn n 1Þ. It
follows that the nth summand in the above expression is nonzero only when n k and n
have di¤erent signs. More precisely, for k < 0 we get
P
ken<0








Since tð½pÞ ¼ ðTrf nTrÞðpÞ for projections p A KðX nKÞ, we see that upon applying
t and letting w ¼ eb the above expressions coincide with those in Lemma 4.9. r
Remarks 4.11. The map KT0 ðMÞ ! R½w; w1 obtained as the composition of t
and IndexD̂, can be interpreted as the equivariant spectral flow from vvðDn 1Þ to
vðDn 1Þv with respect to the trace TrfnTr, that is, it gives a Laurent polynomial with
coe‰cients defined by the spectral flow of the restrictions of the operators to isotypic com-
ponents of the circle action. Therefore the passage from the trace Trf on N to the trace
fD on M corresponds to evaluating the equivariant spectral flow at w ¼ eb instead of
w ¼ 1.
The equivariant spectral flow can be shown to be defined without the SSA (which is
needed to define D̂), but this requires some work.
5. The analytic index from spectral flow
5.1. The residue formula for one-summable semifinite flow. Our method of comput-
ing numerical invariants from KMS states exploits semifinite spectral flow and so we need
to review the spectral flow formula of [7]. There are two versions of this formula in the
unbounded setting, one for y-summable spectral triples, and the other for finitely summable
triples. It is the latter that we will want to use. First we quote [7], Corollary 8.11.
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Proposition 5.1. Let ðA;H;D0Þ be an odd unbounded y-summable semifinite spectral
triple relative to ðM; tÞ, where t is a faithful semifinite normal trace on M. For any e > 0 we







forD A M0 and A A TDðM0Þ ¼ Msa (here TDðM0Þ is the tangent space toM0 atD). Then the
integral of ae is independent of the piecewise C1 path inM0 and if fDt ¼ Da þ Atgt A ½a;b is any


























We want to employ this formula in a finitely summable setting, so we need to Laplace
transform the various terms appearing in the formula. In fact we were able in [14] to trans-
late the formula in [7] for the spectral flow into a residue type formula. The importance of
such a formula lies in the drastic simplification of computations, since we may throw away
terms that are holomorphic in a neighborhood of the point where we take a residue.










Observe that Cr is analytic for <ðrÞ > 1=2 and has an analytic continuation to a neighbor-
hood of 1=2 where it has a simple pole (cf. [12]) with residue equal to 1.
Lemma 5.2. Let D be a self-adjoint operator on the Hilbert space H, a‰liated to the
semifinite von Neumann algebra M. Suppose that for a fixed faithful, normal, semifinite trace
t on M we have
ð1þD2Þ1=2 A Lðp;yÞðM; tÞ; pf 1:









Dð1þ sD2Þrs1=2 ds; <ðrÞ > 1=2þ p=2:
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Dð1þ sD2Þr ds: r
For our final formula we restrict to p ¼ 1, which is the case of interest in this paper.
Proposition 5.3. Let Da be a self-adjoint densely defined unbounded operator on
the Hilbert space H, a‰liated to the semifinite von Neumann algebra M. Suppose that for
a fixed faithful, normal, semifinite trace t on M we have ð1þD2aÞ1=2 A Lð1;yÞðM; tÞ. Let
Db di¤er from Da by a bounded self adjoint operator in M. Then for any piecewise C
1
path fDt ¼ Da þ Atg, t A ½a; b in M0 ¼ Da þMsa joining Da and Db, the spectral flow
sftðDa;DbÞ is given by the formula























Dð1þ sD2Þrs1=2 ds, <ðrÞ > 1. The meaning of (9) is that the function
of r on the right-hand side has a meromorphic continuation to a neighborhood of r ¼ 1=2 with
a simple pole at r ¼ 1=2 where we take the residue.
Proof. We apply the Laplace transform to the general spectral flow formula. The
computation of the Laplace transform of the eta invariants is above, and the Laplace trans-
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which shows that the sum of the integral and the eta terms has a meromorphic continuation
as claimed. r
This is the formula for spectral flow we will employ in the sequel.
5.2. Residue type formulas for analytic spectral flow. Let v A A@ be a modular par-
tial isometry. Recall that (as we observed after Lemma 4.9) we automatically have vk A A
for k3 0. Furthermore, the same lemma shows that v0 does not contribute to the spectral
flow. In other words, we have the following.
Lemma 5.4. Given the modular spectral triple for ðA; s; fÞ, let v A A@ be a modular
partial isometry so that p ¼ vv  v0v0 A F, where v0 A A0 is the s-invariant part of v. Then
p commutes with D and vDv, and
sffDðvvD; vDvÞ ¼ sffD; pðpD; pvDvÞ;
where fD;p ¼ fDjpMp is the trace on pMp.
We apply Proposition 5.3 to the path Dt ¼ pDþ tpv½D; v ¼ pDþ tv½D; v of oper-
ators a‰liated with pMp.
Lemma 5.5. We have fD;pðPkerD0Þ  fD;pðPkerD1Þ ¼ 0.
Proof. Since we cut down by the projection p, we may assume that v0 ¼ 0 and
so v A A and vv ¼ p. Then PkerD0 ¼ vvE0 and PkerD1 ¼ vE0v. As fDð fE0Þ ¼ fð f Þ for
f A F by Equation (6), we have





 ¼ fsibðvÞv vv ¼ 0: r
Thus the kernel correction terms vanish for modular partial isometries. Next we
obtain a residue formula for the spectral flow:
Theorem 5.6. Given the modular spectral triple for ðA; s; fÞ let v A A@ be a modular














Proof. We apply Proposition 5.3 to the path Dt ¼ pDþ tv½D; v. Thus by Lemma
5.4 and Lemma 5.5 we get













First we observe that by [6], Proposition 10, Appendix B, the di¤erence

1þ ðDþ tv½D; vÞ2r  ð1þD2Þr
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is (uniformly) trace class in the corner pMp for rf 1=2. Hence in the spectral flow formula
above we may exploit analyticity in r for <ðrÞ > 1=2 as in [12] (we are working in the semi-





v½D; v1þ ðDþ tv½D; vÞ2r dt ¼ fDv½D; vð1þD2Þrþ remainder:
The remainder is finite at r ¼ 1=2, and in fact by [12], holomorphic at r ¼ 1=2.




























Using that sibðvÞpv ¼ sibðvÞv v0v0 and p ¼ vv  v0v0 , we see that to finish the proof
we have to check that
fD
ðv0v0  v0v0ÞDð1þ sD2Þr ¼ 0:
This is true since fD
Dð1þ sD2Þr is a trace on M (note that if we considered partial iso-
metries in a matrix algebra over A@ we would have to require in addition that v0v0  v0v0
is an element over F). r
Finally, when the circle action has full spectral subspaces, the eta corrections also
vanish.
Corollary 5.7. Assume the circle action s has full spectral subspaces. Then for every
modular partial isometry v A A@ we have
sffDðvvD; vDvÞ ¼ Resr¼1=2 fD

v½D; vð1þD2Þr:
Proof. Consider the modular partial isometry w ¼ v v0. Then w A A, so we can
apply the previous theorem. Since the spectral flow corresponding to v and w coincide and
v½D; v ¼ w½D;w, all we have to do is to show that the eta term defined by w vanishes. By






 ¼ fsibðwÞw ww ¼ 0;
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the eta term is indeed zero. r
5.3. Twisted cyclic cocycles. This subsection is motivated by the observation of [10]
that when there are no eta or kernel correction terms we can define a functional on AnA
by








which is, at least formally, a twisted (by sib) cyclic cocycle. However we saw in [14] that in
the case of SUqð2Þ the eta corrections created a subtle di‰culty in that individually they do
not have the same holomorphy properties as the term in the previous equation and that
only by combining them we obtain something we can understand in cohomological terms.











This is well-defined for <ðrÞ> 1, and as we shall see later, extends analytically to <ðrÞ> 1=2.
When we pair with a modular partial isometry we necessarily have ðr 1=2ÞhrDðv; vÞ
bounded, since the sum of the eta term and fD

v½D; vð1þD2Þr has a simple pole by
Proposition 5.3.
Throughout this section, bs, Bs denote the twisted Hochschild and Connes cobound-
ary operators in twisted cyclic theory, [25]. The twisting will always come from the regular
automorphism s :¼ sib ¼ sfDi of A (recall that an algebra automorphism s is regular if
sðaÞ ¼ s1ðaÞ, [25]).
In order to be able to describe the index pairing of Theorem 5.6 as the pairing of a
twisted bs, Bs cocycle with the modular K1 group, we need to address the analytic dif-
ficulties we have just described. This is done in the next lemma.
Lemma 5.8. For a0; a1 A A, let








and r 7! hrDða0; a1Þ are
analytic for <ðrÞ > 1=2, while r 7! ðbscrÞða0; a1; a2Þ is analytic for <ðrÞ > 0.
Proof. Recall that the algebra A consists of finite sums of homogeneous elements
in the domain of f. Therefore we may assume that a0, a1, a2 are homogeneous. Consider
the conditional expectation C : N ! Ns, CðxÞ ¼P
n
EnxEn. Then fD ¼ fD C. It follows
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that if a0 A Ak and a1 A Am then fD

a0½D; a1ð1þD2Þr
 ¼ 0 unless k ¼ m, and in the













is analytic for <ðrÞ > 1=2.
Consider now hrða0; a1Þ. If a0 A Ak and a1 A Am then hrða0; a1Þ ¼ 0 unless k ¼ m. In




 ¼ fDða0Ena1Þ ¼ fDða0a1EnmÞ ¼ snm:


























































The above series of functions analytic on <ðrÞ > 1=2 converge uniformly on <ðrÞ > 1=2þ e
for every e > 0. A similar argument works for me 0. Hence the function r 7! hrða0; a1Þ
extends analytically to <ðrÞ > 1=2.
Turning to bscr, first notice that bshrD ¼ 0, since r 7! bshrD is analytic for <ðrÞ > 1=2




















If a0 A Ak, a1 A Al and a2 A Am, then the above expression is zero unless k þ l þm ¼ 0.
In the latter case put sn ¼ lfDða0a1a2EnÞ. Then a computation similar to that for hr yields,
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for <ðrÞ > 1=2,

















Using that if W is a compact subset of <ðrÞ > 0 then jð1þ xÞr  1jeCjxj for some C > 0,
su‰ciently small x and all r A W, we see that the above series converges uniformly on W.
Hence ðbscrÞða0; a1; a2Þ extends analytically to <ðrÞ > 0. r
The following result links our analytic constructions to twisted cyclic theory.
Theorem 5.9. Given the modular spectral triple for ðA; s; fÞ define a bilinear func-


















This functional continues analytically to <ðrÞ > 1=2 and is a twisted b;B-cocycle modulo
functions holomorphic for <ðrÞ > 0. The twisting is given by the regular automorphism
s :¼ sib ¼ sfDi .
Proof. As before, for <ðrÞ > 1 we define the functional cr by the formula












and then extend cr analytically to <ðrÞ > 1=2, which is possible by Lemma 5.8. Then











The first term vanishes since Cð½D; a0Þ ¼ 0 for any a0 A A, while the second term vanishes
by st-invariance of fD. That b
scr is analytic for <ðrÞ > 0 was proved in the last lemma.
r
Corollary 5.10. If the circle action has full spectral subspaces then for all a0; a1 A A
the residue




exists and equals fða0½D; a1Þ. It defines a twisted cyclic cocycle on A, and for any modular
partial isometry v A A
sffDðvvD; vDvÞ ¼ f1ðv; vÞ ¼ fðv½D; vÞ:
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Proof. Under the full spectral subspaces assumption we have fDð fEnÞ ¼ fð f Þ for








This shows that the residue exists and equals fða0½D; a1Þ. That it defines a twisted cyclic
cocycle follows from the proof of Theorem 5.9. That f1ðv; vÞ computes the spectral flow
follows from Corollary 5.7. r
Remarks 5.11. It is of course easy to see directly that fða0½D; a1Þ is a twisted cyclic
cocycle, while the fact that it computes the spectral flow agrees with Lemma 4.9.
6. Examples
Our first two examples are covered in detail in [10], [14] so we will only present a sum-
mary here.
Example 1. For the algebra On (with generators S1; . . . ;Sn) we write Sa for the
product Sm1 . . .Smk and k ¼ jaj. We take the usual gauge action s, and the unique KMS
state f for this circle action.
In the Cuntz algebra case we have full spectral subspaces. Due to the absence of eta
terms, the analytic formula is the easiest to apply, so we can compute the pairing with SaS

b
using the residue cocycle, Corollary 5.10, and get




Example 2. For SUqð2Þ we used the graph algebra description of Hong and Szy-
manski, [19], and we use the notation and computations from [14]. There we introduced a
new set of generators Tk, ~Tk, Un for this algebra. The generators Tk and ~Tk are non-trivial
homogenous partial isometries for the modular group of the Haar state, h, which is a
KMSlog q2 state.
For SUqð2Þ there are eta correction terms. Given the explicit computations in [14]
and the description of the fixed point algebra as the unitization of an infinite direct sum
of copies of CðS1Þ (that is the C -algebra of the one point compactification of an infinite
union of circles of radius q2k, kf 0) it is not hard to see that our SSA is satisfied for
SUqð2Þ.
The presence of the eta corrections makes the analytic computation of spectral
flow from the twisted cocycle harder (it can still be done explicitly as in [14]). Instead
we employ the factorization through the KK-pairing. Taking the value of the trace
TrfðT k TkEjÞ ¼ q2ðj jjþ1Þ from [14] we have








TrfðT k TkEjÞq2j ¼ kq2:
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The point of this example is that there are naturally occurring examples satisfying the SSA
but without full spectral subspaces.
Example 3 (the Araki–Woods factors). We will follow the treatment of the Araki–
Woods factors in Pedersen [30], Subsection 8.12 and the subsequent discussion. We let A be
the Fermion algebra, that is the C -inductive limit of the matrix algebras Mat2nðCÞ which
is the n-fold tensor product of the matrix algebra of 2 2 matrices Mat2ðCÞ.








Let f be the tracial state on A (given by the tensor product of the normalized traces on
Mat2ðCÞ) and define
flðxÞ ¼ fðhnxÞ; x A Mat2mðCÞ; me n:
Then fl is a state on Mat2mðCÞ and is independent of n. By continuity it extends to a state
on A. Consider the automorphism group defined by Ad hitn . It is not hard to see that fl
satisfies the KMS condition with respect to Ad hitn at 1 for this group or equivalently
at b ¼ ln 1 l
l
for the gauge action st ¼ Ad hit=bn . Everything extends by continuity to A.
Then the GNS representation corresponding to fl generates a type IIIl 0 factor, where
l 0 ¼ l=ð1 lÞ (for a proof see [30], 8.15.13).
The simplest way to see that we have full spectral subspaces for the circle action s is
to replace this version of the Fermion algebra by the isomorphic copy given by annihilation
and creation operators, see e.g. [18].
To describe the isomorphism, we let sj, j ¼ 1; 2; 3, be the Pauli matrices in their usual
representation:
s1 ¼ 0 1
1 0
 
; s2 ¼ 0 ii 0
 




Then the isomorphism is given by defining aj ¼ s3 n    s3 n ðs1 þ is2Þ=2, where the last
term is in the j-th tensorial factor. Then the aj, j A N, and their adjoints aj satisfy the usual




k þ akaj ¼ djk; ajak þ akaj ¼ 0:
The gauge invariant algebra is generated by monomials in the aj, a

k which have equal num-
bers of creation and annihilation operators. Clearly A1 is generated by monomials with one
more creation operator than annihilation operator. From the anticommutation relations
above it is now clear that A1A1 and A1A

1 are dense in the gauge invariant subalgebra. So
we have full spectral subspaces. Thus the main results of the paper apply to this example.
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Modular partial isometries are easy to find, since each aj is an homogeneous partial
isometry in A1. For a single aj we can employ the twisted cyclic cocycle to get the index
sffDðajaj D; ajDaj Þ ¼ fðajaj Þ ¼ l ¼ ð1þ ebÞ1:
Similarly if we have the partial isometry v formed by taking the product of n distinct aj’s we
obtain
sffDðvvD; vDvÞ ¼ nð1þ ebÞn:
In [10] we made the observation that for modular unitaries uv, sffDðD; uvDuv Þ is just Araki’s
relative entropy [1] of the two KMS weights fD and fD Ad uv. In this example of the
Fermion algebra we see that the relative entropy depends on two physical parameters, the
inverse temperature b and the modulus of the charge n carried by the product of Fermion
annihilation or creation operators appearing in v.
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[35] Ş. Strătilă, Modular theory in operator algebras, Abacus Press, Tunbridge Wells 1981.
Mathematical Sciences Institute, Australian National University, Canberra, ACT 0200, Australia
e-mail: acarey@maths.anu.edu.au
Department of Mathematics, University of Oslo, P.O. Box 1053 Blindern, 0316 Oslo, Norway
e-mail: sergeyn@math.uio.no
Department of Mathematics, Copenhagen University, Universitetsparken 5, 2100 Copenhagen, Denmark
e-mail: rnest@math.ku.dk
Mathematical Sciences Institute, Australian National University, Canberra, ACT 0200, Australia
e-mail: rennie@maths.anu.edu.au
Eingegangen 3. Februar 2009, in revidierter Fassung 1. Mai 2009
191Carey, Neshveyev, Nest and Rennie, Twisted cyclic theory
Copyright of Journal für die reine und angewandte Mathematik is the property of De Gruyter and its content
may not be copied or emailed to multiple sites or posted to a listserv without the copyright holder's express
written permission. However, users may print, download, or email articles for individual use.
