Cyclic codes, as linear block error-correcting codes in coding theory, play a vital role and have wide applications. a number of classes of cyclic codes from almost perfect nonlinear (APN) functions and planar functions over finite fields and presented some open problems on cyclic codes from highly nonlinear functions. In this paper, we consider two open problems involving the inverse APN function f (x) = x q m −2 and the Dobbertin APN function f
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Introduction
As a subclass of linear codes, cyclic codes with efficient encoding and decoding algorithms [8, 13, 20] , have been widely applied to data storage systems and communication systems. Hence, cyclic codes attract much attention and have been widely studied. Many research results have been obtained [3, 7, 16, 22] .
Throughout this paper, let p be a prime and q be a power of p. Let r = q m , where m is a positive integer. A linear [n, k, d] code C over finite field GF(q) is a k dimensional subspace of GF(q) n with minimum distance d. The linear code C is called a cyclic code if (c 0 , c 1 , . . . , c n−1 ) ∈ C implies that (c n−1 , c 0 , . . . , c n−2 ) ∈ C. Let gcd(n, q) = 1. Then there exists the following correspondence: π : GF(q) n −→ GF(q)[x]/(x n − 1) (c 0 , c 1 , . . . , c n−1 ) −→ c 0 + c 1 x + · · · + c n−1 x n−1 .
Then a codeword (c 0 , c 1 , . . . , c n−1 ) ∈ C can be identified with the polynomial c 0 + c 1 x + · · · + c n−1 x n−1 ∈ GF(q)[x]/(x n − 1). Further, C is a cyclic code if and only if π(C) is an ideal of GF(q)[x]/(x n − 1). Since GF(q)[x]/(x n − 1) is a principal ideal ring, there exists a unique monic polynomial g(x)|(x n − 1) with the least degree satisfying π(C) = g(x) . We also write C = g(x) . Then g(x) is called the generator polynomial of C and h(x) = (x n − 1)/g(x) is called the parity-check polynomial of C.
Sequences over finite field GF(q) can be utilized to construct cyclic codes [9, 11] , that is, the minimal polynomial of a periodic sequence can be used as the generator polynomial of a cyclic code. Let s ∞ = (s t ) ∞ t=0 be a sequence over GF(q) with period q m − 1. Then there exists the smallest positive integer l, satisfying −c 0 s i = c 1 s i−1 + c 2 s i−2 + · · · + c l s i−l , (i ≥ l),
where c 0 = 1, c 1 , . . . , c l ∈ GF(q) and c i (0 ≤ i ≤ l) are uniquely determined. The unique polynomial
is called the minimal polynomial of the sequence s ∞ and l is the linear span (also called linear complexity) of s ∞ , which is denoted as L s . Generally, any polynomial as a constant multiple of M s (x) is also a minimal polynomial of s ∞ . Further, M s (x) and L s are given by [10, 18] 
where
Hence, the cyclic code with the generator polynomial M s (x) is
Consequently, the determination of M s (x) and d is essential for studying these cyclic codes, which is the main problem in [9, 11] and this paper.
Generally, it is difficult to determine M s (x) for a sequence s ∞ . Ding and Zhou [9, 11] considered a special class of sequences with the form
where α is a primitive element of GF(r ), Tr(·) is the trace function from GF(r ) to GF(q) and e is an exponent making the monomial f (x) = x e an almost perfect nonlinear function or a planar function. In some special cases, Ding and Zhou determined M s (x), which induced a number of classes of cyclic codes. Further, some open problems for the determination of M s (x) were proposed. In this paper, some results on M s (x) are given first. Then we solve the following two open problems presented by Ding and Zhou. Two classes of APN functions used to induce cyclic codes are (1) The inverse APN function over finite field GF(r ) [14] : f (x) = x q m −2 ;
(2) The Dobbertin APN function over finite field GF(2 5i ) [12] :
The minimal polynomial of the inverse APN function with p = 2 was solved in [9, 11, 21] . We generalize the result for a general odd prime p, which gives the corresponding cyclic code. In fact, this technique can be useful for other open problems presented by Ding and Zhou.
Preliminary
In this section, some notations and results are introduced. Let Z N = {0, 1, . . ., N − 1} with the integer addition modulo N and integer multiplication modulo N operation for a positive integer N . Let the q−cyclotomic coset containing j modulo N with the action x −→ qx mod N be defined by
where l j is the smallest positive integer such that q l j j ≡ j mod N and l j is called the size of C j . For a sequence over finite field GF(q) with period q m − 1, we have the following result on the linear span and minimal polynomial [1] . Lemma 1 Let s ∞ be a sequence with period q m − 1 over finite field GF(q), which has a unique expansion of the form
where α is a generator of GF(q m ) * , and c i ∈ GF(q m ). Let I = {i : c i = 0}, then the minimal polynomial of s ∞ is
and the linear span L s of s ∞ is |I |.
From this lemma, in order to determine the minimal polynomial and linear span, we just need to compute the expansion of s t . The Lucas's theorem [17] can be a useful tool in the computation.
Two most important classes of nonlinear functions in cryptography are almost perfect nonlinear (APN) functions and perfect nonlinear (or planar) functions [2, 19] , which can be used to construct cyclic codes [4] [5] [6] 9, 11] . A function f : GF(r ) −→ GF(r ) is called a planar function if max a∈GF(r ) * ,b∈GF(r )
And a function f :
The APN functions considered in this paper are
• The inverse APN function [14] :
The minimal polynomial of sequence from binomial functions
In this section, we determine the minimal polynomial of the sequence s ∞ with s t = Tr((1 + α t ) e ), where 0 ≤ e ≤ q m − 2. Further, let n = q m − 1 for the rest of the paper.
where C e,q,
From the definition of C e,q,m (i), we have
Then there exists a subset Supp(C e,q,m ) of Supp(C e,q,m ) satisfying
Further, we can choose Supp(C e,q,m ) with the condition that if i,i ∈ Supp(C e,q,m ) and j = 1, . . . , m − 1, n (i − q j i). Then
where C i is the q-cyclotomic coset containing i modulo n = q m −1, that is, C i = {q j i mod n : j = 0, 1, . . . , m − 1}. From the above discussion, we have the following theorem.
Theorem 2 Let s ∞ be a sequence over GF(q) defined by s t = Tr((1 + α t ) e ). Then the linear span L s of s ∞ is #(Supp(C e,q,m )), and the minimal polynomial of s ∞ is
Proof From Identity (11) and Lemma 1, this theorem follows.
Cyclic codes from APN function: x q m −2
In this section, we construct cyclic codes from the APN function x q m −2 , which solves an open problem presented in [9] .
Let i = m−1 j=0 i j q j , then qi mod n = i m−1 + i 0 q + · · · + i m−2 q m−1 . From e + 1 = m−1 j=0 (q − 1)q j and Lucas's theorem, we have
where i j ≡ q j i mod n. Let s q (i) = m−1 j=0 i j , then
Further, we have
where s q (i) = m−1 j=0 i j .
Proof From Identities (13), (14) and Theorem 2, this theorem follows.
Theorem 4
The cyclic code C s , induced by the sequence in Theorem 3 is an [n, q m p − 1, d] code, whose generator polynomial is given in (15) . Further, a rough lower bound Example 1 Let q = 3 and m = 2. Let α be a primitive element of GF(3 2 ) satisfying α 2 + 2α + 2 = 0. The the corresponding cyclic code C s is a [8, 2, 6] code, whose generator polynomial is
And its dual is a [8, 6, 2] cyclic code. And its dual is a [26, 18, 4] cyclic code.
Cyclic codes from the APN function: x
In this section, we construct cyclic codes form the APN function
which solves an open problem presented in [11] .
Let m = 5i and e = 2 4i + 2 3i + 2 2i + 2 i − 1. The binary sequence of e is e = 00 · · · 1 i 00 · · · 1 i 00 · · · 1 i 00 · · · 0
which has m bits. 
Note that there is a bijection map between Z n and St. Then τ is corresponding to an action x −→ q m−1 x over Z n , that is, a q−cyclotomic action on Z n is corresponding to a cyclic action on St.
Definition 1 Let x, y ∈ St. It is said that x is covered by y or y is a cover of x, if for x i = 1, then y i = 1. It is denoted by that x y. Hence, C e,q,m = 0 if and only if x is an odd sequence.
Lemma 3 Let l ≥ 2 and y = 00 · · · 0 i 00 · · · 0 i 00 · · · 0 i 00 · · · 0 i 1 * · · · * 1 l 0 · · · 0 i−l , where * is any element in {0, 1}. Then #{σ (y)|σ ∈ G} = m.
Proof We just need to prove that if σ = id, then σ (y) = y. Let σ = τ j , where 0 < j < m.
(1) If 0 < j ≤ i − l, then (σ (y)) i−l− j = y i−l = 1.
Then
Hence,
Hence, (σ (y)) m+i−l− j = y m+i−l− j .
(3) If m − l < j < m, then (σ (y)) m+i−1− j = y i−1 = 1.
Consequently, when 0 < j < m, σ (y) = τ j (y) = y. This lemma follows.
If l ≥ 2, denote the set of all the elements like y in Lemma 3 by R 1 l , that is,
Then σ (y) e if and only if 0 ≤ j ≤ i − l. Further, y is an odd sequence if and only if i − l + 1 is odd.
From σ (y) e, e i−1− j = e i−l− j = 1.
Hence, the (i − 1 − j)th element of y is 1. Further, from the (i − 1 − j)th element, the (l − 1)th element is also 1. Then
This lemma follows.
Lemma 5
The set of all the odd sequences in 2≤l≤i R 1 l is
Further,
Proof From Lemma 4, the set of all the odd sequence in 2≤l≤i R 1 l is
If i is odd,
Lemma 6
Let R 2 be the set of all the elements y in St satisfying the following conditions:
(1) If j ≥ i and j / ∈ {2i, 3i, 4i}, y j = 0; (2) There exists j ∈ {2i, 3i, 4i} satisfying y j = 1;
For any y ∈ R 2 , let σ ∈ G satisfying σ (y) e. Then σ = 1.
Proof From Condition (3), choose j 1 and j 2 satisfying
Let σ = τ j and σ (y) e, then
From the sequence e,
that is,
From Condition (2), just choose j 0 ∈ {2i, 3i, 4i} satisfying y j 0 = 1. Note that
Hence, e j 0 − j = 1.
We can have j = 0, that is, σ = 1.
Proof This lemma can be obtained by the definition of R 2 . 
Let y ∈ R 4 and σ (y) e. Then
When j = ±i, ±2i, τ j (y) e. Hence, j = 0, that is, σ = 1.
e for any y ∈ R 3 . Then σ = 1.
Proof From the definition of R 3 , an element y in R 3 satisfies one of the following three conditions:
(1) y 2i = y 3i = y 4i = 1;
(2) #({ j : y j = 1, j ∈ {2i, 3i, 4i}}) = 2, y 0 = 1;
(3) #({ j : y j = 1, j ∈ {2i, 3i, 4i}}) = 2, #({ j : y j = 1, 1 ≤ j ≤ i − 1}) = 1.
We will prove that y satisfying one of Condition (1) and (2) is even, and y in Condition (3) is odd. y in Condition (1) or (2) can fall into the following four cases:
(a) y 2i = y 3i = y 4i = 1. It is denoted by y (1) ; (b) y 3i = y 4i = y 0 = 1. It is denoted by y (2) ; (c) y 2i = y 3i = y 0 = 1. It is denoted by y (3) ; (d) y 4i = y 2i = y 0 = 1. It is denoted by y (4) .
y (1) satisfies that {σ ∈ G : σ (y (1) ) e} = {τ 0 , τ 4i }. Hence, y (1) is even. Since τ 4i (y (1) ) = y (2) , y (2) is also even.
y (3) satisfies {σ ∈ G : σ (y (3) ) e} = {τ 0 , τ 3i }. Hence, y (3) is even. Since τ 3i (y (3) ) = y (4) , y (4) is also even.
Consequently, y in Condition (1) or (2) is an even sequence. y in Condition (3) satisfies
Hence, y in Condition (3) is odd. Further, all the sequences in R 3 fall into sequences in Condition (3). Then, #(R 3 ) = 3(i − 1). The proof of σ = 1 is similar to that in Lemma 8.
Lemma 10
Let R 2 = {y (1) , y (2) }, where y (1) = 00 · · · 01 i 00 · · · 01 i 00 · · · 00 i 00 · · · 00 i 00 · · · 00 i , y (2) = 00 · · · 01 i 00 · · · 00 i 00 · · · 01 i 00 · · · 00 i 00 · · · 00 i . Let R 2 = {y ∈ St : y e, wt (y) = 2, y is odd, y / ∈ R 1 R 2 }. Then y (1) is not cyclically equivalent to y (2) . Further, R 2 = {y (1) ,τ i (y (1) ),τ 4i (y (1) ),y (2) ,τ 2i (y (2) ), τ 4i (y (2) )}.
Proof It is obvious that y (1) and y (2) are not cyclically equivalent. Note that {σ ∈ G : σ (y (1) ) e} = {τ 0 , τ i , τ 4i }, {σ ∈ G : σ (y (2) ) e} = {τ 0 , τ 2i , τ 4i }.
Then y (1) , y (2) ∈ R 2 . From the definition of R 2 , τ i (y (1) ), τ 4i (y (1) ), τ 2i (y (2) ), τ 4i (y (2) ) ∈ R 2 . To complete the proof, we just show that y in the following three conditions does not lie in R 2 .
(1) wt (y) = 2, y 4 j = y j = 1, 0 < j ≤ i − 1. It is denoted by y (3) ;
(2) wt (y) = 2, y 2 j = y j = 1, 0 < j ≤ i − 1. It is denoted by y (4) ;
(3) wt (y) = 2, y 3 j = y j = 1, 0 < j ≤ i − 1. It is denoted by y (5) .
Note that {σ ∈ G : σ (y (3) ) e} = {τ 0 , τ 3i+ j }, {σ ∈ G : σ (y (4) ) e} = {τ 0 , τ i+ j }, {σ ∈ G : σ (y (5) ) e} = {τ 0 , τ 2i+ j }, Hence, y (3) , y (4) and y (5) are even. Consequently, this lemma follows.
If i is an odd integer, any sequence with weight 1 is an even sequence. If i is even, any sequence with weight 1 is an odd sequence. However, the zero sequence is odd if i is odd and it is even if i is even. For convenience, some notations are given below.
Then we have the following lemma.
Lemma 11
Let R be defined above. Then (2) and (4) . The result on #(Supp(C e,q,m )) can be obtained by Result (1) and (3).
Theorem 5 Let s ∞ be a sequence defined by s t = Tr
And the minimal polynomial of s ∞ is
Proof This theorem follows from Lemma 11 and Theorem 2.
Theorem 6
The binary cyclic code C s induced by the sequence s ∞ in Theorem 5 is a [2 m − 1, 2 m − 1 − L s , d] code, whose generator polynomial is M s (x) in (22) . L s is given in (21) . Further, d ≥ 2 i + 1, i ≡ 0 mod 2 2 i + 2, i ≡ 1 mod 2 .
Proof The dimension of C s can be obtained by Theorem 5 and the definition of C s . Then we will give the lower bound of minimum weight. Note that the weight distribution of the cyclic code generated by M s (x) is the same as that of the cyclic code generated by the reciprocal polynomial of M s (x). From Lemma 11, the reciprocal polynomial of M s (x) has zero points α 2 4i +2 3i +2 2i + j , where j ∈ {0, 1, 2, . . . 2 i − 1}. From the BCH bound, we have d ≥ 2 i + 1. If m is odd, then C s is an even-weight code and d ≥ 2 i + 2.
Example 3 Let q = 2 and m = 5. Let α be a primitive element of GF(2 5 ) satisfying α 5 + α 2 + 1 = 0. Then the corresponding cyclic code C s is a [31, 15, 8] code, whose generator polynomial is M s (x) = x 16 + x 14 + x 13 + x 10 + x 9 + x 8 + x 7 + x 6 + x 5 + x 2 + x + 1.
And its dual is a [31, 16, 7] cyclic code.
Example 4 Let q = 2 and m = 10. Let α be a primitive element of GF(2 10 ) satisfying α 10 + α 6 + α 5 + α 3 + α 2 + α + 1 = 0. Then the corresponding cyclic code C s is a [1023, 863] code. And its dual is a [1023, 160] cyclic code.
Conclusion
In this paper, we solved two open problems presented by Ding and Zhou, which are on cyclic codes induced by the inverse APN functions and the Dobbertin APN functions. Further, we determined the dimensions and generator polynomials of these cyclic codes, which is from the determination of linear spans and minimal polynomials of sequences. The techniques we used in this paper are general and can be utilized in other open problems presented by Ding and Zhou in [9, 11] . Actually, we presented a framework for determining the minimal polynomial of the sequence s ∞ defined by s t = Tr((1 + α t ) e ).
