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Abstract This paper considers multiuser MIMO CDMA sys-
tems with high rate space-time linear dispersion codes (LDC)
and orthogonal space-time block codes (O-STBC) in time-varying
Rayleigh fading MIMO channels. We propose a multi-function
process integrating multi-user detection, space-time decoding and
symbol demodulation, which can be coupled with soft channel de-
coding to improve the system performance in an iterative fashion.
We show that the space-time coded CDMA systems approach the
single-user bound with only two iterations, and full diversity LDCs
enable the systems to utilize the time diversity inherent in fast fad-
ing channels. The space-time coded CDMA systems are also com-
pared to the MIMO CDMA system based on spatial multiplex-
ing, some recommendations are made on how to design a practical
MIMO CDMA system based on the comparative studies.
I. INTRODUCTION
In this paper, we study orthogonally modulated DS-CDMA
systems with an inner space-time block code (STBC). The or-
thogonal modulation is accomplished by Walsh codes, which
combines the advantages of spreading and coding to achieve
improved performance for spread spectrum (CDMA) systems.
It was shown in [1] that orthogonal signalling improves band-
width efficiency significantly compared to binary signalling in
fading and nonfading channels, and the efficiency improves fur-
ther as the diversity order increases. In [2], we proposed joint
multi-user detection (MUD), channel estimation, demodulation
and decoding for the orthogonally modulated and convolution-
ally coded system over multipath fading channels. Results show
that the MUD-assisted iterative soft demodulation and decoding
scheme greatly improve the performance of the system under
question compared to conventional non-iterative schemes.
Multiple-input multiple-output (MIMO) systems have
sparked enormous interests as they promise to significantly
increase transmission rate without extra bandwidth and power
consumption in wireless communications. Both spatial
multiplexing (SM) [3] and space-time coding (STC) [4–6]
are popular MIMO communication techniques. The former
increases the data rate by simultaneously transmitting symbols
from multiple transmit antennas. On the other hand, in STC
systems, the same information symbol stream is transmitted
from different transmit antennas in an appropriate manner
to obtain transmit diversity, therefore provide more reliable
communications. The simple transmit diversity scheme de-
veloped by Alamouti [4] exploits full spatial diversity with
simple linear processing at the reciever, it has been adopted
in several wireless standards such as wideband-CDMA and
CDMA-2000 [7]. For the purpose of this work, we consider
the use of the orthogonal space-time block code (O-STBC)
proposed by Alamouti.
A critical issue for high data rate transmission is the space-
time coding designs for large MIMO arrays. In particular, full
rate O-STBCs cannot be found for complex constellations when
the number of transmit antennas is greater than two. Hassibi and
Hochwald proposed a high-rate space-time coding framework,
linear dispersion codes (LDC) [8], which can support any con-
figuration of transmit and receive antennas, and subsume both
SM and STBC as special cases. The principle is to transmit sub-
streams of data symbols in linear combinations over space and
time. Applications of O-STBC to CDMA systems have been
studied, e.g., in [9–11]. However, very limited efforts have been
made in investigating the application of LDCs to CDMA sys-
tems. In order to support future high data rate CDMA systems,
the use of high-rate space-time block codes, e.g, LDCs, may
be desirable. In [12], a LDC decoder combined with a blind
subspace-based multi-user detector is studied for the downlink
of a DS-CDMA system, and a subspace-based sphere decoding
algorithm is proposed to further improve the performance. The
iterative decoding of LDC codes in a frequency-selective chan-
nel is considered in [13], where only a single-user approach is
studied, and multi-user scenarios were not investigated. To the
best of our knowledge, the issue of iterative multi-user detec-
tion and LDC/O-STBC decoding has not been addressed for the
orthogonally modulated DS-CDMA systems in the existing lit-
erature. In this paper, we propose a joint multi-user detection,
space-time decoding, and Q-ary demodulation algorithm for the
system under investigation, and the turbo processing principle
is applied to improve the system performance, while maintain a
reasonable computational complexity.
II. SYSTEM MODEL
Fig. 1 illustrates a block diagram of the baseband received
signal due to the kth user, whose lth information bit is denoted
as bkl ∈ {+1,−1} (k = 1, . . . ,K, l = 1, . . . , Lb, and Lb is the
block length). The information bits are convolutionally encoded
into code bits {ukn,l} ∈ {+1,−1}, where u
k
n,l denotes the nth
code bit due to bkl . For example, in the case of a rate 1/3 code,
bkl is encoded into u
k
0,l, u
k
1,l, u
k
2,l. Code bits are subsequently
interleaved and each block of log2 Q coded and interleaved bits
{u′kn,l} ∈ {+1,−1} is mapped into wk(j) ∈ {w0, . . . ,wQ−1},
which is one of the Q Walsh symbols (codewords). The Q-ary
orthogonal modulation is followed by space-time (ST) encoding
and spreading. The interleaver and deinterleaver are denoted as
Π and Π−1, respectively, in Figs. 1 and 2.
Here, we focus on the description of the LDC coded MIMO
CDMA system, the O-STBC coded system will be briefly in-
troduced at the end of this section. The LDC encoding can be
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Fig. 1. Block diagram of the transmitter for the STBC coded MIMO DS-CDMA system.
expressed as
Wk(j) =
Q∑
q=1
wqk(j)Aq, (1)
where the wqk(j) denotes the qth bit of the Walsh codeword
wk(j) (j is the symbol index), and Wk(j) ∈ CT×Nt is the
LDC encoded matrix (T is the number of time slots or channel
uses needed to transmit Q LDC symbols, and Nt is the number
of transmit antennas, and the symbol C denotes the complex
field). The matrices Aq ∈ CT×Nt , q = 1, . . . , Q are called dis-
persion matrices, which transform data symbols (Walsh code-
word in this context) into a space-time matrix.
In order to facilitate linear LDC decoding in the receiver,
it is desirable to reorder Wk(j) column by column in a vec-
tor form. Define vec(·) operation of m × n matrix K as
vec(K) =
[
KT.1 K
T
.2 · · · K
T
.n
]T
, where ()T denotes the
transpose operation, and K.i is the ith column of K. Reorder-
ing Wk(j) in (1) and each matrix Aq into a TNt × 1 column
vector, respectively, we transform (1) into
vec(Wk(j)) = [vec(A1) . . . vec(AQ)][w
1
k(j) . . . w
Q
k (j)]
T .
Denote
Gvec =
[
vec(AT1 ) vec(A
T
2 ) · · · vec(A
T
Q)
]
;
wk(j) =
[
w1k(j) w
2
k(j) · · · w
Q
k (j)
]T
,
we can now express the LDC code due to the transmission of
the kth user’s jth symbol in vector form as
xk(j) = vec(Wk(j)
T ) = Gvecwk(j), (2)
which is then repetition encoded into symbol sequence sk(j) =
rep{xk(j), Nc} where rep{·, ·} denotes the repetition encod-
ing operation, its first argument is the input bits and the sec-
ond one is the repetition factor. Therefore, each LDC sym-
bol per channel use is spread (repetition coded) into Nc sym-
bols. The spread sequence sk(j) is then scrambled (random-
ized) by a scrambling code unique to each user to form the
transmitted symbol sequence ak(j) = Ck(j)sk(j), where
Ck(j) ∈ {−1,+1}
NcTNt×NcTNt is a diagonal matrix whose
diagonal elements correspond to the scrambling code for the
kth user’s jth symbol. The purpose of scrambling is to sepa-
rate users. In this paper, we focus on the use of long codes,
e.g., the scrambling code differs from symbol to symbol. The
scrambled sequence ak(j) is transmitted over multiple-input,
multiple-output (MIMO) channel via multiple transmit anten-
nas. The received signal is the sum of K users’ signals plus
the additive white complex Gaussian noise. After descrambling
and despreading, the received signal corresponding to the kth
user’s jth transmitted sequence can be written in vector form as
yk(j) = NcHk(j)xk(j) = NcHk(j)Gvecwk(j).
Denote the channel gain of the path between the mth trans-
mit antenna and nth receive antenna for the tth channel use of
Wk(j) as hk,tm,n, the MIMO channel matrix for the user k can
be expressed as
Hk(j) =


H
(1)
k · · · 0
...
. . .
...
0 · · · H
(T )
k

 ,H(t)k (j) =


h
k,t
1,1 (j) · · · h
k,t
Nt,1
(j)
...
. . .
...
h
k,t
1,Nr
(j) · · · hk,tNt,Nr (j)


(3)
In this work, we focus on asynchronous transmission. With-
out loss of generality, we assume τ1 < τ2 < . . . < τk . . . < τK ,
where τk is the propagation delay for user k, and is assumed
to be multiple of chip intervals. The maximum delay spread is
assumed to be less than or equal to a symbol interval (Nc chip
intervals). After descrambling and despreading, the received
signal corresponding to the kth user’s jth transmitted sequence
can now be expressed as
r(j) =
K∑
k=1
yk(j) + n(j) = NcHk(j)Gvecwk(j)︸ ︷︷ ︸
desired signal
+n(j)︸︷︷︸
noise
+
k−1∑
s=1
[(Nc − τk + τs)Hs(j)Gvecws(j) + (τk − τs)Hs(j + 1)Gvecws(j + 1)]
︸ ︷︷ ︸
MAI
+
K∑
s=k+1
[(τs − τk)Hs(j − 1)Gvecws(j − 1) + (Nc − τs + τk)Hs(j)Gvecws(j)]
︸ ︷︷ ︸
MAI
,
where n(j) ∈ CTNt is a vector of iid complex Gaussian
noise samples with zero mean and variance N0, i.e., n(j) ∼
CN (0, N0I).
The transmitter of the O-STBC system differs from that of
the LDC system only in the ST encoder and spreader block. In
the original Alamouti scheme [4, 9], two symbols are transmit-
ted from two antennas at a time, which does not suit the system
with orthogonal modulation under investigation since the basic
transmission unit is the Walsh sequence. To work around this
problem, we propose a block-based encoding and transmission
scheme as follows. After performing spreading operation on
the transmitted Walsh codeword, we group each Walsh chip se-
quence sk(j) = {s0k(j), s
1
k(j), . . . , s
(N−1)
k (j)} (where s
q
k(j) is
the qth chip of of sk(j)) into two data blocks s0k(j) and s
1
k(j) at
each antenna, each containing Nc/2 chips, i.e.,
s0k(j) = {s
0
k(j), s
1
k(j), . . . , s
(N/2−1)
k (j)}
s1k(j) = {s
(N/2)
k (j), s
(N/2+1)
k (j), . . . , s
(N−1)
k (j)}
s0∗k (j) = {s
0∗
k (j), s
1∗
k (j), . . . , s
(N/2−1)∗
k (j)}
−s1∗k (j) = {−s
(N/2)∗
k (j),−s
(N/2+1)∗
k (j), . . . ,−s
(N−1)∗
k (j)},
(4)
where ()∗ denotes the conjugate operation. The data transmis-
sion is divided into two time frames. During the first time frame,
s0k(j) is transmitted from the first antenna; and s
1
k(j) is trans-
mitted from the second antenna. During the second transmis-
sion frame, the first antenna transmits a complex conjugated and
sign inverted version of s1k(j), denoted as −s
1∗
k (j); the second
antenna transmits a complex conjugated version of s0k(j), de-
noted as s0∗k (j). The rest of the transmission mechanism is the
same as in the LDC system.
III. JOINT ST DECODING AND Q-ARY SYMBOL
DEMODULATION
The proposed iterative detection and decoding scheme is il-
lustrated in Fig. 2. The soft metric λ(u′kn,l;O) from the in-
ner soft-input, soft-output (SISO) block is deinterleaved to
λ(ukn,l; I). The k
th user’s Log-MAP decoder computes an a
posteriori log-likelihood ratio (LLR) of each information bit
λ(bkl ;O) and each code bit λ(u
k
n,l;O) based on the soft input
λ(ukn,l; I) and the trellis structure of the convolutional code.
The former is used to make a decision on the transmitted in-
formation bit at the final iteration, while the latter is used for
multi-user detection in the inner SISO block at the next iter-
ation. We use the notations λ(·; I) and λ(·;O) to denote the
input and output ports of a SISO device.
The algorithms discussed above require the design of an in-
ner SISO block that can produce soft reliability values for each
bit u′kn,l from the received signal in order to enable soft input
channel decoding. To this end, we propose an integrated multi-
user detection (MUD), ST decoding, and symbol demodulation
scheme, which will be described next. To simplify the nota-
tion, we sometimes suppress the index j from sk(j), wk(j) and
Hk(j), etc., whenever no ambiguity arises.
Among different MUD techniques, the multistage parallel in-
terference cancellation (PIC) scheme [14] is known to be sim-
ple and effective for mitigating the effect of MAI and increas-
ing the capacity of interference-limited CDMA systems. The
MUD-based iterative scheme is shown in Fig. 2. It uses soft
information of wk(j)/sk(j), denoted as w¯k(j)/s¯k(j), for in-
terference cancellation. To this end, we compute w¯k(j) =
[w¯0k(j) w¯
1
k(j) · · · w¯
Q−1
k (j)]
T , the soft estimate of the code-
word wk(j), from its LLR λ(wk(j)), which is derived by feed-
ing λ(u′kn,l) = Π{λ(u
k
n,l;O)} into a soft modulator [2]. Then
we perform ST encoding and spreading to produce an soft esti-
mate of the transmitted chip sequence s¯k(j). The initial symbol
estimates are obtained by single-user detection schemes, such
as matched filtering.
The joint ST decoding and symbol demodulation schemes for
the LDC and O-STBC systems are introduced in Section III-A
and III-B, respectively.
A. LDC coded system
To demodulate the signal transmitted from user k, we remove
the interference by subtracting the estimated signals of the inter-
fering users from the received signal r(j) to form a new signal
vector r′k(j), i.e.,
r′k(j) = r(j)−
k−1∑
s=1
[(Nc − τk + τs)Hs(j)Gvecw¯s(j)
− (τk − τs)Hs(j + 1)Gvecw¯s(j + 1)]
−
K∑
s=k+1
[(τs − τk)Hs(j − 1)Gvecw¯s(j − 1)
− (Nc − τs + τk)Hs(j)Gvecw¯s(j)]
= NcHk(j)Gvecwk(j) + v
′
k(j), (5)
where v′k(j) denotes the combined cancellation residual and
noise, and w¯s(j) is the soft estimate of ws(j). The vector
r′k(j) is the interference canceled version of r(j) after sub-
tracting the contributions from all the other users using decision
feedback. In case of perfect interference cancellation, the can-
cellation residual vanishes, and v′k(j) ∼ CN (0, NvI), where
Nv = NcN0. As will become apparent in Section IV, the as-
sumption of perfect cancellation can be approached by proper
design of the iterative receiver.
The Walsh codeword wk (or equivalently the jth Walsh sym-
bol for user k) can be estimated by a linear MMSE algorithm,
i.e.,
wˆk = Φ
Hr′k = Φ
H(NcHkGvecwk + vk) = Uwk + ξk, (6)
where the matrix Φ is designed to minimize E[‖wˆk − wk‖2],
leading to the solution Φ = R−1P, where
R = E[r
′
kr
′H
k ] = E[(NcHkGvecwk + vk)(Ncw
H
k G
H
vecH
H
k + v
H
k )]
= N2c HkH
H
k + NvI; (7)
P = E[r
′
kw
H
k ] = E[(NcHkGvecwk + vk)w
H
k ] = NcHkGvec;
U = ΦHNcHkGvec = Φ
H
P. (8)
Equations (7) and (8) are derived utilizing the fact that for
Walsh codewords, E[wkwHk ] = IQ, and Gvec is an unitary
matrix for LDC codes (GvecGHvec = IQ). The noise term
ξk = Φ
Hvk is Gaussian, since it is a linear transformation
of a Gaussian random vector, with zero mean and covariance
E[ξkξ
H
k ] = NvΦ
HΦ. The probability density function (PDF)
of the MMSE filter output wˆk, conditioned on that the mth
Walsh symbol is transmitted, can be expressed as
f(wˆk|wm) =
exp[−(wˆk − Uwm)
H(NvΦ
H
Φ)−1(wˆk − Uwm)]
piQ det(NvΦHΦ)
=
1
piQ det(NvΦHΦ)
exp
[
−
‖Φ−Hwˆk − Pwm‖
2
Nv
]
.
The soft metric for the bit u′kn,l can thus be computed in terms
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of LLR as
λ(u′kn,l;O) = ln
∑
m:u′k
n,l
=+1 f(wˆk|wm)∑
m:u′k
n,l
=−1 f(wˆk|wm)
≈ ln
maxm:u′k
n,l
=+1 f(wˆk|wm)
maxm:u′k
n,l
=−1 f(wˆk|wm)
(9)
= ln
maxm:u′k
n,l
=+1 exp(−‖Φ
−Hwˆk −Pwm‖
2/Nv)
maxm:u′k
n,l
=−1 exp(−‖Φ
−Hwˆk −Pwm‖2/Nv)
=
1
Nv
Re{[2(Φ−1Pw+)Hwˆk − ‖Pw
+‖2]−
[2(Φ−1Pw−)Hwˆk − ‖Pw
−‖2]},
(10)
where m : u′kn,l = ±1 denotes the set of Walsh code-
words {wm} that correspond to the code bit u′kn,l = ±1,
and w+ denotes the Walsh codeword wm that corresponds to
maxm:u′k
n,l
=+1 f(wˆk|wm); w
− denotes the Walsh codeword
wm that corresponds to maxm:u′k
n,l
=−1 f(wˆk|wm).
B. O-STBC coded system
The receiver design for the O-STBC system is simpler than
that of the LDC system due to its orthogonal structure. PIC can
also be applied in the O-STBC system for interference mitiga-
tion. The received signal at the lth receive antenna after de-
spreading and interference cancellation during the first and sec-
ond time frames can be expressed in vector form as
[
r0k,l
r1∗k,l
]
︸ ︷︷ ︸
rk,l
=
[
h0k,lI h
1
k,lI
h1∗k,lI −h
0∗
k,lI
]
︸ ︷︷ ︸
Hk,l
[
s0k
s1k
]
︸︷︷︸
sk
+
[
v0k,l
v1∗k,l
]
︸ ︷︷ ︸
vk,l
,
where r0k,l(r
1
k,l) and v
0
k,l(v
1
k,l) are the received signal and noise
plus interference cancellation residual correspoding to the kth
user’s jth transmitted sequence, respectively, during the first
(second) time frame; r1∗k,l is the complex conjugated version of
r1k,l. The transmitted chip sequences s
0
k, s
1
k are defined in (4).
The channel coefficients from the kth user’s first and second
transmit antenna to the lth receive antenna are denoted as h0k,l
and h1k,l, respectively. An explicit requirement for the O-STBC
system is that the channel coefficients have to remain constant
during two consecutive time frames, while the LDC system does
not have this restriction, and is able to exploit the time diversity
in fast fading channels.
Assuming perfect interference cancellation, vk,l only con-
tains the contribution from the noise, i.e., vk,l ∼ CN (0, N0I),
the conditional PDF of the received vector vk,l can be expressed
as
f(rk,l|sm) =
1
(piN0)Nc
exp
(
‖rk,l −Hk,lsm‖
2
N0
)
.
The receiver combines the signals received from different
atennas, i.e., rk =
∑Nr−1
n=0 rk,l where Nr is the number of re-
ceive antennas. Since vk,0, vk,1, vk,2 . . . are uncorrelated,
thus the conditional PDF for rk is
f(rk|sm) =
Nr−1∏
l=0
f(rk,l|sm)
=
Nr−1∏
l=0
1
(piN0)Nc
exp
(
‖rk,l −Hk,lsm‖
2
N0
)
The LLR for the bit u′kn,l can be derived as
λ(u′kn,l;O) ≈ ln
maxm:u′k
n,l
=+1
Nr−1∏
l=0
f(rk,l|sm)
maxm:u′k
n,l
=−1
Nr−1∏
l=0
f(rk,l|sm)
= ln
Nr−1∏
l=0
exp(−‖rk,l −Hk,ls
+‖2/N0)
Nr−1∏
l=0
exp(−‖rk,l −Hk,ls
−‖2/N0)
=
2
N0
Nr−1∑
l=0
Re
{
(Hk,ls
+)Hrk,l − (Hk,ls
−)Hrk,l
}
where s+ denotes the Walsh sequence sm that corresponds to
maxm:u′k
n,l
=+1 f(rk,l|sm), and s
− is defined similarly. Due to
the orthogonality of the channel matrix Hk,l, we have
Nr−1∑
l=0
(Hk,lsm)
H
rk,l =
Nr−1∑
l=0
(|h0k,l|
2 + |h1k,l|
2)sHmsm + (Hk,lsm)
H
vk,l,
which shows that the above scheme achieves full spatial diver-
sity.
IV. NUMERICAL RESULTS
In the simulations, we employ the following convolutional
codes: 1) a weak code with code rate Rc = 1/2, constraint
length Lc = 3, generator polynomials (5, 7)8; 2) a strong code
with Rc = 1/3, Lc = 5, generator polynomials (25, 33, 37)8.
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Fig. 3. Comparison of different schemes. All the curves represent the perfor-
mance of different systems upon reaching convergence at the 4th iteration.
The code is chosen to be the same for all the users. The coded
and interleaved bits (random interleaver is used) from each user
is converted into one of Q = 8 Walsh symbols, followed by ST
encoding and spreading. For the LDC system, we use the full-
diversity, full-rate (FDFR) code (design A) [15]. The parameter
setting is chosen to be Nt = 2, T = 4, and Nr = 2 or 4. In
this case, 8-bit Walsh codeword is dispersed into 2 transmit an-
tennas, each accommodates 4 LDC symbols (T = 4 channel
uses before spreading). Each LDC symbol is spread (repetition
encoded) to Nc = 8 symbols. In order to achieve the same data
rate, the spreading factor has to be reduced to Nc = 4 in the
O-STBC system. The number of users is chosen to be K = 18,
which represents a fairly heavy loaded system. The proposed
LDC/O-STBC system is compared to the SM system. In the lat-
ter case, information bearing signals are divided into multiple
substreams, each encoded and modulated independently; on the
receiver side, we use the iterative soft demodulation and decod-
ing algorithm presented in [2]. In all the systems, the single-user
detection is used in the beginning of the iterative process to ob-
tain an initial estimate of data, which are needed for MUD at
subsequent iterations. To transmit one Walsh symbol, the SM
system needs Q = 8 channel uses (time slots), whereas the
LDC system only needs T = 4 channel uses at both transmit
antennas. However, due to simultaneous transmission from two
transmit antennas in the SM system, all the systems have the
same data rate.
The long scrambling codes Ck are generated randomly. The
noise variance N0, and Ck as well as path delays are assumed
to be known to the receiver. The channel gain hk,tm,n is a com-
plex circular Gaussian process with autocorrelation function
E[hk,t∗m,nh
k,t+τ
m,n ] = P
k
m,nJ0(2pifDτ) where fD is the maximum
Doppler frequency, J0(x) is the zero-th order Bessel function
of the first kind, and P km,n is the power of h
k,t
m,n. The amplitude
of hk,tm,n follows a Rayleigh distribution. The Doppler shifts are
due to the relative motion between the base station and mobile
units. Perfect slow power control is assumed in the sense that
Pk =
∑
m,n E[|h
k,t
m,n|
2], the average received power, is equal
for all users, and it is normalized such that Pk = 1 for all k.
However, the instantaneous power |hk,tm,n|
2 may vary from one
user to another. Perfect knowledge of the channel state informa-
tion (CSI) is assumed in our simulations. In Figs. 3 – 5, we as-
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Fig. 4. Comparison of different schemes. All the curves are plotted at the 3rd
iteration.
sume channel gains remain constant during the transmission of
one LDC codeword in the LDC system, two data frames in the
O-STBC system, and one Walsh chip sequence in the SM sys-
tem, i.e., hk,tm,n(j) = h
k,t+1
m,n (j) = h
k,t+2
m,n (j) = h
k,t+3
m,n (j). The
normalized Doppler frequency is assumed to be fDTs = 0.01,
where Ts is the symbol duration. The simulation results are av-
eraged over random fading, noise, delays, and scrambling codes
with minimum of 50 blocks of data transmitted and at least 100
bit errors generated.
The performance of different systems are compared in Fig. 3
when the weak code (Rc = 1/2, Lc = 3) is used. The num-
ber of receive antenna is Nr = 2. One can see from the figure
that the SM system has the worst performance. The O-STBC
system shows clear superiority over other systems. It outper-
forms the LDC system and the SM system by 0.7 dB and 1.3
dB, respectively, at the target BER=10−4. In Fig. 4, we exam-
ine the behavior of different systems with a stronger channel
code (Rc = 1/3, Lc = 5) and a higher receive diversity order
(Nr = 4). In this case, the advantage of applying STC becomes
much smaller. For example, the performance gain obtained by
the O-STBC system is only up to 0.3 dB compared to the SM
system.
Fig. 5 shows the performance of the iterative receivers at dif-
ferent iterations. We notice that the SM system has to iterate 3
times before reaching convergence, while the O-STBC system
only needs to iterate 2 times to converge. Therefore, the use of
STC leads to faster convergence for the iterative receiver. The
single user bound for the O-STBC coded system is also shown
in Fig. 5. It is obtained by the proposed scheme in single user
environment. No interference mitigation is needed in this case,
and it gives a lower bound on the best performance achievable
by applying MUD technique. It can be seen that the perfor-
mance of the proposed iterative MUD approach upon reaching
convergence is very close to the single user bound, meaning that
MAI can be effectively eliminated by proper design of iterative
MUD schemes.
Note that the proposed LDC system does not require con-
stant channel during the transmission of one LDC codeword,
channel gains can vary from one time slot to another, i.e.,
hk,tm,n(j) 6= h
k,t+1
m,n (j) 6= h
k,t+2
m,n (j) 6= h
k,t+3
m,n (j). This is in con-
trast to the previous work on LDC for CDMA systems, which
were designed for block fading channel over the whole LDC
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Fig. 5. Comparison of the iterative schemes. Curves with the same marker
represent the performance of the same scheme at different iterations (including
the first single user detection stage). The parameter setting is the same as in
Fig. 4.
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Fig. 6. Performance of LDC coded system in fast fading channels. The param-
eter setting is the same as in Fig. 3.
codeword. In Fig. 6, we examine the performance of the LDC
coded system using the proposed iterative MUD approach in
faster fading channels when the channel gains keep changing
at each time slot within one LDC codeword. To this end, we
re-define the normalized Doppler frequency as fDT , where T
is the duration of one time slot (channel use). The SNR is set
to be Eb/N0 = 8 dB. Slow power control is assumed so that
the average received power is equal for all users. The BER
curve is plotted at the 3rd stage when the system reaches con-
vergence. Fig. 6 shows that the system performance improves
as the Doppler frequency increases, which clearly indicates the
time diversity obtained by the LDC codes. However, this time
diversity is not exploited for slow fading channels as in the pre-
vious cases, where the normalized Doppler frequency is set to
be fDTs = 0.01 and code level channel stationarity is assumed.
It was shown in [2], that for non-LDC systems, the performance
degrades as the normalized Doppler frequency increases.
V. CONCLUSIONS
Iterative detection for orthogonally modulated and STBC
coded MIMO DS-CDMA system has been investigated in this
paper. We propose an integrated design of MUD, ST decoding,
symbol demodulation, and symbol-to-bit LLR mapping in or-
der to reduce the complexity of the turbo receiver. Results show
that in comparison to the SM system with the same transmission
rate, the STBC coded systems have superior performance and
faster convergence. Furthermore, by exploiting time diversity,
LDCs also provide us a powerful means to combat impairment
caused by fast fading channels. However, we have observed
that the advantages of applying STBC become smaller when a
strong channel code is used and/or when the receive diversity in-
creases. Considering the fact that strong channel codes are usu-
ally employed in practical communication systems, and a high
receive diversity order can be readily fulfilled at the base station,
we can conclude that the simple SM scheme would suffice for
MIMO CDMA systems in slow fading channels, whereas LDCs
are more suitable for fast fading channels. The results from this
work could provide a valuable source of information for future
versions of the 3GPP standard.
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