The binding behavior of molecules in nuclei of living cells can be studied through the analysis of images from fluorescence recovery after photobleaching experiments. However, there is still a lack of methodology for the statistical evaluation of FRAP data, especially for the joint analysis of multiple dynamic images. We propose a hierarchical Bayesian nonlinear model with mixed-effect priors based on local compartment models in order to obtain joint parameter estimates for all nuclei as well as to account for the heterogeneity of the nuclei population. We apply our method to a series of FRAP experiments of DNA methyltransferase 1 tagged to green fluorescent protein expressed in a somatic mouse cell line and compare the results to the application of three different fixed-effects models to the same series of FRAP experiments. With the proposed model, we get estimates of the off-rates of the interactions of the molecules under study together with credible intervals, and additionally gain information about the variability between nuclei. The proposed model is superior to and more robust than the tested fixedeffects models. Therefore, it can be used for the joint analysis of data from FRAP experiments on various similar nuclei.
Introduction
Fluorescence recovery after photobleaching (FRAP) is an imaging technique to investigate the binding behavior of molecules inside organisms, cells or cellular sub-compartments in vivo (Meyvis et al., 1999; Reits and Neefjes, 2001; Sprague et al., 2004) . To analyze, for example, the dynamic properties of proteins of interest within the cell nucleus, the proteins are genetically tagged to a fluorescent protein [e.g., green fluorescent protein (GFP)] and expressed in cells of interest. A part of the molecules in the cell nucleus is bleached by a focused laser beam and the recovery in the bleached part of the nucleus is observed by capturing images of the nucleus in predefined time intervals (McNally, 2008) . Typically, such analyses are done on a couple of similar nuclei and the resulting rate estimators are summarized afterwards. However, the results often differ between nuclei. This variability is, however, not only due to random observation noise and the randomness of the underlying diffusion process, but also caused by cell-to-cell variation or the cellular status of the examined cells. To this end, we propose to analyze all nuclei together and account for the variance between nuclei by using mixed-effects models.
To date, for the analysis of data from FRAP experiments for the same molecule on multiple similar cell nuclei with a mathematical model, either the data of each recovery curve is analyzed separately, and the results for all cell nuclei are regarded together (e.g., Schneider et al., 2013) , or the data of the different cell nuclei are pooled, averaged and then analyzed (e.g., McNally, 2008) . In the second case, the recovery curves of the cell nuclei are averaged to obtain a smooth curve that can then be analyzed by the same mathematical model that is usually used for the analysis of one recovery curve. It is, however, vital, that only data of comparable fluorescent intensities are averaged (Sprague et al., 2004) .
Random effects are frequently used in linear models for longitudinal data. They account for the fact that subjects are sampled randomly from a heterogeneous population (Pinheiro and Bates, 2000) . Typically, random effects are combined with fixed effects, i.e., the usual effects in a linear model, resulting into mixedeffects models. Mixed-effects models are used in many applications including agriculture, pharmacokinetics, and geophysics (Pinheiro and Bates, 2000) , as well as clinical trials (Brown and Prescott, 1999) . In mixedeffects models, the relationships between a response variable and covariates, which are grouped by one or several factors, are described (Pinheiro and Bates, 2000) . In our approach, fixed effects are parameters that are associated with the recovery curves of all cell nuclei, while random effects are parameters associated with the recovery curves of the individual cell nuclei.
The aim of a FRAP experiment is to infer the binding behavior of the unbleached molecules in the cell nucleus from their speed of movement. Because the bleached and unbleached molecules are assumed to behave identically, we can infer from that the binding behavior of all -bleached and unbleached -molecules of interest in the cell nucleus. See Sprague and McNally (2005) for more information on FRAP experiments. In this paper, we concentrate on half-nucleus FRAP [as opposed to circle FRAP or strip FRAP (Sprague et al., 2004; Mueller et al., 2008) ], which should cover representative fractions of heterogeneously distributed binding sites in all cell cycle stages (Schneider et al., 2013 ). An example for such data is given in Figure 1 . In the first post-bleach image (second image from left, after 0.15 s), it is apparent that one half of the cell nucleus has been bleached. The recovery of fluorescence in this half can be tracked over time in the subsequent images.
We propose a Bayesian nonlinear regression with mixed-effect priors for the simultaneous analysis of all recovery curves resulting from a series of FRAP experiments. In the following section, the data used in our analyses is described and the compartment model as well as the differential equations associated with it are introduced. Thereafter, the model equation, which is based on the solution to the differential equations, is presented. In the subsequent section, the Bayesian nonlinear mixed-effects model, which consists of the data model, the prior model and the hyper priors, is described. Then, the parameter estimation procedure is presented, and the three different fixed-effects models with which the mixed-effects model is compared, are introduced, together with the information criterion used for the comparison. In the Results section, we present the results from the application of the proposed mixed-effects model to a series of FRAP experiments of GFP-tagged DNA methyltransferase 1 (GFP-Dnmt1) expressed in a somatic mouse cell line. Moreover, the comparison between the mixed-effects model and the fixed-effects models is done. The paper ends with a discussion of the proposed approach. Figure 1 Fluorescence recovery after photobleaching one half of the nucleus of a mouse C2C12 cell expressing GFP-Dnmt1 in late S phase. Images of a cell nucleus in a FRAP experiment: In the prebleach image, the complete cell nucleus is visible because all molecules are fluorescent. In the first postbleach image (acquired after 0.15 s), it is obvious that one half of the nucleus has been bleached. The subsequent images show the recovery of the fluorescence in the nucleus after 5, 10, 20 and 50 s.
FRAP experiments

Data
In this paper, we use FRAP data sets of GFP-Dnmt1 expressed in mouse C2C12 myoblast cells (Schneider et al., 2013) , which were obtained from multiple cell nuclei and can therefore be utilized to illustrate how our nonlinear regression model can be used to fit all available data at once. DNA methylation at position 5 of cytosines within CpG dinocleotide sequences is an important biochemical process for the stable epigenetic gene silencing in vertebrates (Bird, 2002 , Spada et al., 2006 . The maintenance methyltransferase Dnmt1 reestablishes methylation of hemi-methylated CpG sites generated during DNA replication in S phase and thus ensures propagation of genomic methylation pattern over many cell divisions.
In order to study the cell cycle dependent binding behavior of wild type Dnmt1, we analyzed data from cells in different cell cycle stages as identified by the nuclear distribution pattern of GFP-Dnmt1 (Schneider et al., 2013) : 12 cells with diffuse nuclear distribution (mostly G1 phase and possibly also late G2 phase), 26 cells in early S phase with Dnmt1 association at early replication foci, and 11 cells in late S phase with Dnmt1 associating with late replicating heterochromatin clusters. For each cell, the concentration of unbleached GFP-Dnmt1 in the bleached half of the cell nucleus was documented every 0.15 s up to 779 times after the bleaching. For the cells with diffuse nuclear distribution, the concentration was measured 778 times for 10 cells. For the two remaining cells with diffuse nuclear distribution, 390 and 480 measurements, respectively, were available. 778 measurements were available for 24 cells in early S phase. For the other two cells in early S phase, 774 and 754 measurements, respectively, were available. For the cells in late S phase, 779 measurements were available for 10 cells, whereas 777 measurements were available for the eleventh cell. The original FRAP data has been normalized by a triple normalization procedure, see Dargatz (2010) , Schneider et al. (2013) .
The major part of the FRAP data analyzed in this paper has previously been published and analyzed (Schneider et al., 2013) . The goal of the experiment was to identify the contribution of two different kinds of interactions Dnmt1 is involved in in different cell cycle phases. The interactions can be attributed to two subdomains of Dnmt1, first, the proliferating cell nuclear antigen (PCNA)-binding domain (Schermelleh et al., 2007; Schneider et al., 2013) , and second, the targeting sequence domain, which targets Dnmt1 to the replication sites in S phase (Schneider et al., 2013) . Schneider et al. (2013) use the term "mobility classes" instead of the term "binding partners," because all interactions with similar on-and off-rates can not be distinguished (Schneider, 2009) , and, hence, build one mobility class (MC). Moreover, processes like anomalous diffusion, which are not related to binding, can also be represented by a MC.
Nonlinear recovery model
The movement of a molecule of interest in a cell nucleus is influenced by diffusion and by interactions, including binding reactions, the molecule is involved in (Mueller et al., 2010; Hemmerich et al., 2011; van Royen et al., 2011; Mazza et al., 2012) . It is possible to model this process by using the full reactiondiffusion equations (Carrero et al., 2004; Sprague et al., 2004; Beaudouin et al., 2006 ). As we strive for an analytical solution of the equations describing the movement of the molecule of interest, we use a simplification of the full reaction-diffusion equations. Usually, one of the following three simplifications is employed: the pure-diffusion scenario, the effective diffusion scenario or the reaction dominant scenario (Sprague et al., 2004) . A pure-diffusion dominant scenario (Sprague et al., 2004 ) is present when most of the fluorescent molecules are free and interactions can be ignored. An effective diffusion scenario (Sprague et al., 2004; Beaudouin et al., 2006; Mueller et al., 2008; van Royen et al., 2009 ) occurs "when the reaction process is much faster than diffusion" (Sprague et al., 2004) . A reaction dominant scenario is present, when diffusion is very fast compared to the timescale of the image acquisition and to the reaction process (Sprague et al., 2004) .
The interactions Dnmt1 is involved in are described by on-and off-rates. In Schneider et al. (2013) , where a correction value for diffusion was used, it was found that, in S phase, Dnmt1 is involved in interactions with relatively small off-rates, which means in the case of binding reactions, that the molecules of interest have a relatively long residence time (about 10-20 s) at their binding sites. We have no sufficient information about the magnitude of the on-rate. For these reasons and because we aim to have an analytical solution to the ordinary differential equations describing the movement of Dnmt1, we assume a reaction dominant scenario for our data.
In a reaction dominant FRAP scenario, diffusion is very fast in comparison to reaction processes and the time scale of the FRAP measurement (Bulinski et al., 2001; Coscoy et al., 2002; Dundr et al., 2002) and the recovery curve in the bleached part of the cell nucleus can be modeled using a nonlinear regression model (Sprague et al., 2004) .
Here, we regard cases with two or three MCs (Schneider et al., 2013) . In all considered cell cycle phases, a MC with a very long residence time compared to the time of image acquisition is indicated (Schneider et al., 2013) . For this MC, we estimate only one parameter, and it is later also referred to as "immobile fraction." In cells with diffuse localization and in early S phase, one additional MC has been identified. For the late S phase, two additional MCs with different off-rates were found.
The binding sites to which the molecules of interest bind are assumed to be part of large complexes, which are relatively immobile on the time scale of the FRAP measurement and the molecular movement (Carrero et al., 2004; Sprague et al., 2004) . A compartment model with two or three compartments ( Figure 2 ; the immobile fraction is ignored in this representation) is used to describe the change of the concentration of unbleached molecules in the bleached part of the cell nucleus. In a compartment model with two compartments, the molecules can be either free or bound. Exchange between the compartment of the free and the compartment of the bound molecules occurs with rates In a compartment model with three compartments, the molecules can be either free or bound in one of two discriminable binding states. Exchange between the compartment of the free molecules and the compartments of the bound molecules occurs with rates of vacant bindings sites belonging to MC k. It is constant during the entire recovery process, because we assume that the biological system is in equilibrium before the bleaching and because bleaching does not affect the number of vacant binding sites (Sprague et al., 2004) . Let f(t) = [Free](t) denote the concentration of the free molecules and a k (t) = [Bound k ](t) the concentration of the bound molecules in MC k at time t. We can describe the change of the concentration of the free and bound molecules based on the compartment model by the two differential equations
with ∇ 2 the Laplacian operator and D f the diffusion coefficient for free proteins, and
The molecules in the cell nucleus are in equilibrium before the bleaching. In a diffusion-uncoupled FRAP scenario, the free molecules are moreover assumed to be in equilibrium again immediately after the bleaching. Therefore f(t) = f eq , a constant, and equation (2) can be written as
Moreover, we do not have to model the change of the concentration of the free molecules, it suffices to model the change of concentration of the bound molecules, which means that equation (1) can be ignored. With boundary condition a k (0) = 0, which means that at time t = 0 (the time of the bleaching) the concentration of unbleached bound molecules in MC k in the bleached area equals zero, the solution of equation (3) is
As the system is in equilibrium before bleaching we have 
and can therefore write equation (4) as
The observed value during FRAP recovery is the total fluorescence intensity in the bleached area. It can be described by the sum of the bound and the free unbleached molecules plus an error. The sum of the bound and the free unbleached molecules is denoted by total(t):
For our analysis, in each cell nucleus, the fluorescence intensity has been averaged over the bleached part of the cell nucleus. Therefore, in our analysis, f eq is the average of the intensity of the free fluorescent molecules in the bleached half, and a k (t) is the average of the intensity of the bound fluorescent molecules in the bleached part of the nucleus. With equation (6) 
which is the deterministic approximation of the model with multiple mobility classes in Fuchs (2013) .
Bayesian nonlinear mixed-effects model
In order to analyze all recovery curves from all nuclei simultaneously, we use a hierarchical Bayesian model. Such models consist of three levels: 1) Data model, here derived from the nonlinear model described above, 2) Prior model, here a mixed-effects model in order to account for the heterogeneity in the nuclei population, 3) Hyper prior model, prior assumptions on all unknown parameters in level 2).
Data model
The total observed concentration of unbleached molecules in the bleached part of the cell nucleus of cell j,
We assume Gaussian noise for the observations 2 ( ) ( ( ), ).
The true concentration of unbleached molecules is modeled by the nonlinear model
Therefore, we fit the mixed-effects model
to the data of each cell cycle phase, where ε ij are independent Gaussian noise terms with mean 0 and variance σ 2 .
Prior model
In a Bayesian framework prior probability density functions (pdf) have to be defined for all unknown parameters. Here, for the parameters a kj and , off kj b we use a mixed-effect decomposition of the form
with exp( )
So each of these parameters is split into a fixed effect, which represents a joint parameter for all recovery curves of all cell nuclei, and a random effect representing a curve-specific parameter. The prior for the parameter off kj b incorporates moreover the knowledge that transfer rates must be non-negative (Schmid et al., 2009 ). We do not assume non-negativity for the parameter a kj , as a 0j can be also negative. This is due to the fact that a triple normalization procedure has been applied to the data, which assumes that the equilibrium concentration of unbleached molecules in the bleached part of the cell nucleus is one. However, due to erroneous pre-processing, a 0j can also be smaller than zero, which leads to a equilibrium concentration bigger than one.
For the fixed effects, uniform priors of the form
are used. These prior distributions are uninformative, which means that they do not contain any relevant information.
As prior distributions for the nuclei-specific random effects, we use Gaussian distributions and lognormal distributions, respectively, which are given by 
Hyper priors
Additional prior pdfs have to be defined for all other unknown parameters. As prior distributions for the unknown variance parameters, inverse Gamma distributions, which are given by
,
are used. The inverse Gamma distribution is known as a conjugate prior for the Gaussian distribution with known mean. By using uninformative priors for the parameters a k and , off k b we ensure that as much variance as possible is covered by the fixed effects. Only the variability that is not covered by the fixed effects is captured by the random effects. The definition of the hyperpriors with prudently chosen parameters on the variances of the parameters a kj and off kj β leads to a shrinkage of the random effects, so that they do not cover variance explained by the fixed effects (Schmid et al., 2009) .
If K = 1, which means that there is one MC in addition to the immobile fraction, we have to choose the parameters for the three inverse Gamma distributions
.
For the diffuse and the early S phase, we choose the parameters
-4 . When K = 2, which means that there exist two MCs in addition to the immobile fraction, we have the inverse Gamma distributions
The chosen parameters for the late S phase similar to above are c 0 = c 1 = c 2 = e 1 = e 2 = 1,
. By choosing the first parameter of the inverse Gamma distribution to be 1 and the second parameter to be considerably smaller than 1, we perform shrinkage of the variances of the random effects. The smaller the second parameter is with respect to 1, the stronger is the shrinkage of the variance of the corresponding random effect, and, hence, the more variance is covered by the corresponding fixed effect.
As prior for the variance σ 2 of the noise term ε ij , we define the inverse Gamma distribution σ 2~I G(a,b) with a = b = 1. We assume a priori independence of all unknown parameters.
Posterior distribution and MCMC inference
In the Bayesian framework, all conclusions are drawn from the posterior distribution. The posterior pdf can be computed via Bayes' theorem (Carlin and Louis, 2000) :
with f(y|θ) the pdf of the data distribution defined in (10) and π(θ) the product of the prior distributions.
A Markov chain Monte Carlo (MCMC)-algorithm with Gibbs-and Metropolis-Hastings (MH)-update steps is applied to obtain samples from the full conditional distributions of the parameters of the nonlinear regression model, which can be derived from the posterior distribution. Therefore, in each iteration of the algorithm, a random sample from the conditional posterior distribution (given all other parameters and the data) is drawn for each parameter. The full conditional distributions of all parameters can be found in the electronic appendix.
The parameters a k and a kj are drawn in Gaussian Gibbs steps, because their full conditional distributions are Gaussian distributions, from which one can sample directly. (Sprague and McNally, 2005; Schermelleh et al., 2007; Schneider et al., 2013) .
The random walk proposal of the Metropolis Hastings algorithm was tuned and resulted in acceptance rates between 35% and 52%. This is in accordance with recommendations for acceptance rates; for example Gilks et al. (1996) recommend acceptance rates between 15% and 50% [see also Gelman et al. (1996) and Roberts et al. (1994) ]. In our opinion, acceptance rates should be rather higher than lower, because with acceptance rates that are too low it might happen that part of the state space is never visited, what we intend to avoid.
We ran 10 parallel chains for each model (one model per cell cycle phase). For each parameter, a point estimate was obtained via the median of the sample formed by the observations of the converged parallel chains. Additionally, a 95% credible interval was calculated for each parameter. Approximate convergence of the parallel chains was diagnosed if the upper confidence limit of the potential scale reduction factor (Gelman and Rubin, 1992; Brooks and Gelman, 1998; Plummer et al., 2006) was smaller than or equal to 1.1. The number of burn-in iterations was determined by visual inspection of the sampling paths.
In order to check the sensitivity to the prior assumptions, i.e., to the choice of the parameter values of the hyper priors, we ran the mixed-effects model with different parameter values for the hyper priors. The parameter estimates together with 95% credible intervals can be found in Tables 1-4 in the electronic appendix. We found that the point estimates stay the same for the different parameters of the hyper priors. Changes take place at most at the third decimal place of the estimates. The width of the credible intervals varies slightly. Overall, we found that the parameter estimates are not very sensitive to the choice of the parameter values of the hyper priors.
To evaluate the model fit, we compared the mixed-effects model -which was fitted to the whole of the data resulting from the FRAP experiments -to 1. a model without random effects fitted to the whole of the data, 2. a model without random effects fitted to the individual recovery curves, 3. a model without random effects fitted to the averaged recovery curves (all recovery curves of the same phase were averaged).
For each of these three scenarios, we fitted the following fixed-effects model to the data of each cell cycle phase:
As for the mixed-effects model, we ran 10 parallel chains for each modeling alternative. Again, we calculated the medians and the 95% credible intervals of the samples formed by the observations of the converged chains (upper confidence limit of the potential scale reduction factor ≤ 1.1). The number of burn-in iterations was again determined by visual inspection of the sampling paths. The Deviance Information Criterion (DIC) served as a measure of the model fit for the comparison of the mixed-effects model to the fixed-effects models 1 and 2. It is a suitable information criterion for model selection in hierarchical models, where parameters may outnumber observations and measures like the Akaikes information criterion (AIC) or Bayesian information criterion (BIC) cannot be directly applied (Spiegelhalter et al., 2002) . The DIC itself is not an absolute measure, that is, the absolute values cannot be interpreted, but can be compared relatively between models. We did not compare the mixed-effects model and fixed-effects model 3 on the basis of the DIC, because these two models were fit to different kinds of data. The fixed-effects model 3 in contrast to the mixed-effects model was not fitted to the whole of all recovery curves but to the averaged recovery curve per phase.
The DIC can be calculated by the deviance of the medians D(θ med ) plus two times the effective number of parameters p D (Spiegelhalter et al., 2002) :
The deviance is a measure of the fit of a model and is calculated by
where l(θ) is the log-likelihood. The effective number of parameters is a measure of the complexity of the model. It is the median deviance minus the deviance of the medians and is calculated by median( ( )) ( ).
The effective number of parameters is high for models with a high effective model complexity. When comparing two models on the basis of their DIC, the model with the lower DIC is to be favored.
All software was written in the programming languages R (R Core Team, 2013) and C.
Results
Mixed-effects model
By using the Bayesian regression model with mixed-effect priors we gain common parameter estimates for all cell nuclei through the estimation of the fixed effects, as well as curve specific parameter estimates through the estimation of the random effects, and estimates for the variances of the random effects.
In Figure 3 , for each phase (diffuse, early S, and late S phase), the estimated joint recovery curve for all cell nuclei is shown together with the normalized data. The joint recovery curve is computed using the posterior medians of the MCMC-samples of the fixed effects.
The random effects take into account the variability resulting from the joint analysis of data of multiple cell nuclei, which is not covered by the fixed effects. In Figure 4 , the estimated joint recovery curve for all cell nuclei (black, solid line) is shown together with the cell nuclei-specific curves (colored, dashed lines), which are computed using the posterior medians of the MCMC-samples of the curve-specific random effects.
The posterior medians of the fixed parameters a k and off k b together with 95%-credible intervals can be found in Table 1 . Density plots of the posterior distributions of the fixed parameters can be found in the electronic appendix (Figures 1-3) . All parameters could be estimated with small variance. For the diffuse phase, the posterior median of the fixed effect of the off-rate is denoted by 1 off b and equals 0.163 (0.152, 0.174). For the early S phase, 1 off b equals 0.094 (0.089, 0.105). In both cases, we assumed that there is only one MC in addition to the immobile fraction (K = 1), based on Schneider et al. (2013) . In the presence of binding, the off-rate is the rate of the unbinding reaction where a protein is unsoldered from its binding site (Sprague and McNally, 2005) , and its inverse is the residence time, i.e., the time a protein remains at a binding site (McNally, 2008) . In early S phase, binding of Dnmt1 to immobilized PCNA trimetric rings at replication forks takes place (Sporbert et al., 2005; Schermelleh et al., 2007; Schneider et al., 2013) . The median residence time of Dnmt1 at this binding site is about 11 s. In the diffuse phase, the off-rate can not be interpreted in the same way, because in this phase, there is no specific binding partner present and the additional MC is probably due to anomalous diffusion behavior (Schneider et al., 2013) . For the late S phase, we assumed that there are two distinctive MCs in addition to the immobile fraction (K = 2) (Schneider et al., 2013) which corresponds to median residence times of about 5 s and about 23 s, respectively. This is in compliance with the finding that the protein Dnmt1 is involved in two distinctive interactions in the late S phase (Schneider et al., 2013) .
As it is of essential interest how much variance is captured by the random effects, point estimates for the variances of the random effects plus 95%-credible intervals were calculated and can be found in Table 2 . Density plots of the posterior distributions of the variances can be found in the electronic appendix (Figures 4-6) .
Each of the credible intervals in Tables 1 and 2 embodies the true parameter with a probability of 95%. To give an impression about the variation of the off-rates in the population of cell nuclei, for each cell cycle phase, we calculated the minimum and the maximum of the products of the median of the fixed effect of the off-rate and the medians of the nuclei-specific off-rates to get approximate limits in which the off-rates of the different cell nuclei lie. According to that, the off-rate for . Thus, we do not only get a joint point estimate of the off-rate for the population of the cell nuclei for each cell cycle phase, but we also gain information about the variation of the off-rate in the population of nuclei. Table 3 provides the posterior medians of the fixed effects a k and off k b together with 95%-credible intervals for fixed-effects model 1, where regression model (21) was fitted to the whole of the data resulting from the FRAP experiments. Table 4 provides the posterior medians, minima, and maxima of the fixed effects a k and off k b for fixed-effects model 2, where regression model (21) was fitted to the individual recovery curves of all cell nuclei. In Table 5 , the posterior medians of the fixed effects a k and off k b together with 95%-credible intervals for fixed-effects model 3, where regression model (21) was fitted to the averaged recovery curves, are shown. All three tables provide estimates for each cell cycle phase under review. Density plots of the posterior distributions of the inferred parameters for the fixed-effects models 1-3 can be found in the electronic appendix (Figures 7-18 ). For fixed-effects model 2, exemplary density plots of the inferred parameters are shown for two cell nuclei of each cell cycle phase. In Figure 5 , the point estimates and the 95%-credible intervals for the mixed-effects model and fixed-effects models 1 and 3 are displayed. Table 6 contains the DIC, the effective number of parameters (p D ) and the deviance of the medians [D(θ med )] for the proposed mixed-effects model and the fixed-effects models 1 and 2 introduced in Section 3.4.
Comparison between the mixed-effects model and the fixed-effects models
Regarding the point estimates in Table 3 , one sees that the point estimates for the fixed effects provided by fixed-effects model 1 differ from the estimates provided by the mixed-effects model (Table 1 ). Figure 5 and the comparison of Table 3 with Table 1 reveal that the 95%-credible intervals for the fixed parameters resulting from fitting fixed-effects model 1 to the whole of the data are considerably smaller than the credible intervals for the fixed parameters resulting from fitting the proposed mixed-effects model to the whole of the data. Therefore, it could be erroneously concluded that the estimation of the fixed parameters is more exact by using the fixed-effects model 1 than by using the proposed mixed-effects model. This is not the case, as for the fixed-effects model 1 we assume many independent observations and, hence, ignore the structure of the data, i.e., the observations come from different cells and are not all independent. Due to this assumption, the variance of the fixed effects is underestimated.
For all three cell cycle phases (diffuse, early S, and late S phase), when comparing the DIC of the mixedeffects model to the DIC of fixed-effects model 1, it is obvious that the DIC is considerably lower for the mixedeffects model. The clearest result can be found for the late S phase, where the DIC of the mixed-effects model is almost two times lower than the DIC of fixed-effects model 1. This means that the proposed mixed-effects model is superior to fixed-effects model 1 for all three cell cycle phases. Figure 5 Point estimates and 95%-credible intervals for the fixed effects of the mixed-effects model and fixed-effects models 1 and 3. The posterior medians of the fixed effects together with 95%-credible intervals are shown for the proposed mixed-effects model and fixed-effects models 1 and 3 for all three reviewed cell cycle phases. -53393.32 99.66 -53193.01 -45393.75 4.19 -45385.38 -55231.80 1084 .99 -53061.82 Early S -115018.28 114.67 -114788.94 -73488.90 2.59 -73483.71 -119243.50 1212 .22 -116819.10 Late S -60694.44 278.22 -60138.01 -34218.33 5.43 -34207.48 -61334.80 2515 Regarding the point estimates resulting from fitting fixed-effects model 2 to the individual recovery curves (Table 4) , we observe that most of them differ from the point estimates resulting from fitting the proposed mixed-effects model to the whole of the data (Table 1) . When comparing the DIC of the mixed-effects model to the DIC of fixed-effects model 2, it can be seen that the DIC of the mixed-effects model is lower than the DIC of fixed-effects model 2 for the diffuse and late S phase. Only for the early S phase, the DIC of fixedeffects model 2 is lower than the DIC of the mixed-effects model. But overall, the DIC is approximately of the same magnitude for both models. (Table 5 ) are broader or of approximately the same size as the corresponding credible intervals resulting from the proposed mixedeffects model (Table 1) . Only for the fixed effect a 0 , it is converse. This is due to the difference in the number of data points between the two models. For fixed-effects model 3, we have only one recovery curve per cell cycle phase because of the averaging of the data. Therefore, the estimation of the fixed effects is more exact when using the proposed mixed-effects model. Moreover, we are of the opinion that averaging the recovery curves induces a loss of information because not all available data is used and the variability contained in the data is not appropriately quantified, which is why we favor the proposed mixed-effects model over fixed-effects model 3.
Diffuse
Overall, we conclude that the mixed-effects model is superior to the fixed-effects models 1-3, because the DIC of the mixed-effects model is lower in almost all considered scenarios. Moreover, it adequately reflects the heterogeneity of the data caused by cell-to-cell variability through the estimation of the variances of the random effects. The heterogeneity of the data is also taken into account by fixed-effects model 2, which gives point estimates of the fixed effects for each curve per cell cycle phase. However, estimating the variance through a mixed-effects model is the more appropriate and comfortable way to quantify the cell-to-cell variability. Moreover, the proposed mixed-effects model is more robust than the fixed-effects models 1-3 because it uses more information.
Discussion
Our objective was to develop an approach with which data from FRAP experiments on various similar cell nuclei can be analyzed in one model, taking into account the variability contained in the data. The variability can only be assessed by considering data of several cell nuclei in a joint model.
Using the proposed Bayesian nonlinear regression model with mixed-effect priors, we are able to do a joint analysis of the recovery curves of all available cell nuclei per cell cycle phase. So all available data resulting from different FRAP experiments can be used for the estimation of the parameters of interest and no data is ignored. Hence, a distinct benefit of the proposed model is that we fit only one model to the whole of the data arising from all available cell nuclei, which is more comfortable than fitting one model per cell nucleus and analysing the results afterwards.
Curve-specific effects are taken into account by the use of random effects. These are, however, shrunk towards zero, so that most variability in the data is captured by the fixed effects. The variability of the parameters of interest can however be quantified through the estimation of the variance of the random effects. Hence, the proposed method allows not only to gain estimates of the parameters of interest, that is, the binding rates, but it also allows to gain insight into the variability between cells. That is, the proposed method allows to decompose the total variability in the data into the variability between cells and the remaining variability for example due to noise. The Bayesian technique gives complete posterior distributions for the binding rates in each phase, allowing to compute credible intervals for these binding rates, and, hence, showing the precision of the binding rate point estimates. The mixed-effect approach allows to quantify the variability between cells, which, so far, has not been studied. For example, in our data we see a similar variability between cells in the off-rates in early S phase and late S phase, but the variability in the concentration of bound molecules at equilibrium is higher in the late S phase compared to the early S phase. Algorithms for nonlinear model fitting have consistency problems by specifying starting values and have convergence issues. Therefore, the model is typically fitted several times using a grid of starting values or random starting values, and the best model is determined using an information criterion like Akaikes information criterion (AIC) or Bayesian information criterion (BIC). This results in a high computational burden. Using a Bayesian approach, the algorithm is guaranteed to converge and the resulting parameter estimates are not dependent on any starting values, which reduces computation time. Moreover, the regression model is very flexible. Mixed-effect priors on the nonlinear parameters can be incorporated easily into the nonlinear regression, which is a novel approach. In addition, the proposed technique allows to analyze all data jointly. For our data, the whole analysis of all data took 42 min (diffuse phase), 127 min (early S phase), and 138 min (late S phase), respectively.
In our approach, the number of MCs for the molecule and the cell cycle phase is a fixed parameter that was adopted from a previous study using a refined compartmental approach (Schneider et al., 2013) . To make sure that the number of MCs is still valid with the mixed-effects model, we additionally fitted the mixed-effects model with two MCs for the cell cycle phases diffuse and early S, and the mixed-effects model with one MC for the cell cycle phase late S. For the cell cycle phases diffuse and early S, when fitting the model with two MCs, convergence and redundancy issues arise, which give a hint that the model with two MCs is not the appropriate one. Redundancy issues may for example occur when the exponential rates are too similar. In Reich (1981) , a redundancy measure has been used to show that parameters in a sum of two exponentials model are highly redundant if the exponential rates differ by less than a factor of 5 (Sommer and Schmid, 2014) . The mixed-effects model with one MC for the cell cycle phase late S can be fitted without convergence problems. The resulting DIC is -47057.77 (p D = 63.26, D(θ med ) = -47184.30), which is bigger than the DIC for the mixed-effects model with two MCs (DIC = -60138.01). Hence, we conclude that according to the DIC, the model with two MCs is more suitable for the data of the late S phase than the model with one MC. The number of MCs is moreover biologically sound, as desribed in Schneider et al., 2013. We can conclude that the DIC of the mixed-effects model is lower or in approximately the same range as the DIC of all considered models without random effects for all three cell cycle phases. With the mixed-effects model, we additionally gain precious insight into the variability in the population of cell nuclei in the different cell cycle phases through the estimation of random effects and their variances.
With the proposed mixed-effects model, estimates of the off-rates of the interactions the molecules of interest are involved in, and of the variances of the random effects are attained. Therefore, the model is useful for the analysis of data from FRAP experiments on various similar cell nuclei. With that model, it is no longer necessary to analyze each recovery curve belonging to an experiment on one cell nucleus separately and summarize the results afterwards, or to pool and average the data of experiments on multiple similar cell nuclei to be able to analyze it. The data of FRAP experiments on different cell nuclei can rather be analyzed simultaneously by one single model.
The main goal of this study is to show that the proposed technique can be used for the joint analysis of the data of many cells at once, furthermore providing insight into the variation of the off-rates in the population of cell nuclei. This is a novel approach in the field of FRAP analysis. Although we use a simplified kinetic model here, the approach can easily be adapted to other FRAP experiments and any kinetic model for such FRAP experiments.
