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Introduction
In this thesis, we study the following reaction diﬀusion system known as Gray-Scott
model;
(GS)
{
Ut = DUΔU − k1UV 2 + kf(U0 − U) in Ω× (0,∞),
Vt = DV ΔV + k1UV
2 − k2V in Ω× (0,∞),
where U(x, t) and V (x, t) represent chemical substance concentrations at place x ∈ Ω
and time t > 0. In (GS), DU and DV are diﬀusion coeﬃcients of the chemical
substances. And, k1 and k2 are chemical reaction speed constants in the following
reactions
U + 2V → 3V,
V → P.
In addition, kf and U0 are positive constants. The term kf(U0 −U) represents that
this chemical reaction is an open system. Furthermore, the region Ω is a bounded
domain in RN(N ≥ 1) with smooth boundary ∂Ω or entire space RN.
The Gray-Scott model was ﬁrst proposed as ordinary diﬀerential equations. (cf
[12, 13, 14].) Using numerical simulation, Pearson [27] have found complex spatio-
temporal patterns when he added the diﬀusion eﬀect with the ordinary diﬀerential
systems. For example, he found so-called self-replicating patterns, interesting pulse
interaction phenomena and complicated stationary patterns. Since then, the Gray-
Scott model with diﬀusion attracted a lot of researchers. Especially, stationary
problems of (GS) have been studied by many mathematicians.
As in the same way of [17], we will describe (GS) as follows:
(P)
{
ut = Δu− uv2 + λ(1− u) in Ω× (0,∞),
γ
d
vt = γΔv + uv
2 − v in Ω× (0,∞),
where λ, γ and d satisfy
λ =
k1kfU
2
0
k22
, γ =
k2DV
k1U20DU
, d =
DV
DU
.
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Stationary solutions of (P) satisfy the following elliptic equations;
(SP)
⎧⎨
⎩
Δu− uv2 + λ(1− u) = 0 in Ω,
γΔv + uv2 − v = 0 in Ω,
+ boundary conditions on ∂Ω.
This thesis mainly treats with the stationary problem. Especially, we will discuss
the following three problems;
A. Set of stationary solutions for (SP) in a bounded domain.
B. Existence and nonexistence of pulse solutions in entire domain.
C. Stability of front solutions for generalized stationary problem.
These problems will be treated in Chapters 2-4.
In Chapter 1, we will discuss non-diﬀusive case for (GS).{
Ut = −k1UV 2 + kf(U0 − U) in (0,∞),
Vt = k1UV
2 − k2V in (0,∞). (1)
We will study existence of time global solution, stability of equilibrium points,
asymptotic behavior, and bifurcation of time periodic solution for this ordinary
diﬀerential system. Put
λ =
k1kfU
2
0
k22
.
If λ < 4, then there exists a unique global solution (U(t), V (t)) of (1) for any initial
value (U0, V0) such that
lim
t→∞
(U(t), V (t)) = (1, 0).
However, behaviors of solutions for (1) are more complicated in case λ > 4.
There are exactly three equilibrium points of (1). Among them, (1, 0) is always sta-
ble and
(
λ+
√
λ2−4λ
2λ
, λ−
√
λ2−4λ
2
)
is always unstable, but
(
λ−√λ2−4λ
2λ
, λ+
√
λ2−4λ
2
)
changes
its stability and Hopf bifurcation occurs at the turning point of the stability. Fur-
thermore, we will show that V (t) does not converge to zero if an initial value is
suﬃciently large.
Chapter 2 treats with the following stationary problem in a bounded domain
Ω ⊂ RN(N ≥ 1) with smooth boundary ∂Ω;
(SP1)
⎧⎨
⎩
Δu− uv2 + λ(1− u) = 0 in Ω,
γΔv + uv2 − v = 0 in Ω,
∂u
∂n
= ∂v
∂n
= 0 on ∂Ω.
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Here ∂
∂n
is an outward normal derivative on ∂Ω. Note that constant solutions of
(SP1) are given by
(i)(u, v) = (1, 0) if λ < 4,
(ii)(u, v) = (1, 0), (1
2
, 2) if λ = 4,
(iii)(u, v) = (1, 0),
(
λ±√λ2−4λ
2λ
, λ∓
√
λ2−4λ
2
)
if λ > 4.
Stationary problem (SP1) has been studied by many authors (see [20, 21, 22, 23,
26, 33, 36, 38].) Their results give us information about a priori bounds, bifurcation
structure, and proﬁles of solutions for (SP1). However in order to obtain more
information about the solution set of (SP1), we will analyze (SP1) through diﬀerent
approaches.
Our main purpose of this chapter is to show existence and non-existence results
of non-constant solutions for (SP1). The following theorem is concerned with the
non-existence of nontrivial solutions.
Theorem 0.1. Let λ be ﬁxed any positive parameter. Then there exists a posi-
tive constant C(λ,Ω) depending only λ and Ω such that (SP1) has no non-constant
solutions provided γ ≥ C(λ,Ω).
Therefore a necessary condition of existence for non-trivial solutions for (SP1)
is that γ is suitably small. Especially, when γ is near zero, many authors have
constructed multi-peak solutions by using singular perturbation method. See [20,
21, 22, 23, 33, 36, 38]. However, if γ is not necessarily small, there are many
open problems about the structure of non-constant solutions. Before stating our
existence result, we will introduce the eigenvalues of the Laplacian with homogeneous
Neumann boundary condition.
Notation 0.2. Let {μm}m≥0 be the eigenvalues of{ −Δu = μu in Ω,
∂u
∂n
= 0 on ∂Ω,
satisfying 0 = μ0 < μ1 < μ2 < · · · .
We put two positive constant solutions in case λ > 4 as follows;
(u1, v1) =
(
λ +
√
λ2 − 4λ
2λ
,
λ−√λ2 − 4λ
2
)
(2)
and
(u2, v2) =
(
λ−√λ2 − 4λ
2λ
,
λ +
√
λ2 − 4λ
2
)
. (3)
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In addition, we deﬁne the following function;
h(μ, vi) =
μ+ λ− v2i
μ(μ + λ + v2i )
for i = 1, 2, (4)
where vi for i = 1, 2 is the constant deﬁned by (2) and (3).
Making use of the degree theory [2], we will obtain the following existence theo-
rem.
Theorem 0.3. Let λ ≥ 4 and γ−1 	= 3v22 − λ + 2v2
√
2(v22 − λ). Deﬁne h(μ, vi) for
i = 1, 2 by (4). Suppose that every eigenvalue μm is simple and that
h(μm, vi) 	= h(μn, vj) for m 	= n, i, j = 1, 2,
provided λ > 4. Then there exists a positive monotone decreasing sequence {γk}
(k = 1, 2, · · · ) which converges to zero such that (SP1) has at least one non-constant
positive solution if
γ ∈ (γ2k, γ2k−1) for k = 1, 2, · · · .
McGough-Riley have shown that non-trivial solutions bifurcate from the constant
solution (ui, vi) for i = 1, 2 at γ = h(μm, vi) deﬁned by (4). In this chapter we will
also treat with direction of the bifurcation and stability for the bifurcating solutions.
In Chapter 3, we study the following elliptic problem in entire space;
(SP2)
⎧⎨
⎩
Δu− uv2 + λ(1− u) = 0 x ∈ RN,
γΔv + uv2 − v = 0 x ∈ RN,
lim|x|→+∞(u, v) = (1, 0).
Here λ and γ are positive parameters. A non-constant solution of (SP2) like Figure
1 is generally called standing pulse solution for one dimensional case, or spot solu-
tion for multi-dimensional case. Note that constant solution of (SP2) is uniquely
determined by (u, v) = (1, 0).
There are some known results related to (SP2). Doelman-Gardner-Kaper [9] and
Doelman-Kaper-Zegeling [10] have discussed existence and stability for multi-pulse
solutions in case λ 
 1, γ 
 1 and λγ 
 1. Hale-Peletier-Troy [17, 18] have
constructed a unique one-pulse solution when 0 < γ < 2
9
and |λγ − 1| is suﬃciently
small. Wei [37] has obtained two one-spot solutions in case γ 
 1. However the
solution set of (SP2) for the other case remains largely open problem.
This chapter provides some suﬃcient conditions about the nonexistence of non-
trivial solutions for (SP2).
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Figure 1: Pulse-like solution for (SP2).
Theorem 0.4. Let λγ > 1. Then there exists no nontrivial solution of (SP2) if
λ ≤ 4.
Theorem 0.5. Let X := λγ < 1. Then (SP2) admits no nontrivial solution if one
of the following conditions is satisﬁed:
(i)γ ≥ 1
4
,
(ii)4− 16γ ≤ X ≤ 4γ with 1
5
≤ γ < 1
4
,
(iii)X ≤ 4
5
, γ < 1
4
with{
X ≥ 4(1−4γ)
(1+4γ−16γ2)2 if X ≤ X∗(γ),
X ≤ 4γ if X > X∗(γ),
where X∗(γ) is a monotone decreasing function on γ and satisﬁes
X∗(γ)→ 4
5
as γ → 0 and X∗(γ)→ X˜ as γ → 1
4
.
Here X˜ ∈ (0, 1) is a unique number satisfying X˜ = (1− X˜)
(
1 +
√
1− X˜
)2
.
Figure 2 shows the existence and non-existence regions about non-trivial solu-
tions for (SP2) in one dimensional case.
In order to prove Theorems 0.4 and 0.5, we will use the following strong maximum
principle of second order linear elliptic equation. (See [29].)
Strong maximum principle. Let w(	≡ 0) be a classical solution of
Δw + c(x)w = f(x), x ∈ RN,
7
: existence region ; nonexistence region
1/4
1
0 γ
2/9
X
γ*
X=4γ
X=4(1-4γ)/(1+4γ-16γ2)2
Figure 2: The existence and nonexistence regions.
where c(x) is a non-positive bounded continuous function on RN. Suppose that
f(x) ≤ 0 for x ∈ RN. If
lim inf
|x|→∞
w(x) ≥ 0,
then it follows that
w(x) > 0 for x ∈ RN.
Here we mention an idea of the proof for Theorem 0.5. Making use of the strong
maximum principle, we will derive a priori estimates for non-trivial solutions for
(SP2). That is, for any non-trivial solution (u, v) for (SP2) there exists a positive
constant C depending only on λ and γ such that
v(x) < C(1− u(x)) for x ∈ RN.
If one can take C ≤ 4, then
max
x∈RN
u(x)v(x) < 1.
Therefore it follows from (SP2) that
γΔv = v(1− uv) > 0.
Since lim|x|→∞ v(x) = 0, v must be constant. Therefore u is also a constant. It takes
much eﬀort to choose the constant C properly. Especially it is diﬃcult to prove (ii)
and (iii) of Theorem 0.5.
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In Chapter 4, we mainly study the following generalized stationary problem for
one-dimensional entire space.
(SP3)
⎧⎨
⎩
u′′ − uvα + λ(1− u) = 0, x ∈ R,
γv′′ + uvα − v = 0, x ∈ R,
(u, v)(−∞) = (1, 0), (u, v)(+∞) = (u+, v+) ,
where λ and γ are positive parameters, α > 1 is a constant, u+ and v+ satisﬁes
u+v
α−1
+ = 1,
and v+ is the largest solution of the following equation
vα+ − λvα−1+ + λ = 0.
A stationary solution of (SP3) like Figure 3 is generally called front solution. There
is no existing results except for [18]. Hale-Peletier-Troy [18] have constructed a
unique monotone front solution in case
λγ = 1 and γ = γ(α), (5)
where γ(α) is a constant depending only on α.
0 x
v
u
Figure 3: The proﬁle of monotone front solution for (SP3).
In order to discuss stability of the front solution, we must consider the following
non-stationary problem;
(NSP3)
⎧⎨
⎩
ut = u
′′ − uvα + λ(1− u), in R× (0,∞),
γ
d
vt = γv
′′ + uvα − v, in R× (0,∞),
u(x, 0) = u0(x), v(x, 0) = v0(x) on R.
Here u0(x) and v0(x) are non-negative continuous functions in R. Moreover, λ, γ
and d are positive parameters. Before stating our stability theorem, we must deﬁne
the following function space;
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Notation 0.6. CB(R) is a function space of continuous bounded function on R.
Let ζ = (ϕ, ψ) be the monotone front solution given in [18, Theorem 4.1]. If the
initial data z0 = (u0(x), v0(x)) ∈ CB(R) × CB(R), then we obtain our main result
in Chapter 4.
Theorem 0.7. Suppose that λ and γ satisfy (5). If d = 1 and α > 1, then ζ is
asymptotically stable in the following sense: there exist constants δ,M, κ > 0, and
ξ ∈ R such that, if
‖z0 − ζ(·)‖∞ < δ,
then the solution z(·, t) = (u, v) of (NSP3) corresponding to initial data z0 satisﬁes
‖z(·, t)− ζ(·+ ξ)‖∞ ≤M‖z(·, 0)− ζ(·)‖∞e−κt.
This is an extension for the result of [17, Theorem 4.6]. The spectrum problem
associated with linearization around ζ = (ϕ, ψ) is given by
(LSP)
{ −u′′ + (ψα + 1
γ
)u+ (αϕψα−1)v = μu,
−v′′ − 1
γ
ψαu + 1
γ
(1− αϕψα−1)v = μv.
Spectrum consists of essential spectrum and isolated eigenvalues. Essential spectrum
of (LSP) can be determined by the famous result of [19]. Therefore it suﬃces to
study the isolated eigenvalue problem. When (5) is satisﬁed, the eigenvalue problem
(LSP) can be reduced to the following single equation;
−v′′ + f ′(ψ)v = μv, (6)
where
f ′(ψ) = (1 + α)ψα − α
γ
ψα−1 +
1
γ
.
Observe that (ϕ, ψ) can be explicitly represented as
ϕ =
1
3
{
2− tanh
(
3x
2
√
2
)}
, ψ =
3
2
{
1 + tanh
(
3x
2
√
2
)}
,
if α = 2. Hale-Peletier-Troy [17] have used the result of Tistchmarsh [34] for deter-
mining the ﬁrst and second eigenvalues for the eigenvalue problem (6) explicitly.
However, their method can not be applied for the eigenvalue problem in case
α > 1. To overcome this diﬃculty, we will focus on the zero point of eigenfunctions
for (6).
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Note that ψ′ is the eigenfuction for zero eigenvalue. And ψ′ has no zero point in
R. We will show by a contradiction argument that (6) has no negative eigenvalues.
Therefore zero is the ﬁrst eigenvalue for the problem (6) and the second eigenvalue
is positive. Consequently, making use of the result for Henry [19], one can establish
Theorem 0.7.
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Chapter 1
Non-diﬀusion case
In this chapter, we will discuss non-diﬀusive case for (GS).{
Ut = −k1UV 2 + kf (U0 − U),
Vt = k1UV
2 − k2V. (1.1)
Taking the following change of variables,
U = U0u, V =
(
k2
k1U0
)
v, t˜ =
(
k22
k1U20
)
t, λ =
k1kfU
2
0
k22
, η =
k2
k1U20
,
then we see from (1.1) that
ut = −uv2 + λ(1− u), (1.2)
ηvt = uv
2 − v, (1.3)
u(0) = u0, v(0) = v0,
where u0 and v0 represent initial chemical concentration values. Throughout this
chapter, this ordinary diﬀerential system is called (E).
1.1 Case λ ≤ 4
First, we will deal with existence of global solution for (E) and asymptotic behavior
of solutions in case λ ≤ 4.
Theorem 1.1. Assume λ ≤ 4. For any nonnegative u0 and v0, there exists an
unique global solution (u(t), v(t)) of (E) such that the following inequalities hold
true;
u(t) ≤ max {u0, 1} , v(t) ≤ max {v0, C1(η, u0, v0)} , for t > 0,
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where C1(η, u0, v0) is a constant depending on η, u0 and v0. Furthermore, for any
initial condition (u0, v0), the corresponding global solution of (E) satisﬁes
lim
t→∞
(u(t), v(t)) = (1, 0),
provided λ < 4.
0 1 u
v
uv=1
u=λ/(λ+v2)
Ⅰ Ⅱ
Ⅲ
Figure 1.1: The phase plane in case λ < 4.
Proof. We will prove through phase plane method. Deﬁne the following three sets;
(See Figure 1.1.)
I =
{
(u, v) ∈ R2 : 0 ≤ u ≤ λ
λ + v2
, v ≥ 0
}
,
II =
{
(u, v) ∈ R2 : λ
λ + v2
< u ≤ 1
v
, v ≥ 0
}
,
III =
{
(u, v) ∈ R2 : u > 1
v
, v ≥ 0
}
.
Clearly, if (u0, v0) ∈ I or II, then the corresponding solution (u(t), v(t)) of (E) satisﬁes
0 ≤ u(t) ≤ max {u0, 1} , 0 ≤ v(t) ≤ v0, for t > 0.
Therefore it is suﬃcient to consider the case (u0, v0) ∈ III. If (u0, v0) ∈ III is ﬁxed,
we claim that for the corresponding unique orbit v = v(u) of (E) there exists a
negative constant C not depending on u and v such that
η
dv
du
≥ C. (1.4)
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Recall that
η
dv
du
=
dv
dt
/
du
dt
=
uv2 − v
−uv2 + λ(1− u) . (1.5)
Choosing C < −1, one can derive the following estimate provided (u, v) ∈ III and
λ ≤ 4;
(1 + C)uv2 + Cλ(u− 1)− v
≤ (1 + C)v + Cλ
(
1
v
− 1
)
− v
=
C(v2 − λv + λ)
v
≤ 0. (1.6)
Therefore the claim (1.4) holds true. Setting C = −2, then we have from Figure 1.1
that
0 ≤ u(t) ≤ max {u0, 1} and 0 ≤ v(t) ≤ C1(η, u0, v0),
provided (u0, v0) ∈ III. Here C1(η, u0, v0) is the largest solution of the following
equation;
ηv2 − (2u0 + ηv0)v + 2 = 0.
Note that stationary point of (E) is uniquely determined by (u, v) = (1, 0) in case
λ < 4. Since the trajectory from any initial value (u0, v0) is bounded, we see from
Poincare-Bendixson Theorem that the asymptotic behavior of solution (u(t), v(t))
is as follows;
lim
t→∞
(u(t), v(t)) = (1, 0).
Thus the proof is complete.
The numerical computation presented in Figure 1.2 is made with Mathematica.
The governing equation is ⎧⎨
⎩
ut = −uv2 + 1− u,
vt = uv
2 − v,
u0 = 1, v0 = 2.
The vertical axis represents chemical substance concentration and the horizontal
axis shows time. We see that the asymptotic behavior of the solution is
lim
t→∞
(u, v) = (1, 0).
.
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Figure 1.2: The typical numerical simulation in case λ < 4.
1.2 Case λ > 4
Next, we will treat (E) in case λ > 4. The following theorem is concerned with the
global existence problem for (E).
Theorem 1.2. Assume λ > 4. For any nonnegative u0 and v0, there exists a unique
global solution (u(t), v(t)) of (E) which satisﬁes the following inequalities;
u(t) ≤ max {u0, 1} and v(t) ≤ max {v0, C2(η, u0, v0)} ,
where C2(η, u0, v0) is a positive constant depending on η, u0 and v0.
Proof. The idea of the proof for Theorem 1.2 is the same as that of Theorem 1.1.
The diﬀerence with the proof of Theorem 1.1 is the case when (u0, v0) is in III of
Figure 1.3. Then we see from (1.5) and (1.6) that for the corresponding unique orbit
v = v(u) of (E) there exists a negative constant C not depending on t such that
η
dv
du
≥ C for (u, v) ∈ L.
Here L is the two-dimensional region deﬁned by
L =
{
(u, v) ∈ R2 : v ≥ max
{
1
u
,
λ +
√
λ2 − 4λ
2
}}
.
As in the proof of Theorem 1.1, this inequality completes the proof of Theorem
1.2.
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0 1 u
v
u=λ/(λ+v2)
uv=1
u1
v1
v2
u2
Ⅰ
Ⅱ
Ⅲ
Ⅳ
Ⅴ
Figure 1.3: The phase plane in case λ > 4.
As for equilibrium points in case λ > 4, one can ﬁnd that
(u, v) = (1, 0),
(
λ±√λ2 − 4λ
2λ
,
λ∓√λ2 − 4λ
2
)
.
We will study stability of these equilibrium points. Suppose that (uˆ, vˆ) is the one
of the equilibrium points. Linearizing (E) around (uˆ, vˆ), then we have
ut = −(vˆ2 + λ)u− 2uˆvˆv,
ηvt = vˆ
2u + (2uˆvˆ − 1)v.
The linearized eigenvalue problem of the equilibrium point is as follows;
−(vˆ2 + λ)u− 2uˆvˆv = μu,
vˆ2
η
u +
(
2uˆvˆ − 1
η
)
v = μv.
Then every eigenvalue μ satisﬁes the following equation;∣∣∣∣ μ + vˆ2 + λ 2uˆvˆ− vˆ2
η
μ + 1−2uˆvˆ
η
∣∣∣∣ = 0
Therefore, it follows that
(μ + vˆ2 + λ)
(
μ +
1− 2uˆvˆ
η
)
+
2uˆvˆ3
η
= 0. (1.7)
If (uˆ, vˆ) = (1, 0), then (1.7) is equivalent to
(μ + λ)
(
μ +
1
η
)
= 0.
Hence we deduce that μ = −λ,−1
η
. Consequently, the following theorem holds true.
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Theorem 1.3. The equilibrium point (1, 0) is linearly stable for any λ > 4 and
positive η.
As for the stability for the equilibrium point (u, v) = (1, 0), we will show some
stronger stability result. Deﬁne a set Σ as follows:
Σ =
{
(u, v) ∈ R2 : 0 ≤ u ≤ 1, 0 ≤ v < 1} .
Then, we obtain the following theorem.
Theorem 1.4. For any λ > 4 and positive η, the set Σ is an invariant region.
Moreover, the corresponding solution (u(t), v(t)) of (E) for any (u0, v0) ∈ Σ satisﬁes
lim
t→∞
(u(t), v(t)) = (1, 0).
Proof. If u(t0) ≤ 0 for some t0 > 0, then we have from (1.2) that
u′(t0) = −u(t0)v(t0)2 + λ(1− u(t0)) ≥ λ.
This is impossible. Therefore u(t) > 0 for any t > 0.
According to (1.2), we see
u′(t) ≤ λ(1− u(t)) for any t > 0.
Since u(0) ≤ 1, one can show that u(t) ≤ 1 for any t > 0.
As for v(t), suppose that v(t1) < 0 for some t1 > 0. It follows from (1.3) that
ηv′(t1) = u(t1)v(t1)2 − v(t1) > 0.
This inequality implies that v(0) < 0, which is a contradiction. Hence v(t) ≥ 0 for
any t > 0.
Note that u(t) ≤ 1 for any t > 0. Owing to (1.3), we ﬁnd
ηv′ ≤ v − v2 for t > 0.
Observe that v(0) < 1. Then v(t) < 1 for any t > 0. Moreover,
lim
t→+∞
v(t) = 0.
Therefore, for any  > 0 there exists a large time T such that
λ− (λ + )u ≤ ut ≤ u+ λ(1− u) for t ≥ T.
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This inequality implies that
λ
λ + 
≤ lim inf
t→∞
u(x, t) ≤ lim sup
t→∞
u(x, t) ≤ 1.
Taking → 0, then we conclude that
lim
t→∞
u(x, t) = 1.
When (uˆ, vˆ) =
(
λ±√λ2−4λ
2λ
, λ∓
√
λ2−4λ
2
)
, then (1.7) can be written as
μ2 +
(
vˆ2 + λ− 1
η
)
μ +
1
η
(vˆ2 − λ) = 0. (1.8)
Note that vˆ2 − λ < 0 if (uˆ, vˆ) =
(
λ+
√
λ2−4λ
2λ
, λ−
√
λ2−4λ
2
)
. Then (1.8) has one positive
and one negative real solution. According to the result in [16, Theorem 9.29], we
have the following theorem.
Theorem 1.5. The equilibrium point (u1, v1) =
(
λ+
√
λ2−4λ
2λ
, λ−
√
λ2−4λ
2
)
is a saddle
point.
Figure 1.4 is described as a neighborhood of the equilibrium point (u1, v1).
stable manifold
unstable manifold
uv=1
u=λ/(λ+v2)
u=u1
v=v2
Figure 1.4: The ﬂow in a neighborhood of the saddle point (u1, v1).
Finally, we will discuss the stability of
(u2, v2) =
(
λ−√λ2 − 4λ
2λ
,
λ +
√
λ2 − 4λ
2
)
. (1.9)
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Note that v22 − λ > 0 and the discriminant D of (1.8) is
D = ηˆ2 − 2(3v22 − λ)ηˆ + (v22 + λ)2,
where
ηˆ =
1
η
. (1.10)
After some calculation, one can show the following theorem.
Theorem 1.6. Suppose that (u2, v2) and ηˆ are deﬁned by (1.9) and (1.10) respec-
tively. Then the equilibrium point (u2, v2) is (i) a stable point if 0 < ηˆ < A−, (ii) a
stable spiral point if A− < ηˆ < B, (iii) an unstable spiral point if B < ηˆ < A+ (iv)
an unstable point if A+ < ηˆ. Here
A± = 3v22 − λ± 2v2
√
2(v22 − λ), B = v22 + λ.
Figure 1.5 is depicted as a neighborhood of the equilibrium point (u2, v2).
stable manifold
(u2,v2)
uv=1
u=λ/(λ+v2）
Case(ⅰ)
(u2,v2)
uv=1
u=λ/(λ+v2）
Case(ⅱ)
(u2,v2)
uv=1
u=λ/(λ+v2）
Case(ⅳ)
(u2,v2)
uv=1
u=λ/(λ+v2）
Case(ⅲ)
unstable manifold
Figure 1.5: The ﬂow in a neighborhood of (u2, v2).
We will use the following Poincare-Andronov-Hopf theorem to show existence of
periodic solutions encircling the equilibrium point (u2, v2).
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Theorem 1.7 ([16],Theorem 11.12). Let x˙ = A(λ)x + F (λ, x) be a Ck, with
k ≥ 3, planar vector ﬁeld depending on a scalar parameter λ such that F (λ, 0) = 0
and DxF (λ, 0) = 0 for all suﬃciently small |λ|. Assume that the linear part A(λ) at
the origin has the eigenvalues α(λ)±iβ(λ) with α(0) = 0 and β(0) 	= 0. Furthermore,
suppose that the eigenvalues cross the imaginary axis with nonzero speed, that is,
dα
dλ
(0) 	= 0.
Then, in any neighborhood U of the origin in R2 and any given λ0 > 0 there is a λ¯
with |λ¯| < λ0 such that the diﬀerential equation x˙ = A(λ¯)x+F (λ¯, x) has a nontrivial
periodic orbit in U .
Denote
μ = α(ηˆ)± iβ(ηˆ),
with
α(ηˆ) =
ηˆ − v22 − λ
2
and β(ηˆ) = ±1
2
√
−ηˆ2 + 2(3v22 − λ)ηˆ − (v22 + λ)2.
If ηˆ = v22 + λ, one can see that
α(ηˆ) = 0, β(ηˆ) = ±
√
v42 − λ4.
Because dα
dηˆ
	= 0 at ηˆ = v22 + λ, one can derive the following theorem.
Theorem 1.8. Let
ηh =
1
v22 + λ
.
For any neighborhood U of (u2, v2) in R
2 and any given 0 > 0 there is a η¯ with
|η¯ − ηh| < 0 such that (E) has a nontrivial periodic solution in U if η = η¯.
Even if λ > 4, we can see from Theorem 1.4 that the solution of (E) satisﬁes
lim
t→∞
(u(t), v(t)) = (1, 0)
if the initial value (u0, v0) is suﬃciently small. However, if (u0, v0) is suﬃciently
large, then asymptotic behavior of the solution for (E) is diﬀerent.
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Theorem 1.9. Let λη ≥ 1 and η < 1
4
. Assume that an initial value (u0, v0) satisﬁes
the following inequalities;
u0 + ηv0 − 1 ≥ 0 and v0 ≥ 1−
√
1− 4η
2η
.
Then the corresponding solution (u(t), v(t)) of (E) satisﬁes the following estimate;
lim inf
t→+∞
v(t) ≥ 1 +
√
1− 4η
2η
.
Proof. Deﬁne a new function p = u+ ηv − 1. If λη ≥ 1, then (1.2) + (1.3) implies
that
pt = −λp + (λη − 1)v ≥ −λp.
Observe that p(0) = u0 + ηv0 − 1 ≥ 0. Then we have
p(t) ≥ 0 for t > 0.
Since u(t) ≥ 1− ηv(t) for any t > 0, one can see from (1.3) that
ηvt ≥ −v(ηv2 − v + 1). (1.11)
In view of
v0 ≥ 1−
√
1− 4η
2η
,
we ﬁnd according to (1.11) that
lim inf
t→+∞
v(t) ≥ 1 +
√
1− 4η
2η
.
Thus the proof is complete.
Theorem 1.10. Suppose that λη ≤ 1 and λ2η > 4. Let an initial value (u0, v0)
satisfy
u0 + ηv0 − λη ≥ 0 and v0 > λη −
√
λ2η2 − 4η
2η
. (1.12)
Then the corresponding solution (u(t), v(t)) of (E) satisﬁes the following estimate;
lim inf
t→+∞
v(t) ≥ λη +
√
λ2η2 − 4η
2η
.
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Proof. Denote q = u + ηv − λη. Adding (1.2) with (1.3), we have
qt = −1
η
q +
(
1
η
− λ
)
v ≥ −1
η
q,
provided λη ≤ 1. Since q(0) = u0 + ηv0 − λη ≥ 0, then we ﬁnd that
q(t) ≥ 0 for t > 0.
It follows from (1.3) that
ηvt ≥ (λη − ηv)v2 − v
= −v(ηv2 − ληv + 1).
In view of (1.12), we deduce that
lim inf
t→+∞
v(t) ≥ λη +
√
λ2η2 − 4η
2η
.
Consequently, the proof is complete.
The numerical simulation in Figure 1.6 is also made with Mathematica. The
governing equation is ⎧⎨
⎩
ut = −uv2 + 5− 5u,
vt = uv
2 − v,
u(0) = u0, v(0) = v0.
For case (A), the initial values are given by
u0 = 0.8 and v0 = 1.35.
On the other hand, the initial values are determined by
u0 = 0.8 and v0 = 1.37,
for case (B). The vertical axis represents chemical substance concentration and the
horizontal axis shows time. We see from Figure 1.6 that the solution (u, v) in case
(A) satisﬁes
lim
t→∞
(u, v) = (1, 0). (1.13)
However the solution in case (B) does not satisfy (1.13).
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Figure 1.6: The numerical simulation in case λ > 4.
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Chapter 2
Solution set of stationary problem
in a bounded domain
In this chapter, we will discuss the following stationary problem in a bounded domain
with homogeneous Neumann boundary condition.
Δu− uv2 + λ(1− u) = 0 in Ω, (2.1)
γΔv + uv2 − v = 0 in Ω, (2.2)
∂u
∂n
=
∂v
∂n
= 0 on ∂Ω. (2.3)
where λ and γ are positive parameters, ∂
∂n
is an outward normal derivative on ∂Ω,
and Ω ⊂ RN is a bounded domain with smooth boundary ∂Ω. This stationary
problem is called (SP1) throughout this chapter. In [27], the numerical simulation
has shown that (SP1) has rich solution structure. Therefore it is important to study
non-constant solutions of (SP1). Note that constant solutions of (SP1) are given by
(i) (u, v) = (1, 0) if λ < 4,
(ii) (u, v) = (1, 0), (1
2
, 2) if λ = 4,
(iii) (u, v) = (1, 0),
(
λ±√λ2−4λ
2λ
, λ∓
√
λ2−4λ
2
)
if λ > 4.
There are many known results concerned with (SP1) (see [20, 21, 22, 23, 26,
30, 33, 36, 38].) Their results give us information about proﬁles of solutions, a
priori bounds, and bifurcation structure. However, in order to understand more
information about the solution set of (SP1), further study is needed.
This chapter mainly study the following three problems related to (SP1).
(a) A priori estimates of non-trivial solutions for (SP1).
(b) Suﬃcient conditions about existence and nonexistence of non-trivial solutions.
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(c) Bifurcation structure for (SP1).
In Section 2.1, we will treat with the problem (a). The following a priori estimates
is our main result of Section 2.1.
Theorem 2.1. Let (u, v) be any solution for (SP1) except for (1, 0). Then there
exists a positive constant C depending on λ, γ, Ω and N such that
1
C
≤ u(x), v(x) ≤ C for x ∈ Ω¯.
As for the problem (b), we ﬁrst consider suﬃcient conditions about the non-
existence of nontrivial solutions for (SP1). In Section 2.2, we can show that (SP1)
admits no nontrivial solutions if γ is suﬃciently large.
Theorem 2.2. Let λ ≤ 4. Then (SP1) has no nontrivial solutions if γ ≥ 1
4
.
Before stating our second non-existence result, we will introduce the eigenvalues
of the Laplacian as follows:
Notation 2.3. Let {μm}m≥0 be the eigenvalues of{ −Δu = μu in Ω,
∂u
∂n
= 0 on ∂Ω,
satisfying 0 = μ0 < μ1 < μ2 < · · · .
Then we obtain the following theorem.
Theorem 2.4. Set λ > 4 and λγ ≥ 1. Then, there is a positive constant C(λ, μ1)
which depends on λ and μ1 such that (SP1) admits only trivial solutions if γ ≥
C(λ, μ1). Here μ1 is the ﬁrst positive eigenvalue deﬁned by Notation 2.3.
Figure 2.1 shows the non-existence regions given by Theorems 2.2 and 2.4.
These a priori estimates and non-existence results are useful in studying the
existence of non-constant solutions for (SP1). In order to mention our main result
in Section 2.3, we put two positive constants in case λ > 4 as follows:
Deﬁnition 2.5. Let λ > 4. Then we denote
(u1, v1) =
(
λ +
√
λ2 − 4λ
2λ
,
λ−√λ2 − 4λ
2
)
(2.4)
and
(u2, v2) =
(
λ−√λ2 − 4λ
2λ
,
λ +
√
λ2 − 4λ
2
)
. (2.5)
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Figure 2.1: The non-existence regions.
In addition, we will deﬁne the following functions; (see Figure 2.2.)
Deﬁnition 2.6. Let λ > 4. Then we deﬁne
h(μ, vi) =
μ + λ− v2i
μ(μ + λ + v2i )
for i = 1, 2,
where vi for i = 1, 2 is the constant given by Deﬁnition 2.5.
0 μμ1 μ2 μ3
γ=h(μ,v1)
γ=h(μ,v2)
γ
…
Figure 2.2: The graph of h(μ, vi) for i = 1, 2.
Making use of the degree theory [2], we have the following existence theorem in
Section 2.3.
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Theorem 2.7. Suppose that λ ≥ 4 and deﬁne the function h(μ, vi) for i = 1, 2 as
Deﬁnition 2.6. Assume that every eigenvalue μm is simple, and that
h(μm, vi) 	= h(μn, vj) for m 	= n, i, j = 1, 2,
provided λ > 4. Then there exists a positive monotone decreasing sequence {γk}
(k = 1, 2, · · · ) which converges to zero such that (SP1) has at least one non-constant
positive solution if
γ ∈ (γ2k, γ2k−1) for k = 1, 2, · · · .
Finally, we deal with the problem (c) in Section 2.4. McGough-Riley have shown
that non-trivial solutions bifurcate from the constant solution (ui, vi) for i = 1, 2 at
γ = h(μm, vi). In Section 2.4, we will mainly treat with direction of the bifurcation
and stability for the bifurcating solutions.
2.1 A priori estimates
In this section, we will mainly focus on upper and lower bound of stationary solu-
tions for (SP1). Upper bound estimates were derived by McGough-Riley [26] for two
dimensional case. Here we can obtain upper bound estimates for any dimensional
case.
In order to get upper bound estimates, we will use the following maximum prin-
ciple derived by Lou and Ni [25] and strong maximum principle [31].
Maximum principle ([25]) Suppose that g ∈ C(Ω¯× R1).
(i) If w ∈ C2(Ω) ∩ C1(Ω¯) satisﬁes
Δw(x) + g(x,w(x)) ≥ 0 in Ω, ∂w
∂μ
≤ 0 on ∂Ω,
and w(x0) = maxΩ¯ w, then g(x0, w(x0)) ≥ 0.
(ii) If w ∈ C2(Ω) ∩ C1(Ω¯) satisﬁes
Δw(x) + g(x,w(x)) ≤ 0 in Ω, ∂w
∂μ
≥ 0 on ∂Ω,
and w(x0) = minΩ¯ w, then g(x0, w(x0)) ≤ 0.
Strong maximum principle ([31, p64]) Let a nonnegative function w ∈ C2(Ω) ∩
C1(Ω¯) satisfy the following diﬀerential inequality and the homogeneous Neumann
boundary condition;
Δw + c(x)w ≤ 0 in Ω, ∂w
∂n
= 0 on ∂Ω,
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where c(x) ∈ C(Ω) is a nonnegative function. Then,
v(x) > 0 or v(x) ≡ 0 in Ω¯.
Applying the maximum principle and the strong maximum principle to (SP1),
we can show the following three lemmas.
Lemma 2.8. Let (u, v) be any nontrivial solution of (SP1). Then
0 < u(x) ≤ 1 and v(x) ≥ 0 for x ∈ Ω¯.
Furthermore, if (u, v) 	= (1, 0), then it follows that
v(x) > 0 for x ∈ Ω¯.
Proof. Suppose u(x0) = minx∈Ω¯ u(x). Using the maximum principle, we see from
(2.1) that
−u(x0)v(x0)2 + λ(1− u(x0)) ≤ 0,
which shows
u(x0) ≥ λ
λ + v(x0)2
> 0.
Therefore, minx∈Ω¯ u(x) > 0.
Next, put u(y0) = maxx∈Ω¯ u(x). Then one can apply the maximum principle to
(2.1) that
u(y0) ≤ λ
λ + v(y0)2
≤ 1.
Finally, set v(x1) = minx∈Ω¯ v(x). Then we have from (2.2) that
v(x1)(u(x1)v(x1)− 1) ≤ 0.
Hence,
v(x1) ≥ 0.
Observe that
γΔv − v = −uv2 ≤ 0 in Ω. (2.6)
Applying the strong maximum principle to (2.6), we deduce that
v(x) > 0 in Ω¯,
provided v(x) 	≡ 0. Thus the proof is complete.
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Lemma 2.9. Assume that (u, v) is any solution of (SP1). If λγ ≤ 1, then
u(x) + γv(x) ≤ 1 for x ∈ Ω¯.
Proof. Deﬁne p = u+ γv − 1. By combining (2.1) and (2.2), then it follows that
Δp− 1
γ
p =
(
λ− 1
γ
)
v ≥ 0.
Since ∂p
∂n
= 0 on ∂Ω by (2.3), we see from the maximum principle that maxx∈Ω¯ p(x) ≤
0, as required.
Lemma 2.10. Let (u, v) be any solution for (SP1). If λγ ≥ 1, then
u(x) + γv(x) ≤ λγ for x ∈ Ω¯.
Proof. Put q = u+ γv − λγ. Then (2.1)+(2.2) implies that
Δq − 1
γ
q =
(
λ− 1
γ
)
u ≥ 0.
Since ∂q
∂n
= 0 on ∂Ω, the maximum principle enables us to show maxx∈Ω¯ q(x) ≤ 0.
Thus the proof is complete.
Next, we intend to derive lower bound estimates for any solutions of (SP1) except
for (1, 0). The following lemma is concerned with lower bound for u.
Lemma 2.11. Suppose that (u, v) is any solution for (SP1). Then there exists a
positive constant C1(λ, γ) depending only on λ and γ such that
u(x) ≥ C1(λ, γ) for x ∈ Ω¯.
Remark 2.12. As for the positive constant C1(λ, γ) in Lemma 2.11, one can take
it as follows;
C1(λ, γ) =
λ
λ + C(λ, γ)2
with C(λ, γ) = max
{
λ,
1
γ
}
.
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Proof. Assume that minx∈Ω¯ u(x) = u(xm). Using the maximum principle, we see
that
u(xm) ≤ λ
λ + v(xm)2
. (2.7)
It follows from Lemmas 2.9 and 2.10 that
v(x) ≤ max
{
λ,
1
γ
}
in Ω¯. (2.8)
Thus the conclusion follows from (2.7) and (2.8).
In order to obtain lower bound estimates for v, we will need the following Harnack
inequality given by Lin-Ni-Takagi [24].
Harnack inequality([24]) Let w ∈ C2(Ω) ∩ C1(Ω¯) be a positive classical solution
of the following second order elliptic equation;
Δw(x) + c(x)w(x) = 0 in Ω,
∂w
∂n
= 0 on ∂Ω.
Here c(x) ∈ C(Ω¯). Then there exists a positive constant C∗ = C∗(N,Ω, μ) such that
max
Ω¯
w ≤ C∗min
Ω¯
w,
where μ is a positive constant satisfying μ ≥ ||c||∞.
Then one can establish the following lemma.
Lemma 2.13. Assume that (u, v) is any solution of (SP1) except for (1, 0). Then,
there exists some positive constant C2(λ, γ,Ω, N) depending on λ, γ, Ω and N such
that
v(x) ≥ C2(λ, γ,Ω, N) for x ∈ Ω¯.
Proof. We can describe (2.2) as
Δv + c(x)v = 0 in Ω,
where
c(x) =
1
γ
(1− u(x)v(x)).
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Note that u(x) ≤ 1 and v(x) ≤ max
{
λ, 1
γ
}
for any x ∈ Ω¯ from Lemmas 2.8-2.10.
Then one can derive the following estimates;
||c(x)||∞ ≤ 1
γ
{
1 + max
(
λ,
1
γ
)}
.
Since v(x) > 0 in Ω¯, the Harnack inequality enables us to show that
vmin ≥ C∗(N,Ω, μ)max
Ω¯
v, with μ =
1
γ
{
1 + max
(
λ,
1
γ
)}
. (2.9)
Setting maxΩ¯ v = v(xM), then we see from the maximum principle that
v(xM)(u(xM)v(xM)− 1) ≥ 0.
In view of v(xM) > 0, we ﬁnd
max
Ω¯
v ≥ 1
u(xM)
≥ 1. (2.10)
Hence the conclusion follows from (2.9) and (2.10).
Consequently, one can prove Theorem 2.1.
Proof of Theorem 2.1. For any solutions of (SP1) except for (u, v) = (1, 0), it follows
from Lemmas 2.8-2.13 that the following inequalities hold true;
C1(λ, γ) ≤ u(x) ≤ 1 for x ∈ Ω¯ (2.11)
and
C2(λ, γ,Ω, N) ≤ v(x) ≤ max
{
λ,
1
γ
}
for x ∈ Ω¯. (2.12)
Here the constants C1 and C2 are uniformly bounded for γ → +∞. Combining
(2.11) and (2.12), we conclude that the theorem holds true.
2.2 Nonexistence of nontrivial solutions
In this section, we deal with some suﬃcient conditions about the non-existence of
non-trivial solutions for (SP1). We ﬁrst establish the following nonexistence results
by using the maximum principle.
Theorem 2.14. Let λγ ≤ 1. Then (SP1) admits only constant solutions if γ ≥ 1
4
.
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Proof. If λγ ≤ 1, then it follows from Lemma 2.9 that
u(x) + γv(x)− 1 ≤ 0 for x ∈ Ω¯.
Hence we see from (2.2) that
γΔv = v(1− uv)
≥ v(γv2 − v + 1)
≥ 0, (2.13)
provided γ ≥ 1
4
. Multiplying (2.13) by v and integrating on Ω, then
γ
∫
Ω
|∇v|2dx ≤ 0.
This implies that v(x) is a constant. Therefore we have from (2.2) that u(x) is also
a constant. Thus the proof is complete.
Theorem 2.15. Let λ ≤ 4 and λγ > 1. Then (SP1) has no non-constant solutions.
Proof. Deﬁne s = λ(u− 1) + v. Then (2.1) and (2.2) lead to
Δs−
{(
1− 1
λγ
)
v2 + λ
}
s =
(
1
λγ
− 1
)
v(v2 − λv + λ).
If λγ > 1 and λ ≤ 4, then(
1− 1
λγ
)
v2 + λ > 0 and
(
1
λγ
− 1
)
v(v2 − λv + λ) ≤ 0.
Since ∂s
∂n
= 0 on ∂Ω, we can use the maximum principle to show that
s(x) ≥ 0 for x ∈ Ω¯. (2.14)
Adding (2.1) and (2.2), then
Δu + γΔv = λ(u− 1) + v in Ω. (2.15)
Integrate (2.15) in Ω, then ∫
Ω
λ(u− 1) + vdx = 0. (2.16)
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Combing (2.14) and (2.16), we deduce that
λ(u(x)− 1) + v(x) = 0 for x ∈ Ω¯. (2.17)
Insert (2.17) into (2.2), then
λγΔv = v(v2 − λv + λ) ≥ 0,
according to λ ≤ 4. As in the proof of Theorem 2.14, we conclude that u(x) and
v(x) are constant functions.
Then we can prove Theorem 2.2.
Proof of Theorem 2.2. The conclusion follows from Theorems 2.14 and 2.15.
Finally, making use of Lemmas 2.8 and 2.10, one can prove Theorem 2.4.
Proof of Theorem 2.4. Denote
u¯ =
1
|Ω|
∫
Ω
udx and v¯ =
1
|Ω|
∫
Ω
vdx.
If we multiply (2.1) by u− u¯ and integrate on Ω, then∫
Ω
|∇u|2dx
=
∫
Ω
[−uv2 + λ(1− u)− {−u¯v¯2 + λ(1− u¯)}] (u− u¯)dx
= −
∫
Ω
v2(u− u¯)2dx− u¯
∫
Ω
(v + v¯)(u− u¯)(v − v¯)dx− λ
∫
Ω
(u− u¯)2dx
≤ −λ
∫
Ω
(u− u¯)2dx− u¯
∫
Ω
(v + v¯)(u− u¯)(v − v¯)dx.
Note that the following inequality holds true from Lemmas 2.8 and 2.10;∣∣∣∣u¯
∫
Ω
(v + v¯)(u− u¯)(v − v¯)dx
∣∣∣∣
≤ 2λ
∫
Ω
|u− u¯||v − v¯|dx
≤ 1
∫
Ω
(u− u¯)2dx + λ
21
∫
Ω
(v − v¯)2dx,
where 1 is any positive constant. Hence, we see that∫
Ω
|∇u|2dx ≤ (1 − λ)
∫
Ω
(u− u¯)2dx + λ
21
∫
Ω
(v − v¯)2dx. (2.18)
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Next, if we multiply (2.2) by (v− v¯) and integrate on Ω, then we have according
to Lemmas 2.8 and 2.10 that
γ
∫
Ω
|∇v|2dx =
∫
Ω
{
uv2 − v − (u¯v¯2 − v¯)} (v − v¯)dx
=
∫
Ω
u(v + v¯)(v − v¯)2dx +
∫
Ω
v¯2(u− u¯)(v − v¯)dx−
∫
Ω
(v − v¯)2dx
≤ 2λ
∫
Ω
(v − v¯)2dx + λ2
∫
Ω
(u− u¯)(v − v¯)dx−
∫
Ω
(v − v¯)2dx
≤ (2λ− 1)
∫
Ω
(v − v¯)2dx + 2
∫
Ω
(u− u¯)2dx + λ
2
42
∫
Ω
(v − v¯)2dx
≤ 2
∫
Ω
(u− u¯)2dx +
(
λ2
42
+ 2λ− 1
)∫
Ω
(v − v¯)2dx, (2.19)
where 2 is any positive constant.
Adding (2.18) and (2.19), then
γ
∫
Ω
|∇v|2dx +
∫
Ω
|∇u|2dx
≤ (1 + 2 − λ)
∫
Ω
(u− u¯)2dx +
(
λ
21
+
λ2
42
+ 2λ− 1
)∫
Ω
(v − v¯)2dx. (2.20)
If we take
1 = 2 =
λ
2
,
then it follows from (2.20) that
γ
∫
Ω
|∇v|2dx ≤ D(λ)
∫
Ω
(v − v¯)2dx,
where
D(λ) =
5
2
λ.
Therefore we can use Poincare’s inequality [32, Theorem 11.11] to show that
γμ1
∫
Ω
(v − v¯)2dx ≤ γ
∫
Ω
|∇v|2dx ≤ D(λ)
∫
Ω
(v − v¯)2dx. (2.21)
If γ satisﬁes the following inequality
γ ≥ D(λ)
μ1
,
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then it follows from (2.21) that ∫
Ω
|∇v|2dx = 0.
Hence, v(x) is a constant. On the other hand, owing to (2.20), we see∫
Ω
|∇u|2dx = 0.
Thus u(x) is also a constant, as required.
2.3 Existence of nontrivial positive solutions
In this section, we will discuss existence of non-trivial positive stationary solutions
for (SP1) through the degree theory [2].
Set an auxiliary parameter
γs = sγ + (1− s)M for s ∈ [0, 1],
where M is a large constant determined later. And deﬁne an operator
Ts(w) =
(
(−Δ + I)−1(f(u, v) + u)
(−Δ+ I)−1(γ−1s g(u, v) + v)
)
with w = (u, v).
Here f(u, v) = −uv2 + λ(1− u) and g(u, v) = uv2 − v. If we put a functional space
X as X = C(Ω) × C(Ω), the operator Ts : X → X is a compact operator. Then
every solution of (SP1) in case γ = γs becomes a ﬁxed point of Ts in X.
Deﬁne a function space W as follows;
W =
{
w = (u, v) ∈ X | 1
C
≤ u, v ≤ C
}
, (2.22)
where C is a constant to be determined as follows. Let any γ∗ be ﬁxed and consider
γ satisfying γ > γ∗. Then we see from Theorem 2.1 that for any solutions for (SP1)
except for (u, v) = (1, 0) the following inequalities hold true;
C1(λ, γ∗) ≤ u(x) ≤ 1 for x ∈ Ω¯
and
C2(λ, γ∗,Ω, N) ≤ v(x) ≤ max
{
λ,
1
γ∗
}
for x ∈ Ω¯.
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Here C1 and C2 are constants deﬁned by (2.11) and (2.12). So, if we take
C = 2max
{
1
C1
,
1
C2
, 1,max
{
λ,
1
γ∗
}}
,
then the operator Ts (0 ≤ s ≤ 1) has no ﬁxed point on the boundary ∂W for any
positive γs.
We will deﬁne an integer j0(γ) as follows;
Deﬁnition 2.16. An integer j0(γ) is the number of eigenvalues μm (counting alge-
braic multiplicity) which satisfy
γ <
1
μm + 8
.
Then we will establish the following existence result.
Theorem 2.17. Assume λ = 4 and j0(γ) is the integer given by Deﬁnition 2.16. If
j0(γ) is odd, then (SP1) admits at least one positive nonconstant solution.
For any ﬁxed λ > 4, we deﬁne the following integer ji(γ) for i = 1, 2;
Deﬁnition 2.18. Let λ > 4 and γ−1 	= 3v22 − λ + 2v2
√
2(v22 − λ). An integer ji(γ)
for i = 1, 2 is the number of positive eigenvalues μn (counting algebraic multiplicity)
satisfying
γ < h(μn, vi),
where h(μ, vi) for i = 1, 2 is the function given by Deﬁnition 2.6.
Then the following theorem holds true.
Theorem 2.19. Assume λ > 4 and γ−1 	= 3v22 − λ+ 2v2
√
2(v22 − λ). Furthermore,
ji(γ) (i = 1, 2) is the integer given by Deﬁnition 2.18. If j1(γ) + j2(γ) is odd, then
(SP1) has at least one positive nontrivial solution.
These two existence results will be proved in subsections 2.3.1 and 2.3.2. Then
one can prove Theorem 2.7.
Proof of Theorem 2.7. Assume λ = 4 and deﬁne
γm =
1
μm−1 + 8
for m ≥ 1.
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Since every eigenvalue μm is simple, we see that j0(γ) given by Deﬁnition 2.16 is
odd if and only if
γ ∈ (γ2m, γ2m−1) for m = 1, 2, · · · .
Making use of Theorem 2.17, one can show Theorem 2.7 in case λ = 4.
Next, we consider the case λ > 4. We see from Figure 2.2 that h(μm, v1) given
by Deﬁnition 2.6 is always positive for any m ≥ 1. On the other hand, there exists
a natural number m∗ such that
h(μm, v2) ≤ 0 for m < m∗
and
h(μm, v2) > 0 for m ≥ m∗.
Denote γm,1 = h(μm, v1) for m ≥ 1 and
γm,2 = h(μm, v2) with m ≥ m∗.
If we rearrange the sequences {γm,1}m≥0 and {γm,2}m≥m∗ , we can construct a mono-
tone decreasing sequence {γn}n≥1 which converges to zero as n→∞.
Because every eigenvalue μm is simple, we ﬁnd that j1(γ) + j2(γ) given by Deﬁ-
nition 2.18 is odd if and only if
γ ∈ (γ2n, γ2n−1) for n = 1, 2, · · · .
Thus the conclusion follows from Theorem 2.19.
2.3.1 Proof of Theorem 2.17
We will prove theorem 2.17 in this subsection. Observe that constant ﬁxed point of
Ts in W given by (2.22) is uniquely determined by
w0 :=
(
1
2
, 2
)
, (2.23)
provided λ = 4. The Leray-Schauder index property [2] implies that
Index(Ts, w0) = (−1)σ0(s),
where σ0(s) is the number of real negative eigenvalues (counting algebraic multiplic-
ity) of I −DTs(w0). Then the following lemma holds true.
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Lemma 2.20. Let j0(γ) be the integer given by Deﬁnition 2.16. Suppose that w0 is
the constant deﬁned by (2.23). Then,
Index(Ts, w0) = (−1)j0(γs).
Remark 2.21. If γ0 = M satisﬁes M >
1
8
, then
Index(T0, w0) = 1.
Proof. Set w0 = (uˆ, vˆ). Then we see that
DTs(w0) =
(
(−Δ+ I)−1 {(fu(uˆ, vˆ) + 1)u + fv(uˆ, vˆ)v}
(−Δ+ I)−1 {γ−1s gu(uˆ, vˆ)u + (γ−1s gv(uˆ, vˆ) + 1) v}
)
=
(
(−Δ + I)−1 {(1− λ− vˆ2)u− 2uˆvˆv}
(−Δ+ I)−1 [γ−1s vˆ2u+ {γ−1s (2uˆvˆ − 1) + 1} v]
)
=
(
(−Δ + I)−1 (−7u− 2v)
(−Δ+ I)−1 {4γ−1s u + (γ−1s + 1)v}
)
. (2.24)
Every eigenvalue μ of I −DTs(w0) satisﬁes
(I −DTs(w0)) z = μz, with z = (u, v). (2.25)
According to (2.24), one can describe (2.25) as follows;{
(μ− 1)Δu + (8− μ)u + 2v = 0,
(μ− 1)Δv − 4γ−1s u− (γ−1s + μ)v = 0.
Therefore it is suﬃcient to study the following inﬁnitely many equations;∣∣∣∣ (1− μ)μm + 8− μ 2−4γ−1s (1− μ)μm − γ−1s − μ
∣∣∣∣ = 0 for m = 0, 1, 2, · · · . (2.26)
After some calculation, one can show that (2.26) becomes
(μm + 1)
2μ2 + Asμ+ Bs = 0, (2.27)
where
As = (μm + 1)(γ
−1
s − 2μm − 8),
Bs = μm(μm + 8− γ−1s ).
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Let Ds be the discriminant of (2.27). Then we see after some computation that
signDs = (γ
−1
s − 8)2 ≥ 0,
where
signD =
⎧⎨
⎩
1 if D > 0
0 if D = 0
−1 if D < 0
. (2.28)
(a)If μm = 0, then As = γ
−1
s − 8 and Bs = 0. Thus the number of negative solution
for (2.27) is exactly one provided γs <
1
8
, and is zero provided γs ≥ 18 .
(b)Assume μm > 0. Note that Bs is negative if and only if γs <
1
μm+8
. After some
computation, we see that (2.27) has exactly one negative real solution if γs <
1
μm+8
,
and has no negative real solutions if γs ≥ 1μm+8 .
From the above argument, we conclude that σ0(s) is equal to j0(γs).
Consequently, one can prove Theorem 2.17 by using the homotopy invariance prop-
erty for the degree.
Proof of Theorem 2.17. We use a contradiction argument. Suppose that (SP1) has
no nontrivial solutions if γs = γ.
Let W is the set given by (2.22). Then we see that that Ts has no ﬁxed point on
∂W . Making use of Theorem 2.2 and Remark 2.21, we have
deg(I − T0,W, 0) = index(T0, w0) = 1,
provided γ0 = M is suﬃciently large. On the other hand, according to Lemma 2.20,
one can see
deg(I − T1,W, 0) = index(T1, w0) = (−1)j0(γ) = −1.
It is a contradiction owing to the homotopy invariance property for deg(I−Ts,W, 0)
(0 ≤ s ≤ 1). Thus the proof is complete.
2.3.2 Proof of Theorem 2.19
Next, we will ﬁx λ > 4 and regard γ as a parameter. Then constant ﬁxed points of
Ts on the set W given in (2.22) are determined by
w1 := (u1, v1), w2 := (u2, v2), (2.29)
where (u1, v1) (resp. (u2, v2)) is deﬁned by (2.4) (resp.(2.5)).
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The Lerey-Schauder index property asserts that
Index(Ts, w1) = (−1)σ1(s), Index(Ts, w2) = (−1)σ2(s).
Here σ1(s) (resp. σ2(s)) is the number of real negative eigenvalues (counting alge-
braic multiplicity) of I −DTs(w1) (resp. I −DTs(w2)). Then we have the following
lemma.
Lemma 2.22. Let ji(γ) (i = 1, 2) be the integer given by Deﬁnition 2.18. Suppose
that w1 and w2 are the constants given by (2.29). Moreover, for any ﬁxed s ∈ [0, 1],
assume that γ−1s 	= 3v22 − λ + 2v2
√
2(v22 − λ). Then,
Index(Ts, w1) = (−1)j1(γs)+1, Index(Ts, w2) = (−1)j2(γs).
Remark 2.23. Let γ0 = M satisfy
M >
μ1 + λ− v21
μ1(μ1 + λ + v21)
,
where v1 is deﬁned by (2.4). Then it follows that
Index(T0, w1) = −1, Index(T0, w2) = 1.
Proof. For each i = 1, 2, we will study the following eigenvalue problem;
(I −DTs(wi)) z = μz, with z = (u, v),
where s ∈ [0, 1], and wi(i = 1, 2) is deﬁned as (2.29).
As in the same way of proof for Lemma 2.20, it suﬃces to discuss the following
inﬁnitely many equations,
(μm + 1)
2μ2 + Asμ+ Bs = 0, for m = 0, 1, 2, · · · . (2.30)
Here
As = (μm + 1)(γ
−1
s − 2μm − λ− vi),
Bs = μ
2
m + (λ + v
2
i − γ−1s )μm + γ−1s (v2i − λ),
where v1 and v2 are deﬁned as (2.4) and (2.5) for each i = 1, 2.
(i)Assume vi = v1 and denote the discriminant of (2.30) by D1. Then
signD1 = sign
{
(γ−1s − 2μm − λ− v21)2 − 4Bs
}
= sign
{
(λ + v21)
2γ2s + 2(λ− 3v21)γs + 1
}
= +1, (2.31)
40
for each positive γs. Here signD is deﬁned by (2.28). Therefore, according to (2.31),
the number of real solutions for (2.30) is exactly two for any number m ≥ 0.
(a)If μm = 0, then Bs = γ
−1
s (v
2
1−λ) < 0. Hence the number of negative real solution
for (2.30) remains exactly one for any positive γs.
(b)For any ﬁxed μm > 0, the sign of Bs changes from negative to positive if γs
becomes larger. Note that Bs=0 is equivalent to
γs = h(μm, v1),
where h(μ, v1) is the function given by Deﬁnition 2.6. Therefore, (2.30) has exactly
one negative solution provided γ < h(μm, v1) and has no negative real solutions
provided γ ≥ h(μm, v1).
Consequently,
Index(Ts, w1) = (−1)σ1(s) = (−1)j1(γs)+1,
as required.
(ii)Next, we will deal with case vi = v2. Let D2 be the discriminant for (2.30). After
some computation, we see
signD2 = sign
{
(λ + v22)
2γ2s + 2(λ− 3v22)γs + 1
}
. (2.32)
Put
α(λ) =
3v22 − λ− 2v2
√
2(v22 − λ)
(λ + v22)
2
, β(λ) =
3v22 − λ + 2v2
√
2(v22 − λ)
(λ + v22)
2
.
Observe that the discriminant D2 is positive provided γs ∈ (0, α(λ)) ∪ (β(λ),+∞),
and is negative provided γs ∈ (α(λ), β(λ)) according to (2.32). This is the diﬀerent
point with the previous case (i).
If γs = β(λ), then we see after some calculation that As is negative. However,
if γs = α(λ), then As = 2(μm + 1)
{
v22 − λ + v2
√
2(v22 − λ)− μm
}
can be positive
and negative. If γ−1s 	= 3v22 − λ+ 2v2
√
2(v22 − λ), we see that (2.30) has no negative
real solution or exactly two negative real solution provided γs > h(μm, v2), and has
unique negative real solution provided γs < h(μm, v2). Therefore
Index(Ts, w2) = (−1)σ2(s) = (−1)j2(γs)+2Σ = (−1)j2(γs),
where Σ is the ﬁnite number of eigenvalues μm when (2.30) has exactly two negative
real solutions. Thus the proof is complete.
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As in the proof of Theorem 2.17, one can prove Theorem 2.19 by using the
homotopy invariance principle for the degree.
Proof of Theorem 2.19. We see that deg(I − Ts,W, 0)(0 ≤ s ≤ 1) is well deﬁned
because Ts has no ﬁxed point on ∂W . Here the set W is deﬁned by (2.22). Then
the homotopy invariance property shows that
deg(I − T0,W, 0) = deg(I − T1,W, 0). (2.33)
By setting γ0 = M as suﬃciently large constant, stationary problem (SP1) has no
nontrivial solution in view of Theorem 2.4. Hence it follows from Remark 2.23 that
deg(I − T0,W, 0) = Index(T0, w1) + Index(T0, w2) = 0. (2.34)
Assume that (SP1) has no nontrivial solution if γs = γ. Then, according to Lemma
2.22, we ﬁnd
deg(I − T1,W, 0) = Index(T1, w1) + Index(T1, w2)
= (−1)j1(γ)+1 + (−1)j2(γ)
= ±2,
which is a contradiction with (2.33) and (2.34). Thus the proof is complete.
2.4 Bifurcation analysis
2.4.1 Stability of constant stationary solutions
In this subsection, we study stability of constant stationary solutions for (SP1). We
will treat with the following non-stationary problem;⎧⎪⎪⎨
⎪⎪⎩
ut = Δu− uv2 + λ(1− u) in Ω× (0,∞),
γ
d
vt = γΔv + uv
2 − v in Ω× (0,∞),
∂u
∂n
= ∂v
∂n
= 0 on ∂Ω× (0,∞),
u(x, 0) = u0(x), v(x, 0) = v0(x) in Ω.
(2.35)
Here λ, γ and d are parameters, and (u0(x), v0(x)) is a pair of nonnegative initial
functions.
As for constant stationary solutions of (SP1), we see that
(i) (u, v) = (1, 0) if λ < 4,
(ii) (u, v) = (1, 0), (1
2
, 2) if λ = 4,
(iii) (u, v) = (1, 0),
(
λ±√λ2−4λ
2λ
, λ∓
√
λ2−4λ
2
)
if λ > 4.
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First, we discuss stability of (u, v) = (1, 0). Linearizing (2.35) around (u, v) =
(1, 0), then one can easily show that (1,0) is linearly stable. Here we will show some
stability result for (1, 0). Deﬁne a set Σ as follows;
Σ = {(u, v) ∈ C(Ω)× C(Ω); 0 ≤ u ≤ a, 0 ≤ v < b} , (2.36)
where a and b satisfy the following inequalities
a ≥ 1 and ab ≤ 1. (2.37)
Before stating our stability result, we deﬁne an invariant region as follows;
Deﬁnition 2.24. A function space Σ is called an invariant region if for any ini-
tial data (u0(x), v0(x)) ∈ Σ, there exists a unique global solution (u(x, t), v(x, t)) of
(2.35) satisfying
(u(x, t), v(x, t)) ∈ Σ for any (x, t) ∈ Ω¯× (0,∞).
Then we have the following theorem.
Theorem 2.25. Let Σ be given by (2.36) and (2.37). Then Σ is an invariant region.
Moreover, every unique global solution (u(x, t), v(x, t)) of (2.35) for (u0, v0) ∈ Σ
satisﬁes
lim
t→∞
(u(x, t), v(x, t)) = (1, 0).
Proof. We deﬁne
V =
{
−uv2 + λ(1− u), d
γ
(uv2 − v)
}
.
(i)If we denote G = −u, then
∇G · V |u=0 = (−1, 0) ·
(
λ,−d
γ
v
)
= −λ < 0.
(ii)Let G = −v. Then it follows that
∇G · V |v=0(0,−1) · (λ(u− 1)) = 0.
(iii)Setting G = u− a, then one can see from (2.37) that
∇G · V |u=a = (1, 0) ·
(
−av2 + λ(1− a), d
γ
(av2 − v)
)
= −av2 + λ(1− a)
≤ 0.
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(iv)Put G = v − b. Then we have from (2.37) that
∇G · V |v=b = (0, 1) ·
(
−b2u+ λ(1− u), d
γ
(b2u− b)
)
=
d
γ
(b2u− b)
≤ d
γ
(ab2 − b)
≤ 0.
Making use of the result of Smoller [32, Corollary 14.8], we ﬁnd that Σ is an invariant
region.
Now, since u(x, t) ≤ a for any x ∈ Ω and t ≥ 0, it follows from (2.35) that
d
γ
vt ≤ γΔv + av2 − v.
Observe that v(x, 0) < b ≤ 1
a
. According to the comparison principle [32, Theorem
10.1], we deduce that
lim
t→∞
v(x, t) = 0.
Therefore for any  > 0, there exists a large time T such that
Δ + λ− (λ + )u ≤ ut ≤ Δu + λ(1− u) for t ≥ T.
This inequality implies that
λ
λ + 
≤ lim inf
t→∞
u(x, t) ≤ lim sup
t→∞
u(x, t) ≤ 1.
Taking → 0, then we conclude
lim
t→∞
u(x, t) = 1.
If λ = 4, then McGough-Riley [26] have obtained the following stability result.
Theorem 2.26 ([26]). Let λ = 4. Suppose that w0 is the constant solution given
by (2.23). Then w0 is linearly stable if λ > K, but is linearly unstable if γ < K.
Here
K =
1
8
max {1, d} .
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Next, we consider case λ > 4. Then the following theorems have also shown by
McGough-Riley.
Theorem 2.27 ([26]). Assume λ > 4. Let w1 be the constant solution given by
(2.29). Then w1 is linearly unstable for any positive γ and d.
Theorem 2.28 ([26]). Let λ > 4. Suppose that w2 is the constant deﬁned by
(2.29). Denote
L = max
{
d
λ + v22
,M
}
,
where
M = max
n∈N
{
μn + λ− v22
μn(μn + λ + v
2
2)
}
.
Then w2 is linearly stable provided γ > L. On the other hand, w2 is linearly unstable
provided γ < L.
2.4.2 Existence and stability for bifurcating solutions
In this subsection, we intend to study existence and stability of nontrivial small am-
plitude solutions for (SP1) through local bifurcation theory. The following existence
result has been given by McGough and Riley.
Theorem 2.29 ([26]). Suppose that λ ≥ 4 and wi for i = 1, 2 is the constant
solution deﬁned by (2.29). Assume that every eigenvalue μn (n = 1, 2, 3 · · · ) given
by Notation 2.3 is simple. Denote
γn,i := h(μn, vi). (2.38)
Then nontrivial solutions bifurcate from wi at γ = γn,i. Here h(μ, vi) for i = 1, 2 is
the function given by Deﬁnition 2.6.
Remark 2.30. (A) When λ = 4, it follows that
w1 = w2 =
(
1
2
, 2
)
and (2.38) is equivalent to
γn,i =
1
μn + 8
.
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Therefore the sequence {γn,i} is strictly decreasing.
(B) Assume λ > 4. Then the sequence {γn,1} strictly decreases and converges to
zero. If μ1 ≥ D(λ), then the sequence {γn,2} is decreasing and tends to 0 as n→∞.
However, if μ1 < D(λ), then the sequence {γn,2} increases at ﬁrst, but decreases
later and converges to 0. Here D(λ) = λ− v22 + v2
√
2 (v22 − λ).
When γ is in a neighborhood of γn,i for i = 1, 2, it follows from local bifurca-
tion theory [6] that nontrivial solutions (u, v, γ) = (Φn,i(),Ψn,i(), γn,i()) given by
Theorem 2.29 can be represented as follows;⎧⎨
⎩
Φn,i() = ui +  {(piφn) + u˜i} ,
Ψn,i() = vi +  {(qiφn) + v˜i} ,
γn,i() = γn,i + γ
′
n,i(0) + o(),
(2.39)
where pi and qi are constants which satisfy
p2i + q
2
i = 1, v
2
i pi + (1− γn,iμn)qi = 0, pi < 0 < qi, (2.40)
and φn is the eigenfunction corresponding to μn. Furthermore, u˜i and v˜i are o(1)
functions.
The direction of the bifurcation has still been unknown. One can show the
following theorem.
Theorem 2.31. Let λ ≥ 4. Suppose that (Φn,i(),Ψn,i(), γn,i()) for i = 1, 2 are
bifurcating solutions given in (2.39) and (2.40). Then the direction of bifurcation
γ′n,i(0) satisﬁes
γ′n,i(0) =
(si − ri)(2vipi + uiqi)
∫
Ω
φ3ndx
siμn
∫
Ω
φ2ndx
. (2.41)
where ri and si are positive constants satisfying
r2i + s
2
i = 1, 2ri + (γn,iμn − 1)si = 0. (2.42)
Remark 2.32. For ﬁxed i = 1, 2, the coeﬃcient 2vipi+uiqi of (2.41) is positive pro-
vided μn > 3v
2
i − λ, but is negative provided μn < 3v2i − λ. After some computation,
one can see that ri < si.
Proof. We only prove the case i = 1. The other case can be treated in the same
way. Deﬁne the linearlized operator L : H2(Ω)×H2(Ω)×R+ → L2(Ω)× L2(Ω) as
follows;
L(u, v, γ) = (Δu− (v21 + λ)u− 2v, γΔv + v21u+ v).
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Note that (u, v, γ) = (p1φn, q1φn, γn,1) satisﬁes
L(u, v, γ) = 0,
and
Ker(L(u, v, γn,1)) = {(p1φn, q1φn)} .
Here r1 and s1 are the constants given by (2.40). On the other hand, one can see
from the result of [6] that
(u˜1, v˜1) ⊥ Ker(L∗(u, v, γn,1)),
and
Ker(L∗(u, v, γn,1)) = {(r1φn, s1φn)} ,
where u˜1 and v˜1 are the functions deﬁned by (2.39), r1 and s1 are the constants
given by (2.42), and L∗ is the adjoint operator of L.
Substituting (2.39) into (2.1) and (2.2), then
L(u˜1, v˜1, γn,1) + (0, (γn,1()− γn,1)(Δ(q1φn) + Δv˜1)) + (−A,A) + O(2) = 0,
where
A = u1(q1φn + v˜1)
2 + 2v1(p1φn + u˜1)(q1φn + v˜1).
Taking L2(Ω)× L2(Ω) inner product with (r1φn, s1φn), then we see that
s1μn(γn,1()− γn,1)
(
q1
∫
Ω
φ2ndx +
∫
Ω
φnv˜1dx
)
+ (r1 − s1)
∫
Ω
Aφndx + O(
2) = 0.
If we diﬀerentiate this equation with respect to  and take → 0, then
s1μnγ
′
n,1(0)
∫
Ω
φ2ndx + (r1 − s1)(2v1p1 + u1q1)
∫
Ω
φ3ndx = 0.
This completes the proof of Theorem 2.31.
Finally, we discuss stability for the bifurcating solutions given by (2.39). By
linearizing (2.35) around a stationary solution (u, v) = (ϕ, ψ) for (SP1), then the
corresponding linearlized eigenvalue problem is as follows;{
Δu− (ψ2 + λ)u− (2ϕψ)v = μu
dΔv +
(
dψ2
γ
)
u+ d
γ
(2ϕψ − 1)v = μv (2.43)
Here we deﬁne the stability index known as Morse Index.
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Deﬁnition 2.33. We deﬁne Morse Index of (ϕ, ψ) as the number of unstable eigen-
values of (2.43), and call it Morse Index (ϕ, ψ).
Then the following theorem can be shown by using the result of [7].
Theorem 2.34. Let γ′n,i(0) (i = 1, 2) be deﬁned by (2.39). Assume that
(1− γn,iμm)d 	= γn,i(μm + λ + v2i ) for any m ∈ N. (2.44)
If γ′n,i(0) 	= 0, then there exists some small positive constant δn,i such that
Morse Index (Φn,i(),Ψn,i())
=
{
Morse Index (ui, vi) + 1 if γn,i() ∈ (γn,i, γn,i + δn,i),
Morse Index (ui, vi)− 1 if γn,i() ∈ (γn,i − δn,i, γn,i),
for i = 1, 2.
Proof. For ﬁxed i = 1, 2, we write by μi() (resp. μ˜i()) the eigenvalues of (2.43)
for (ϕ, ψ) = (ui, vi) (resp. (ϕ, ψ) = (Φn,i(),Ψn,i())) in case γ = γn,i(). Note that
every eigenvalue μi(0) except for zero satisﬁes
Reμi(0) 	= 0,
in view of (2.44). By using the perturbation result of [7, Lemma 1.3], it suﬃces to
study the the eigvenvalue μ˜i() with μ˜i(0) = 0. Then it follows from the result of
[7, Theorem 1.16] that
lim

→0, μ˜i(
) 
=0
−γ′n,i()μ′i()
μ˜i()
= 1.
This implies that the theorem holds true.
Remark. After writing this thesis, the author has become aware of the paper R.
Peng and M. X. Wang [30], in which similar results discussed in this chapter are
investigated.
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Chapter 3
Standing pulse solution
In this chapter, we mainly discuss the following boundary value problem in entire
space;
Δu− uv2 + λ(1− u) = 0, x ∈ RN, (3.1)
γΔv + uv2 − v = 0, x ∈ RN, (3.2)
lim
|x|→+∞
(u, v) = (1, 0), (3.3)
where λ and γ are positive parameters, and N ≥ 1 is an integer. Throughout
this chapter, the stationary problem (3.1)-(3.3) is called (SP2). Note that constant
solution of (SP2) is uniquely determined by (u, v) = (1, 0). A non-constant solution
of (SP2) like Figure 3.1 is generally called standing pulse solution for one dimensional
case, or spot solution for multi-dimensional case, and it is regarded chemically as
stationary chemical wave.
There are many known results concerned with (SP2). For one dimensional case,
Doelman-Gardner-Kaper [9] and Doelman-Kaper-Zegeling [10] have constructed multi-
pulse solutions in case λ
 1, γ 
 1 and λγ 
 1 through geometric singular pertur-
bation theory, and have studied their stability properties. Hale-Peletier-Troy [17, 18]
have treated (SP2) in case λγ ≈ 1 for one dimensional case. They have established
a unique one-pulse solution making use of phase plane method and implicit func-
tion theorem, and shown its stability result. Ai [1] has also discussed (SP2) when
λγ is near one and obtained the unique one-pulse solution using contraction map-
ping theorem. One the other hand, there are few results concerned with (SP2) for
multi-dimensional case. For two dimensional case, Wei [37] has studied existence
and stability for two radially symmetric one-spot solutions in case γ 
 1 by singular
perturbation method.
In this chapter, we will mainly deal with the following three problems;
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v
0
Figure 3.1: Pulse-like solution for (SP2).
(a) Existence and stability of non-trivial solutions for multi-dimensional case.
(b) Suﬃcient conditions about the nonexistence of nontrivial solutions for (SP2).
(c) If we replace uv2 in (SP2) by uvα(α > 1), then how about the solution structure
of (SP2) changes?
In Section 3.1, we will study the problem (a) in case λ and γ satisfy
λγ = 1. (3.4)
Then we have the following theorem.
Theorem 3.1. Let λ and γ satisfy (3.4) and N ≥ 2. If 0 < γ < 2
9
, then (SP2) has
a solution (u(x), v(x)) with the following properties
(i)u(x) = u(|x|), v(x) = v(|x|), u(x) = 1− γv(x) for x ∈ RN;
(ii)u′(r) > 0 and v′(r) < 0 for r = |x| > 0;
(iii)limr→+∞(u(x), u′(x), v(x), v′(x)) = (1, 0, 0, 0).
On the other hand, if γ ≥ 2
9
, then (SP2) has no nontrivial solutions.
This existence result for multi-dimensional case is an extension of the existence
theorem for one-dimensional case given by [18]. Section 3.1 also deals with proﬁle
of the solutions given by Theorem 3.1. Especially, we will focus on maximum value
and decay rate of the non-trivial solutions.
By setting s = u− 1, then the original problem (P) can be described as
(NSP2)
⎧⎨
⎩
st = Δs− (1 + s)v2 − λs, (x, t) ∈ RN × (0,∞),
γ
d
vt = γΔv + (1 + s)v
2 − v, (x, t) ∈ RN × (0,∞),
s(x, 0) = s0(x), v(x, 0) = v0(x) x ∈ RN,
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where s0(x) and v0(x) are nonnegative smooth functions in R
N. Furthermore, λ, γ
and d are positive parameters.
Set functional space W as follows
W = L2(RN)× L2(RN).
Then we will also derive the following stability result in Section 3.1.
Theorem 3.2. Assume d = 1, then the radial symmetric solutions given by Theo-
rem 3.1 are linearly unstable in W .
Concerned with the problem (b), the following nonexistence results will be shown
in Section 3.2.
Theorem 3.3. Let λγ > 1. Then there exists no nontrivial solution of (SP2) if
λ ≤ 4.
Theorem 3.4. Let X := λγ < 1. Then (SP2) admits no nontrivial solution if one
of the following conditions is satisﬁed:
(i)γ ≥ 1
4
,
(ii)4− 16γ ≤ X ≤ 4γ with 1
5
≤ γ < 1
4
,
(iii)X ≤ 4
5
, γ < 1
4
with{
X ≥ 4(1−4γ)
(1+4γ−16γ2)2 if X ≤ X∗(γ),
X ≤ 4γ if X > X∗(γ),
where X∗(γ) is a monotone decreasing function on γ and satisﬁes
X∗(γ)→ 4
5
as γ → 0 and X∗(γ)→ X˜ as γ → 1
4
.
Here X˜ ∈ (0, 1) is a unique number satisfying X˜ = (1− X˜)
(
1 +
√
1− X˜
)2
.
Remark 3.5. These two nonexistence theorems hold true for any dimensional case.
Therefore we can draw the picture about the existence and nonexistence regions
of nontrivial solutions for (SP2) in one-dimensional case. See Figure 3.2.
Section 3.2 is devoted to prove the non-existence theorems. To prove the theorems,
we need a priori estimates derived by Strong Maximum Principle.
In Section 3.3, we study the following generalized stationary problem related to
the problem (c);
(GSP)
⎧⎨
⎩
Δu− uvα + λ(1− u) = 0, x ∈ RN,
γΔv + uvα − v = 0, x ∈ RN,
limx→+∞(u, v) = (1, 0),
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: existence region ; nonexistence region
1/4
1
0 γ
2/9
X
γ*
X=4γ
X=4(1-4γ)/(1+4γ-16γ2)2
Figure 3.2: The existence and nonexistence regions.
where λ and γ are parameters, and α is a constant satisfying α > 1. Here the
corresponding chemical reaction is as follows;
{
U + αV → (1 + α)V,
V → P.
This generalized stationary problem has been ﬁrst discussed by [18] in one-
dimensional case. Hale-Peletier-Troy [18] have obtained a unique one-pulse solution
of (GSP) in case λγ ≈ 1. In this section, using the method developed in Section 3.2,
we will derive some non-existence theorems of (GSP) for multi-dimensional space.
Moreover, we will show that unique constant solution (1, 0) of (GSP) is globally
stable for some special parameter case.
3.1 Non-trivial solutions of (SP2) in case λγ = 1
In this section, we ﬁrst prove Theorem 3.1.
Proof of Theorem 3.1. Deﬁne a function p = u + γv − 1. According to (3.1)-(3.3),
we have
Δp =
1
γ
p, lim
|x|→∞
p = 0.
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Therefore, strong maximum principle enables us to show that p must identically
zero. Setting u = 1− γv in (3.2), then
Δv + f(v, γ) = 0, (3.5)
where
f(v, γ) = −1
γ
v(γv2 − v + 1). (3.6)
Since v(x) → 0 as r = |x| → +∞, then it follows from the result of [15] that every
positive ground state solution of (3.5) must be radially symmetric. Hence (3.5) can
be reduced to the following ordinary diﬀerential problem;
v′′ +
N − 1
r
v′ + f(v, γ) = 0, v(r) > 0, lim
r→+∞
v′(r) = 0. (3.7)
Note that the reaction term f(v, γ) satisﬁes the following condition (J) if 0 < γ < 2
9
.
(J) There exists a number ξ > 0 such that F (ξ) > 0, where
F (ξ) :=
∫ ξ
0
f(s, γ)ds.
Using the result of [5], we ﬁnd that (3.7) has a solution v = v(r) which satisﬁes
v′(r) < 0.
On the other hand, f(v, γ) does not satisfy the condition (J) if γ > 2
9
. Therefore
(3.7) has no nontrivial solution.
Proposition 3.6. Assume that (u, v) is the radially symmetric solution given by
Theorem 3.1. Then the convergence rate of the solution is exponential.
Proof. We begin to show that v(r) and v′(r) decay to zero exponentially. Recall
that
lim
v→0
f(v, γ)
v
= −1
γ
.
Then it follows from the result of [28] that
lim
r→∞
v(r)e
 

1
γ
−


r
<∞,
for any  in
(
0, 1
γ
)
. Moreover, owing to the result of [28], we ﬁnd
lim
r→∞
v′(r)
v(r)
= −
√
1
γ
.
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Hence v and v′ decay to exponentially zero as r →∞.
Note that u(r)− γv(r) + 1 ≡ 0 for r ∈ [0,+∞]. Then one can see
lim
r→∞
u′(r)
1− u(r) = limr→∞
γv′(r)
γv(r)
= −
√
1
γ
, (3.8)
and
lim
r→∞
(1− u)e
 

1
γ
−


r
= lim
r→∞
γv(r)e
 

1
γ
−


r
<∞. (3.9)
Combining (3.8) and (3.9), we deduce that u− 1 and u′ also decay to zero exponen-
tially as r →∞.
Proposition 3.7. As for the maximum values u(0) and v(0) for the solution (u, v)
given by Theorem 3.1, the following inequalities hold true.
1−√1− 4γ
2
< u(0) <
1 +
√
4− 18γ
3
,
2−√4− 18γ
3γ
< v(0) <
1 +
√
1− 4γ
2γ
.
Proof. Deﬁne
ξ0 = inf
{
ξ > 0 :
∫ ξ
0
f(s, γ)ds > 0
}
, β = inf {ξ > ξ0 : f(ξ, γ) > 0} ,
where f(v, γ) is deﬁned by (3.6). After some computation, we ﬁnd
ξ0 =
2−√4− 18γ
3γ
, β =
1 +
√
1− 4γ
2γ
.
Using the result of [5], one can see
v(0) ∈ (ξ0, β).
In view of u(0)− γv(0)+ 1 = 0, it follows that u(0) ∈ (1− γβ, 1− γξ0). This means
that
1−√1− 4γ
2
< u(0) <
1 +
√
4− 18γ
3
.
Thus the proof is complete.
Concerned with the uniqueness of the solutions given by Theorem 3.1, we obtain
the following proposition.
Proposition 3.8. Let (u, v) be the radially symmetric solution given by Theorem
3.1. Then it is unique (up to translation) solution for (SP2).
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Proof. See the result of [35].
Making use of Proposition 3.8, we will show the following proposition.
Proposition 3.9. Let vN(r) denote the solution given by Theorem 3.1 for each
dimension N . Then it follows that
vN+1(r) < vN(r) for r ∈ [0,+∞) and N ≥ 1.
Proof. Note that vN(r) and vN+1(r) satisfy
γv′′N +
N − 1
r
v′N + f(vN) = 0, (3.10)
and
γv′′N+1 +
N − 1
r
v′N+1 + f(vN+1) = −
1
r
v′N+1 > 0.
Therefore vN+1(r) is a lower solution of (3.10).
Moreover, vN−1(r) satisﬁes the following inequality,
γv′′N−1 +
N − 1
r
v′N−1 + f(vN−1) =
1
r
v′N−1 < 0.
Hence vN−1(r) is an upper solution of (3.10). Using the comparison principle and
uniqueness result given by Theorem 3.8, one can see that
vN+1(r) < vN(r) < vN−1(r) for r ∈ [0,+∞).
Consequently, the proof is complete.
Finally, we will prove Theorem 3.2. In order to construct an unstable eigenvalue,
we must use the result of [5].
Proof of Theorem 3.2. Let (ϕ, ψ) be the radially symmetric solution given by The-
orem 3.1. Then
ϕ(x) + γψ(x)− 1 = 0 for x ∈ RN. (3.11)
By linearizing (NSP2) around (ϕ − 1, ψ), the corresponding linearlized eigenvalue
problem in case d = 1 and λγ = 1 is as follows:{
Δs− (ψ2 + 1
γ
)s− 2ϕv = μu,
Δv + ψ
2
γ
s + 1
γ
(2ϕ− 1)v = μv. (3.12)
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Set some functional space W0 as
W0 =
{
(s, v) ∈W : s(x) + γv(x) = 0 for any x ∈ RN} ,
where W = L2(RN)×L2(RN). If (s, v) ∈W0, then it follows from (3.11) and (3.12)
that, s + γv = 0 and
Δv +
1
γ
{−3γψ2 + 2ψ − 1}v = μv. (3.13)
According to the result of [5], the eigenvalue problem (3.13) has a positive real
eigenvalue with the corresponding eigenfunction v(x) ∈ L2(RN). Thus (3.12) has
also at least one unstable eigenvalue.
3.2 A priori estimates and proofs of non-existence
results
In section 3.1, we have used the fact that (SP2) can be reduced to a single equation
when λγ = 1. However, if λγ is not 1, the property breaks down. Therefore, we
must consider essentially system problem in case λγ 	= 1. It becomes generally a
diﬃcult problem.
To prove Theorems 3.3 and 3.4, we need some a priori estimates for solutions
of (SP2). Our analysis is based on the strong maximum principle in the following
form (see, e.g. Peletier-Troy [29]).
Strong maximum principle. Let w(	≡ 0) be a classical solution of
Δw + c(x)w = f(x), x ∈ RN,
where c(x) is a non-positive bounded continuous function on RN. Suppose that
f(x) ≤ 0 for x ∈ RN. If
lim inf
|x|→∞
w(x) ≥ 0,
then it follows that
w(x) > 0 for x ∈ RN.
Using the strong maximum principle, we can show the following lemmas.
Lemma 3.10. Assume λγ > 1 and λ ≤ 4. Then
λ(u(x)− 1) + v(x) > 0 for x ∈ RN.
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Proof. Deﬁne s = λ(u− 1) + v. Then (3.1) and (3.2) lead to
Δs−
{(
1− 1
λγ
)
v2 + λ
}
s =
(
1
λγ
− 1
)
v(v2 − λv + λ), lim
|x|→∞
s = 0.
If λγ > 1 and λ ≤ 4, then(
1− 1
λγ
)
v2 + λ > 0 and
(
1
λγ
− 1
)
v(v2 − λv + λ) ≤ 0.
Therefore we can use the strong maximum principle to show that s(x) > 0 for
x ∈ RN.
Making use of Lemma 3.10, we can prove Theorem 3.3.
Proof of Theorem 3.3. Addition of (3.1) and (3.2) gives that
Δu + γΔv = λu + v − λ. (3.14)
Integrating (3.14) on RN, then we have
0 =
∫
RN
(λ(u− 1) + v)dx. (3.15)
But Lemma 3.10 means that the right side of (3.15) is positive. This is a contradic-
tion. Thus the proof is complete.
Next, we will mainly discuss a priori estimate of nontrivial solution for (SP2) in
case λγ < 1.
Lemma 3.11. Let (u, v) be any nontrivial solution of (SP2). Then
0 < u(x) < 1, and v(x) > 0 for x ∈ RN.
Proof. We ﬁrst show u(x) > 0 for x ∈ RN by contradiction. Assume infx∈RN u(x) ≤
0. Since lim|x|→∞ u(x) = 1, u has its minimum at x = x0;
inf
x∈RN
u(x) = u(x0) ≤ 0.
Note Δu(x0) ≥ 0. So it follows from (3.1) that
0 ≤ Δu(x0) = u(x0)v(x0)2 + λ(u(x0)− 1) ≤ −λ < 0.
This is a contradiction. Therefore, infx∈RN u(x) = minx∈RN u(x) > 0.
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We next put u− 1 = w. Then (3.1) and (3.3) imply that
Δw − λw = uv2 ≥ 0 and lim
|x|→∞
w(x) = 0.
We can use the strong maximum principle to show w(x) < 0 for x ∈ RN, which
shows
u(x) < 1 for x ∈ RN.
Finally (3.2) and (3.3) give
γΔv − v = −uv2 ≤ 0, lim
|x|→∞
v(x) = 0.
Using the strong maximum principle again, we get
v(x) > 0 for x ∈ RN.
Thus the proof is complete.
Lemma 3.12. Let (u, v) be any nontrivial solution of (SP2). Then the following
inequalities hold true.
(i)If λγ < 1, then u(x) + γv(x)− 1 < 0 for x ∈ RN.
(ii)If λγ > 1, then u(x) + γv(x)− 1 > 0 for x ∈ RN.
Proof. We ﬁrst consider the case λγ < 1. Deﬁne p = u + γv − 1; then (3.1)-(3.3)
leads to
Δp− λp = (1− λγ)v ≥ 0 and lim
|x|→∞
p(x) = 0.
Then the strong maximum principle yields
p(x) < 0 for x ∈ RN.
Thus the proof is complete in case λγ < 1. The proof for λγ > 1 is almost the same;
so we omit it.
Lemma 3.13. Let (u, v) be any nontrivial solution of (SP2). Then the following
inequalities hold true.
(i)If λγ < 1, then u(x) + γv(x) > λγ for x ∈ RN.
(ii)If λγ > 1, then u(x) + γv(x) < λγ for x ∈ RN.
58
Proof. We give the proof only in the case λγ < 1. The other case can be treated
almost in the same way. Deﬁne q = u+ γv − λγ, then
Δq − 1
γ
q =
(
λ− 1
γ
)
u ≤ 0.
Since lim|x|→∞ q(x) = 1− λγ > 0, we see from the strong maximum principle that
q(x) = u(x) + γv(x)− λγ > 0 for x ∈ RN.
For any solution (u, v) of (SP2) deﬁne
umin = min
x∈RN
u(x) and vmax = max
x∈RN
v(x).
Then we can show the following lemma.
Lemma 3.14. Assume λγ < 1.
(i)If λγ2 ≥ 1
4
, then umin = 1 and vmax = 0.
(ii)If λγ2 < 1
4
, then
umin ≥ 1−
√
1− 4λγ2
2
and vmax ≤ 1 +
√
1− 4λγ2
2γ
.
Proof. Assume u 	≡ 1 and v 	≡ 0. Let umin = u(xm) for some xm ∈ RN. In view of
(3.1), observe that
0 ≤ Δu(xm) = u(xm)(λ + v(xm)2)− λ.
Hence
umin = u(xm) ≥ λ
λ + v(xm)2
≥ λ
λ + v2max
. (3.16)
Set vmax = v(xM) for some xM ∈ RN. Then one can see from Lemma 3.12 that
γvmax = γv(xM) < 1− u(xM) ≤ 1− umin. (3.17)
Combing (3.16) with (3.17), we get
λ
λ + v2max
≤ umin < 1− γvmax. (3.18)
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If 4λγ2 ≥ 1, then it is impossible to ﬁnd (umin, vmax) satisfying (3.18). So (SP2) has
no nontrivial solution in case 4λγ2 ≥ 1. If 4λγ2 < 1, it is easy to see from (3.18)
that
1−√1− 4λγ2
2
< umin <
1 +
√
1− 4λγ2
2
,
1−√1− 4λγ2
2γ
< vmax <
1 +
√
1− 4λγ2
2γ
.
Thus the proof is complete.
Lemma 3.15. Let λγ < 1 and 4λγ2 ≤ 1. Assume that there exists a positive
number a satisfying
1 > aγ ≥ 1 +
√
1− 4λγ2
2
, (3.19)
γa2 − a + 4(1− λγ) ≥ 0. (3.20)
Then any solution (u, v) of (SP2) satisﬁes
a(u(x)− 1) + v(x) < 0 for x ∈ RN.
Proof. Multiply (3.1) by a and multiply (3.2) by 1
γ
. Adding the resulting expres-
sions leads to
aΔu + Δv =
(
a− 1
γ
)
uv2 + aλ(u− 1) + 1
γ
v
If we set r = a(u− 1) + v, then r satisﬁes lim|x|→∞ r(x) = 0 and
Δr −
{
λ +
(
1− 1
aγ
)
v2
}
r =
1− aγ
aγ
v
{
v2 − av + a(1− λγ)
1− aγ
}
. (3.21)
Here
v2 − av + a(1− λγ)
1− aγ =
(
v − a
2
)2
− a
2
4
+
a(1− λγ)
1− aγ
≥ a
4(1− aγ)
{
γa2 − a + 4(1− λγ)} ;
so that the right hand side of (3.21) is nonnegative by (3.20). As to the coeﬃcient
of r in (3.21), it follows from Lemma 3.14 that
λ +
(
1− 1
aγ
)
v2 ≥ λ− 1− aγ
aγ
(
1 +
√
1− 4λγ2
2γ
)2
=
1 +
√
1− 4λγ2
2γ2
(
1− 1 +
√
1− 4λγ2
2aγ
)
;
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which is nonnegative by (3.19). Then the strong maximum principle enables us to
show r(x) < 0 for x ∈ RN.
Remark 3.16. In Lemma 3.15, (3.20) holds true whenever D := 16λγ2−16γ+1 ≤
0. On the other hand, if D > 0, then (3.20) is equivalent to
a ≥ 1 +
√
D
2γ
or a ≤ 1−
√
D
2γ
.
Therefore, in order to choose a satisfying (3.19) and (3.20), it is possible to take
a ≥ 1 +
√
1− 4λγ2
2γ
if
λ ≤ max
{
16γ − 1
16γ2
,
4
5γ
}
,
and
a ≥ 1 +
√
16λγ2 − 16γ + 1
2γ
if
λ > max
{
16γ − 1
16γ2
,
4
5γ
}
.
Lemma 3.17. Assume λγ < 1 and γ < 1
4
. Let
a =
⎧⎨
⎩
1+
√
1−4λγ2
2γ
if λ ≤ 4
5γ
,
1+
√
16λγ2−16γ+1
2γ
if λ > 4
5γ
.
(3.22)
Then the following inequalities hold true;{
umin = 1, vmax = 0 if
4
25γ2
≤ λ ≤ 4,
umin ≥ a−
√
a2−4λ
2a
, vmax ≤ a+
√
a2−4λ
2
otherwise.
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Proof. Since 4λγ2 < 1, Lemma 3.14 means umin ≥ 1−
√
1−4λγ2
2
. Moreover,
max
{
16γ − 1
16γ2
,
4
5γ
}
=
4
5γ
,
in case γ < 1
4
. It is seen from Remark 3.16 that, if a is deﬁned by (3.22), then a
satisﬁes (3.19) and (3.20). Hence Lemma 3.15 implies
vmax < a(1− umin). (3.23)
So, one can repeat the proof of Lemma 3.14 and use (3.23) in place of (3.17). Making
use of (3.22), one should note that
a2 ≤ 4λ if and only if 1
5
≤ γ < 1
4
and
4
25γ2
≤ λ ≤ 4.
Hence the conclusion follows from (3.16) and (3.23) as in the proof of Lemma 3.14.
Lemma 3.18. Let λγ < 1, γ < 1
4
and deﬁne a by (3.22). Assume that there exists
a positive number b satisfying
a > b ≥ a +
√
a2 − 4λ
2γa
, (3.24)
γb2 − b+ 4(1− λγ) ≥ 0. (3.25)
Then any solution (u, v) of (SP2) satisﬁes
b(u(x)− 1) + v(x) < 0 for x ∈ RN.
Proof. The idea of the proof is similar to that of Lemma 3.15.
Remark 3.19. If λ ≤ 4
5γ
, then we can show conditions (3.24) and (3.25) are
equivalent to ⎧⎨
⎩ b ≥
1+

1− 4λ
a2
2γ
if X ≤ X∗(γ),
b ≥ 1+
√
16λγ2−16γ+1
2γ
if X > X∗(γ).
(3.26)
where a =
1+
√
1−4λγ2
2γ
, X = λγ and X∗(γ) ∈ (0, 1) is a unique number satisfying
X∗ = (1 − X∗)(1 + √1− 4γX∗)2. It is not diﬃcult to verify the condition of X∗
given in (iii) of Theorem 3.4.
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Using Lemmas 3.11-3.18, one can prove Theorem 3.4.
Proof of (i) for Theorem 3.4. Assume that (SP2) has a nontrivial solution (u, v).
Deﬁne the following set
A =
{
(u, v) ∈ R2 : 0 < u < 1, 0 < v < 1
γ
(1− u)
}
.
Lemmas 3.11-3.12 imply (u(x), v(x)) ∈ A for every x ∈ RN. Here observe that every
(u, v) ∈ A satisﬁes uv < 1 if γ ≥ 1
4
. Therefore, γΔv = v(1 − uv) > 0 everywhere
in RN. Since lim|x|→∞ v(x) = 0, then the strong maximum principle shows that
v(x) < 0. This is impossible.
Proof of (ii), (iii) for Theorem 3.4. For γ < 1
4
and λ < 1
γ
, deﬁne
B =
{
(u, v) ∈ R2 : 1−
√
1− 4λγ2
2
≤ u < 1, 0 < v < a(1− u)
}
,
where a is a positive number satisfying (3.19) and (3.20). Then by Lemmas 3.11-
3.14, (u(x), v(x)) ∈ B for every x ∈ RN. Here we should note that every (u, v) ∈ B
satisﬁes uv < 1 if a satisﬁes a ≤ 4. As in the proof of (i), (SP2) has no nontrivial
solutions if one can choose a satisfying (3.19), (3.20), and a ≤ 4. Since a is given
by (3.22), this condition is possible when λ and γ satisfy
4
γ
− 16 ≤ λ ≤ 4 with 1
5
≤ γ < 1
4
. (3.27)
Thus we see the nonexistence result in case (ii).
On the other hand, for the case where λ and γ do not satisfy (3.27), deﬁne the
following set
C =
{
(u, v) ∈ R2 : a−
√
a2 − 4λ
2
≤ u < 1, 0 < v < b(1− u)
}
,
where b is a positive number which satisﬁes (3.26). Similarly to the proof of (ii), it
is suﬃcient to show b ≤ 4 in order to prove the nonexistence of nontrivial solutions.
Recall that we can take b =
1+

1− 4λ
a2
2γ
with a = 1+
√
1−4γX
2γ
if X ≤ X∗(γ). Then b ≤ 4
is equivalent to √
1− 4λ
a2
≤ 8γ − 1.
After some calculations, it follows that
X ≥ 4(1− 4γ)
(1 + 4γ − 16γ2)2 .
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For X > X∗(γ), we choose b =
1+
√
16λγ2−16γ+1
2γ
. Then b ≤ 4 is equivalent to X ≤ 4γ.
Thus the proof is complete.
Figure 3.3 is represented as the regions A, B and C in the proof of Theorem 3.4.
A
1
1/γ
0
B
C
u
v
Figure 3.3: The regions A, B and C.
3.3 Generalized stationary problem
In this section, we will discuss stationary solutions for the following generalized
problem;
(GP)
{
ut = Δu− uvα + λ(1− u) in RN × (0,∞),
γ
d
vt = γΔv + uv
α − v in RN × (0,∞),
where λ, γ and d are positive parameters, and α is a constant satisfying α > 1. Here
the corresponding chemical reaction is as follows;{
U + αV → (1 + α)V,
V → P.
We mainly treat with the following stationary problem for (GP) in this section.
(GSP)
⎧⎨
⎩
Δu− uvα + λ(1− u) = 0, x ∈ RN,
γΔv + uvα − v = 0, x ∈ RN,
limx→±∞(u, v) = (1, 0),
Note that constant solution of (GSP) is uniquely determined by (u, v) = (1, 0).
There exists almost no results of (GSP) except for [18]. We will discuss existence,
non-existence, and stability of non-trivial solutions for (GSP). Moreover, we will
deal with global stability for the constant solution.
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3.3.1 One dimensional case
For one dimensional case, (GSP) can be described as
u′′ − uvα + λ(1− u) = 0, x ∈ R, (3.28)
γv′′ + uvα − v = 0, x ∈ R, (3.29)
lim
x→±∞
(u, v) = (1, 0). (3.30)
Throughout this subsection we call this stationary problem (GSP1). Here we deﬁne
γ1(α) =
21/(α−1)(α + 2)(α − 1)
α(α + 1)α/(α−1)
. (3.31)
Then it is well known that the following theorem holds true.
Theorem 3.20 ([18]). Let λγ = 1 and γ1(α) be the constant deﬁned by (3.31)
(a)If 0 < γ < γ1(α), then problem (GSP1) has a unique solution (u(x), v(x)) with
the following properties
(i)u(−x) = u(x), v(−x) = v(x), u(x) = 1− γv(x) for x ∈ R;
(ii)u′(x) > 0 and v′(x) < 0 for x > 0;
(iii)limx→±∞(u(x), u′(x), v(x), v′(x)) = (1, 0, 0, 0).
(ii)If γ ≥ γ1(α), then problem (GSP1) has no non-trivial solution.
Remark 3.21. In [18], Hale-Peletier-Troy have used the implicit function theorem
to show that (GSP1) has a unique one-pulse solution when λγ = 1 +  and 0 < γ <
γ1(α) if  is suﬃciently small constant.
We will consider maximum value and convergence rate of the solutions given by
Theorem 3.20. Then the following proposition holds true in [18].
Proposition 3.22 ([18]). Let vmax denote the maximum of v given in Theorem
3.20. Then vmax is the smallest positive solution for the following equation;
2γ(α + 1)vα − 2(α + 2)vα−1 + (α + 1)(α + 2) = 0.
Proof. For the reader’s convenience, we will give the outline of the proof. Observe
that v satisﬁes the following diﬀerential equation in case λγ = 1;
γv′′ = v − vα + γvα+1. (3.32)
Multiplying (3.32) by v′ and integrate in R, then
γ
2
(v′)2 =
1
2
v2 − 1
α + 1
vα+1 +
γ
α + 2
vα+2. (3.33)
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Denoting vmax = v (xM), we see that v
′ (xM) = 0. Because v (xM) > 0, then
2γ(α + 1)vαmax − 2(α + 2)vα−1max + (α + 1)(α + 2) = 0. (3.34)
In view of (3.33), vmax is the smallest positive solution for (3.34). Thus the proof is
complete.
Proposition 3.23 ([18]). Let (u, v) be the one-pulse solution given by Theorem
3.20. Then it follows that
lim
x→±∞
(1− u(x)) e

1
γ
|x|
<∞ and lim
x→±∞
v(x)e

1
γ
|x|
<∞.
Proof. The convergence result for v can be immediately derived by (3.32). Note
that
u(x) + γv(x)− 1 = 0 for x ∈ R.
Hence one can derive the estimate for u. Thus the proof is complete.
Next, we will study stability for the one-pulse solutions given by Theorem 3.20.
By setting
s(x, t) = u(x, t)− 1 for (x, t) ∈ R× (0,∞),
then (GP) can be written as⎧⎨
⎩
st = s
′′ − (1 + s)vα − λs, in R× (0,∞),
γ
d
vt = γv
′′ + (1 + s)vα − v, in R× (0,∞),
s(x, 0) = s0(x), v(x, 0) = v0(x) on R,
where s0(x) and v0(x) denote non-negative initial values.
Then one can show the following stability result as in the proof of Theorem 3.2.
Theorem 3.24. Let d = 1 and denote W = L2(R) × L2(R). Then the one-pulse
solutions given by Theorem 3.20 are linearly unstable in W .
Next, we will discuss the case
λγ 	= 1. (3.35)
The following propositions are concerned with upper bound estimates of non-trivial
solutions for (GSP1) in case λ and γ satisfy (3.35).
Proposition 3.25. Let (u, v) be any nontrivial solution of (GSP1). Then
0 < u(x) < 1 and v(x) > 0 for x ∈ RN.
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Proposition 3.26. Let (u, v) be any nontrivial solution of (GSP1). Then the fol-
lowing inequalities hold true.
(i)If λγ < 1, then u(x) + γv(x)− 1 < 0 for x ∈ RN.
(ii)If λγ > 1, then u(x) + γv(x)− 1 > 0 for x ∈ RN.
Proposition 3.27. Suppose that (u, v) is any nontrivial solution of (GSP1). Then
the following inequalities hold true.
(i)If λγ < 1, then u(x) + γv(x) > λγ for x ∈ RN.
(ii)If λγ > 1, then u(x) + γv(x) < λγ for x ∈ RN.
The proof of the propositions are similar as that of Lemmas 3.11-3.13. So we
omit it here.
As for the lower bound for solutions of (GSP1), we can obtain the following
property.
Proposition 3.28. Assume that (u, v) is any solutions of (GSP1). Then
u(x) ≥ λ
λ + Cα
for x ∈ R,
where
C = max
{
λ,
1
γ
}
.
The proposition can be shown by using the same method of Lemma 3.14. We
omit its proof here.
Now, we will study the convergence rate of non-trivial solutions for (GSP1) in
case |x| is suﬃciently large. By setting
u′ = p, v′ = q,
then (GSP1) can be expressed as the following ODE system;
u′ = p,
p′ = uvα + λ(u− 1),
v′ = q,
q′ = −1
γ
uvα +
1
γ
v.
Linearizing these diﬀerential equations around (u, p, v, q) = (1, 0, 0, 0), then we have
u′ = p, p′ = λu, v′ = q, q′ =
1
γ
v. (3.36)
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Denote
A =
⎡
⎢⎢⎣
0 1 0 0
λ 0 0 0
0 0 0 1
0 0 1
γ
0
⎤
⎥⎥⎦ .
Then (3.36) can be written as
z′ = Az for z = (u, p, v, q).
Every eigenvalue μ of A satisﬁes the following equation;∣∣∣∣∣∣∣∣
μ −1 0 0
−λ μ 0 0
0 0 μ −1
0 0 − 1
γ
μ
∣∣∣∣∣∣∣∣
= (μ2 − λ)
(
μ2 − 1
γ
)
= 0.
Thus, it follows that
μ = ±
√
λ, ±
√
1
γ
.
Then the corresponding eigenvector (u, p, v, q) of μ satisﬁes
p = μu, λu = μp, q = μv,
1
γ
= μq.
Therefore we see that the normalized eigenvector is
(i) (u, p, v, q) = 1√
1+λ
(1,
√
λ, 0, 0) if μ =
√
λ,
(ii) (u, p, v, q) = 1√
1+λ
(1,−√λ, 0, 0) if μ = −√λ,
(iii) (u, p, v, q) =
√
γ
1+γ
(
0, 0, 1,
√
1
γ
)
if μ =
√
1
γ
,
(iv) (u, p, v, q) =
√
γ
1+γ
(
0, 0, 1,−
√
1
γ
)
if μ = −
√
1
γ
.
Hence if x → −∞, then
(u− 1, p, v, q) ≈ Ae
√
λx p1 + Be

1
γ
x
p2,
where A < 0 and B > 0 are some constants, and
p1 =
(
e
√
λx,
√
λe
√
λx, 0, 0
)
and p2 =
(
0, 0, e

1
γ
x
,
√
1
γ
e

1
γ
x
)
.
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On the other hand, if x → +∞, then we see
(u− 1, p, v, q) ≈ Ce−
√
λxq1 + De
−

1
γ
x
q2,
where C < 0 and D > 0 are some constants. Furthermore,
q1 =
(
e−
√
λx,
√
λe−
√
λx, 0, 0
)
and q2 =
(
0, 0, e
−

1
γ
x
,−
√
1
γ
e
−

1
γ
x
)
.
Thus the convergence rate of non-trivial solutions for (GSP1) do not depend on α.
Moreover, if λ (resp. 1
γ
) is suﬃciently large, a nontrivial solution u (resp. v) can be
like a needle shape.
Finally, we will derive important non-existence results of (GSP1). Put
γ2(α) =
α− 1
α
α
α−1
. (3.37)
Then one can show the following nonexistence theorem in case λγ > 1 through the
same method of the proof for Theorem 3.3.
Theorem 3.29. Let λγ > 1 and γ2(α) be the constant deﬁned by (3.37). If λ ≤
1
γ2(α)
, then (GSP1) has no nontrivial solution.
Proof. Deﬁne a function s := λ(u− 1) + v. Then s satisﬁes
s′′ −
{(
1− 1
λγ
)
vα + λ
}
s =
(
1
λγ
− 1
)
v(vα − λvα−1 + λ), lim
x→±∞
s = 0.
If λγ > 1 and λ ≤ 1
γ2(α)
, then we have
(
1− 1
λγ
)
vα + λ > 0 and
(
1
λγ
− 1
)
v(vα − λvα−1 + λ) ≤ 0.
Therefore we can use the strong maximum principle to show that s(x) > 0 for x ∈ R.
Addition of (3.28) and (3.29) implies that
u′′ + γv′′ = λu + v − λ. (3.38)
Integrating (3.38) on RN leads to∫
R
(λ(u− 1) + v)dx = 0. (3.39)
But the left side of (3.39) is positive. This is a contradiction. Thus the proof is
complete.
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Using the similar method as the proof for (i) of Theorem 3.4, one can show the
following nonexistence theorem.
Theorem 3.30. Let γ2(α) be the constant deﬁned (3.37). If λγ < 1 and γ ≥ γ2(α),
then (GSP1) has no nontrivial solution.
Remark 3.31. (i) If α = 1, then (GSP1) has only trivial solution.
(ii) When α is suﬃciently large, we can derive the following estimate;
lim
α→∞
γ2(α) = 1.
Proof. Making use of (i) for Proposition 3.26, then
γv′′ = v(1− uvα−1)
≥ v(γvα − vα−1 + 1)
≥ 0,
provided γ ≥ γ2(α). Since lim|x|→∞ v(x) = 0, v(x) is a constant. Therefore u(x) is
also a constant. Thus the proof is complete.
Theorems 3.29 and 3.30 imply that nonexistence region of non-trivial solutions
for (GSP1) can be larger if α is near one, but can be smaller if α is suﬃciently large.
Figure 3.4 is depicted as the nonexistence regions given by Theorems 3.29 and 3.30.
λ
γ
λγ=1
0
λ
γ
λγ=1
0
(a)α is near one (b)α is sufficiently large
1
1
Figure 3.4: The non-existence regions in case α ≈ 1 and α →∞.
3.3.2 Higher dimensional case
For higher dimensional case, one can derive the following existence and stability
results when λγ = 1 as in Section 3.1.
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Theorem 3.32. Let λγ = 1 and N ≥ 2. Suppose that γ1(α) is the constant deﬁned
by (3.31).
(a)If 0 < γ < γ1(α), then problem (GSP) has a solution (u(x), v(x)) with the fol-
lowing properties
(i)u(x) = u(|x|), v(x) = v(|x|), u(x) = 1− γv(x) for x ∈ RN;
(ii)u′(r) > 0 and v′(r) < 0 for r = |x| > 0;
(iii)limr→+∞(u(x), u′(x), v(x), v′(x)) = (1, 0, 0, 0).
(b) If γ ≥ γ1(α), then problem (GSP) has no nontrivial solution.
Remark 3.33. As for the convergence rate of the radially symmetric solution (u(r), v(r))
given by Theorem 3.32, one can show that for any  ∈
(
0, 1
γ
)
lim
r→∞
u(r)e
r

1
γ
−

<∞ and lim
r→∞
v(r)e
r

1
γ
−

<∞.
In order to study stability for the solutions given in Theorem 3.32, we will con-
sider the following parabolic problem as in Theorem 3.24;⎧⎨
⎩
st = Δs− (1 + s)vα − λs in RN × (0,∞),
γ
d
vt = γΔv + (1 + s)v
α − v in RN × (0,∞),
s(x, 0) = s0(x), v(x, 0) = v0(x) on R
N,
(3.40)
where s0(x) and v0(x) represent the initial functions. Then the following theorem
can be shown by the same method of the proof for Theorem 3.24.
Theorem 3.34. Let λγ = 1 and deﬁne functional space W = L2(RN) × L2(RN).
If d = 1, then the radially symmetric solutions given by Theorem 3.32 are linearly
unstable in W .
Proof. The proof is almost same as that of Theorem 3.24. Therefore we omit it.
Finally, we establish the following non-existence result of (GSP) for higher di-
mensional case.
Theorem 3.35. Let N ≥ 2 and γ2(α) be the constant deﬁned in (3.31). If
λ ≤ 1
γ2(α)
and γ ≥ γ2(α),
then (GSP) has no nontrivial solutions.
Proof. The proof of the theorem is almost same as that of Theorems 3.29 and 3.30.
So we omit it here.
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3.3.3 Global stability for constant solution
In this subsection, we will show that the constant solution (1, 0) of (GSP) is globally
stable for some special parameter case. Hence we treat with the following Cauchy
problem; ⎧⎪⎪⎨
⎪⎪⎩
ut = Δu− uvα + λ(1− u) in RN × (0,∞),
γ
d
vt = γΔv + uv
α − v in RN × (0,∞),
lim|x|→∞(u, v) = (1, 0) for t > 0,
(u(x, 0), v(x, 0)) = (u0(x), v0(x)) on R
N.
(3.41)
In order to establish global stability results, we will need the following maximum
principle [4, 11], comparison principle, and a solution property for the linear heat
equation.
Theorem 3.36 ([4, 11]). Let z(x, t) be a continuous bounded function of⎧⎨
⎩
zt −Δz + cz ≤ 0 in RN × (0,∞),
lim|x|→∞ z(x, t) ≤ 0 for t > 0,
z(x, 0) ≤ 0 on RN.
Here c = c(x, t) is a non-negative smooth function in RN × (0,∞). Then it follows
that
z(x, t) ≤ 0 in RN × (0,∞).
Theorem 3.37. Let w and z be smooth functions on RN× (0,∞). Suppose that w
and z satisfy
wt − dΔw − f(w) ≥ zt − dΔz − f(z), (x, t) ∈ RN × (0,∞),
w(x, 0) ≥ z(x, 0), x ∈ RN,
lim
|x|→+∞
w(x, t) ≥ lim
|x|→+∞
z(x, t), t ∈ (0,∞).
Then the following inequality holds true;
w(x, t) ≥ z(x, t) for (x, t) ∈ RN × (0,∞).
Theorem 3.38. Assume that z(x, t) is a solution for the following Cauchy problem;
zt = Δz − Az in RN, z(x, 0) = z0,
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where A is a non-negative constant, and an initial function satisﬁes z0 ∈ L1(RN).
Then it holds that
lim
t→∞
sup
x∈RN
|z(x, t)| = 0.
Here we deﬁne the following functional space.
Notation 3.39. We denote Y = CB(R
N) × L2(RN). Here f ∈ CB(RN) is a
continuous bounded function on RN.
Using these theorems, we can obtain the following lemma concerned with a priori
estimates and asymptotic behavior of solutions for (3.41).
Lemma 3.40. Let (u, v) be any solution for (3.41). Suppose that (u0(x), v0(x)) ∈
Y × Y . Then there exists a positive constant M such that
0 ≤ u(x, t) ≤M, v(x, t) ≥ 0 for (x, t) ∈ RN × (0,∞).
Moreover, it follows that
lim sup
t→+∞
u(x, t) ≤ 1 in x ∈ RN.
Proof. Assume that u(x0, t0) < 0 for some x0 ∈ RN and t0 > 0. Since Δu(x0, t0) ≥
0, then we ﬁnd that
ut(x0, t0) = Δu(x0, t0)− u(x0, t0)v(x0, t0)α + λ(1− u(x0, t0)) > λ.
This is a contradiction. Hence u(x, t) ≥ 0 for any x ∈ RN and t > 0.
Recall that
ut = Δu− uv2 + λ(1− u) ≤ Δu + λ(1− u) in RN × (0,∞).
Using Theorems 3.37 and 3.38, then
lim sup
t→+∞
u(x, t) ≤ 1 for x ∈ RN.
Finally, note that
vt − dΔv + d
γ
v =
d
γ
uvα ≥ 0 in RN × (0,∞), lim
|x|→∞
v = 0 for t > 0.
Therefore we see from Theorem 3.36 that
v(x, t) ≥ 0 in RN × (0,∞).
Thus the proof is complete.
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Next, we will derive some information about the upper bound and asymptotic
behavior for v in case d = 1.
Lemma 3.41. Assume d = 1 and (u, v) is any solution for (3.41). Deﬁne a func-
tion p(x, t) := u(x, t)+γv(x, t)−1. If λγ ≤ 1 and p(x, 0) ∈ Y , there exists a positive
constant M such that p(x, t) ≤M for any x ∈ RN and t > 0. Moreover,
lim sup
t→+∞
p(x, t) ≤ 0 for x ∈ RN.
Proof. Observe that p(x, t) satisﬁes the following equations;{
pt −Δp + λp = (λγ − 1)v ≤ 0 in RN × (0,∞),
lim|x|→∞ p = 0 for t > 0.
It follows from Theorems 3.37 and 3.38 that
lim sup
t→+∞
p(x, t) ≤ 0 in x ∈ RN.
Thus the proof is complete.
Lemma 3.42. Suppose that d = 1 and (u, v) is any solution for (3.41). Deﬁne
q(x) = u(x) + γv(x)− λγ. If λγ ≥ 1 and q(x, 0) ∈ Y then there exists some positive
constant M such that
q(x, t) ≤M for (x, t) ∈ RN × (0,∞),
and
lim sup
t→+∞
q(x, t) ≤ 0 for x ∈ RN.
Proof. Notice that q(x, t) satisﬁes{
qt −Δq + 1γ q = (1− λγ)u ≤ 0 in RN × (0,∞),
lim|x|→∞ q = 1− λγ ≤ 0 for t > 0.
As in the proof of Lemma 3.41, these inequalities complete the proof.
Now, set two-dimensional region D
 as follows;
D
 =
{ {(u, v) ∈ R2 : 0 < u ≤ 1, v ≥ 0, u+ γv ≤ 1 + } if λγ ≤ 1,
{(u, v) ∈ R2 : 0 < u ≤ 1, v ≥ 0, u+ γv ≤ λγ + } if λγ ≥ 1, (3.42)
for any ﬁxed positive constant . See Figure 3.5.
Making use of Lemmas 3.40-3.42, we can obtain the following theorem.
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Figure 3.5: The region D
 deﬁned by (3.42).
Theorem 3.43. Let d = 1. Then for any (u0(x), v0(x)) ∈ Y × Y , there exists a
unique time global solution (u(x, t), v(x, t)) of (3.41) such that
(u(x, t), v(x, t)) ∈ D
 for (x, t) ∈ RN × (T,∞),
if T is suﬃciently large constant.
Finally, we will show that the constant solution (1, 0) is globally stable if we
impose some suitable conditions with the parameters for (3.41). Our ﬁrst stability
result is in case λγ ≤ 1 and d = 1.
Theorem 3.44. Suppose that λγ ≤ 1 and d = 1. If γ > γ2(α), then the corre-
sponding solution (u, v) of Theorem 3.43 satisﬁes
lim
t→∞
(u, v) = (1, 0) uniformly in RN,
for any initial data (u0(x), v0(x)) ∈ Y × Y . Here γ2(α) is deﬁned by (3.37).
Proof. It follows from Theorem 3.43 that
max
x∈R,t>T
uvα−1 ≤ max
x∈R,t>T
(1− γv + )vα−1
≤ max
x∈R,t>T
(1− γv)vα−1 + max
x∈R,t>T
vα−1
≤ γ2(α)
γ
+ 
(
1
γ
)α−1
≤ 1, (3.43)
provided γ > γ2(α) and T is suﬃciently large. Then we see
vt = Δv +
1
γ
v(uvα−1 − 1) ≤ Δv for (x, t) ∈ RN × (T,∞).
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According to Theorems 3.37 and 3.38, we ﬁnd
lim
t→∞
v(x, t) = 0 uniformly in x ∈ RN.
Thus for any constant δ > 0 there exists a large constant T ′ not depending on x
such that
|v(x, t)| ≤ δ in RN × (T ′,∞).
It follows from (3.41) that
ut ≥ Δu− δαu + λ(1− u) in RN × (T ′,∞).
Hence
lim inf
t→∞
u(x, t) ≥ λ
λ + δα
.
Taking δ → 0, then we deduce that
lim
t→∞
u(x, t) = 1 uniformly in x ∈ RN.
Thus the proof is complete.
Finally, we establish the following global stability result concerned with case
λγ ≥ 1 and d = 1.
Theorem 3.45. Assume that d = 1 and λγ ≥ 1. Let γ2(α) be deﬁned in (3.37). If
λ < 1
γ2(α)
, then the solution (u, v) given by Theorem 3.43 satisﬁes
lim
t→∞
(u, v) = (1, 0) uniformly in RN,
for any initial condition (u0(x), v0(x)) ∈ Y × Y .
Proof. Deﬁne a new function s = λ(u− 1) + v. Then s(x, t) satisﬁes
st −Δs +
{
λ +
(
1− 1
λγ
)
v
}
s =
(
1− 1
λγ
)
v(vα − λvα−1 + λ), (3.44)
for (x, t) ∈ RN×(0,∞). Since λ < 1
γ2(α)
, then the right side of (3.25) is non-negative.
Because
lim
|x|→+∞
s(x, t) = 0 for t > 0,
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it follows from Theorems 3.37 and 3.38 that
lim sup
t→+∞
s(x, t) ≤ 0 for x ∈ RN.
Choosing T as suﬃciently large, then we deduce
vt ≤ Δv − 1
λγ
v(vα − λvα−1 + λ) ≤ Δv for (x, t) ∈ RN × (T,∞).
As in the proof of Theorem 3.44, this inequality completes the proof of Theorem
3.45.
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Chapter 4
Monotone front solution for
generalized stationary problem
In this chapter, we will primarily study the following generalized boundary value
problem;
(SP3)
⎧⎨
⎩
u′′ − uvα + λ(1− u) = 0, in R,
γv′′ + uvα − v = 0, in R,
(u, v)(−∞) = (1, 0), (u, v)(+∞) = (u+, v+),
where α is a constant satisfying α > 1. Furthermore, (u+, v+) is a pair of constants
which satisﬁes
u+ = 1− 1
λ
v+, (4.1)
and v+ is the smallest positive solution of the following equation
vα − λvα−1 + λ = 0. (4.2)
A solution of (SP3) is generally called front solution. And it is regarded as stationary
chemical front wave and plays an important role for pattern formation of the Gray-
Scott model.
This chapter mainly treats with the following two problems;
(a) Existence and non-existence of monotone front solutions in case α = 2.
(b) Existence and stability of monotone front solutions in case λγ = 1 and α > 1.
Here a monotone front solution of (SP3) is deﬁned as follows;
Deﬁnition 4.1. A monotone front solution is a solution for (SP3) which satisﬁes
u′(x) ≤ 0, v′(x) ≥ 0 for x ∈ R.
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u
Figure 4.1: The proﬁle of monotone front solution for (SP3).
Figure 4.1 shows the proﬁle of monotone front solution.
In Section 4.1, we mainly deal with the problem (a). Hale-Peletier-Troy have
studied (SP3) in case
λγ ≈ 1 and γ ≈ 2
9
, (4.3)
and obtained a unique monotone front solution. However, if λ and γ do not satisfy
(4.3), the solution set of (SP3) has been largely open problem.
Let
(u2, v2) =
(
λ−√λ2 − 4λ
2λ
,
λ +
√
λ2 − 4λ
2
)
. (4.4)
Then Section 4.1 gives the following non-existence results of monotone front solution.
Theorem 4.2. Let λγ ≤ 1 and α = 2. Then (SP3) has no monotone front solution
provided
γ > min
{
4v2 − 6
3v22
,
6
λ(v2 + 3)
}
,
where v2 is deﬁned by (4.4).
Theorem 4.3. Let λγ ≥ 1 and α = 2. Then (SP3) admits no monotone front
solution provided
γ < max
{
4v2 − 6
3v22
,
6
λ(v2 + 3)
}
.
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Figure 4.2: The nonexistence regions of monotone front solution for (SP3).
Figure 4.2 represents the non-existence regions given in these theorems.
Concerned with the problem (b), Hale-Peletier-Troy have discussed (SP3) in case
λγ = 1 and γ = γ1. Here
γ1 =
21/(α−1)(α− 1)(α + 2)
{α(α + 1)}α/(α−1) . (4.5)
Then they have constructed the following monotone front solution.
Theorem 4.4 ([18]). Let γ1 be the constant deﬁned by (4.5). Suppose that λγ = 1
and γ = γ1. Then (SP3) has a unique solution (ϕ, ψ) which satisﬁes
ϕ + γψ − 1 = 0, ϕ′ < 0, ψ′ > 0 for x ∈ R.
In order to discuss stability of the monotone front solution, we must consider
the following non-stationary problem;
(NSP3)
⎧⎨
⎩
ut = u
′′ − uvα + λ(1− u), in R× (0,∞),
γ
d
vt = γv
′′ + uvα − v, in R× (0,∞),
u(x, 0) = u0(x), v(x, 0) = v0(x) on R.
Here u0(x) and v0(x) are non-negative continuous functions in R. Furthermore, λ,
γ and d are positive parameters.
Notation 4.5. CB(R) is a function space of continuous bounded functions on R.
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Let ζ = (ϕ, ψ) be the monotone front solution given by Theorem 4.4. If the
initial data z0 = (u0(x), v0(x)) ∈ CB(R)×CB(R), then we obtain our main stability
result in Section 4.2.
Theorem 4.6. Suppose that λγ = 1 and γ satisﬁes (4.5). If d = 1 and α > 1, then
ζ is asymptotically stable in the following sense: there exist constants δ,M, κ > 0,
and ξ ∈ R such that, if
‖z0 − ζ(·)‖∞ < δ,
then the solution z(·, t) = (u, v) of (NSP3) corresponding to initial data z0 satisﬁes
‖z(·, t)− ζ(·+ ξ)‖∞ ≤M‖z(·, 0)− ζ(·)‖∞e−κt.
This theorem is an extension of the result of [18]. Hale et al. have used the result
of Tistchmarsh [34] for proving Theorem in case α = 2. However, their method can
not be applied for the stability problem in case α > 1. To overcome this diﬃculty,
we will focus on zero point of eigenfunctions for linearized eigenvalue problem.
Finally, traveling front solution related to (SP3) is discussed in Section 4.3. We
primarily study the following equations;{
U ′′ + cU ′ − UV α + λ(1− U) = 0, ξ ∈ R,
γV ′′ + cγ
d
V ′ + UV α − V = 0, ξ ∈ R. (4.6)
Here the prime is the derivative with respect to ξ := x − ct. Moreover, λ, γ and d
are positive parameters, and c is a constant called traveling wave speed. Here we
impose the following boundary condition;
(U(−∞), V (−∞)) = (u+, v+) , (U(+∞), V (+∞)) = (1, 0), (4.7)
where (u+, v+) is deﬁned by (4.1) and (4.2).
In Section 4.3, we treat with existence and stability for traveling front solutions
satisfying (4.6) and (4.7). Especially, we will show that traveling front solutions are
linearly stable for the special parameter case.
4.1 Proofs of non-existence results
If α = 2, then (SP3) can be written as
u′′ − uv2 + λ(1− u) = 0, in R, (4.8)
γv′′ + uv2 − v = 0, in R, (4.9)
(u, v)(−∞) = (1, 0), (u, v)(+∞) = (u2, v2),
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where (u2, v2) is deﬁned by (4.4). This problem is called (SP3-1). In this section,
we will deal with existence and non-existence of monotone front solutions deﬁned
by Deﬁnition 4.1.
Then the following theorem is well known in case λγ = 1.
Theorem 4.7 ([18]). Let λγ = 1. If γ = 2
9
then (SP3-1) has a unique solution
(ϕ, ψ) which satisﬁes the following properties;
ϕ + γψ − 1 = 0, ϕ′ < 0, ψ′ > 0 for x ∈ R.
If we purturbe γ = 2
9
, then the following existence theorem has also shown by
Hale-Peletier-Troy.
Theorem 4.8 ([18]). Let (ϕ, ψ) denote the monotone front solution of Theorem
4.7 and deﬁne γ∗ = 29 . Then there is an 0 > 0 such that there exist smooth branches
of front solutions {(u(), v(), γ()) : || < 0} of (SP3-1) such that
u()→ ϕ, v()→ ψ and as → 0
uniformly on R. Moreover,
γ′(0) =
π2 − 7
3
γ∗.
Making use of Auto 97 [8], Hale-Peletier-Troy [18] have also made numerical
simulation about continuation for the branch of the front solutions. The curve
named C in Figure 4.3 is depicted as the global branch for front solutions.
λ=1/γλ
0 γ
C
Figure 4.3: The global branch of front solutions (cf [18]).
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Next, we will discuss the non-existence results given by Theorems 4.2 and 4.3.
To prove these theorems, we will need the following a priori estimates derived by
the strong maximum principle in Section 3.2.
Lemma 4.9. Let (u, v) be any solution for (SP3-1). Deﬁne p(x) = u(x)+γv(x)−1,
then the following inequalities hold true.
(i) If λγ ≤ 1, then p(x) < 0 for any x ∈ R,
(ii) If λγ ≥ 1, then p(x) > 0 for any x ∈ R.
Proof. We only prove the case λγ ≤ 1. The other case can be treated in almost
the same way. Adding (4.8) with (4.9), we see
p′′ − λp = (1− λγ)v ≥ 0.
By taking x→ ±∞, then it follows that
lim
x→−∞
p(x) = 0,
and
lim
x→+∞
p(x) = u2 + γv2 − 1,
≤ u2 + 1
λ
v2 − 1
= 0.
Therefore one can see from the strong maximum principle to show that
p(x) < 0 for x ∈ R.
This completes the proof of Lemma 4.9.
Lemma 4.10. Suppose that (u, v) is any solution for (SP3-1). Let q(x) = u(x) +
γv(x)− λγ. Then the following estimates hold true.
(i) If λγ ≤ 1, then q(x) > 0 for any x ∈ R,
(ii) If λγ ≥ 1, then q(x) < 0 for any x ∈ R.
Proof. We give the proof only for the case λγ ≤ 1. The proof of the other case is
almost the same. If we add (4.8) with (4.9), then
q′′ − λq =
(
λ− 1
γ
)
u ≥ 0.
Taking x→ ±∞, then we have
lim
x→−∞
q(x) = 1− λγ ≥ 0,
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and
lim
x→+∞
q(x) = u2 + γv2 − λγ,
≥ u2 + 1
λ
v2 − 1
= 0.
Making use of the strong maximum principle, we deduce that
q(x) > 0 for x ∈ R.
Using Lemmas 4.9-4.10, one can prove Theorems 4.2 and 4.3.
Proof of Theorems 4.2 and 4.3. We ﬁrst prove Theorem 4.2 in case λγ ≤ 1. Ac-
cording to Lemma 4.9, we have
γv′′ = v − uv2
> v + (γv − 1)v2
= γv3 − v2 + v. (4.10)
Note that v′(x) ≥ 0 for any x ∈ R. If we multiply (4.10) by v′, then
γv′′v′ ≥ (γv3 − v2 + v)v′. (4.11)
Integrating (4.11) from −∞ to ∞, then we ﬁnd
3γv22 − 4v2 + 6 ≤ 0. (4.12)
Therefore if
γ >
4v2 − 6
3v22
,
then the left hand side of (4.12) is positive. It is a contradiction.
On the other hand, it follows from Lemma 4.10 that
γv′′ ≤ γv3 − λγv2 + v. (4.13)
Multiplying (4.13) by v′ and integrating on R, then
3γv22 − 4λγv2 + 6 ≥ 0. (4.14)
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Note that v2 satisﬁes
v22 − λv2 + λ = 0.
Since
γ >
6
λ(v2 + 3)
,
the left hand side of (4.14) is negative. This is a contradiction. Thus the proof is
complete for λγ ≤ 1. The proof of λγ ≥ 1 is almost the same, so we omit it.
4.2 Generalized stationary problem
This section is devoted to prove Theorem 4.6. We always assume that
λγ = d = 1, γ = γ1,
where γ1 is deﬁned by (4.5).
Let L be the linearized operator about ζ and denote its spectrum by σ(L): we
deﬁne for η = (u, v)t
Lη = −
(
uxx
vxx
)
+
(
ψα + 1
γ
αϕψα−1
− 1
γ
ψα −α
γ
ϕψα−1 + 1
γ
)(
u
v
)
.
It is well known that the following stability result holds true.
Theorem 4.11 ([19]). Assume σ(L) = {0} ∪ σ∗, where 0 is a simple eigenvalue
and Re σ∗ ≥ ν with some ν > 0. Then ζ is stable in the following sense: for any
small neighborhood U in CB(R) × CB(R) of ζ, there are constants κ > 0,M > 0
and ξ ∈ R such that, for any initial data in U , the corresponding solution z(x, t) of
(NSP3) satisﬁes:
‖z(·, t)− ζ(·+ ξ)‖∞ ≤M‖z(·, 0)− ζ(·)‖∞e−κt.
First we study the essential spectrum σe(L) of L.
Lemma 4.12. It holds that
σe(L) ⊂ {μ ∈ R |μ ≥ c},
where
c =
{
1
γ
α ≥ 2,
α(α−1)
2γ
1 < α < 2.
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Proof. In order to show Lemma 4.12, we will use Theorem A.2 in the monograph
of Henry [19, p140]. His result asserts
σe(L) ⊂ S+ ∪ S− for Lη = −ηxx + N(x)η,
where S± = {μ | det(τ2I + N± − μI) = 0 for some real τ, −∞ < τ < ∞} with
N(x)→ N± as x → ±∞.
We begin to determine S+. Since L is written as
Lη = −ηxx +
(
a(x) b(x)
c(x) d(x)
)
η,
we see that
a(x)→ a+, b(x)→ b+, c(x)→ c+, d(x)→ d+ as x→ +∞
with
a+ = v
α
+ +
1
γ
, b+ = αu+v
α−1
+ , c+ = −
1
γ
vα+, d+ = −
α
γ
u+v+ +
1
γ
.
Recall that μ ∈ S+ satisﬁes
det
{
τ 2
(
1 0
0 1
)
+
(
a+ b+
c+ d+
)
− μ
(
1 0
0 1
) }
= 0.
Hence
μ = τ 2 +
A±B
2
,
with
A = a+ + d+ =
2
γ
− α
γ
u+v
α−1
+ + v
α
+,
B =
√
(a+ − d+)2 + 4b+c+ =
∣∣∣∣vα+ − αγ u+vα−1+
∣∣∣∣,
u+ = 1− γv+ = 2
α(α− 1) ,
v+ =
(
α(α + 1)
2
)1/α−1
.
After some calculations, one can show
S+ =
{
{μ ∈ R |μ ≥ 1
γ
}, α ≥ 2,
{μ ∈ R |μ ≥ α(α−1)
2γ
}, 1 < α < 2.
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Similarly, we have
S− =
{
μ ∈ R |μ ≥ 1
γ
}
.
Therefore, the proof of Lemma 4.12 is complete.
Next, we consider isolated eigenvalues with ﬁnite multiplicity. We introduce a
new function p = u+ γv, then Lη = μη is equivalent to{
−p′′ + 1
γ
p = μp,
−v′′ − ϕα
γ
p + {(1 + α)ϕα − α
γ
ϕα−1 + 1
γ
}v = μv. (4.15)
Denote (4.15) by Lˆθ = μθ for θ = (p, v)t. Clearly μ is an eigenvlaue of L if and
only if μ is an eigenvalue of Lˆ. By the property of Lˆ, the eigenvalue μ must be real.
Furthermore, the following lemma holds true.
Lemma 4.13. μ = 0 is a simple eigenvalue.
Proof. The proof is almost the same as [17].
Lemma 4.14. There is no negative eigenvalue of L.
Proof. Suppose that μ is a negative eigenvalue of L. By (4.15), −p′′+( 1
γ
−μ)p = 0.
Since p is uniformly bounded, p must be identically zero. Therefore, there exists
v 	= 0 such that
Tv
def
= −v′′ + f ′(ψ)v = μv, (4.16)
where
f ′(ψ) = (1 + α)ψα − α
γ
ψα−1 +
1
γ
.
Note that ψ′ is the eigenfunction corresponding to zero eigenvalue, then
Tψ′ = 0. (4.17)
Now making use of (4.16) and (4.17), and integrating by parts, we see
μ
∫ r
−r
vψ′dx = g(r),
where
g(r) = −v′(r)ψ′(r) + v′(−r)ψ′(−r) + v(r)ψ′′(r)− v(−r)ψ′′(−r).
87
Since f ′(ψ(r)) → α(α−1)
2γ
as r →∞ and f ′(ψ(r)) → 1
γ
as r → −∞, v and ψ′ decays
exponentially to zero as r → ±∞. Therefore, it holds that
g(r)→ 0 as r → +∞.
Because μ is negative, we see ∫ ∞
−∞
vψ′dx = 0.
Since ψ′ is positive, v has at least one zero point. Recall that v decays exponentially
to zero as r → +∞; then we can assume that there exists x∗ ∈ R such that
v(x∗) = 0 and v > 0 in (x∗,∞).
Now v and ψ′ satisfy the following equations:
−v′′ + f ′(ψ)v = μv, (4.18)
−(ψ′)′′ + f ′(ψ)ψ′ = 0. (4.19)
Multiply (4.18)(resp. (4.19)) by ψ′(resp. v); then we get
−v′′ψ′ + (ψ′)′′v = μvψ′. (4.20)
Integrate (4.20) from x∗ to +∞. Integrating by parts and making use of v(x∗) = 0,
one can see
v′(x∗)ψ′(x∗) = μ
∫ +∞
x∗
vψ′dx.
Recall that v′(x∗) > 0, ψ′(x∗) > 0 and
∫ +∞
x∗ vψ
′dx > 0; then μ > 0. This is a
contradiction.
Making use of the above Lemmas 4.12-4.14, we can prove Theorem 4.6.
Proof of Theorem 4.6. To complete the proof of Theorem 4.6, it is suﬃcient to verify
the assumption of Theorem 4.11. Lemmas 4.13 and 4.14 show that there exists the
least positive isolated eigenvalue β with ﬁnite multiplicity. Spectrum of L consists
of essential spectrum and isolated eigenvalues with ﬁnite multiplicity. Therefore
combining with Lemma 4.12, we see
σ(L) = {0} ∪ σ∗ with Re σ∗ ≥ ν,
where
ν = min{c, β} > 0.
Thus the proof is complete.
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4.3 Traveling front Solution
In this section, we will discuss existence and stability of traveling wave solutions for
the original problem (P). First, we deﬁne the traveling wave as follows;
Deﬁnition 4.15. A traveling wave solution is a non-negative solution of (P) which
satisﬁes the following equation;
(u(x, t), v(x, t)) = (U(ξ), V (ξ)) with ξ = x− ct (c > 0),
where c is called a traveling wave speed.
By deﬁnition, every traveling wave solution (U(ξ), V (ξ)) satisﬁes the following
equations; {
U ′′ + cU ′ − UV α + λ(1− U) = 0, ξ ∈ R,
γV ′′ + cγ
d
V ′ + UV α − V = 0, ξ ∈ R. (4.21)
Here the prime is the derivative with respect to ξ. In this section, we always impose
the following boundary condition;
(U(−∞), V (−∞)) = (u+, v+) , (U(+∞), V (+∞)) = (1, 0), (4.22)
where (u+, v+) is deﬁned by (4.1) and (4.2).
Let λ, γ, and d satisfy the following relation;
λγ = 1, d = 1, 0 < γ < γ1, (4.23)
where γ1 is given by (4.5). Then we can obtain the following existence theorem.
Theorem 4.16. Suppose that λ, γ and d satisfy (4.23). Then there exists a unique
solution (U, V, c) = (ϕ, ψ, c∗) of (4.21) with (4.22) such that
ϕ′ > 0, ψ′ < 0, ϕ + γψ − 1 = 0.
Proof. For the case of (4.23), one can describe (4.21) as{
U ′′ + cU ′ − UV α + 1
γ
(1− U) = 0, ξ ∈ R,
γV ′′ + cγV ′ + UV α − V = 0, ξ ∈ R. (4.24)
Deﬁne a new function P = U + γV − 1. Then we see
P ′′ + cP ′ − 1
γ
P = 0.
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Because P is bounded in ξ ∈ R, we have
P (ξ) = 0 for ξ ∈ R.
Substituting U + γV − 1 = 0 into second equation of (4.24), then
V ′′ + cV ′ − 1
γ
V (1− V α−1 + γV α) = 0. (4.25)
Therefore it follows from the result of [3] that (4.25) has a unique pair of solution
and speed (V, c) = (ψ, c∗) which satisﬁes
(ψ(−∞), ψ(+∞)) = (v+, 0),
and
ψ′ < 0 in R.
Denote ϕ = 1− γψ, then
(ϕ(−∞), ϕ(+∞)) = (u+, 1),
and
ϕ′(ξ) > 0 for ξ ∈ R.
Thus the proof is complete.
Next, we will treat with stability for the traveling front solution given by Theorem
4.16. Then we have the following theorem.
Theorem 4.17. The traveling wave solution ζ := (ϕ, ψ) given by Theorem 4.16
is linearly stable. That is, for any small neighborhood U ⊂ CB(R) × CB(R) of
ζ, there exist positive constants κ and M such that the global solution z(x, t) =
(u(x, t), v(x, t)) of (NSP3) for any initial data in U satisﬁes the following inequality;
‖z(·, t)− ζ(·+ ξ)‖∞ ≤M‖z(·, 0)− ζ(·)‖∞e−κt.
As in the proof of Theorem 4.6, it suﬃces to study the following linearized
spectrum problem;{ −u′′ − cu′ + (ψα + 1
γ
)u + (αϕψα−1)v = μu,
−v′′ − cv′ − 1
γ
ψαu + 1
γ
(1− αϕψα−1)v = μv. (4.26)
Here ϕ and ψ is the traveling wave solution given in Theorem 4.16. And we denote
the speed by c := c∗.
Spectrum consists of essential spectrum and isolated eigenvalue with ﬁnite mul-
tiplicity. First, we will determine the essential spectrum for (4.26).
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Lemma 4.18. Let σe be the essential spectrum of (4.26). Then the following rela-
tion holds true;
σe ⊂
{
a + bi ∈ C : a ≥ b
2
c2
+ vα+ +
1− α
γ
}
.
Proof. Deﬁne
D =
(
1 0
0 1
)
, M =
( −c 0
0 −c
)
and
N(ξ) =
(
ψα + 1
γ
αϕψα−1
− 1
γ
ψα −α
γ
ϕψα−1 + 1
γ
)
, w =
(
u
v
)
.
Then (4.26) can be rewritten as
−Dw′′ + Mw′ + N(ξ)w = μw.
Observe that
N+ := lim
ξ→+∞
N(ξ) =
(
vα+ +
1
γ
α
− 1
γ
vα+
1
γ
(1− α)
)
, N− := lim
ξ→−∞
N(ξ) =
( 1
γ
0
0 1
γ
)
.
Then we deﬁne S± as follows;
S± = {μ | det(τ2D + iτM + N± − μI) = 0 for some real τ, −∞ < τ <∞}.
After some computation, we see that
S+ =
{
a + bi ∈ C | a = b
2
c2
+
1
γ
}
, (4.27)
and
S− =
{
a + bi ∈ C | a = b
2
c2
+
1
γ
or a =
b2
c2
+ vα+ +
1− α
γ
}
.
Since
1
γ
> vα+ +
1− α
γ
,
then
S− ⊂
{
a + bi ∈ C : a ≥ b
2
c2
+ vα+ +
1− α
γ
}
. (4.28)
It follows from the result of [19] that
σe(L) ⊂ S+ ∪ S−. (4.29)
Thus the conclusion follows from (4.27)-(4.29).
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Next, we will study the isolated eigenvalues with ﬁnite multiplicities.
Lemma 4.19. If μ satisﬁes
Reμ < vα+ +
1− α
γ
,
then the eigenvalues of (4.26) must be real.
Proof. Put q = u+ γv. According to (4.26), we have
q′′ + cq′ +
(
μ− 1
γ
)
q = 0. (4.30)
The characterized equation is equivalent to
ρ2 + cρ + μ− 1
γ
= 0. (4.31)
Deﬁne ρ = a + bi and μ = r + si
(
r < 1
γ
, s 	= 0
)
. Then (4.31) can be expressed as
a2 + ac + r − b2 − 1
γ
+ (2ab + bc + s)i = 0.
Hence it follows that
a2 + ac + r − b2 − 1
γ
= 0, (4.32)
2ab + bc+ s = 0. (4.33)
We see from (4.33) that (2a + c)b = −s. Assume that 2a + c = 0. Then, owing to
(4.32), we ﬁnd
a2 + b2 +
1
γ
− r = 0.
This is a contradiction because r < 1
γ
.
Substitute b = − s
2a+c
into (4.32), then
a2 + ac + r − 1
γ
=
s2
(2a + c)2
. (4.34)
After some computation, we see that (4.34) has exactly one negative and one positive
solution. Let a+ and a− (a− < 0 < a+) be the solutions of (4.34). If we denote
b± = − s
2a± + c
,
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then the solution of (4.30) can be represented as
q = Ae(a++b+i)ξ + Be(a−+b−i)ξ (A,B : constant).
Since q is bounded for ξ → ±∞, we ﬁnd A = B = 0. Therefore,
q(ξ) = 0 for ξ ∈ R.
Inserting u = −γv into the second equation of (4.26), then
−v′′ − cv′ + f(ψ)v = μv,
where
f(ψ) = (1 + α)ψα − α
γ
ψα−1 +
1
γ
.
If we introduce a new function y = e
c
2
ξv, then
−y′′ +
(
c2
4
+ f(ψ)
)
y = μy. (4.35)
Note that f(ψ(ξ)) → vα+ + 1−αγ provided ξ → +∞, and f(ψ(ξ)) → 1γ provided
ξ → −∞. Since Reμ < vα++ 1−αγ = min
{
1
γ
, vα+ +
1−α
γ
}
, then |y| decay exponentially
to zero as ξ → ±∞. If we multiply (4.35) by y and integrate from −∞ to +∞, then∫ ∞
−∞
|y′|2dξ +
(
c2
4
+ f(ψ)
)∫ +∞
−∞
|y|2dξ = μ
∫ +∞
−∞
|y|2dξ.
Consequently, μ must be real number, as required.
Lemma 4.20. 0 is a simple eigenvalue for L.
Proof. We use a Wronskian argument for the proof. Recall that (u, v) = (ϕ′, ψ′) is
the eigenfunction of the eigenvalue μ = 0. If we denote ψ′ = vˆ, then
−vˆ′′ − cvˆ′ + f(ψ)vˆ = 0.
Deﬁne h1 := e
c
2
ξvˆ. Then we see
−h′′1 +
(
c2
4
+ f(ψ)
)
h1 = 0. (4.36)
Let (u˜, v˜) be another eigenfunction for μ = 0 and deﬁne h2 = e
c
2
ξv˜. Then it follows
that
−h′′2 +
(
c2
4
+ f(ψ)
)
h2 = 0. (4.37)
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Here we consider the Wronskian W (h1, h2) = h
′
1h2 − h1h′2. According to (4.36) and
(4.37), we have
W ′ = h′′1h2 − h1h′′2 = 0.
Observe that h1 and h2 exponentially decay to zero in case ξ → +∞. Then we
deduce that
W (ξ) = 0 for ξ ∈ R.
Thus the proof is complete.
Lemma 4.21. There is no negative real eigenvalue of L.
Proof. We use a contradiction argument. Assume that μ is a negative real eigen-
value of L. Then there exists v 	= 0 such that −v′′− cv′+ f(ψ)v = μv. If we denote
j = e
c
2
ξv, then
Tj
def
= −j′′ +
(
c2
4
+ f(ψ)
)
j = μj. (4.38)
Recall that ψ′ is an eigenfunction to zero-eigenvalue. Putting k := e
c
2
ξψ′, then we
have
Tk = 0. (4.39)
It follows from (4.38) and (4.39) that
μ
∫ l
−l
jkdx = g(l),
where
g(l) = −j′(l)k(l) + j′(−l)k(−l) + j(l)k′(l)− j(−l)k′(−l).
Note that j and k exponentially decay to zero when l → ±∞. Hence we have
g(l)→ 0 as l → +∞.
Since μ is negative, we see ∫ ∞
−∞
jkdx = 0.
Because k is a positive function, j has at least one zero point. Observe that j
exponentially decay to zero if l → +∞. Then there exists x∗ ∈ R such that
j(x∗) = 0 and j > 0 in (x∗,∞).
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Now, j and k satisfy the following equations;
−j′′ + f(ψ)j = μj, (4.40)
−k′′ + f(ψ)k = 0. (4.41)
If we multiply (4.40)(resp.(4.41)) by j(resp.k), then we see
−j′′k + k′′j = μjk. (4.42)
Integrating (4.42) from x∗ to +∞, it follows that
j′(x∗)k(x∗) = μ
∫ +∞
x∗
jkdx.
Since j′(x∗) > 0, k(x∗) > 0 and
∫ +∞
x∗ jkdx > 0, then μ > 0. This is a contradiction.
Thus the proof of Lemma 4.21 is complete.
Using Lemmas 4.18-4.21, we can prove Theorem 4.17
Proof of Theorem 4.17. We see from Lemmas 4.19-4.21 that the eigenvalue with the
least real part must be zero eigenvalue and the second eigenvalue (if exists) must
have positive real part. If we deﬁne the second eigenvalue by β, then it follows from
Lemma 4.18 that
σ(L) = {0} ∪ σ∗ with Re σ∗ ≥ ν,
where
ν = min
{
vα+ +
1− α
γ
,Re β
}
> 0.
Because zero is a simple eigenvalue for L, then one can verify the assumption of
Theorem 4.11. Thus the proof is complete.
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