The goal of collaborative filtering is to make recommendations for a test user by utilizing the rating information of users who share interests similar to the test user. Because ratings are determined not only by user interests but also the rating habits of users, it is important to normalize ratings of different users to the same scale. In this paper, we compare two different normalization strategies for user ratings, namely the Gaussian normalization method and the decoupling normalization method. Particularly, we incorporated these two rating normalization methods into two collaborative filtering algorithms, and evaluated their effectiveness on the EachMovie dataset. The experiment results have shown that the decoupling method for rating normalization is more effective than the Gaussian normalization method in improving the performance of collaborative filtering algorithms.
INTRODUCTION
The task of collaborative filtering is to predict the utilities of items for a particular user based on the rating information for the same set of items given by many other users. In general, methods for collaborative filtering can be categorized into two classes: memory-based algorithms and model-based algorithms [1] . Memory-based algorithms predicate the rating for a test user on an item by averaging the ratings of the training users who share the similar interests as the test user. This category includes the Pearson-correlation coefficient approach [2] and the vector space similarity approach [1] . Model-based approaches group different training users into a small number of classes based on their rating patterns. The rating of a test user on a particular item is predicated as the rating of the user class that the test user fits in best. Algorithms such as the aspect model [3] and the flexible mixture model [4] belong to the category.
One common problem with many collaborative filtering models is that different users adopt different criteria in determining the ratings of items. As a result, users with similar interests can still assign different ratings for the same item. For example, some users are more "tolerant" and therefore their ratings of items tend to be higher than other users even though they may share very similar tastes of the items. In an early study of collaborative filtering by Resnick et al., this problem is addressed through a normalization method that essentially normalizes the ratings of individual users to Gaussian distributions [2] . This Gaussian normalization method has been successfully applied to not only the memory-based algorithms but also the model-based algorithm for collaborative filtering. In the recent paper [5], a different rating normalization method is proposed which converts the rating of an item into likelihood for the item to be favored by the user. The conversion is computed based on the rating distribution of each individual user. Although there is positive evidence for both normalization methods for collaborative filtering, there have not been any studies on the comparison of these two methods. In this paper, the two normalization methods are compared for the same set of collaborative filtering algorithms and under the same configurations.
Related Work
Two methods for normalizing ratings are introduced here: the Gaussian normalization method and the decoupling normalization method.
Gaussian normalization method.
This method is first proposed in [2] . It considers two factors that can lead to the rating variance among users with similar interests. 1) Shift of average ratings. This problem is related to the fact that some users are more "tolerant" and tend to give higher ratings than others. As a result, the average ratings for those "tolerant" users are usually higher than the rigorous users. This factor can be accounted by subtracting ratings of each user from the average rating of the user.
2) Different rating scales. This problem is related to the fact that "conservative" users tend to assign items to a narrow range of rating categories whereas "liberal" users tend to assign items to a wide range of rating categories. To account for this factor, the ratings of each user are divided by the variance in his ratings.
Combining the above two ideas, for each user, the normalized 
where ( ) y R x stands for the rating for item x by user y, and y R stands for the average rating for user y. Since this normalization method essentially normalizes the rating distribution of a user to a Gaussian distribution, we refer to it as the "Gaussian normalization method". Decoupling normalization method. The approach converts the rating of an item by a user into a probability for the item to be favored by the user. The probabilistic measurement is determined based on the following two assumptions: 1) When a large portion of items are rated by a user as no more than category r, items in the rating category r are likely to be favored by the user.
2) When more items are rated as category r, it becomes less likely for the user to favor items in the category r. Based on the above two assumptions, a special formula, named halfway accumulative distribution, was proposed in [5] to convert the rating of an item into a probability that measures how likely the item will be favored by the user. The formal expression is:
where p y (Rating≤ r) stands for the percentage of items that are rated no more than category r, and p y (Rating=r) stands for the percentage of items that are rated as r. For later reference, we call this method "decoupling normalization method".
Experiment
To examine the effectiveness of the two methods for normalizing ratings, we will incorporate them into different collaborative filtering algorithms. More specifically, we first apply the two methods to normalize user ratings and the normalized ratings are then used as the inputs to the collaborative filtering algorithm. Two collaborative filtering algorithms are selected for this experiment, which are representatives of the memory-based approaches and the model-based approaches, respectively. . We choose the size of training database to be 200 and 400, and the number of rated items by test users to be 5, 10 and 20. In all cases, the rest of the users are used for testing. Mean Absolute Error (MAE) [1] is used for evaluation. The results for the two collaborative filtering algorithms using different normalization methods are listed in Table 1 and 2, respectively. Compared to the Gaussian normalization method, the decoupling normalization method achieves substantially larger improvement over the baseline model in which no normalization method is used. The advantage of decoupling normalization method against the Gaussian method is more noticeable for the memory-based approach than the model-based approach. This phenomenon can be attributed to the reason that the flexible mixture model (FMM) clusters users according to their rating patterns. By averaging the ratings of different users among the same cluster, the variance in ratings is actually reduced. As a result, the normalization methods are less effective with the model-based approaches for collaborative filtering than the memory-based approaches.
Conclusion
In this paper, we compared the Gaussian normalization method and the decoupling normalization method for collaborative filtering. Experiments with two collaborative filtering methods have shown that the decoupling normalization method is more effective in improving predication accuracy for collaborative filtering than the Gaussian normalization method. 
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