Most statistical methods that adjust analyses for measurement error assume that the target exposure T is a fixed quantity for each individual. However, in many applications, the value of T for an individual varies with time. We develop a model that accounts for such variation, describing the model within the framework of a meta-analysis of validation studies of dietary self-report instruments, where the reference instruments are biomarkers. We demonstrate that in this application, the estimates of the attenuation factor and correlation with true intake, key parameters quantifying the accuracy of the self-report instrument, are sometimes substantially modified under the time-varying exposure model compared with estimates obtained under a traditional fixed-exposure model. We conclude that accounting for the time element in measurement error problems is potentially important. Copyright
Introduction
There is now an extensive literature on statistical methods for dealing with measurement error in a target measure (denoted T). Most of the methods assume that T is a fixed quantity for each individual and model the relationship between an error-prone measurement (denoted W) and T [1] . However, in many applications, T really varies with time.
In these circumstances, statisticians usually re-define T as the long-term average and treat the variation over time as part of the measurement error. Correlation over time between repeated values is either ignored or sometimes modeled as correlation between error terms. When the number of repeat measurements is limited, the correlation is most commonly ignored. Potentially important information is thereby lost.
Rosner et al. [2] did explicitly model data from a nutritional cohort study with two sets of measurements taken 4 years apart and allowed the target measure (usual intake of vitamin C) to differ at the two time points. Keogh et al. [3] also modeled true intake that varies with time. However, neither work distinguishes between shorter-term and longer-term instruments, nor attempts to estimate the relationship between a dietary report and the longer-term average intake.
In this paper, we model a target measure T that can change from one short-term period to the next over a limited number of periods. We aim to estimate the relationship between dietary self-reports of different types and longer-term true average intake. We describe the model within a meta-analysis framework, for R, Q, and M form a multi-part measurement error model, commonly used in nutrition applications. The same model is used for energy, protein, and protein density, but the modeling is performed separately for each. All dietary variables are modeled on the logarithmic scale, including the unobserved true intake, as follows.
(a) Biomarker
Denote the kth repeat biomarker assessment in the jth sub-period (j=1,…,10) on the ith individual of study h (h=1,..,5) by M hijk . Then M hijk = T hijk + δ hijk (1) where T hijk is true intake on the day of the marker assessment and δ hijk is random error independent of T. Correlation between repeat biomarker values is thus assumed to occur through the correlation between true intakes at those times, and biomarker measurements are assumed to have classical measurement error.
(b) 24-hour recall
For the same (h,i,j,k), denote the 24HR assessment by R hijk . Then
where T hijk is true intake on the day corresponding to the 24HR assessment, Z Rhijk is a vector of explanatory variables, u Rhi is a random error term representing subject-specific bias [7] , and ε Rhijk is independent random error not correlated over time. The correlation between repeat 24HRs thus occurs through the correlation between true intakes at those times and through the subject-specific bias. The covariates Z R are included for estimating calibration equations, but are omitted for estimating attenuation factors and correlations with truth, since traditionally these measures of an instrument's quality are reported without covariate adjustment. Covariates Z R have subscripts j and k and may vary with time, but in our application, they do not.
(c) Food frequency questionnaire
Denote the single FFQ assessment of individual i in study h by Q hi . Then Q hi = β Q0h + β Q1h T hi + β t Q2h Z Qhi + u Qhi + ε Qhi (3) where T hi is the average true intake over the sub-period of the FFQ administration and the three previous sub-periods, the assumed target of the FFQ. Covariates Z Q may differ from Z R , but in our application, they are the same; u Qhi and ε Qhi are random error terms representing subject-specific bias and independent random error, respectively. Model (3) is not completely identifiable when each individual has only a single FFQ, because the variances of u Qhi and ε Qhi cannot be estimated separately; however, the variance of their sum can be estimated. In models (1)-(3), the error terms (δ, ε) and the subject-specific biases (u) are assumed to be mutually independent, except for u Rhi and u Qhi . The correlation between u Rhi and u Qhi and the variances of u Qhi , ε Qhi , u Rhi , and ε Rhijk may differ by study. In our application, the variance of δ hijk is assumed constant, because insufficient replications of DLW biomarker measurements prevented study-specific estimation.
(d) True intake
Denote true average intake in sub-period j by T hij . The distribution of T hij , conditional on covariates Z Thij , has first and second moments:
Furthermore, for a single day's intake within a sub-period j:
where var(ϕ hijk ) = ω ϕ 2 Thj and ϕ hijk are independent of each other and of T hij and Z Thij . The covariates Z T may differ from Z R or Z Q , but in our application, they are the same. The mean and variance of T may vary with time (i.e., with subscript j), but in our application do not; we write (1)), compound symmetry, or degenerate (all 1s), whichever provides the best fit to the model as judged by the Akaike Information Criterion (AIC). The degenerate structure option, together with setting ω ϕ = 0, corresponds to the fixed-intake model, and we use it to compare estimates under this model with estimates under a time-varying intake model. Under model (4), the correlation between true intakes on different days in the same sub-period is 1/(1+ ω ϕ ) and between true intakes on days in periods j and j' is ρ jj ′ ∕(1+ω ϕ ). Also, 24HRs and biomarkers measuring the same day's intake have covariance (conditional on covariates Z) β R1h 2 Th (1+ω ϕ ), compared = ratio of subject-specific variance to "true signal" variance in 24HR. σ 
Estimating attenuation factor λ and correlation with truth ρ WT
The target exposure is defined as average true intake over 12 months. However, the timing of these 12 months differs according to self-report instrument. A 24HR reports current intake, so the target exposure is
the average intake during and surrounding sub-period j. An FFQ reports past intake, so the target is
the average intake during and before sub-period j. These definitions impact the estimation of attenuation factors and correlations with true intake, as indicated in the succeeding text. Other definitions of the target exposure may be used, each resulting in a different estimate of attenuation and correlation.
(a) 24-hour recall
The attenuation factor, λ Rh , for a single 24HR in study h is cov(R hijk ,T hi )/var(R hijk ), with T hi defined in (5) . From model (2) without covariates Z and model (4),
) . Similarly, for the correlation with true average intake,
2 Th
To compute these quantities for the mean of m 24HRs (m > 1), 2 εRh in the aforementioned equations is replaced by 2 εRh ∕m.
(b) Food Frequency Questionnaire
The attenuation factor for an FFQ, λ Qh , may be computed from model (3) without covariates and T hi defined in (6) as follows:
, and the correlation with truth, ρ Qh , as follows:
They were estimated under the time-varying intake model or the fixed-intake model by substituting the maximum likelihood estimates of the parameters into the aforementioned equations. Variances of the estimates were obtained using the nonparametric bootstrap. Overall attenuation factors and correlations were calculated by taking weighted averages of the estimates across the five studies, with weights inversely proportional to the estimates' variances.
Estimating the model parameters
Parameters were estimated using maximum likelihood (conditional likelihood given fixed covariates Z), assuming that Q hi , R hijk , and M hijk have a conditional multivariate normal distribution given Z hi (we drop the subscript Q, R, or T assuming the three sets of covariates coincide). The conditional means, variances and covariances of Q hi , R hijk , and M hijk , given Z hi , are provided in Appendix A. Actually, if the first and second moments are correctly specified, all parameters are consistently estimated, even if the normality assumption fails. The use of the nonparametric bootstrap for inference also provides robustness to nonnormality. Estimation was performed using a custom-built program written in sas [8] .
Model fit was investigated in two ways. First, AIC was used to choose the most appropriate correlation structure for true intake and to distinguish between models. Second, empirical correlations between biomarker values obtained in different sub-periods were compared with those predicted from the model (Appendix B).
Calibration Equations
Calibration equations predict the target average intake, T hi . In a fixed-intake model, they are most naturally obtained by regressing the mean biomarker value on the reported intake and covariates Z. However, when intake varies with time, one needs to fit models (1)-(4), estimate the parameters and then derive the equations. Some technical details of the derivation for the FFQ follow.
The conditional expectation of target average intake given Q is
where
Formula (7) can be used to calculate the calibration equation for any single study h. If an overall calibration equation is required for use in new studies employing a similar FFQ in a similar population to the ones used in the five studies, then one may use in place of λ Qh and γ T0h their weighted averages over the five studies, and the estimate of γ T1 from a model that sets γ t T1h equal for all studies, after testing for between-study heterogeneity. The only quantity in (7) that would remain to be determined is E(Q hi |Z hi ), which could be estimated from the new study, because both Q and Z are observed.
A simple example
Consider the case where there is only one study (h=1), two sub-periods (j=1,2), and each individual (i=1,..,n) has two 24HRs, one in each period, and two markers that are performed in the first period, one on the same day as the 24HR. We show in Appendix C that under both the time-varying intake model and the fixed-intake model the maximum likelihood estimators of the attenuation and correlation with truth for a single 24HR can be obtained from explicit functions of the second moments, whenever those estimates fall within the parameter space, and that the estimates of attenuation and correlation with truth for the 24HR can then be estimated under each model.
To demonstrate the potential bias in the estimate based on the fixed-intake model, we present the relative bias, based on its asymptotic expectation (see Appendix C for the expression) and on simulations of finite sample estimates with parameters taking the following values: Results are shown in Table I . Biases can be appreciable depending on the values of ρ 12 and ω ϕ . In general, there are two sources of the bias. The first is that Cov(R i. ,M i1. ) overestimates the covariance between the self-report and true usual intake, because of the first self-report and marker being performed on the same day. The second is that Cov(M i11 , M i12 ) overestimates the variance of true usual (average) intake, because of both markers being performed in the same sub-period. The attenuation factorλ RF is overestimated if ω ϕ > 0. The correlation with true usual intakeρ RF may be overestimated or underestimated depending on the values of ω ϕ (ω ϕ > 0) and ρ 12 (0 < ρ 12 < 1).
Application to Validation Studies Pooling Project

Model fit and parameter estimates
We present results of applying our method to intakes of protein and protein density for men and women separately. Models (1)- (4) were first fitted without covariates Z. The correlation structure that led to the lowest AIC was compound symmetry for men and AR(1) for women. The fixed-intake model (ρ j,j ′ = 1, ω ϕ = 0) was also fit. Table II compares estimates of parameters related to random effects from the two models.
The time-varying intake model provided a better fit than the fixed-intake model, as seen from the differences in AIC between the two models. The estimate of biomarker within-person variance was considerably smaller under the time-varying model compared with the fixed-intake model, because under the former model, this variance is estimated only from biomarker values repeated within the same subperiod. Estimated correlations between average intakes in different sub-periods were quite high, except for protein density among women more than 6 months apart.
Table III displays estimates of the regression coefficients under the same two models. The estimated coefficients of the 24HR variable were mostly smaller under the time-varying model than under the fixed-intake model, especially for women reporting protein density. However, this trend was not seen with coefficients of the FFQ. Table III also shows ratios of error components of variance to the 'signal' component in self-reported intake. The larger are these ratios, the smaller will be the attenuation factors and correlations with truth. In most cases, the ratios for the 24HR increased when changing from the fixed-intake to the time-varying intake model, whereas for the FFQ, the ratios decreased. The increases were particularly large for women reporting protein density on a 24HR and were governed largely by the corresponding decrease in the regression coefficients.
Attenuation factors and correlations with truth
Tables IV-VII compare estimated attenuation factors and correlations with truth for the time-varying and fixed-intake models for protein and protein density intakes in men and women. The same trends are seen in each table. Under the time-varying model, FFQ estimates were slightly larger and 24HR estimates were smaller. For protein intake (Tables IV and V) , despite this trend, under both models, a single 24HR had slightly higher estimated attenuation factors and correlations than an FFQ, and the mean of four 24HRs had markedly higher estimates than an FFQ. However, for protein density (Tables VI  and VII) , the fixed-intake model gave estimates for the mean of four 24HRs that were higher than that for an FFQ, while the time-varying intake model gave estimates that were comparable for the two instruments.
Calibration equations
Models (1)- (4) with covariates Z were fitted with the restriction that γ t T1h
did not differ across studies. Table VIII displays an example of the results, with estimates of γ T1 , λ Qh for each study, and the weighted average of γ T0h , for FFQ-reported intakes of protein and protein density for women. Values of λ Qh appeared quite homogeneous across studies, lending support to using the weighted average value in new studies. Also, estimates of λ Qh were similar to those obtained without covariates Z in the model (compare with Tables V and VII) . Age, race, and body mass index strongly predicted protein intake, but only age and race strongly predicted protein density. Tests for between-study heterogeneity of γ the results support using these calibration equations for new studies with a similar FFQ and population to those in the VSPP.
Discussion
We have described a measurement error model for dietary intake that accounts for the timing of biomarker measurements in relation to self-report instruments, for the target measure of each instrument, and for the time between repeat biomarker measurements. Application to dietary validation study data showed some substantial changes in the estimates of attenuation and correlation with truth for self-report instruments. Estimates of attenuation factors and correlations with truth were slightly increased for FFQs and decreased for 24HRs.
Our method required subdividing the time into sub-periods of 90 days. The length of the sub-period should be chosen with care and should be short enough to capture the variation in dietary intakes, but not so short that measurements within a sub-period are very sparse. Ultimately, the choice depends on the study design and the available data. Alternatively, one could try to model the true intake in continuous time. Such an approach may improve our parameterization in which correlations between intakes change abruptly at discrete times. However, a continuous model would require specifying weekly cyclical variations in diet, which we preferred to avoid.
Preis et al. [9] have reported investigating the influence of timing of repeat biomarkers on estimates of attenuation factor and correlation with truth. Using data from two of the five VSPP studies (Observing Protein and Energy Nutrition (OPEN) and Automated Multiple-pass Method (AMPM)), they adopted a fixed-intake model and applied estimates of within-person biomarker variance found in the AMPM study to that of the OPEN study. They reported that the time between repeat biomarkers impacted materially on estimated correlations, tending to decrease them when based on biomarker repeats close in time and increase them when based on repeats spaced further apart, although this was disputed by Dodd et al. [10] . Our results in Tables IV-VII that were overestimated by the fixed-intake model. This overestimation seemed particularly strong in study 3 (the AMPM Validation Study). In this study, two of the 24HRs coincided with the day of the biomarker determination, and also the time between repeat biomarkers was 10-23 months, the longest period between repeats of the five studies. Both aspects, proximity of 24HR to biomarker determination and extended time between repeat biomarker measurements, tend to spuriously increase the fixed-intake model estimates of attenuation and correlation with truth in a fixed-intake model and receive proper treatment only in a time-varying model.
Choosing which covariates to include in a calibration equation is complex. A covariate appearing in the health outcome model should also be included in the calibration model, unless it is uncorrelated with both true intake and dietary measurement error [1] . However, there is a debate regarding whether covariates in the calibration equation should be included in the health outcome model. If the covariate included in the calibration model is known to be independent of health outcome conditional on other covariates in the health outcome model, then it can be safely omitted from the health outcome model, but otherwise not [11] . Further research is needed to establish valid modeling principles in other settings. Body mass index is particularly problematic because, while it is an important predictor of intakes such as energy, protein, and sodium, it is unclear whether it is a confounder (that should be included in the disease model) or a mediator, which requires special methods [12] , [13] . Zheng et al. [14] provide further discussion. Our aim here is simply to show how to use the time-varying intake model for estimating calibration equations.
This work has several implications for the design of dietary validation studies. The timing of biomarker measurements relative to the administration of the self-report instruments needs more attention. The period of the targeted long-term average intake must be defined and may be considerably longer than the usual 6-9 months. Having decided on a relevant period, the biomarker measurements and short-term self-reports (such as 24HRs) should be spread out over that period, and the FFQ administered towards the end, so as to compare it with past diet measured by biomarkers.
Because correlations with truth for multiple 24HRs appear to be somewhat lower than previously estimated, there is a need to study the combination of multiple 24HRs with FFQs to achieve higher correlations. Such combination has recently been proposed by Carroll et al. [15] .
Allowing for variation in time of a target measure could be important in other areas of epidemiology and medicine that involve quantities measured with error. These include studies of association of physical activity with health outcomes, longitudinal studies of serum cholesterol and other biological precursors of heart disease, and interventions to affect behavioral outcome variables such as exposure to second-hand smoke. The work described in this paper, together with Rosner et al. [2] and Keogh et al. [3] , represents a more general move to acknowledge the role of time in the study of measurement error and its effects.
Appendix A
Conditional means, variances and covariances of Q, R, and M, given Z, and identifiabilty of parameters
Using the same notation as in Section 3 of the main text, the conditional means, variances, and covariances of Q hi , R hijk , and M hijk , given Z hi , are as follows: 
where ρ jj ′ = 1 if j = j', I[c] is the indicator function and D Rhijk and D Mhij ′ k ′ are the days (time units) for which R hijk and M hij ′ k ′ measure intake, respectively. Whether or not the parameters are identifiable depends on the data available and on the parameterization of the correlation matrix {ρ jj ′ }. If we have repeat biomarker data, M, in all combinations of periods j and j', then we can estimate the ρ jj ′ individually. If the repeats are restricted to certain combinations of j and j', then we may still be able to estimate all ρ jj ′ if the structure of the correlation matrix is suitably parsimonious, for example, autoregressive of order 1. The term ω ϕ can be estimated if we have recalls R and biomarkers M that are measured on the same day, and other combinations of R and M that are measured in the same period j, but not on the same day.
Appendix B
Comparison of model-based estimates with empirical estimates of correlations between repeat biomarkers
One way of checking the goodness of fit of models (1)- (4) is to compare the empirical correlations between repeated biomarker measurements and their model-based estimates.
Because there were a limited number of repeat biomarker measurements, and they were not performed in all the possible combinations of periods j and j' (j, j' = 1,….,10), we consider the pairwise correlations as a function of the time difference, |j-j'|.
As in the modeling, we assumed that these pairwise correlations did not differ across studies. Accordingly, the empirical correlations were calculated for each study and then combined in a weighted average. Times between repeats differed across studies, so one study would contribute information on |j-j'|=0, Copyright others would contribute to |j-j'|=1, 2, or 3, and yet another study only to |j-j'|=3 up to 7. The model-based correlations were calculated according to the following formula:
T is the mean of the estimateŝ2 Th across studies.
As an example of the results, we present in Table A1 the comparisons for protein density, for men and women separately. It can be seen that the data are rather sparse except for |j-j'|=0 for men and |j-j'|=0 up to 2 for women. The model-based correlations for |j-j'|=0 agree very well with the empirical estimates. For other time differences, the model-based estimates fall within the 95% confidence intervals of the empirical estimates, except for |j-j'|=4 for women, where the empirical estimate seems to be a rogue value, larger even than the correlation for |j-j'|=0. Thus, overall, the model appears to provide a reasonable fit to the data based on the comparison of empirical with model-based estimates of correlation. A similar picture was obtained when absolute protein intake was considered.
Appendix C
A simple example
The equations for the conditional means and variances that are provided in Appendix 1 simplify to the following in the simple example presented in the Section 4 of the main text entitled "A simple example". In that example, there is only one study (h=1), 2 sub-periods ( j=1,2), no covariates Z, no FFQ, and each individual has two 24HRs, one in sub-period 1 and one in sub-period 2, and two markers, both in the first sub-period, with one on the same day as the first 24HR. Since there is only one study, the subscript h is suppressed throughout; and since there are no repeat 24HRs within the same sub-period, the subscript k is suppressed for R. 
