A modular strategy for scheduling iterative computations is proposed. Iterative computations are represented using cyclic task graphs that are transformed into acyclic task graphs. These acyclic task graphs are subsequently scheduled using one of the many well known and high quality static scheduling strategies from the literature. Graph unfolding is not employed and the generated schedules therefore require less memory than schedules generated through graph unfolding. Further, the number of iterations does not need to be known at compile time. The paper experimentally quantifies how the task transformation affects the make span of the schedules and the effectiveness of the approach is compared to other methods including a graph unfolding strategy. A new more intuitive graph unfolding formulation is also presented.
MULTIPROCESSOR SCHEDULING
Static multiprocessor scheduling techniques have matured over the last decades and many powerful scheduling strategies have emerged. The problem entails assigning a set of precedence constrained tasks onto a set of interconnected processor elements such that the make span, or the total task computation time, is minimised. Scheduling problems are generally NP hard. The CP/MISF -critical path/most immediate successor first heuristic proposed by Kasahara and Narita (1985) is an example of a simple and powerful one pass approach, but also more advanced strategies have been proposed (Kwok and Ahmad, 1996) . These and many other proposed strategies are built around the notion of the critical path of a graph (Kohler, 1975) , which serves as a theoretical lower bound. Several improvements based on these and similar methods have been proposed, where the scheduling heuristics are combined with stochastic search techniques -in particular evolutionary computing. One simple and powerful hybrid strategy was proposed by Ahmad and Dhodhi (1996) . Their strategy combined CP/MISF with a simple genetic algorithm. Small improvements have subsequently been achieved by introducing problem specific genetic operators (Correa et al., 1999) . Recently, static multiprocessor scheduling research has shifted towards scheduling for partially connected processor networks and attempts at minimising the dominating communication delays present in real world systems by the means of duplication based scheduling (Manoharan, 2001) . Another avenue of research addresses static scheduling for target architectures with processor and network contention (Sinnen and Sousa, 2003) ) -characteristics that are common in modern multiprocessor and distributed systems.
Scheduling of iterative computations
An overwhelming majority of the work in the scheduling literature addresses directed acyclic task graphs (DAG), and only a few studies have been conducted in the scheduling of cyclic task graphs (Hanen and Munier, 1994; Reiter, 1968; Weinblatt, 1972) -also known as iterative computations. Most work on scheduling iterative computations has been conducted in the realms of instruction level parallelism (Knijnenburg et al., 2003) under the banner of software pipelining (Allan et al., 1995; Lam, 1988) , and in real time systems (Shukla and Agrawal, 1994) (the retiming of the single dataflow graph paradigm (Calland et al., 1998; Chao and Sha, 1997; Jeng and Chen, 1992; Lucke and Parhi, 1993; Parhi and Messerschmitt, 1991; Piriyakumar et al., 1999; Tongsima et al., 2000; Wang and Hu, 1994; Wang and Parhi, 1995) , but related problems also occur in other areas such as chemical process engineering and computer systems management (Sandnes, 2003) .
From a parallel processing perspective, Yang and Fu studied the scheduling of cyclic task graphs by graph unfolding, i.e., generating a large acyclic task graph from the cyclic task graph, where the unfolded task graph represents multiple cycles (Yang and Fu, 1997) . A problem with graph unfolding is that the space required to contain the schedule grows in unison with the unfolding factor. Additionally, the number of iterations generally needs to be known at compile time.
In an attempt to avoid graph unfolding, Sandnes and Megson combined a simple task selection heuristic with CP/MISF and a genetic algorithm to select tasks from one of two cycles (Sandnes and Megson, 1998) . Although the memory requirements for this strategy are minimal, the algorithm requires unfolded graphs as input with an unfolding factor of two. Further, the decyclification of the task graphs is intertwined with the scheduling phase.
Many real world computations are iterative and recurrent in nature and are naturally expressed as cyclic task graphs. Iterative computations particularly emerge in real time dynamic feedback control and digital signal processing. Often the systems are embedded and with scarce resources. Iterative computations usually maintain an internal state or state vector that evolves across different iterations. It is common to view these cyclic problems as acyclic since it simplifies the scheduling problem. A cyclic problem can be treated as acyclic, provided each iteration is scheduled disjoint in time relative to the other iterations. No interiteration dependencies are then violated.
This paper demonstrates that the way in which a cyclic task graph is transformed into an acyclic task graph greatly affects the make span. Based on these observations, a strategy for transforming cyclic task graphs into acyclic task graphs is proposed. The technique yields graphs that have short make spans when scheduled, and the scheduling step is performed using one of the many powerful scheduling strategies from the literature. Efficient schedules for iterative computations can thus be obtained without costly graph unfolding, and the proposed strategy is therefore a preprocessing step compatible with existing scheduling algorithms. A new more intuitive graph unfolding formulation is also proposed.
Scheduling iterative computation: an example
Imagine an iterative computation given by the cyclic graph in Figure 1 . This computation could represent an iterative process such as a real time controller or a digital signal processing algorithm. At each iteration the controller reads in some sensor values (input) and computes a response (output), which is sent to some actuator for controlling a system. A simple implementation if this computation could be as follows: For simplicity, the input and output of this computation are omitted here. The above implementation is one possible realisation, which adheres to the precedence constraints. In Figure 1 this corresponds to the third DAG. Each iteration starts by computing task c followed by a, d and finally b. Clearly, the precedence constraints make this program sequential. Similarly, by starting with task b one gets the sequential task sequence b, d, c and a (2nd DAG in Figure 1 ). However, by starting with task a, the following program can be implemented (1st DAG in Figure 1 ).
The precedence constraints allow the parallelism of the two tasks b and c to be exploited (see the cobegin statement). In theory, the latter program would run faster on a two processor system than the former, given a sufficient high computation to communication ratio. Similarly, if starting with task d, then task b can be executed in parallel with tasks a and c (fourth DAG in Figure 1) . Clearly, the order in which the tasks are arranged can affect the degree of parallelism, the length of the critical path and the make span. Experiments presented in this paper demonstrate that the variation in critical path length can vary greatly with different task sequences, and that the critical path is a good estimator for the magnitude of the make span for a given task sequence.
The cyclic computations considered in this paper are limited to problems that can be represented with simple cyclic graphs, as the forgoing example, represented by the graph in Figure 1 . In particular, a task can only depend on other tasks of the same or the directly preceding iteration. Such computations are quite common, for example, in signal processing (Kung, 1988) . For this reason, it is not necessary to associate a 'delay' with each edge of the cyclic graph to represent the communication distance. This would be necessary to represent more complex cyclic computations (Yang and Fu, 1997) .
Note that the prelude and postlude of cyclic computations depend on the implementation, as can be seen in the previous examples. For the computational complexity of the implementation of a cyclic computation they are, in general, insignificant.
CYCLIC GRAPHS AND ADJACENCY MATRICES
The adjacency matrix representation of graphs is used in this paper as it simplifies the discussion and serves as a basis for a new and more intuitive unfolding formulation. In an adjacency matrix the precedence relationships between n tasks are represented by a square n × n matrix. For each column of the matrix each nonzero row indicates the parent tasks of the current task represented by the column. For each row of the matrix, each nonzero column indicates child tasks of the task represented by the row. A nonzero diagonal element indicates a self-cycle. All nonzero diagonal elements are set to zero for simplicity, although this is not strictly necessary. For an acyclic task graph there exists a row-column permutation such that all elements below and including the diagonal are zero. Consequently, a cyclic graph cannot be rearranged into triangular form.
Scheduling cyclic graphs
In this discussion it is assumed that cycles are disjoint, i.e., all the tasks of the graph are scheduled before moving onto the next iteration of the computation. If this requirement is satisfied then the interiteration dependencies, or the dependencies across different iterations, can be discarded. The dependencies within an iteration are thus referred to as intra-iteration dependencies. One is free to label edges as intra-and inter-iteration dependencies -under certain constraints of course.
Graph transformation: decyclification
The strategy proposed in this paper is to take an iterative computation represented as a cyclic graph, remove cyclic dependencies and schedule the resulting acyclic graph using an off the shelf scheduling algorithm. Scheduling of acyclic graphs is a well understood problem and many well known, near optimal algorithms exist.
The decyclification step proposed in this paper involves three parts. First, an algorithm for transforming a cyclic graph into an acyclic graph based on a given start node. Second, a search for the start node that yields an acyclic graph with the most advantageous topological characteristics -i.e., characteristics that yield the minimum make spans, while adhering to the graph dependencies. Third, a means of quantifying how beneficial an acyclic graph is. Combined, these three parts take an arbitrary cyclic graph as input, and produce a transformed suitable acyclic graph as output.
Quantifying graph quality
The optimal characteristic of quantifying the schedulability of an acyclic graph is to use the actual make span obtained by scheduling the graph. However, such a quantity is dependent on a specific scheduling algorithm and target architecture. An alternative quantity is to measure the critical path of the graph. The critical path represents a lower bound for the make span, given optimal scheduling conditions. The critical path cp(A) of graph A can be defined as the longest path between an entry node and an exit node in A. In general, one can assume that a graph with a short critical path can be scheduled with a shorter make span than a graph with a longer critical path. This paper contains experimental evidence indicating that there is a strong relation between critical path length and schedule length (see Figure 2) . 
Decyclification
The decyclifying transformation T must transform a cyclic graph A into an acyclic graph D. That is, D = T(A) and it must be possible to reorder D such that it becomes upper triangular. The decyclifying transformation T(A, i) takes two parameters, the graph to be transformed A and the index i of the start node. The algorithm is based on depth first search (DFS) (Cormen et al., 1990 ) and can be outlined as follows:
The functions source(e) returns the vertex from which the edge originates, sink(e) returns the vertex to which the edge is heading and adj (G, u) returns the set of all vertices in the graph G that are adjacent to the vertex u. A vertex v is adjacent to vertex u if there is an edge going from u to v.
The algorithm traverses the graph in a depth first order, starting at the given vertex. The search is achieved by the recursive depth first search procedure DFS-Visit that uses vertex colours to track the vertices it has visited. Depth first search is a well known algorithm for detecting cycles in graphs (see Cormen et al., 1990) . Cycles are detected by encountering grey vertices during the graph traversal, i.e., two vertices are both ancestors and descendants of each other at the same time. The proposed algorithm breaks these cycles by removing the edges from the currently traversed vertex to its adjacent grey vertices at each step.
Then, all edges that go from unvisited vertices (white) to visited vertices (black) are removed. With this procedure, the chosen start vertex of the decyclification process becomes an entry vertex in the resulting DAG. The subgraph, spawned by the start vertex and all its descendants, is separated from the vertices that are unreachable from the start vertex. Hence, all dependencies between the two subgraphs become interiteration dependencies. Practically, this procedure defines where a new iteration begins, namely with the entry vertices of the resulting DAG. As a consequence, the length of the critical path is reduced.
Finally, the algorithm traverses vertices unreachable from the start vertex (all the remaining white vertices) to ensure that the entire graph is processed and all cycles are broken. Figure 1 shows a simple four node cyclic graph and the four acyclic representations based on the start nodes a, b, c and d. It is clear from the diagram that the critical path for the graph with start node a or d is three, while the critical path for the DAGs with start nodes b or c have a critical path length of four. This example demonstrates that the transformation and the choice of start node affect the critical path of the schedule.
The shortest-CP DAG
By combining the T-transform with the critical path then one can simply search for the start node s that results in the shortest critical path. Or more precisely:
And the optimal acyclic graph is thus:
The optimal decyclification transformation is denoted by T min . The graph represented by the adjacency matrix D only contains intraiteration dependencies. The interiteration dependencies for this configuration C are simply C = A -D. Consequently, the sum of the intraiteration dependency matrix D and the interiteration dependency matrix C is
The critical path can never be longer than the sum of all the vertex weights and is never shorter than the weights of the nodes on the longest cycle K of the graph. We therefore have the following upper and lower bounds:
The brute force search required to find the DAG with the minimum critical path can possibly be reduced into a more efficient algorithm. However, this is beyond the scope of this paper.
Complexity of decyclification
The time complexity of the decyclification algorithm is as follows: the complexity of decyclify (i.e., T(A, i)) is O(n + e) since it is based on a standard DFS algorithm. Determining the critical path for each decyclified graph is O(n + e). The decyclification and the critical path are computed n times (once for each vertex) and the time complexity for the entire decyclification step is therefore O(n(n + e)).
An adjacency matrix unfolding formulation
The proposed strategy is compared to the following graph unfolding strategy (see Figure 3 ): A graph represented by the n × n adjacency matrix A can be decomposed into two matrices D (intraiteration dependencies) and C (interiteration dependencies) using a pure decyclification transformation W such that A = D + C and both D and C can be reordered into triangular form (D as an upper triangular matrix and C as a lower triangular matrix). Then an unfolded graph U m can be generated by unfolding A m times. The graph U m can be represented by the following mn × mn adjacency matrix:
Figure 3 Unfolding a graph -the length of the critical path grows at least at a rate given by the length of the longest cycle in the graph (the longest cycle comprises of two tasks)
A nonzero element a ij in this matrix represents a dependency from node i mod n in iteration i div n to node j mod n in iteration j mod n. All dependencies a xy represented by D are within the same iteration x div n, and the dependencies a xy represented by C only represent dependencies from iteration (x -1) div n to iteration x div n. There are no other dependencies as all other elements are zero. Clearly D = U 1 . Obviously, the matrices become large for large values of m. However, this is not a problem as the matrices are sparse and an efficient sparse matrix representation can be used. The advantage of the adjacency matrix representation is that it is intuitively easy to understand. The number of vertices in the unfolded graph is simply mn and the number of edges in the unfolded graph is md + (m-1)c, where d and c are the number of nonzero elements in D and C respectively.
If there are no cyclic edges then the critical path remains constant irrespective of the unfolding factor, i.e., if A = D, then cp(U m ) = cp(A). However, if there are cyclic edges, then the critical path increases with the unfolding. I.e., if
The extent of the growth in critical path is related to the largest cycle in the graph A. If the length of the largest cycle in A is k, such that
where K is the set of vertices in the largest cycle, then:
In other words, the critical path grows with at least the length of the longest cycle in the graph for each unfolding. Since the longest cycle can never be longer than the total number of vertices in the graph, i.e., k ≤ n, then k = n can be used to define an upper bound and the range for the unfolded critical path. 
which gives the following unfolded graph U 3 . 
EXPERIMENTS
The experiments were organised into two parts. The first experiment was designed to demonstrate the effect the selection of the start node has on the schedule. A random graph with 100 nodes and a graph density of 0.1 was transformed into all the 100 possible acyclic graphs (i.e., the graph is traversed and each vertex is used as a start node i in the transformation T (A, i) ). The length of the critical path for each acyclic graph was recorded and the graphs were scheduled using the CP-MISF heuristic. The CP-MISF heuristic was chosen as it is an efficient one pass algorithm, and it produces consistent results, as opposed to stochastic search strategies. Although CP-MISF is not as good as modern stochastic search strategies it adequately demonstrates the variability in make span. The second experiment was designed to compare the proposed strategy to other strategies. A graph test suite was generated by generating 12 graphs with 100 vertices and densities from 0.05 to 0.60 in steps of 0.05. A test suite of random graphs was chosen due to the lack of standard cyclic task graphs in the scheduling literature. The graphs were transformed into DAGs using the T min transformation. The DAGs were scheduled using a stochastic scheduling algorithm based on a genetic algorithm (Ahmad and Dhodhi, 1996) , here referred to as GA. Further, each of the graphs in the test suite was unfolded from 2 to 8 times using the unfolding technique described herein. Each unfolded graph was scheduled using GA. Finally, all the U 2 graphs (unfolded by a factor of two) were scheduled using the method proposed in Sandnes and Megson (1998) for comparison.
The target architecture consisted of an 8 processor fully connected multiprocessor. Each node in the graph was given a unit computation delay, i.e., a vertex weight of one and each dependency was given a unit communication delay, i.e., an edge weight of one. Figure 2 shows the relationship between the critical path and the make span. Figure 4 shows the distribution of the make spans for all the DAG transformations of the graph. Table 1 compares the effectiveness of the proposed strategy with previous strategies. The first column shows the density of the graphs in the test suite. The second column lists the lengths of the critical paths of the graphs obtained using the T min transformation on the test suite. The third column enumerates the make spans obtained using the proposed graph transformation subsequently scheduled using GA. The forth column lists the results obtained using the GA2 strategy proposed in Sandnes and Megson (1998) and the final two columns enumerate the mean make spans obtained using graph unfolding with unfolding factors of 3 and 9 respectively. The unfolded graphs are scheduled using GA. 
Results

Figure 4 Distribution of make spans for all the DAG transformations of a graph
The mean critical path is found taking the total critical path for the entire unfolding divided by the unfolding factor:
The mean make span is m estimated in a similar manner
where the make span function M yields the make span obtained by scheduling the graph U m onto the target architecture А α using scheduling algorithm β. Table 2 illustrates how the unfolding factor can affect the critical path and the make span of a task graph. The first column lists the unfolding factor, the second column shows the mean critical path and the final column lists the mean make span. Figure 4 illustrates that the way a cyclic graph is transformed into an acyclic graph affects the make span. The lengths of the longest make spans are approximately 25% longer than the shortest make spans. Further, Figure 2 illustrates the relationship between the critical path and the make span. The graph shows that there is an approximately linear relationship between the two. These observations lead to the following conclusions:
• the approach taken to transform a cyclic graph into an acyclic graph is important, as the make span is strongly affected • the critical path is an adequate indicator for make span magnitude, although it is independent of target architecture and scheduling algorithm.
Note however that for the smallest critical path (cp = 50) there are two different make-spans, namely 65 and 66. That is, there is not a one to one mapping between the critical path and the make span (subjective mapping) as the length of the make span is a function of the given scheduling algorithm, the target architecture and the task graph. Table 1 compares the approaches. Overall, the results produced by the three strategies are quite similar. The methods result in more similar make spans for dense graphs than for sparse graphs. The results obtained using the proposed approach (shown in the third column) are, in about half the cases, better than all the other strategies -especially for low graph densities (0.05-0.25 with the exception of 0.20). As the graph density increases, the GA2 results in shorter make spans than the proposed strategy (0.30-0.35 and 0.50-0.55) or there is a tie between the two methods (0.20, 0.40, 0.45 and 0.60) . Both the proposed strategy and the GA2 strategy produce better results than the graph unfolding strategy, with the exception of 0.45 where there is a tie between all the strategies included into this study.
Further, the results reveal that graphs with low density (0.05, 0.10 and 0.20) result in shorter schedules when an unfolding factor of 3 is used while graphs with a high density result in shorter schedules when scheduled with an unfolding factor of 9. The results do not suggest that a large unfolding factor poses any particular benefits over a small unfolding factor. In fact Table 2 reveals that the critical path decreases with each unfolding -initially by 0.5, 0.2, 0.1 and then no reduction. Further, the make span decreases by 0.5 from the first to the second unfolding cycle, then a further 0.7 reduction, reaching a minimum for the third cycle. One reason no further improvements are obtained with the higher unfolding factors is that the graphs grow too large. The search space for these large graphs is huge and more search effort is required to find equivalently high quality solutions. One can conclude that although the unfolding in theory can lead to shorter make spans, in practice one is unable to exploit these benefits due to the large graphs that are more difficult to schedule. What is gained by the unfolding is lost by the increased scheduling complexity. When taking the high memory requirements of the unfolded schedules into consideration, the unfolding technique becomes less attractive. The 'one iteration' approach might not enjoy the same theoretical opportunities for compact and efficient schedules, but it is easier to schedule efficiently in a shorter time and requires less memory.
Finally, the make spans of the GA2 strategy are in some cases, superior to those of the proposed strategy and the unfolded strategy (graphs with densities of 0.30, 0.35, 0.50 and 0.55). The resulting schedules have the same memory requirements to the proposed strategy and are thus, more beneficial than the unfolded strategies. However, the drawback of the GA2 strategy is that the decyclification step and the scheduling steps are intertwined. The GA2 scheduler benefits from real make span measurements, rather than critical path estimates. However, the proposed strategy is more general and can coexist with other scheduling techniques. Especially, as the difference between the two strategies are small. The strategy can be extended by using the make span to quantify graph quality.
Running time
The running time of the different strategies is not an issue unless the graphs are very large. Both the proposed strategy and classic unfolding require less computational effort than the integrated GA based strategy (Sandnes and Megson, 1998) , which requires a large number of iterations. One iteration is required to evaluate each chromosome in the population, and multiple chromosomes from the population are evaluated during each generation. With large graphs the population size should be increased and the number of generations needs to be increased in order to reach convergence. Consequently, the running time and the memory requirements of the GA strategy increase accordingly.
The unfolding strategy requires less computational effort than the proposed method except for situations where the graphs are very large and a very large unfolding factor is used, or situations where the scheduling algorithm has a high 'time complexity'. In these situations, the scheduling step is the major bottleneck and the decylification time is small in comparison. The total time needed to generate the schedules can therefore be shorter, using the proposed strategy, as it takes a shorter time to schedule a small graph than a larger unfolded graph.
CONCLUSIONS
This paper presented a simple strategy for scheduling iterative computations. The iterative computation is represented using a cyclic task graph. The cyclic task graph is transformed into the acyclic graph with the shortest critical path. An off the shelf scheduling algorithm is used to schedule the acyclic graph. The strategy results in efficient schedules and is not reliant on graph unfolding. Consequently, the resulting schedules have much smaller memory requirements than their unfolded counterparts, and the number of iterations does not need to be known at compile time. An advantage of the strategy is that the graph size is kept small, as the schedule quality is related to graph size and searching effort. It takes longer, using modern stochastic search techniques to find near optimal solutions to large problems than it does for small problems. Further, the experiments show that the resulting schedules are comparatively efficient. Finally, the proposed strategy is modular in the sense that it can be employed together with nearly any DAG scheduling algorithm.
Future work in this area needs to address three unresolved issues. First, it is likely that the time complexity of the proposed decyclification algorithm can be reduced. Currently, decyclify is called once for each vertex in the graph. For instance, a more efficient algorithm would exploit partial results computed by decyclify across multiple iterations. Second, the current algorithm selects adjacent vertices in each call to DFS-Visit in an ad hoc manner, and unreachable vertices are traversed in an arbitrary order. However, it is possible that the order in which these vertices are traversed can affect the results significantly. Third, the current strategy can only handle dependencies across consecutive iterations (n -1). A more general strategy would have the capacity to handle dependencies beyond this, namely back to the (n -k)'th iteration.
