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Quantum phase transitions of a generalized compass chain with staggered
Dzyaloshinskii-Moriya interaction
Qing-Qiu Wu,1 Wei-Hai Ni,1 and Wen-Long You1, ∗
1College of Physics, Optoelectronics and Energy,
Soochow University, Suzhou, Jiangsu 215006, P.R. China
We consider a class of one-dimensional compass models with staggered Dzyaloshinskii-Moriya
exchange interactions in an external transverse magnetic field. Based on the exact solution derived
from Jordan-Wigner approach, we study the excitation gap, energy spectra, spin correlations and
critical properties at phase transitions. We explore mutual effects of the staggered Dzyaloshinskii-
Moriya interaction and the magnetic field on the energy spectra and the ground-state phase diagram.
Thermodynamic quantities including the entropy and the specific heat are discussed, and their
universal scalings at low temperature are demonstrated.
PACS numbers: 73.21.-b,71.10.Pm,78.40.Kc
I. INTRODUCTION
As an old yet flourishing concept1,2, the
Dzyaloshinskii-Moriya (DM) interaction has received
immense attentions recently. Such inversion-symmetry-
breaking exchange is believed to be an indispens-
able ingredient in understanding spin glasses3, the
magnetism-driven ferroelectricity in multiferroics4–6,
the chiral texture7–10. The DM antisymmetric inter-
action is an indirect exchange interaction between two
neighboring magnetic cations, which is transferred via
anion neighbors by spin-polarized conduction electrons
with a spin-orbit coupling. Usually it emerges in
those compounds with either low or distorted crystal
symmetries, and recently major attention has been paid
to the nature of the DM interaction at transition-metal
(TM) interfaces11. The interfacial DM interaction gives
rise to several exotic magnetic phases.
In light of most analyses focusing on uniform fields,
DM interactions can also be nonuniform in realistic situ-
ation, especially in low dimensions. A magnetic chain
with a low symmetry of the crystal structure will in-
evitably have twisting arrangements of atoms. The dif-
ferent orientations of successive ligands essentially lead
to a zigzag alignment of adjacent ligands. In this con-
nection there is increasing interest in the effects of the
staggered field motivated by the experimental work on a
number of materials. For instance, in the Ising-like an-
tiferromagnetic compound CsCoCl3 and CsCoBr3
12, the
magnetic cations are surrounded by trigonally distorted
octahedra of halogen anions. The triangular distortion
of the crystal field renders two crystallographically in-
equivalent magnetic ions along the chain with a zigzag
orientation. This collectively mediates an effective stag-
gered DM field upon the background of a uniform field.
In contrast to the uniform DM interaction, which tends to
provoke a gapless chiral phase under a saturation uniform
DM field13–15, the staggered interactions are inclined to
induce a dimerized gap. The staggered DM interaction
in Cu benzoate antiferromagnetic chain plays important
role in understanding gap formation16–18. Note that the
sign of the DM interaction can be determined by using
synchrotron radiation19.
Meanwhile, the progress in the experimental front
is achieved by synthesis of magnetic quasi-one dimen-
sional systems20. One-dimensional (1D) quantum mod-
els are natural playgrounds for studying various phases
and some novel magnetic properties, especially some ex-
actly solvable models. A representative model is compass
model, in which Ising-like interactions on different spa-
tially bonds prefer nonparallel easy axes. In such a highly
frustrated quantum system, the spins cannot order simul-
taneously to minimize all local interactions.
The outline of the paper is as follows: in Section II
we present the Hamiltonian and its analytical solution
through Jordan-Wigner approach. In Section III we in-
vestigate mutual effects of a staggered DM interaction
and an external magnetic field on the ground state prop-
erties of the model. Quantum phase transitions (QPTs)
are identified through energy spectra and spin correla-
tions. Then the entropy and specific heat are supple-
mented in Section IV. Finally we conclude and summa-
rize our results in Section V.
II. HAMILTONIAN AND SOLUTION
A 1D generalized compass model (GCM) was a micro-
scopic model to mimic zigzag spin chains in perovskite
TM oxide. The model is given by14,21,22
HGCM =
N ′∑
i=1
{Joσ˜2i−1(θ)σ˜2i(θ) + Jeσ˜2i(−θ)σ˜2i+1(−θ)} ,
(1)
where the operator with a tilde sign is defined as linear
combinations of {σxl , σyl } pseudospin components,
σ˜i(θ) ≡ cos(θ/2)σxi + sin(θ/2)σyi . (2)
Here, N ′ = N/2 is the number of two-site unit cells.
Jo (Je) denotes the amplitude of the nearest-neighbor
2intrachain interaction on odd (even) bonds. A variable
θ is introduced to specify the angle difference between
the easy axes on odd and even bonds, like a 31◦ canting
angle of Co2+ ions from the c axis of CoNb2O6 system
23.
The DM interaction in our paper takes the following
form:
HDM =
N∑
i=1
~Ei,i+1 · (~σi × ~σi+1). (3)
In Eq.(3) a possibly spatially inhomogeneous DM in-
teraction vector ~Ei,i+1 is associated with the bond be-
tween magnetic moments ~σi and ~σi+1. Such interactions
emerge in the low-dimensional magnetic system lacking
structural inversion symmetry, e.g., near magnetic sur-
faces/edges, or they can appear as an energy current of
1D compass chain in the presence of the magnetic field24.
Consequently, a staggered DM interaction is generated
by the energy current induced from the magnetic field,
i.e., ~E2i−1,2i= EJozˆ, and ~E2i,2i+1= EJezˆ. Further, an
external uniform magnetic field is incorporated,
Hh = hzˆ ·
N∑
i=1
~σi. (4)
The competition among these complex interactions
essentially enriches the ground-state phase diagram of
GCM. For example, the mutual effect of the DM inter-
action and the transverse magnetic field produce an in-
commensurate chiral state in CsCuCl3
25. To this end,
putting the exchange interaction and the staggered DM
interaction together with the magnetic field promises to
deliver something interesting:
H = HGCM +Hh +HDM. (5)
The Jordan-Wigner transformation maps explic-
itly between quasispin operators and spinless fermion
operators26:
σzj = 1− 2c†jcj , σxj = eiφj (c†j + cj), σyj = ieiφj(c†j − cj),(6)
with φj being the phase string defined as φj =
π
∑
l<j c
†
l cl. Consequently, we have a simple bilinear
form of Hamiltonian in terms of spinless fermions:
H =
N ′∑
i=1
[
Joe
iθc†2i−1c
†
2i + Jo(1− 2iE)c†2i−1c2i
+ Jee
−iθc†2ic
†
2i+1 + Je(1− 2iE)c†2ic2i+1 +H.c.
+ h(1− 2c†2i−1c2i−1) + h(1 − 2c†2ic2i)
]
. (7)
The dual fermionic model describes a p-wave supercon-
ductor, and sometimes also was dubbed as an extended
Su-Schrieffer-Heeger model, which has raised lots of re-
search interests27,28.
And next a discrete Fourier transformation for
odd/even spin sites is applied in the following way,
c2j−1 =
1√
N ′
∑
k
e−ikjak, c2j =
1√
N ′
∑
k
e−ikjbk, (8)
with the discrete momenta given as follows,
k =
nπ
N ′
, n = −(N ′− 1),−(N ′− 3), . . . , (N ′− 1). (9)
The Hamiltonian takes the following form which is suit-
able to introduce the Bogoliubov transformation,
HˆE =
∑
k
[
Aka
†
kbk +Bka
†
kb
†
−k −A∗kakb†k −B∗kakb−k
+ h(a−ka
†
−k − a†kak) + h(b−kb†−k − b†kbk)
]
. (10)
Here
Ak = Jo(1− 2iE) + Je(1 + 2iE)eik,
Bk = Joe
iθ − Jeei(k−θ). (11)
To diagonalize the Hamiltonian Eq. (10), we rewrite it
in the Bogoliubov-de Gennes (BdG) form in terms of
Nambu spinors:
H =
∑
k
Γ†kMˆkΓk, (12)
where
Mˆk =
1
2


−2h Ak 0 Bk
A∗k −2h −B−k 0
0 −B∗−k 2h −A∗−k
B∗k 0 −A−k 2h

 , (13)
and Γ†k = (a
†
k, b
†
k, a−k, b−k).
III. QUANTUM PHASE TRANSITION
After diagonalizing Hamiltonian Eq.(13), we obtain
four branches of energy spectra εk,j , (j=1, · · · , 4). A
unitary transformation Uˆk can transform the Hermitian
matrix (13) into a diagonal form,
Υˆk = UˆkMˆkUˆ
†
k . (14)
The quasiparticle (QP) operators, {γ†k,1, γ†k,2, γ†k,3, γ†k,4},
are connected with {a†k, a−k, b†k, b−k} through the follow-
ing relation,


γ†k,1
γ†k,4
γ†k,2
γ†k,3

 = Uˆk


a†k
a−k
b†k
b−k

 . (15)
3A zero field h=0, the analytical solutions can be re-
trieved:
εk,1(2) = −
1
2
√
ςk ±
√
ς2k − τ2k , (16)
εk,3(4) =
1
2
√
ςk ∓
√
ς2k − τ2k , (17)
where
ςk =
1
2
(|Ak|2 + |A−k|2 + |Bk|2 + |B−k|2) ,
τk = |AkA∗−k −BkB∗−k|. (18)
From Eqs.(16-17) one finds the spectra are not invariant
with respect to the k → −k transformation and also en-
ergy ε = 0, as is evidenced in Figs. 1 and 2. The most
important properties of the 1D spin system are mani-
fested in the ground state. Accordingly, the bands with
positive energies correspond to the electron excitations,
while the negative ones are the corresponding hole ex-
citations and then occupied. The ground-state energy
density of our model can be written as
e0 =
1
N ′
∑
k
(εk,1 + εk,2) = − 1√
2N ′
∑
k
√
ςk + τk.(19)
The spectral gap is determined by the absolute value of
the difference between the second and the third energy
branch,
∆ = min
k
|εk,2 − ε−k,3|. (20)
The gap closes at some critical momentum kc delimited
by τkc=0. The critical mode occurs at kc = ±π and the
phase boundary is given by
Ec = ±
√
JoJe cos θ/(Jo + Je). (21)
εk,3 and εk,2 touch ε=0 at modes k = ±π when E = Ec.
The critical behaviour is determined by those low-energy
states near the critical modes. The scaling of energy
scales to length scales, i.e., εk ∼ L−z, define a dynamic
critical exponent z. As show in insets of Fig.1(b) and
Fig.2(b), the spectra vanish quadratically at ±π corre-
sponding to a dynamical exponent z = 2. For Jo 6=Je,
the gap opens again by continuously increasing E [see
Fig.2(c)]. However, a further enhancement of E makes
the system remain gapless for Jo=Je as a consequence of
bands inversion; εk,3 and εk,2 cross at two generally in-
commensurate and symmetric momenta ±kic, which are
given by
kic = arccos
[
2JoJeE
2 − JoJe cos2 θ
E2(J2o + J
2
e )
]
. (22)
In this case, the spectra around critical modes kc are
relativistic, implying a dynamical exponent z = 1 in the
Tomonaga-Luttinger-liquid phase [see Fig.1(c)].
In the presence of a finite magnetic field, which breaks
the time-reversal symmetry, the analytical expressions of
eigenspectra εk,j (j = 1, · · · , 4) are rather lengthy and
cannot be given in an explicit form. However, Hamilto-
nian Eq. (13) still respects an artificial particle-hole sym-
metry. This system belongs to topological class D with
topological invariant Z2 in one dimension
29,30, which sat-
isfies C−1Mˆ(−k)C = −Mˆ(k). Here particle-hole oper-
ator C = τx ⊗ σ0K, where τx and σ0 are the Pauli
matrices acting on particle-hole space and spin space,
respectively, and K is the complex conjugate operator.
To be specific, εk,4=-ε−k,1, εk,3=-ε−k,2. Simultaneously
γ†k,4=γ−k,1, γ
†
k,3=γ−k,2. Along these lines, we obtain the
diagonal form of the Hamiltonian from Eq.(13),
H =
∑
k
4∑
j=1
εk,jγ
†
k,jγk,j . (23)
When all quasiparticles above the Fermi surface are ab-
sent the ground-state energy density for the particle-hole
excitation spectrum may be expressed as:
e0 = − 1
N
∑
k
4∑
j=1
|εk,j |. (24)
The gap for θ = π/3 is plotted as a function of E and h
in Fig.3. One can see there are 3 phases for Jo=Je and
4 phases for Jo 6= Je. In the latter case, a dimerized gap
is formed when E is above a critical value.
In terms of particle-hole operator C, an auxiliary func-
tion W (k) = Mˆ4×4(k)C is incorporated with skew sym-
metric form W (k)T = −W (−k). The topological nature
of the ground state can be characterized by the Pfaf-
fian of the Hamiltonian at particle-hole symmetric mo-
menta k = 0 and π, with ν = sgn(Pf(W (0))Pf(W (π))),
in which ν is a topological protected number. An in-
sulating phase with ν = -1 corresponds to a topologi-
cal nontrivial phase31,32, and it is a topological trivial
phase otherwise. The Pfaffian can be obtained straight-
forwardly: Pf [W (0)]=E2(Je−Jo)2−h2+JeJo cos2 θ and
Pf [W (π)]=E2(Je + Jo)
2 − h2 − JeJo cos2 θ. The values
of ν are incorporated in Fig.3. One can see a topological
nontrivial phase exists for small E and h.
In order to characterize the QPTs, we study nearest
neighboring spin correlation functions Cαe (C
α
o ) on even
(odd) bonds defined by
Cαo(e) = −
2
N
N/2∑
i=1
〈σα2i−1(2i)σα2i(2i+1)〉, (25)
where the superscript α = x, y, z denotes the cartesian
component, and chirality correlation function,
Xαo(e) = −
2
N
N/2∑
i=1
〈~α · (~σ2i−1(2i) × ~σ2i(2i+1))〉, (26)
where ~α denotes the unit vector in the direction of
a cartesian component α. The chirality Xα (26) will
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exhibit a sign change under the parity operation but
stay invariant under the time-reversal operation. Within
Katsura-Nagaosa-Balatsky (KNB) mechanism, the DM
interaction was considered as an essential role in the
ferroelectricity5,6. The electric polarization ~P is gener-
ated by the displacement of oppositely charged ions in
the following way,
~Pi ∝ γeˆij × (~σi × ~σj), (27)
where eˆij is the unit vector connecting the neighboring
spins ~σi and ~σj , and the coupling coefficient γ of the
cycloidal component is material-dependent33. One can
find Xz is equivalent to y-component polarization P y
considering eˆij = xˆ .
The correlation functions for a few typical paths are
exhibited in Fig. 4 for Jo = Je and Fig. 5 for Jo 6= Je.
In the absence of the magnetic field (h=0) and the DM
interaction (E=0), the ground state has long range order,
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FIG. 3: (Color online) The gap ∆ as a function of E and h
for (a) Je=1 and (b) Je=4. Parameters are as follows: Jo=1,
θ=pi/3. The dotted lines delimitate the topological protected
number ν.
which is characterized by the nearest neighbor correlation
functions, among which x-components {Cxl } dominate
in Fig.4(a) and Fig.5(a-b). This suggests the adjacent
spins are antiparallel with a canted angle with respect
to the x axis. In a word, the system is in a canted Ne´el
(CN) phase. The external magnetic field h will induce a
spin-flop transition and polarize spins orienting along the
z direction21. Such polarized phase is characterized by
negative Czo and C
z
e , as shown in Fig.4(b) and Fig.5(c-d).
With increase of E, different behaviors take place un-
der uniform and staggered DM interactions. For Jo 6=
Je, M
z, Cxo , C
y
o , C
z
o decrease quickly. On the contrary,
Cxe , C
y
e , C
z
e are enhanced. C
x
e , C
y
e turn to decline af-
ter E crosses a threshold value and the system is in a
gapped chiral phase, in which the z-component chirality
Xz starts to grow and dominates over other correlations,
as is disclosed in Fig. 5(a-b). Czo and C
z
e unexpectedly
become saturated in such a phase. This implies that
the DM interaction induces spins to be cycloidally ori-
ented in the (σx, σy) easy plane, but spins on the strong
bonds especially develop z-component antiferromagnetic
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FIG. 4: (Color online) Evolution of the nearest-neighbor cor-
relations Cα and chirality Xα for increasing DM field for (a)
h = 0.2; (b) h = 0.8. Parameters are as follows: Jo = 1,
Je = 1, θ = pi/3.
correlations. The competition of E and h will lead to a
Tomonaga-Luttinger-liquid phase, in which Czo and C
z
e
undergo a sign change, as shown in Fig. 5(c-d). For
Jo=Je, the gapped chiral phase does not exist. The
ground state will transit into a gapless chiral phase as
long as E surpasses a critical value, and the chiralities
Xzo and X
z
e grow fleetly.
To further analyze the nature of chiral phase, we cal-
culate the z-th component string order parameter:
Oαs = 〈σα2kσα2k+1σα2k+2σα2k+3 · · ·σα2nσα2n+1〉. (28)
We adopt an infinite time-evolving block decimation
(iTEBD) algorithm34,35, which allows one to solve for the
ground state properties of a 1D translationally invariant
spin system of infinite length. A crucial quantity during
this strategy is the bond dimension χ, i.e., the cut-off
dimension of Schmidt coefficients during singular value
decomposition process. Figure 6 reveals that a nonlo-
cal correlation Ozs arises in the both gapless and gapped
chiral phases. The presence of a nonzero string order pa-
rameter indicates a hidden symmetry breaking through
the Kramers-Wannier dual transformation35, which can
be related to a symmetry-protected topological order.
IV. THERMODYNAMICS
So far our study focuses on the ground state. In prac-
tice, we can only work at low but finite temperature, as
close to absolute zero as possible, and the finite temper-
ature properties is important theoretically and experi-
mentally. Thanks to the exact solution of the GCM, it is
straightforward to obtain its full thermodynamic proper-
ties at finite temperature. For the particle-hole excitation
spectrum (23), the free energy of the quantum spin chain
at temperature T reads (here and below we use the units
with the Boltzmann constant kB ≡ 1),
F = −T
∑
k
4∑
j=1
ln
(
2 cosh
εk,j
2T
)
. (29)
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Among many thermodynamic quantities, the entropy
S provides fundamental information about the evolution
of spectra with increasing the temperature T . The com-
plete entropic landscape was recently quantitatively mea-
sured for Sr3Ru2O7 under magnetic field in the vicinity
of quantum criticality36. It can be derived from the free
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FIG. 7: (Color online) The entropy S versus DM field at
increasing temperature T = 0.01, 0.02, · · · , 0.1 (from bottom
to top) for (a) h=0 and (b) h=0.8. Inset shows the scaling of
entropy with respect to T for typical values of E. Parameters
are as follows: Jo=1, Je=1, θ = pi/3.
energy F (29) via the following thermodynamic relation,
S = −
(
∂F
∂T
)
=
∑
k
4∑
j=1
ln
(
2 cosh
εk,j
2T
)
−
∑
k
4∑
j=1
(εk,j
2T
tanh
εk,j
2T
)
.
(30)
Figure 7 demonstrates the entropy S as a function of the
DM field E and the temperature T when the DM inter-
action is uniform. The entropy S is vanishing asymp-
totically at zero temperature, and it grows with increas-
ing T when thermal excitations gradually include more
and more excited states. One finds the entropy takes
on a distinct maximum for increasing E across a quan-
tum critical point (QCP) at low temperature, annotating
that the system is maximally undecided to select a state
among the competing phases. The maximum get broader
by increasing the temperature. The entropy shows an
exponential activation with T in the gaped phases, i.e.,
S ∝ exp(−∆/T ), as is indicated in insets of Fig.7. A
scrutiny reveals that the entropy presents a linear depen-
dence on T , i.e., S ∝ T , for low temperatures in gapless
phase, while S ∝ √T at QCPs. This establishes a rela-
tion S ∝ T d/z in the scaling theory to quantum criticality
(here the spatial dimension d is 1). This power-law de-
pendence arises directly from the density of states in one
dimension, D(ǫ) ∝ ǫd/z−1. For the staggered DM inter-
action, the entropy S in Fig.8 also exhibits local maxima
across the QCPs. The entropy S(T ) as a function of
temperature T also follows an identical scaling as Fig.7
as long as the Fermi-surface topology is guaranteed.
In addition, the low-temperature behavior of the
heat capacity is readily measured, such as specific
heat measurements of copper benzoate37, transverse
Ising magnet CoNb2O6
38 and Heisenberg antiferromag-
neic Cu(C4H4N2)(NO3)2
39. Figure 9 shows a three-
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FIG. 8: (Color online) The entropy S versus DM field at
increasing temperature T = 0.01, 0.02, · · · , 0.1 (from bottom
to top) for (a) h=0.5 and (b) h=1.5. Inset shows the scaling of
entropy with respect to T for typical values of E. Parameters
are as follows: Jo=1, Je=4, θ = pi/3.
dimensional plot of the specific heat CV for Jo=Je. The
specific heat contains here a broad peak around the QCP
and develops a local minimum at the top of the peak at
the QCP for extremely low temperatures. By CV=T
(∂S/∂T )E,h, the specific heat also follows CV ∝ T d/z
in gapless regimes, since CV /T is approximately propor-
tional to D(kBT ). More precisely, CV ∝
√
T at critical
points39and CV ∝ T in gapless chiral phase38, in addi-
tion to an exponential activation in the gapped phases.
Although the power-law scaling of the specific heat at
the QCPs is identical to that of the entropy, the shal-
low trough in the specific heat implies that the critical
temperature Tc(E) falls to zero as E → Ec. A constant-
T contour measured at T = 0.0005 (see insets of Fig. 9)
converges to a prominent peak profile CV for T = 0 at the
QCP, and the relatively high temperature quenches any
discernible peak feature. For Jo 6=Je, two successive local
minima show up in Fig.10, implying two QPTs with the
increase of E. The universal characteristic power laws
in Tomonaga-Luttinger-liquid phase can be identified in
the measured specific heat39,40.
V. CONCLUSION
Plenteous intriguing phenomena in condensed matter
systems originate from the interplay of strong interac-
tions and frustrations. The dominating finite-range inter-
actions in many-body systems can lead to kaleidoscopic
self-ordered phases of matter. The one-dimensional gen-
eralized compass model mimics a distorted TM ion-
oxygen ion-TM ion chain with a zigzag alignment, and it
is one of very few quantum system to be exact solvable.
In the paper, we study quantum phase transitions in this
frustrated model as tuning an external magnetic field
and staggered Dzyaloshinskii-Moriya interaction arising
from the distortion. We present the exact solution by
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FIG. 9: (Color online) The three-dimensional plot of the spe-
cific heat CV versus temperature and DM interaction for (a)
h=0.2, and (b) h=0.8. Insets show the specific heat versus E
at T = 0.0005. Parameters: Jo=1, Je=1, θ = pi/3.
means of Jordan-Wigner transformation. We study the
fermionic spectra, excitation gap, spin correlations, and
critical properties at phase transitions. Then we estab-
lish the phase diagram. In order to uncover quantum
critical behaviors of our model near the quantum critical
points, we here supplement a temperature dependence of
a few thermodynamic quantities, including entropy and
specific heat. The entropy and specific heat exhibit char-
acteristic power-law behavior with low temperature T
due to the density of states at Fermi surface, which is
determined by low-energy excitations controlled by the
dynamical exponent z. z = 2 at quantum critical point
while z = 1 in Tomonaga-Luttinger-liquid phase.
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