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1 Introduction
In dynamic optimization theory, value functions play a crucial role in charac-
terizing optimal programs. For instance, duality theory for convex variational
problems with an infinite horizon exploits a subgradient of the value func-
tion as the support price of an optimal program (see McKenzie [24], Michel
[25], Papageorgiou [28], Takekuma [36] and Weitzman [40]). When the value
function is differentiable, this characterization of optimality yields an Eu-
ler equation. It has been well demonstrated that the differentiability of the
value function of an infinite horizon optimization problem is guaranteed in
both discrete and continuous time by a classical result of Benveniste and
Scheinkman [7], under the smoothness and the convexity assumptions of the
primitive data and the interiority condition of optimal programs (see also
Bonnisseau and Le Van [11]).
However, for an investigation of optimal programs, especially in dynamic
behavior, the differentiability of the value function is unnecessary in most
cases because under smoothness assumptions, the traditional approach em-
ploying Euler equations is sufficiently powerful even without convexity as-
sumptions that may lead to nonsmooth value functions. Moreover, the char-
acterization of optimal programs in terms of support prices is useful only
for convex models yielding concave value functions. Thus, beyond convex
analysis, we need to pursue a different direction to characterize an optimal
path in nonsmooth, nonconvex models that may not include support prices.
The purpose of this paper is to explore nonsmooth analysis for infinite-
horizon dynamic programming in discrete time without convexity assump-
tions. To deal with nonsmoothness and nonconvexity together, we exploit
Clarke directional derivatives and Clarke subdifferentials for locally Lipschitz
functions defined on Banach spaces, tractable analytical instruments devel-
oped by Clarke [13]. The classical result of Danskin [15] and its variant by
Milgrom and Segal [26] concerning the directional derivative of a marginal
function of a parametric optimization problem are formulated in Banach
space settings, and the results of Clarke subdifferentials of marginal functions
are efficaciously employed for the Bellman equation to derive the necessary
condition for optimality, and the Gaˆteaux and Fre´chet differentiability of the
value function.
The organization of the paper is as follows. Section 2 presents the termi-
nology and preliminary results of subdifferential calculus for locally Lipschitz
functions in Banach spaces. We introduce Clarke directional derivatives,
Clarke subdifferentials, notions of the regularity and the Gaˆteaux, Fre´chet
and strict differentiability. A basic reference for the topic treated here is
a classic study by Clarke [13], while Borwein and Zhu [12], Mordukhovich
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[27], Schirotzek [34] and Za˘linescu [41] are also rich sources of relevant re-
sults. In Section 3, we develop subdifferential calculus for marginal functions
in parametric optimization and present some significant and new results of
the Gaˆteaux and Fre´chet derivatives of marginal functions for later use.
The main results of this paper are stated in Sections 4 and 5. Section 4
sheds light upon the simple observation that the value function of a dynamic
programming problem is obtained as a marginal function of a parametric op-
timization problem, and applies the results in Section 3 to the subdifferential
calculus for the value function. We present a necessary condition for optimal-
ity in terms of the Clarke subdifferential, which reduces in the convex case to
the existence of a support price system along the lines of Gale [19], McKenzie
[24], Michel [25] and Weitzman [40]. We then extend the result by Benveniste
and Scheinkman [7] to the nonconvex case to obtain the Gaˆteaux and Fre´chet
differentiability of the value function. We also reproduce another important
result of Amir [3], who demonstrated the differentiability of the value func-
tion under the assumption that the return function is a C1-supermodular
function defined on a vector lattice. A significant improvement of this result
is proposed.
Section 5 is devoted to the application of the main results to the problem
of optimal economic growth under uncertainty with L∞-commodity spaces
along the lines of Dana [14], Evstigneev [18], Jeanjean [21], Papageorgiou
[28], Radner [31], Takekuma [36] and Zilcha [42, 43]. We show the exis-
tence of an L1-price system for an optimal program by the effective use
of the celebrated Yosida–Hewitt decomposition theorem of finitely additive
measures (see Yosida and Hewitt [39]). An alternative technique to obtain
L1-price systems is proposed without convexity assumptions, where support
price systems are unavailable.
2 Preliminaries
2.1 Derivatives and Subdifferentials
Let X be a real Banach space with the dual system 〈X,X∗〉, where X∗ is the
norm dual ofX and endowed with the weak*-topology. The norm of a generic
element x in X is denoted by ‖x‖ and a generic element in X∗ is denoted
by p. The domain of an extended real-valued function f : X → R ∪ {±∞}
is the set dom f = {x ∈ X | f(x) < +∞}. The function f is Lipschitz of
rank K ≥ 0 near a given point x ∈ X at which f is finite if there exists a
neighborhood U of x such that |f(y)− f(z)| ≤ K‖y − z‖ for every y, z ∈ U .
The function f is said to be locally Lipschitz on an open set U ⊂ X if f is
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Lipschitz near x for every x ∈ U .
The following result reinforces the well-known property of the locally
Lipschitz continuity of convex functions that are locally bounded above (see
Borwein and Zhu [12, Theorem 4.1.3]).
Proposition 2.1. If f : X → R∪{+∞} is lower semicontinuous and convex,
then it is locally Lipschitz on int (dom f).
The (one-sided) directional derivative of a function f : U → R at x ∈ U
in the direction h ∈ X is defined by:
f ′(x;h) = lim
λ↓0
f(x+ λh)− f(x)
λ
when this limit exists in R. We say that f is Gaˆteaux differentiable at x
provided that there exists an element DGf(x) ∈ X∗, called the Gaˆteaux
derivative at x, such that f ′(x;h) = 〈DGf(x), h〉 for every h ∈ X. If f :
X → R is continuous and convex on a separable Banach space X, then the
set of points at which f is Gaˆteaux differentiable is a dense Gδ set in X.
The Clarke directional derivative of f : U → R at x in the direction h,
denoted by f ◦(x;h), is defined as follows:
f ◦(x;h) = lim sup
y→x
λ↓0
f(y + λh)− f(y)
λ
.
The function f is regular at x provided that f admits the directional deriva-
tive f ′(x;h) at x with f ′(x;h) = f ◦(x;h) for every h ∈ X. The Clarke
subdifferential of f at x, denoted by ∂f(x), is defined by:
∂f(x) = {p ∈ X∗ | 〈p, h〉 ≤ f ◦(x;h) ∀h ∈ X}.
Because ∂f(·) gives rise to a set-valued mapping from U into X∗, we denote
it by ∂f : U ⇒ X∗. It is known that if f is Lipschitz near x, then ∂f(x) is
nonempty, convex and weakly* compact. Moreover, the Clarke directional
derivative is the support function of the Clarke subdifferential in the sense
that:
f ◦(x;h) = max{〈p, h〉 | p ∈ ∂f(x)} for every h ∈ X. (2.1)
If f : X → R is Lipschitz near x ∈ X, and regular and Gaˆteaux differentiable
at x, then ∂f(x) = {DGf(x)}.
If f : U → R is a convex function on an open convex set U and is Lipschitz
near x ∈ U , then it is regular at x, and its Clarke subdifferential at x reduces
to its subdifferential at x in the sense of convex analysis:
∂f(x) = {p ∈ X∗ | 〈p, h〉 ≤ f ′(x;h) ∀h ∈ X}. (2.2)
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If f : X → R is continuous and convex, then it is Gaˆteaux differentiable at
x ∈ dom f if and only if ∂f(x) is a singleton.
We say that f : U → R is Fre´chet differentiable at x ∈ U , and DFf(x) ∈
X∗ is the Fre´chet derivative at x provided that:
lim
h→0
f(x+ h)− f(x)− 〈DFf(x), h〉
‖h‖ = 0.
We say that f is continuously differentiable at x if it has Fre´chet deriva-
tive DFf(x), and y 7→ DFf(y) ∈ X∗ is (norm-to-norm) continuous on the
neighborhood of x. If f : X → R is continuous and convex on X and X∗
is separable, then the set of points at which f is Fre´chet differentiable is a
dense Gδ set in X. When X = Rn, Gaˆteaux and Fre´chet differentiability
coincide for locally Lipschitz functions.
For later use, we cite a useful criterion of the Fre´chet differentiability
for Gaˆteaux-differentiable convex functions defined on Banach spaces (see
Za˘linescu [41, Corollary 3.3.6]).
Proposition 2.2. Let f : X → R be continuous, convex and Gaˆteaux differ-
entiable on the neighborhood U of x. Then f is Fre´chet differentiable at x if
and only if DGf : U → X∗ is continuous at x.
Proof of the following result can be found in Schirotzek [34, Propositions
3.4.2 and 7.3.9; Remark 7.4.2].
Proposition 2.3. If f : U → R is continuously differentiable at x ∈ U , then
f is regular at x, locally Lipschitz and ∂f(x) = {DFf(x)}.
We say that f : U → R is strictly (Hadamard) differentiable at x ∈ U
and Dsf(x) ∈ X∗ is the strict (Hadamard) derivative at x provided that:
lim
h→0
y→x
f(y + h)− f(y)− 〈Dsf(x), h〉
‖h‖ = 0.
Strict differentiability implies Gaˆteaux differentiability. Moreover, if f : U →
R is strictly differentiable at x ∈ U , then it is regular at x. When X = Rn,
strict differentiability also implies Fre´chet differentiability.
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3 Subdifferential Calculus for Parametric
Optimization
3.1 The Clarke Subdifferential of the Marginal Func-
tion
We investigate the differentiability properties of the marginal function of
a parametric optimization problem of the form maxy∈Y f(x, y), where f :
X×Y → R is an upper semicontinuous function, where X is a Banach space
and Y is a compact topological space. We denote this by f ′x(x, y;h) and
f ◦x(x, y;h), the directional and the Clarke directional derivatives of f( · , y)
at x ∈ Y in the direction h ∈ X, respectively, and by ∂xf(x, y) the Clarke
subdifferential of f( · , y) at x. Similarly, DG,xf(x, y) and DF,xf(x, y) denote
the Gaˆteaux and the Fre´chet derivatives of f( · , y) at x, respectively.
We present the following result, which is a generalization of Sagara [33]
for the case where X = Rn and Y = Rm.
Lemma 3.1 (Sagara). Let U be an open subset of X and Y be a topological
space. If f : U × Y → R is upper semicontinuous such that f( · , y) is
Lipschitz for every y ∈ Y , then ∂xf : U × Y ⇒ X∗ is upper semicontinuous
and weakly* compact-valued.
Proof. Denote the open unit ball in X by B. Arbitrarily take ε > 0 and
x0 ∈ U satisfying x0 + εB ⊂ U , choose any 0 < ε′ < ε and put η = ε − ε′.
Then, {x + ηB | x ∈ x0 + ε′B} is an open covering of x0 + εB. We claim
that the function gη( · , · ;h) : (x0 + (ε− η)B)× Y → R defined by:
gη(x, y;h) = sup
x′∈x+ηB
λ∈(0,η)
f(x′ + λh, y)− f(x′, y)
λ
is upper semicontinuous for every h ∈ X. To this end, note that the supre-
mum is finite because of the Lipschitz continuity of f( · , y).
Define the set-valued mapping Γη : (x0+ (ε− η)B)× Y ⇒ X × Y ×R by
Γη(x, y) = (x+ ηB)×{y}× (0, η). Then, gη( · , · ;h) is the marginal function
of the continuous function:
(x′, y′, λ) 7→ f(x
′ + λh, y′)− f(x′, y′)
λ
on (x0+(ε− η)B)×Y × (0, η) maximized over (x′, y′, λ) ∈ Γη(x, y). Because
Γη is continuous, applying the maximum theorem (see Dontchev and Zolezzi
[16, Theorem IX.1.5]) yields the continuity of gη( · , · ;h) on (x0 + εB) × Y
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for every η ∈ (0, ε). This implies that infη∈(0,ε) gη(x, y;h) is the pointwise
infimum of the continuous functions {gη( · , · ;h)}, but the infimum coincides
with f ◦x(x, y;h) by definition. Therefore, f
◦
x( · , · ;h) is upper semicontinuous
on (x0 + εB)× Y for every h ∈ X.
Let (xν , yν)→ (x, y) and pν w∗→ p be convergent nets in (x0+εB)×Y and
X∗, respectively, satisfying pν ∈ ∂xf(xν , yν) for each ν. By (2.1), we have
〈pν , h〉 ≤ f ◦(xν , yν , h) for each ν and h ∈ X. Thus, taking the lim sup on both
sides of this inequality yields 〈p, h〉 = limν〈pν , h〉 ≤ lim supν f ◦(xν , yν , h) ≤
f ◦(x, y, h) for every h ∈ X by the upper semicontinuity of f ◦x( · , · ;h). This
shows that p ∈ ∂xf(x, y) and the weakly* compact-valued subdifferential
mapping ∂xf has the closed graph and hence is upper semicontinuous on
(x0 + εB)× Y (see Aliprantis and Border [1, Corollary 17.17]). Because the
choice of ε > 0 and x0 ∈ U is arbitrary insomuch x0 + εB ⊂ U , the upper
semicontinuity of ∂xf on U × Y immediately follows.
Proposition 3.1 (Clarke). Let U be an open subset of X, Y a compact
metric space and f : U ×Y → R an upper semicontinuous function such that
f( · , y) is Lipschitz of rank K for every y ∈ Y . Define the marginal function
m : U → R as:
m(x) = max{f(x, y) | y ∈ Y }
and the solution mapping M : U ⇒ Y as:
M(x) = {y ∈ Y | f(x, y) = m(x)}.
Then, m is Lipschitz of rank K and the following formula holds:
∂m(x) ⊂
{∫
Y
∂xf(x, y)dµ(y) | µ ∈P(M(x))
}
(3.1)
for every x ∈ U , where P(M(x)) denotes the family of probability Radon
measures on Y supported on M(x). If, moreover, f( · , y) is regular at x for
every y ∈M(x), then m is regular at x and the equality holds for (3.1).
The intended meaning of the inclusion (3.1) is as follows. Every element
p ∈ ∂m(x) is written as 〈p, h〉 = ∫ 〈p(y), h〉dµ(y) for every h ∈ X with some
µ ∈ P(M(x)), where p : Y → X∗ is a measurable selection of ∂f(x, · ) :
Y ⇒ X∗ such that p(y) ∈ ∂xf(x, y) µ-a.e. y ∈ Y . (Here, X∗ is endowed with
the Borel σ-algebra generated by the weak* topology.)
Proof. Because ∂xf : U × Y ⇒ X∗ is upper semicontinuous, convex and
weakly*-compact-valued by Lemma 3.1, it is closed at every point (x, y) ∈
U×Y in the sense of Clarke [13, Definition 2.8.1]. Thus, the theorem reduces
to the special case of [13, Theorem 2.8.2].
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Proposition 3.1 is very powerful. Formulas for the directional, Gaˆteaux
and Fre´chet derivatives of the marginal function can be derived systematically
from it, as demonstrated in Subsections 3.2 and 3.3. Formula (3.1) is an
elaboration of Pshenichnyi [30, Theorem 3.5]. When the Lipschitz condition
in Proposition 3.1 is replaced with the convexity of f( · , y), inclusion (3.1)
becomes equality, which is the formula established by Ioffe and Levin [20],
because the convexity guarantees that f( · , y) is regular at x (see Clarke [13,
Propositions 2.2.6 and 2.3.6]).
Theorem 3.1. Let Y be a compact subset of a Banach space. If f : X×Y →
R is locally Lipschitz and regular at (x, y) ∈ X × Y with y ∈ M(x) ∩ intY ,
then:
{p ∈ X∗ | (p, 0) ∈ ∂f(x, y)} ⊂ ∂m(x). (3.2)
Proof. It follows from y ∈M(x)∩ intY that for an arbitrarily given direction
k ∈ Y , we have f(x, y + λk) ≤ f(x, y) for all sufficiently small λ > 0.
This implies that f ◦y (x, y; k) = f
′
y(x, y; k) ≤ 0 for every k ∈ X because
of the regularity of f . Thus, if q ∈ ∂yf(x, y), then equations (2.1) and
(2.2) yields 〈q, k〉 ≤ f ′y(x, y; k) ≤ 0 for every k ∈ Y , and, hence, q = 0.
Therefore, ∂yf(x, y) = {0}. Choose any (p, q) ∈ ∂f(x, y). Because the
regularity of f implies that ∂f(x, y) ⊂ ∂xf(x, y)× ∂yf(x, y) (see Clarke [13,
Proposition 2.3.15]), we have (p, q) ∈ ∂xf(x, y)× ∂yf(x, y) and q = 0. Thus,
(p, 0) ∈ ∂f(x, y). Formula (3.1) with equality implies that ∂xf(x, y) ⊂ ∂m(x)
because P(M(x)) includes a unit mass of each point in M(x). Therefore,
p ∈ ∂m(x).
When f is upper semicontinuous and concave, inclusion (3.2) becomes
equality with no additional condition. Indeed, one can dispense with Lips-
chitz continuity, compactness, regularity and interiority in Theorem 3.1 (see
Aubin and Ekeland [5, Proposition 4.5.6]). Formula (3.2) has been inten-
sively improved without compactness assumptions. For example, Penot [29]
exploits the Fre´chet subdifferential and Thibault [37] uses the Mordukhovich
subdifferential (the sequential limits of the Fre´chet subdifferential) for the
subdifferential calculus of marginal functions. For a systematic treatment of
marginal functions, see Mordukhovich [27, Subsections 1.3.4 and 3.2.1].
3.2 Directional Derivative of the Marginal Function
The advantage of Proposition 3.1 is exemplified by the observation that it
reduces to the classical result of Danskin [15, Theorem III. I], who formulated
the directional derivative of the marginal function in the case where the
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objective function has the partial derivative regarding parameter values in a
finite dimensional Euclidean space.
Theorem 3.2 (Danskin). Let U be an open subset of a Banach space X
with its separable dual and Y be a compact metric space. If f : U × Y → R
is an upper semicontinuous function such that f( · , y) is Lipschitz of rank K
for every y ∈ Y and f( · , y) is regular at x for every y ∈ M(x), then m is
regular at x and admits a directional derivative satisfying:
m′(x;h) = max
y∈M(x)
f ′x(x, y;h) for every h ∈ X. (3.3)
Proof. Denote by p(·) : Y → X∗ a measurable selection of ∂xf(x, · ) : Y ⇒
X∗, which exists by Proposition 3.1. Let x, h ∈ X be given arbitrarily. It is
easy to verify the inequality:
max
p(·)∈∂xf(x,· )
∫
Y
〈p(y), h〉dµ(y) ≤
∫
Y
[
max
p∈∂xf(x,y)
〈p, h〉
]
dµ(y).
Define the set-valued mapping Q : Y ⇒ X∗ by:
Q(y) =
{
q ∈ ∂xf(x, y) | 〈q, h〉 = max
p∈∂xf(x,y)
〈p, h〉
}
.
Because ∂xf(x, · ) is upper semicontinuous and has weakly* compact values
by Lemma 3.1, and X∗ is separable in the norm topology, by the measurable
maximum theorem (see Aliprantis and Border [1, Theorem 18.19]), one can
choose a measurable selection q(·) : Y → X∗ of Q. Because q(·) is also a
measurable selection of ∂xf(x, · ), we have:∫
Y
[
max
p∈∂xf(x,y)
〈p, h〉
]
dµ(y) =
∫
Y
〈q(y), h〉dµ(y) ≤ max
p(·)∈∂xf(x,· )
∫
Y
〈p(y), h〉dµ(y),
and, hence:∫
Y
[
max
p∈∂xf(x,y)
〈p, h〉
]
dµ(y) = max
p(·)∈∂xf(x,· )
∫
Y
〈p(y), h〉dµ(y) (3.4)
for every µ ∈ P(M(x)). Because m is regular at x by Proposition 3.1, the
equality in (3.1) yields:
m′(x;h) = max
p∈∂m(x)
〈p, h〉 = max
µ∈P(M(x))
p(·)∈∂xf(x,·)
∫
Y
〈p(y), h〉 dµ(y)
= max
µ∈P(M(x))
∫
Y
[
max
p∈∂xf(x,y)
〈p, h〉
]
dµ(y)
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= max
µ∈P(M(x))
∫
Y
f ◦x(x, y;h)dµ(y)
= max
µ∈P(M(x))
∫
Y
f ′x(x, y;h)dµ(y)
= max
y∈M(x)
f ′x(x, y;h),
where the second equality in the first line is a consequence of (2.1) and
(2.2), the second line uses (3.4), the third line employs (2.1), the fourth line
exploits the regularity of f and the last line follows from the observation that
P(M(x)) contains a unit mass of each point in M(x).
Theorem 3.3. Let U be an open subset of X and Y be a compact metric
space. If f : U × Y → R is an upper semicontinuous function such that
f( · , y) is Lipschitz of rank K for every y ∈ Y , f( · , y) is regular at x for
every y ∈ M(x) and the set {f ′x(x, y;h) ∈ R | y ∈ M(x)} is a singleton for
every h ∈ X, then:
∂m(x) = ∂xf(x, y) for every y ∈M(x).
Proof. Because f( · , y) is regular at x for every y ∈M(x), we have f ′x(x, y;h)
= f ◦x(x, y;h) = maxp∈∂xf(x,y)〈p, h〉 for every h ∈ X. This means that for every
y, y′ ∈M(x), the support functions of weakly*-compact convex sets ∂xf(x, y)
and ∂xf(x, y
′) are identical; hence, maxp∈∂xf(x,y)〈p, h〉 = maxp∈∂xf(x,y′)〈p, h〉
for every h ∈ X. From the Ho¨rmander theorem (see Clarke [13, Theorem
2.1.4]; Schirotzek [34, Theorem 2.3.1]), it follows that ∂xf(x, y) = ∂xf(x, y
′)
for every y, y′ ∈M(x). Because formula (3.1) holds with equality, we obtain
∂m(x) = ∂xf(x, y) for every y ∈ M(x) because P(M(x)) contains a unit
mass of each point in M(x).
There are two important cases where it is possible to verify by Theorem
3.3 the single-valuedness of the directional derivatives of f ′x(x, y;h) with re-
spect to y ∈M(x); one is the case where f is a concave function on a convex
set (Theorem 3.4) and the other where f is a supermodular function on a
vector lattice (Theorem 3.5).
Theorem 3.4. Let Y be a convex subset of a vector space. Suppose that
M(x) is nonempty at x ∈ X. If f : X × Y → R is concave and f( · , y)
has a two-sided directional derivative at x for every y ∈ M(x), then the set
{f ′x(x, y;h) ∈ R | y ∈M(x)} is a singleton for every h ∈ X.
Proof. By symmetry, it suffices to show that f ′x(x, y0;h) ≥ f ′x(x, y1;h) for
every y0, y1 ∈ M(x) and h ∈ X. Suppose on the contrary that the points y0
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and y1 exist in M(x) such that f
′
x(x, y0;h) < f
′
x(x, y1;h) for some nonzero
h ∈ X. Because of the equality:
−f ′x(x, y0;h) = lim
λ↓0
f(x− λh, y0)− f(x, y0)
λ
following from the definition of the (two-sided) directional derivative, we have
−f(x− λh, y0) + f(x, y0) < f(x+ λh, y1)− f(x, y1) for all sufficiently small
λ > 0. This inequality yields:
m(x) =
1
2
(f(x, y0) + f(x, y1)) <
1
2
(f(x− λh, y0) + f(x+ λh, y1))
≤ f(x, 1
2
(y0 + y1)) = m(x),
a contradiction in view of 1
2
(y0 + y1) ∈M(x) from the concavity of f .
Parametric Lattice Programming
Let X be a Banach space that is also a vector lattice. Because we do not
necessarily assume here that X is a Banach lattice, the lattice operations
in X may not be norm continuous; but this poses no problem with the
limiting argument. A function f : X → R ∪ {−∞} is supermodular if
f(x)+f(x′) ≤ f(x∨x′)+f(x∧x′) for every x, x′ ∈ X. If f is supermodular,
then the set of points at which f attains its maximum is a sublattice of X
(see Topkis [38]).
Theorem 3.5. Let X be a Banach space that is also a vector lattice and Y
be a lattice. Suppose that M(x) is nonempty at x ∈ X. If f : X × Y → R
is supermodular, and f( · , y) is upper semicontinuous and has a two-sided
directional derivative at x for every y ∈M(x), then the set {f ′x(x, y;h) ∈ R |
y ∈M(x)} is a singleton for every h ∈ X.
Proof. Take any y0, y1 ∈M(x). If f ′x(x, y0;h) < f ′x(x, y1;h) for some nonzero
h ∈ X, then from the proof of Theorem 3.4, it follows that there exists some
ε > 0 such that f(x, y0) + f(x, y1) < f(x − λh, y0) + f(x + λh, y1) − λε
for all sufficiently small λ > 0. Because (x + λh) ∨ (x − λh) = x + λ|h|
and (x + λh) ∧ (x − λh) = x − λ|h|, the supermodularity of f implies that
f(x− λh, y0) + f(x+ λh, y1) ≤ f(x+ λ|h|, y0 ∨ y1) + f(x− λ|h|, y0 ∧ y1). We
thus have:
f(x, y0) + f(x, y1) < f(x+ λ|h|, y0 ∨ y1) + f(x+ λ|h|, y0 ∧ y1)− λε (3.5)
for all sufficiently small λ > 0. Note that y0 ∨ y1 and y0 ∧ y1 belong to M(x)
becauseM(x) is a sublattice of X. By the upper semicontinuity of f( · , y) at
10
x for every y ∈M(x), there exists a sequence λν ↓ 0 such that f(x+λν |h|, y0∨
y1) < f(x, y0 ∨ y1) + λνε2 and f(x − λν |h|, y0 ∧ y1) < f(x, y0 ∧ y1) + λ
νε
2
for
each ν = 1, 2, . . . . Then by (3.5), we have 2m(x) = f(x, y0) + f(x, y1) <
f(x, y0 ∨ y1) + f(x, y0 ∧ y1) = 2m(x), a contradiction.
3.3 Differentiability of the Marginal Function
Another consequence of Proposition 3.1 revealed with the aid of the Danskin
formula is the Gaˆteaux and Fre´chet differentiability of the marginal function.
Theorem 3.6. Let U be an open subset of Banach space X with its sepa-
rable dual, Y be a compact metric space and f : U × Y → R be an upper
semicontinuous function such that f( · , y) is Lipschitz of rank K for every
y ∈ Y .
(i) If f( · , y) is regular and Gaˆteaux differentiable at x ∈ U for every
y ∈ M(x), then m admits a Gaˆteaux derivative at x if and only if
{DG,xf(x, y) ∈ X∗ | y ∈ M(x)} is a singleton. The Gaˆteaux derivative
of m satisfies the formula:
DGm(x) = DG,xf(x, y) for every y ∈M(x).
(ii) If f( · , y) is continuously differentiable at x ∈ U for every y ∈ M(x),
then m is continuously differentiable at x if and only if {DF,xf(x, y) ∈
X∗ | y ∈ M(x)} is a singleton. The Fre´chet derivative of m satisfies
the formula:
DFm(x) = DF,xf(x, y) for every y ∈M(x).
Proof. (i): If the set {DG,xf(x, y) ∈ X∗ | y ∈ M(x)} is a singleton, then
m′(x;h) = 〈DG,xf(x, y), h〉 for every y ∈ M(x) and h ∈ X in view of
the Danskin formula (3.3). This means that m′(x; · ) ∈ X∗, and, hence,
m′(x; · ) = DGm(x) = DG,xf(x, y) for every y ∈ M(x). Conversely, if m
admits a Gaˆteaux derivative at x, then the Danskin formula implies that
〈DGm(x),−h〉 = −miny∈M(x)〈DG,xf(x, y), h〉. We thus have:
〈DGm(x), h〉 = min
y∈M(x)
〈DG,xf(x, y), h〉 = max
y∈M(x)
〈DG,xf(x, y), h〉
for every h ∈ X. Therefore, {DG,xf(x, y) ∈ X∗ | y ∈ M(x)} must be a
singleton and DGm(x) = DG,xf(x, y) for every y ∈M(x).
(ii): Because f( · , y) is regular at x for every y ∈ M(x) by Proposition
2.3, the rest of the proof is the same as for (i). The continuity of the Fre´chet
derivative DFm at x follows from that of DFf( · , y) at x.
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Lemma 3.2. Let Y be a compact subset of a Banach space. If f : X×Y → R
is locally Lipschitz, then for every x ∈ X there exists a constant K for which
f( · , y) is Lipschitz of rank K near x for every y ∈ Y .
Proof. Because f is locally Lipschitz, for every (x, y) ∈ X × intY , there
exists a neighborhood Uy × Vy of (x, y) on which f is Lipschitz of rank Ky.
Because Y is compact, there exist points y1, . . . , yn in Y for which Vy1 , . . . , Vyn
constitute a finite open covering of Y , and f is Lipschitz of rank Kyi on each
Uyi × Vyi , i = 1, . . . , n. Put K = max{Ky1 , . . . , Kyn}. By construction,
f( · , y) is Lipschitz of rank K on ⋂ni=1 Uyi for every y ∈ Y .
Corollary 3.1. Let X be a Banach space with its separable dual, let Y be
a compact convex subset of a Banach space and f : X × Y → R be upper
semicontinuous and concave.
(i) If f( · , y) is regular and Gaˆteaux differentiable at x ∈ X for every
y ∈M(x), then m admits a Gaˆteaux derivative at x and:
DGm(x) = DG,xf(x, y) for every y ∈M(x).
(ii) If f( · , y) is continuously differentiable x ∈ X for every y ∈M(x), then
m is continuously differentiable x ∈ X and:
DFm(x) = DF,xf(x, y) for every y ∈M(x).
Proof. (i): Because f is locally Lipschitz by Proposition 2.1, f( · , y) is Lips-
chitz of rank K on a convex neighborhood U of x for every y ∈ Y by virtue
of Lemma 3.2. The Gaˆteaux differentiability of m and the formula follows
from Theorems 3.4 and 3.6.
(ii): Because f( · , y) is regular at x for every y ∈M(x) by Proposition 2.3,
m has a Gaˆteaux derivative with DGm(x) = DF,xf(x, y) for every y ∈M(x),
by (i). Therefore, DGm(x) = DFm(x) by Proposition 2.2.
Corollary 3.2. Let X be a Banach space with its separable dual and a vector
lattice, Y be a compact lattice, and f : X ×Y → R be an upper semicontinu-
ous supermodular function such that f( · , y) is Lipschitz of rank K for every
y ∈ Y .
(i) If f( · , y) is regular and Gaˆteaux differentiable at x ∈ X for every
y ∈M(x), then m admits a Gaˆteaux derivative at x and:
DGm(x) = DG,xf(x, y) for every y ∈M(x).
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(ii) If f( · , y) is continuously differentiable at x ∈ X for every y ∈ M(x),
then m is continuously differentiable x ∈ X and:
DFm(x) = DF,xf(x, y) for every y ∈M(x).
Proof. The formula follows from Theorems 3.5 and 3.6.
4 Dynamic Programming with an Infinite
Horizon
4.1 Description of the Model
Let T be a set of nonnegative integers, the set of time horizons indexed by
t = 0, 1, . . . . For each t ∈ T , let Xt be a nonempty subset of Banach space
X. A function ft : Xt × Xt+1 → R is a return function, and a set-valued
mapping Γt : Xt ⇒ Xt+1 describes a feasibility constraint. The graph of Γt
is denoted by G(Γt).
An admissible program starting from period t ∈ T with an initial condi-
tion x ∈ Xt is an element (xt, xt+1, . . . ) in the product space
∏∞
s=tXs satisfy-
ing xs+1 ∈ Γs(xs) for every s ∈ T and xt = x. The set of admissible programs
from t with xt = x is denoted by At(x), which gives rise to a set-valued map-
ping At : Xt ⇒
∏∞
s=tXs. An admissible program (x0, x1, . . . ) ∈ A0(x) for a
given x ∈ X0 is optimal if it maximizes the objective function
∑
t∈T ft over
A0(x).
For the primitive {Xt,Γt, ft | t ∈ T} of the model, the following basic
assumptions are in force, which are quite standard in dynamic programming
with finite dimensional program spaces (see Stokey and Lucas [35, Chapter
4]).
Assumption 4.1. (i) Xt is nonempty and closed.
(ii) Γt : Xt ⇒ Xt+1 is continuous and has nonempty, compact values.
(iii) ft : Xt ×Xt+1 → R is continuous.
(iv)
∑
t∈T
sup
(x,y)∈G(Γt)
|ft(x, y)| < +∞.
Define the value function vt : Xt → R, which is defined by:
vt(x) = max
{ ∞∑
s=t
fs(xs, xs+1) | (xt, xt+1, . . . ) ∈ At(x)
}
.
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It follows from the Bellman principle of optimality that every optimal pro-
gram (x0, x1, . . . ) ∈ A0(x0) satisfies:
vt(xt) = ft(xt, xt+1) + vt+1(xt+1) for every t ∈ T . (BP)
It is verified by way of standard argument that the value function satisfies
the Bellman equation:
vt(x) = max
y∈Γt(x)
{ft(x, y) + vt+1(y)} for every x ∈ Xt, (BE)
which demonstrates that the value function is obtained as a marginal function
investigated in Section 3. This simple observation motivates the introduction
of solution mapping Mt : Xt ⇒ Xt+1 for (BE) by:
Mt(x) = {y ∈ Γt(x) | vt(x) = ft(x, y) + vt+1(y)}.
By (BP) and (BE), an admissible program (x0, x1, . . . ) ∈ A0(x) is optimal
if and only if xt+1 ∈ Mt(xt) for every t ∈ T . Assumption 4.1 is sufficient to
ensure that there exists an optimal program, vt is continuous and has values
in R, and Mt is upper semicontinuous and compact-valued.
4.2 Auxiliary Results
Throughout this paper, we retain Assumption 4.1 as a basic hypothesis.
The conditions for the interiority of optimal programs and the Lipschitz
conditions on ft are required in the sequel.
Assumption 4.2. (i) intXt is nonempty.
(ii) For every x ∈ Xt and y ∈Mt(x): (x, y) ∈ intG(Γt).
The Lipschitz continuity of the return function is a point where we depart
from the standard assumption, which replaces the traditional smoothness or
convexity hypotheses. Two alternative Lipschitz continuity conditions on ft
are employed in the sequel.
Assumption 4.3. ft( · , y) is locally Lipschitz uniformly in y ∈ Xt+1.
Assumption 4.3∗. ft : Xt ×Xt+1 → R is locally Lipschitz.
The precise meaning of Assumption 4.3 is that for every x ∈ Xt there
exists a neighborhood Ut of x and Kt ≥ 0 such that ft is Lipschitz of rank
Kt on Ut for every y ∈ Xt+1. While the Lipschitz bound Kt may depend on
x, it is constant on Ut.
The next result, because of Askri and Le Van [4], is very useful for our
purpose, and the proof of this is somewhat simplified here.
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Lemma 4.1 (Askri and Le Van). If Assumptions 4.1 and 4.2 are satisfied,
then for every x ∈ Xt, there exists a neighborhood Ut of x and a compact
subset Yt+1 of Xt+1 such that Mt(x
′) ⊂ Yt+1 ⊂ Γt(x′) for every x′ ∈ Ut.
Proof. By Assumption 4.2(ii), for every y ∈ Mt(x), there exists a neighbor-
hood Uy × Vy ⊂ Xt × Xt+1 of (x, y) such that (x′, y′) ∈ intG(Γt) for every
(x′, y′) ∈ Uy × Vy. Because Mt(x) is compact by Assumption 4.1(ii) and
(iii), there exist points y1, . . . , yn in Mt(x) such that Vy1 , . . . , Vyn constitutes
a finite open covering of Mt(x). Put U
′
t =
⋂n
i=1 Uyi and Vt+1 =
⋃n
i=1 Vyi .
By construction, we have Mt(x) ⊂ Vt+1 ⊂ int Γt(x) and Vt+1 ⊂ int Γt(x′) for
every x′ ∈ U ′t . Because Mt is upper semicontinuous at x ∈ Xt, there exists
a neighborhood U ′′t of x satisfying Mt(x
′) ⊂ Vt+1 for every x′ ∈ U ′′t . Putting
Ut = U
′
t ∩ U ′′t and Yt+1 = clVt+1 yields the desired inclusion because Yt+1 is
compact by Assumption 4.1(ii).
Lemma 4.2. If Assumptions 4.1, 4.2 and 4.3 are satisfied, then vt : Xt → R
is locally Lipschitz.
Proof. By Lemma 4.1, there exists a neighborhood Ut of an arbitrarily given
point in Xt and a compact set Yt+1 such thatMt(x) ⊂ Yt+1 ⊂ Γt(x) for every
x ∈ Ut. Then the Bellman equation (BE) becomes:
vt(x) = sup
y∈Yt+1
{ft(x, y) + vt+1(y)} for every x ∈ Ut. (4.1)
Because ft( · , y) is locally Lipschitz uniformly in y ∈ Xt+1 by Assumption 4.3,
we may assume without loss of generality that |ft(x, y)− ft(x′, y)| ≤ Kt‖x−
x′‖ for every x, x′ ∈ Ut and y ∈ Xt+1. Let x, x′ ∈ Ut be given arbitrarily.
Take any ε > 0 and let y ∈ Yt+1 be such that vt(x) < ft(x, y) + vt+1(y) + ε.
In view of (4.1), we have vt(x
′) ≥ ft(x′, y) + vt+1(y). We thus obtain:
vt(x)− vt(x′) < ft(x, y)− ft(x′, y) + ε ≤ Kt‖x− x′‖+ ε.
Because ε is arbitrary, by interchanging the role of x and x′, we obtain
|vt(x) − vt(x′)| ≤ Kt‖x − x′‖ for every x, x′ ∈ Ut. Therefore, vt is locally
Lipschitz.
Theorem 4.1. Suppose that Assumptions 4.1, 4.2 and 4.3 are satisfied.
Then:
∂vt(x) ⊂
{∫
Y
∂xft(x, y)dµ(y) | µ ∈P(Mt(x))
}
for every x ∈ Xt. If ft( · , y) is regular at x for every y ∈ Mt(x), then vt is
regular at x and:
∂xft(x, y) ⊂ ∂vt(x) for every y ∈Mt(x).
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If, moreover, X has its separable dual, then:
v′t(x;h) = max
y∈Mt(x)
f ′t,x(x, y;h) for every h ∈ X.
Proof. Choose any x ∈ Xt. By Lemma 4.1, there exists a neighborhood Ut
of x and a compact set Yt+1 such that Mt(x
′) ⊂ Yt+1 ⊂ Γt(x′) for every
x′ ∈ Ut and (4.1) holds. By Lemma 4.2, vt is Lipschitz on Ut. Define
gt : Ut × Yt+1 → R by gt(x′, y) = ft(x′, y) + vt+1(y). Then, by Assumption
4.3, gt( · , y) is Lipschitz of rank Kt on Ut for every y ∈ Yt+1. A direct
application of Proposition 3.1 and Theorem 3.2 to U = Ut, Y = Yt+1, f = gt
and m = vt yields the first inclusion. Because the equality holds for this
inclusion under the regularity hypothesis of ft andP(Mt(x)) contains a unit
mass of each point in Mt(x), the second inclusion immediately holds. The
remaining equality is a consequence of (3.3).
Assumption 4.2(ii) is somewhat stronger than the standard interiority
condition such that for every x ∈ Xt and y ∈Mt(x): y ∈ int Γt(x) (see Ben-
veniste and Scheinkman [7], and Stokey and Lucas [35]). For the mitigation
of this condition to ensure the smoothness of the value function under the
convexity hypothesis, consult Aliprantis et al. [2], and Rinco´n-Zapatero and
Santos [32].
4.3 Necessary Condition for Optimality
While optimality is described by the Euler equation for the smooth case, the
generalized Euler equation (or Euler inclusion):
0 ∈ ∂yft(xt, xt+1) + ∂xft+1(xt+1, xt+2) for every t ∈ T (GE)
along an optimal program can be derived for the nonsmooth case from the
following theorem.
Theorem 4.2. Suppose that Assumptions 4.1, 4.2 and 4.3∗ are satisfied, and
let (x0, x1, . . . ) ∈ A0(x0) be an optimal program. If ft is regular at (xt, xt+1),
then there exists a sequence {pt ∈ X∗ | t ∈ T} such that:
(i) pt ∈ ∂vt(xt) for every t ∈ T .
(ii) (pt,−pt+1) ∈ ∂ft(xt, xt+1) for every t ∈ T .
If, moreover, the Lipschitz bound Kt of ft( · , xt+1) near xt satisfies limtKt =
0, then:
(iii) lim
t→∞
pt = 0.
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Proof. Note first that ft( · , y) is Lipschitz of rank Kt near xt for every y ∈
Mt(xt) by Lemma 3.2, and vt+1 is Lipschitz near xt+1 and regular at xt+1 by
Lemma 4.2 and Theorem 4.1. The set inclusion:
{p ∈ X∗ | (p, 0) ∈ ∂(ft(xt, xt+1) + ∂vt+1(xt+1))} ⊂ ∂vt(xt), (4.2)
follows from Theorem 3.1. Let (pt, 0) ∈ ∂(ft(xt, xt+1)+∂vt+1(xt+1)). Because
the right-hand side of this inclusion is contained in ∂ft(xt, xt+1) + {0} ×
∂vt+1(xt+1), there exists some pt+1 ∈ ∂vt+1(xt+1) such that (pt,−pt+1) ∈
∂ft(xt, xt+1). The inclusion of pt ∈ ∂vt(xt) follows from (4.2). Thus, as-
sertions (i) and (ii) hold. Because the adjoint inclusion (ii) guarantees that
pt ∈ ∂xf(xt, xt+1), we have ‖pt‖X∗ ≤ Kt (see Clarke [13, Proposition 2.1.2]),
and, hence, assertion (iii) holds.
Condition (iii) of Theorem 4.2 is the transversality condition at infinity.
The condition on the Lipschitz bound, for instance, is typically satisfied for
the discounted case where ft = ρ
tf with ρ ∈ (0, 1) and f : X × X → R
has a Fre´chet (resp. Gaˆteaux or strict) derivative DF,xf(x, xt+1) at every
point x in a neighborhood Ut of xt on which DF,xf( · , xt+1) is bounded in
X∗. Then, the Lipschitz bound of ft( · , xt+1) near xt is given by Kt =
ρt supx∈Ut ‖DF,xf(x, xt+1)‖X∗ .
Support Price Theorem
Support prices play a crucial role in establishing the asymptotic behavior
(turnpike property) of optimal programs (see Gale [19] and McKenzie [24]).
Definition 4.1. A sequence {pt ∈ X∗ | t ∈ T} is a support price system for
an admissible program (x0, x1, . . . ) ∈ A0(x0) if the following conditions are
satisfied.
(i) vt(x)− 〈pt, x〉 ≤ vt(xt)− 〈pt, xt〉 for every x ∈ Xt and t ∈ T .
(ii) ft(x, y)+〈pt+1, y〉−〈pt, x〉 ≤ ft(xt, xt+1)+〈pt+1, xt+1〉−〈pt, xt〉 for every
(x, y) ∈ G(Γt) and t ∈ T .
Assumption 4.1 and the following convexity hypothesis imply that ft is
locally Lipschitz on int (Xt ×Xt+1) by Proposition 2.1 and vt is concave.
Assumption 4.4. (i) Xt and G(Γt) are convex.
(ii) ft : Xt ×Xt+1 → R is concave.
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A support price theorem is provided by Gale [19], McKenzie [24] and
Weitzman [40], and proven using the separation theorem for convex sets.
Under Assumption 4.4, the necessary condition in Theorem 4.2 reduces to
the supergradient inequalities for the concave functions vt and ft, which are
evidently equivalent to the existence of a support price system.
Corollary 4.1 (Support price theorem). If Assumptions 4.1, 4.2 and
4.4 are satisfied, then an optimal program admits a support price system.
It is well known that under the convexity hypothesis with additional
transversality conditions at infinity, the existence of a support price system
is a sufficient condition for optimality (see McKenzie [24], Michel [25] and
Weitzman [40]).
4.4 Differentiability of the Value Function
There is a big gap between the regularity and differentiability of functions
at a given point. For the Clarke directional derivative f ◦t,x(x, y;h) to be a
Gaˆteaux derivative, it needs to be linear and continuous in h. A curious
implication of the regularity of the return function at an interior optimal
solution is the Gaˆteaux and strict differentiability of the value function.
Theorem 4.3. Suppose that Assumptions 4.1, 4.2 and 4.3∗ are satisfied and
X has its separable dual. Let (x0, x1, . . . ) ∈ A0(x0) be an optimal program.
If ft is regular at (xt, xt+1) for every t ∈ T , then:
(i) ft( · , xt+1) and vt are Gaˆteaux differentiable at xt and:
DGvt(xt) = DG,xft(xt, xt+1) for every t ∈ T \ {0}.
(ii) ft(xt, · ) and vt+1 are strictly differentiable at xt+1 and:
Dsvt+1(xt+1) = −Ds,yft(xt, xt+1) for every t ∈ T \ {0}.
Proof. To show the strict differentiability of vt+1, notice that xt+1 ∈ int Γt(xt)
by Assumption 4.2(ii), and given an arbitrary direction k ∈ X, we have
ft(xt, xt+1+λk)+vt+1(xt+1+λk) ≤ ft(xt, xt+1)+vt+1(xt+1) for all sufficiently
small λ > 0, in view of (BP) and (BE). This implies that f ◦t,y(xt, xt+1; k) +
v◦t+1(xt+1; k) = f
′
t,y(xt, xt+1; k) + v
′
t+1(xt+1; k) ≤ 0 for every k ∈ X, because
vt+1 is regular at xt+1 by Theorem 4.2. Choose any q ∈ ∂yft(xt, xt+1) and
r ∈ ∂vt+1(xt+1). Then, by (2.1) and (2.2), we have:
〈q, k〉+ 〈r, k〉 ≤ f ′t,y(xt, xt+1; k) + v′t+1(xt+1; k) ≤ 0
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for every k ∈ X. This implies that q = −r, and hence, −∂vt+1(xt+1) =
∂yft(xt, xt+1) = {q}. Therefore, ft(xt, · ) and vt+1 are strictly differentiable
at xt+1 and q = Ds,yft(xt, xt+1) = −Dsvt+1(xt+1) (see Clarke [13, Propo-
sition 2.2.4]). This supports assertion (ii). Because strict differentiability
implies Gaˆteaux differentiability, Dsvt(xt) = DGvt(xt) = DG,xft(xt, xt+1) by
Theorem 3.6(i). This establishes assertion (i).
Theorem 4.3 is striking because the Gaˆteaux differentiability of vt is guar-
anteed by the regularity of ft even without the differentiability of ft. It leads
to the Euler equation:
DG,yft(xt, xt+1) +DG,xft(xt+1, xt+2) = 0 for every t ∈ T \ {0} (E)
for an optimal program (x0, x1, . . . ) ∈ A (x0). However, it says nothing about
the Gaˆteaux differentiability of v0. Furthermore, it is silent about the Fre´chet
differentiability of the value function. To make the differentiability property
complete, we introduce the following condition.
Assumption 4.5. At any x ∈ Xt, the set {f ′t,x(x, y;h) ∈ R | y ∈ Mt(x)} is
a singleton for every h ∈ X.
Indeed, Assumption 4.5 is much milder than requiring the single-valued-
ness of the solution mappingMt. IfMt is single-valued, then it gives rise to a
policy function from Xt into Xt+1, which is guaranteed in most applications
when one assumes the strict concavity of ft(x, · ) with the convexity hypoth-
esis (Assumption 4.4). To derive the differentiability of the value function,
Kim [22] introduced in the finite dimensional setting the single-valuedness of
the partial derivative of ft with respect to x evaluated on Mt(x), which is
rather stronger than Assumption 4.5.
Theorem 4.4 (Envelope theorem). Suppose that Assumptions 4.1, 4.2,
4.3 and 4.5 are satisfied. If ft( · , y) is regular at x ∈ Xt for every y ∈Mt(x),
then:
∂vt(x) = ∂xft(x, y) for every y ∈Mt(x).
Proof. The equality is an immediate consequence of Theorems 3.3 and 4.1.
Theorem 4.5. Suppose that Assumptions 4.1, 4.2, 4.3∗ and 4.5 are satisfied
and X has its separable dual.
(i) If ft( · , y) is regular and Gaˆteaux differentiable at x ∈ Xt for every
y ∈Mt(x), then vt is Gaˆteaux differentiable at x and:
DGvt(x) = DG,xft(x, y) for every y ∈Mt(x).
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(ii) If ft( · , y) is continuously differentiable at x ∈ Xt for every y ∈Mt(x),
then vt is continuously differentiable at x and:
DFvt(x) = DF,xft(x, y) for every y ∈Mt(x).
Proof. Assumption 4.5 implies that f ′t,x(x, y; · ) = DG,xft(x, y) for every y ∈
Mt(x) for case (i) and f
′
t,x(x, y; · ) = DF,xft(x, y) for every y ∈Mt(x) for case
(ii). Applying Theorem 3.6 yields the result.
The standard convexity hypothesis introduced in Assumption 4.4 takes
the place of the Lipschitz condition in Assumption 4.3 and the single-val-
uedness of the directional derivatives in Assumption 4.5 by Theorem 3.4.
Therefore, Theorem 4.5 extends the classical result of the differentiability of
the value function in finite dimensional spaces by Benveniste and Scheinkman
[7] to Banach spaces.
Corollary 4.2 (Benveniste and Scheinkman). Suppose that Assump-
tions 4.1 and 4.4 are satisfied and X has a separable dual.
(i) If ft( · , y) is regular and Gaˆteaux differentiable at x ∈ Xt for every
y ∈Mt(x), then vt is Gaˆteaux differentiable at x and:
DGvt(x) = DG,xft(x, y) for every y ∈Mt(x).
(ii) If ft( · , y) is continuously differentiable x ∈ Xt for every y ∈ Mt(Xt),
then vt is continuously differentiable at x and:
DFvt(x) = DF,xft(x, y) for every y ∈Mt(x).
Lattice Programming
An alternative assumption that guarantees the single-valuedness of the direc-
tional derivatives is the supermodularity of ft. The following lattice structure
together with Assumption 4.1 is sufficient to guarantee the supermodularity
of vt.
Assumption 4.6. (i) X is a Banach space that is also a vector lattice,
and Xt is a sublattice of X.
(ii) G(Γt) is a sublattice of X ×X.
(iii) ft : Xt ×Xt+1 → R is supermodular.
Lemma 4.3. If Assumptions 4.1 and 4.6 are satisfied, then vt : Xt → R is
supermodular.
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Proof. Take any x, x′ ∈ Xt. Let (xt, xt+1, . . . ) ∈ At(x) and (x′t, x′t+1, . . . ) ∈
At(x′) be optimal programs from t with initial conditions x and x′, respec-
tively. We then have:
vt(x) + vt(x
′) =
∞∑
s=t
fs(xs, xs+1) +
∞∑
s=t
fs(x
′
s, x
′
s+1)
≤
∞∑
s=t
fs(xs ∨ x′s, xs+1 ∨ x′s+1) +
∞∑
s=t
fs(xs ∧ x′s, xs+1 ∧ x′s+1)
≤ vt(x ∨ x′) + vt(x ∧ x′),
where the second inequality employs the supermodularity of fs by Assump-
tion 4.6(iii) and the final inequality uses xs+1 ∨ x′s+1 ∈ Γs(xs ∨ x′s) and
xs+1 ∧ x′s+1 ∈ Γs(xs ∧ x′s) for each s = t, t+1, . . . resulting from Assumption
4.6(ii) together with the definition of the value function.
Corollary 4.3 (Amir). Suppose that Assumptions 4.1, 4.2, 4.3∗ and 4.6
are satisfied and X has a separable dual.
(i) If ft( · , y) is regular and Gaˆteaux differentiable at x ∈ Xt for every
y ∈Mt(x), then vt is Gaˆteaux differentiable at x and:
DGvt(x) = DG,xft(x, y) for every y ∈Mt(x).
(ii) If ft( · , y) is continuously differentiable at x ∈ Xt for every y ∈Mt(x),
then vt is continuously differentiable at x and:
DFvt(x) = DF,xft(x, y) for every y ∈Mt(x).
Proof. Because (x, y) 7→ ft(x, y) + vt+1(y) is supermodular by Lemma 4.3,
Assumption 4.5 holds by Theorem 3.5. The result follows from Theorem
4.5.
5 Optimal Economic Growth under Uncer-
tainty
5.1 Stochastic Dynamic Programming
Let (Ω,F , P ) be a complete probability space, where Ω is a sample space, F
is a σ-algebra of subsets of Ω, and P is a complete probability measure onF .
By {Ft | t ∈ T}, we denote a filtration by which eachFt is a complete sub-σ-
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algebra of F having
∨
t∈T Ft = F . We denote by L
∞(Ω,Ft, P ) the space
of Rn-valued, essentially bounded, Ft-measurable functions on Ω, endowed
with the supremum norm ‖ · ‖∞.
The primitive data of an economy is described by random technology
correspondence Zt : Rn+ × Ω⇒ Rn+ with a graph given by:
G(Zt) = {(z, z′, ω) ∈ Rn+ × Rn+ × Ω | z′ ∈ Zt(z, ω)}
and a random utility function ut : Rn+×Rn+×Ω→ R. Given an initial capital
stock x0 ∈ L∞(Ω,F0, P ), a stochastic process {xt ∈ L∞(Ω,Ft, P ) | t ∈ T}
satisfying xt+1(ω) ∈ Zt+1(xt(ω), ω) a.e. ω ∈ Ω for every t ∈ T is a feasible
program, over which the expected utility sum:∑
t∈T
∫
Ω
ut+1(xt(ω), xt+1(ω), ω)dP (ω),
is maximized. This is a general reduced model of capital accumulation under
uncertainty investigated by Dana [14], Evstigneev [18], Jeanjean [21], Papa-
georgiou [28], Radner [31], Takekuma [36] and Zilcha [42, 43].
To transform the problem into dynamic programming, define the set-
valued mapping Γt : L
∞(Ω,Ft, P )⇒ L∞(Ω,Ft+1, P ) by:
Γt(x) = {y ∈ L∞(Ω,Ft+1, P ) | y(ω) ∈ Zt+1(x(ω), ω) a.e. ω ∈ Ω},
and the return function ft : L
∞(Ω,Ft, P )× L∞(Ω,Ft+1, P )→ R by:
ft(x, y) =
∫
Ω
ut+1(x(ω), y(ω), ω)dP (ω).
Then the problem turns into the Banach space setting investigated in Section
4, in which X = L∞(Ω,F , P ) and Xt = L∞(Ω,Ft, P ).
5.2 Assumptions
Compactness of the Feasible Set
Assumption 5.1. (i) Zt( · , ω) : Rn+ ⇒ Rn+ is continuous and has non-
empty values a.e. ω ∈ Ω.
(ii) G(Zt) is B(Rn)×B(Rn)×Ft-measurable.
(iii) There exists an Ft-measurable, bounded function σˆt : Ω→ R such that
‖z′‖ ≤ σˆt(ω) for every (z, z′, ω) ∈ G(Zt).
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Let Zxt : Ω ⇒ Rn+ be the set-valued mapping defined by Zxt (ω) :=
Zt(x(ω), ω) for x ∈ L∞(Ω,Ft, P ), and S (Zxt ,Ft+1) be the set of Ft+1-
measurable selections of Zxt .
Lemma 5.1. If Assumption 5.1 is satisfied, then S (Zxt ,Ft+1) is nonempty,
bounded, closed and Γt(x) = S (Zxt ,Ft+1) for every x ∈ L∞(Ω,Ft, P ).
Proof. Under Assumption 5.1(ii), by Aumann’s measurable selection theo-
rem (see Aliprantis and Border [1, Theorem 18.26]; Aumann [6]; Clarke [13,
Theorem 4.1.1]), there exists a measurable selection of Zxt , i.e., Ft-measur-
able function σt : Ω → Rn such that σt(ω) ∈ Zxt (ω) for every ω ∈ Ω. From
Ft ⊂ Ft+1, it follows that σt is Ft+1-measurable, and, hence, S (Zxt ,Ft+1)
is nonempty for every x ∈ L∞(Ω,Ft, P ). Therefore, S (Zxt ,Ft+1) ⊂ Γt(x).
The converse inclusion Γt(x) ⊂ S (Zxt ,Ft+1) is evident. By Assumption
5.1(iii), we have ‖σ‖∞ ≤ ‖σˆt‖∞ < +∞ for every σ ∈ S (Zxt ,Ft+1). Thus,
Γt(x) is bounded. The closedness of Γt(x) follows from Assumption 5.1(i)
Let Πt be the set of all finite collections pi = {A1, . . . , Am} of disjoint
sets in Ft with positive measure. Define the order of Πt by pi ≤ pi′ to mean
that each set in pi is, except for a set of measure zero, a union of sets in
pi′, which makes Πt a directed set. For every pi = {A1, . . . , Am} ∈ Πt and
f ∈ L∞(Ω,Ft, P ), define the function fpi by the following equations:
fpi(ω) =

1
P (Ai)
∫
Ai
f(ω)dP (ω) if ω ∈ Ai,
0 if ω 6∈ ⋃ni=1Ai.
Then, ‖fpi−f‖∞ → 0 for every f ∈ L∞(Ω,Ft, P ) (see Dunford and Schwartz
[17, Proof of Theorem IV.8.18]).
Weak*-compact sets in L∞ can be obtained easily because boundedness
captures relative weak*compactness. On the contrary, (norm) compact sets
in L∞ are characterized by the following “quite general criterion . . . , which,
however, is somewhat difficult to apply to specific cases ([17, p. 297])”.
Proposition 5.1 (M. Riesz). A bounded subset K of L∞(Ω,Ft, P ) is
relatively compact if and only if:
lim
pi∈Πt
sup
f∈K
‖fpi − f‖∞ = 0.
Applying Proposition 5.1 toS (Zxt ,Ft+1) in place ofK in the probability
space (Ω,Ft+1, P ) yields the compactness of S (Zxt ,Ft+1), which in turn is
equivalent to the compactness of Γt(x) by Lemma 5.1.
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Assumption 5.2. For every x ∈ L∞(Ω,Ft, P ):
lim
pi∈Πt+1
sup
σ∈S (Zxt ,Ft+1)
‖σpi − σ‖∞ = 0.
Under Assumptions 5.1 and 5.2, it is evident that Γt : L
∞(Ω,Ft, P ) ⇒
L∞(Ω,Ft+1, P ) is continuous and has nonempty compact values.
Lipschitz Continuity and Regularity of the Return Function
Assumption 5.3. (i) ut(z, z
′, · ) : Ω → R is Ft-measurable for every
(z, z′) ∈ Rn+ × Rn+ and ut( · , · , ω) : Rn+ × Rn+ → R is Lipschitz of rank
kt(ω) a.e. ω ∈ Ω, where kt : Ω → R+ is an Ft-measurable, integrable
function.
(ii) There exists an Ft-measurable, integrable function uˆt : Ω → R+ with∑
t∈T
∫
uˆtdP < +∞ satisfying |ut(z, z′, ω)| ≤ uˆt(ω) for every (z, z′, ω) ∈
G(Zt).
Assumption 5.4. For every x ∈ Xt and y ∈Mt(x): (x, y) ∈ intG(Γt).
Assumption 5.3 guarantees that ft is Lipschitz of rank
∫
ktdP and As-
sumption 5.4 assures vt is locally Lipschitz (see Lemma 4.2).
Lemma 5.2. Suppose that Assumption 5.3 holds and let (x, y) ∈ intG(Γt+1).
If ut+1( · , ·, ω) is regular at (x(ω), y(ω)) for every ω ∈ Ω, then:
(i) ft is regular at (x, y).
(ii) lim supm f
◦
t (x, y;h
m, km) ≤ f ◦t (x, y;h, k) whenever (hm, km) → (h, k)
a.e. in L∞(Ω,Ft, P )× L∞(Ω,Ft+1, P ).
Proof. (i): Take any (h, k) ∈ L∞(Ω,Ft, P ) × L∞(Ω,Ft+1, P ). For any
(z, z′, ω) ∈ G(Zt+1), (a, a′) ∈ Rn × Rn and λ > 0, define:
∆ut+1(z, z
′, ω; a, a′, λ) = ut+1(z + λa, z′ + λa′, ω)− ut+1(z, z′, ω).
We then have:
f ◦t (x, y;h, k) = lim sup
(x′,y′)→(x,y)
λ↓0
∫
Ω
∆ut+1(x
′(ω), y′(ω), ω;h(ω), k(ω), λ)
λ
dP (ω)
≤
∫
Ω
lim sup
(z,z′)→(x(ω),y(ω))
λ↓0
∆ut+1(z, z
′, ω;h(ω), k(ω), λ)
λ
dP (ω)
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= lim
λ↓0
∫
Ω
∆ut+1(x(ω), y(ω), ω;h(ω), k(ω), λ)
λ
dP (ω)
= f ′t(x, y;h, k),
where the first equality follows from the definition of the Clarke directional
derivative, and the second inequality is a consequence of Fatou’s lemma,
noting that:∣∣∣∣∆ut+1(z, z′, ω;h(ω), k(ω), λ)λ
∣∣∣∣ ≤ kt+1(ω)(‖h(ω)‖+ ‖k(ω)‖),
for every (z, z′, ω) ∈ G(Zt+1) and λ > 0 by Assumption 5.3(i), and that
(x′, y′) → (x, y) in L∞ implies convergence almost everywhere. The third
equality uses the regularity of ut+1 and the Lebesgue-dominated convergence
theorem, and the last equality follows from the definition of the directional
derivative. Because the converse inequality f ′t(x, y;h, k) ≤ f ◦t (x, y;h, k) is
always true, we obtain the regularity of ft, as desired.
(ii): Let (hm, km) → (h, k) a.e. in L∞(Ω,Ft, P ) × L∞(Ω,Ft+1, P ). We
then have:
lim sup
m→∞
f ′t(x, y;h
m, km) = lim sup
m→∞
∫
Ω
u′t+1(x(ω), y(ω), ω;h
m(ω), km(ω))dP (ω)
≤
∫
Ω
lim sup
m→∞
u′t+1(x(ω), y(ω), ω;h
m(ω), km(ω))dP (ω)
=
∫
Ω
u′t+1(x(ω), y(ω), ω;h(ω), k(ω))dP (ω)
= f ′t(x, y;h, k),
where the first equality uses the definition of the directional derivative and
the Lebesgue-dominated convergence theorem, the second inequality exploits
Fatou’s lemma, the third equality employs the continuity of the directional
derivative (z, z′) 7→ u′t+1(x(ω), y(ω), ω; z, z′), which is a consequence of the
inequality |u′t+1(x(ω), y(ω), ω; z, z′)| ≤ kt+1(ω)(‖z‖+‖z′‖) resulting from As-
sumption 5.3(i), and the final equality follows from the definition of the di-
rectional derivative and the Lebesgue-dominated convergence theorem. Be-
cause f ′t(x, y; ·, ·) = f ◦t (x, y; ·, ·) by (i), we have lim supm f ◦t (x, y;hm, km) ≤
f ◦t (x, y;h, k).
Single-valuedness of the Directional Derivative
Because of Theorems 3.4 and 3.5, the single-valuedness of the directional
derivative in Assumption 4.5 is satisfied if the convexity or supermodularity
assumptions below are imposed on the primitive (ut, Zt) of the model.
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Assumption 5.5. (i) G(Zt( · , ω)) is a convex subset of Rn+×Rn+ a.e. ω ∈
Ω.
(ii) ut( · , · , ω) : Rn+ × Rn+ → R is concave a.e. ω ∈ Ω.
Assumption 5.5∗. (i) G(Zt( · , ω)) is a sublattice of Rn+ ×Rn+ a.e. ω ∈ Ω.
(ii) ut( · , · , ω) : Rn+ × Rn+ → R is supermodular a.e. ω ∈ Ω.
It is easy to see that Assumption 5.5 implies Assumption 4.4 and that
Assumption 5.5∗ yields Assumption 4.6.
5.3 Price Systems in L1
Let ba(Ω,Ft) be the space of all Rn-valued, bounded, finitely additive set
functions (signed charges) on Ft and let ba(Ω,Ft, P ) be its vector subspace
consisting of all elements that are absolutely continuous with respect to P .
The dual space of L∞(Ω,Ft, P ) is ba(Ω,Ft, P ) (see Dunford and Schwartz
[17, Theorem IV.8.16]). Let ca(Ω,Ft) be the space of all Rn-valued count-
ably additive set functions (signed measures) on Ft and ca(Ω,Ft, P ) be
its vector subspace consisting of all elements that are absolutely continu-
ous with respect to P . A signed charge ν ∈ ba(Ω,Ft) is purely finitely
additive if any µ ∈ ca(Ω,Ft) with 0 ≤ µ ≤ |ν| is identically zero, where
|ν| = (|ν1|, . . . , |νn|) ∈ ba(Ω,Ft) is the (Rn-valued) total variation of ν =
(ν1, . . . , νn).
Proposition 5.2 (Yosida and Hewitt). (i) Every ν ∈ ba(Ω,Ft) has a
unique decomposition written as a sum ν = νc + νf such that νc is in
ca(Ω,Ft) and νf ∈ ba(Ω,Ft) is purely finitely additive.
(ii) A signed charge ν ∈ ba(Ω,Ft, P ) is purely finitely additive if and only
if there exists a sequence {Am} in Ft with Am ⊂ Am+1 for each m =
1, 2, . . . satisfying limm P (A
m) = 1 and 〈ν, xχAm〉 = 0 for every x ∈
L∞(Ω,Ft, P ) and m = 1, 2, . . . .
This is a slightly generalized version of Yosida and Hewitt [39] in that the
singularity of purely finitely additive parts in Proposition 5.2(ii) is allowed
for signed charges in ba(Ω,Ft, P ). A proof of Proposition 5.2 can be found
in Bhaskara Rao and Bhaskara Rao [10, Theorems 10.2.1 and 10.3.3].
Theorem 5.1. Suppose that Assumptions 5.1 to 5.5, or Assumptions 5.1 to
5.4 and Assumption 5.5∗ are satisfied and let (x0, x1, . . . ) ∈ A0(x0) be an
optimal program. If ut( · , ·, ω) is regular at (xt(ω), xt+1(ω)) for every ω ∈ Ω,
then there exists a price system {qt ∈ L1(Ω,Ft, P ) | t ∈ T} such that:
26
(i) qt ∈ ∂vt(xt) for every t ∈ T .
(ii) (qt,−qt+1) ∈ ∂ft(xt, xt+1) for every t ∈ T .
Proof. By Lemmas 5.1 and 5.2, the hypotheses in Theorem 4.2 are met.
Let {pt ∈ ba(Ω,Ft, P ) | t ∈ T} be a sequence in Theorem 4.2. It follows
from Proposition 5.2 that pt can be decomposed uniquely as pt = p
c
t + p
f
t ,
where pct ∈ ca(Ω,Ft, P ) and pft ∈ ba(Ω,Ft, P ) is purely finitely additive,
and there exists an increasing sequence {Am} in Ft such that P (Am) → 1
and 〈pft , xχAm〉 = 0 for every x ∈ L∞(Ω,Ft, P ) and m = 1, 2, . . . . Because
(pt,−pt+1) ∈ ∂ft(xt, xt+1) implies:
f ◦t (xt, xt+1;hχAm , kχAm) ≥ 〈pt, hχAm〉 − 〈pt+1, kχAm〉
= 〈pct , hχAm〉 − 〈pct+1, kχAm〉
for every (h, k) ∈ L∞(Ω,Ft, P )× L∞(Ω,Ft+1, P ), we obtain:
f ◦t (xt, xt+1;h, k) ≥ lim sup
m→∞
f ◦t (xt, xt+1;hχAm , kχAm)
≥ lim
m→∞
[〈pct , hχAm〉 − 〈pct+1, kχAm〉] = 〈pct , h〉 − 〈pct+1, k〉,
in view of (hχAm , kχAm) → (h, k) a.e. in L∞(Ω,Ft, P ) × L∞(Ω,Ft+1, P )
and Lemma 5.2(ii). Therefore, (pct ,−pct+1) ∈ ∂ft(xt, xt+1). In this argument,
putting k = 0 yields f ◦t,x(xt, xt+1;h) ≥ 〈pct , h〉 for every h ∈ X. Because As-
sumption 4.5 is satisfied by Assumption 5.5 or 5.5∗, we have ∂xft(xt, xt+1) =
∂vt(xt) by Theorem 4.4. This is equivalent to f
◦
t,x(xt, xt+1;h) = v
◦
t (xt;h) for
every h ∈ X by (2.1). Thus, pct ∈ ∂vt(x) follows from v◦t (xt;h) ≥ 〈pct , h〉 for
every h ∈ X. Because pct is absolutely continuous with respect to P , there
exists a unique Radon–Nikodym derivative qt ∈ L1(Ω,Ft, P ) of pct such that
pct(A) =
∫
A
qtdP for every A ∈ Ft. Therefore, pct ∈ ca(Ω,Ft, P ) can be
identified with qt ∈ L1(Ω,Ft, P ) and the assertion holds.
Unlike previous studies by Bewley [8, 9], Dana [14], Evstigneev [18], Jean-
jean [21], Radner [31], Takekuma [36] and Zilcha [42, 43], we dispense with
the monotonicity assumption on the random utility function and admit neg-
ative price systems in Theorem 5.1. To avoid the monotonicity assumption
under the convexity hypothesis, Papageorgiou [28] applied a more general
version of Proposition 5.2 in which bounded signed charges with Banach
space values have Yosida–Hewitt decompositions (see Levin [23]).
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6 Conclusion
While Theorem 5.1 assures the existence of L1-price systems without convex-
ity assumptions for the supermodular case with Assumption 5.5∗, Assump-
tion 5.2 is admittedly a more stringent condition than required in the convex
model along the lines of Dana [14], Evstigneev [18], Jeanjean [21], Radner
[31], Papageorgiou [28], Takekuma [36] and Zilcha [42, 43] for the derivation
of an L1-price system.
Indeed, there is an ambivalence between convexity and compactness. The
nonconvex case under investigation requires only the Lipschitz continuity of
ft, which is automatically satisfied whenever ut is continuous and concave,
but we need the norm compactness of Γt(x) to exploit subdifferential calculus
for the nonconvex case in stochastic dynamic programming. In contrast, the
concavity of ut is needed in the convex case to ensure the weak*-continuity of
ft, but the weak*-compactness of Γt(x) is sufficient to guarantee the existence
of optimal programs, and is easily satisfied under the boundedness condition
on Zt. The usual argument employing the separation theorem is valid for
detecting a support price system.
Because support prices are unavailable in the nonconvex case, the tradi-
tional approach does not work for the derivation of the price systems in L1.
To overcome this difficulty, this paper focuses on the necessary condition for
optimality in Theorem 4.2 described in terms of the Clarke subdifferential. In
particular, when ft is concave, the Clarke directional derivative in the proof
of Theorem 5.1 reduces to the directional derivative; thus our approach is
essentially the same as the traditional one except for the topological setting.
However, exploiting the Clarke directional derivative in the limiting argu-
ment presents a more general method that likewise works for the nonconvex
case.
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