ABSTRACT An in-depth understanding of consumer energy consumption patterns is essential for accurate forecasting and efficient management. In this paper, a novel load profile analysis methodology is proposed using an image processing technology that simplifies the understanding and improvement of electricity consumption patterns. The electricity consumption patterns over time are represented as load image profiles in two dimensions. These profiles are modified by image processing using filtering and thresholding techniques to suppress excessive sensitivity. Subsequently, the clustering algorithms are performed to classify the load image profiles, and representative class load image profiles are obtained. The resulting clusters are compared to the results of conventional load profile analysis. The proposed methodology shows enhanced performance over the conventional approach from the viewpoint of evaluation among the different load image profile classes.
I. INTRODUCTION
The paradigm within the electric power industry is changing due to the spread of smart meters and distributed resources. The spread of smart meters makes it possible to obtain improved metering data on energy consumption, of which the patterns are becoming more diverse with the spread of distributed resources [1] , [2] . Electricity consumption data are used to create electricity load profiles (LPs) and provide electricity usage information over time. These data enable the development of detailed strategies for planning and managing electricity supply. Understanding the stability of daily electricity usage patterns over time provides deeper insights into how households use electricity. This information can help operators improve load forecasting and planning, design tariffs, and efficiently operate and manage demand side response and distributed energy resources. Consumers have the potential to cut their electricity bills and sell surplus electricity by reducing unnecessary electricity usage [3] , [4] . In particular, various energy consumption patterns are emerging due to the The associate editor coordinating the review of this manuscript and approving it for publication was Padmanabh Thakur. gradual expansion of solar panel installations and electric vehicles. For utilities and operators, an adaptive approach is needed for efficient planning and management of distributed resources in order to accommodate changes in such a smart grid environment.
Load profiles show electricity usage patterns over time and are fundamental to systematic management. Load profiles depict daily consumption patterns by averages calculated for specific time periods during the day. The load curve created provides operators with visual information about electricity consumption. This information includes the timing and magnitude of electricity use; it also describes the lifestyle of electricity consumers, including peak loads [5] - [7] .
These widely used load profiles can exhibit inherent loss of information due to the averaging effect over the time period of interest. The load curve may provide incorrect information if the electricity usage patterns are irregular, and the resulting analysis may lead to unexpected errors, which in turn could lead to operational instability and economic loss. In order to provide more accurate information, an intuitive approach is needed for deriving intrinsic information so as to obtain a deeper understanding of electricity usage patterns.
Existing studies related to load profiling use approaches based on engineering, statistics, and data mining and artificial intelligence [2] , [8] . The engineering approach generally uses bottom-up and top-down techniques for load modeling [3] . The load profile is generated and analyzed based on the load modeling using parameters such as the types of household appliances. In [9] , the physical model was designed and the load shape was estimated using physical factors that affect the individual use of various household appliances. In [10] , the load profile of household appliances was predicted using a thermal dynamic model with physical and behavioral factors. A methodology for the development of static load models and load characteristic profiles was presented and a seasonal load characteristic profile has been developed with high-resolution load at 1s sampling rate [11] . Various engineering approaches were also proposed in [3] .
Statistical approaches typically characterize electricity use based on probability, statistics, and regression analysis. These analyses involve factors that affect energy consumption, such as electric appliances, dwelling information, lifestyle, and activity patterns. Statistical approaches are mainly used for customer segmentation and settlement [4] , [12] - [15] .
The data mining and artificial intelligence approach has been mainly applied in creating load profiles and classifying and predicting loads [1] , [2] , [4] , [8] . In [16] , the goals of load profiling were defined, and a method that centered on adaptive decision tree clustering of the load profiles was presented. Another study focused on how to classify customers using a modified follow-the-leader algorithm and self-organizing maps (SOMs) [17] . In [18] , a framework based on data mining techniques for characterizing an electrical energy consumer was presented; this framework consisted of a load profiling module using SOM and k-means algorithms and a classification model using a set of decisions and rules. A review of analysis techniques such as neural networks, fuzzy logic, and statistical methods as well as the performance of filtering and classification of load patterns using SOMs was presented in [19] . In [20] a two-stage methodology for customer classification was presented. This methodology defined representative load curves for individual customers and customer clusters using various algorithms such as k-means, adaptive vector quantization, fuzzy k-means, and hierarchical clustering. The results were used for tariff adaptation and load forecasting. In [21] , a methodology was presented and used to estimate load curves for electricity user groups. This methodology included the SOM, k-means, and hierarchy clustering algorithms. Another study determined residential load profiles by season, grouped electrical usage patterns using k-means clustering, compared them with a wholesale electric market price, and analyzed each customer group using probit regression [22] . In [1] , a household electricity segmentation methodology was investigated. This methodology used an encoding system to determine representative load shapes, grouped the load shapes by adaptive k-means clustering, and later summarized them by hierarchical clustering. A methodology for characterizing electricity load profiles based on smart meter data was presented in [2] . This methodology involved constructing a series of electricity profile classes using SOMs, aggregating the smart meter data, and linking each profile class to the household characteristic by multinomial logistic regression. In [8] , a load estimation algorithm based on k-means cluster analysis was developed using cluster centers and distance functions to estimate missing and future measurements. An approach to load clustering based on the extraction of time series features by principal component analysis and a technique using the delay coordinate embedding for dynamic load clustering was described in [23] . Most of the aforementioned approaches have described electrical consumption characteristics based on magnitude over time (i.e., the load curve or load shape). This study proposes and analyzes a new load profile, called load image profile (LIP) that simplifies the understanding of the variation of electricity consumption by hour and day, thus providing deeper insights into consumer behavior. Methods for creating three types of LIPs are described and followed by a clustering method for creating class load image profiles (CLIPs) from the LIPs. Next, the characteristics of the generated LIPs and CLIPs are discussed and shown to be efficient. In particular, it is shown that the proposed load profiling methodology enables efficient operation and management in a complicated smart grid environment by presenting more information than a conventional load profile.
The remainder of the paper is organized as follows: Section II describes the methodology for creating a new load profile, Section III describes the experiments used to analyze the proposed load image profile, Section IV discusses clustering, and finally, Section V presents the conclusions of this study.
II. METHODOLOGY
This section describes a methodology for creating LIPs and CLIPs, as shown in Fig. 1 . The first stage of this methodology creates three types of LIPs and the second stage creates CLIPs from the LIPs. The one-dimensional time series data collected from a smart meter are processed into a two-dimensional array to create a Type-1 LIP. Next, an image processing method (the filtering method) is applied to the Type-1 LIP to generate a Type-2 LIP. Another image processing method (the threshold method) is applied to the Type-2 LIP to create a Type-3 LIP. Finally, the three LIPs created in the first stage are grouped using a clustering method to generate three types of representative CLIPs. The following subsections describe each step of the methodology in detail.
A. CREATION OF LOAD IMAGE PROFILE
The load profile ( Fig. 2(a) ) is a one-dimensional time series data set representing the electricity consumed by a consumer over time. This profile can be expressed in a vector form VOLUME 7, 2019 by (1) .
where, LP j d is the load profile for household j and day d, and p j h is the hourly electricity consumption of household j at hour h (normalized to the peak value for the year).
Data processing is performed to create an LIP from the load profile. The one-dimensional electricity consumption data for one month is converted into a two-dimensional array form as shown in (2) .
where, LIP j m is the load image profile of household j for month m, and p j d,h is the electricity consumption of household j at hour h of day d.
B. IMAGE PROCESSING
The Type-1 LIP, derived from the raw smart meter data, can be improved by image processing to produce a clearer load image. Assume that the load image in (2) is redefined as a two-dimensional function f (x, y) by (3).
where, x and y are spatial (plane) coordinates, and the magnitude of the function in the coordinate pair (x, y) is the intensity of the image at that point, and M and N are the numbers of pixels of the row and column of the image, respectively.
Smoothing filters are used for blurring and noise reduction. Blurring is used in preprocessing tasks such as removing small details from an image before extracting large objects and connecting small gaps in lines or curves. There are various methods for applying smoothing filters. For this study, the median filter (an order statistic-based nonlinear filter) is selected. Median filters have excellent noise-reduction capabilities for certain types of noise, give less blurring than linear filters, and are particularly effective for impulse noise reduction [24] .
The median filter replaces the value of a pixel with the median value of the intensity levels of its neighboring pixels. Let S xy represent the set of coordinates in a rectangular subimage window of size m× n, centered at point (x, y). The median filtering process computes the median value g(x, y) of the original image f (x, y) using the pixels in the region defined by S xy , as shown in (4) .
where, the point (s, t) is a coordinate in a region defined by S xy . Very large and very small electricity consumptions appear in the LIP as impulse noise and small spots, respectively, at the corresponding days and hours ( Fig. 2(b) ). These electricity consumption patterns are eliminated by replacing them with the median intensity of the neighbors; this process produces the Type-2 LIP.
Thresholding which is another image processing technique that directly separates an image into regions by selecting a threshold value based on the intensity of the image. Otsu's method for determining thresholds involves maximizing the inter-class variance when classifying image pixels into two or more groups (or classes) [24] , [25] . The Otsu's method is briefly introduced. In separating an image into K classes, C 1 , C 2 , . . . , C K , the inter-class variance is generalized as shown in (5).
59050 VOLUME 7, 2019 Here, P k is the probability that the pixel is assigned to the k class, m k is the average intensity value of the pixels assigned to C k , m G is the average intensity value of the whole image, p i is the probability of intensity i.
For multiple thresholds, K classes are separated by K -1 thresholds. The optimal thresholds k
When the thresholds are determined, the image f (x, y) is separated as shown in (9) .
where, a 1 , a 2 , . . . , a K −1 are arbitrary intensity values.
The Type-2 LIP created by the smoothing filter depicts certain areas with similar electricity consumption in the day and hour domains. Thresholding improves the visual clarity of the image and the identity of areas with similar electricity consumption by applying the class thresholds; this process produces the Type-3 LIP.
C. CREATION OF CLASS LOAD IMAGE PROFILE
This section describes the creation of CLIPs from the LIPs. The objective is to group together customers with similar electricity consumption patterns using clustering methods.
The most widely studied clustering algorithms are partition-based and hierarchical-based clustering algorithms. These algorithms have been used in a wide range of real applications due to their simplicity and less computational complexity. Partition-based clustering algorithms identify groups within the data by optimizing a specified objective function and iteratively improving the quality of the partitions. These algorithms require certain parameters to select the prototype vectors of each cluster [26] .
The K -means clustering algorithm is the most widely used partition-based clustering algorithm [27] . To perform this algorithm, the input vector is constructed by transforming a two-dimensional array (in this case, the LIP) into a onedimensional vector; the length of this vector is 24 (hours per day) multiplied by the number of days in the month. The algorithm starts by selecting K initial representative vectors. Each vector is then assigned to the closest centroid based on a particular proximity measure (the Euclidean distance). Once the clusters are formed, the centroids for each cluster are updated. And then the algorithm iteratively repeats these two steps until the centroids do not change or some predefined convergence criterion is met.
Fuzzy C-means (FCM) clustering algorithm [28] , another partition-based clustering algorithm, performs clustering using a degree of membership that each input vector belongs to one or more clusters. FCM algorithm partitions input vectors into fuzzy groups. Each input vector is assigned groups with a membership degree between 0 and 1. The centroids for each cluster and membership degrees are updated until the objective function is minimized and converged.
The Expectation-Maximization (EM) algorithm [29] , which is a distribution-based clustering algorithm, is an iterative method of generating an optimal model by adjusting the probability that each input vector belongs to a Gaussian mixture model. The EM algorithm consists of an expectation step and a maximization step. In the Expectation step, the expected values for the given data and model parameters are calculated. In the Maximization step, the model parameters are estimated by the maximum likelihood estimation using the expected value obtained in the Expectation step. The estimated parameters repeat the Expectation and Maximization steps again and repeat these two steps until convergence.
The resulting centroids of the one-dimensional vectors are restored to the images of the two-dimensional arrays; this centroid image of the cluster is the CLIP. Three types of CLIPs are created from the three types of LIPs described previously. The Type-1, Type-2, and Type-3 CLIPs are generated from the corresponding LIPs, respectively. The characteristics and analysis of the resulting CLIPs are described next.
III. EXPERIMENTS AND ANALYSIS

A. DATASETS
The smart meter data used in this study were electricity load data taken at one-hour intervals from January 1st to December 31st, 2016. The customers were 3,226 households that resided in residential apartments in Seoul, South Korea. The generation and analysis of three types of LIPs were performed on the basis of individual households, and the analysis of three types of CLIPs generated from these LIPs was carried out by dividing 3,226 households into three groups by floor area. The analysis was performed based on working days. Matlab software (ver. R2018a) and its toolboxes (Statistics and Machine Learning Toolbox and Image Processing Toolbox) are used to process and analyze the data [30] .
B. ANALYSIS OF LOAD IMAGE PROFILE
This section analyzes the characteristics of the Type-1 LIPs created using the data processing described in Section II. Fig. 3 shows the Type-1 LIPs and the corresponding LPs obtained by the conventional method of aggregation for arbitrarily selected consumers. In Fig. 3 , the upper and lower figures are the LIPs and the corresponding LPs, respectively and the number is an arbitrary number of households.
The figures in Fig. 3(a) show the electricity consumption patterns for working days in the summer (August) of 2016. The LIP shows that very large peaks (brown pixels) occurred intermittently at hours 13, 14, and 18 − 23 in mid-August. In addition, alternating electricity consumption patterns occur during the hours 6 − 8 and 19 − 23 at intervals of about 3 to 4 days. This means that even though consumers live a regular lifestyle, they have hourly differences in electricity consumption on some days. In the LP, it is clear that the peak consumption occurs in the morning and evening; however, it is difficult to explain the other electricity consumption behaviors.
The figures in Fig. 3(b) show the electricity consumption patterns for working days in the winter (December) of 2016. These two consumption patterns show that the morning peak occurred during hours 6−8 and the evening peak during hours 18 − 22. On the other hand, the LIP indicates alternating electricity consumption patterns that occur at intervals of about 4 to 5 days in the evening hours.
The LIP in in Fig. 3(c) shows a highly varying electricity consumption patterns by the day and hour. The LIP immediately confirms this pattern visually. Meanwhile, the LPs show that, on average, the morning and evening peaks occurred at hours 8 and 18, respectively. However, because the LPs were aggregated by the average value, the variability in the consumption pattern by day and hour could not be explained; thus, it is possible to misunderstand the customers' electricity consumption behaviors. Fig. 3(d) shows the electricity consumption patterns for the days when electricity is not consumed, such as during long periods away from home. In such cases, the LIP visually confirmed the intuition about electricity consumption behaviors. On the other hand, the LP does not reflect this consumption behavior properly.
Based on these results, it was found that Type-1 LIPs can provide an intuitive understanding of the variability in electricity consumption patterns and support inferences about electricity consumption behaviors by day and hour.
C. ANALYSIS OF IMAGE-PROCESSED LOAD IMAGE PROFILES
In this section, the Type-2 LIPs are analyzed. These LIPs were created by applying the median filter to the Type-1 LIPs, as described in Section II. Fig. 4 shows the results of filtering with a 3 × 3 median filter. Compared to the corresponding months in Fig. 3 , the isolated areas of very high (peak day and peak hour) and very low electricity consumptions were converted by the median filter to the median intensities of the neighboring areas. In addition, the boundaries of areas with high and low electricity consumptions were blurred to form areas with similar electricity consumption (image areas with similar intensity). Fig. 4(a) is the result of filtering the first Type-1 LIP in Fig. 3 . The peaks that occurred at hours 13 and 14 in midAugust were removed as if they were noise, and the peaks that occurred at hours 21 and 22 were grouped in small day and time domains. In addition, the electricity consumption patterns that alternated by the day at similar hours were blurred to form day and hour areas with similar electricity consumption. Fig. 4(b) shows the result of filtering the second Type-1 LIP in Fig. 3 . Likewise, peaks in the form of impulse noise were filtered out and areas with similar electrical consumption patterns were grouped together.
Therefore, filtering produced Type-2 LIPs in which the electrical consumption patterns of isolated peak day and hour domains were removed and similar electricity consumption patterns in neighboring day and hour domains were grouped together. Fig. 5 shows the Type-3 LIPs created by the Otsu's method using four thresholds on the Type-2 LIPs shown in Fig. 4 . As expected, the day and hour domains were divided into five classes, and areas having similar electricity consumption magnitudes are clearly shown. In Fig. 5(a) , the peaks occurred between hours 21 and 22 in mid-August, and the electricity consumption is high at hour 21. In Fig. 5(b) , the morning peak occurred between hours 6 and 7 in mid-December, and the occurrence of the evening peaks fluctuated at intervals of about 2 to 4 days between hours 19 and 21. Thus, the Type-3 LIPs provided a better understanding of the patterns of electricity consumption in the day and hour domains.
D. ANALYSIS OF CLASS LOAD IMAGE PROFILE
This section analyzes the CLIPs created by grouping the LIPs using a clustering algorithm. Fig. 6 shows the CLIPs grouped into five classes for August 2016. The Class 1 CLIP has the highest electricity consumption. This level of electricity consumption is maintained for approximately 18 working days from the beginning of the month. Furthermore, electricity is consumed in all time except for the early morning hours with the peak time occurring during hours 20 − 23. The Class 2 CLIP has high electricity consumption from hours 20 to 23 during the first 15 days from the beginning of August. The Class 3 CLIP has high electricity consumption around hour 20 in the middle of the month. The Class 4 CLIP shows a similar electricity consumption pattern as that of Class 3 but with less overall electricity consumption than Class 3. The Class 5 CLIP has a similar electricity consumption pattern as that of Class 2, but with very little electricity consumption. Fig. 7 shows the Type-3 CLIPs grouped into five classes for December 2016. The electricity consumption patterns for all the classes are nearly similar. The patterns are roughly constant by day, and the peak hour occurs during hours 19 − 23.
IV. CLUSTERING ANALYSIS AND DISCUSSION
In this section, clustering analysis is performed on the CLIPs. For this analysis, the number of clusters was increased from two to 10, and the analysis was repeated 10 times. The dissimilarity, calculated using the Euclidean distance between the centroid vector of the cluster and the object in the cluster, was used for the cluster evaluation. The average dissimilarity value was calculated based on the 10 replicates.
For comparison with the existing LP, two methods were applied to the three types of LIPs. The first method calculated the dissimilarity using the two-dimensional load image (LI) of the LIPs. The second method computed the dissimilarity by converting the LIPs to 24-hour load curves (LC) by averaging. Fig. 8 shows the dissimilarity of the three types of LIPs examined in this study. Figs. 8(a) and 8(b) show the comparison of the dissimilarities for the working days of August and December 2016, respectively. The LI of the three LIPs showed worse dissimilarity than the LP. After converting the LIPs to LCs, the LCs for the Type-2 and Type-3 LIPs showed good dissimilarity. The reason for the worse dissimilarity of the LIs is that their vector dimension is a product of hour and day, which is higher than the vector dimension of the LP. The LC for the Type-1 LIP has a low degree of dissimilarity due to the variation of the electricity consumption patterns by day and hour. The reason why the dissimilarities of LCs for the Type-2 and Type-3 LIPs are better than that of the LP is because the filtering and thresholding techniques reduced the variation in the electricity consumption patterns by day and hour. This meant that the class groupings of the LCs for the Type-2 and Type-3 LIPs were better than that of the LP. Therefore, the LCs for the Type-2 and Type-3 LIPs formed a better class grouping than the LP. Comparing Type-3 LIP LC with the LP, it can be seen that the magnitude of the Type-3 LIP LC is generally smaller than that of the LP because the intermittent peak value was removed by the filtering and thresholding techniques. Fig. 9(a) shows the results for the working days in August 2016. Classes 1, 4, and 5 have similar CLPs, while Classes 2 and 3 are different. This is due to the initial center vectors selected for the k-means clustering, which meant that different CLPs could be formed. Fig. 9(b) shows the results for the working days in December 2016, which indicates that the five classes have similar CLPs. . 10 shows the ratio of the number of households belonging to each class of the Type-3 CLIP to that of households belonging to each class of the CLP using the confusion matrix. As shown in Fig. 10 (a) , for August, it was found that the ratios for Classes 1 − 5 were 7.2%, 3.7%, 0.8%, 21%, and 21.4%, respectively. In particular, the CLIP and CLP of Class 3 show different electricity consumption patterns from each other, as shown in Fig. 9(a) ; thus, households in Class 3 can be viewed as groups with different consumption patterns. This implies that the electricity consumption patterns of consumers in summer are different, and different load profiles are possible depending on the clustering method. In addition, it was found that many households belonging to Classes 4 and 5 with low electricity consumption belong to the same class. For December , Fig 10(b) shows that the ratios for Classes 1 − 5 were 5.2%, 6.5%, 13.6%, 27.3%, and 20.6%, respectively. These ratios indicate the electricity consumption patterns in December are more likely to belong to the same class than in August; in other words, the electricity consumption patterns vary less in December than in August. This finding is consistent with Fig. 9(b) , which shows that the CLIPs and LPs have similar electricity consumption patterns for each class.
To evaluate the results of each clustering algorithm (K-means, FCM, and EM algorithm) Davies-Bouldin (DB) index [31] is applied. Three clustering methods (K-means, FCM, and EM algorithm) were compared using DB index with the average value by repeating ten iterations. Clustering was performed by dividing the entire household into three groups based on floor area. Fig. 11 and 12 show DB index for August and December 2016, respectively. Here, the solid line, the one-dot chain line, and the dotted line indicate the results by K-means, FCM, and EM algorithms, respectively. And circles, cross, squares, and asterisks represent LP, Type-1 LIP, Type-2 LIP, and Type-3 LIP respectively.
The K-means algorithm has the smallest value for DB index in three groups in August and December. In most cases, it can be seen that the proposed Type-1 LIP, Type-2 LIP, and Type-3 LIP have a lower DB index value than the existing LP. It is obvious that the proposed three types-LIPs form a representative load image pattern by better grouping the customer's electricity consumption in terms of DB index than existing LPs.
V. CONCLUSION
In this paper, we have presented three new types of LIPs that can provide insights into the electricity consumption behaviors of customers more effectively and visually. Existing load curves can distort information about electricity consumption. In particular, the load curve is difficult to grasp the behavior of the consumer's power consumption at the same time on a different day or on the day of going out, but the proposed method can easily grasp the variability of these behaviors.
The methodology for creating these LIPs was developed by using data processing and image processing techniques. One-dimensional time series smart meter data were converted to two-dimensional arrays as images in data processing, and filtering and thresholding methods were used to process these images in image processing.
The same analysis was performed for other months from January to December, and similar results were obtained.
The results of the comparison showed that Type-2, Type-3 CLIPs can be grouped effectively into classes through image processing.
The volume of power consumption data by smart meters and the magnification of the load curve have increased computing time. In addition, the load image profile can be generated differently depending on the initial value and the number of clusters according to the applied algorithm. Further study remains to address these problems. The current literature indicates that a variety of methodologies, algorithms, and corresponding parameters can be applied in creating and utilizing the LIPs.
Furthermore, the results of this study indicate that the proposed LIPs can provide more information about consumer behaviors than the existing LPs. This information can be customized for the operation, planning, and management of smart grid systems, including such tasks as load classification and forecasting, settlement and tariff design, and distributed energy resource and transaction management.
