We investigate the extension of binning methodology to fast computation of several auxiliary quantities that arise in local polynomial smoothing. Examples include degrees of freedom measures, cross-validation functions, variance estimates and exact measures of error. It is shown that the computational e ort required for such approximations is of the same order of magnitude as that required for a binned local polynomial smooth.
Introduction
Fast computational methods for local polynomial kernel regression have received considerable attention in the recent literature. Witness the work of Cleveland and Grosse (1991) , H ardle and Scott (1992) , Fan and Marron (1994) , Seifert, Brockmann, Engel and Gasser (1994) , Loader (1994) , and Wand (1994) .
In each of these papers the main focus of attention has been on fast computation of the curve of interest, usually a regression function estimate or \scatterplot smoother." However, in nonparametric regression analysis there are often several auxiliary quantities that need to be computed. Examples are:
the error degrees of freedom measure for diagnosis and comparison of smoothers (see, e.g., Hastie and Tibshirani, 1990) , the cross-validation criterion function for automatic choice of the smoothing parameter, estimates of the error variance, and estimates of standard errors in partially linear models. If the data set contains n observations then each of these auxiliary quantities requires O(n 2 ) operations for exact computation. This can mean an enormous computational cost for large data sets and has resulted in, most notably in the smoothing spline literature, the development of approximations to some of these quantities. For example, Hastie and Tibshirani (1990) devote an appendix of their monograph to the development of an approximation to the error degrees of freedom that can be computed in O(n) operations.
The use of binning to speed up computation of kernel estimators was rst developed in the density estimation context by Silverman (1982) and Scott (1985) . Fan and Marron (1994) recently extended binning ideas to local polynomial kernel estimators. The computational speed of this approach is apparent in the fact that the binned approximation to a function estimate can be computed on a grid of size M using O(M) kernel evaluations. Moreover, it can be shown that the binned approximation can be made arbitrarily accurate by increasing the value of M (e.g., Hall and Wand, 1995) .
The purpose of this paper is to show how these ideas can be applied to fast computation of the auxiliary quantities of the type described above. In each case it is seen that use of the binning principle reduces the computational labour to that of computing a regression estimate over a grid, and therefore also requires O(M) evaluations.
De nitions of the auxiliary quantities considered in this paper are given in Section 2. In Section 3 we brie y describe the binning principle and, in Section 4 some key results for handling common forms are highlighted. Illustrations of how the binning principle can be used for fast computation of a variety of auxiliary quantities are given in Section 5. Section 6 discusses some generalizations and Section 7 contains an assessment of the accuracy of the binned approximations of the preceding sections.
Linear Smoothers
Each of the auxiliary quantities that we consider can be de ned for general linear smoothers (Hastie and Tibshirani, 1990 ) so we will start at this level of generality.
A smooth of the regression data set (X 1 ; Y 1 ); : : : ; (X n 3 The Binning Principle
The need for fast computational methods in local polynomial smoothing is borne out by the fact that the explicit expression for c m p (x) depends on summations of the form
where L x is a generic function depending on x. 
(1 ? j ?1 (X i ? g`)j) + Y i (3:2) where x + = max(0; x) (e.g., Fan and Marron, 1994) . The binning principle says that the quantities in (3.1) be replaced by
respectively. The approximation of b (x) by e (x) and b (x) by e (x) can be made arbitrarily better by making the grid su ciently ne (see Section 7).
For local polynomial estimators L x (u) = (u ? x) for some function . This
f (`? j)gc`; j = 1; : : : ; M;
from which it is apparent that no more than M evaluations of are necessary for computation of e over the entire grid. Similar comments apply to the e (g j ). An algorithm for e cient computation of a vector of e (g j ) values is given on page 118 of Scott (1992) . Fan and Marron (1994) apply this principle to obtain fast approximations to the pth degree local polynomial smoother by writing c m p (x) in terms of expressions of the form b (x) and b (x). For our purposes it is more convenient to use binned versions of the weighted least squares notation used to de ne c m p (x) at (2.2). Let f m p (x) be the binned approximation to c m p (x) as obtained by Fan and Marron (1994) In other words, e S maps the Y grid counts to the vector of binned smooths at the grid points.
Some Key Results
Several auxiliary quantities of interest can be expressed in terms of the diagonal entries of the matrices S and SAS T , where A is some diagonal matrix. Therefore, it is useful to rst study the properties of binned approximations to these two forms.
The ith diagonal entry of S is
?1 e 1 ; (4:1)
corresponding to the grid points g 1 ; : : :; g M . For example, the e S``can be used to approximate tr(S) as follows:
Next, we treat (SAS T ) ii . Typically, A ii = a(X i ) for some function a( ). Let e A be the diagonal M M matrix with e A``= a(g`). First observe that
The binned approximation to this quantity is then
1 e 1 : (4:2) From this we see that the computation of the ( g SAS T )``, 1 ` M, requires about the same amount of work as the computation of a binned regression function estimate over g 1 ; : : :; g M and can therefore be carried out relatively quickly.
Illustrations

Error degrees of freedom
The binned approximation to df err follows very straightforwardly from the results of the previous section.
The vectors of e S``and ( g SS T )``values can be computed using (4.1) and (4.2).
5.2
Cross-validation
For a general linear smoother with smoother matrix S the cross-validation criterion is de ned to be
Typically, CV is a function of a smoothing parameter on which S depends. The cross-validation choice of the smoothing parameter is the one that minimizes CV . Expanding the numerator we see that, for c m = c m p ,
which can be written as a sum of terms of the form (3.1). Using the ideas in Section 3, and applying the binning principle once, we get
Applying the binning principle once more, this time to the smooths in CV, we arrive at the binned approximation The numerator of^ 2 is the residual sum of squares, while the denominator is chosen so that^ 2 is an unbiased estimate of 2 in those situations where there is no bias in the smooth SY . Ruppert, Sheather and Wand (1995) Under the assumption that the errors are normally distributed, an appropriate estimate of the covariance matrix of^ is V =^ 2 fZ T (I ? S)Zg ?1 Z T (I ? S)(I ? S) T ZfZ T (I ? S)Zg ?1 :
(5:3) See, for example, Carroll, Fan, Gijbels and Wand (1995) .
Expansion of (5.3) reveals that the di cult-to-compute components of V are Z T SZ and (S T Z) T (S T Z): The entries of Z T SZ can be approximated straightforwardly by noting that they can be expressed in terms of a smooth of an appropriate column of Z. Let the notation for a pth degree polynomial smooth given at (2.2) be extended to c m p (x) Y so that the Y vector to which the smoothing is being applied is speci ed, and let It is a relatively straightforward exercise to show that a vector of u Ỳ values, 1 ` M, can be computed with the same computational e ort as a binned local polynomial smooth.
Exact Mean Average Squared Error
Exact risk analysis is a very useful technique for understanding the properties of curve estimators in nite samples (e.g., Marron and Wand, 1992) . The ideas presented in this paper can be easily extended to fast computation of the exact mean average squared error (MASE) of a local polynomial kernel estimator. Suppose that the data are generated according to the model Likelihood-based models
The smoothers described in the previous three sections can be motivated by least squares considerations, which is equivalent to maximum likelihood under the assumption of normal errors. In recent years there has been a signi cant amount of research into the extension of smoothers to more general likelihoods (e.g., Hastie and Tibshirani, 1990) . In the generalized settings the auxiliary quantities considered in Section 5 are replaced by weighted versions. For example, the error degrees of freedom corresponding to a smooth on binary response variables is given by df err = n ? 2tr(S) + tr(ASA ?1 S T ) where A is a diagonal matrix with ith diagonal entry equal to an estimate of P(Y i = 0jX i )P(Y i = 1jX i ) This situation is considered by Hastie and Tibshirani (1990, p. 306) where it is stated that, in the spline smoothing case, approximation of tr(ASA ?1 S T ) cannot be easily assessed.
In the case of local polynomial smoothing the binning principle is able to handle extensions of this type quite easily since
nd application of result (4.2).
6.2
Single-index models Carroll et al. (1995) As in the univariate X i setting, discussed in Section 5.4, the hard work is the computation of R T SR and (S T R) T (S T R), so one can apply exactly the same ideas described there to obtain binned approximations to the estimated covariance matrix in this more general context. The extension to general likelihood-based models is also straightforward. 6.3 Local bandwidths
The simplest example of a binned kernel estimator that arises in local polynomial smoothing contexts is the special case of (3.3) with ( ) = K( =h):
where L is the highest`for which K( `=h) > 0. From this second expression it is apparent that L evaluations of K are required to compute e (g j ) over the entire grid. However, this result is dependent on there being just a single global bandwidth h for all j. Often it is desirable to have a set of local bandwidths h`, 1 ` M, where h`is used for estimation at g`. In this case (6.4) generalizes to
where L j is the smaller of M and the highest`for which K( `=h j ) > 0 (i.e. L j = min(M; maxf`: K( `=h j ) > 0g)), which means that P M j=1 L j kernel evaluations are required. This can be relatively expensive if M is large, such as M = 400.
An attractive way out of this problem is to discretize the bandwidths onto a grid of Q logarithmically-equally-spaced bandwidths, where Q is much smaller than M, say Q = 25. This idea is conveyed by Figure 1 , where (a) shows the set of M = 50 kernel weights, with bandwidths in increasing order. However, there is little di erence between adjacent kernels. A subset of size Q = 10 are shown in (b). It is apparent that, if the kernels in (a) are replaced by their respective closest kernels in (b) there will be little change in the binned approximation. 6.4 Multivariate smoothers
The extension of the ideas presented here to multivariate smoothers is reasonably straightforward. Wand (1994) where R(x) = x ? (greatest integer not exceeding x) (Hall and Wand, 1995) .
Since R is bounded it is clear from (7.1) that the e (x) converges to b (x) as ! 0. This, in turn, guarantees the accuracy of the binned approximations to the quantities presented in the previous sections, since they can each be expressed as smooth functions of versions of b (x).
Simulation results
To test the accuracy of binned approximations in practical circumstances we conducted a small simulation study. For df err , CV,^ 2 and MASE, data were generated according to model: Y i = sin(a X i ) + 0:5" i where, for i = 1; : : : ; 1000, the X i are independently and uniformly distributed on the unit interval, and " i are independent standard normal variates. We considered the extended model Y i = sin(a X i )+0:5" i + Z i , where Z i are equi-probable 0{1 random variables to assess the accuracy of binned approximations to std: err:(^ ) = V 1=2 , the estimated standard error of^ . The grid size M was xed at 401, the kernel was the standard normal density truncated to ?4; 4], and the bandwidth was taken to be h = 2000(a ) 3 1=2 f2a ?
sin(2a )g] ?1=5 , an approximation to the conditional MASE-optimal bandwidth. The simulation involved 500 replications. Table 1 shows the averages and standard deviations of the ratios of the exact quantity to its binned approximation for various values of a. Table 1 : Averages (standard deviations) of the ratios of the exact quantity to its binned approximation for 500 replications of simulated data. A full description is given in the text.
One should expect the accuracy to worsen for larger a since there is ner structure in the underlying regression function and the optimal bandwidth is smaller. The table shows that even in the most extreme case considered here, m(x) = sin(10 x), the binning error using 401 grid points is negligible.
