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In the context of carbon geo-sequestration projects, brine-CO2 interfacial tension  
and brine-CO2-rock surface water contact angles  directly impact structural and 
residual trapping capacities. While  is fairly well understood there is still large 
uncertainty associated with . We present here an investigation of  and  using a 
molecular approach based on molecular dynamics computer simulations. We consider 
a system consisting of CO2/water/NaCl and an -quartz surface, covering a brine 
salinity range between 0 and 4 molal. The simulation models accurately reproduce the 
dependence of  on pressure below the CO2 saturation pressure at 300 K, and over 
predict  by ~20% at higher pressures. In addition, in agreement with experimental 
observations, the simulations predict that  increases slightly with temperature or 
salinity. We also demonstrate that for non-hydroxylated quartz surfaces,  strongly 
increases with pressure at subcritical and supercritical conditions. An increase in 
temperature significantly reduces the contact angle, especially at low-intermediate 
pressures (1-10 MPa), this effect is mitigated at higher pressures, 20 MPa. We also 
found that  only weakly depends on salinity for the systems investigated in this work.  
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The spreading behaviour of two immiscible or partially miscible fluids on a solid 
surface is a fundamental phenomenon of great relevance in interfacial science, with 
wide technological and scientific implications, ranging from fields so different as 
zoology [1] to civil engineering [2] and semiconductor manufacturing [3]. In this 
work we discuss the spreading behaviour of fluids on mineral surfaces relevant to 
carbon geo-sequestration (CCS), which has been identified as a key element to 
mitigate anthropogenic carbon dioxide (CO2) emissions to the atmosphere [4]. In CCS, 
CO2 is commonly injected at 800 m depth or deeper so that the CO2 is in a 
supercritical (sc) state thereby increasing storage capacity. Target formations are 
depleted oil or gas reservoirs or deep saline aquifers. Although the CO2 is in a sc 
phase it is lighter than the resident formation brine and migrates upwards due to 
buoyancy forces. However there are four trapping mechanisms, which keep the CO2 
in the subsurface: a) structural trapping [5], b) residual trapping [6-8], c) dissolution 
trapping [9,10] and d) mineral trapping [11]. Each storage mechanism is active on 
different time scales and the two most important storage mechanisms during the first 
several hundreds of years of a storage project are structural and residual trapping. 
The present article discusses a situation that is relevant to these two mechanisms. 
 
The primary storage mechanism is structural trapping, where CO2 is trapped beneath a 
seal layer, which has a very low permeability. The column height h (i.e. volume) of 
CO2 stored safely beneath such a caprock is directly proportional to the cosine of the 
contact angle between water, scCO2 and the caprock [12] (measured through the 
water):  
 
          (1) 
 
Where pc,e is the capillary entry pressure (pc,e =  cosθ / R),  is the CO2-brine 
interfacial tension, R is the effective pore radius, g is the acceleration due to gravity, 
 is the CO2-brine density difference, and  is the water-CO2-mineral surface 
contact angle. CO2 can break through the caprock if stored above the CO2 break-
through pressure pc,e and there are currently no efficient technologies which can 
counter such caprock leakage.  
 
The secondary storage mechanism, residual trapping, is especially relevant in cases 
where there is no caprock or the existence of the caprock is unproven. In addition, 
residual trapping reduces lateral and vertical migration of CO2 thereby reducing 
leakage risk [13]. In residual or capillary trapping the scCO2 is immobilized by 
capillary forces [4,8] in the micro-scale pore network of the rock. However, residual 
trapping capacity is a function of the exact wetting behaviour in the rock, i.e., the 
contact angle in each pore (see Figure 2 in Ref. [14]), the pore morphology of the 
rock, and the CO2-brine interfacial tension. Generally, low values of  are detrimental 
for structural (equation 1) and residual trapping [15], and more CO2 is trapped when 
the water contact angle  is low [14,16]. Furthermore, residual trapping is a function 
of initial CO2 saturation and rock porosity [7,8,17-22] In this context we defined the 








saturation and porosity [22]. Ctrap ranks rocks according to their quality as residual 
trapping CO2 storage medium.  
 
It stems from the discussion above that an accurate knowledge of contact angles and 
interfacial tensions is vital to predict potential CO2 leakage, estimate residual and 
structural trapping capacities and thereby improve risk and capacity assessments and 
containment security. While  is fairly well understood, e.g. see references [23-28],  
has received less attention. Moreover, the experimental results available for  in the 
literature have significant uncertainties, to the extent that the data obtained so far are 
somewhat inconclusive, e.g., see the recent discussion in the International Journal of 
Greenhouse Gas Control [29-31].  
 
However, several researchers have measured  on various substrates as a function of 
pressure, temperature and salinity conditions [27,29,32-35]. These investigations 
included water-wet surfaces: quartz, mica, calcite, biotite, orthoclase, labradorite 
[27,29,32,35], but also mixed-wet surfaces: silica coated with Maracaibo Lake crude 
oil [27] and a carbonate from the Weyburn oilfield [34], and oil-wet surfaces: 
polytetrafluoroethylene [27] and a partially methylated glass surface [33]. 
 
One important conclusion that follows from the analysis of the above experiments is 
that mixed-wet and oil-wet surfaces can be CO2-wet, i.e.  > 90° was measured. A 
CO2-wet surface, however, has serious consequences in terms of structural trapping: 
CO2 will spontaneously imbibe into the caprock and, flow upwards due to buoyancy 
forces – albeit slowly because of the low absolute permeability of the seal rock. In 
addition, as mentioned above, residual trapping will be significantly reduced [14]. It is 
therefore important to identify CO2-wet conditions so that worst-case scenarios, i.e. 
CO2 leakage to the surface, can be avoided. 
 
In terms of water-wet surfaces, some datasets were published which reached 
inconsistent conclusions. While Chiquet et al. [32] measured an increase in  with 
increasing pressure for quartz (an increase from approximately  = 22° to  = 38° for 
a pressure increase from 1 MPa to 9 MPa, 0.2 M salt concentration and 308K [36]), 
Espinoza and Santamarina [27] measured an approximately constant  ( 40°) with 
increasing pressure (also for a 0.2 M salt solution, 1-10 MPa pressure interval, but 
slightly lower temperature, 298K). Bikkina [29] also measured a constant  with 
increasing pressure, and he found that the number of CO2 exposure cycles had a very 
strong influence on . He measured a  between 25-30° for the first CO2 exposure 
cycle, but a strongly increased , between 65-70°, for a second CO2 exposure cycle. 
Bikkina [29] used deionized water, and tested the pressure range 3-20 MPa at a 
temperature of 298K. Bikkina explained the cycle-effect with H2O-dehydration from 
the water-wet surface by scCO2, although this explanation is currently debated [30,31]. 
Mills et al. [35] measured a  between 27-32° for carbonated brine at 12.9 MPa, 
313.15K, in a 35000 ppm salt solution. In addition, Mills et al. [35] measured a drop 
in advancing  with an increase in pressure ( was 38-40° at sub-critical CO2 
conditions, p = 5.8 MPa, T = 313.15K and  was 27-38° for scCO2 conditions, p = 13 
MPa, T = 313.15K for non-carbonated, plain, brine; i.e. a non-equilibrated fluid 




Furthermore, Chiquet et al. [32] measured only a small influence of salinity on , he 
found that  decreased slightly with salinity (approximately by 5° for a 1M salt 
solution – compared with a 0.2 M solution); however, Espinoza and Santamarina [27] 
found a significant difference between deionized water and salt solutions, they 
measured a 20° increase in  if salt was added to the system (200 g NaCl/kg water). It 
is possible that small amounts of salt significantly change , and this is one question, 
which we will discuss in more detail later in the manuscript. For calcite similar 
conclusions were reached.  
 
It is worth noting that only Chiquet et al. [32] and Mills et al. [35] have performed the 
measurements at representative reservoir conditions, namely at high pressure and 
elevated temperature conditions using brine (deionized water is not found in geologic 
reservoirs). Typical storage conditions in a deep saline aquifer are 10 MPa fluid 
pressure, 323K and 2 M brine [7]. In our opinion the large uncertainty currently 
associated with  may be caused by subtle differences in temperature (measurements 
above or below 304.5K, which is the critical temperature of CO2), as the CO2 is then 
either supercritical or subcritical. However, our main belief is that – although we 
think that supercritical and subcritical conditions play a significant role – the  
measurements are notoriously difficult and even minute contaminations could have a 
major impact. 
 
Chalbaud et al. [25] conducted pore scale wettability studies for glass micromodels 
with different hydrophilicities: water-wet, intermediate-wet and oil-wet. They tested 
CO2 wetting for gaseous CO2 (p = 6 MPa, T = 292-298K), liquid CO2 (p = 10 MPa, T 
= 296-298K), and scCO2 (p = 10-10.5 MPa, T = 333K), and they observed several 
effects: 1. In case of the water-wet surface, CO2 was non-wetting for all thermo-
physical conditions, although no water surface films were identified at high pressures. 
2. At high pressures for the intermediate and oil-wet surfaces, CO2 was identified as 
the wetting phase. 3. CO2 wettability was stronger at lower temperatures.  
 
Moreover, in a capillary pressure experiment, Plug and Bruining [37] found at a 
pressure of 8.5 MPa and a temperature of 313 K that clean quartz sand can be CO2-
wet during water flooding (above a water saturation of 0.5). 
 
In order to shed more light into mineral-CO2 interactions and to more fundamentally 
understand the relationship between  and true reservoir conditions, we have 
conducted a computational molecular dynamics (MD) study. This approach can a) 
provide additional data, without the experimental uncertainties associated with the 
topology and chemical composition of the surfaces, hence increasing confidence and 
reducing uncertainty, b) provide a platform with which results can be rapidly and 
economically generated, and c) provide detailed results at a molecular level, which 
significantly broadens our fundamental understanding of CO2/water/mineral surface 
interactions. To the best of our knowledge, the first MD simulations of the wetting 
behavior at CO2/water/solid interfaces were performed by Liu et al. [38]. Liu et al. 
concluded that  on their hydrophilic surface increases with CO2 fluid density. These 
authors did not consider the influence of salinity or temperature on the contact angle, 





2. Computational Methods 
 
We have performed simulations for CO2-water interfaces and water droplets adsorbed 
on a quartz surface as a function of temperature, salinity and CO2 pressure. We used 
the TIP4P/2005 potential model for water [39] and the EPM2 model for CO2 [40]. 
The intermolecular interactions were modelled through Lennard-Jones (LJ) and 
Coulomb potentials. The TIP4P/2005 model quantitatively reproduces the surface 
tension of the corresponding liquid-vapour interface [41], hence it represents a good 
starting point to investigate the properties of the H2O-CO2 interface. Indeed these two 
models have been used in previous simulation studies, showing good agreement with 
experiments at elevated temperatures and high pressures (CO2 in a supercritical state) 
[42,43].  
 
As a starting point for future systematic investigations of contact angles on quartz 
surfaces we consider here an -quartz surface with a Si-O-Si bridge surface structure 
(see Figure 1). Previous studies using density functional computations have shown 
that water physisorbs without dissociating on the fully coordinated Si-O-Si bridged 
surface [44]. However, in under-coordinated surfaces the formation of silanol groups 
is energetically favoured. We investigate in this work the fully coordinated surface, 
and therefore no silanol groups are included.  
 
A periodically repeating super cell was created from an orthorhombic unit cell to 
model the -quartz slab. The transformation from the hexagonal unit cells to the 
orthorrombic one was performed as discussed in ref. [45]. Subsequently the unit cell 
was replicated to create a crystal that was equilibrated at 0.1 MPa pressure, and used 
later to create the -quartz slabs employed in the simulations of the systems 
containing CO2 and water. 
 
The force field parameters used in this work to model the quartz surfaces are listed in 
Table 1. The interatomic potential used in the quartz simulation is [46]: 
 
     (2) 
 
where, ij represents the interaction between atoms i and j at distance r , qi is the point 






Force field parameters for the SiO2  surface (Ref. [46]). Si-Si interactions are 
modelled with the coulombic potential only, i.e., ASiSi=0 and CSiSi=0. 
 
Interaction Aij /[kJ/mol] bij  /[Å
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Lennard-Jones parameters employed in the computer simulations performed in this 
work. The water model parameters correspond to the TIP4P/2005 model [39], the 
CO2 parameters to the EPM2 model [40], SiO2 and NaCl parameters to the models 
described in [46,47]. 
 
Site ε/ (kJ/mol) σ/Å q/e 
O (water) 0.77502 3.1589 0 
M (water) 0 0 -1.1128 
H (water) 0 0 0.5564 
C (CO2) 0.23391 2.757 0.6512 
O (CO2) 0.66947 3.033 -0.3256 
Si  0.5335 3.795 2.4 
O (quartz)  0.6487 3.154 -1.2 
Na+ 0.196 2.45 +1 
Cl- 0.628 4.1 -1 
 
 
3. Results and discussion 
 
3.1 CO2-water interfacial tensions 
 
The interfacial tension  of the CO2-water interface has been previously computed 
using the EPM2-TIP4P/2005 models, which are also employed in this work [42,43]. 
These studies focused on high temperature and pressure (383 K and 4-45 MPa). We 
consider here subcritical and supercritical states and analyze the influence of pressure 
on . Hence we have performed canonical simulations (N,V,T) in a simulation box 
with dimensions 56.61 × 56.61 × 105.5 Å3 in the x, y and z directions to cover the 
thermodynamic states of interest to us. This simulation set up results in a cross 
sectional area that is large enough to minimize the periodic error effects discussed by 
González-Melchor et al. [50]. The simulations were run at 300 K, 343 K and 350 K, 
and the CO2 pressure was modified by varying the number of CO2 molecules in the 
simulation box (between 10 and 2048 CO2 molecules). A total of 5832 water 
molecules were used for each simulation. We ignore here the presence of protons, 
 and CO3
2- anions, which result from the dissociation of H2CO3 in the aqueous 
phase [9]. As noted in reference [51], for typical experimental conditions  (Schaef and 
McGrail [52] measured a pH value between 3-4 for storage conditions) the amount of 
ions per water molecule is very low, ~10-3, hence we did not include them in the 
presented computations. We expect this will cause a very small effect on the 
computed interfacial tensions and contact angles [53].  
 
The CO2 pressure was computed using the pressure component normal to the CO2-
water interface. No long-range corrections for the pressure were included in these 
computations.  was then calculated from the microscopic expression of the pressure 
tensor,  
 
                                     (6) 















where  are the pressure tensor components with  and  being the cartesian 
coordinates (x, y, z), and Lz  the box length in the direction normal to the interface. The 
pressure components were obtained from the virial equation, 
 
,        (7) 
 
where is the velocity of atom i in direction ,  = ri – rj, is the force exerted 
on atom i by atom  j, and V is the volume of the simulation box. 
 
Our simulated isotherms for subcritical and supercritical states (see Figure 2) are in 
good agreement with experimental data [54,60], and also agree well with previous 
simulations [56] at 300 K, in the low-pressure range. Nonetheless some deviations are 
noticeable when approaching the vapour-liquid transition. We also find some 
deviations at higher pressures. One possible reason for this difference could be the 
treatment of the cut-off in previous work. A shorter cut-off would result in a slight 
reduction in the critical temperature predicted by the EPM2 model using Molecular 
Dynamics simulations as compared with the Monte Carlo simulations using the same 
cut-off and long-range corrections. The longer cut-off used here, 17 Å, should provide 




3.1.1 CO2-water interfacial tensions as a function of pressure 
 
Figure 3 shows our results for the dependence of the interfacial tension, , on CO2 
pressure.  drops rapidly until it reaches a pressure of ~6.7 MPa and then stays 
approximately constant. The change in the interfacial tension coincides with the 
saturation pressure of CO2 at 300 K, which is well reproduced by the EPM2 model 
(see Figure 2). Our simulated interfacial tensions closely follow the available 
experimental data at pressures below the vapour-liquid transition at 300 K (pCO2 = 6.7 
MPa [57]), this represents an improvement over previous simulation data, which used 
in most cases the SPC/E potential to model the water phase [56]. It is however well 
known that the SPC/E model under predicts the surface tension of water at ambient 
temperature by ~10% [41,58], hence it is inaccurate at low CO2 pressures, where the 
water surface dominates the interfacial free energy. At high CO2 pressures, above 6.7 
MPa, the models used in this work over predict the experimental interfacial tension by 
~20%. Interestingly, the computed interfacial tensions agree with data previously 
obtained with the SPC/E model at slightly higher temperatures 323 K (see Figure 3). 
Experiments have shown that  increases with increasing temperature. This 
dependence is not captured by all simulation models; for example, da Rocha et al. 
[51] reported a reduction in  when using the SPC/E model at high pressures, 20 MPa. 
Overall, the accuracy of the water force-field is essential to obtain good estimates of 
the CO2-water interfacial tension at low-intermediate pressures and subcritical 
temperatures, whereas it seems to play a less important role in determining the 
interfacial tension at high CO2 pressures. 
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tension of the TIP4P/2005 water interface (reference [41]); Triangles up – simulations 
at 318 K (open) and 338.15 K (filled) using the SPC/E model (from reference [51]); 
diamonds – simulations using the SPC/E model at 323 K (from reference [54]); open 
squares – simulations using the SPC/E model at 300 K (from reference [56]). The 
vertical dashed line indicates the saturation pressure of CO2 at 300 K (reference [57]).  
 
3.1.2 CO2-water interfacial tensions as a function of temperature 
 
As pointed out above, previous investigations using the TIP4P and EPM2 models at 
elevated temperatures showed reasonable agreement with experimental interfacial 
tension data. Again, the simulation results overestimate the interfacial tension by 
about 10-20%. We have performed additional simulations at 343 K and 350 K, and 
different pressures (cp. Table 3). Our data show an increase of  with temperature at 
intermediate pressures. We also find that the difference between the interfacial 
tensions at low and high temperatures increases as the pressure decreases. The 
simulated temperature and pressure dependence agrees with the experimental results  
[23]. At high pressures however, ~20 MPa, we do not find significant differences 
between the data at 300 K and 350 K. In fact the interfacial tensions are identical 
within the statistical accuracy of the computations. This might indicate that at higher 
pressures longer simulations will in general be required to observe clear trends, and 
may explain why a reduction in  with increasing temperature was observed in 
previous simulation work [51]. The significant difference between computed and 
experimental  at higher pressures (e.g. compare data for T = 343 K in Table 3) 
highlights a deficiency of the TIP4P/2005 water and EPM2 CO2 models. One possible 
reason for these deviations could be that in using the Lorentz-Berthelot combining 
rules we are missing non-additive contributions between the CO2 and water, which 
would be significant at high pressures, i.e. high CO2 densities.  
 
Table 3 
Interfacial tensions of the CO2-water interface obtained from computer simulations, as 
a function of temperature, pressure and salt concentration. Experimental data (Exp.) 
taken from reference [23]. 
 
T/K P/MPa Salt 
concentration/molal 
/(mN/m) 
350 6.4±0.1  0 45.8±0.5 
350 11.7±0.3 0 39.4±0.7 
350 16.3±0.4 0 35.3±0.8 
350 19.5±0.5 0 33.3±0.9 
 
T/K P/MPa Salt 
concentration/molal 
/(mN/m) 
343.3 (Exp.) 12.05 0 32.75±0.19 
343 12.3±0.5 0 38.5±0.9 
343.3 (Exp.) 20.20 0 28.36±0.12 
343 19.3±0.6 0 33.9±1.5 
 
T/K P/MPa Salt 
concentration/molal
/(mN/m) 
300 0.92±0.1 0 66.09±3.1 
300 1.9±0.1 0 56.5±2.0 
300 4.7±0.2 0 49.7±3.1 
300 6.1±0.3 0 37.7±3 
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300 6.8±0.7 0 36.8±2.3 
300 8.4±0.5 0 35.1±2 
300 11.9±1 0 35.4±3.1 
300 20.4±0.9 0 33.8±2.5 
 
T/K P/MPa Salt 
concentration/molal 
/(mN/m) 
300 19.1±0.6 0.17 35.4±1.1 
300 16.1±0.5 1.0 36.1±1. 
300 14.0±0.3 2.1 38.05±1 
300 12.8±0.5 3.4 43.8±1.8 
 
 
3.1.3 CO2-water interfacial tensions as a function of salinity 
 
In order to investigate the influence of salt concentration on the CO2-water interfacial 
tension we constructed a CO2-brine model by substituting water molecules with NaCl 
ion pairs, so as to achieve a desired salt concentration. Of course formation water, i.e., 
the water in an oil reservoir or aquifer, is saline and it can reach very high salinities 
(for instance total dissolved salt concentrations of up to 338 g/L were measured in the 
Eocene Shahejie Formations in the Dongying Depression [59]). Despite this fact the 
influence of salt on  has not been considered systematically in previous computer 
simulation studies. In a very recent work the effect of 2.7 M CaCl2 on  has been 
investigated, showing that the addition of salt results in an increase of the interfacial 
tension [55]. 
 
We have investigated NaCl solutions with molalities ranging from 0-3.5 m, a range 
that is relevant to CCS. Addition of salt results in a contraction of the water solution, 
i.e., a change in the osmotic pressure, which is reflected in the pressure normal to the 
interface. Comparison of the interfacial tension at a particular pressure and molality 
with the zero salt case clearly shows that addition of salt increases the interfacial 
tension. For the higher salt concentrations investigated here, the interfacial tension 
increase is significant, approximately 20%. Chalbaud et. al. [25] have performed an 
extensive experimental analysis of the dependence of  on salt concentration. For 
T=300 K they concluded that the increase in  with molality is approximately linear 
for pressures higher than the saturation pressure. This conclusion is based on 
considering all their experimental data, assuming that the increase in the interfacial 
tension is independent of pressure for pressures above the CO2 saturation pressure. 
Under these conditions they report a linear increase in  with molality, 
 (m)  (m)(0) 1.43m (mN/m) where m is the molality of the solution. This 
equation is valid for the interval investigated in those experiments, (0.085, 2.75) m. 
We have used this equation to estimate the increase in  for our molalities using the 
interfacial tension data in Table 3. The increase in interfacial tension was obtained by 
subtracting the interfacial tensions of the CO2-brine and the CO2-water interfaces, at 
the CO2 pressure corresponding to the CO2-brine interface (see Table 3). The 
interfacial tensions of the CO2-water interface at the corresponding pressure were 
estimated by interpolation of the simulation data reported in Figure 2. We have 
focused on higher salt concentrations, > 1M, as the simulation approach provides 
more accurate estimates in this interval. The consistency between the simulated 
results and the experimental estimates for the higher concentrations is good (see Table 
4). The simulations predict the correct increase in  with molality. We have further 
12 
 
estimated the increase in  for the 3.4 m concentration. Our simulation predicts a large 
increase of 8.1 mN/m. This result is well above the estimate obtained from the 
extrapolation of the linear regression obtained in the experiments. It would be very 
interesting to perform experiments to check the magnitude of the increase in  for 
these high concentrations. These results will be useful both to test the simulation force 




The increase in the interfacial tension of the CO2-H2O interface as a function of salt 
concentration.  is the difference between the interfacial tension at 
salt concentration m,  , and the interfacial tension without salt, (0) . [Exp.] and 
[Sim.] refer to “Experimental” (Ref. [25]) and “Simulation” (this work) results. See 
text for details. 
 
Concentration/molal   
1 1.43 1.6 
2 2.86 2.8 
3.4 - 8.1 
 
 
3.2 Quartz-water-CO2 contact angles at subcritical temperatures 
 
Figure 4 shows a representative snapshot of the simulation set up used to estimate the 
contact angles . The simulations were performed using cells with dimensions  (x,y,z) 
= (79, 103, 150) Å, and at constant temperature, 300 K and 350 K, in the canonical 
ensemble (N,V,T). A typical simulation consisted of 4608 SiO2 groups, a droplet 
containing 1000 water molecules and a varying number of CO2 molecules, between 0 
and 4913, which was adjusted to simulate different CO2 pressures (0-20 MPa). The 
SiO2 slab was constructed using a pre-equilibrated crystal at 0.1 MPa pressure and 
replicated to fill the chosen area. The slab plane was located normal to the z axis. 
Periodic boundary conditions were employed in the three directions, x, y, and z. As 
indicated in the Methodology section, a soft wall was placed inside the simulation box 
to constraint the motion of the CO2 and H2O molecules to the upper plane of the 
simulation cell, i.e., z>0. Given the low vapour pressure of water at 300-350 K we did 
not observe a significant evaporation of molecules, only a few molecules would 





































ses at 300 K
r to estima
re 5. Dens
 300 K. Le
 calculated 
let height a













ft: θ = 68o 
using the e
nd R the ra
presentativ
MPa, show
 surface is p









s of two w
; P(CO2)= 
quation: co
















tion of an 
ulation se




us r and h
; the centre
 of such d
in the vapo
cules/Å3, w
ts at two di
ight: θ = 7
/R [60-62]
ed line) as 
-quartz-wa























ed to a circl
2  pressures 
2)= 18 MP
s the maxim
















































 K. Left pan
19.5±1.6 M
 density co












































































































































e on the w
d in Figur









































different experiments for quartz surfaces. Firstly, we note that the experimental results 
do not provide a unique answer with regard to the dependence of  on CO2 pressure. 
Both, experiments and simulations, agree on the hydrophilic character of the quartz 
surfaces, although the range of contact angles listed is rather large. Interestingly, the 
experiments of Bikkina [29] show a strong dependence of the contact angle values on 
the treatment of the surfaces. In that work large variations in the contact angles, up to 
40o, were reported. The differences between experimental data from different groups 
can also be significant, between 10o and 20o [27,29,32]. These data illustrate the 
difficulty in measuring the contact angles in the experiments. There are several factors 
that contribute to the experimental uncertainty in the measurements. The difficulty in 
keeping the surfaces clean is one of the most important ones. Also, the surfaces might 
feature different degrees of roughness, and can be chemically modified during the 
experiment, e.g., by changing the surface concentration of silanol groups on the 
quartz surface. In fact, in the experiments the quartz surface was effectively covered 
with silanol groups (note that silanol groups can further dissociate, point of zero 
charge of quartz is at pH = 3 [63]). In our simulations we have investigated a fully 
coordinated surface where the formation of silanol groups is not favoured. In addition 
only advancing or receding contact angles can be observed in the experiments, which 
leads to a possible range of  [64]. In contrast, the simulations do not suffer from 
these uncertainties. The surface is well characterized, both, from a chemical and 




Figure 7.  Contact angles of water with the quartz surface as a function of CO2 




Our simulations indicate that in the whole pressure interval, the contact angle is < 90o. 
This result is compatible with the experiments, although the spread of experimental 
values is very large, hence precluding a quantitative comparison. We expect that the 
investigation of other surfaces, e.g., the under coordinated surface where water 
molecules dissociate forming silanol groups, would result in lower contact angles, as 
the water interaction with such a hydroxylated surface is significantly stronger [44].   
 
Our simulations show that CO2 has a major impact on the water contact angle (Figure 
7). Addition of CO2 inhibits wetting by water. For subcritical isotherms, T=300 K, the 
contact angle features a significant increase with CO2 pressure, reaching a value of 
about 80o at the saturation pressure, 6.7 MPa, coincident with the formation of the 
CO2 liquid phase. A further increase in pressure has a very minor effect on , which is 
essentially constant for a wide range of pressures (6-20 MPa).  Following Young’s 
equation, the contact angle results from a balance of interfacial tensions. For our case 






,        (8) 
 
The applicability of Young’s equation to investigate contact angles of nanoscale 
interfaces, such as the nanodroplets investigated in this work, has been validated in 
previous works [60-62]. To gain further insight on the relative strength of the quartz 
interactions with water and CO2 we have estimated the difference between the 
interfacial tensions of the CO2-quartz ( ) and water-quartz ( ) interfaces (the 
numerator in equation (8)). We note that the water-quartz interfacial tension is a 
constant, i.e., independent of the CO2 pressure. Using the contact angles reported in 
Figure 7 and the interfacial tensions in Figure 3, we estimate  mN/m 
in the high-pressure region (P~20 MPa), consistent with a contact angle close to 90o. 
Figure 8 shows the variation of this interfacial tension difference as a function of CO2 
pressure. Our data show that both the CO2-water and CO2-quartz (again note that  
is a constant) interfacial tensions feature a similar reduction in magnitude at pressures 
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The reduction of  with temperature must be the result of the interplay of the 
interfacial tension difference , with the water-CO2 interfacial tension 
. The experiments [23] and our simulations indicate that the increase in 
temperature results in an increase of . If the difference  was 
constant, the contact angle would increase instead of decrease with temperature, 
which is what we observed in our simulations.  It is clear then that the increase of 
temperature must modify the fluid-quartz interfacial tensions significantly. We can 
estimate the magnitude of the difference between these interfacial tensions, 
 , by considering our simulation data for the interfacial tension  (Table 3) 
and contact angles (Figure 7) at 350 K. We obtain =27.4 mN/m, 15.7 
mN/m and 8.5 mN/m for P=6.4 MPa, 11.7 MPa and 16.3 MPa respectively. We find 
that increases significantly with temperature at intermediate pressures, 5-
15 MPa (see Figure 8), indicating a weakening of the CO2-quartz interactions relative 
to the water-quartz ones. This weakening in the interactions drives the reduction in 
the contact angle observed at higher temperatures (350 K) and intermediate pressures. 
 
For pressures relevant to CO2 geo-sequestration, P~20 MPa, the fluid-quartz 
interactions as measured by  are similar both at 300 K and 350 K. 
Considering the temperature and pressure dependence of the contact angles, we 
conclude that, for the mineral surface investigated in this work, a moderate increase in 
temperature, ~50 K, would be beneficial for residual and structural trapping at low-
moderate pressures (P~3-10 MPa), while such an increase in temperature would only 
have a minor positive impact at higher pressures, >17 MPa. 
 
 
3.4 Brine-quartz-CO2 contact angles as a function of salinity  
 
We have analysed the impact of salt concentration on contact angles. To accomplish 
this analysis, we substituted some of the water molecules in the water droplet by NaCl 
ion pairs in order to generate two different salt concentrations: 1 and 4 m. These 
simulations were performed at 300 K.  
 
As mentioned previously the impact of salt on  is not well established. Some 
experiments indicate a decrease in  upon addition of salt [32] whereas others report a 
significant increase [27]. We do not observe a systematic increase/decrease in the 
contact angles, the changes in the contact angles being close to the uncertainty of our 
computations. Our values are 66.5o±1.5o for P=4.1±0.1 MPa and 1 molal NaCl 
concentration, and 70o±1.7o for P=4.5±0.6 MPa and 4 molal NaCl concentration, as 
compared with ~69o (interpolated from data given in Figure 7) under no salt 
conditions. The density contours and density profiles provide a route to visualize the 
ion distribution inside the water droplet, and the ions-quartz correlations. Figure 9 
shows that the ions accumulate inside the droplet at both high (4 m) and low 
concentrations (1 m). This behaviour would be consistent with negative adsorption at 
the water-CO2 interface. Indeed the addition of salt increases the interfacial tension of 
the water-CO2 interface (see Table 4), hence following the Gibbs adsorption isotherm, 
a negative adsorption is expected. The density contours (see Figure 9) also suggests 
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scaled by ×20 (1 molal) and ×5 (4 molal) to facilitate the comparison with the water 
density. 
 
4. Summary and Conclusions 
We have developed a fully atomistic molecular dynamics model with which CO2-
brine interfacial tensions and CO2-brine-quartz contact angles can be systematically 
investigated over a large range of thermo-physical conditions; our focus is on such 
conditions, which are most relevant to carbon geo-sequestration projects. Current 
experimental estimates of contact angles often involve very large uncertainties 
(Figure 7, [27,29-35]). Generally, uncertainties of such kind lead to low public 
acceptance of industrial CCS projects [65]; and consequently projects have been 
stopped, e.g. in Germany and the Netherlands. Hence there is a clear need to explore 
new approaches to access unequivocal information on interfacial properties such as 
contact angles. The simulation approach discussed in this paper provides a route to 
tackle this problem. 
Our simulation model predicts a decrease in  with increasing pressure;  decreases 
until the CO2 saturation pressure, Psat, is reached. The simulation results show 
excellent agreement with the available experimental data for subcritical pressures [23-
26]. However, the molecular dynamics simulations over predict  for pressures > Psat 
by circa 20%. Improving the agreement between the simulation and experiments in 
this pressure regime might require the introduction of non-additive corrections in the 
Lorentz-Berthelot combining rules. Preliminary calculations indicate that this is the 
case. Otherwise, the models capture two important features, namely the increase of 
interfacial tension with temperature at low and intermediate pressures 4-17 MPa, and 
the increase of interfacial tension with salt concentration in the range 1-3 m [23-26]. 
This clearly indicates that the negative ion adsorption is correctly predicted by the 
models. 
In order to model the contact angles, we have considered a fully coordinated Si-O-Si 
bridged -quartz surface in the CO2-brine model. The surface is strongly water-wet as 
water completely spreads on this surface (without CO2 present), indicative of a 0
ο 
contact angle. The simulation model clearly shows the formation of a water 
monolayer in contact with the surface. The monolayer is not modified by addition of 
salt, but we find that CO2 can displace water. In fact our simulations reveal a strong 
interaction between CO2 and the quartz surface, which results in a strong modification 
of the contact angle upon increase of the CO2 pressure. Hence, CO2 inhibits wetting 
by water and results in a significant increase in . The contact angles follow the trends 
previously reported in a computer simulation investigation [35] and some 
experimental works [32].  
 
Based on our computations we reach the following conclusions in terms of the contact 
angles: 
a) at subcritical conditions, T=300 K,  strongly increases with increasing 
pressure until approximately the saturation pressure of CO2 is reached. This 
behaviour is mainly driven by the rapid change in the CO2 density with 
pressure and the strong CO2-quartz interaction. Above the saturation pressure, 
21 
 
 increases slightly with further pressure increase. This is consistent with 
Chiquet et al.’s measurements [32]. 
b)  decreases with temperature in the interval 0-17 MPa, consistent with 
experimental data [34]. Our analysis indicates that this reduction in the contact 
angle is driven by a significant weakening of the CO2-quartz interaction 
relative to the water-quartz interaction. At higher pressures, ~20 MPa, the 
effect of temperature on the contact angle is shown to be minor, 
c) Our simulations do not show evidence for a systematic increase or decrease of 
the contact angle with salt concentration (investigated for T = 300 K, P  4 
MPa). The simulations indicate that the NaCl ions are depleted from the quartz 
surface, indicating there is a free energy barrier for ion adsorption. Hence, we 
expect they will not introduce large changes in the quartz-water interfacial free 
energy. It would be very interesting to analyse a different salt, which results in 
a large ion density enhancement at the interface. This will enable us to assess 
the dependence of the contact angles on salt composition.  
d) In terms of structural and residual trapping, the MD results imply that lower  
 pressures and higher temperatures are favourable storage conditions, while 
 high salt concentrations can be tolerated as salinity has only a marginal 
 influence. Other effects, such as decreased CO2 density may however 
 outweigh the benefits achieved with a lower .  
 
 
Overall, our simulations demonstrate that the thermo-physical conditions can have a 
considerable impact on the water-CO2-quartz contact angles and therefore structural 
and residual trapping capacities. The present simulation model may contribute to shed 
light on the large number of contrasting experimental measurements of contact angles 
and enable the microscopic investigation of the interfacial properties of aqueous 
solutions with mineral surfaces, which are difficult to perform given the intrinsic 
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