Abstract The quest for a more powerful method for model evaluation has inspired Vrugt and Sadegh (2013) to introduce ''likelihood-free'' inference as vehicle for diagnostic model evaluation. This class of methods is also referred to as Approximate Bayesian Computation (ABC) and relaxes the need for a residualbased likelihood function in favor of one or multiple different summary statistics that exhibit superior diagnostic power. Here we propose several methodological improvements over commonly used ABC sampling methods to permit inference of complex system models. Our methodology entitled DREAM (ABC) uses the DiffeRential Evolution Adaptive Metropolis algorithm as its main building block and takes advantage of a continuous fitness function to efficiently explore the behavioral model space. Three case studies demonstrate that DREAM (ABC) is at least an order of magnitude more efficient than commonly used ABC sampling methods for more complex models. DREAM (ABC) is also more amenable to distributed, multi-processor, implementation, a prerequisite to diagnostic inference of CPU-intensive system models.
Introduction and Scope
Bayesian methods have become increasingly popular for fitting hydrologic models to data (e.g., streamflow, water chemistry, groundwater table depth, soil moisture, pressure head, snow water equivalent). Bayes' rule updates the prior probability of a certain hypothesis when new data,Ỹ5fỹ 1 ; . . . ;ỹ n g (also referred to as evidence) become available. The hypothesis typically constitutes the parameter values, h, of a model, F, which simulates the observed data usingỸ Fðh;ũ;x 0 Þ 1 e;
(1) whereũ5fũ 1 ; . . . ;ũ n g denotes the observed forcing data,x 0 signifies the initial state of the system, and e5fe 1 ; . . . ; e n g includes observation error, as well as error due to the fact that the simulator, F, may be systematically different from the real system of interest, =ðhÞ, for the parameters h. If our main interest is in the parameters of the model, Bayes law is given by pðhjỸÞ5 pðhÞpðỸjhÞ pðỸÞ ;
where pðhÞ denotes the prior parameter distribution, LðhjỸÞ pðỸjhÞ is the likelihood function, and pðỸÞ represents the evidence. As all statistical inferences of the parameters can be made from the unnormalized density, we conveniently remove pðỸÞ from the denominator and write pðhjỸÞ / pðhÞLðhjỸÞ.
The likelihood function, LðhjỸÞ, summarizes, in probabilistic sense, the overall distance between the model simulation and corresponding observations. The mathematical definition of this function has been subject to considerable debate in the hydrologic and statistical literature [e.g., Schoups and Vrugt, 2010; Smith et al., 2010; Evin et al., 2013] . Simple likelihood functions that assume Gaussian error residuals are statistically convenient, but this assumption is often not borne out of the probabilistic properties of the error residuals that show significant variations in bias, variance, and autocorrelation at different parts of the simulated watershed response. Such nontraditional residual distributions are often caused by forcing data and model structural errors, whose probabilistic properties are very difficult, if not impossible, to adequately characterize. This makes it rather difficult, if not impossible, to isolate and detect epistemic errors (model structural
The limitations of classical residual-based fitting methods has stimulated Gupta et al. [2008] (amongst others) to propose a signature-based approach to model evaluation. By choosing the signatures so that they each measure different but relevant parts of system behavior, diagnostic evaluation proceeds with analysis of the behavioral similarities (and differences) of the observed data and corresponding model simulations. Ideally, these differences are then related to individual process descriptions, and correction takes place by refining/improving these respective components of the model. What is left is the numerical implementation of diagnostic model evaluation.
In a previous paper, Vrugt and Sadegh [2013] advocated the use of ''likelihood-free'' inference for diagnostic model evaluation. This approach, introduced in the statistical literature about three decades ago [Diggle and Gratton, 1984] , is especially useful for cases where the likelihood is intractable, too expensive to be evaluated, or impossible to be formulated explicitly. This class of methods is also referred to as Approximate Bayesian Computation (ABC), a term coined by Beaumont et al. [2002] , and widens the realm of models for which statistical inference can be considered [Marjoram et al., 2003; Sisson et al., 2007; Del Moral et al., 2011; Joyce and Marjoram, 2008; Grelaud et al., 2009; Ratmann et al., 2009] . ABC has rapidly gained popularity in the past few years, in particular for the analysis of complex problems arising in population genetics, ecology, epidemiology, and systems biology. The first application of ABC in hydrology can be found in Nott et al. [2012] and establishes a theoretical connection between ABC and GLUE-based approaches. Other work on this topic can be found in the recent publication by Sadegh and Vrugt [2013] .
The premise behind ABC is that h Ã should be a sample from the posterior distribution if the distance between the observed and simulated data, qðỸ; Yðh Ã ÞÞ, is smaller than some small positive value, [Marjoram et al., 2003; Sisson et al., 2007] . Figure 1 provides a conceptual overview of the ABC methodology. All ABC based methods approximate the likelihood function by simulations, the outcomes of which are compared with the observed data [Beaumont, 2010; Bertorelle et al., 2010; Csill ery et al., 2010] . In so doing, ABC algorithms attempt to approximate the posterior distribution by sampling from 
where Y denotes the support of the simulated data, Y $ ModelðyjhÞ, and I(a) is an indicator function that returns one if the condition a is satisfied and zero otherwise. The accuracy of the estimated posterior distribution, pðhjqðỸ; YðhÞÞ Þ depends on the value of . In the limit of ! 0 the sampled distribution will converge to the true posterior, pðhjỸÞ [Pritchard et al., 1999; Beaumont et al., 2002; Ratmann et al., 2009; Turner and van Zandt, 2012] . Yet this requires the underlying model operator to be stochastic, and hence ModelðÁÞ in equation (3) is equivalent to the output of the deterministic model F in equation (1) plus a random error with probabilistic properties equal to those of e.
For sufficiently complex system models and/or large data sets, it will be difficult, if not impossible, to find a model simulation that always fits the data within . It has therefore become common practice in ABC to use one or more summary statistics of the data rather than the data itself. Ideally, these chosen summary statistics, SðÁÞ are sufficient and thus provide as much information for the model parameters as the original data set itself. In practice, however, the use of summary statistics usually entails a loss of information and hence results in an approximate likelihood, especially for complex models. Partial least squares [Wegmann et al., 2009] and information-theory [Barnes et al., 2011] can help to determine (approximately) a set of nearly sufficient marginal statistics. Nonetheless, complex models admitting sufficient statistics are practical exceptions.
The most common ABC algorithm implements simple rejection sampling which relies on satisfying the condition qðSðỸÞ; SðYðh Ã ÞÞÞ . This method has the practical advantage of being relatively easy to implement and use, but its efficiency depends critically on the choice of the prior sampling distribution. If this prior distribution is a poor approximation of the actual posterior distribution, then many of the proposed samples will be rejected. This leads to dramatically low acceptance rates, and thus excessive CPU times. Indeed, Vrugt and Sadegh [2013] and Sadegh and Vrugt [2013] report acceptance rates of less than 0.1% for hydrologic models with just a handful of parameters. One remedy to this problem is to increase the value of , but this leads to an inaccurate approximation of the posterior distribution.
A number of methodological advances have been proposed to enhance the sampling efficiency of ABC algorithms. One common approach is to use a set of monotonically decreasing values. This allows the algorithm to sequentially adapt the prior distribution and converge to a computationally feasible final value of . Nonetheless, these algorithms still rely on a boxcar kernel (step function) to evaluate the fitness of each sample, and are not particularly efficient in high dimensional search spaces. In this paper we introduce a Markov Chain Monte Carlo (MCMC) simulation method that enhances, sometimes dramatically, the ABC sampling efficiency. This general-purpose method entitled, DREAM (ABC) uses the DiffeRential Evolution Adaptive Metropolis algorithm [Vrugt et al., 2008 [Vrugt et al., , 2009 as its main building block, and replaces the indicator function in equation (3) with a continuous kernel to decide whether to accept candidate points or not. The proposed methodology is benchmarked using synthetic and real-world simulation experiments. Figure 1 . Conceptual overview of approximate Bayesian computation (ABC) for a hypothetical one-dimensional parameter estimation problem. First, N samples are drawn from a user-defined prior distribution, h Ã $ pðhÞ. Then, this ensemble is evaluated with the model and creates N model simulations. If the distance between the observed and simulated data, qðỸ; Yðh Ã ÞÞ is smaller than or equal to some nominal value, then h Ã is retained, otherwise the simulation is discarded. The accepted samples are then used to approximate the posterior parameter distribution, pðhjỸÞ. Note that for sufficiently complex models and large data sets the probability of happening upon a simulation run that yields precisely the same simulated values as the observations will be very small, often unacceptably so. Therefore, qðỸ; Yðh Ã ÞÞ is typically defined as a distance between summary statistics of the simulated, SðYðh Ã ÞÞ and observed, SðỸÞ data, respectively. Modified after Sunnåker et al. [2013] .
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The remainder of this paper is organized as follows. In section 2 we summarize the results of commonly used ABC sampling methods by application to a synthetic benchmark study. Section 3 introduces the main elements of the DREAM (ABC) algorithm and discusses several of its advantages. This is followed in Section 4 with two synthetic and one real-world simulation experiment. In this section we are especially concerned with sampling efficiency and robustness. Finally, section 5 concludes this paper with a discussion and summary of our main findings.
Approximate Bayesian Computation
The ABC method provides an excellent vehicle for diagnostic model evaluation by using one or multiple different summary statistics that, when rooted in the relevant environmental theory, should have a much stronger and compelling diagnostic power than some residual-based likelihood function. Challenges lie in the proper selection of summary metrics that adequately extract all the available information from the calibration data, how to deal with input data uncertainty, how to detect epistemic errors (lack of knowledge), how to determine an appropriate (small) value for , and how to efficiently sample complex multidimensional spaces involving many tens to hundreds of parameters. This paper is focused on the last topic, and proposes several methodological developments to overcome the shortcomings of standard ABC sampling methods. The other topics will be investigated in subsequent papers.
We first discuss two common ABC sampling methods that have found widespread application and use within the context of likelihood-free inference. We then introduce DREAM (ABC) , a Markov chain Monte Carlo (MCMC) implementation of ABC that permits inference of complex system models. ! 0. In summary, a sequence of (multi)normal proposal distributions is used to iteratively refine the samples and explore the posterior distribution. This approach, similar in spirit to the adaptive Metropolis sampler of [Haario et al., 1999 [Haario et al., , 2001 , achieves a much higher sampling efficiency than ABC-REJ, particularly for cases where the prior distribution, pðhÞ, is a poor approximation of the actual target distribution.
Rejection Algorithm
The PMC sampler of Turner and van Zandt [2012] assumes that the sequence of values is specified by the user. Practical experience suggests that a poor selection of 5f 1 ; . . . ; J g can lead to very low acceptance rates or even premature convergence. Sadegh and Vrugt [2013] have therefore introduced an alternative variant of ABC-PMC with adaptive selection of jðj>1Þ . This method requires the user to specify only the initial kernel bandwidth, 1 , and subsequent values of are determined from the qðÁÞ values of the N most recently accepted samples. This approach is not only more practical, but also enhances convergence speed to the posterior distribution. We therefore prescribe the sequence of values in ABC-PMC using the outcome of several adaptive runs.
It is interesting to note that the PMC sampler has elements in common with genetic algorithms (GA) [Higuchi, 1997] in that a population of individuals is used to search the parameter space. The main difference between both approaches is that PMC is specifically designed for statistical inference of the marginal and joint parameter distributions, whereas GAs are specialized in optimization. Yet it is not difficult to modify the PMC sampler so that it converges to a single ''best'' solution. Nonetheless, one should be particularly careful using common GA operators such as crossover and mutation. Such genetic operators can significantly improve the search capabilities of ABC-PMC in high dimensional search spaces, but can harm convergence properties.
To benchmark the efficiency of ABC-REJ and ABC-PMC, we start by fitting a relatively simple mixture of two Gaussian distributions, which has become a classical problem in the ABC literature [Sisson et al., 2007; Beaumont et al., 2009; Toni et al., 2009; Turner and Sederberg, 2012] 
where N ða; bÞ is a normal distribution with mean, a and standard deviation, b. The solid black line in Figure 2 plots the actual target distribution.
We now test the efficiency of ABC-REJ and ABC-PMC using the following distance function, qðSðỸÞ; SðYðh Ã ÞÞÞ5 jYj with probability of 50% jy 1 j with probability of 50% ( where Y5fy 1 ; . . . ; y 100 g, y i $ N ðh; 1Þ, and the operator j Á j signifies the modulus (absolute value).
In keeping with the statistical literature, we assume a uniform prior distribution, pðhÞ $ U½210; 10, with 50:025 (ABC-REJ) and 5f1; 0:75; 0:5; 0:25; 0:1; 0:05; 0:025g (ABC-PMC). Figure 2 plots histograms of the ABC-REJ (a: left) and ABC-PMC (b: middle) derived posterior distribution of h using N 5 1, 000 samples.
The marginal distribution derived with ABC-REJ and ABC-PMC are in good agreement with the known target distribution (black line). Table 1 summarizes the performance of the ABC-REJ and ABC-PMC sampler. The rejection sampler (ABC-REJ) requires about 386, 742 function evaluations to find N 5 1, 000 behavioral solutions. This corresponds to an acceptance rate (AR, %) of approximate 0.26%, which can be considered highly inefficient. The ABC-PMC sampler on the other hand requires fewer function evaluations (170,848) to explore the target distribution, with an acceptance rate of about 0.59%. Note however that ABC-PMC underestimates the sampling density of points in the tails of the posterior suggesting that the algorithm has not been able to fully explore pðhÞ. The results of DREAM (ABC) that are listed at the bottom of Table 1 will be discussed in section 4.1 of this paper.
Markov Chain Monte Carlo Simulation
The adaptive capabilities of the ABC-PMC sampler offer significant computational advantages over ABC-REJ. However, further methodological improvements are warranted to enable inference of complex simulation models involving high dimensional parameter spaces. The use of a boxcar fitness kernel (zero probability everywhere except for a small interval where it is a constant) is theoretically convenient, but makes it very difficult for any sampling algorithm to determine the preferred search direction. All rejected simulations receive a similar score, irrespective of whether their qðÁÞ values are in close proximity of the threshold, or far removed. This is certainly not desirable and unnecessarily complicates posterior exploration. Furthermore, ABC-REJ and ABC-PMC update all entries of the parameter vector simultaneously. This is equivalent to a crossover of 100%, and adequate for low-dimensional problems involving just a handful of parameters, but not necessarily efficient in high dimensional search spaces. For such problems, conditional (or subspace) sampling has desirable properties and can enhance, sometimes dramatically, the speed of convergence. The method we propose herein is more commonly known as Metropolis-within-Gibbs, and samples individual dimensions (or groups of parameters) in turn.
Continuous Fitness Kernel
A boxcar kernel has the disadvantage that all samples with qðÁÞ value larger than are considered equal and discarded. This is the basis of rejection sampling, and can be very inefficient particularly if the prior sampling distribution is poorly chosen. To solve this problem, Turner and Sederberg [2012] recently introduced an alternative ABC sampling approach using MCMC simulation with a continuous fitness kernel. This method is based on the concept of noisy-ABC [Beaumont et al., 2002; Blum and François, 2010] and perturbs the model simulation with a random error, n
If we assume that n follows a multivariate normal distribution, N ð0 n ; aÞ, then we can evaluate the probability density, pðSðỸÞ; SðYðh Ã ÞÞÞ, of h Ã using
where a is an algorithmic (or free) parameter that defines the width of the kernel. As a result, the approximation in equation (3) becomes [Turner and Sederberg, 2012] This approach has recently been coined kernel-based ABC (KABC) in the statistical literature, and opens up an arsenal of advanced Monte Carlo based sampling methods to explore the posterior distribution. Three preliminary case studies of different complexity (not shown herein) demonstrate that KABC with DREAM is at least 3-1000 times more efficient than ABC-PMC. Unfortunately, KABC can run into a fatal problem. The MCMC algorithm may produce a nice bell shaped posterior distribution but with simulated summary statistics that are far removed from their observed values. For example, let us assume an extreme case in which the model is unable to fit any of the observed summary statistics within the required tolerance . Sampling would still produce a limiting distribution, but with probability densities of equation (7) that are practically zero. These results are undesirable, and have nothing to do with the actual MCMC method used, replacing this with another sampling approach would give similar findings. The culprit is the continuous kernel of equation (7), which does not a priori bound the feasible space of the posterior solutions. Changing equation (7) to a boxcar function with pðÁÞ51 in the interval ½2; around the measured summary statistic(s), and exponential decline of the density outside this interval runs into the same problems and is thus also futile.
We here propose an alternative method for fitness assignment that helps a MCMC simulator converge to the correct posterior distribution. We define the fitness of h Ã as follows f ðh Ã ; /Þ5/2qðSðỸÞ; SðYðh Ã ÞÞÞ;
were / > 0 is a coefficient that bounds the fitness values between ð21; /. The smaller the distance of the simulated summary metrics to their observed values, the higher the fitness. By setting /5, then f ðh Ã Þ 2 ½0; is a necessary condition for a sample, h Ã , to be called a posterior solution, otherwise the sample is non behavioral and can be discarded. This condition is easily verified a posteriori from the sampled fitness values of the Markov chains.
We are now left with a definition of the selection rule to help determine whether to accept trial moves or not. The original scheme proposed by Metropolis et al. [1953] was constructed using the condition of detailed balance. If p(u) (p(i)) denotes the probability to find the system in state u (i) and qðu ! iÞ ðqði ! uÞÞ is the conditional probability to perform a trial move from u to i (i to u), then the probability p acc ðu ! iÞ to accept the trial move from u to i is related to p acc ði ! uÞ according to:
If we assume a symmetric jumping distribution, that is qðu ! iÞ5qði ! uÞ, then it follows that p acc ðu ! iÞ p acc ði ! uÞ 5 pðiÞ pðuÞ
This equation does not yet determine the acceptance probability. Metropolis et al. [1953] made the following choice:
to determine whether to accept a trial move or not. This selection rule has become the basic building block of many existing MCMC algorithms. Hastings [1970] extended equation (12) to nonsymmetrical jumping distributions in which qðu ! iÞ 6 ¼ qði ! uÞ.
Unfortunately, equation (9) is not a proper probability density function, and hence application of (12) will lead to a spurious approximation of the posterior distribution. The same problem arises with other fitness functions derived from equation (7), for example, the Nash-Sutcliffe efficiency, pseudolikelihoods and a composite of multiple objective functions. We therefore calculate the acceptance probability using p acc ðu ! iÞ5max ðIðf ðiÞ ! f ðuÞÞ; Iðf ðiÞ ! ð/2ÞÞÞ
where IðÁÞ is an indicator function, and the operator max ðIðaÞ; IðbÞÞ returns one if a and/or b is true, and zero otherwise. Thus, p acc ðu ! iÞ51 (we accept) if the fitness of the proposal i is higher than or equal to that of the current state of the chain, u. On the contrary, if the fitness of i is smaller than that of u then p acc ðu ! iÞ50 and the proposal is rejected, unless f ðiÞ ! 0, then we still accept. 8
The binary acceptance probability of equation (13) differs fundamentally from a regular MCMC selection rule, but has important practical advantages that promulgate converge to the correct limiting distribution. Initially, when the samples are rather inferior, equation (13) enforces the MCMC algorithm to act as an optimizer and only accept proposals with a higher fitness and thus smaller distance to the observed values of the summary statistics. The transitions of the Markov chain during this time are irreversible with a zero acceptance probability of the previous state (backward jump). This changes the moment a candidate point has been sampled whose fitness, f ðÁÞ ! 0. From this point forward, the acceptance probability of equation (13) leads to a reversible Markov chain and the successive samples can be used to approximate the posterior target distribution.
An important limitation of equation (13) is that it cannot incorporate nonsymmetric jump distributions, such as the snooker updater used in DREAM ðZSÞ and MT-DREAM ðZSÞ [Laloy and Vrugt, 2012] . This would require a Hastings-type correction, but cannot be readily incorporated within the current framework. In subsequent work we will introduce an alternative ABC methodology, coined diagnostic Bayes, that can handle explicit priors and non-symmetrical proposal distributions.
Pseudo-Code of DREAM (ABC)
We can solve for the posterior distribution of equation (9) using MCMC simulation with DREAM [Vrugt et al., 2008 [Vrugt et al., , 2009 . This method uses subspace sampling to increase search efficiency and overcome some of the main limitations of ABC-REJ and ABC-PMC. In DREAM, K (K > 2) different Markov chains are run simultaneously in parallel, and multivariate proposals are generated on the fly from the collection of chains, H
t21
(matrix of K3d with each chain state as row vector), using differential evolution [Storn and Price, 1997; Price et al., 2005] . If A is a subset of d-dimensions of the original parameter space, R d R d , then a jump in the kth chain, k5f1; . . . ; Kg at iteration t5f2; . . . ; Tg is calculated using
where c52:38= ffiffiffiffiffiffiffiffi 2sD p is the jump rate, s denotes the number of chain pairs used to generate the jump, and g and r are s vectors with integer values drawn without replacement from f1; . . . ; k21; k11; . . . The candidate point of chain k at iteration t then becomes
and the Metropolis ratio is used to determine whether to accept this proposal or not. The DREAM algorithm solves an important practical problem in MCMC simulation, namely that of choosing an appropriate scale and orientation of the proposal distribution. Section 3.3 will detail the procedure for selecting the dimensions of the subset A that will be updated each time a proposal is created.
We now proceed with a pseudocode of DREAM (ABC) . In summary, DREAM (ABC) , runs K different Markov chains in parallel. Multivariate proposals in each chain, k5f1; . . . ; Kg are generated by taking a fixed multiple of the difference of two or more randomly chosen members (chains) of H (without replacement). By accepting each jump with binary probability of equation (13) a Markov chain is obtained, the stationary or limiting distribution of which is the posterior distribution. Because the joint pdf of the K chains factorizes to pðh 1 Þ3 . . . 3pðh K Þ, the states of the individual chains are independent at any iteration after DREAM (ABC) has become independent of its initial value. After this burn-in period, the convergence of DREAM (ABC) can thus be monitored with theR-statistic of Gelman and Rubin [1992] .
The jump distribution in equation (14) of DREAM (ABC) is easily implemented in ABC-PMC to help generate trial moves. This could further improve the scale and orientation of the proposals, but comes at an increased computational cost. The conditional probability to move from h (4) of ABC-PMC is easy to calculate for a (multi)normal proposal distribution, but requires significantly more CPU-resources if the jumping kernel of DREAM (ABC) is used. Let's assume, for instance, that s51 and k50 d in equation (14) . The probability to transition in ABC-PMC from the current state, h u j21 , to the proposal, h i j , is then equivalent to
where w denotes the normal density with covariance matrix R d 5ðc Ã Þ 2 I d . This equation is of computational complexity OðN 2 Þ and becomes particularly CPU-intensive for large N and/or if more than one pair of chains (s > 1) is used to create proposals. More fundamentally, the lack of subspace sampling (see next section) in ABC-PMC deteriorates search efficiency in high-dimensional spaces (shown later). We therefore do not consider this alternative jumping distribution in ABC-PMC. Note that DREAM (ABC) can take much better advantage than ABC-PMC of a multi-processor computing environment. Indeed, each of the K chains can be evaluated on a different node, which significantly speeds-up diagnostic inference of CPU-intensive system models.
Randomized Subspace Sampling
Subspace sampling is implemented in DREAM (ABC) by only updating randomly selected dimensions of h t21 k each time a proposal is generated. Following the default of the DREAM suite of algorithms [Vrugt et al., 2008 , Vrugt and ter Braak 2011 Laloy and Vrugt, 2012] we use a geometric series of n CR different crossover values and store this in a vector, CR5 1 nCR ; 2 nCR ; . . . ; 1 n o . The prior probability of each crossover value is assumed equal and defines a vector p with n CR copies of 1 nCR . We create the set A of selected dimensions to be updated as follows 9: for k51; . . . ; K do
10:
Determine subset A, the dimensions of the parameter space to be updated.
11:
Calculate the jump vector, D Ã k using Equation (14) 12: Compute the proposal, h
Calculate the fitness, f ðh Ã k Þ52qðSðỸÞ; SðYðh Ã k ÞÞÞ 15:
Calculate the acceptance probability using Equation (13) The number of dimensions stored in A ranges between 1 and d and depends on the sampled value of the crossover. This relatively simple randomized selection strategy enables single-site Metropolis sampling (one dimension at a time), Metropolis-within-Gibbs (one or a group of dimensions) and regular Metropolis sampling (all dimensions). To enhance search efficiency, the probability of each n CR crossover values is tuned adaptively during burn-in by maximizing the normalized Euclidean distance between successive states of the K chains [Vrugt et al., 2009] . The only algorithmic parameter that needs to be defined by the user is n CR , the number of crossover values used. We use the standard settings of DREAM and use n CR 53 in all the calculations reported herein. This concludes the algorithmic description of DREAM (ABC) .
Numerical Experiments
The next section compares the efficiency of ABC-REJ, ABC-PMC and DREAM (ABC) for two synthetic and one real-world experiment. These case studies cover a diverse set of problem features, including highdimensionality, nonlinearity, nonconvexity, and numerous local optima. Perhaps not surprisingly, our trials with ABC-REJ show that rejection sampling is highly inefficient when confronted with multidimensional parameter spaces, unless the prior sampling distribution closely mimics the target distribution of interest. In practice, this is an unreasonable expectation and we therefore discard the ABC-REJ algorithm after the first case study and focus our attention on the results of ABC-PMC and DREAM (ABC) .
In all our calculations with ABC-PMC we create N 5 1, 000 samples at each iteration, j5f1; . . . ; Jg using values of that are listed in each case study and have been determined through trial-and-error [e.g., Sadegh and Vrugt, 2013] . In DREAM (ABC) we need to define the number of chains, K and the total number of function evaluations, M5K Á T. Their values are listed in each individual case study. For all the other algorithmic variables in DREAM (ABC) we use standard settings recommended in Vrugt et al. [2009] .
Synthetic Benchmark Experiments: Gaussian Mixture Model
We now benchmark the performance of DREAM (ABC) by application to the Gaussian mixture model in equation (5). We set 50:025 and run K 5 10 different chains using a total of M 5 50, 000 function evaluations. Figure 2c displays the marginal distribution of the posterior samples using a burn-in of 50%. It is evident that the adaptive capabilities of DREAM (ABC) enables it to track the target distribution. The density of samples in the tails has somewhat improved considerably compared to ABC-PMC. The burn-in required for multichain methods such as DREAM (ABC) is relatively costly for this one-dimensional problem, and hence it is not surprising that rejection sampling provides a nicer sample of the mixture distribution. The DREAM (ABC) approximation of the target is easily enhanced by creating more samples. Table 1 lists the acceptance rate (AR, %), number of function evaluations, and value used with ABC-REJ, ABC-PMC, and DREAM (ABC) . It is evident that DREAM (ABC) is most efficient in sampling the target distribution. The acceptance rate of DREAM (ABC) is between 3 and 6 times higher than that ABC-PMC and ABC-REJ, respectively.
Synthetic Benchmark Experiments: 20-Dimensional Bivariate Distribution
A more demanding test of the ABC-PMC and DREAM (ABC) algorithms can be devised by using a multidimensional target distribution. We consider a set of ten bivariate normal distributions 
with unknown mean of the ith component, l i 5fl i;1 ; l i;2 g and fixed covariance matrix. We now generate n 5 20 observations by sampling the mean of each bivariate distribution from U 2 ½0; 10. The ''observed'' data are plotted in Figure 3 using the red cross symbols. Each of the bivariate means is now subject to inference with ABC, which results in a d 5 20 dimensional parameter estimation problem. The simulated data, Y are created by evaluating equation (17) fifty different times for each proposal, h Ã 5½l
The mean of the fifty samples from each bivariate distribution is stored in Y (10 by 2 matrix) and compared to the observed data using the following distance function [Turner and Sederberg, 2012] We assume a noninformative (uniform) prior, h $ U 20 ½0; 10 and set 5f3; 2:5; 2:1; 1:8; 1:6; 1:3; 1:1; 0:9; 0:8; 0:7; 0:6g (ABC-PMC) and 50:025, K 5 15, and M 5 200, 000 (DREAM ðABCÞ ). The results of the analysis are presented in Table 2 and Figure 3 . target distribution. The ABC-PMC samples, on the contrary, exhibit too much scatter. This finding is not surprising. The ABC-PMC sampler terminated its search prematurely with values of qðÁÞ between 0.5 and 0.6. This threshold is much larger than the value of 50:025 required to converge to the target distribution. Subspace sampling would significantly enhance the results of ABC-PMC (not shown), but such modifications could affect the theoretical convergence properties.
The DREAM (ABC) algorithm not only better recovers the actual target distribution, but its sampling efficiency is also superior. To illustrate this in more detail, consider Table 2 that lists the acceptance rate (AR,%), number of function evaluations, and value of ABC-PMC and DREAM (ABC) . The acceptance rate of DREAM (ABC) of about 19.72% is more than 1000 times higher than that of ABC-PMC (0.019%). This marks a 3 order of magnitude improvement in search efficiency, which in large part is due to the ability of DREAM (ABC) to sample one or groups of variables in turn. This conditional sampling is necessary to traverse multidimensional parameter spaces in pursuit of the posterior distribution.
The present case study clearly illustrates the advantages of DREAM (ABC) when confronted with multidimensional parameter spaces. The algorithm requires about M 5 200, 000 function evaluations to successfully recover the 20-D target distribution. To illustrate this in more detail, consider Figure 4 which displays trace plots of theR-statistic of Gelman and Rubin [1992] using the last 50% of the samples stored in each of the K chains. This convergence diagnostic compares for each parameter the between and within-variance of the chains. Because of asymptotic independence, the between-member variance andR-diagnostic can be estimated consistently from a single DREAM (ABC) trial. Values ofR smaller than 1.2 indicate convergence to a limiting distribution. The DREAM (ABC) algorithm needs about 40, 000 function evaluations to officially reach convergence and generate a sufficient sample of the posterior distribution. This is much less than the M 5 200, 000 function evaluations used in this study. Obviously, one should be careful to judge convergence of the sampled Markov chains based on a single diagnostic, yet visual inspection of the sampled trajectories confirms an adequate mixing of the different chains and convergence of DREAM (ABC) after about 15, 000 function evaluations. This is substantially lower than the approximately 40, 000 function evaluations estimated with theR-statistic, simply because the second half of the chain is used for monitoring convergence.
Hydrologic Modeling: Sacramento Soil Moisture Accounting Model
A more realistic case study is now devised and used to illustrate the advantages DREAM (ABC) can offer in real-world modeling problems. We consider simulation of the rainfall-runoff transformation using the SAC-SMA conceptual hydrologic model. This model has been developed by Burnash et al. [1973] and is used 
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extensively by the National Weather Service for flood forecasting throughout the United States. The model has been described in detail in many previous publications, and we therefore summarize in Table 3 the fourteen parameters that require calibration and their prior uncertainty ranges.
Daily data of mean areal precipitation,P5fp 1 ; . . . ;p n g, mean areal potential evaporation and streamflow, Y5fỹ 1 ; . . . ;ỹ n g, from the French Broad River basin at Asheville, North Carolina are used in the present study. In keeping with Vrugt and Sadegh [2013] we use the annual runoff coefficient, S 1 ðỸÞ, the annual base flow index, S 2 ðỸÞ, and the flow duration curve, S 3 ðỸÞ (d/mm) and S 4 ðỸÞ, as summary metrics of the discharge data. A detailed description of each summary statistic is given by Vrugt and Sadegh [2013] and interested readers are referred to this publication for further details. This leaves us with L 5 4 four summary statistics for three different hydrologic signatures.
We use the following composite distance function to quantify the distance between the observed and simulated summary statistics
and help determine whether to accept h Ã or not. Model simulations that simultaneously satisfy each of the four summary metrics within their tolerance thresholds are considered behavioral, and hence constitute samples from the posterior distribution. Note that this composite formulation differs fundamentally from multicriteria model calibration approaches in which the summary statistics (objective functions) are assumed noncommensurate and therefore treated independently from one another. This latter approach gives rise to a Pareto solution set (rather than posterior distribution) and quantifies the trade-offs in the fitting of the different metrics.
To maximize the search efficiency of ABC-PMC we use 5f1; 0:3; 0:15; 0:1; 0:07; 0:06; 0:04; 0:025g. This sequence is determined from a preliminary run of ABC-PMC with adaptive selection of (see Sadegh and Vrugt, 2013, Appendix B] . The DREAM (ABC) sampler is executed using default values of the algorithmic parameters and 50:025, K 5 15, and M 5 200, 000. Tables 3 and 4 and Figures 5-7 summarize our main findings. Table 4 compares the computational efficiency of ABC-PMC and DREAM (ABC) . For completeness, we also list the results of DREAM using a residual-based Gaussian likelihood function, hereafter referred to as DREAM ðRBGLÞ . The DREAM (ABC) algorithm has an acceptance rate (AR, %) of about 3.14% and requires 200, 14 000 SAC-SMA model evaluations to generate 40, 000 posterior samples. The ABC-PMC sampler, on the contrary, is far less efficient (AR 5 0.046%) and needs about 2.2 million function evaluations to produce 1, 000 posterior samples. This constitutes a more than 10 times difference in sampling efficiency, and favors the use of DREAM (ABC) for diagnostic inference of complex and CPU-intensive models.
The acceptance rate of DREAM ðRBGLÞ of 4.54% is much lower than the theoretical (optimal) value of about 23.4% for the considered dimensionality of the target distribution. This finding is not surprising and can be explained by the nonideal properties of the SAC-SMA response surface [Duan et al., 1992] , which, to a large extent, are inflicted by poor numerics Kavetski and Clark, 2010; Schoups and Vrugt, 2010] . The use of an explicit, Euler-based, integration method introduces pits and local optima (amongst others) on the response surface, and their presence deteriorates the search efficiency of MCMC methods. An implicit, time-variable, integration method would give a smoother response surface but at the expense of an increase in CPU time. This increase in computational cost, will however, be balanced by a decrease in the number of model evaluations needed for a MCMC algorithm to converge to a limiting distribution. are poorly defined by calibration against the four different summary statistics. This finding is perhaps not surprising. The four metrics used in this study are not sufficient, and extract only a portion of the information available in the discharge calibration data set. We will revisit this issue in the final paragraph of this section. Information theory can help to determine an approximate set of sufficient statistics, but this is beyond the scope of the present paper.
We can further constrain the behavioral (posterior) parameter space by adding other signatures of catchment behavior to the current set of summary metrics. But, it is not particulary clear whether this would actually support the purpose of diagnostic model evaluation in which the (our) goal is not to just find the best possible fit of some model to some data set, but rather to detect and pinpoint (epistemic) errors arising from inadequate or incomplete process representation. The chosen metrics appear relatively insensitive to rainfall data errors (not shown herein) and therefore exhibit useful diagnostic power. The bottom plot illuminates what happens to the SAC-SMA parameters if a least-squares type likelihood function is used for posterior inference. The parameters appear to be much better resolved by calibration against the observed discharge data but the remaining error residuals violate assumptions of homoscedasticity, normality and independence (not shown in detail). In part, this is due to a lack of treatment of rainfall data errors, whose probabilistic properties are difficult to accurately represent in a likelihood function. The generalized likelihood function of Schoups and Vrugt [2010] provides ways to handle nontraditional residual distributions, nevertheless, this approach does not separate the contribution of individual error sources, and is therefore unable to provide insights into model malfunctioning. Note that the histograms of PCTIM, ADIMP, LZFSM, LZFPM, and LZPK are relatively tight and well described by a normal distribution, except for PCTIM which is hitting its lower bound.
To illustrate how the SAC-SMA posterior parameter uncertainty translates into modeled discharge uncertainty, please consider Figure 6 that presents time series plots of the 95% streamflow simulation uncertainty ranges (gray region) for a selected 500 day portion of the 3 year evaluation period derived from the posterior samples of ABC-PMC (top) and DREAM (ABC) (middle). The observed discharge data are indicated with solid circles. Both time-series plots are in excellent agreement with simulated discharge dynamics that appear visually very similar and uncertainty ranges that envelop a large majority of the streamflow observations. Epistemic errors are not readily visible, yet this requires much further analysis possibly with the use of additional summary metrics. Previous results for this data set presented in Vrugt and Sadegh [2013] , demonstrated an inability of the seven-parameter hmodel [Schoups and Vrugt, 2010 ] to simulate accurately the immediate response of the watershed to rainfall. This structural error can be resolved by model correction, a topic that will be studied in future publications. Note that the posterior mean RMSE derived with DREAM (ABC) (0.72 mm/d) is somewhat lower than its counterpart from ABC-PMC (0.81 mm/d). This inconsistency conveys a difference in sampling density and posterior approximation.
For completeness, Figure 6 (bottom) plots the 95% streamflow simulation uncertainty ranges derived from formal Bayes using a least-squares likelihood function. To enable a direct comparison with the results for diagnostic inference in the top two plots, we only consider the effect of parameter uncertainty on simulated discharge dynamics. The coverage has decreased substantially to about 13%, which is hardly surprising given the relatively small width of the marginal distributions shown in Figure 5 . The RMSE of the posterior mean SAC-SMA simulation (0.55 mm/d) is considerably lower than its counterparts derived from ABC-PMC and DREAM (ABC) . This finding is not alarming but warrants some discussion. The four summary metrics used for diagnostic inference only extract partial information from the available discharge observations. This insufficiency makes it difficult to find a posterior model that ''best'' fits, in least-squares sense, the streamflow data, which is expected from a Gaussian likelihood function with homoscedastic measurement error. Also, the main purpose of diagnostic model evaluation with ABC is not that of model calibration, but rather to provide insights into model malfunctioning. Residual-based model calibration approaches provide little guidance on this issue which limits our ability to learn from the calibration data. Table 5 presents summary variables (coverage, width, root mean square error, bias, and correlation coefficient) of the performance of the posterior mean SAC-SMA discharge simulation derived from the samples of ABC-PMC, DREAM (ABC) and DREAM ðRBGLÞ . We list results for the 5 year calibration and 3 year evaluation period. These statistics confirm our previous findings. The two different ABC sampling methods provide very similar results, and exhibit a better coverage of the discharge observations, larger width of the 95% simulation uncertainty ranges, and higher posterior mean RMSE than least-squares inference. The performance of the SAC-SMA model does not deteriorate during the evaluation period. In fact, the RMSE of the ABC derived posterior mean simulation substantially improves during the evaluation period, whereas this is not the case with least-squares fitting. This is a heartening prospect, and suggests (among others) that the chosen summary metrics at least partially represent the underlying signatures of watershed behavior.
To provide more insights into the convergence behavior of DREAM (ABC) , Figure 7 plots the evolution of thê R-statistic of Gelman and Rubin [1992] . Each of the SAC-SMA parameters is coded with a different color. About 160, 000 SAC-SMA model evaluations are required to converge to a limiting distribution. This marks a significant improvement in sampling efficiency over the ABC-PMC sampler which requires about 2.2 million function evaluations to create 1, 000 posterior samples.
We now turn our attention to the simulated values of the summary metrics. Figure 8 plots histograms of the posterior summary statistics derived with ABC-PMC (top) and DREAM (ABC) (middle). The observed values of summary statistics are separately indicated in each plot with a red cross. The marginal distributions of summary metrics generally center around their measured values with the exception of the histogram of S 1 (annual runoff coefficient) that appears heavily skewed to the right. This points to a potential deficiency in the SAC-SMA model structure, yet this requires further analysis. For completeness, the bottom plots the posterior summary metric distributions derived from a residual-based likelihood function. This approach provides the closest fit to the observed streamflow data, but at the expense of summary metrics S 3 and S 4 Figure 8 . Histograms of the SAC-SMA derived summary statistics, S 1 (runoff), S 2 (base flow), S 3 and S 4 (flow duration curve) of the posterior samples from (top) ABC-PMC and (middle) DREAM (ABC) . The bottom plot displays the results of DREAM with a residual-based Gaussian likelihood function. The observed values of the summary metrics are separately indicated in each plot using the '' 3'' symbol. While S 2 ! S 4 center around their observed value (3) for the ABC analysis, the marginal posterior distribution of S 1 is skewed to the right and does not encapsulate its measured value. This demonstrates that model is unable to simultaneously satisfy all the four different summary metrics used herein. This points to a structural deficiency in the SAC-SMA model structure, which will be investigated in more detail in subsequent papers.
Water Resources Research (flow duration curve) that deviate considerably from their observed values. This finding highlights a profound difference in methodology between diagnostic model evaluation with ABC and residual-based inference. Of course, we could have used a different, and perhaps more reasonable, likelihood function for the error residuals [e.g., Schoups and Vrugt, 2010] . This would affect some of our findings in Figure 8 . Nevertheless, this is outside the scope of the present paper, and we leave such comparison for future work.
Finally, Figure 9 presents bivariate scatter plots of the posterior samples generated with DREAM (ABC) . We display the results for a representative set of all SAC-SMA parameter pairs including (a) PCTIM-LZPK, (b) LZSK-LZPK, (c) PCTIM-LZFPM, (d) PCTIM-LZSK, (e) LZPK-PFREE, and (f) ADIMP-LZPK. The axes in each of the six plots are in agreement with those used in the prior distribution. The bivariate posterior samples are confined to a densely sampled rectangular (or square) space, and occupy a significant portion of the prior distribution. The white area immediately outside of the sampled space is made up of nonbehavioral solutions with fitness values smaller than zero (at least one summary metric is removed from its measured counterpart). The binary acceptance rule used in DREAM (ABC) introduces a rather sharp demarcation of the behavioral solution space, nevertheless the sampled posterior distribution is in excellent agreement with its counterpart derived from ABC-PMC (see Figure 5 ). One could argue that for this type of target distribution uniform random sampling should suffice. However, this method, which is at the heart of ABC-REJ, is highly inefficient in multidimensional parameter spaces. Many millions of function evaluations would be needed to provide a sufficient sample of the posterior distribution. This is rather cumbersome, particularly if, as in the present case (not shown), the posterior samples exhibit parameter correlation.
The focus of the present paper has been on improving ABC sampling efficiency to permit diagnostic inference of complex system models involving multidimensional parameter and summary metric spaces. Subsequent work can now focus on the intended purpose of diagnostic model evaluation and that is to help detect, diagnose, and resolve model structural deficiencies . Commonly used model-data fusion approaches provide limited guidance on this important issue, in large part because of their aggregated treatment of input (forcing) data and epistemic errors. The use of summary statistics for statistical inference holds great promise, not only because signatures of system behavior are much less sensitive to, for instance, precipitation data errors than residual-based model fitting approaches, but also because the metrics can be devised in such a way that they relate directly to individual process descriptions and thus model components. This has important diagnostic advantages. Failure to fit one or more summary metrics can be directly addressed through correction of the responsible model component(s). This iterative process of inference, adjustment and refinement constitutes the basis of the scientific method. This also leaves the possibility to collect additional data to help validate new components of the model.
A recurrent issue with the application of diagnostic inference will be sufficiency of the summary metrics. Ideally, the summary metrics contain as much information as the original data itself. Unfortunately, for most systems it will be rather difficult to find a set of sufficient summary statistics, unless each calibration data measurement is used as independent metric [e.g., Sadegh and Vrugt, 2013] but this defeats the purpose of diagnostic inference. Actually, it is not particularly clear whether sufficiency of the metrics is required to help detect and resolve epistemic errors. If deemed necessary, then one possible solution is to adapt formal Bayes and to use the summary metrics as an explicit prior. This type of approach has shown to significantly enhance the results of geophysical inversion (T. Lochb€ uhler et al., Summary statistics from training images as prior information in probabilistic inversion, submitted to Geophysical Research Letters, 2014).
Summary and Conclusions
