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Preface
Problems of cutting and packing objects in a one, two or three-dimensional space have been
extensively studied for a long time because they include numerous real world applications.
One-dimensional cutting and packing problem and rectangular cutting and packing problems,
which arise from the applications in the production industry such as steel and paper industry,
have been well considered so far because finding one-dimensional solutions are relatively easy
to solve compared with the cutting and packing problems with complex shapes. However, for
the two- or three-dimensional case, it is already a hard problem to just check whether two
non-convex polygons overlap or not.
Since both computer technology and computer science have progressed drastically, it has
been possible to treat problems with complicated shapes in a practical time. For example,
many efficient methods have been obtained recently for cutting and packing problems with
complicated shapes such as the two-dimensional irregular strip packing problem. Moreover,
cutting and packing problems have applications in other fields than the production industry.
For example, restoration of broken objects plays an important role in history science. Also,
graph drawing and visualization have an interesting relationship with cutting and packing
problems. To visualize information in a two or three-dimensional space, it is often required
to show data as a collection of objects, which may have non-convex shape, on a screen in
an effective manner, and placing objects with no overlap is one of the basic measures of the
effectiveness.
In this thesis, we propose algorithms for two- and three-dimensional cutting and packing
problems with objects in complex shapes. In the algorithms, we use local search algorithms
that remove overlaps of objects in given layouts by moving them locally, and such a movement
of the objects is obtained as a solution to a nonlinear programming. As an example of
applications of the local search algorithms, we consider a problem of removing overlaps in
label layouts, which arises from a graph drawing problem.
The thesis is organized as follows. We first consider the two-dimensional irregular strip
packing problem, where each polygon is allowed to rotate by fixed degrees. We allow pene-
trations between polygons and protrusions of polygons from a container by penalizing them,
and we formulate a polygon separation problem as an unconstrained nonlinear programming
problem with a differentiable objective function. We design a separation algorithm by ap-
plying a nonlinear programming method to the problem and develop an iterated local search
algorithm combining the separation algorithm with a swapping operation of two polygons.
Next, we consider a problem that requires to find a layout of objects in a container with
no overlap of objects and no protrusion of objects from the container, where the shapes of the
container is not necessarily a rectangle and the objects may be three-dimensional. For this
problem, we propose a multi-sphere scheme which first approximates objects by sphere sets
and finds a layout of the approximated objects. As one of the building blocks of the scheme,
we design a local search algorithm in a similar way to that for the two-dimensional irregular
strip packing problem. Compared with the local search algorithm for the two-dimensional
irregular strip packing problem, that for the multi-sphere scheme can handle various motions
of objects such as translations in fixed directions and rotations by arbitrary angles. We also
design a fast algorithm for detecting collision among spheres as another building block of
the multi-sphere scheme. We apply the multi-sphere scheme to three different problems in
removing overlaps in label layouts and show experimental results.
We believe that our algorithms are useful in practical applications and the developed
techniques provide a new insight into cutting and packing problems. We hope that the works
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An optimization problem can be intuitively described as a problem that specifies a collection
of solutions and asks to find the best one among them. More precisely, an optimization
problem consists of a feasible region and an objective function. A feasible region is a set of
all solutions and a solution in the feasible region is called feasible. An optimization problem
asks to find a solution with the optimal objective function value over all feasible solutions.
Usually the “optimal” value of an objective function is defined by the minimum or maximum.
A minimization (resp., maximization) problem requires to minimize (resp., maximize) an
objective function. In this thesis, we mainly consider minimization problems. A minimization
problem is formally described by
minimize f(x)
subject to x ∈ X,
where f is a given objective function, R is the set of real numbers, Rn is the n-dimensional
vector space over R, n-dimensional real vector x ∈ Rn is a decision variable, and X ⊆ Rn
is a given feasible region. A solution x∗ is optimal to the optimization problem if and only
if f(x∗) ≤ f(x) for all x ∈ X. A solution x′ is locally optimal to the optimization problem
if and only if f(x∗) ≤ f(x) for all solutions x in the neighbourhood N(x′) of x′, where a
neighbourhood N(x) ⊂ X of x is defined as a set of solutions that can be obtained from x by
a small modification, e.g., N(x) = {y | ‖x− y‖ ≤ δ} for a parameter δ > 0.
If the feasible region X is equal to Rn, then the optimization problem is called an un-
constrained optimization problem; otherwise, it is called a constrained optimization problem.
As important constrained optimizations, a linear programming, quadratic programming, and
semidefinite programming have been extensively studied, for example.
1
2 Chapter 1. Introduction
There are many algorithms proposed for the unconstrained optimization. In the case
where the gradient of the objective function is available, we can find a locally optimal so-
lution effectively by applying quasi-Newton method, conjugate gradient method and limited
memory BFGS method. If both the gradient and the Hessian of the objective function are
available, then we can apply Newton’s method. See Appendix A for more details of un-
constrained optimization with gradients. For problems whose gradient and Hessian are not
available, Nelder-Mead method and Powell method are proposed, for example. See Nocedal
and Wright [80], and Fletcher [36] for textbooks.
1.2 Combinatorial Optimization Problem
If a problem has a discrete feasible region such as a set of integer vectors, then it is called
a combinatorial optimization problem. A variety of combinatorial optimization problems
appear in many application fields and numerous algorithms have been proposed so far. In
computational complexity theory, an algorithm for a problem is regarded as efficient if its
time complexity of an algorithm is bounded above by a polynomial of the instance size of
every problem instance. We give two example of polynomial solvable problems: shortest path
problem and minimum spanning tree problem.
Shortest path problem
Input: an undirected graph G = (V,E), a non-negative edge length w : E → R+, a
source s ∈ V , and a sink t ∈ V
Output: a path from s to t with the minimum total edge length
It can be solved by the well-known Dijkstra’s algorithm in O(|E| log |V |) time.
Minimum spanning tree problem
Input: an undirected graph G = (V,E), an edge length w : E → R
Output: a spanning tree of G with the minimum total edge length
It can be solved by Prim’s algorithm in O(|E| log |V |) time.
There are some problems to which no efficient algorithms are not known. A decision
problem asks to answer “yes” or “no” while an optimization problem asks to answer the
optimal value. A class NP is the set of decision problems such that any yes instance has
a certificate that can be verified in polynomial time. A class NP-complete is a subclass
of NP, which has a property that any problem in NP can be reduced to problems in NP-
complete in polynomial time. This means that if some problem in NP-complete can be solved
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in polynomial time, then all problems in NP can be solved in polynomial time as well. A
class NP-hard is a set of optimization problems that is at least as hard as NP-complete. It
is strongly believed that NP-hard problems admit no polynomial time algorithm. In other
words, solving these problems exactly may necessitate enumerating an essential portion of
all the solution candidates in a given instance, whose number increases exponentially as the
problem size grows. See Garey and Johnson [39] for more details and related topics.
Since the NP-hardness is based on the worst case complexity, it may be possible to solve
NP-hard problems efficiently in a practical sense. Representative methods frequently ap-
plied to this end are branch-and-bound and dynamic programming, which are algorithm
design techniques to find exact optimal solutions by enumerating only promising solutions
efficiently [56]. With intensive studies on these exact algorithms and the rapid progress of
computer technology, the problem size that can be exactly solved practically has been increas-
ing for some fundamental NP-hard problems with simple structures. However, it has still a
large gap from the problem size required to accommodate problems with complex structures
that arise in real applications.
In practice, exact solutions are often not required, and good solutions are acceptable if
they can be obtained in a reasonable computational time. From this viewpoint, developing
approximate or heuristic algorithms is an important research issue.
An approximation algorithm is a theoretical approach that finds in polynomial time a
solution providing a theoretical guarantee as an upper bound on how worse the solution is
compared to the optimal solution. On the other hand, metaheuristics is a practical approach
whose purpose is to find a good solution in a practical time without any theoretical guaran-
tee of the quality of the solution. The performance of metaheuristics is evaluated through
computational experiments.
The representative techniques used in approximation algorithms and metaheuristics are
greedy method and local search [1]. Greedy method constructs approximate solutions by
assigning the values to variables step by step on the basis of local information. Local search
behaves as follows. We define neighborhoodN(x) of a solution x and choose an initial solution
x0. Local search maintains an incumbent solution x
∗, which is the best solution obtained so
far during a search. It iteratively seeks for a better solution than x∗ among the neighborhood
of x∗, which is called neighborhood search. If it finds one such solution x′, it updates the
incumbent solution x∗ by x′. Otherwise, local search terminates. To design a good local
search algorithm, we need to define appropriate neighborhood and a strategy for executing
neighborhood search. If neighborhood is narrow, then local search can check all solutions
in the neighbourhood quickly, but it is likely to fall into a locally optimal solution due to
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the narrow neighbourhood. On the other hand, if neighbourhood is broad, then local search
may find a better solution than that by local search with narrow neighbourhood, but the
computation is usually expensive. We can observe a similar trade-off in the strategies of
neighborhood search, e.g., a strategy is to choose as x′ the first solution that is better than
the incumbent solution, and another is to choose as x′ the best solution over all solutions
in the neighbourhood. Note that local search is usually a terminology for combinatorial
optimization. Nonlinear programming methods can be regarded as local search in a sense
that they iteratively find better solutions in subspaces of the entire solution space, e.g., the
line search method and the trust region method.
Metaheuristics is a category of schemes that finds a good solution fast. Since it concen-
trates on quality of solutions in practical cases, it usually has no theoretical guarantee to
the quality of solutions. Generally, metaheuristic algorithms are constructed based on local
search algorithms and designed to search for solutions globally by controlling execution of
local search. Thus, metaheuristics does not usually depend on specific structures of problems
and can be applied to problems from many fields. Various methods are proposed as meta-
heuristics, e.g., Iterated Local Search, Guided Local Search, Tabu Search, Genetic Algorithm,
and Simulated Annealing. See Glover and Kochenberger [42] and Blum et al. [21] for detail
of metaheuristics.
1.3 Cutting and Packing Problems
A generic form of cutting and packing problems is given as follows.
Cutting and packing problems
Input: a set of objects called containers and a set of objects called items.
Output: an optimal layout/assignment of the items into the containers.
Constraints:
– no two items do not overlap each other.
– the items are entirely within the containers.
The optimality of each cutting and packing problem varies depending on the objective func-
tion. Typical objectives are
• to minimize the number of containers.
• to minimize the size of the container.
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• to maximize the total profit of the assigned items.
Cutting and packing problems include numerous problems from real world applications and
have been extensively studied for a long time from both theoretical and practical point of
view. See typologies by Dyckhoff [31] and Wa¨scher et al. [94], and a review by Hopper and
Turton [53] for more on cutting and packing problems.
One-dimensional cutting and packing problems include Bin packing problem and Knapsack
problem. They are known to be NP-hard, and a higher dimensional version of cutting and
packing problems is usually obtained by generalizing one-dimensional problems. Hence, most
cutting and packing problems are NP-hard.
Knapsack problem
Input: a set of items (each item has a size and a profit), a capacity c of a knapsack.
Output: a feasible subset of items that maximizes the total profit of items, where a
subset of items is called feasible if the total size of items does not exceed c.
Bin packing problem
Input: a set of items (each item has a size) and a capacity b of a bin.
Output: a partition of the set of items into the minimum number of disjoint subsets
such that the total size of items in each subset does not exceed b.
For two-dimensional cutting and packing problems, given items may have different shapes,
e.g., rectangles, convex polygons, circles, non-convex polygons, etc. Strip packing problem
has been intensively studied as well as bin packing problem and knapsack problem for two-
dimensional cutting and packing problems. Strip packing problem, given a rectangular con-
tainer with a fixed width and a flexible length, asks to place all items in the container so as to
minimize the length, which is categorized as open dimension problem in a recent typology by
Wa¨scher et al. [94]. Strip packing problem for non-convex polygons is called irregular strip
packing problem. We review the previous works on two-dimensional strip packing problem,
irregular strip packing problem, three-dimensional packing problems, and packing problems
with spheres, in Section 1.3.1, Section 1.3.2, Section 1.3.3, and Section 1.3.4, respectively.
Section 1.3.5 describes related topics in Graph Drawing.
1.3.1 Two-dimensional Rectangle Packing Problems
Two-dimensional rectangle packing problems have applications in the steel and textile indus-
tries, and also has indirect applications to scheduling problems [90] and others [53, 57]. There
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(a) (b)
Figure 1.1: (a) An example of the non-guillotine packing; (b) An example of the guillotine
packing
are various options on the packing rules; for example, whether rotations of rectangles are
allowed or not, whether the width of the container is fixed or not, and so forth.
One of the popular optional restrictions is guillotine packing, wherein each cut line must
run from end to end on the rectangle being packed [48, 53] (see examples in Figure 1.1).
Guillotine packing is important for some manufacturing settings. Two-stage packing means
that all pieces packed in a rectangle can be obtained by partitioning the rectangle with several
horizontal guillotine cuts into strips and then by dividing each of the strips by several vertical
guillotine cuts into pieces [49]. In two-stage packing with trimming, an additional cutting
stage is allowed in order to reduce the length of each piece resulting from the first two stages.
There are also many variations for objective functions. Among those intensively inves-
tigated, is two-dimensional strip packing problem (2SP) [53], which asks to place all given
rectangles without overlap into a container, called a strip, whose width is prescribed, so that
the overall length of the container is minimized. A number of heuristic algorithms [15, 24, 52,
57, 58] and exact algorithms [67, 75] have been proposed in the literature. Perfect packing
problem (PP) is a special case of 2SP that asks to judge whether all given rectangles can be
placed, without any overlap or wasted space, into a container with a fixed width and length.
Most of the variants of the two-dimensional rectangle packing problem, including 2SP and
PP, are known to be NP-hard.
Kenmochi et al. [62] proposed exact algorithms based on the branch-and-bound for 2SP
and PP with and without rotations of 90 degrees. Though the size of instances for which
exact algorithms work effectively tends to be small, compared to heuristic algorithms, there
are many important applications even with a small instances with a few dozens of rectangles.
For such small instances, exact algorithms often outperform heuristics, as observed in many
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other combinatorial optimization problems. Hifi [48] proposed exact algorithms for 2SP with
guillotine constraints without rotations of 90 degrees and solved benchmark instances with
up to 22 rectangles. Martello et al. [75] proposed exact algorithms for 2SP without rotations
of 90 degrees and succeeded in solving benchmark instances with up to 200 rectangles within
a reasonable amount of computation time. Lesh et al. [67] focused on PP without rotations
and solved benchmark instances with up to 29 rectangles. Alvarez-Valdes et al. [11] proposed
new lower bounds for 2SP and a branch-and-bound algorithm obtained by incorporating a
GRASP algorithm and an exact algorithm based on staircase placement.
1.3.2 Two-dimensional Irregular Strip Packing Problem
Two-dimensional irregular strip packing problem requires to place a given set of two-dimensional
polygons within a rectangular container so that no polygon overlaps with any other polygon
or protrudes from the container, where each polygon is not necessarily convex, We say that
such a layout is feasible. The container has a fixed width, while its length can change so that
all polygons are placed in it. The objective is to find a feasible layout that minimizes the
length of the container. A version of the problem where a finite number of angles are allowed
as rotations of polygons has been well studied. The irregular strip packing problem has many
applications in material industry such as paper and textile industries, wherein raw materials
are usually given in rolls. In textile industry, rotations are usually restricted to 180 degree
only because textiles have the grain and may have a drawing pattern. The irregular strip
packing problem is known to be NP-hard even without rotation [79].
To our best knowledge, Art [12] first proposed an algorithm for the irregular strip packing
problem. The algorithm approximates each of the non-convex polygons by a convex polygon
that encloses it and then places them one by one at a feasible bottom left point. Adamowicz
and Albano [2] proposed an algorithm that partitions a given set of polygons into several
subsets of polygons, then generates for each of the subsets a rectangle enclosure in which
the polygons in the subset are placed compactly (i.e., being with a little wasted space), and
finally finds a layout of these enclosures. Albano and Sapuppo [10] gave an algorithm that
places given polygons one by one at the bottom-left position according to a sequence of the
input polygons, where they used tree search to obtain a good sequence. Some approaches for
finding a good sequence are based on local search [44, 81].
Mathematical programming was also used for the irregular strip packing problem. Com-
paction and separation algorithms based on linear programming have been proposed, e.g., by
Li and Milenkovic [70], Bennell and Dowsland [16], and Gomes and Oliveira [45]. Given a
feasible layout of given polygons in a container, a compaction algorithm translates the poly-
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gons in the current layout continuously in order to minimize the length of the container, and
it outputs a locally optimal solution. Given an infeasible layout of the given polygons, a
separation algorithm translates the polygons in the current layout continuously in order to
remove the overlap of the polygons.
Bennell and Dowsland [16] combined the bottom-left method and the linear programming
based compaction algorithm to obtain an algorithm with a better performance. Gomes and
Oliveira [45] hybridised the bottom-left heuristics and the linear programming based com-
paction and separation algorithms. They further incorporated the method into simulated
annealing, and the resulting algorithm updated many best known results on the benchmark
instances of the irregular strip packing problem. Burke et al. [23] developed a bottom-left fill
heuristic algorithm, and utilized it with hill climbing or tabu search to obtain high quality
solutions quickly. Egeblad et al. [32] developed an efficient method that finds the best position
of a specified polygon that minimizes its overlap with the current layout by translating the
polygon, and they utilized it in guided local search.
Solving jigsaw puzzles is a special case of the irregular strip packing problem. Goldberg et
al. [43] and Wolfson et al. [96] proposed algorithms for real jigsaw puzzles and reported that
they succeeded to solve jigsaw puzzles with about 200 pieces. Kong and Kimia [66] consider a
more general problem, where each piece may be a general non-convex polygon, and proposed
an algorithm for the three-dimensional case as well. This generalization has applications for
recovering shredded documents or broken pieces of china, and it should provide an important
tool in historical science.
Cutting and packing problems with free rotations have not been so intensively studied.
Milenkovic [77] proposed a method to make a given layout of polygons compact by translating
and rotating them gradually. Recently, Yuping et al. [97] proposed an algorithm to the two-
dimensional irregular packing problem with free rotations. Gensane and Ryckelynck [41]
proposed an algorithm for a problem that asks to place congruent squares into the minimum
square container. Birgin et al. [18] introduced a method of sentinels for the decision problem
of the overlap of polygons. This method first generates a set of points on each polygon defines
that two items overlap or not if and only if any point in the items is contained inside the
other item, and formulates a smooth nonlinear decision model that determines whether a set
of items overlap or not.
See a review by Hopper and Turton [53] for more on the strip packing problem including
the irregular strip packing problem.
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1.3.3 Three-dimensional Problem
Packing problems for 3D (three-dimensional) axis aligned boxes have been extensively studied,
which are called container loading problem in general. There are some variations of problems
as in 1D (one-dimensional) and 2D (two-dimensional) problems, e.g., strip packing, knapsack
loading and bin packing. Strip packing problem in 3D asks to place all given boxes in a con-
tainer with fixed width and depth with no overlap so that the required height is minimized.
Knapsack loading problem in 3D, where a profit is associated to each box, and asks to place
some of all boxes in a container of fixed size so as to maximize the sum of profits of placed
boxes. Bin packing problem in 3D requires to minimize the number of containers to place all
boxes, where the size of the container is fixed. Pisinger [84] proposed a heuristic algorithm
based on wall-building approach for the knapsack loading problem. Martello et al. [76] intro-
duced a lower bound on optimal value of the bin packing problem and developed exact and
heuristic algorithms based on an extension of the staircase placement for 2D. Bischoff and
Marriott [20] conducted experiments to compare 14 heuristics proposed for the strip packing
problems in 3D.
Packing boxes is need to measure the capacity of a car trunk. An European standard
and an American standard define the capacity of a trunk as the maximum number of the
reference boxes that can be placed in the trunk; this problem is called trunk packing problem.
Compared with the container loading problem, the trunk packing problem treats a container
in a more complex shape, and allows non-axis-aligned layouts of boxes. Eisenbrand et al. [33]
proposed a heuristic algorithm to the problem, which generates initial solutions by a grid-
based combinatorial method and improves them by simulated annealing.
Packing of 3D non-convex objects can be applied to different kinds of applications. Win-
terfeld [95] dealt with a lapidary cutting problem that asks to obtain the maximum object in
a given shape within a larger object, e.g., to obtain a maximum brilliant cut diamond from a
diamond gemstone. He formulated this problem as a general semi-infinite program and solved
using an interior point method. Ayyadevara et al. [14] studied a problem that asks to stack
some identical parts (not necessarily convex in 3D) to minimize a cost function and proposed
a heuristic algorithm that divides the non-convex shape of the parts into convex polyhedra
and exploits 3D Minkowski sum of the convex polyhedra to find a non-overlap layout. Alada-
hali et al. [8, 9] considered the 3D component layout problem, which asks to find a layout of
3D objects with arbitrary shapes so as to achieve the design objectives, and they extended
pattern search method, which is used for nonlinear optimization without derivatives, to deal
with objective functions effectively. See Cagan et al. [25] for a survey of the 3D component
layout problem.
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1.3.4 Sphere Packing Problem
Numerous types of problems of packing spheres have been also studied so far. The problem
of packing circles/spheres has many variations, such as packing circles into a circle [93],
packing circles into a rectangle [19], and sphere packing problem in 2D or a higher dimensional
space [88]. Wang et al. [93] formulated an unconstrained nonlinear program of the problem,
and designed an algorithm by combining a steepest descent method and a procedure for
perturbing a layout.
By modeling objects by sphere sets, we can handle more complex shapes in cutting and
packing problems. The protein docking, which asks to find the best matching between two
molecules in 3D, is an important field of bioinformatics and extensively studied. A molecule
is often modeled by a set of spheres. This problem asks not only to find a layout of no two
molecules overlap each other but also to minimize scoring functions such as free energies. The
rigid protein docking is to find a layout of given proteins assuming that proteins do not deform.
On the other hand, the flexible protein docking allows proteins to deform. Choi and Goyal [28]
analyze a combinatorial structure of a rigid docking problem with a simple score function.
Choi et al. [27] proposed a local search algorithm for the same rigid docking problem. Besides,
various search algorithms are proposed, for example, simulation based methods, Monte Carlo
methods, GA based algorithms, etc. See reviews by Halperin et al. [46] and Taylor et al. [89]
for more information.
Ferrez [35] proposed a framework for physical simulation of a set of spheres moving in 3D
and a fast algorithm to detect the collisions of spheres. He modeled each object by a sphere
set and applied the physical simulation and obtained non-overlap layouts of objects efficiently.
Packing spheres is also useful for triangular meshing for the finite element method and the
boundary element method. A technique proposed by Shimada et al. [87] called bubble mesh
finds a layout of spheres by bubble packing a simulation based sphere packing algorithm, and
connects the centers of the spheres by constrained Delaunay triangulation and tetrahedrization
to form a mesh. In fact, bubble packing has a slightly different feature from the other problems
listed above because it allows intersections of spheres to some extent. However, this is one of
the interesting applications of the sphere packing.
1.3.5 Graph Drawing
Graph Drawing has been extensively studied over the last twenty years due to its popular
application to visualisation in VLSI layout and visualization of computer networks, software
engineering, social networks and bioinformatics. As a result, many algorithms and method
are available [37]. It has a relationship to cutting and packing problems and we apply our
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method to some problems in graph drawing in this thesis. We review the related results in
Graph Drawing.
Most algorithms and methods in Graph Drawing deal with abstract graph layout, wherein
each node is represented as a point. However, in many real world applications, nodes may have
labels with different size and shape. For example, some nodes have long text labels or large
images, and they can be represented as boxes or circles as in UML diagrams. Consequently,
direct use of layout algorithm for abstract graph often leads to overlapping of nodes (i.e.,
labels) in the resulting visualization.
In order to visualize graphs with different node sizes, the following three steps are used
as a general approach. First, a reasonably good initial layout is created using a graph layout
algorithm without considering node size. Second, labels of nodes are added in the layout.
Finally, the post processing step to remove node (i.e., label) overlapping is performed.
The problem of removing node overlaps has been well studied for the last ten years by the
Graph Drawing community. These can be classified into three different approaches: methods
based on force-directed algorithm [38, 47, 54, 69, 73, 78], methods based on the use of Voronoi
Diagram [38, 73], and methods using constrained optimization techniques [30, 74].
Furthermore, they differ in their criteria to be optimized. A variation of Force Scan algo-
rithm based on the force-directed method [47, 54, 69, 78] preserves orthogonal ordering, i.e.,
the top-down and left-right relationship between nodes. The problem of transforming a given
layout of a graph with overlapping rectangular nodes into a minimum area layout that has
no node overlapping while preserving the orthogonal order is proved to be NP-complete [47].
The constrained optimization techniques using a quadratic programming approach minimizes
the total change of node positions while satisfying non-overlap constraints [30, 74].
The time complexity for force-directed methods is O(n2) [38, 47, 54, 69, 73, 78]. For some
special cases, it can be reduced to O(n log n) [30, 73]. Note that most of the methods find
solutions to the problem of overlap removal of rectangular labels with translation only.
1.4 Organization of this Thesis
As we have seen in this chapter, cutting and packing problems are important because they
include various problems that arise from real world applications. However, finding optimal
solutions to the problems is considerably difficult in general. Our purpose in this thesis is
to propose a general framework to solve two- and three-dimensional cutting and packing
problems approximately in a practical time. Moreover, we show that a local search algorithm
in the framework itself is useful for some applications.
In Chapter 2, we consider two-dimensional irregular strip packing problem, where each
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polygon is allowed to rotate by fixed degrees. In order to check whether a given set of polygons
can be placed in a container with fixed size, we formulate a polygon separation problem as an
unconstrained nonlinear programming problem with a differentiable objective function, where
we allow penetrations of polygons and protrusions of polygons from a container by penalizing
them. We design a separation algorithm by applying nonlinear programming method to the
problem and combine it with a swapping operation of two polygons to develop an iterated
local search algorithm.
In Chapter 3, we consider a general problem that asks to find a layout of objects in a
container with no overlap of objects and no protrusion of objects from the container, where
each object is allowed to rotate by any degree. For this problem, we propose a multi-sphere
scheme as a flexible approach that provides algorithms for different types of packing problems.
The scheme first approximates objects by sphere sets and finds a layout of the approximated
objects. We then propose a local search algorithm in a similar way to that for the two-
dimensional irregular strip packing problem. The local search algorithm in the multi-sphere
scheme can handle various kinds of motions such as translations in a fixed directions and
rotations by arbitrary angles. We also propose a fast collision detection algorithm, which
incorporated into the multi-sphere scheme. We apply the multi-sphere scheme to the label





The irregular strip packing problem is a combinatorial optimization problem that requires
to place a given set of two-dimensional polygons within a rectangular container, where each
polygon is not necessarily convex, so that no polygon overlaps with other polygons or pro-
trudes from the container. We say that such a layout is feasible. The container has a fixed
width, while its length can change so that all polygons are placed in it. The objective is to
find a feasible layout that minimizes the length of the container. The irregular strip packing
problem has a few variations depending on rotations of polygons: (1) rotations of any angle
are allowed, (2) a finite number of angles are allowed, (3) no rotation is allowed. Among
them, we deal with case (2) in this chapter. Note that case (3) is a special case of (2) in which
the number of given orientations for each polygon is one. The irregular strip packing problem
has many applications in material industry such as paper and textile industries, where raw
materials are usually given in rolls. In textile industry, rotations are usually restricted to 180
degrees because textiles have the grain and may have a drawing pattern. The irregular strip
packing problem is known to be NP-hard even without rotation [79].
In this chapter, we propose a new separation algorithm based on nonlinear programming.
We also give an algorithm that swaps two specified polygons in a layout of polygons so that the
overlap in the layout is minimized provided that the positions of the other polygons in a given
layout are fixed. We incorporate these algorithms as components in an iterated local search
algorithm whose objective is to minimize the total amount of overlap and protrusion of a
layout, where a layout may not be completely contained in the container during the algorithm.
We then develop an algorithm for the irregular strip packing problem using the iterated local
search algorithm, which we call ILSQN because we use quasi-Newton method to solve an
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unconstrained optimization problem in the iterated local search algorithm. Computational
comparisons on representative benchmark instances disclose that our algorithm is competitive
with other existing algorithms. Moreover, our algorithm updates several best known results.
This chapter is organized as follows. We formulate the irregular strip packing problem and
illustrate our approach in Section 2.2. We then define functions that measure the amount of
overlap and show how to evaluate these functions and their gradients in Section 2.3. We pro-
pose an iterated local search algorithm for the overlap minimization problem in Section 2.4 and
describe two procedures used in the iterated local search algorithm: a separation algorithm
based on nonlinear programming and an operation of swapping two polygons in Section 2.5
and Section 2.6, respectively. Finally we show experimental results in Section 2.7 and make
a concluding remark in Section 2.8.
2.2 Formulation and Approach
This section gives a mathematical formulation of the irregular strip packing problem and
then illustrates an overview of our approach to the problem. For the irregular strip packing
problem, we are given a list P = (P1, . . . , Pn) of polygons in a two-dimensional space, a
list O = O1 × · · · × On of the polygons’ orientations, where Oi (1 ≤ i ≤ n) denotes a set
of orientations in which Pi can be rotated, and a rectangular container C = C(W,L) with
a width W ≥ 0 and a length L, where W is a constant and L is a nonnegative variable.
Polygons in P may not be convex.
We denote polygon Pi ∈ P rotated in degree o ∈ Oi by Pi(o), which may be written as Pi
for simplicity when the orientation is not specified or clear from the context. For convenience,
we regard each of polygons Pi(o) (i = 1, . . . , n) and rectangle C as the set of points inside it
including the points on the boundary. For a polygon S, let int(S) be the interior of S, ∂S be
the boundary of S, S be the complement R2 \ S of S, and cl(S) be the closure int(S) of S.
Translations of polygons can be represented by Minkowski sums as follows. Let xi = (xi1, xi2)
(i = 1, . . . , n) be a translation vector for Pi. Then the polygon obtained by translating polygon
Pi by xi is
Pi ⊕ xi = {p+ xi | p ∈ Pi}.
Recall that L ≥ 0 is the length of the container C, which is a decision variable to be minimized.












Figure 2.1: An example of a feasible layout of six polygons in container C(W,L) (O is the
origin).
The irregular strip packing problem is formally described as follows:
minimize L
subject to int(Pi(oi)⊕ xi) ∩ (Pj(oj)⊕ xj) = ∅, 1 ≤ i < j ≤ n,
(Pi(oi)⊕ xi) ⊆ C(W,L), 1 ≤ i ≤ n,
L ∈ R+,
oi ∈ Oi, 1 ≤ i ≤ n,
xi ∈ R2, 1 ≤ i ≤ n.
(2.1)
We represent a solution to problem (2.1) with a pair of n-tuples x = (x1, . . . ,xn) and o =
(o1, . . . , on). Note that a solution (x,o) uniquely determines the layout of the polygons. The
minimum length L of the container C is formally defined by function
µ(x,o) = max{x1 | (x1, x2) ∈ Pi(oi)⊕ xi, Pi ∈ P}
−min{x1 | (x1, x2) ∈ Pi(oi)⊕ xi, Pi ∈ P}.
(2.2)
Figure 2.1 shows an example of a feasible layout of polygons. The length L is decided as
described by (2.2).
2.2.1 Overlap Minimization Problem
The problem (2.1) contains three types of variables, L, x and o. To construct a building block
of an entire algorithm to problem (2.1), we first introduce the overlap minimization problem,
which requires to find a feasible solution in container C with a fixed length L. For this
purpose, we allow polygons to overlap each other and/or protrude from the container during
construction of solutions; the amount of overlap and protrusion is penalized in such a way that
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any solution with no penalty corresponds to a feasible layout to the current container. More
specifically, for a pair x = (x1, . . . ,xn) and o = (o1, . . . , on) of lists of translation vectors and
orientations of all polygons, let fij(x,o) be a function that measures the amount of overlap
of Pi(oi) and Pj(oj), and gi(x,o) be a function that measures the amount of protrusion of
Pi(oi) from the container. Then the overlap minimization problem is formulated by







subject to x ∈ R2n, o ∈ O.
(2.3)
To solve the overlap minimization problem (2.3), an effective procedure to the problem will
be the heart of our algorithm.
Note that the problem (2.3) is an unconstrained nonlinear programming problem. How-
ever, we do not attempt to solve this problem by a minimization algorithm such as quasi-
Newton method since procedures for evaluating functions fij and gi and their gradients would
be involved due to variables o for rotations. We treat only variables x for translations while
fixing variables for rotations. This enables us to evaluate suitably defined functions fij and
gi considerably easier by use of an efficient data structure, called no-fit polygons, as will be
discussed in Section 2.3. Given a solution (x,o), we fix the orientation o, and introduce the
following problem of reducing the total overlap translating polygons, which is called polygon
separation problem:







subject to x ∈ R2n,
(2.4)
where we omit the indication of o for simplicity. We design a separation algorithm to the
unconstrained nonlinear programming problem (2.4) by applying quasi-Newton method. The
algorithm translates all polygons simultaneously to construct a locally optimal solution.
Since the separation algorithm only translates polygons, we need a procedure for changing
the orientations of polygons to handle (2.3). For this, we design a swapping procedure that
changes the positions and orientations of two specified polygons to find their best positions
and orientations under the condition that the positions and orientations of the other polygons
are fixed.
By combining the separation algorithm and the swapping procedure, we construct an
iterated local search algorithm, called MinimizeOverlap, to find a solution to the overlap
minimization problem (2.3). Given a layout (x,o),MinimizeOverlap(P, O, C(W,L), x, o)
outputs a new layout (x∗,o∗), which is obtained by modifying (x,o), and is a locally optimal
solution to the problem (2.3). The details of MinimizeOverlap will be given in Section 2.4.




Figure 2.2: Two layers of algorithm ILSQN
2.2.2 Entire Algorithm for the Irregular Strip Packing Problem
In this subsection, we give an entire description of algorithm ILSQN for problem (2.1). ILSQN
first generates an initial solution by a method which we will give in Section 2.6.4, and sets
the length L of the container so that C(W,L) contains all polygons and the both left and
right sides of C(W,L) touch some polygons. Then ILSQN repeats the following two layers
of computations until a time limit is reached. One of the two layers is an outer layer that
searches the minimum feasible length L∗ by shrinking or extending the left and/or right sides
of the container. For the current layout (xcur,ocur), the outer layer chooses a length L of the
container, where (xcur,ocur) may be infeasible to the tentatively fixed length L. Then the inner
layer, the other layer, improves the current solution (xcur,ocur) into a locally optimal solution
for the new length L. To find such a solution, the inner layer invokes MinimizeOverlap.
Figure 2.2 illustrates the behavior of the algorithm, where “shrink” corresponds to the outer
layer and “relocate” corresponds to the inner layer.
We now explain how to execute the outer layer. The execution of the outer layer is
described by parameters rdec ∈ (0, 1), rinc ∈ (0, 1) and πside ∈ {left, right, both}. We shrink
and extend the length L of the container by factors rdec and rinc, respectively. Parameter
πside determines which side of the container we shrink or extend. To be more precise, when
ILSQN changes L to L− l, it translates the container to the right by l, 0, and l/2 if πside =
left, right, and both, respectively, as shown in Figure 2.3.
After computing an initial solution (x,o), we shorten L by L := (1− rdec)µ(x,o), and
execute the inner layer. If the inner layer obtains a feasible layout successfully, then the outer
layer shortens the length L of the container by L := (1− rdec)L; otherwise, it extends the
length by L := (1 + rinc)L. Algorithm ILSQN is formally described in Algorithm 1, in which
we omit indication of πside for simplicity.
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Figure 2.3: Three ways of shrinking the container
Algorithm 1 : ILSQN(P,O,W )
Generate an initial solution (x,o); /* see Section 2.6.4 */
Lbest := µ(x,o); (xbest,obest) := (x,o);
L := (1− rdec)Lbest; (xcur,ocur) := (x,o);
while within a time limit do
(xcur,ocur) :=MinimizeOverlap(P,O, C(W,L),xcur,ocur); /* see Algorithm 2 */
if (xcur,ocur) is feasible then
Lbest := L; (xbest,obest) := (xcur,ocur);
L := (1− rdec)Lbest
else
L := (1 + rinc)L;
if L ≥ Lbest then
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2.3 Computation of Overlap
This section defines suitable functions fij and gi in the overlap minimization problem (2.3).
Although there are several ways of defining these functions, we use the penetration depth
to define them. The gradients of fij and gi are important for our separation algorithm in
Section 2.5 under the condition that all polygons’ orientations are fixed. To compute the
gradients of functions fij and gi, we use the no-fit polygons. We abbreviate Pi(oi) as Pi in
Section 2.3.1, Section 2.3.2 and Section 2.3.3 for simplicity.
2.3.1 No-fit Polygon
The no-fit polygon (NFP) is a data structure that is often used in algorithms for the irregular
strip packing problem [2, 10, 16, 44, 45, 81]. Art first applied the same notion, which is
called envelope, to the irregular strip packing problem [12]. It is also used for other problems
such as robotics, in which the no-fit polygon is called configuration-space obstacle, Minkowski
difference, etc. Practical algorithms to calculate an NFP of two non-convex polygons have
been proposed, e.g., by Bennell et al. [17] and Ramkumar [86].
The no-fit polygon NFP(Pi, Pj) for an ordered pair of two polygons Pi and Pj is defined
by
NFP(Pi, Pj) = int(Pi)⊕ (− int(Pj)) = {v −w | v ∈ int(Pi), w ∈ int(Pj)}.
The no-fit polygon has the following important properties:
• Pi ⊕ xi and Pj ⊕ xj overlap if and only if xj − xi ∈ NFP(Pi, Pj).
• Pi ⊕ xi touches Pj ⊕ xj if and only if xj − xi ∈ ∂NFP(Pi, Pj).
• Pi ⊕ xi and Pj ⊕ xj are separated if and only if xj − xi 6∈ cl(NFP(Pi, Pj)).
Hence the problem of checking whether two polygons overlap or not becomes an easier problem
of checking whether a point is in a polygon or not. When Pi and Pj are both convex,
∂NFP(Pi, Pj) can be computed by the following simple procedure. We first place the reference
point of Pi at the origin, and slide Pj around Pi, i.e., translate Pj having it keep touching
with Pi. Then the trace of the reference point of Pj is ∂NFP(Pi, Pj). Figure 2.4 shows an
example of NFP(Pi, Pj) of two polygons Pi and Pj .
We can also check whether a polygon Pi protrudes from the container C or not by using
NFP(C,Pi) = int(C)⊕ (− int(Pi)) = {v −w | v ∈ R2 \ C, w ∈ int(Pi)},
which is the complement of a rectangle whose boundary is the trajectory of the reference
point of Pi when we slide Pi inside the container C. See an example in Figure 2.5. The
following properties are derived from those of the no-fit polygon:












Figure 2.5: An illustration of NFP(C,Pi)
• Pi ⊕ xi protrudes from C if and only if xi ∈ NFP(C,Pi).
• Pi ⊕ xi is contained in C and touches ∂C if and only if xi ∈ ∂ NFP(C,Pi).
• Pi ⊕ xi is contained in C and does not touch ∂C if and only if
xi 6∈ cl(NFP(C,Pi)).
To check if a polygon Pi ⊕ xi protrudes from C, Gomes and Oliveira [44, 45] introduced the
inner-fit rectangle, which is equivalent to NFP(C,Pi).
2.3.2 Penetration Depth
The penetration depth (also known as the intersection depth) is an important notion used for
robotics, computer vision and so on [4, 29, 65]. The penetration depth of two objects S and
T in the d-dimensional space is defined by the minimum translational distance to separate
them, i.e.,
δ(S, T ) = min{‖x‖ | int(S) ∩ (T ⊕ x) = ∅, x ∈ Rd},
where ‖ · ‖ denotes the Euclidean norm. If two polygons Pi and Pj do not overlap, the
penetration depth of them is zero. Otherwise, the penetration depth of two overlapping







δPi ⊕ xi, Pj ⊕ xj
Figure 2.6: The no-fit polygon NFP(Pi⊕xi, Pj⊕xj) and the penetration depth δ(Pi⊕xi, Pj⊕
xj)
polygons Pi and Pj is computed by
δ(Pi, Pj) = min{‖z‖ | int(Pi) ∩ (Pj ⊕ z) = ∅, z ∈ R2},
We can separate two polygons Pi and Pj by translating the reference point of Pj to a point
x′ on ∂NFP(Pi, Pj) (See Figure 2.6). Hence δ(Pi⊕xi, Pj⊕xj) is the minimum distance from
xj − xi to ∂ NFP(Pi, Pj). Figure 2.6 shows the relationship between the penetration depth
and the NFP. The solid and dashed arrows are examples of translations to the boundary of
the NFP and the dotted polygons are the polygons of Pj translated by the vectors represented
by these arrows. The solid arrow x′′ − xj has the minimum distance among all translations,
giving the penetration depth δ(Pi ⊕ xi, Pj ⊕ xj).
2.3.3 Amount of Overlap
We define functions fij and gi in problem (2.3) using the penetration depth. To represent the
amount of overlap between Pi and Pj , we define fij by
fij(x) = δ(Pi ⊕ xi, Pj ⊕ xj)m, 1 ≤ i < j ≤ n,
where x = (x1, . . . ,xn) and m is a positive parameter. Similarly we define gi(x) by
gi(x) = δ(cl(C), Pi ⊕ xi)m, 1 ≤ i ≤ n.
In order to apply efficient algorithms for solving the nonlinear program to the polygon
separation problem (2.4), we need to compute the values of fij(x) and gi(x) and their gra-
dients for a given solution (x,o), where all polygons’ orientations o are fixed. We describe
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PiPj
NFP(Pi, Pj)
v = xj − xiw
xi
xj
Figure 2.7: The computation of fij(x) and ∇fij(x)
below how we realize such computation. Let xi and xj be the translation vectors of Pi and
Pj , respectively, and denote v = xj − xi for convenience. We first consider how to compute
fij(x) and ∇fij(x), and later explain the case of gi(x) and ∇gi(x). There are three cases for
the computation of fij(x) and ∇fij(x).
Case 1: two polygons Pi and Pj do not overlap. In this case, we see that fij(x) = 0 and
∇fij(x) = 0.
Case 2: two polygons Pi and Pj overlap (i.e., fij(x) > 0) and the nearest point on
∂NFP(Pi, Pj) from v is unique. See an example in Figure 2.7. Let w be the nearest point
and let z = w − v. Because the variable x is a list of n two-dimensional vectors, ∇fij(x)
is also a list of the same size; hence we denote ∇fij(x) = (∇1fij(x), . . . ,∇nfij(x)), where
∇k = (∂/∂xk1, ∂/∂xk2), 1 ≤ k ≤ n. Then, fij(x) and ∇fij(x) for 1 ≤ i < j ≤ n are given by
fij(x) = ‖z‖m,
∇ifij(x) = −∇jfij(x) = m‖z‖m−2z, (2.5)
∇kfij(x) = 0, k ∈ {1, . . . , n} \ {i, j}.
Every ∇kfij(x) except ∇ifij(x) and ∇jfij(x) is zero because only Pi and Pj can contribute
to the overlap fij(x).
Case 3: fij(x) > 0 and the nearest point from v to ∂ NFP(Pi, Pj) is not unique. In this
case, ∇fij is not differentiable at x; however, we choose one of the nearest points arbitrarily
as w and calculate ∇fij(x) with (2.5) as in Case 2.
Case 2 and Case 3 are distinguished in reference to the medial axis [5, 26] of NFP(Pi, Pj).
The medial axis of a polygon P is defined by the trace of the centers of all circles contained
in P that touch at least two sides of ∂P . Figure 2.8 shows an example of an NFP and its
medial axis. The thick solid polygon is an NFP, s1, . . . , s7 are the edges of the NFP, and the
dashed lines are the medial axis of the NFP. For the two points v1 and v2, the arrows indicate
the nearest point on the NFP from v1 and v2, respectively. The nearest point on the NFP’s









Figure 2.8: The medial axis of an NFP and the nearest points on the boundary from inner
points v1 and v2
boundary from a point v in the NFP is unique if and only if v is not on the medial axis of
the NFP. In Figure 2.8, v1 is not on the medial axis and it has the unique nearest point on
s3. On the other hand v2 is on the medial axis and it has two nearest points on s1 and s2.
Note that v can have more than one nearest point only when v is on the medial axis of the
NFP. Such a case is rare because the search basically tries to change v so that it moves away
from the medial axis in order to minimize the sum of fij(x).
We compute gi(x) and ∇gi(x) similarly as in the case of fij(x) and ∇fij(x). If Pi is
contained in C, we simply return gi(x) = 0 and ∇gi(x) = 0. We consider a polygon Pi that
protrudes from the container C (i.e., gi(x) > 0). See an example in Figure 2.9. Let w be the
nearest point on ∂ NFP(C,Pi) from xi and z = w − xi; the nearest point is always unique
in this case. We denote ∇gi(x) = (∇1gi(x), . . . ,∇ngi(x)). Then, gi(x) and its gradient for
1 ≤ i < j ≤ n are given by
gi(x) = ‖z‖m,
∇igi(x) = −m‖z‖m−2z, (2.6)
∇kgi(x) = 0, k ∈ {1, . . . , n} \ {i}.
Every ∇kgi(x) except ∇igi(x) is zero because only Pi has influence on its protrusion from
the container.
In Case 2, fij(x) is not differentiable at x if and only if Pi and Pj touch each other and
0 < m ≤ 1. Similarly gi(x) is not differentiable at x if and only if Pi is contained in C,
touches C and 0 < m ≤ 1. We avoid choosing such m as will be discussed below. We can
thus calculate the gradient of the objective function of (2.3).
The positive parameter m determines the differentiability of fij(x) and gi(x). Figure 2.10









0 < m < 1 m = 1 m > 1
Figure 2.10: The values of fij(x) on arrow A
shows the change of fij(x) along the arrow from the outside to the inside of an NFP. At the
boundary of the NFP, fij(x) is nondifferentiable for 0 < m ≤ 1, while it is differentiable
for m > 1. Moreover, ∇fij(x) in (2.5) becomes simpler for m = 2 because term ‖z‖m−2
disappears. The situation is the same for gi(x), and hence we let m = 2 in our experiments.
2.3.4 Computing NFPs for ILSQN
In the previous subsections, we show how to use no-fit polygons to evaluate functions fij and
gi and their gradients, where the orientations of polygons are fixed for simplicity. However, in
our algorithm ILSQN, we need to use no-fit polygons NFP(Pi(oi), Pj(oj)) and NFP(C,Pi(oi))
for all possible orientations oi and oj. We thus compute all NFP(Pi(oi), Pj(oj)), oi ∈ Oi,
oj ∈ Oj , 1 ≤ i < j ≤ n beforehand and utilize them in ILSQN.
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2.4 Iterated Local Search for the Overlap Minimization Prob-
lem
In this section, we formally describe MinimizeOverlap, our iterated local search algorithm
for the overlap minimization problem (2.3) introduced in Section 2.2.1. MinimizeOverlap
invokes the following algorithms.
• SwapTwoPolygons: an operation of swapping two specified polygons in a given layout
considering rotations, where the other polygons and the length L of the container are
fixed. (The detail is given in Section 2.6.)
• Separate: an algorithm that translates all polygons in a given layout simultaneously to
reduce the total amount of overlap and protrusion, where the length L of the container
is fixed. It does not consider rotation. (The detail is given in Section 2.5.)
MinimizeOverlap maintains the earliest solution that minimizes the objective function
F of (2.3) among those searched by then as the incumbent solution (xinc,oinc), which will
be used for generating the next initial solution. MinimizeOverlap first perturbs the incum-
bent solution by swapping two randomly chosen polygons Pi and Pj calling SwapTwoPoly-
gons(P, O, C, xinc,oinc, Pi, Pj), and then translates all polygons simultaneously calling Sep-
arate(P,O, C,xinit,oinit) to obtain a locally optimal solution (xlopt,olopt) of (2.3). Since
Separate does not rotate polygons, olopt = oinit holds. If the locally optimal solution has
less overlap than the incumbent solution does, we update the incumbent solution with the
locally optimal solution. MinimizeOverlap stops these operations if it fails to update the
incumbent solution after a prescribed number Nmo of consecutive calls to local search. The
algorithm is formally described in Algorithm 2, where (xinc,oinc) is an initial layout given to
the algorithm.
2.5 Separation Algorithm
This section describes our separation algorithm Separate, which is used as local search in
MinimizeOverlap. The polygon separation problem (2.4) introduced in Section 2.2.1 is an
unconstrained nonlinear programming problem, where all polygons’ orientations o and the
length L of the container are fixed. The objective function F of (2.4) and its gradient ∇F
are efficiently computable because ∇fij and ∇gi are computable with the no-fit polygons as
described in Section 2.3.3. Separate(P, O, C, x, o) is thus realized as follows: Separate
first applies quasi-Newton method to the polygon separation problem (2.4) by using the
current layout (x,o) as an initial solution and Separate returns a locally optimal solution
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Algorithm 2 : MinimizeOverlap(P,O, C,xinc,oinc)
k := 0;
while k < Nmo do
Randomly choose Pi and Pj from P;
(xinit,oinit) := SwapTwoPolygons(P,O, C,xinc,oinc, Pi, Pj);
(xlopt,olopt) := Separate(P,O, C,xinit,oinit);
k := k + 1;






delivered by quasi-Newton method. Separate translates all polygons simultaneously and
(usually) slightly to reduce the total amount of overlap and protrusion, where no rotation is
considered.
2.6 Swapping Two Polygons
2.6.1 Moving a Polygon
ILSQN perturbs a locally optimal solution by swapping two polygons in the solution. Instead
of just exchanging two polygons Pi and Pj in their reference points, we attempt to find
their positions with the least overlap. FindBestPosition(P, O, C, x, o, Pi) is a heuristic
algorithm to find a minimum overlap position of a specified polygon Pi without changing
the positions of the other polygons, while considering all possible orientations o ∈ Oi of
Pi. Let N (o) be the set of polygon boundaries ∂ NFP(Pk(ok)⊕xk, Pi(o)), Pk ∈ P \ {Pi} and
∂NFP(C,Pi(o)), V(o) be the set of vertices ofN (o), and I(o) be the set of edge intersections of
N (o). For each point v ∈ V(o)∪I(o), the heuristics computes the overlap of Pi(o)⊕v with the
other polygons, and finds the position with the least overlap, where x is a list of the translation
vectors of polygons, o is a list of the orientations of polygons, and the amount of overlap is
computed by the objective function F (x,o) of the overlap minimization problem (2.3). By
repeating these operations for all orientations o ∈ Oi of Pi, FindBestPosition seeks the
best position and orientation. The algorithm is formally described in Algorithm 3, where (x)i
denotes the ith element of x and (o)i denotes the ith element of o.
Figure 2.11 shows an example in which FindBestPosition is searching for the best
position for a square P1(o) with a fixed orientation o ∈ O1 in the left layout. Figure 2.11(b)
shows NFP(P2(o2)⊕ x2, P1(o)), NFP(P3(o3)⊕ x3, P1(o)), and NFP(C,P1(o)). The circles in
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Algorithm 3 : FindBestPosition(P,O, C,x,o, Pi)
F ∗ := +∞;
for each o ∈ Oi do
Compute NFP(Pk(ok)⊕ xk, Pi(o)) (Pk ∈ P \ {Pi}) and NFP(C,Pi(o));
for each v ∈ V(o) ∪ I(o) do
x′ := x; (x′)i := v;
o′ := o; (o′)i := o;
if F (x′,o′) < F ∗ then















Figure 2.11: (a) The original layout; (b) ∂ NFP(Pi(oi) ⊕ xi, P1(o)) (i = 2, 3) and
∂NFP(C,P1(o))
Figure 2.11(b) represent V(o) and I(o). FindBestPosition finds a point that corresponds
to a layout with the least overlap. Each grey circle in Figure 2.11(b) corresponds to a position
that has no overlap in Figure 2.11(a).
FindBestPosition has an important property described in Lemma 1.
Lemma 1 FindBestPosition(P,O, C,x,o, Pi) always finds a point vˆ ∈ R2 and an orien-
tation oˆ ∈ Oi of polygon Pi such that Pi(oˆ)⊕ vˆ neither overlaps with the other polygons nor
protrudes from the container C if there exists such a pair of a point and an orientation.
Proof: Assume that there exists a point vˆ ∈ R2 and an orientation oˆ ∈ Oi of polygon Pi such
that Pi(oˆ)⊕ vˆ neither overlaps with the other polygons nor protrudes from the container C.
Since FindBestPosition tries all orientations in Oi, it chooses o = oˆ in the outer for-loop.
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Note that Pi(o) ⊕ v does not overlap with Pk(ok) ⊕ xk if and only if v ∈
NFP(Pk(ok)⊕ xk, Pi(o)), and Pi(o)⊕v does not protrude from the container C if and only if
v ∈ NFP(C,Pi(o)). Hence, for oˆ, the set Z of all points v such that Pi(oˆ)⊕v neither overlaps




NFP(Pk(ok)⊕ xk, Pi(oˆ)) ∩NFP(C,Pi(oˆ)).
We see that Z is closed and bounded because NFP(Pk(ok)⊕ xk, Pi(oˆ)) (Pk ∈ P \ {Pi}) and
NFP(C,Pi(oˆ)) are all closed, and NFP(C,Pi(oˆ)) is bounded. Since Z is not empty by the
assumption, ∂Z ⊆ Z is not empty either. Z is surrounded by some edges of ∂ NFP(Pk(ok)⊕
xk, Pi(oˆ)) and ∂ NFP(C,Pi(oˆ)). Therefore, ∂Z includes a point in V(o) ∪ I(o) and hence
FindBestPosition will choose such a point.
For any (vˆ, oˆ) such that Pi(oˆ)⊕ vˆ neither overlaps with the other polygons nor protrudes
from the container, F (x,o) is strictly smaller than any other (v, o) such that Pi(o)⊕v overlaps
with another polygon or protrudes from the container, since F (x,o) at (vˆ, oˆ) is the sum of the
amount of overlap and protrusion of all polygons except Pi. Therefore FindBestPosition
will output such a (vˆ, oˆ) if any. 
However, FindBestPositionmay not find the globally optimal position if there is no position
whose overlap is zero.
2.6.2 Simplifying FindBestPosition
We observed through preliminary experiments that it is time consuming to compute the
objective function F (x,o) of (2.3) for all points in V(o) and I(o) in FindBestPosition. We
therefore simplify FindBestPosition by reducing the candidates of v for which we compute
F (x,o). FindBestPosition2 is the simplified version of FindBestPosition. It checks all
possible orientations o ∈ Oi, but it checks them for a prescribed numberK of points randomly
chosen from V(o) and for no point in I(o). The algorithm FindBestPosition2 is formally
described in Algorithm 4. FindBestPosition2 does not satisfy Lemma 1.
2.6.3 Swapping Two Polygons
SwapTwoPolygons(P,O, C,x,o, Pi, Pj) is an algorithm to swap two polygons Pi and Pj .
We designed three ways of swapping, which are described by a parameter σ ∈ {C, I} ∪ N,
where N is the set of natural numbers. When σ = C, we swap the centroids of Pi and Pj
(it is only for comparisons in Section 2.7.2). When σ = I, we first remove the polygon Pi
from the container C, which results in making a hole in the layout. We next place a new
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Algorithm 4 : FindBestPosition2(P,O, C,x,o, Pi)
F ∗ := +∞;
for each o ∈ Oi do
Compute NFP(Pk ⊕ xk, Pi(o)) (Pk ∈ P \ {Pi}) and NFP(C,Pi(o));
Let V be a set of K vertices randomly chosen from V(o);
for each v ∈ V do
x′ := x; (x′)i := v;
o′ := o; (o′)i := o;
if F (x′,o′) < F ∗ then





polygon P ′(oj) ⊕ xj , where P ′ = Pj , to prevent Pj from staying at the same place. Then
we move Pj to the position computed by FindBestPosition(P,O, C,x,o, Pj) and remove
P ′, where we expect that Pj moves into the hole. Finally, we place the removed polygon
Pi by FindBestPosition. When σ ∈ N, we move polygons as the case of σ = I, but we
compute the positions of Pi and Pj by FindBestPosition2(P,O, C,x,o, Pj), where we set
K = σ. The algorithm SwapTwoPolygons is formally described in Algorithm 5, where
(P)i denotes the ith element of P and (O)i denotes the ith element of O. We compare the
three ways of swapping by computational experiments in Section 2.7.2.
2.6.4 Initial Solution of ILSQN
We generate an initial feasible layout of ILSQN using FindBestPosition or FindBestPo-
sition2. We assume that the initial length L of the container C(W,L) is large enough to
place all polygons in P without overlap in C. We prepare a sequence of polygons in P and
place polygons one by one in the order of the sequence, where the position of each poly-
gon Pi is decided by FindBestPosition or FindBestPosition2. We control the sequence
by using a parameter Sinit ∈ {sort, random}: the sequence of the descending order of area
if Sinit = sort and a random sequence if Sinit = random. We use FindBestPosition if
σ ∈ {C, I} and FindBestPosition2 if σ ∈ N, where we give σ to FindBestPosition2 as
the parameter K. If there is more than one position with no overlap, we choose the bottom-
left position (i.e., the position with the minimum xi1, breaking ties with the minimum xi2,
where xi = (xi1, xi2) is the translation vector of polygon Pi). We compute the length L of
the container by (2.2) after placing all polygons in P.
There are variations in choosing a sequence of polygons such as the descending order of
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Algorithm 5 : SwapTwoPolygons(P,O, C,x,o, Pi, Pj)
/* For σ = C */
for each (o′i, o
′





j) at their centroids;
Let (x′,o′) be the resulting layout
end for;
Let (x,o) be the (x′,o′) with the minimum F (x′,o′) among those generated in the above
loop;
Return (x,o).
/* For σ = I */
P ′ := P; O′ := O; x′ := x; o′ := o;
(P ′)i := (P)j ; (O′)i := (o)j ; (x′)i := (x)j ; (o′)i := (o)j ;
((x)j , (o)j) := FindBestPosition(P ′,O′, C,x′,o′, (P ′)j);
((x)i, (o)i) := FindBestPosition(P,O, C,x,o, (P)i);
Return (x,o).
/* For σ ∈ N */
P ′ := P; O′ := O; x′ := x; o′ := o;
(P ′)i := (P)j ; (O′)i := (o)j ; (x′)i := (x)j ; (o′)i := (o)j ;
((x)j , (o)j) := FindBestPosition2(P ′,O′, C,x ′,o′, (P ′)j);
((x)i, (o)i) := FindBestPosition2(P,O, C,x,o, (P)i);
Return (x,o).
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Table 2.1: The information of the benchmark instances for the two-dimensional irregular strip
packing problem (cited from [45])
Instance NDP TNP ANV Orientations (◦) Width
ALBANO 8 24 7.25 0, 180 4900
DAGLI 10 30 6.30 0, 180 60
DIGHE1 16 16 3.87 0 100
DIGHE2 10 10 4.70 0 100
FU 12 12 3.58 0, 90, 180, 270 38
JAKOBS1 25 25 5.60 0, 90, 180, 270 40
JAKOBS2 25 25 5.36 0, 90, 180, 270 70
MAO 9 20 9.22 0, 90, 180, 270 2550
MARQUES 8 24 7.37 0, 90, 180, 270 104
SHAPES0 4 43 8.75 0 40
SHAPES1 4 43 8.75 0, 180 40
SHAPES2 7 28 6.29 0, 180 15
SHIRTS 8 99 6.63 0, 180 40
SWIM 10 48 21.90 0, 180 5752
TROUSERS 17 64 5.06 0, 180 79
NDP: The number of different polygons
TNP: The total number of polygons
ANV: The average number of vertices of different polygons
area and a random order. Gomes and Oliveira [45] also generated initial solutions in a similar
way using a different sequence of polygons.
2.7 Experimental Results
This section reports the results on computational experiments of our algorithm ILSQN and
other algorithms.
2.7.1 Environment
Benchmark instances for the irregular strip packing problem are available online at EURO
Special Interest Group on Cutting and Packing (ESICUP) website.1 Table 2.1 shows the
information of the instances. The column NDP denotes the number of different polygons,
the column TNP shows the total number of polygons, the column ANV shows the average
number of the vertices of different polygons, the column Orientations represents the permitted
orientations, and the column Width shows the width W of the container.
1ESICUP: http://www.fe.up.pt/esicup/
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We implemented our algorithm ILSQN in C++, compiled it by GCC 4.0.2 and conducted
computational experiments on a PC with an Intel Xeon 2.8GHz processor and 1GB memory.
We adopted a quasi-Newton method package L-BFGS [72] for algorithm Separate. L-BFGS
has a parametermBFGS that is the number of BFGS corrections in L-BFGS. We setmBFGS = 6
because 3 ≤ mBFGS ≤ 7 is recommended in the L-BFGS package.
A layout is judged to be feasible when the objective function F (x,o) of (2.3) is less than
ǫ = 10−10W 2 due to limited precision. Thus, our algorithm may generate layouts that have
a slight overlap.
2.7.2 Parameters
ILSQN has the following parameters:
• rdec ∈ (0, 1): the ratio by which ILSQN shortens the container.
• rinc ∈ (0, 1): the ratio by which ILSQN extends the container.
• πside ∈ {left, right, both}: the side of the container ILSQN shortens or extends.
• Nmo > 0: the termination criterion of MinimizeOverlap.
• Sinit ∈ {sort, random}: the sequence from which ILSQN generates an initial solution.
“Sinit = sort” means the descending order of area and “Sinit = random” means a
random sequence.
• σ ∈ {C, I} ∪ N: the ways of generating an initial solution in ILSQN and swapping two
polygons in SwapTwoPolygons.
In order to generate an initial solution, ILSQN uses FindBestPosition if σ = I or C,
and uses FindBestPosition2 if σ ∈ N, where σ ∈ N is the parameter K of Find-
BestPosition2.
SwapTwoPolygons swaps the centroids of two given polygon if σ = C, swaps them
by FindBestPosition if σ = I, and swaps them by FindBestPosition2 if σ ∈ N,
where σ ∈ N is the parameter K of FindBestPosition2.
We measure the efficiency of a solution by the ratio
the total area of the polygons
the area of the container
.
We investigated the effects of the parameters by the following four computational exper-
iments. We chose six benchmark instances (SHAPES0, SHAPES1, SHAPES2, SHIRTS,
SWIM, TROUSERS), and conducted 5 runs with the time limit of each run being 10 minutes.













































Figure 2.12: The average efficiencies against πside (left: Sinit = sort, right: Sinit = random)
We first examined the effect of πside. Figure 2.12 shows the average efficiency of five runs;
the graph on the left shows the result of Sinit = sort, and the one on the right shows the
result of Sinit = random, where we set rdec = 0.04, rinc = 0.01, Nmo = 200, and σ = I. These
results indicate that πside does not have much effect on the efficiency.
We second examined the effect of rdec and rinc. Figure 2.13 shows the average efficiency
of five runs; the graph on the left shows the result of Sinit = sort, and the one on the right
shows the result of Sinit = random, where we set Nmo = 200, πside = right, σ = I. From
these results, we observe that the efficiency is almost same for rdec ≤ 0.06.
Next, we investigated the effect of Nmo. Figure 2.14 shows the average efficiency of five
runs; the graph on the left shows the result of Sinit = sort, and the one on the right shows
the result of Sinit = random, where we set rdec = 0.04, rinc = 0.01, πside = right, and σ = I.
These results indicate that the efficiency is slightly better for 50 ≤ Nmo ≤ 300.
Finally, we checked the effect of σ. Figure 2.15 shows the average efficiency of five runs;
the graph on the left shows the result of Sinit = sort, and the one on the right shows the
result of Sinit = random, where we set rdec = 0.04, rinc = 0.01, πside = right, and Nmo = 200.
These results indicate that the efficiency is clearly worse for σ = C, the efficiency is better for
100 ≤ σ ≤ 800, and the best result is obtained when Sinit = sort and σ = 800. We can also
observe from Figures 2.12–2.15 that Sinit does not have much effect on the efficiency.



























































































Figure 2.14: The average efficiencies against Nmo (left: Sinit = sort, right: Sinit = random)
Based on these observations, we set Sinit = sort, πside = right, rdec = 0.04, rinc = 0.01,
Nmo = 200, and σ = 800 for the computational experiments of all benchmark instances in
Section 2.7.3.
2.7.3 Results
In this subsection, we show the computational results of our algorithm ILSQN comparing
it with other existing algorithms. We ran algorithm ILSQN ten times for each instances
listed in Table 2.1 and compared our results with those reported by Gomes and Oliveira [45]
(denoted as “SAHA”), Burke et al. [23] (denoted as “BLF”) and Egeblad et al. [32] (denoted
as “2DNest”). Table 2.2 shows the best and average length and efficiency in % of ILSQN and
the best efficiency in % of the other algorithms. The column EF shows the efficiency in %.













































Figure 2.15: The average efficiencies against σ (left: Sinit = sort, right: Sinit = random)
The best results among these algorithms are written in bold typeface. Table 2.3 shows the
computation time (in seconds) of the algorithms.
Gomes and Oliveira [45] did not use time limit but stopped their algorithm by other
criteria. They conducted 20 runs for each instance and the best results of the 20 runs are
shown in Table 2.2, while their computation times in Table 2.3 are the average computation
time of the 20 runs.
Burke et al. [23] tested four variations of their algorithm, and conducted 10 runs for each
variation. Their results in Table 2.2 are the best results of the 40 runs, which are taken from
Table 5 in [23]. They limited the number of iterations for each run, and their computation
time in Table 2.3 is the time spent to find the best solution reported in Table 2.2 in the run
that found it (i.e., the time for only one run is reported). Since they conducted experiments
for instances ALBANO, DIGHE1 and DIGHE2 with different orientations from the others,
we do not include the results.
Egeblad et al. [32] and we conducted experiments using the time limits for each run shown
in Table 2.3.
Although our total computation time of all runs for each instance is not so long compared
with SAHA [45] and 2DNest [32], ILSQN obtained the best results for 8 instances out of the
15 instances in efficiency of the resulting layouts and also obtained the results with almost
equivalent efficiency to the best results for some instances. It achieved the same efficiency as
2DNest [32] for instance SHAPES1, but the layouts are different. The computation time of
BLF [23] is much shorter than that of ILSQN, and ILSQN obtained better results in efficiency
than those BLF [23] obtained for all instances. Figures 2.16 and 2.17 show the best layouts
obtained by ILSQN for all instances.
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Table 2.2: The length of ILSQN and the efficiency in % of the four algorithms
Instance ILSQN SAHA [45] BLF [23] 2DNest [32]
Average Best Best Best Best
Length EF (%) Length EF (%) EF (%) EF (%) EF (%)
ALBANO 9990.23 87.14 9874.48 88.16 87.43 – 87.44
DAGLI 59.11 85.80 58.02 87.40 87.15 83.7 85.98
DIGHE1 110.69 90.49 100.11 99.89 100.00 – 99.86
DIGHE2 120.43 84.21 100.01 99.99 100.00 – 99.95
FU 32.56 87.57 31.43 90.67 90.96 86.9 91.84
JAKOBS1 11.56 84.78 11.28 86.89 †∗78.89 82.6 89.07
JAKOBS2 23.98 80.50 23.39 82.51 77.28 74.8 80.41
MAO 1813.38 81.31 1766.43 83.44 82.54 79.5 85.15
MARQUES 79.72 86.81 77.70 89.03 88.14 86.5 89.17
SHAPES0 60.02 66.49 58.30 68.44 66.50 60.5 67.09
SHAPES1 54.79 72.83 54.04 73.84 71.25 66.5 73.84
SHAPES2 26.44 81.72 25.64 84.25 83.60 77.7 81.21
SHIRTS 61.28 88.12 60.83 88.78 †86.79 84.6 86.33
SWIM 5928.23 74.62 5875.17 75.29 74.37 68.4 71.53
TROUSERS 245.58 88.69 242.56 89.79 89.96 88.5 89.84
∗ The value has been corrected from the one reported in [45] according to the information sent
from the authors of [45].
† Better results were obtained by a simpler greedy approach (GLSHA)[45]: 81.67% for
JAKOBS1 and 86.80% for SHIRTS.
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Table 2.3: The computation time in seconds of the four algorithms
Instance ∗ILSQN †SAHA [45] ‡BLF [23] ∗2DNest [32]
Xeon Pentium4 Pentium4 Pentium4
2.8 GHz 2.4 GHz 2.0 GHz 3.0 GHz
10 runs 20 runs 4×10 runs 20 runs
ALBANO 1200 2257 – 600
DAGLI 1200 5110 188.80 600
DIGHE1 600 83 – 600
DIGHE2 600 22 – 600
FU 600 296 20.78 600
JAKOBS1 600 332 43.49 600
JAKOBS2 600 454 81.41 600
MAO 1200 8245 29.74 600
MARQUES 1200 7507 4.87 600
SHAPES0 1200 3914 21.33 600
SHAPES1 1200 10314 2.19 600
SHAPES2 1200 2136 21.00 600
SHIRTS 1200 10391 58.36 600
SWIM 1200 6937 607.37 600
TROUSERS 1200 8588 756.15 600
∗ Computation time is the time limit for each run.
† Computation time is the average computation time.
‡ Computation time is the time spent to find the best solution in
the run that found it.







Figure 2.16: The best solutions for JAKOBS1, JAKOBS2, ALBANO, FU, SHAPES0,
SHAPES1, MAO and SHIRTS obtained by ILSQN






Figure 2.17: The best solutions for SWIM, MARQUES, DIGHE1, DIGHE2, SHAPES2,
DAGLI and TROUSERS obtained by ILSQN
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2.8 Summary
We proposed an iterated local search algorithm for the overlap minimization problem consol-
idating a separation algorithm based on nonlinear programming and a swapping operation of
two polygons, and incorporated it into our algorithm ILSQN for the irregular strip packing
problem. We showed through computational experiments that ILSQN is competitive with
existing algorithms, updating the best known solutions for several benchmark instances.
It is left as future work to combine our algorithm and the multi-stage approach [45]
to obtain better solutions quickly. For this approach, we need to develop an algorithm to
automatically cluster polygons by some criteria. Computation of a good lower bound of the





A packing problem requires a given set of objects such as non-convex polytopes or objects
with curved surfaces to be placed compactly in a bounded space in R2 and R3, where we treat
translation, rotation and deformation as possible motions of each object. As we explained
in Section 2.3.1, the no-fit polygon is a useful tool to check whether two non-convex polygons
overlap or not and to compute their penetration depth quickly. However, in general the robust
implementation of computation of no-fit polygons is not an easy task especially in R3, and
moreover if free rotation is allowed in motions of polygons, then no-fit polygons cannot be
used directly.
To overcome this difficulty, we treat a given object as a set of spheres which gives approxi-
mately the same boundary of the original object. The reason why we represent a given object
with a set of spheres is that geometric computations such as collision detection and pene-
tration depth become significantly simpler if all objects are restricted to be spheres. Based
on this fact, in this chapter, we propose a general approach, called multi-sphere scheme to
provide a basis for designing efficient algorithms for various types of packing problems.
Structure of the Multi-sphere Scheme. The scheme consists of three procedures: ap-
proximation, local search and global search as its building blocks. Figure 3.1 illustrates the
relationships between the procedures, where boxes with solid lines denote these operations.
• Approximation: Approximation generates a set of spheres that represents each object
of a given instance. For an object O in 2D (resp., 3D), a set S(O) of circles (resp.,
spheres) is computed so that all the circles (resp., spheres) are contained in the interior
of the original instance, the area covered by the circles (resp., spheres) is maximized,
and the boundary of the union of the circles (resp., spheres) approximates that of
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Figure 3.1: The structure of the multi-sphere scheme
the original object as precise as possible. If we introduce a sufficiently many number
of circles/spheres, then the above approximation is not difficult to achieve. However,
as we examine the computational burden due to many circles/spheres in Sections 3.3
and 3.4. it is an important issue to determine an appropriate number of circles/spheres
to be used in approximation. A container can also be represented by a set of spheres.
An object is called rigid if it is not allowed to be transformed, and is called deformable
otherwise. If a rigid object O in 3D is be represented by a set S(O) of spheres, then
we need to store the relative positions among the spheres in S(O) and let the spheres
in S(O) meet the positions in a final packing layout. Note that, for some applications
such as protein packing, a given object is a union of spheres, and in such a case, we
only need to maintain the relative positions among the spheres.
• Local Search: The input for local search in the multi-sphere scheme consists of objects
to be placed in 2D or 3D, a container, constraints on motions of objects, and an initial
layout of the objects, where each object O is given as a set S(O) of spheres. No container
may be given in some application. In this case, we introduce a container with adequate
size and shape. Local search is a procedure that improves the layout by a continuous
sequence of movements of the objects. For this, we impose a penalty on two intersecting
objects (which are not allowed to intersect each other) and on an object that protrudes
the container. No penalty is imposed on two intersecting spheres in the same sphere
set S(O) unless a special problem setting is considered. The penalty is represented by
a penalty function which is defined based on the penetration depth of spheres. Local
search is designed as an algorithm for solving an unconstrained nonlinear programming
problem that minimizes the penalty function, where the given layout corresponds to an
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initial solution to the nonlinear programming problem while a local optimal solution
to the nonlinear programming problem corresponds to a final layout of the objects.
Specified constrains on motions of objects (if any) are formulated part of the nonlinear
programming problem. Since we exploit an iterative algorithm such as quasi-Newton
method to solve the the nonlinear programming problem, the iteration by the algorithm
gives a sequence of movements of the objects in the corresponding layout, which usually
can be regarded as a continuous sequence of movements of objects that reduce the
overlap gradually. Note that a local optimal solution to the nonlinear programming
problem may give a final layout in which some object still intersects with other objects
or the container. In such a case, the given instance has no overlap-free layout or the
initial layout needs to be changed to find an overlap-free layout.
• Global Search: To seek for a layout of given objects with no penetration and no pro-
trusions, global search moves objects globally in the following sense. Global search is a
procedure that constructs an initial layout of a given layout and modifies final layouts
by the local search into a new initial layout for the local search. To achieve this, we
utilize local search and other operations of objects such as swapping two objects to
obtain better initial layouts.
The multi-sphere scheme is so flexible that it can deal with various types of packing
problems. For example, we show two representative cases.
• Suppose that we want to find a layout with no penetrations and no protrusions of
an instance of a problem, which includes rigid objects, a container and constraints on
motions (no initial layout), we first apply the approximation to each object and obtain
a set of spheres. Then we apply the global search to the sets of spheres, the container
and the constraints on motions. (the local search may be invoked in the global search).
See Section 3.2.3 for an example of the global search. This is for packing 2D and 3D
objects with translation and rotation. See Section 3.4.6 for the results.
• If we want to improve a given layout of rigid objects, where a container is given and
constraints on motions of the objects are predefined, we first apply the approximation
to the objects and then apply the local search to obtain a locally optimal layout. See
Section 3.5. We apply the scheme to problems to remove overlaps of labels, which arise
from Graph Drawing.
Throughout the chapter, we discuss local search algorithms for the problem of modifying
a given layout of objects to reduce the amount of overlap in the layout, where each object is
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rigid and any two intersecting objects are penalized. Designing algorithms for other variations
of problem settings such as deformable objects will be discussed as future work in Chapter 4.
Related Work. Modelling with spheres plays an important role in a numerous fields such
as computer graphics [83], physical simulations [3, 40, 92], bioinformatics [28, 46], and packing
problems [19, 93] and collision detection of spheres is critical in the efficiency of algorithms
based on modelling with spheres.
Modeling an object by a sphere set is already used in several applications. Ferrez [35]
proposed a framework of physical simulation of a set of spheres in R3 and a fast algorithm
to detect the collisions of spheres. Hubbard [55] proposed a method that approximates an
object by a hierarchy of spheres to accelerate the collision detections of the objects. Agarwal
et al. [3] proposed the deformable necklace model that is a flexible chain of spheres in which
only adjacent spheres may intersect. They studied bounding volume hierarchy based on
spheres for collision and self-collision detection.
Organization. This chapter is organized as follows. In Section 3.2, we propose a local
search algorithm and an iterated local search algorithm. In Section 3.3, we propose a collision
detection algorithm of spheres and analyze the performance theoretically. In Section 3.4, we
show how to implement the collision detection algorithm into the multi-sphere scheme and
the computation results. Finally, in Section 3.5 we apply the local search algorithm of the
multi-sphere scheme to two different kinds of label overlap removal and show the computation
results.
3.2 Algorithms for Multi-sphere Scheme
In this section, we focus on the penalized rigid sphere set packing problem that asks to pack
a family of sphere sets in a container. The container is a rectangle for R2 and a cuboid
for R3. Our approach allows any object to intersect with other object or protrude from the
container during a modification of the layout of objects. For this, we penalize the amount of
penetration and protrusion. The amount of penetration and protrusion is defined in such a
way that a solution with penalty zero gives a layout with no intersection, and the sum of all
penalties is represented by a differentiable function. We formulate the problem as a nonlinear
program, and propose a local search algorithm RigidQN that finds a local optimal layout
from an initial layout by applying quasi-Newton method to the penalized rigid sphere set
packing problem.
In this section, we consider three variations of motions of objects: “translation,” “trans-
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lation with a fixed direction,” and “translation and rotation by an arbitrary angle.” Our
exposition mainly focuses on the case for R3, from which the argument for R2 can be easily
derived.
Especially for the case where objects are allowed to translate and rotate, we incorporate
RigidQN and a swapping perturbation of two objects to obtain our iterated local search
algorithm ILS Rigid. We implement ILS Rigid and conduct computational experiments on
some instances of two different problems. Computational experiments reveal our algorithm
can find a layout with nearly no penalty quickly.
3.2.1 Penalized Rigid Sphere Set Packing Problem
In this section, we formulate the penalized rigid sphere set packing problem for Rd, which asks
to move a collection O = {O1, . . . , Om} ofm objects so that no two objects overlap each other.
Each object Oi consists of ni spheres {Si1, . . . , Sini}. Let cij be the vector that represents the
center of spheres Sij , rij be the radius of Sij and N =
∑m
i=1 ni be the total number of spheres.
We let ri =
∑ni
j=1 cij/ni, which represents the center of Oi. After translating object O by a
translation vector v ∈ Rd, the resulting object is described as O ⊕ v = {x + v | x ∈ O}.
Let Λi(x,v) : R
d×λi → Rd (i = 1, . . . ,m) be a motion function that moves a point x ∈ Rd
by λi variables v ∈ Rλi . For a set of points S ⊆ Rd, Λi(S,v) = {Λi(x,v) | x ∈ S}. For
simplicity, we let cij(v) = Λi(cij ,v) and Sij(v) = Λi(Sij ,v).
For spheres Sij and Skl, the penetration depth of them is given by
δ(Sij , Skl) = max{rij + rkl − ‖cij − ckl‖, 0}.
We define penalties of the penetration and protrusion by using the penetration depth. Let
fpenijkl(v) = [δ(Sij(vi), Skl(vk))]
2
be the penetration penalty of two spheres Sij and Skl,
fproij (v) = [δ(Sij(vi), cl(C))]
2
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be the total protrusion penalty. Then, the penalized rigid sphere set packing problem for R3
is defined by
minimize Frigid(v) = wpenFpen(v) +wproFpro(v),





vi ∈ Rλi , i = 1, . . . ,m,
(3.1)
where wpen and wpro are positive parameters. The penalized rigid sphere set packing problem
for R2 can be formulated analogously.
Computation of the Gradient of the Objective Function
We compute ∇Frigid(v) by computing all ∇fpenijkl and ∇fproij and summing them up. We
explain how to compute ∇fpenijkl and ∇fproij in the following subsections.
Intersection of Two Objects. If a pair of spheres has no intersection, the pair does not
contribute Fpen. Thus, ∂f
pen
ijkl(v)/∂va = 0 (a ∈ {1, . . . ,m} \ {i, k}). Assume that a pair of
spheres Sij(vi) and Skl(vk) intersect each other. Let (xij , yij , zij)
T = cij(vi). If cij(vi) 6=
ckl(vk), then it holds
∂fpenijkl(v)
∂vi
=− 2δ(Sij(vi), Skl(vk)) · ∂cij(vi)
T
∂vi
· cij(vi)− ckl(vk)‖cij(vi)− ckl(vk)‖ ,
Because fpenijkl(v) is nondifferentiable in the case of cij(vi) = ckl(vk), we use subgradients
instead.
Protrusion of an Object from a Cuboid Container. Consider a cuboid container
C = [lx, ux] × [ly, uy] × [lz, uz]. Assume that C is large enough to contain any single sphere
Sij and sphere Sij(vi) protrudes from C. Let (xij , yij, zij)






xij − rij − lx if xij < lx + rij,
0 if lx + rij ≤ xij ≤ ux − rij ,
xij + rij − ux if ux − rij < xij,
(3.2)
and we define py and pz in the same way. By the assumption that C is enough large to
contain any single sphere Sij, exactly one of the three cases (3.2) is always satisfied. Then,
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Motions of Objects
In multi-sphere scheme, we can impose a restriction on the motion of each object Oi by
defining its motion function Λi appropriately. In this chapter, we show three different motions
of objects for examples.
Translation. First we consider the case where each object Oi can translate by a vector
vi = (xi, yi, zi)
T in R3, but not allowed to rotate. For x ∈ R3, we let










Translation with a Fixed Direction. We next consider the case where object Oi is
allowed to translate only in a prescribed direction in R3, but not allowed to rotate. Assume
that the reference point ri of object Oi lies on a line di + tiei, where di,ei ∈ R3 are given
and ti is a variable. Then we have




Translation and Rotation. Finally, we consider the case where each object Oi in R
3 is
allowed to translate and rotate around its reference point ri. Let (xi, yi, zi)
T be the translation
vector, (φi, θi, ψi) be the z-x-z Euler angles, and R3(φi, θi, ψi) be the rotation matrix. Given
variables vi = (xi, yi, zi, φi, θi, ψi)
T, we define the resulting position of a point x ∈ R3 after
the motion by
Λi(x,vi) = R3(αrotφi, αrotθi, αrotψi)(x − ri) + (xi, yi, zi)T + ri,
where a positive parameter αrot denotes sensitivity of rotations. Then we have
∂cij(vi)
∂xi







The other derivatives of cij(vi) with respective to yi, zi, θi, and ψi can be calculated analo-
gously.









































































































Figure 3.3: A layout of the two objects in Figure 3.2
Example with Translation and Rotation
We show an example of computation of the objective function and the gradient with an in-
stance for a two-dimensional problem, where translations and rotations of objects are allowed.
For simplicity, we omit indeces of objects added to the penalty functions and spheres in the
previous section. Let C = [0, 7]×[0, 5] be a container and O1 = {S1, S2} and O2 = {S3, S4, S5}
are objects to be placed (see Figure 3.2), where S1, . . . , S5 are spheres whose centers are
(2, 2), (4, 2), (2, 2), (3, 3) and (4, 2), respectively, and the radii are 1, 2, 1, 1 and 1, respectively.
We also choose a point (2, 2) as the reference point for both objects and let wpen = wpro = 1
and αrot = 10
−1. Let v1 = (x1, y1, θ1), v2 = (x2, y2, θ2) be the variables for O1 and O2,
respectively and v = {x1, y1, θ1, x2, y2, θ2} represent the whole variables.
We consider a layout where v1 = (0, 0, 20π/3) and v2 = (3, 0, 10π/3) (see Figure 3.3). The
centers of spheres S1, . . . , S5 move to (2, 2), (3, 2+
√
3), (5, 2), (5+ (
√
3− 1)/2, 2+ (√3+1)/2)
and (5+
√




2 (v) and f
pro
5 (v) are not zero
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(bold arrows in Figure 3.3). The values of the penalties are
fpen23 (v) ≈ 0.125,
fpen24 (v) ≈ 0.367,
fpro2 (v) ≈ 0.536,
fpro5 (v) ≈ 0.536,
and their gradients are
∇fpen23 (v) ≈ (0.536,−0.464,−0.139,−0.536, 0.464, 0.000),
∇fpen24 (v) ≈ (1.20,−0.185,−0.226,−1.197, 0.185, 0.170),
∇fpro2 (v) ≈ (0.000, 1.46, 0.146, 0.000, 0.000, 0.000),
∇fpro5 (v) ≈ (0.000, 0.000, 0.000, 1.46, 0.000,−0.146).
Hence the total penalties Frigid(v) and its gradient ∇Frigid(v) are
Frigid(v) ≈ 1.56,
∇Frigid(v) ≈ (1.73, 0.815,−0.219,−0.269, 0.649, 0.0239). (3.3)
If we change the sensitivity αrot of rotations from 0.1 to 1 and modify the initial variables
v′1 = (0, 0, 2π/3) and v
′
2 = (3, 0, π/3) so that the layout does not change, then we have
different gradient values
∇Frigid({v′1,v′2}) ≈ (1.73, 0.815,−2.19,−0.269, 0.649, 0.239). (3.4)
For αrot = 10, v
′′
1 = (0, 0, 2π/30) and v
′′
2 = (3, 0, π/30) it holds
∇Frigid({v′′1 ,v′′2}) ≈ (1.73, 0.815,−21.9,−0.269, 0.649, 2.39). (3.5)




2 is also same as Figure 3.3.
The underlined numbers in (3.3), (3.4) and (3.5) show that the derivatives with respective
to the rotations differ depending on the sensitivity αrot of the rotations.
3.2.2 Local Search Algorithm
This section describes our local search algorithm RigidQN for all motions of objects. Given
a layout (O, C) as an initial solution, our local search algorithm RigidQN(O, C) returns a
locally optimal solution computed by solving the penalized rigid sphere set packing prob-
lem (3.1) with quasi-Newton method. RigidQN moves the objects simultaneously and mod-
ifies the entire layout gradually until the value of the penalty function Frigid becomes 0. In
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practice, RigidQN is implemented so that the computation halts if the value of Frigid becomes
sufficiently small. In our experiments, we consider the case where the objects are allowed to
translate and rotate in our experiments. RigidQN has three parameters wpen, wpro, and
αrot: wpen (resp., wpro) denotes the weights of the penetration penalty (resp., the protrusion
penalty), and αrot denotes the sensitivity of rotations. Since we observe from preliminary
experiments that if αrot is not chosen appropriately, the local search algorithm does not work
well from preliminary experiments. In general, a large αrot tends to rotate the corresponding
object by an unnecessarily large amount. We let wpen = wpro = 1 and αrot = 10
−2 in our
experiments.
3.2.3 Iterated Local Search Algorithm
This section describes our iterated local search algorithm ILS Rigid for the case where ob-
jects are allowed to translate and rotate. ILS Rigid(O, C) generates an initial solution by
placing objects O randomly so that the reference points are in the container C, rotates the
objects randomly and applies RigidQN to the initial layout. ILS Rigid maintains the in-
cumbent solution Oopt that minimizes the objective function Frigid of (3.1), which will be
used for generating the next initial solution. ILS Rigid first perturbs the incumbent solution
by swapping two randomly chosen objects O1 and O2 and rotates them randomly. Then,
ILS Rigid translates and rotates objects by invoking RigidQN. If the value of Frigid for
a new locally optimal solution is less than that of the incumbent solution, we update the
incumbent solution with the locally optimal solution. ILS Rigid repeats these operations
until a time limit. ILS Rigid is described formally in Algorithm 6.
Algorithm 6 : ILS Rigid(O, C)
Generate an initial layout Oopt of objects O by placing them randomly;
while within a time limit do
Let O′ := Oopt;
Choose two objects O1 and O2 randomly from O′;
Swap O1 and O2 by their reference points;
Rotate O1 and O2 randomly;
Let O′ := RigidQN(O′, C);
if Frigid(O′) < Frigid(Oopt) then
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3.3 Collision Detection of Spheres
3.3.1 Motivation
In the multi-sphere scheme, we iteratively detect the collisions of spheres in different layouts.
Preliminary experiments revealed that this procedure was the bottleneck of RigidQN and
that the layout of spheres after each iteration may change drastically. Thus, we need a
collision detection algorithm of spheres that does not exploit the information on the previous
layouts.
In this section, we present an algorithm based on slab partitioning technique and a plane
sweep method. We show that our algorithm requires O(n log n+K) time and O(n+K) space
if the dimension d and the maximum ratio ρ of radii of two spheres are constant, where n
is the number of spheres and K is the number of pairs of colliding spheres. To explain our
method, we deal with open spheres (the case for closed spheres can be treated analogously).
3.3.2 Related Work
The following property implies that Ω(n log n+K) is a lower bound on the time complexity
of any algorithm that enumerates all pairs of colliding spheres in a given set of n open spheres
even if all spheres are on the same straight line and the radius of each sphere is 1, where K
is the number of pairs of colliding spheres.
Lemma 2 ([85], p.334, Corollary 8.1.) In the algebraic decision-tree model, any algo-
rithm that determines whether a given set of n numbers contains some two numbers that
differ from each other by less than ε > 0 requires O(n log n) test. 
Collision detection of spheres has been extensively studied. Hopcroft et al. [51] presented
an algorithm for detecting whether a given set of n spheres in R3 contains two intersecting
spheres or not, which runs in O(n log2 n) time and O(n log n) space. Kim et al. [64] considered
a problem that asks to find the inclusion hierarchy among n spheres in R2, assuming that
any two spheres has no intersection on their circumferences. They proposed a plane sweep
algorithm, which requires O(n log n) time. Leszczynski and Ciesielski [68] proposed a simple
plane sweep algorithm to detect all pairs of colliding spheres in R2 and R3, and showed that
the algorithm performed well in practice.
Spatial subdivision is a basic approach of collision detection in computational geometry,
e.g., the point location problem [82]. It is also used in collision detection [63, 91]. However,
to the best of our knowledge, theoretical analysis of the performance is not known. Other
approaches are also studied, e.g., hierarchies of bounding spheres [3, 55, 83]; see a survey by
Lin and Gottschalk [71] and a textbook by Ericson [34].
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In the field of simulation of moving spheres (particles, granules), collision detection are
executed iteratively and the layouts after each iteration vary slightly. Data structures designed
for this characteristic have been proposed. Ferrez [35] proposed a framework of physical
simulation of a set of spheres in R3 and a fast algorithm to detect the collisions of spheres
based on the power diagram [13, 59]. Agarwal et al. [3] proposed the deformable necklace
model, a flexible chain of spheres in which only adjacent spheres may intersect. They studied
hierarchical bounding volume for collision and self collision detection using the power diagram.
Gavrilova and Ronke [40] compared the power diagram, the regular spatial subdivision, the
regular spatial tree, and the segment tree from the view points of theoretical analyses and
computational experiments.
3.3.3 Algorithm
Let S = {S1, . . . , Sn} be a set of d-dimensional spheres, ci ∈ Rd and ri ∈ R be the center and
radius of Si, respectively. We assume that all spheres are open, i.e., two spheres Si and Sj
collide if and only if ‖ci− cj‖ < ri+ rj, where ‖ · ‖ denotes the Euclidean norm. Note that it
takes O(d) time to check the collision. Let rmin = mini=1,...,n{ri}, rmax = maxi=1,...,n{ri}, T
denote the transpose of a vector/matrix, e1, . . . ,ed be the unit vectors in R
d, and xi = ci
Te1
be the first coordinate value of ci.
We propose an algorithm called ColDetect. It divides a bounding box B of S into
slabs with same size, assigns each Si in S to the slabs intersecting Si, and applies a plane
sweep method to collision detection of spheres for each slab. We explain the detail of the slab
partitioning technique and the plane sweep method in the following subsections. ColDetect
is formally described in Algorithm 7.
3.3.4 Slab Partitioning
In this section, we explain the slab partitioning of a bounding box of all spheres. Let
B = [b1, b1]× · · · × [bd, bd]
be the minimal axis-aligned bounding box of S, where bi, bi ∈ R and bi < bi for 1 ≤ i ≤ d.
Also let h = 2rmax,mi = ⌊(bi − bi)/h⌋ and hi = (bi − bi)/mi for i = 2, . . . , d. It clearly holds
that bi − bi ≥ 2rmax for all i = 1, . . . , d and h ≤ hi < 2h for all i = 2, . . . , d.
We split B into slabs
B(ξ2, . . . , ξd) = [b1, b1]×H2ξ2 × · · · ×Hdξd ,
ξi = 1, . . . ,mi, i = 2, . . . , d,
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Algorithm 7 : ColDetect(S)
Q := ∅;
Sort S = {S1, . . . , Sn} in the increasing order of (xi − ri);
Compute the minimal axis-aligned bounding box B that contains all spheres in S;
/* B = [b1, b1]× · · · × [bd, bd] */
h := 2rmax; h1 := b1 − b1;
mi := ⌊(bi − bi)/h⌋, hi := (bi − bi)/mi, for i = 2, . . . , d;
T := ∅;
/* T is a balanced binary tree. Let T (ξ2, . . . , ξd) be a linked list of spheres associated with
the key (ξ2, . . . , ξd). */
for i = 1 to n do
for k = 2 to d do
Hkj := [bk + (j − 1)hk, bk + jhk], j = 1, . . . ,mk;
σk(i) := max{j | ciTek + ri ∈ Hkj, j = 1, . . . ,mk};
σk(i) := min{j | ciTek − ri ∈ Hkj, j = 1, . . . ,mk}
end for;
for all slabs B(ξ2, . . . , ξd) with ξk ∈ [σk(i), σk(i)], for k = 2, . . . , d do
if T does not contain key (ξ2, . . . , ξd) then
Insert an empty linked list to T (ξ2, . . . , ξd)
end if ;
Append Si to linked list T (ξ2, . . . , ξd)
end for
end for;
σ := {σ2, . . . , σd};
for each nonempty linked list T (ξ2, . . . , ξd) do
Q := Q ∪ PlaneSweep(T (ξ2, . . . , ξd), σ,B(ξ2, . . . , ξd))
end for;
Return Q.
























Figure 3.4: Examples of slab partitioning for 2D and 3D. Grey spheres are assigned to slab
B2 in 2D. Arrows represent the direction in which the plane sweep method sweeps.
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where
Hkj = [bk + (j − 1)hk, bk + jhk].
Note that each slab has size (b1− b1)×h2×· · ·×hd. See Figure 3.4; “2D” and “3D” illustrate
slab partitioning in R2 and R3, respectively, where the arrows represent the directions in
which the plane sweep method sweeps spheres.
After splitting the bounding box into slabs, we assign each sphere to slabs that intersect
the sphere. Any pair of colliding spheres is assigned to at least one slab. If at least one sphere
is assigned to a slab, then we call the slab nonempty. Since hi ≥ h = 2rmax, i = 2, . . . , d, any
sphere is assigned to up to two adjacent slabs in each dimension, i.e., any sphere is assigned
to up to 2d−1 slabs in total.
Then we find pairs of colliding spheres for each slab and afterward report the union of
the pairs as a solution. Some pairs of colliding spheres may be assigned to more than one
slab whereas the solution should not include any same pair more than once. For each pair of
colliding spheres, we determine one slab in which the pair will be detected, while we ignore
the pair in the other slabs. Let
σk(i) = {j | Iki ∩Hkj 6= ∅, j = 1, . . . ,mk},
σk(i) = minσk(i), σk(i) = max σk(i),
where
Iki = [ek
Tci − ri, ekTci + ri].
Note that a sphere Si is assigned to slabs B(ξ2, . . . , ξd), ξk ∈ σk(i), k = 2, . . . , d. Since
spheres are connected, it holds that σk(i) = [σk(i), σk(i)]. Assume that two spheres Si and
Sj collide each other. Then, (Si, Sj) can be detected in slabs B(ξ2, . . . , ξd) such that ξk ∈
σk(i) ∩ σk(j), for all k = 2, . . . , d. We detect (Si, Sj) only in a slab B(ξ′2, . . . , ξ′d) with ξ′k =
max{σk(i), σk(j)}, k = 2, . . . , d and ignore the pair in the other slabs.
3.3.5 Plane Sweep Method
We exploit a simple plane sweep algorithm PlaneSweep for collision detection of spheres
assigned to a slab. The idea is derived from a method by Leszczynski and Ciesielski [68]. We
explain the case where we sweep spheres from left to right along ei without loss of generality.
Assume that we are given spheres S = {S1, . . . , Sn}, which are indexed in the increasing
order of (xi − ri). For each sphere Si, we check a collision of Si with Sj such that
i < j ≤ n and xi + ri > xj − rj .










x −ri ix +rii
Figure 3.5: An illustration of plane sweep method; To check a collision of Si = S4 with Sj ,
the method picks up S5 and S6.
See Figure 3.5, where PlaneSweep picks up S5 and S6 to check collisions between S4 and
them. PlaneSweep is formally described in Algorithm 8.
Since ColDetect first sorts the entire spheres in the increasing order of (xi − ri) and
assigns them to slabs one by one in the order, PlaneSweep does not need to sort the spheres
given by ColDetect.
Algorithm 8 : PlaneSweep(S, σ,B′)
/* Assume that B′ = B(ξ2, . . . , ξd). */
/* Spheres S = {S1, . . . , Sn} are indexed in the increasing order of (xi − ri). */
Q := ∅; i := 1;
while i ≤ n do
j := i+ 1;
while j ≤ n and xi + ri > xj − rj do
if Si and Sj collide each other and ξk = max{σk(i), σk(j)}, for all k = 2 . . . , d then
Q := Q ∪ {(Si, Sj)}
end if ;
j := j + 1
end while;




In this section, we analyze the performance of ColDetect. We first show the time and
space complexity of the plane sweep algorithm PlaneSweep for a slab. We consider a graph
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whose nodes correspond to the spheres and edges correspond to the pairs of spheres checked
by PlaneSweep, and prove an upper bound of the number of the edges of the graph. Finally,
we prove that our algorithm ColDetect runs in O(n log n+K) time and O(n+K) space if
the dimension d and the maximum ratio ρ = rmax/rmin of radii of two spheres are constant,
where n denotes the number of spheres andK denotes the number of pairs of colliding spheres.
Property of a Graph
Let G = (V,E ∪A) be a simple undirected graph with a vertex set V and an edge set E ∪A
such that E ∩A = ∅.
For a vertex v, let E(v) (resp., A(v)) denote the set of edges in E (resp., A) that are
incident to v, and N(v) denote the neighbour of a vertex v in G. In particular, let NE(v)
(resp., NA(v)) denote the set of vertices adjacent to v via edges in E (resp., A).
Let γv be the maximum size of an independent set I ⊆ NA(v) in graph (V,E), and let
γ = maxv∈V γv.
Theorem 3 |A| ≤ γ|V |+ 2γ|E|. 
To prove Theorem 3, we assign each edge a ∈ A to some vertex v ∈ V or some edge e ∈ E.
Let M(v) (resp., M(e)) denote the set of edges a ∈ A that are assigned to a vertex v ∈ V
(resp., edge e ∈ E). It suffices to show that there exists an assignment such that |M(v)| ≤ γ,
v ∈ V and |M(e)| ≤ 2γ, e ∈ E. We show that such an assignment can be constructed by the
next procedure.
M(u) :=M(e) := ∅ for all u ∈ V and e ∈ E;
for all x ∈ V do
Y := NA(x);
while there exists a vertex y ∈ Y with |NE(y) ∩ Y | ≤ |NE(x)| do
Choose such a vertex y;
M(x) :=M(x) ∪ {(x, y)};
We denote NE(y) ∩ Y by {yi | i = 1, 2, . . . , |NE(y) ∩ Y |};
Choose |NE(y) ∩ Y | edges {ei | i = 1, 2, . . . , |NE(y) ∩ Y |} ⊆ E(x);
M(ei) := M(ei) ∪ {(x, yi)} for i = 1, 2, . . . , |NE(y) ∩ Y |;
Y := Y − (NE(y) ∪ {y})
end while
end for.
Lemma 4 Each edge a = (u, v) ∈ A is assigned to at least one of M(u), M(v), and M(e)
for some edge e ∈ E(u) ∪ E(v).
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Proof: Let a = (u, v) be an arbitrary edge in A. Consider when u is chosen as x in the
for-loop. If a is assigned to M(x) = M(u) or M(e) for some edge e ∈ E(x) = E(u) in the
while-loop, then we are done. Assume that the edge a is not assigned to any of M(x) =M(u)
and M(e) with e ∈ E(x) = E(u) in the while-loop for x = u. In this case, we claim that the
edge a is assigned to M(x) =M(v) or M(e) for some edge e ∈ E(x) = E(v) in the while-loop
when v is chosen as x in the for-loop. Since a = (u, v) is not assigned in the while-loop when
x = u, this means that
|NE(v) ∩ Y | > |NE(u)|
holds immediately after the while-loop for x = u terminates. From this, we have
|NE(u)| < |NE(v)|,
which implies that when v is chosen as x in the for-loop, u cannot belong to the final Y after
termination of the while-loop for x = v. That is, a is assigned to M(v) or M(e) for some
edge e ∈ E(v) when x = v, as claimed. 
Lemma 5 It holds that |M(v)| ≤ γv for each v ∈ V and |M(e)| ≤ γu + γv for each e =
(u, v) ∈ E.
Proof: For a fixed x ∈ V , the number of iterations in the while-loop is at most γx since the
set of vertices chosen as y forms an independent set I ⊆ NA(x) in graph (V,E). Hence the
number of edges a ∈ A which M(x) (resp., M(e) with e ∈ E(x)) receives in the while-loop is
at most γx. For each e = (u, v) ∈ E, M(e) receives at most γu (resp., γv) edges in A when u
(resp., v) is chosen as x in the for-loop. 
Theorem 3 follows from Lemmas 4 and 5.
Collision Detection for a Slab
We next show the time and space complexity of the plane sweep method for a slab.
Lemma 6 Let W be a slab with size h1 × · · · × hd and S = {S1, . . . , Sn} be a set of d-
dimensional spheres that intersect W , where ci and ri denote the center and radius of Si,
respectively. Assume that S1, . . . , Sn are indexed in the increasing order of (ci
Te1−ri), where
e1, . . . ,ed are the unit vectors in R
d. Also let rmin = mini=1,...,n{ri}, rmax = maxi=1,...,n{ri},
ρ = rmax/rmin, µ = maxi=2,...,d{hi}/rmax, and K be the number of pairs of colliding spheres.
If ρ, d, and µ are constant, PlaneSweep detects all pairs of colliding spheres in O(n +K)
time and O(n+K) space.
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Proof: It is obvious that PlaneSweep needs O(n+K) space. Note that the time complexity
of PlaneSweep is dominated by the number of checked pairs of spheres because it takes O(d)
time to check a collision of two spheres and we assume that d is constant. Let
V = {S1, . . . , Sn},
E = {(Si, Sj) | Si and Sj collide, 1 ≤ i < j ≤ n},
A = {(Si, Sj) | Si and Sj do not collide,
ci
Te1 + ri > cj
Te1 − rj, 1 ≤ i < j ≤ n}.
Note that |V | = n, |E| = K, and E ∪ A are the pairs of spheres checked in PlaneSweep,
and E∩A = ∅. By Theorem 3, it holds that |E|+ |A| ≤ γ|V |+(2γ+1)|E|. By the definition,
γ = maxS∈S γS , where γS be the maximum size of an independent set I ⊆ NA(S) in a graph
(V,E). It holds that γS is less than or equal to the size of the maximum subset J ⊆ NA(S)
such that spheres in J do not collide each other.
Now we consider a minimal axis-aligned bounding box BAS of the spheres NA(S). The
edge length along e1 is up to 2r + 4rmax ≤ 6rmax, where r denotes the radius of S, and the
edge length along ei is up to hi+4rmax for all i = 2, . . . , d (see Figure 3.6). Since hi ≤ µrmax
for i = 2, . . . , d by the assumption, the volume of BAS is less than or equal to 6(µ+4)
d−1rdmax.
Note that the volume of a sphere with a radius r is πd/2rd/Γ(d/2+1), where Γ is the gamma
function. Thus, it holds that
γS ≤ 6(µ+ 4)d−1rdmax















Since this bound is independent of S, it also holds that
γ = max
S∈S







Since ρ, d, and µ are constant by the assumption, it holds that γ = O(1) and |E| + |A| =
O(n+K). Therefore, PlaneSweep runs in O(n+K) time. 
Collision Detection of All Spheres
Theorem 7 Let S = {S1, . . . , Sn} be a set of d-dimensional spheres with radii r1, . . . , rn,
rmin = mini=1,...,n{ri}, rmax = maxi=1,...,n{ri}, and ρ = rmax/rmin. Algorithm ColDetect
correctly detects all pairs of colliding spheres and runs in O(n log n+K) time and O(n+K)
space if d and ρ are constant, where K denotes the number of pairs of colliding spheres.









Figure 3.6: The minimal axis-aligned bounding box of NA(S) for 2D should be totally con-
tained in the bounding box drawn in the bold lines. The arrow represents the direction in
which PlaneSweep sweeps spheres.
Proof: ColDetect first sorts the spheres in O(n log n) time.
We then consider the slab partitioning. We store the spheres assigned to a nonempty slab
B(ξ2, . . . , ξd) in a linked list and store the pointer to the linked list in a balanced binary tree
such as a red-black tree by associating a key (ξ2, . . . , ξd) with the pointer, where the key is in
the lexicographic order. Let L be the number of nonempty slabs. Since it takes O(d) time to
compare two keys, it takes O(d logL) time to assign a sphere to a slab. It takes O(L) time to
enumerate all nonempty slabs. Note that we do not need to see any empty slab to enumerate
all nonempty slabs.
Let B be the set of nonempty slabs, SY be the spheres assigned to a nonempty slab
Y , nY = |SY |, KY be the number of pairs of colliding spheres in SY , nˆ =
∑
Y ∈B nY , and
Kˆ =
∑
Y ∈BKY . Since each sphere is assigned to up to 2
d−1 slabs, it holds that n ≤ nˆ ≤ 2d−1n,
L ≤ nˆ ≤ 2d−1n, and K ≤ Kˆ ≤ 2d−1K. Thus, it takes O(nˆd logL) time to assign all spheres
to slabs.
We next consider the plane sweep method. Since we let h = 2rmax and hi = (bi −
bi)/⌊(bi − bi)/h⌋, it holds that hi < 2h = 4rmax for i = 2, . . . , d and µ = maxi=2,...,d{hi}/rmax
is constant. Thus, it takes O(nY +KY ) time to apply PlaneSweep to a nonempty slab Y
by Lemma 6 under the assumption that d and ρ are constant. It also takes O(L) time to
enumerate all nonempty slabs in the balanced binary tree. Hence, the time complexity to
apply PlaneSweep to all nonempty slabs is O(nˆ+ Kˆ + L).
3.3. Collision Detection of Spheres 61
Therefore, ColDetect runs in O(n log n+ nˆd logL+ nˆ+ Kˆ +L) = O(n log n+K) time
in total by the assumption that d is constant.
Finally, we now consider the space complexity. We need O(n + K) space to store all
spheres and all pairs of colliding spheres, O(L) space to store nonempty slabs in the balanced
binary tree, and O(nˆ) space to store spheres in the linked lists of the nonempty slabs. Also it
requires O(nY +KY ) space to apply PlaneSweep to a nonempty slab Y and O(nˆ+Kˆ) space
to apply PlaneSweep to all nonempty slabs. Thus, ColDetect needs O(n+K) space by
the assumption. 
3.3.7 Uniform Spatial Subdivision
Collision detection algorithm based on the uniform spatial subdivision is a common approach,
e.g., it is introduced in [34]. Instead of slabs, it divides a bounding box B of spheres S into
cells with size h1 × · · · × hd, where hi = (bi − bi)/⌊(bi − bi)/h⌋ for all i = 1, . . . , d. We assign
each sphere to cells that intersect the sphere as in ColDetect. Then, we check all pairs of
spheres assigned in each cell by a brute force method. We can prove that if the dimension
and the maximum ratio of radii of two spheres are constant, then the algorithm runs in
O(n log n+K) time with O(n+K) space analogously with Theorem 7.
3.3.8 Summary
We proposed algorithm ColDetect for detecting all pairs of colliding spheres that runs in
O(n log n + K) time and O(n + K) space if both the dimension and the maximum ratio of
radii of two spheres are constant.
It is left for future work to compare the algorithm based on the slab partitioning technique
and that based on the uniform spatial subdivision through computational experiments. Also
it is interesting to generalize our algorithm for objects with arbitrary shapes.
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3.4 Implementation of the Collision Detection Algorithm
3.4.1 Introduction
In the previous section, we proposed a fast collision detection algorithm of spheres. In this
section we show a slightly modified version of the collision detection algorithm in order to
incorporate it into an implementation of the multi-sphere scheme. The new collision detection
algorithm ColDetect2 divides a bounding box containing all spheres into thin slabs, and
applies a plane sweep method to each slab as in the previous section. In ColDetect2, we
manage slabs by an array instead of a balanced binary tree for simplicity. Moreover, we
exploit the characteristic that we do not need to detect the collisions of spheres that belong
to the same object. Our experimental results reveal that the new algorithm overwhelms
the previous method based on axis-aligned bounding boxes of objects. We here explain the
algorithm for the case of R2 (the case of R3 can be discussed analogously). The case for R3
is apparent from that of R2.
Let O = {O1, . . . , Om} be the set of all objects in a given layout, where each object consists
of a set of circles, S = {S1, . . . , SN} be the set of all circles in the layout, where ci = (xi, yi)
is the center of circle Si, ri is the radius of Si, and obj(Si) is the index of the object which
Si belong to. We assume that all circles are open in this section, i.e., two circles Si and Sj
collide if and only if ‖ci − cj‖ < ri + rj .
3.4.2 Axis-aligned Bounding Box Based Method
For comparison, we use an axis-aligned bounding boxes (AABB) based collision detection
algorithm. First we compute a bounding boxes of each object (which is now approximated by
a set of circles) and check the collisions of every two bounding boxes. Then, for each pair of
objects whose bounding boxes collide each other, we check all pairs of circles belong to them
except for the self collisions.
3.4.3 New Algorithm
We propose a new collision detection algorithm ColDetect2 for the multi-sphere scheme
based on a plane sweep method, slab partitioning, and skips of self collisions. First, it divides
a minimal bounding box B of all circles S into slabs with a same height. Then, it applies
a plane sweep method to collision detection of circles in each slab. Additionally, it avoids
checking some pairs of circles that belong to the same object. ColDetect2 is formally
described in Algorithm 9.
The slab partitioning is almost same as that in Section 3.3.4. The only difference is the
data structure to store the spheres that intersect slabs. Each slab has a list of spheres that
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intersect the slab. In Section 3.3.4, the lists are stored in a binary balanced tree. But, we
store them in an array in ColDetect2. This is because spheres are usually placed densely
in solutions of the packing problems and most slabs are likely to be nonempty. Also the
implementation with an array becomes simpler than that with a binary balanced tree.
Algorithm 9 : ColDetect2(O, h)
Q := ∅;
S := ⋃mj=1{S ∈ Oj | Oj ∈ O};
Sort S in the increasing order of (xi − ri);
Compute a minimal bounding box B that contains all circles S;
Let W and H be the width and the height of B, respectively;
M := ⌊H/h⌋, h′ := H/M ;
Divide B into M slabs {B1, . . . , BM} with a height h′;
σ(i) := min{j | Si ∩Bj 6= ∅, j = 1, . . . ,M} for all i = 1, . . . , n;
for i = 1 to M do
S ′ := {S ∈ S | S ∩Bi 6= ∅};
Apply the plane sweep method to obtain a set Q′ of pairs of colliding circles in S ′;
Q := Q ∪Q′
end for;
Return Q.
Skip of Self Collisions
The plane sweep method PlaneSweep2 in ColDetect2 is also almost same as that in Sec-
tion 3.3.5. The different point is that we speed up it by skipping the checks of self collisions.
Since we do not need to check self collisions, which are the collisions of the circles that belong
to the same object, we try to skip them in the plane sweep method. We take advantage of
the characteristic of the multi-sphere scheme that circles which belong to the same object
may appear consecutively in the circle sequence given to the plane sweep method because
circles that belong to the same object are usually situated closely each other and each slab is
sufficiently thin by the slab partitioning.
Assume that we are given a set S = {S1, . . . , Sn} of circles indexed in the increasing
order of (xi − ri). Then we define the skip value skip[i] of circle Si by skip[i] = argmin{j |
obj(Si) 6= obj(Si+j), 0 < j ≤ n − i} ∪ {n − i + 1}. If Si and Sj belong to the same object,
then circles Ck with k ∈ {i, j, . . . , j + skip[j] − 1} also belong to the same object. Thus, we
next check the collision of Si and Sj+skip[j] in the plane sweep method. We compute the skip
values skip before applying the plane sweep method. PlaneSweep2 is formally described in
Algorithm 10.
64 Chapter 3. Multi-sphere Scheme
Algorithm 10 : PlaneSweep2(S , skip, σ, b)
/* Circles in S = {S1, . . . , Sn} are indexed in the increasing order of the leftmost x-
coordinates. */
/* skip[i] represents the index of the first sphere in S after Si that belongs the different
object with Si */
Q := ∅;
i := 1;
while i ≤ n do
j := i+ 1;
while j ≤ n and xi + ri > xj − rj do
if obj(Si) = obj(Sj) then
j := j + skip[j];
else
if Si and Sj collide each other and b = max{σ(i), σ(j)} then
Q := Q ∪ {(Si, Sj)};
end if
j := j + 1
end if ;
end while;




The following sections report the results on our computational experiments. We first show
the performance of the new collision detection algorithm compared to that of the AABB
based method. Then, we replace the collision detection algorithm in the iterated local search
algorithm ILS Rigid in Section 3.2.3 by the new one and compare the results.
We implemented our programs in C++, compiled it by GCC 4.0.2 and conducted exper-
iments on a PC with an Intel Xeon 2.8GHz processor (NetBurst) and 1GB memory.
3.4.5 Experiments of Collision Detection
We compare computation times of an AABB based algorithm and our new algorithmColDetect2
for 2D and 3D. We use three different types of instances. First we fix the number of spheres
per object at 1000 and conducted experiments varying the number of objects.
We generate instances as follows. Let m be the number of objects, n be the number of
spheres per object, and d be the dimension. We set the radius of a circle by an uniform
random number in [1/10, 1] and set each coordinate of the center of the circle by a normal
random number of N(0, n2/d). We then place objects in a cube with edge length (4mn)1/d
randomly. See Figure 3.7 for examples of 2D and 3D.
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2D
3D
Figure 3.7: Examples of randomly generated layouts. There are 10 objects and each object
consists of 1000 spheres in each layout.
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Table 3.1: The average number of spheres and collisions with different numbers of objects
(the number of spheres per object is 1000).
2D 3D
NO ANS ANC ANS ANC
40 4.0e+04 5.7e+04 4.0e+04 1.4e+05
100 1.0e+05 1.3e+05 1.0e+05 3.2e+05
200 2.0e+05 2.4e+05 2.0e+05 4.7e+05
400 4.0e+05 4.7e+05 4.0e+05 8.5e+05
600 6.0e+05 6.5e+05 6.0e+05 1.4e+06
800 8.0e+05 8.6e+05 8.0e+05 1.7e+06
1000 1.0e+06 1.1e+06 1.0e+06 2.3e+06
1200 1.2e+06 1.3e+06 1.2e+06 2.5e+06
1400 1.4e+06 1.5e+06 1.4e+06 3.0e+06
NO: the number of objects
ANS: the average number of spheres
ANC: the average number of collisions
Let “AABB” denote the AABB based method, “SWEEP” denote ColDetect2 with the
slab partitioning and the plane sweep method without the skip of the self collisions, and
“SWEEP+SKIP” denote ColDetect2 with the slab partitioning, the plane sweep method
and the skip of the self collisions.
We fix the number of spheres per object at 1000 and vary slab height h over {r¯, 2r¯, 3r¯, 4r¯, 5r¯}
and the number of objects from 10 to 1400, where r¯ denotes the average radius of all spheres
of an instance. We try 10 runs for each combination of the parameters and compare the
average computation time of Fpen. Table 3.1 reports the average number of spheres and that
of collisions.
We observe that “SWEEP” and “SWEEP+SKIP” outperforms “AABB” with any slab
height h and both “SWEEP” and “SWEEP+SKIP” are slightly better for h ∈ {3r¯, 4r¯, 5r¯}.
Figure 3.8 shows the average computation time of 10 runs with h = 4r¯. We plot two graphs
for each dimension: the above one represents the graph of “SWEEP,” “SWEEP+SKIP”
and “AABB,” and the below one represents the graph of “SWEEP” and “SWEEP+SKIP.”
“SWEEP+SKIP” runs faster than “SWEEP” by up to about 20%.
We then fix the number of objects at 10 and vary slab height h over {r¯, 2r¯, 3r¯, 4r¯, 5r¯}
and the number of spheres per object from 500 to 10000. We generate layouts as in the first
experiment, try 10 times for each combination of the parameters and compare the average
computation time of Fpen as well. Table 3.2 reports the average number of spheres and that
of collisions.
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Table 3.2: The average number of spheres and collisions with different numbers of spheres
per object (the number of objects is 10).
2D 3D
NSO ANS ANC ANS ANC
500 5.0e+03 6.2e+03 5.0e+03 2.7e+04
1000 1.0e+04 1.6e+04 1.0e+04 5.0e+04
2000 2.0e+04 2.4e+04 2.0e+04 9.7e+04
4000 4.0e+04 3.5e+04 4.0e+04 2.3e+05
6000 6.0e+04 6.2e+04 6.0e+04 1.9e+05
8000 8.0e+04 1.1e+05 8.0e+04 2.1e+05
10000 1.0e+05 1.3e+05 1.0e+05 2.8e+05
NSO: the number of spheres per object
ANS: the average number of spheres
ANC: the average number of collisions
We also observe that “SWEEP” and “SWEEP+SKIP” outperforms “AABB” with any
slab height h and both “SWEEP” and “SWEEP+SKIP” are slightly better for h ∈ {3r¯, 4r¯, 5r¯}.
Figure 3.9 shows the average computation time of 10 runs with h = 4r¯. In this experiment,
“SWEEP+SKIP” runs faster than “SWEEP” by up to about 50%.
Table 3.3: The information of instances.
2D
Instance TNO TNS ANS Container
dighe1 16 1415 88.43 110 × 100
shapes0 43 3176 73.86 60 × 40
swim 48 5598 116.62 6500 × 5752
3D
Instance TNO TNS ANS Container
mol1 2 2575 1287.5 54×54×54
mol2 3 1948 649.3 46×46×46
mol3 3 2679 893.0 51×51×51
TNO: the total number of objects
TNS: the total number of spheres
ANS: the average number of spheres
Finally, we use the same instances as in [60] and conducted experiments. For each in-
stance, we generate an initial layout by placing all objects randomly into the container with
no protrusion of objects and compare the total computation time. Table 3.3 shows the in-




























































Figure 3.8: The average computation time of collision detection with different numbers of
objects (the number of spheres per object is 1000).























































Figure 3.9: The average computation time of collision detection with different numbers of
spheres per object (the number of object is 10).
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Table 3.4: The total computation time of collision detection in seconds.
Instance SWEEP SWEEP + SKIP AABB
r¯ 2r¯ 3r¯ 4r¯ 5r¯ r¯ 2r¯ 3r¯ 4r¯ 5r¯
dighe1 1.22 1.16 1.15 1.17 1.19 1.18 1.14 1.13 1.15 1.19 1.96
shapes0 1.20 1.08 1.09 1.09 1.13 1.11 1.09 1.04 1.06 1.08 3.15
swim 2.78 2.58 2.56 2.55 2.60 2.67 2.49 2.47 2.49 2.53 7.99
mol1 1.27 1.00 0.94 0.97 0.96 1.18 0.91 0.86 0.88 0.90 5.63
mol2 1.33 1.06 1.04 1.09 1.13 1.22 1.02 0.99 1.02 1.05 4.52
mol3 1.79 1.48 1.47 1.50 1.57 1.69 1.42 1.37 1.41 1.47 8.43
formation of the instances. Table 3.4 shows the total computation time in seconds of 100
runs. For “SWEEP” and “SWEEP+SKIP,” we show the results with different h values. The
fastest computation time of each instance is indicated in bold face. Table 3.4 also shows that
“SWEEP” and “SWEEP+SKIP” run much faster than “AABB,” while “SWEEP+SKIP”
runs faster than “SWEEP.” “SWEEP+SKIP” with h = 3r¯ is the fastest.
3.4.6 Experiments of Iterated Local Search
In this subsection, we compare the results of ILS Rigid varying collision detection algorithms
“AABB” and “SWEEP+SKIP.” We set parameter h = 3r¯ from the results in Section 3.4.5.
We adopt a quasi-Newton method package L-BFGS with mBFGS = 6 in ILS Rigid, and set
the maximum number of iterations in each L-BFGS optimization to be 200. We conducted
10 runs under the time limit of 120 seconds per run. Since the sizes of the containers vary,
we normalize the values of Frigid by
√
Frigid
the average edge length of the container
.
Table 3.5 shows the results of this experiment. The column “AQN” denotes the average
number of the invocations of L-BFGS, the column “AOBJ” denotes the average value of
Frigid over the 10 runs, the column “BOBJ” denotes the best value of Frigid over the 10 runs,
the column “ANL” denotes the average normalized value of Frigid over the 10 runs, and the
column “BNL” denotes the best normalized value of Frigid over the 10 runs.
ILS Rigid with the “SWEEP+SKIP” invoked L-BFGS more frequently than that with
“AABB,” and it obtained the best solutions for all instances. Figure 3.10 and 3.11 show the
best solutions of all instances in 2D and 3D, respectively.




Figure 3.10: The best layouts for 2D instances.




Figure 3.11: The best layouts for 3D instances.
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Table 3.5: The results of ILS Rigid.
ILS Rigid with AABB
Instance AQN AOBJ BOBJ ANL BNL
dighe1 61 1.3e+02 4.1e+01 1.1e–01 6.1e–02
shapes0 29 2.7e+01 6.1e+00 1.0e–01 5.0e–02
swim 10 8.9e+05 1.6e+03 1.5e–01 6.4e–03
mol1 10 1.4e+01 1.3e+00 6.8e–02 2.1e–02
mol2 14 1.9e+01 1.2e+01 9.6e–02 7.4e–02
mol3 7 3.5e+01 4.4e+00 1.2e–01 4.1e–02
ILS Rigid with SWEEP + SKIP
Instance AQN AOBJ BOBJ ANL BNL
dighe1 205 2.7e+01 6.0e+00 5.0e–02 2.3e–02
shapes0 112 1.4e+00 2.8e–01 2.4e–02 1.0e–02
swim 60 1.5e+02 4.6e–11 2.0e–03 1.1e–09
mol1 95 1.2e+00 5.5e–01 2.0e–02 1.4e–02
mol2 127 7.1e+00 2.7e+00 5.8e–02 3.6e–02
mol3 93 5.3e+00 9.6e–01 4.5e–02 1.9e–02
3.4.7 Summary
We propose a new collision detection algorithm of sphere sets for the multi-sphere scheme. It
divides a bounding box of all spheres into slabs and apply a plane sweep method to each slab.
We also adopt a data structure to skip the self collisions. Our computational experiments
indicate that our new algorithm runs considerably faster than the AABB based method and
the iterated local search algorithm with ColDetect2 can compute a layout with less penalty.
It is left as future work to compare our algorithm with other collision detection algorithms
especially with algorithms with bounding volume hierarchies, and to incorporate the sphere
bounding volume hierarchy in ColDetect2 so as to extend our efficient implementation to
the case with deformable objects.
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3.5 Removing Overlaps in Label Layouts
3.5.1 Introduction
We apply the multi-sphere scheme to three problems arising from Graph Drawing. Our new
approach is flexible, and has the following three advantages over previous work.
1. First, our approach can handle labels with arbitrary shapes. Note that previous methods
can deal with only rectangular labels. However, in our approach, we can treat any non-
rectangular-shaped labels by approximating each of them as a set of circles. We can
also place given labels inside a specified area with a non-rectangular boundary.
2. Second, our algorithm can use three types of operation: translation, translation with
direction constraints (i.e., move along the specified line), and rotation. Note that the
previous methods deal with only translation.
3. Finally, our method can be used for both 2D and 3D layouts. Note that previous study
can only deal with 2D layout.
In order to demonstrate our three advantages, we consider three new variations of the
label overlap problem, each inspired by real world applications, and design an algorithm for
each problem setting. More specifically, we use RigidQN for removing label overlaps with
three different variations:
• Problem 1: rectangular labels with translation (inspired from metro map layout [50]),
• Problem 2: rectangular labels with direction constrained translation (inspired from
road map layout [6]),
• Problem 3: 3D labels of arbitrary shape with both translation and rotation (inspired
from 3D visualization with multiple attributes of nodes [7]).
We implemented our algorithm and evaluated with three different types of data sets.
Our extensive experimental results show that our new approach is very fast and effective for
removing label overlaps.
The remainder of the section is organized as follows. In Section 3.5.2, we formally define
three new variations of label overlapping problem. Section 3.5.3 presents experimental results
for two different real world applications. We conclude with future work in Section 3.5.4.
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3.5.2 Problem Definition
The label overlap removal problem requires to remove a set of overlapping labels in the given
layout by modifying the positions of the labels, so that no two labels overlap each other.
We now formally define three types of label overlap removal problem.
Problem 1: Rectangular Label with Translation
Input: A set of rectangles, where each rectangle is located on its initial position in the
two-dimensional plane.
Output: A set of positions of rectangles such that no two rectangles overlap, and the
change of new positions from the initial positions is small, where the new position of
each rectangle is obtained by translation in any direction.
Problem 1 appears in applications such as placing labels of stations in a metro map
layout [50].
Problem 2: Rectangular Label with Direction-Constrained Translation
Input: A set of overlapping rectangles, where each rectangle is located on its initial
position with a specified direction constraints (i.e., a line segment) in the plane.
Output: A set of new positions of rectangles such that no two rectangles overlap and
the change of new positions from the initial positions is small, where the new position
of each rectangle is obtained by restricted translation along the specified direction only
(i.e., on the line segment where the label initially lies).
Problem 2 appears in applications such as placing labels of street names in a road map
layout [6].
Problem 3: 3D Multi-attribute Label with Translation and Rotation
Input: A set of overlapping spiked sphere (i.e., a sphere with several small cones on its
surface), where each spiked sphere is located on its initial position in the 3D space.
Output: A set of new positions of spiked spheres in 3D such that no two spiked spheres
overlap and the change of new positions from the initial positions is small, where the
new position of each spiked sphere is obtained by both translation and rotation in 3D.
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Problem 3 appears in applications such as visualization of network data with multiple
attributes in three dimensions. For example, a spiked sphere was used to represent an author
of the Information Visualization community, where each sphere represents an author, the size
of sphere represents the number of research papers published by the author in the conference
proceedings, and the length of each spike attached to the sphere represents special attributes
such as the number of papers in specific research area [7].
We apply RigidQN to each type of label overlap removal problem by setting constraints
of motions appropriately. Although we do not use an explicit criteria to minimize the total
change between the initial and final layouts in RigidQN, it repeatedly modifies the initial
layout by finding the best direction of translation of each object until a new layout with no
overlap is obtained as a local optimal solution to our optimization problem. Thus in most
cases, the final positions of labels are close to the initial positions.
3.5.3 Experimental Results
We conducted computational experiments of RigidQN by generating instances of Problem 1,
2 and 3. In this section, we report the results.
We implemented RigidQN in C++, compiled it by GCC 4.1 and conducted experiments
on a PC with an AMD Sempron 3000+ 1.8 GHz processor and 450 MB memory. We adopted
L-BFGS with mBFGS = 6.
Results of Problem 1
For the data set of Problem 1, we approximate each of the rectangles by finding a set of circles
that cover the interior of the rectangle in order to ensure that the layout of the corresponding
rectangles has no overlap whenever the penalty function has value 0.
There are many ways of choosing such a set of circles for each rectangle. Note that the
use of small circles in approximation introduces less extra area outside the rectangle than the
use of large circles. On the other hand, the use of large circles introduces a smaller number
of variables in our optimization problem, thus leads to a faster running time than the use of
small circles.
We tested with both options, a smooth approximation by small circles, and a rough
approximation by large circles, to confirm the effect of the size of circles to the running time
and quality of output.
Let r be a rectangle with height h and width w in a given layout, where we assume that
h and w are multiples of 5.
In a smooth approximation, r is approximated with (2w/2.5 − 1) × (2h/2.5 − 1) circles
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Figure 3.12: The smooth approximation of a rectangle by 33 circles for Problem 1.
Figure 3.13: The rough approximation of a rectangle by 5 circles for Problem 1.
(see Figure 3.12). First, r is divided into w/2.5 × h/2.5 squares of length 2.5. Each circle is
circumscribed around each square of length 2.5, so that the label is contained by the generated
circles. Next, new (2w/2.5− 1)× (2h/2.5− 1)−w/2.5×h/2.5 circles are added to the circles
generated in the first step. Each new circle is located between each adjacent generated circles.
In a rough approximation, r is approximated with (2w/5 − 1) × (2h/5 − 1) circles (see
Figure 3.13). First, r is partitioned into w/5 × h/5 squares of length 5. Each circle is
circumscribed with each square of length 5, so that the label is contained by the generated
circles. Next, new (2w/5−1)×(2h/5−1)−w/5×h/5 circles are added to the circles generated
in the first step. Each new circle is located between each adjacent generated circles.
Figures 3.12 and 3.13 show sets of circles generated for a rectangle of height 5 and of
width 15 by the above two methods respectively. We can see that the smooth approximation
gives a better approximation to the outer boundary of a rectangle.
For a real world data set of Problem 1, we used Tokyo metro map with 260 stations (i.e.,
labels). Based on the map, we generated an instance of 260 rectangles with the same width 15
and height 5. Figure 3.14 shows the initial layout of the instance. The layouts of the smooth
approximation and the rough approximation have 8580 circles and 1300 circles, respectively.
Then, we applied RigidQN to the layouts of the smooth and rough approximations.
Figures 3.15 and 3.16 show the final layouts of the Tokyo metro map with the smooth and
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Figure 3.14: An initial layout of 260 rectangular labels of the metro map instance of Problem 1.
rough approximations, respectively. Note that RigidQN takes only 0.260 seconds for the
smooth approximation and 0.056 seconds for the rough approximation.
Next, we used a road map with name labels of intersections in a part of Tokyo. As an
initial layout of labels, we place a rectangular label at each intersection, where each label
has the same height and a width which is proportional to the length of the corresponding
intersection name (see Figure 3.17).
We approximated the labels with the rough approximation and applied RigidQN to the
layout. Figure 3.18 shows the final layout of the rectangular labels. We observe that there is
no overlap of the labels in the final layout. There are 410 labels and 4330 circles in the initial
layout, and RigidQN takes 0.532 seconds to generate the final layout.
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Figure 3.15: A final layout of the instance in Figure 3.14 with the smooth approximation.
Figure 3.16: A final layout of the instance in Figure 3.14 with the rough approximation.
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Figure 3.17: An initial layout of a road map with name labels of intersections.
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Figure 3.18: A final layout of the instance in Figure 3.17.
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Results of Problem 2
In Problem 2, the movement of rectangular labels is limited to translation in specified direc-
tions, as appeared in the road maps. Thus, we generated instances which represent the road
map label layout, where the labels (i.e., names of the streets) are constrained to be placed
along the corresponding streets.
More specifically, we are given a set of edges embedded in the plane, where each edge is
drawn as a straight-line segment that represents a street in the road map, and required to
remove overlaps of rectangular labels by moving each label along each edge. Note that two
edges (i.e., two streets) may have an intersection in the plane, in general.
The data set was generated as follows. We first start with a square with size ℓmap × ℓmap
which consists of four lines as a drawing area, where we set ℓmap = 10000, and place a square
grid on the square, where the minimum distance between two grid lines is ℓgrid.
Next we draw horizontal and vertical line segments one after another on the grid lines. To
draw a horizontal line segment, we choose two arbitrary vertical line segments whose distance
is more than or equal to ℓmap/3 and connect them with an arbitrary horizontal line segment
on the grid (we draw a vertical line segment analogously).
We repeat drawing line segments until we cannot choose any pair of line segments. Then,
we draw some slanted line segments by choosing two arbitrary points in the drawing. Finally,
we place a rectangle in the middle of each line segment in the drawing, where the height of a
rectangle is ℓlabel and the length of a rectangle varies over a range [5ℓlabel, 10ℓlabel].
For example, Figures 3.19(a), 3.20(a) and 3.21(a) show instances with initial positions of
labels for ℓlabel = 100, where a line segment represents an edge (i.e., street) and a rectangle
represents a label (i.e., street name). Figure 3.19(a) is generated for ℓgrid = 200, which has
112 labels and 3601 circles. Figure 3.20(a) is generated for ℓgrid = 150, which has 147 labels
and 4818 circles. Figure 3.21(a) is generated for ℓgrid = 100, which has 222 labels and 6773
circles.
Here we consider the problem of removing the overlap between all pairs of rectangles in
the initial layout by moving each rectangle along the corresponding line segment. Again, we
apply our algorithm RigidQN after approximating each rectangle by a set of circles.
Note that for this approximation, we add more circles around the center of a rectangle.
This is because we observed form our preliminary experiment that it was better than ap-
proximating a rectangle by placing circles equally. Thus, we place circles by increasing the
number of circles from both ends of label as follows.
Assume that we are given a rectangle whose width w is longer than the height h and that
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(a) (b)
Figure 3.19: An example of a road map layout with 112 labels (ℓlabel = 100, ℓgrid = 200) : (a)
an initial layout, (b) a final layout.
(a) (b)
Figure 3.20: An example of a road map layout with 147 labels (ℓlabel = 100, ℓgrid = 150) : (a)
an initial layout, (b) a final layout.
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(a) (b)
Figure 3.21: An example of a road map layout with 222 labels (ℓlabel = 100, ℓgrid = 100) : (a)
an initial layout, (b) a final layout.
Figure 3.22: The approximation of a rectangle in road map instances.























Figure 3.23: The average computation time for ℓlabel = 200.
the bottom left point of the rectangle lies at the origin. We place circles with a radius h/2 at
{((i− 1/2)h, h/2), (w − (i− 1/2)h, h/2) | i = 1, . . . , ⌊(w/h + 1)/2⌋} ∪ {(w/2, h/2)}.
The numbers of circles to place at ((i− 1/2)h, h/2) and (w − (i− 1/2)h, h/2) are both i and
the number of circles to place at (w/2, h/2) is ⌈(w/h+1)/2⌉. See Figure 3.22 for an example.
In the figure, the number under a circle represents the number of circles on the position.
See Figures 3.19(b), 3.20(b) and 3.21(b) for the final layouts of the instances of Fig-
ures 3.19(a), 3.20(a) and 3.21(a) after removing overlaps of labels by our method, respectively.
It took 0.24 seconds for Figure 3.19(b), 0.43 seconds for Figure 3.20(b) and 1.5 seconds for
Figure 3.21(b). Note that our method successfully removed all the overlaps for the sparse
instance. However, for some dense instances, it left a few overlaps.
To observe the influence of the density of the road map layout and the number of labels
on the efficiency of our algorithm, we varied two parameters ℓlabel and ℓgrid from 100 to 1000
with a step size 50 and from 50 to 1000 with a step size 50, respectively, and conducted
experiments. For each setting, we generate 100 instances and apply RigidQN to them.
Table 3.6 shows details of some of the the selected results. The column “time,” “decrease,”
“#label,” and “#circles” denote the average computation time, the average ratio of the
decrease of the object function (3.1), the average number of labels, and the average number of
circles, respectively. Figures 3.23 and 3.24 show the average computation time and the average
ratio of the penalty decrease for ℓlabel = 200, respectively. We observed that our algorithm
removed almost all overlaps in less than one second for the instances for ℓgrid ≥ 2ℓlabel.
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Table 3.6: Details of the selected results of road map instances.
ℓlabel ℓgrid time decrease (%) #labels #circles
100 250 0.12 99.9 9.0 × 101 2.8× 103
200 0.22 99.6 1.1 × 102 3.4× 103
150 0.65 98.8 1.4 × 102 4.5× 103
100 1.57 98.3 2.2 × 102 6.9× 103
200 400 0.20 98.6 5.7 × 101 1.7× 103
350 0.30 98.3 6.3 × 101 1.9× 103
300 0.50 97.0 7.4 × 101 2.3× 103
250 0.72 95.5 9.0 × 101 2.8× 103
300 600 0.16 97.4 3.7 × 101 1.1× 103
500 0.28 96.4 4.6 × 101 1.4× 103
400 0.48 92.4 5.7 × 101 1.7× 103
300 0.79 83.5 7.4 × 101 2.3× 103
400 1000 0.07 98.0 2.4 × 101 7.5× 102
800 0.12 94.6 2.8 × 101 8.8× 102
600 0.29 89.9 3.7 × 101 1.1× 103
400 0.66 74.6 5.7 × 101 1.7× 103
500 1000 0.12 89.4 2.4 × 101 7.5× 102
800 0.19 87.4 2.8 × 101 8.7× 102
600 0.32 81.1 3.7 × 101 1.1× 103




























Figure 3.24: The average ratio of penalty decrease for ℓlabel = 200.
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(a) (b)
Figure 3.25: An example instance with 50 labels of Problem 3: (a) an initial layout, (b) a
final layout.
Results of Problem 3
For the data set of Problem 3 (i.e., 3D objects of various shapes with rotation and translation),
we create an instance which resembles the spiked spheres used in [7]. More specifically, given
a layout of a set of spiked spheres with some overlaps, we remove the overlaps by translation
and rotation.
We generate an instance as follows. A spiked sphere has a sphere of radius 10 together
with attached 10 spikes. Each spike consists of 20 spheres and the length varies on a range
[10, 70]. Thus a spiked sphere has 201 spheres in total. To create an instance, we place the
spiked spheres randomly in a cube with edge length 300, where the number of spiked spheres
is a parameter.
See Figures 3.25(a), 3.26(a) and 3.27(a) for instances with 50, 100 and 200 spiked spheres,
respectively. See Figures 3.25(b), 3.26(b) and 3.27(b) for the resulting layouts. Our algorithm
RigidQN ran in 0.47 seconds for Figure 3.25(b), 1.7 seconds for Figure 3.26(b) and 8.8 seconds
for Figure 3.27(b), and obtained layouts with no overlap of spiked spheres by translating and
rotating them slightly. Figures 3.28(a) and (b) are magnified pictures of Figures 3.26(a) and
(b), respectively. We can see a spiked sphere in Figure 3.28(a) penetrating another spiked
sphere, and the removal of overlap in Figure 3.28(b).
To observe the influence of the number of spiked spheres on the efficiency of our algorithm,
we varied the number of spiked spheres from 50 to 250 with a step size 50, generated 10
instances for each setting, and measured the computation time. See Figure 3.29 for the
average computation time. In this experiment, RigidQN found a layout with an objective
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(a) (b)
Figure 3.26: An example instance with 100 labels of Problem 3: (a) an initial layout, (b) a
final layout.
(a) (b)
Figure 3.27: An example instance with 200 labels of Problem 3: (a) an initial layout, (b) a
final layout.
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(a) (b)





















number of spiked spheres
Figure 3.29: The average computation time for instances of Problem 3.
function value less than 10−9 for all instances. We observed that our algorithm removed
almost all overlaps in less than 10 seconds for the instances with the number of spikes spheres
less than or equal to 200.
3.5.4 Summary
We presented a new approach for two new variations of label overlap removal problem based
on multi-sphere scheme. Our approach is flexible to support various operations such as
translation, translation with direction constraints, and rotation. Further, our method can
support labels with arbitrary shapes in both 2D and 3D layout settings.
We applied our algorithm to two new label overlap problems: two dimensional rectan-
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gular label with translation (Problem 1), two dimensional rectangular label with directed-
constrained translation (Problem 2), and three dimensional multi-attribute label with trans-
lation and rotation (Problem 3). The experimental results showed that our algorithm based
on local search algorithm RigidQN was very efficient for label overlap removal.
For Problem 1, RigidQN removed all overlaps of the labels with several thousand circles
in less than one second. For Problem 2, RigidQN removed almost all overlaps of the labels if
the density of labels in the initial layout was not so high, and found a layout in less than one
second for the instances with a few thousand circles. For Problem 3, it also removed almost
all overlaps of the labels in less than 10 seconds for the instances with less than or equal to
20000 spheres.
Our future work includes more extensive experiments with real world applications. For
example, we will consider label overlap removal problem with domain-specific layout con-
straints including software engineering (such as UML diagram), biology (such as biochemical
pathways), and social networks visualization.
Chapter 4
Conclusion
Throughout this thesis, we have considered the developments of solvers for cutting and packing
problems. The studies in this thesis are summarized as follows.
First, in Chapter 2 we considered the two-dimensional irregular strip packing problem,
which allows each polygon to rotate by fixed degrees. We develop a two-layered algorithm:
the outer layer finds the minimum length of the strip and the inner layer finds a feasible
layout of polygons into the container. We proposed an iterated local search algorithm based
on nonlinear programming for the inner layer. We allow overlaps of polygons and protrusions
of polygons from the container in a layout being modified and penalize them to formulate
the overlap minimization problem. By defining the penalty using the penetration depth, we
also introduced the polygon separation problem as an unconstrained nonlinear programming
problem that has a differentiable objective function. We realized a separation algorithm by
applying L-BFGS method to the polygon separation problem. We also develop an algorithm
to translate a polygon into the position such that the total penalty is minimized and realized
a swapping operation of polygons based on the translation algorithm as the perturbation
of locally optimal solutions in our iterated local search algorithm. Through computational
experiments using benchmark instances, we showed that our method is competitive with the
existing algorithms and updated the best known solutions for several benchmark instances.
Then, in Chapter 3 we proposed the general framework multi-sphere scheme for cutting
and packing problems. In the multi-sphere scheme, we consider the problem that asks to find
a feasible layout of objects in two or three dimensional space. We first approximate objects
by sphere set and then find a layout of objects. In general, it is computationally hard to check
whether two objects in arbitrary shapes overlap or not and compute how much they overlap
each other. However, approximated objects by sphere sets make the implementation of the
operations computationally easy and robust. Besides, we can handle free rotations of objects
by approximating objects by spheres. In this thesis, we concentrate on finding a feasible lay-
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out. We formulated the penalty minimization problem, which allows penetrations of spheres
that belong to different objects and protrusions of spheres from the container and penalizes
them. We showed that we can handle some constraints on motions of objects, e.g., “trans-
lations,” “translations in fixed directions,” and “translations and rotations.” We designed
the penalty minimization problem as an unconstrained nonlinear programming problem such
that the objective function is differentiable as in Chapter 2. We realized a local search algo-
rithm by applying L-BFGS method to the penalty minimization problem. Also we proposed
an iterated local search algorithm incorporated the local search algorithm and a swapping
operation as a perturbation.
From our preliminary experiments, we observed that the collision detection of spheres was
often the bottle neck of the entire algorithm. We proposed a fast collision detection algorithm
of spheres that divides a bounding box of spheres into slabs and applies the plane sweep
method to each slab. In Section 3.3, we showed that our collision detection algorithm runs in
O(n log n+K) time with O(n+K) space under the assumption that the dimension and the
maximum ratio of radii are constant, where n is the number of spheres and K is the number
of colliding pairs of spheres. Then, in Section 3.4 we proposed a simpler collision detection
algorithm for the implementation and conducted the computational results compared with
those by the axis-aligned bounding box based algorithm. We observed that the new algorithm
runs much faster than the other.
Finally in Section 3.5 we applied the multi-sphere scheme to removal of overlaps in label
layouts. This problem arises from graph drawing. We consider three variations: metro map
(each label translates in two dimension), road map (each label translates along a prescribed
direction in two dimension), and spiked sphere (each object translates and rotates in three
dimension). Computational results showed that our method can find feasible layouts for all
problems quickly. This means that our method is flexible and effective for removing overlaps
in label layouts.
Our future work on completion of the multi-sphere scheme is described as follows.
• Approximation of objects by sets of spheres.
In this thesis, we designed the approximation algorithms depending on the problems.
In order to apply the multi-sphere scheme to various problems, we need to provide an
algorithm that approximates objects in a general shape. It is preferable to approximate
objects with a set of spheres such that the number of spheres is small and the maximum
ratio of two spheres is small. Such a choice of spheres would reduce the running time
according to the analysis of the time complexity of the collision detection in Section 3.3.
We can approximate an object by placing small spheres around the boundary of the
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Figure 4.1: Approximating an object by filling spheres.
object and then filling the interior of the boundary with spheres by the multi-sphere
scheme itself, where we penalize only the penetrations between the fixed spheres on the
boundary and the spheres to be filled. See Figure 4.1 for an example. Dashed circles
represent the fixing circles and grey circles represent the filled circles.
• Other primitive tools.
In this thesis, we used spheres to represent objects in the multi-sphere scheme. To
make the scheme more flexible, we have to adopt other types of shapes rather than
usual spheres as primitive shapes to approximate given objects. Among possible other
shapes are ellipsoids and negative spheres, where a negative sphere is the complement
of a usual sphere.
In the penalized rigid sphere set packing problem (3.1), we added penetration penalties
of objects and protrusion penalties of objects from a container. In our nonlinear pro-
gramming formulation, it is easy to specify whether a penetration penalty is imposed
or not for each pair of spheres, and to incorporate other kinds of penalties into the
objective function. The extension is useful in handling more flexible problem settings
such as deformable objects and objects with movable regions. As such an example of
penalties, we propose distance range penalties as follows. A distance range penalty has
a range [lij , uij ] and a pair (Si, Sj) of sphere as parameters. Let ci and cj be the centers
of Si and Sj , respectively. Then, the distance range penalty f
dis(Si, Sj) of Si and Sj in
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Figure 4.2: A joint of two objects.
a layout is defined by
fdis(Si, Sj) = (min{lij − ‖ci − cj‖, 0} +max{‖ci − cj‖ − uij, 0})2.
We can specify the region within which an object can translate or rotate by using the
sine function and the cosine function in the motion functions of objects, because the
range of a function f(θ) = a sin θ + b is limited by [b − a, b + a]. Other motions such
as translation around the boundary of a circle/sphere may be useful for various layout
problems in Graph Drawing or Information Visualization.
• Flexible objects.
In this thesis, we focused on the problem where objects are rigid. However, there are
many real world applications that involve flexible objects such as objects with joints.
Adding a deformation penalty to the penetration penalty is a possible way of dealing
with such problems. However, this would cause difficulty in maintaining layouts without
penetration due to the mixture of two different penalties. Hence we need to seek for
alternative methods depending on the features of problems.
Figure 4.2 illustrates an example of a joint of two objects. An object consists of the
red circles and the other consists of the blue and green circles. If we penalize the
penetrations only between the green circle and the red circles (no penetration penalty
between the red circles and the blue circles), then the two objects will behave like a
joint. We can also realize a joint by adding distance range penalties between two objects
(see Figure 4.3). The two arrows connect the red object and the blue object. It is also
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Figure 4.3: Another type of a joint of two objects.
possible to control the range of the angle of the joint by defining the distance range
penalties in an appropriate way.
When we try to remove the overlap of two intersecting objects by quasi-Newton method,
the resulting layout often leaves an unnecessarily large space between them. We can
prevent overlapping objects from moving far away in the local search procedure by using
a soft cushion. For example, see the blue and red objects in Figure 4.4. Suppose that
we want to detect a layout with no overlapping and without a large space between the
two objects. If we apply the local search to the layout directly, they may get away. To
prevent this, we add a cushion around the blue objects. The cushion consists of grey
circles, where each grey circle moves independently and we penalize the penetrations
between the blue object and the grey circles (no penetration penalty among the grey
circles). The cushion will play as resistance to the motion of the blue object against the
red object.
• Cost functions.
The objective function of the formulation (3.1) of the multi-sphere scheme contains only
the penalties of penetrations and protrusions. However, there are some applications
which can be formulated as a problem of finding the best layout of given objects among
all overlap-free layouts, where a cost function is usually used to measure the quality of a
layout. For this, we need to extend the multi-sphere scheme to deal with cost functions.
It seems useful to utilize constrained optimization methods rather than L-BFGS to
achieve the extension.
• Motion planning.
Motion planning is a problem to find a tour of an object (called robot) from a start
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Figure 4.4: A cushion to prevent the blue object moving against the red object.
to a goal such that the object do not collide with obstacles. One of the representative
algorithms for the motion planning is the probabilistic roadmap method [22, 61], which
randomly places the robot in the space many times, generates a graph by connecting
the positions at which the robot collides with no obstacle, and finds a tour from the
graph. In the phase to place the robot randomly, we can remove the overlap between
the robot and the obstacles by applying the local search of the multi-sphere scheme.
This may generate more feasible positions of the robot and make the graph connecting
the positions more informative.
We also search for more real world applications to which we apply the multi-sphere scheme




Unconstrained nonlinear programming problem is an unconstrained optimization problem
with a nonlinear objective function. Since nonlinear programming plays an important role in
our algorithms in this thesis, we review it here. See textbooks by Nocedal and Wtight [80],
and Fletcher [36] for more details. An n-dimensional unconstrained nonlinear programming
problem is formally described as
minimize f(x)
subject to x = (x1, . . . , xn) ∈ Rn,
where the objective function is f : Rn → R.

























(x) · · · ∂2f∂xn∂xn (x)

 .
In the case where the gradient of the objective function is available, we can find a locally
optimal solution effectively by applying quasi-Newton method, conjugate gradient method and
limited memory BFGS method. If both the gradient and the Hessian of the objective function
are available, then we can apply Newton’s method. Their scheme is similar. We iteratively
compute a direction, a step size of the direction, and update a solution by going forward into
the direction by the step size. The scheme is formally described in Algorithm 11, Note that
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this scheme is based on a line search method. Trust region method is also incorporated in the
above methods, but we focus only on the line search method in this section.
Algorithm 11 : Basic scheme for unconstrained optimization problems
Given an initial solution x0 and a terminate condition ε;
k := 0;
while ‖∇f(xk)‖ > ε do
Compute a direction dk;
Find a step size αk such that f(xk + αkdk) < f(xk);
k := k + 1
end while.
The main difference of the nonlinear programming methods is how to compute the search
direction dk. In the steepest descent method, which is a basic method, we just let dk =
−∇f(xk). But the others compute the direction in more sophisticated ways. We shortly
review the methods for search directions in Section A.2
A.1 Line Search Methods




It is iteratively applied in Algorithm 11 to unconstrained nonlinear optimization problems.
It is categorized as exact line search or inexact line search. Exact line search compute the
optimal step size. On the other hand, inexact line search usually choose a step size αk such
that the descent of the objective function f(xk) − f(xk + αkdk) < 0 is enough large for the
user. The exact line search has advantage in the theoretical point of view. However, it tends
to cost more computation time than inexact line search does. Therefore, inexact line search
is popular in practice. For an example of inexact line search methods, we review Armijo rule
in Algorithm 12.
Algorithm 12 : Armijo rule
Given β ∈ (0, 1), ρ ∈ (0, 1/2), c > 0;
αk := cβ;
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A.2 Search Directions
In this section, we let gk = ∇f(xk) and Gk = ∇2f(xk) for simplicity.
Newton’s Method
In Newton’s method, we let the search direction at xk by
dk = −G−1k gk.
It is known to converge quadratically if some conditions are satisfied. However it costs O(n3)
time to obtain dk and not suitable for large scale problems.
Quasi-Newton Method
Let sk = xk+1−xk and yk = gk+1−gk. DFP method and BFGS method are well-known for
quasi-Newton method and BFGS method is popular in practice. We review BFGS method.
It has an approximation matrix Hk of the Hessian Gk. Initially, we let H1 be an identity
matrix. We compute the search direction at xk by
dk = −Hkgk,
and update Hk by




















It is known to converge superlinearly. However, since it requires O(n2) space to keep Hk and
costs O(n2) time to obtain dk, it is not suitable for large scale problems.
Conjugate Gradient Method
Various methods are proposed for the conjugate gradient method, e.g.,





, (Fletcher and Reeves formula)
βk−1 =
gTk (gk − gk−1)
gTk−1gk−1
. (Polak and Ribiere formula)
Since it takes only O(n) time to compute dk, it can be applied to large scale problems.
However, it does not converge quickly compared with Newton’s method and quasi-Newton
method.
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Limited Memory BFGS Method
Liu and Nocedal [72] proposed Limited Memory BFGS (L-BFGS) method for large scale
problems. We keep recent m pairs (si,yi) (i = k −m, . . . , k − 1) to compute Hk.
Hk = (V
T





I(Vk−m . . . Vk−1)
+ ρk−m(V
T




k−m(Vk−m+1 . . . Vk−1)
+ ρk−m+1(V
T




k−m+1(Vk−m+2 . . . Vk−1)










, Vk = I − ρyksTk .
L-BFGS method also converges slowly compared with Newton’s method and quasi-Newton
method. However, it requires only O(n) space and O(n) time under the assumption that m
is constant and suitable for large scale problems. In fact 3 ≤ m ≤ 7 is recommended by Liu
and Nocedal [72]. We adopt L-BFGS method in our algorithms in this thesis, where we let
m = 6 in our experiments.
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