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1. INTRODUCTION
We consider in this paper the oscillatory behavior of solutions of the
second-order matrix differential equation
rtX ′t′ + ptX ′t +QtFX ′tGXt = 0 t ≥ t0 (1.1)
where t0 ≥ 0, r ∈ C1t0∞ 0∞, p ∈ Ct0∞ −∞∞Qt,
FX ′ are positive semi-deﬁnite matrices,Q is continuous,G∈C1Rn2 Rn2,
and G−1X exists for all X = 0; moreover, G−1X is positive deﬁnite
and G−1XtT X ′tTGXt = X ′t holds for every solution Xt
of (1.1). Here AT is the transpose of A.
We call a matrix function Xt ∈ C2t0∞ Rn2 a prepared nontrivial
solution of (1.1) if detXt = 0 for at least one t ∈ t0∞ and Xt
satisﬁes the equation
G−1XtT X ′tTGXt = X ′t for t ≥ t0 (1.2)
A prepared solution Xt of (1.1) is called oscillatory if detXt has
arbitrarily large zeros; otherwise, it is called nonoscillatory.
For n = 1 and pt = 0 rt = 1, (1.1) has been studied by Grace and
Lalli [3] and Wong and Burton [9], and recently by Rogovchenko [8], and
Li and Agarwal [5]. In [5] the scalar differential equation
x′′t + qtf x′tgxt = 0 (1.3)
is discussed and the following theorem is obtained.
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Theorem A. Assume
(1) q t0∞ → 0∞ is continuous and qt ≡ 0 on any ray T∞
for some T ≥ t0.
(2) g R→ R is continuous and xgx > 0 for x = 0.
(3) f  R→ R is continuous and f x ≥ k > 0 for x = 0.
(4) g′ exists and g′x ≥ µ > 0 for x = 0.
Let H = ρt sρ ∈ C1D 0∞, where D = t s  t ≥ s ρt t =
0 ρt s > 0 for t > s, and ∂ρts
∂t
= h1t sρ1/2t s, ∂ρts∂s = −h2t sρ1/2t s for t s ∈ D, with h1 h2∈ CDR.
Assume, for each t ≥ l ≥ t0, there exists a ρ ∈ H, and V ∈ C1t0∞,
0∞ such that
lim sup
t→∞
∫ t
l
[
ρs lkV sqs − 1
4µ
(
h1s l +
V ′s
V s ρ
1/2s l
)2]
ds > 0
(1.4)
and
lim sup
t→∞
∫ t
l
[
ρt skV sqs − 1
4
V s
(
h2t s −
V ′s
V s ρ
1/2s l
)2]
ds > 0
(1.5)
Then every solution of (1.3) is oscillatory.
For n > 1, Etgen and Pawlowski [2], Erbe et al. [1], and Meng et al. [6]
obtained some generalized Kamenev type oscillation criterion for the linear
matrix differential equation
PtZ′′ +QtZ = 0 (1.6)
Recently Kumari and Umamaheswaram [4] obtained oscillation criteria
for the linear Hamiltonian matrix system
X ′ = AtX + BtY
Y ′ = CtX −AT tY (1.7)
which is more general than (1.6), under the assumptions At Bt =
BT t > 0 and Ct = CT t are n× n real continuous matrices.
In this paper, some results of [8] and [5, Theorem A] are general-
ized to the matrix differential equation (1.1) by using matrix Riccati type
transformation.
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2. LEMMAS
Deﬁnition 2.1. Let M be the linear space of n× n matrices with real
entries, let M0 ⊂ M be the subspace of n× n symmetric matrices, and let
L be a linear functional on M . L is called “positive” if LA > 0 for any
A ∈M0 and A > 0.
Lemma 2.2. [7] Let L be a positive linear functional on M . Then, for all
AB ∈M , LATB2 ≤ LATALBTB.
Lemma 2.3. Let L be a positive linear functional on M , let A ∈ MB ∈
M0, and let B−1 exist. Then
LB−1LATBP ≥ LA2 (2.1)
Proof. By Lemma 2.2,
LB−1LATBA = LB−1/2B−1/2LB1/2AT B1/2A
≥ LB−1/2B1/2A2
= LA2
Lemma 2.4. If Xt is a nontrivial prepared solution of (1.1) and
detXt > 0 for t ≥ t0, then, for at ∈ C1t0∞ 0∞, the matrix
W t = atrtX ′tG−1Xt (2.2)
satisﬁes the equation
w′t = a
′t
at wt −
pt
rt wt − atQtFX
′t
− wtG
′Xtwt
atrt  (2.3)
Proof. From (1.1), we obtain
w′t = a
′t
at atrtX
′tG−1Xt + atrtX ′t′G−1Xt
− atrtX ′tG−1XtG′XtX ′tG−1Xt
= a
′t
at wt − atptX
′t +QtFX ′tGXt
×G−1Xt − wtG
1Xtwt
atrt
= a
′t
at wt −
pt
rt − atQtFX
′t − wtG
′Xtwt
atrt 
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3. MAIN RESULTS
Theorem 3.1. Assume all conditions stated in Section 1 are satisﬁed;
assume for any solution Xt for (1.1), G′Xt ∈ M0 and G′Xt > 0
for t ≥ t0; and assume there exist a positive function at ∈ C1t0∞ and a
positive linear functional L on M such that, for any t1 ≥ t0,
lim
t→∞
∫ t
t1
ds
asrsLG′Xt−1 = ∞ (3.1)
and the matrix J deﬁned by
Jt t1 = αtG′Xt−1
+
∫ t
t1
[
asQsFX ′s − α
2s
asrsG
′Xs−1
]
ds (3.2)
with
αt = 1
2
a′trt − atpt (3.3)
has the property that
lim
t→∞ LJt t1 = ∞ (3.4)
Then (1.1) is oscillatory on t0∞.
Proof. Suppose the theorem is not true and Xt is any nontrivial pre-
pared solution of (1.1). Then Xt is nonsingular on t1∞, and
wt = −atrtX ′tG−1Xt
exists on t1∞.
Since Xt is prepared, wt ∈M0 and, by Lemma 2.4, wt satisﬁes the
equation
w′t = a
′t
at wt −
pt
rt wt + atQtFX
′t + wtG
′Xtwt
atrt 
(3.5)
Integrating both sides of (3.5) from t1 to t, we obtain
wt = wt1 +
∫ t
t1
[a′srs − asps
asrs ws
+ asQsFX ′s + wsG
′Xsws
asrs
]
ds (3.6)
Deﬁne
Zt = wt − αtG′Xt−1 (3.7)
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where αt is deﬁned by (3.3); then (3.6) becomes
Zt = αtG′Xt−1 +wt1
+
∫ t
t1
[
asQsFX ′s − α
2s
asrsG
′Xs−1
]
ds
+
∫ t
t1
ZsG′XsZs
asrs ds
= wt1 + Jt t1 +
∫ t
t1
ZsG′XsZs
asrs ds (3.8)
Since G′Xs > 0, we obtain, by applying L to (3.8),
LZt = Lwt1 + LJt t1
+L
[ ∫ t
t1
ZsG′XsZs
asrs ds ≥ Lwt1 + LJt t1
]

By (3.4), there exists a t2 > t1 such that Lwt1 + LJt t1 > 0 for
t ≥ t2. Hence
LZt > 0 on t2∞
and
LZt > L
[ ∫ t
t1
ZsG′XSZsds
asrs
]
 t ≥ t2 (3.9)
Deﬁne Y t for t ≥ t2 by
Y t =
∫ t
t1
ZG′Z
ar
sds
Then, for t ≥ t2, we have
i LZt > LY t (3.10)
ii LY t =
∫ t
t1
1
ar
LZG′Zsds
≥
∫ t
t1
1
ar
LZ2
LG′−1 sds (by Lemma 2.3) 
iii LY t′ = LY ′t = L
[(
1
ar
ZG′Z
)
t
]
≥ LZt
2
atrtLG′−1t 
(by Lemma 2.3)
>
LY t2
atrtLG′−1t (by (3.10)) 
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Hence
1
atrtLG′−1t <
LY t′
LY t2  t > t2
On integrating from t2 to t both sides of the above inequality, we obtain
∫ t
t2
ds
asrsLG′Xs−1 <
1
LY t2
− 1
LY t <
1
LY t2

which is contradiction to (3.1). Hence (1.1) is oscillatory on t0∞.
Corollary 3.2. If the above conditions hold and G′X ≥ A > 0,
FX ≥ B > 0, where AB ∈ M0 are constant positive deﬁnite matrices.
Suppose, moreover, that for any t1 > t0,
lim
t→∞
∫ t
t1
ds
asrs = ∞
and
lim
t→∞ L
[ ∫ t
t1
[
asQsB − α
2s
asrsA
−1
]
ds
]
= ∞
Then (1.1) is oscillatory.
Before we state our next theorem, we need two lemmas.
Lemma 3.3. LetXt be a prepared solution of (1.1) such that det Xt =
0 on c b ⊂ t0∞. For any a ∈ C1t0∞ 0∞, let
W t = atrtX ′tG−1Zt t ∈ c b
Then, for any ρ ∈ H, we have
∫ b
c
ρb sasQsFX ′sds
≤ ρb cwc +
∫ b
c
1
4asrs h2b sasrs
−ρ1/2b sa′srs − psas2G′Xs−1 ds (3.11)
where In is the unit matrix.
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Proof. By Lemma 2.4, we obtain (2.3). Multiplying both sides of (2.3)
by ρt s, integrating with respect to s from c to t for t ∈ c b, and using
the properties of ρt s stated in Theorem A, we obtain
∫ t
c
ρt sasQsFX ′sds
= −
∫ t
c
ρt sw′sds +
∫ t
c
ρt s
(
a′s
as −
ps
rs
)
wsds
−
∫ t
c
ρt swsG
′Xsws
asrs ds
= pt cwc +
∫ t
c
[
−h2t sρ1/2t s + ρt s
(
a′
a
− p
r
)]
wsds
−
∫ t
c
ρ
wG′w
ar
ds (3.12)
Let
Zs = ws + αt sG′Xs−1 s ∈ c b
with
αt s = 1
2
[(
h2t sρ1/2t sasrs + psas − a′srs
]
 (3.13)
Then (3.12) can be written as
∫ t
c
ρaQF ds = ρt cwc +
∫ t
c
1
4ar
[
h2ar − ρ1/2a′r − pa
]2G′−1 ds
−
∫ t
c
ρ
ar
ZG′Z ds
≤ ρt cwc +
∫ t
c
1
4ar
[
h2ar − ρ1/2a′r − pa
]2G′−1 ds
Letting t → b− in the above inequality, we obtain (3.11).
Similarly, we can prove
Lemma 3.4. LetXt be a prepared solution of (1.1) such that det Xt =
0 on a¯ c ⊂ t0∞. Then, for any ρ ∈ H, we have∫ c
a¯
ρs a¯asQsFX ′sds
≤ −ρc a¯wc +
∫ c
a¯
1
4asrs h1s a¯asrs
+ρ1/2s a¯a′srs − psas2G′Xs−1 ds (3.14)
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The following theorem is an immediate consequence of the above
lemmas.
Theorem 3.5. Assume the conditions stated in Section 1 hold and that,
for some c ∈ a¯ b ρ ∈ H a ∈ C1t0∞ 0∞, and for any prepared
solution Xt of (1.1),
1
ρc a¯
∫ c
a¯
ρs a¯asQsFX ′sds
+ 1
ρb c
∫ b
c
ρb sasQsFX ′sds
>
1
ρc a¯
∫ c
a¯
1
4asrs h1s a¯asrs
+ρ1/2s a¯a′srs − psas2G′Xs−1 ds
+ 1
ρb c
∫ b
c
1
4asrs h2b sasrs
−ρ1/2b sa′srs − psas2G′Xs−1 ds
Then for every prepared solution Xt of (1.1), det Xt has at least one
zero in a¯ b.
Corollary 3.6. Assume the conditions stated in Section 1 hold and, for
each τ ≥ t0, there exist ρ ∈ H a ∈ C1t0∞ 0∞, such that for any
prepared solution Xt of (1.1), we have
lim sup
t→∞
∫ t
τ
{
ρs τasQsFX ′s
− 1
4asrs h1s τasrs + ρ
1/2s τa′srs
−psas2G′Xs−1
}
ds/ρt τ > 0 (3.15)
and
lim sup
t→∞
∫ t
τ
{
ρs τasQsFX ′s
− 1
4asrs h2t sasrs − ρ
1/2t sa′srs
−psas2G′Xs−1
}
ds/ρt τ > 0 (3.16)
Then every prepared solution of (1.1) is oscillatory.
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From Corollary 3.6, we obtain the following results.
Corollary 3.7. If all the conditions stated in Section 1 hold and there
exist AB ∈ M0 A > 0 B > 0, such that for each Y ∈ M FY  ≥
A G′Y  ≥ B. Suppose, moreover, that for each τ ≥ t0, there exist
ρ ∈ H a ∈ C1t0∞ 0∞, such that
lim sup
t→∞
∫ t
τ
{
ρs τasQsA− 1
4asrs h1s τasrs
+ρ1/2s τa′srs − psas2B−1
}
ds/ρt τ > 0 (3.17)
and
lim sup
t→∞
∫ t
τ
{
ρs τasQsA− 1
4asrs h2t sasrs
+ρ1/2t sa′srs − psas2B−1
}
ds/ρt τ > 0 (3.18)
Then every prepared solution of (1.1) is oscillatory.
Let ρt s = t − sλ λ > 1. Then Corollary (3.7) reduces to the follow-
ing corollary.
Corollary 3.8. Assume the conditions of Corollary (3.7) hold. Suppose
for each r ≥ t0, there exist ρ ∈ H a ∈ C1t0∞ 0∞ such that
lim sup
t→∞
1
tλ−1
∫ t
τ
{
s − τλasQsA− 1
4asrs
[
λs − τ λ2−1asrs
+ s − τ λ2 a′srs − psas]2B−1
}
ds > 0 (3.19)
and
lim sup
t→∞
1
tλ−1
∫ t
τ
{
t − sλasQsA− 1
4asrs
[
λt − s λ2−1asrs
− t − s λ2 a′srs − psas]2B−1
}
ds > 0 (3.20)
Then every prepared solution of (1.1) is oscillatory.
Let rt = 1 pt = 0 at = 1 FX ′ = In GX = X. Then (1.1)
reduces to the linear matrix equation
X ′′t +QtX = 0 (3.21)
and Corollary 3.8 reduces to the following corollary.
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Corollary 3.9. If Qt is a continuous positive deﬁnite matrix for all
t ≥ t0, assume, for each τ ≥ t0 and some λ > 1, that
lim sup
t→∞
1
tλ−1
∫ t
τ
s − τλQsds > λ
2
4λ− 1In (3.22)
and
lim sup
t→∞
1
tλ−1
∫ t
τ
t − sλQsds > λ
2
4λ− 1In (3.23)
Then every prepared solution of (3.21) is oscillatory.
4. EXAMPLES
Example 1. Consider the linear n× n matrix differential equation
X ′′t − 1
t
X ′t + 2
t2
Xt = 0 t ≥ t0 > 0 (4.1)
Then rt = 1 pt = − 1
t
 Qt = 2/t2In FX ′ = In GX =
X G−1X = In in (1.1).
It can be proved that (3.19) and (3.20) are satisﬁed for at = 1 for
A = B = In, and for some λ > 1; hence (4.1) is oscillatory.
In fact, Xt = sin lnt In is an oscillatory solution of (4.1).
Example 2. Consider the nonlinear n× n matrix differential equation
X ′′t + µ
t2
In + X ′t2Xt +X3t = 0 t ≥ t0 > 0 (4.2)
Then FX ′t = In + X ′t2 ≥ In GX = X + X3 G′X = In +
3X2 ≥ In. Then, for any λ > 1, we get from Corollary 3.8 that if
lim sup
t→∞
1
tλ−1
∫ t
τ
[
s − τλQs − In
1
4
(
λs − τ λ2−1)2
]
ds > 0 (4.3)
and
lim sup
t→∞
1
tλ−1
∫ t
τ
[
t − sλQs − In
1
4
(
λt − s λ2−1)2
]
ds > 0 (4.4)
then every prepared solution of (4.2) is oscillatory.
But (4.3) and (4.4) are equivalent to
lim sup
t→∞
1
tλ−1
∫ t
τ
s − tλ µ
s2
In ds =
µ
λ− 1In >
λ
4λ− 1In or µ >
λ2
4
>
1
4

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