A numerical method for solving linear elliptic PDE's using the local kernel theory that was developed for manifold learning is proposed. In particular, this novel approach exploits the local kernel theory which allows one to approximate the Kolmogorov operator associated with Itô processes on compact Riemannian manifolds without boundary or with Neumann boundary conditions. The advantage of this approach is that it only requires the embedded grid points on the manifold in contrast to the finite element methods which constructs an approximate solution on a finite element space of functions defined on a discrete surface (such as a triangulated mesh). Theoretical justification for the convergence of this numerical technique is provided under the standard conditions for the existence of the weak solutions of the PDEs. Numerical results on various instructive examples, ranging from PDE's defined on flat and non-flat manifolds with known and unknown embedding functions show accurate approximation with error on the order of the kernel bandwidth parameter.
Introduction
An important classical model in applied mathematics is the second order elliptic linear partial differential equations (see e.g., [1] ). This well-studied boundary value problem arises in various applications including the fluid flow, elasticity, electromagnetism, heat conduction [2] , neutron diffusion [3] , and probability theory [4] . The most popular numerical method used to approximate the solution of an elliptic PDE is the finite element method (FEM), which finds the weak solution using a Galerkin approximation (see e.g. [5] for one of the earliest papers on FEM). Recent works suggest that FEM is still the main numerical tool for solving the elliptic problem on smooth surfaces embedded in Euclidean space. For problems defined on smooth surface with nonzero curvature, the key idea is to approximate the solutions by solving the corresponding linear problem on a finite element space of functions defined on a discrete approximate (triangulated) surface (see e.g., [6, 7, 8] ).
In this paper, we develop a numerical method to solve the boundary value problem, (a + L)u = f, x ∈ M ∂ ν u | ∂M = 0,
where M ⊆ R n is a compact d-dimensional smooth manifold, embedded in R n . We note that the the proposed method also valid for manifold without boundary. In (1) , the term a (by an abuse of notation) denotes the multiplication operator by a scalar function a : M → R, and the differential operator L is the backward Kolmogorov operator of Itô diffusion,
where ∇ denotes the gradient, ∇ i denotes the covariant derivative in the ith direction, and ∇ i ∇ j denotes the components of the Hessian operator. Here the differential operators and the dot product are defined with respect to the Riemannian metric inherited by M from R n . The differential operator L involves a vector field b : M → R d and a symmetric diffusion tensor c : M → R d × R d . Our approach is based on the diffusion maps operator estimation technique originally developed for manifold learning [9, 10] . The main idea of diffusion maps is to use the available data on the manifold M ⊆ R n to approximate the Laplacian operator ∆ defined with respect to the sampling measure of the data. Technically, the diffusion maps algorithm approximates this second-order differential operator using a local integral operator with exponentially decaying kernels. Recently, a local kernel theory [11] was developed to extend the diffusion maps algorithm to estimate non-symmetric diffusion operator, L, in (2) . While the focus of manifold learning is to use the leading eigenfunctions of the symmetric operator, L + L * , as an isometric embedding to describe the manifold M, we propose to apply the local kernel theory to solve the boundary value problem described in (1) . To formalize this idea, we will discuss the well-posedness of the approximate linear problem and the convergence of the solution operator. As we shall see, this method only requires either the embedded data on the manifold or the natural embedding of the manifold. In contrast, the classical FEM requires a mesh generation method (see e.g., [12] for a review). This dependence is because the FEM approximates the solution on a finite element space of functions, defined on a discrete approximation (meshes) of the surface [6] .
The remainder of this paper is organized as follows: In Section 2, we review the local kernel theory and formulate our approach. In Section 3, we discuss the convergence of the proposed local integral approximation and the numerical discretization. In Section 4, we provide numerical demonstrations of the method on several examples. Finally, we close the paper with a short summary in Section 5.
Approximating the differential operator with a local integral operator
In this section, we briefly review the relevant results from [10] that serve as the foundation for the numerical approach proposed in this paper. In particular, we review an asymptotic expansion that allows one to approximate the differential operator L (as well as L * ) with a local integral operator. Let M ⊆ R n be a d−dimensional manifold embedded in R n via the embedding function ι : M → R n . For simplicity we abuse the notation x ∈ M (instead of using ι −1 (x)) to denote points on the manifold with ambient coordinate representation x ∈ R n , but we will clarify which coordinate we are referring to in each of the following definition below. We define the prototypical kernel, K :
which is a local kernel. That is, there exists constants c, σ > 0 and a vector field B : R n → R n independent of such that
for all x, z ∈ R n . It is clear from the above that the prototypical kernel in (3) evaluates points on the manifold in the ambient coordinate, x, y ∈ R n . Let B : R n → R n and C :
where the Jacobian Dι(x) is a map that takes vectors in
n ∼ = R n and † denotes the pseudo-inverse. Then the zeroth, first, and second moments of the kernel are given through the following limits:
Here, notice the abuse of notations in m, b, and c which are functions of intrinsic coordinates as denoted in Section 1; that is, m(
, and c(x) := c(ι −1 (x)). In these limits, vectorẑ = (z, 0) ∈ R n is equal to z ∈ R d onto T x M and 0 in the orthogonal directions. For the prototypical kernel defined in (3), one can deduce that the normalization constant m(x) = (2π) d/2 det(c(x)) 1/2 . The main result from [10] used in this paper is that for any f ∈ C 3 (M), the asymptotic expansion,
holds when M has no boundaries or when M has boundary and f satisfies the Neumann boundary conditions ∂ ν f | ∂M = 0, where ∂ ν is the normal derivative.
From (6), we can approximate the normalization constant m(x) using
For notational convenience, we define a normalized kernel:
Using (6) and (7), we can show that
which shows that the differential operator L can be pointwise approximated by the following Fredholm integral operator of the second kind:
Here (and in the remainder of this paper), the notation I denotes an identity operator. The adjoint operator
can also be estimated using almost the same procedure. In particular, one can show that the adjoint of (6) yields,
and (8), (9) , and (10) are replaced subsequently by
Note that the asterisk in the above are choices in notation and, while G * is the adjoint of G with respect to
The goal of manifold learning is to find a set of (basis) functions to describe the manifold from available data points x i that lie on the manifold M. The local kernel theory introduced in [10] is a generalization of diffusion maps, a nonlinear manifold learning technique [9] . For the diffusion maps algorithm, the procedure above is carried out with B(x) = 0 and C(x) = I(x). The result is an adjoint negative-definite Laplace-Beltrami operator L in an appropriate Hilbert space. In this case, the eigenfunctions of L form an orthonormal basis and the first few leading eigenfunctions, appropriately scaled to preserved the diffusion distance, are used as an isometric embedding to represent the manifold. In the case of a nonzero vector field b and anisotropic diffusion tensor c, the resulting operator L is not self-adjoint. In [10] , eigenfunctions of the self-adjoint operator L + L * are considered for manifold learning. It should be noted that the evaluation of the prototypical kernel in (3) requires the knowledge of either the intrinsic representation b and c together with the embedding function ι or the ambient representation B and C as shown in (4)- (5).
In this paper, we approximate the solution of the boundary value problem in (1) using the integral operator in (10) . To formalize the approach, we now discuss the convergence of this approximation under standard conditions for the existence of the weak solutions of on (1).
Approximate Linear Problem
In this section, we discuss the properties of the approximate linear problem,
and how they relate to the solution of the linear problem in (1). Specifically, we discuss the convergence of the approximate solution of (14) to the exact solution (1) under the assumption that the latter exists and unique in Section 3.1. Subsequently, we discuss the minimum norm solution when the linear problem has non-unique solutions in Section 3.2. We close this section by discussing the discrete approximation of (14) and describing the detailed of the algorithm for implementation.
Convergence of the Approximate Solution
As noted in the introduction, we consider the boundary value problem in (1) under the standard assumption that L is uniformly elliptic with uniformly bounded coefficients. By the Fredholm alternative, a weak solution to (1) exists if and only if f ∈ N (L * ) ⊥ . Note that here and in the remainder of the paper N (L), R(L) denote the kernel and range of an operator L, respectively, and A ⊥ , A the orthogonal complement and closure of A, respectively. Furthermore, this solution is unique if the homogenous problem corresponding to (1) has only the trivial solution u ≡ 0 (see [13, 1] ). First, we show that a weak solution of the approximate problem in (14) is also a weak solution of (1) up to order . Proposition 1. For every > 0, let u be a weak solution of (14) with Neumann boundary conditions imposed in the case that M has boundary. Then u is a weak solution of (1) up to order .
Proof. We consider a ≡ 0. The proof for a ≡ 0 is entirely similar. Let φ ∈ C ∞ (M) and u a weak solution to (14) . Then
Here, we used the expansions (12) and (G 1)
Thus, up to order , u is a weak solution of (1) and the proof is complete.
This proposition also shows that L → L weakly as → 0. We can now prove the convergence of the approximate solution for well-posed linear problems:
Theorem 2. Assume L is uniformly elliptic with uniformly bounded coefficients and that a is defined such that L + aI is strictly negative definite operator. Then the approximate problem (14) also has a unique solution. For any > 0, if u is the solution of (14) and u is the solution of (1), then u converges weakly to u.
Proof. The assumption guarantees the existence of unique weak solution of (1). Since L is the generator of an ergodic Itô diffusion, then L is negative definite with zero as its the largest eigenvalue. Since L + aI is a strictly negative operator, then there exists
where we have used cauchy-schwarz and the fact that J is a compact operator with J ≤ 1. Thus, L + aI is strictly negative definite and by Theorem 5.12 in [13] the linear problem in (14) has a unique solution and the inverse operator (L + aI) −1 is bounded. Finally, if u is the solution of (14) and u the solution of (1), then
For w ∈ C ∞ (M), we can now deduce that,
where we have used the fact that adjoint of bounded linear operator exists and is also bounded and applied the Proposition 1 by noting that (L + aI) − * w ∈ C ∞ (M).
Minimum norm solution
In this section, we consider the case when a = 0 so that L is not invertible. In this case, the solutions of (1) and (14) can instead be studied via the Fredholm alternative. That is, due to the noninvertibility of L , we are in the second case of the Fredholm alternative: L u = f is solvable if and only iff ∈ ker(L * ) ⊥ . In this case the solution is not unique and the numerical solution of the integral equation will in general not depend continuously on the data. Classically, integral equations of this type have been solved in one of the following ways: (1) by replacing the kernel so that the equation has an exact solution, (2) by using iterative methods (such as conjugate gradient descent), (3) by restricting the solution to be of minimum norm [14] , or (4) by recasting the equation in a form that is uniquely solvable [15] . In this section, we will find the unique minimum norm solution to (14) using the generalized inverse L † of L . Basically, if we impose the restriction that the solution must have minimum norm, then the numerical solution will depend continuously on the data.
We first summarize (from [16] ) the relevant facts about the generalized inverse of a bounded linear operator. Let X, Y be Hilbert spaces. Then any bounded linear operator T : X → Y decomposes X and Y as
Defining P and Q to be the orthogonal projection onto N (T ) ⊥ , and N (T * ) ⊥ , respectively, we find that the problem T x = Qy has a solution for each y ∈ Y . The solution set is a convex subset of X and contains a unique element of minimum norm. The generalized inverse T † is defined as the linear operator that assigns to each y ∈ Y the element of minimum norm among those that solve T x = Qy. It may be the case that T † is not bounded. However, for operators with closed range, the generalized inverse is bounded. In our case, the operatorĜ − I, whereĜ is compact, has closed range so we are guaranteed the existence of a bounded generalized inverse operator L † . With this background, we can establish the following result:
⊥ and L is uniformly elliptic. Then u := L † f is a weak solution of (1) up to order .
We have shown that u is a weak solution of the approximate linear problem in (14) up to order . By Proposition 1, u is a weak solution of (1) up to order .
Discrete Approximation
Here we outline the procedure to construct a numerical approximationL of L in the case when the nodes, drift and diffusion tems are given either in the intrinsic coordinates of M with known embedding ι or in the ambient space with unknown embedding. The only difference between the two cases is that if the embedding is known then we can represent the solution in the intrinsic coordinates rather than in R n . However, in both cases, the kernel is formed by evaluating the nodes in R n . Note that we discretize continuous functions and tensors by representing them in the delta basis of the nodes and approximate integrals through using Monte-Carlo averages.
We first describe the approximation procedure in the first case under the simple setting when the d-dimensional manifold M is embedded in R n and (
n are uniformly spaced nodes. We discretize b(x) and c(x) as b(x i ) and c(x i ) for each i and lift these into R n using (4), (5) . We can now use the usual Monte-Carlo approach to approximateĜ : 4 Discretizing f (x) as the vector f , we can approximate J f (x i ) as the i th component ofĴ f whereĴ
5 Finally, L is approximated by the N × N matrix
where I N denotes an identity matrix of size N × N .
Since the kernel is exponentially decaying, it is usual practice to use a knearest neighbors algorithm to introduce sparsity into the matrix approximationK.
Following [17] , we can tune by defining Q( ) = 1 N 2 i,j K( , x i , x j ) and seaching for the region where log(Q( )) grows linearly. Empirical results suggest that the dimension d of M is approximated by
and we set to be the value corresponding the estimated d. Next, we relax the uniform spacing assumption and assume that (
n are sampled independently from a density q. Now L f (x) estimates L(f q) instead of Lf so the preceeding routine for numerically constructing L needs to be modified in order to debias this sampling effect. In the following, define the exponential kernel,
Let H f (x) = M h( , x, y)f (y) dy be the corresponding Fredholm operator.
It is important to note that in the following we use H 1(x) (and not G 1(x)) to eliminate biases induced by the sampling density of the nodes. Now we proceed as in the diffusion maps case (see [17] ):
1 Discretize h (x, y) as the N × N matrixĥ , respectively. Finally, an approximate solution to (1) is given by a solutionû of (â + L )u = f . For appropriateâ and ,â + L is invertible as discussed in Section 3.1, soû = (â + L ) −1 f . In the case thatâ + L is not invertible, we can form the pseudoinverse (â +L)
† to approximate the minimum norm solution of (14).
Numerical examples
In this section, we demonstrate the numerical performance of the local kernels method on various test examples. We begin with a simple example involving a linear differential equation on a flat domain [0, 1]. Subsequently we show numerical results involving variable coefficients differential equations on non-isometric embedded smooth manifolds, such as full and half ellipses in R 2 and full and half three-dimensional tori. Finally, we will show an example with unknown embedding where the function and data are given in the ambient coordinates.
Linear differential equations on [0, 1]
In this first example, we consider solving a linear Boundary Value Problem (BVP),
In this simple example, one can verify that for
the analytical solution for the BVP in (16) is u(x) = cos(2πx). For this problem, one can verify that L − 2I is invertible so the existence of the weak solution is guaranteed using the standard Lax-Milgram argument. In our numerical experiment, we apply the prototypical kernel in (3) with B(x) = C(x) = 1 and = 10 −6 . Under these specifications, we construct an N × N matrixL on N = 1000 equally spaced discrete points {x i = i/N } i=0,...,N on [0, 1]. For efficient computation, a sparse matrix representation of the prototypical kernel is generated by only evaluating it on k = 100 nearest neighbors (based on the usual Euclidean vector distance) of each x i .
In the remainder of this section, we will denote u and f as N −dimensional vectors whose ith components are, respectively, u(x i ) and f (x i ). In the top panel of Figure 1 , we compare (L − 2I N ) u with the analytic f . The error in the operator estimation is (L −2I) u− f ∞ = 5.6598. This large error occurs at the boundaries as expected since the asymptotic expansion in (6) only holds away from the boundary. Away from the boundaries, the differences between (L − 2I) u and f are on the order of 10 −4 − 10 −3 . In the bottom panel of Figure 1 , we compare the discrete estimateû = (L −2I) −1 f and the analytical solution u(x). In this case, the error of the approximate solution is u −û ∞ = 0.0066.
Variable coefficients differential equation on full and partial ellipses
In the second example, we consider solving the boundary value problem in (1) with a = 0 on an ellipse M ⊂ R 2 where the differential operator L is defined as in (2) with:
For this numerical demonstration, the ellipse is defined with the usual embedding function,
such that the Riemannian metric is given by a scalar component, g 11 (θ) = sin 2 θ + 4 cos 2 θ. For this example, L is not invertible since it has a zero eigenvalue with constant eigenfunction. For the problem to be well-defined, f has to satisfy the second Fredholm condition. To ensure this solvability condition, we set the true solution to be u(θ) = cos θ. With this function u, one can check that, is the Christoffel symbol of the second kind. So, the linear problem that solves for u given f in (20) is in the range of L that has non-unique solutions (since cos θ + d for any constant d are also solutions).
In the top panel of Figure 2 , we plot the analytical f in (20). In the same figure, we also plot the estimatedL u, where components of u are evaluated on equally angle distributed points {θ i = i 2π N } i=0,...,N −1 . In this numerical experiment, we set N = 1000 and the number of k nearest neighbor to be k = 200. Based on the automated bandwidth estimation [10] , we found that = 10 −4 is an adequate value for the prototypical bandwidth parameter. In fact, the same value of = 10 −4 will also be used in the Gaussian kernel that is used to estimate the sampling distribution, which will be used for the right normalization to compensate for the bias induced by nonuniform sampling distribution on the ellipse. Qualitatively,L u and f are in good agreement. Quantitatively, the error in uniform norm is L u− f ∞ = 0.0082. In the bottom panel of Figure 2 , we compare the estimated solution from the pseudo-inverse operation,L † f , with the analytical solution u. Notice the good qualitative agreement; the error in uniform norm is L † f − u ∞ = 0.0049. Now, we consider only a half ellipse domain where the embedding function in (19) is defined only on θ ∈ [0, π]. In this configuration, the solution that we are looking for, u(θ) = cos θ, satisfies the homogenous Neumann boundary condition. In this numerical simulation, we keep the same value of parameters as in the full ellipse case. The pointwise operator estimation (as shown in the top panel of Figure 3 ) is accurate away from the boundary. The corresponding error in uniform norm, L u − f ∞ = 0.1634, occurs near the zero boundary. In the bottom panel of Figure 3 , the estimated solution based on the pseudo-inverse operation, L † f − u ∞ = 0.0028. 
Variable coefficients differential equation on full and half tori
We consider solving an intrinsically two-dimensional boundary value problem in (1) with a = 0 on a three-dimensional torus M ⊂ R 3 where the differential operator L is defined as in (2) with:
Here, the torus is defined with the standard embedding function:
As in the previous example we design an analytic solution to this problem by setting u(θ, φ) = sin θ sin 2φ and calculating Lu. For this problem, it is easy to see that the Riemannian metric is
and the only nontrivial Christoffel symbols of the second kind are
With this information, the explicit expression for f in the rangle of L is given by
In our numerical implementation, we choose a set of uniformly distributed grid points {θ i , φ j } on [0, 2π] × [0, 2π], with i, j = 1, ..., 80 points in each direction resulting in a total of N = 6400 grid points. the matrixL is constructed with k = 128 nearest neighbors and = 0.0024 obtained from the automated -tuning algorithm given in [10] (and reviewed in the previous section). To compensate for the bias induced by non-uniform data points on the torus, we apply the right normalization (as discussed in Section 3.3) with sampling density estimated via a Gaussian kernel with bandwidth parameter 2 = 0.0179, which is also estimated using the automated -tuning algorithm of [10] . We also include a numerical simulation with a half torus. In this case, the manifold is defined via the embedding function in (22) with φ ∈ [0, π]. For this experiment, we use the same b and c as in (21). The only difference in the numerics is that the number of grid points corresponding to the φ coordinate is only 40, resulting in a total of N = 3200 grid points. Fixing k = 128 as before, the estimated epsilons are = 0.0026 and 2 = 0.0179. To satisfy the Neumann boundary conditions, we change the analytical solution to u(θ, φ) = sin θ cos 2φ. Figures 6 and 7 show the numerical estimates compared to the corresponding analytical solutions. In this case, notice a larger errors near the boundaries. Overall, the quality of the solutions degrade compared to the full torus example above with errors L u− f ∞ = 0.8008, and L † f − u ∞ = 0.0774, respectively.
An example on a manifold with unknown embedding
In this section, we apply the the local kernel method to solve where f (x, y, z) = sin arccos z
and the surface M ⊂ R 3 is a two dimensional closed manifold that is homeomorphic to the unit sphere, S 2 , with unknown embedding functions. The surface used in this section is from Keenan Crane's 3D repository [18] . In this example, we provide numerical estimates using the well-known finite element method (FEM) for diagnostic purposes since the analytic solution is not available. Numerically, we used the standard MATLAB PDE toolbox to implement the FEM.
For the local kernel method, we discretize the PDE problem in (26) on the given nodes (in this case 2930 points). On the other hand, the FEM solves the PDE on a finite element space generated by the MATLAB PDE toolbox generatemesh function, which produces a set of interpolated triangulated meshes with nodes that are different than the given (original) nodes. In particular, we apply generatemesh by setting the maximal element size to be .01 and the geometric order to be linear. This resulted in approximately 5 × 10 6 elements and 10 6 nodes. In Figure 8 , we compare the solutions from the local kernel method and the FEM. For the local kernel method, the numerical solution is plotted as a function of the original nodes and for the FEM, the approximate solution is plotted as a function of the closest FEM nodes to each of the original 2930 nodes. Numerically, we use a k-nearest neighbor algorithm with k = 1 to find each of the closest nodes. In this numerical result, the maximum distance between the nearest FEM nodes and the original nodes was .0074. We also plot the absolute difference between the two solutions as a function of the original nodes. The absolute maximum difference between the solutions corresponding to these nodes is .0546, which is on the order of the tuned epsilon, .01. Notice the larger discrepancy occurs at the areas of higher curvature. This example suggests that even when the embedding function of a manifold is not known, the local kernels technique can be used to approximate the solution to (1) when all the relevant information is specified in ambient coordinates.
Summary and discussion
In this paper we used the local kernels method, a recently developed generalization of the diffusion maps algorithm [11] , to approximate solutions of linear elliptic PDE's on compact Riemannian geometry (with Neumann boundary condition if the manifold has boundaries). Theoretically, we show the convergence of the approximate solution under the classical wellposedness conditions of the boundary value problem (1). Furthermore, when the linear problem has non-unique solutions, we showed that the minimum norm solution solves the PDE in (1) under the Fredholm alternative's second solvability condition. Numerically, we tested the local kernels technique on various variable coefficient linear PDE's on flat and non-flat manifolds with known embedding functions, including a closed interval, full and half ellipse, and two-dimensional full and half torus. In these instructive examples, where the analytical solution exists, we found that our approximate solution error is of the order of the kernel bandwidth parameter. Additionally, we also tested our method on a two-dimensional closed manifold that is homeomorphic to a sphere with unknown embedding functions. In this case, we found that our approximate solution is close to the solution obtained from the FEM. The highest discrepancies between the two solutions are in the areas of high curvature.
While this results are encouraging, this approach has several limitations. Most notably, it is unclear how to extend this technique to approximate nonlinear differential operators. Second, as of yet, extension of the technique to incorporate boundary conditions other than Neumann requires further investigation. The local kernel method is also less accurate at the boundary of a manifold and is consequently more suited for application on closed manifolds. Furthermore, while the local kernels algorithm is simple to implement, this method is an order-one scheme and it is unclear how to increase the accuracy.
