We give a proof of a formula for the trace of self-braidings (in an arbitrary channel) in UMTCs which first appeared in the context of rational conformal field theories (CFTs) [Ban97] . The trace is another invariant for UMTCs which depends only on modular data, and contains the expression of the Frobenius-Schur indicator [NS07] as a special case. Furthermore, we discuss some applications of the trace formula to the realizability problem of modular data and to the classification of UMTCs.
Introduction
The formula for the Frobenius-Schur indicator in rational CFT appears in the work of [Ban97, Eq. (1)] without proof. The author only shows that the possible values are 0, ±1 and that they fit with self-conjugacy, reality or pseudo-reality properties of primary fields. Afterwards, [NS07, Sec. 7] derived the same formula as a special case of "higher degree" indicators, in the more general context of modular tensor categories (MTCs). We give here a proof, in the case of unitary MTCs (UMTCs), which has the advantage of being simpler and closer to the lines of Bantay. In doing so, we also prove a more general formula, cf. [Ban97, Eq. (3)], which expresses the trace of the self-braidings ε a,a in an arbitrary "channel" c ≺ a × a (not only c = id as one needs for the determination of the Frobenius-Schur indicator). All these formulas have the remarkable property of depending only on modular data. In particular, using the trace of self-braidings, we show that the braiding in a UMTC is uniquely determined when the underlying unitary tensor (fusion) structure (UFTC) and the modular data are given.
Bantay's trace
Let C be a UMTC. We denote by n+1 the rank of C, by ∆ and N respectively its spectrum (set of unitary isomorphism classes of irreducible objects) and fusion rules, and by S and T its modular matrices. The numerical invariants {n, ∆, N, S, T } are the modular data of C, and recall that they can be recovered by either {S, T } or {N, T } alone, due to the constraints imposed by modularity. In particular, the dimensions d i and phases ω i of the sectors [a i ] are given by d i = S 0,i /S 0,0 and ω i = T i,i /T 0,0 . We refer to [BK01] , [Müg10] , [EGNO15] for more explanations of terminology and results on UMTCs, and to [Gio16] for our precise conventions in the widely-used string diagrammatics employed below. 
where t e k , e = 1, . . . , m is a linear basis of Hom C (a k , a i × a i ) of orthonormal isometries in the sense that (t In particular, for k = 0, ν i := ω i τ 0,i is the Frobenius-Schur indicator, which takes the values 0, +1 or −1 (cf. [Ban97] 
Proposition 2.3. Let C be a UMTC. The invariants τ k,i can be expressed in terms of modular data, namely
for every i, k = 0, . . . , n. In particular, for every i = 0, . . . , n we have
Remark 2.4. Notice that equation (1) In the special case of equation (2), which coincides with Bantay's expression [Ban97, Eq. (1)] for the Frobenius-Schur indicator, the complex conjugation is irrelevant because k = 0 is self-conjugate.
Proof. The following argument makes clear the advantages of using the stringdiagrammatical notation, indeed the proof written with usual sums, compositions and products of morphism would be (to us) almost unreadable.
Assume first that m > 0. Using string diagrammatics, the trace is
We write by the trace property. Invertibility of the S matrix (equivalent to modularity of C by [Reh90, Sec. 5]), or better S 2 = C, gives β=0,...,n S α,β S β,k = δ α,k for every α = 0, . . . , n, hence the previous line can be rewritten as , runs over orthonormal bases of isometries in Hom C (a α , a i × a i ), whenever N α ii > 0, which are in addition mutually orthogonal. The r.h.s. is obtained by definition of S α,β = |σ| −1 Y α,β , opening the α-ring up to multiplication with d α . This previous insertion procedure is usually referred to as "killing-ring", after [BEK99] . Notice also that d α = d α . By naturality and multiplicativity of the braiding we get
where the equality comes from summing over f,α t
Expanding the killing ring we obtain
This follows from the formula [Reh90, Eq. (2.30)] for the coefficients of the monodromy, which are invariant and depend only on modular data (phases). Similarly we get
where β, γ, η run over the spectrum of C and g, h run over bases of isometries. The crucial step is to rewrite the previous (by naturality and multiplicativity of the braiding) as 
by Frobenius reciprocity, hence
after changing the names of the summation indices, using S β,k = S β,k and the definition of S γ,0 . In the case m = 0 we have τ k,i = 0 by definition, and the only element in Hom C (a k , a i × a i ) is the zero morphism. Anyway one can repeat the proof with t k = 0, which is soon absorbed in the summation exploiting modularity of C, i.e., S 2 = C. So we have shown (1) in either case. The proof of (2) now follows by noticing that S β,0 is real, because k = 0 is self-conjugate, and we are done.
While to our knowledge there is no proof in any context of equation (1) for the traces of self-braiding intertwiners, the equation (2) for the FrobeniusSchur indicator has already been considered and derived in more abstract tensor categorical and Hopf-algebraic settings. See [NS07, Thm. 7.5, Rmk. 7.6] for its first appearance in the context of MTCs, [Wan10, Thm. 4 .25] for a proof using string-diagrammatical calculus, [Ng12] for an overview on Frobenius-Schur indicators in Hopf algebras, and [Bru13, Thm. VI.1.3] for a generalization to self-conjugate objects in premodular categories.
Remark 2.5. It is interesting to notice that the S and T matrices employed in [Ban97] are those arising from the modular transformations of the Virasoro characters in CFT, see [Ver88] . On the other hand, our present proof holds for UMTCs, where the S and T matrices are defined using left inverses and braidings, as in [Reh90] . Both versions of S, T represent the modular group and diagonalize the fusion rules. The equality of the expressions appearing in either case (up to Remark 2.4) is another hint in the direction that the two versions should coincide, despite a proof of the very existence of a modular transformation law for characters in general rational CFT is still missing. Remark 2.6. We also stress that Proposition 2.3 expresses characteristic features of UMTCs rather than rational CFTs, and that they should be attributed to the former, e.g., when classification issues are concerned. It is well-known that different CFTs can give rise to equivalent UMTCs (as abstract braided tensor categories), e.g., by taking tensor products with 'holomorphic' nets. This 'degeneration' problem is investigated in [GR15] in the language of Algebraic QFT, where a clear distinction between rational CFTs (described as Haag-Kastler nets) and the associated UMTCs (given by the respective categories of DHR representations) can be made. In AQFT, rationality = modularity of the representation category is a consequence of natural structure assumptions on the local observables [KLM01, Cor. 37]. (where ± depends also on the choice of the square root), namely A fortiori the integrality properties on products of ω i and τ k,i listed above are independent as well.
On the classification of UMTCs
We want to address the question whether the modular data of a UMTC C uniquely determine its unitary braided tensor equivalence class, i.e., completeness of the set of numerical invariants. The answer is expected to be positive among experts, see, e.g., [RSW09] .
In this note, using Proposition 2.3, we show that in a UMTC C the R-matrices (see [FRS92, Sec. There is a suitable choice of orthonormal bases of isometries t 
where
, whose dimensions are fixed by the modular data.
Proof. By definition, the entries of R c,ab and R 
In particular, there is only one independent R-matrix for every triple (a, b, c) , namely R c,ab , irrespectively of the choice of the bases of isometries.
If a = b we can choose t e c,ab and t f c,ba independently and in such a way that R c,ab is diagonal and equal to the scalar matrix (
and (4) is proved. The situation is more complicated when a = b. In that case we can choose a basis t e c,aa which diagonalizes R c,aa and by (6) we know that the only two possible eigenvalues are ±ω It is well known that the simultaneous knowledge of the (braiding) Rmatrices and of the (fusion) F -matrices, in some choice of bases, completely determines a UMTC up to unitary braided tensor equivalence, see [DHW13, Prop. 3 .12] for a detailed proof. In view of Proposition 3.2 we can make the following observation:
Remark 3.3. Let C be a UMTC with modular data {n, ∆, N, S, T } and choose bases of isometries in Hom C (c, a × b) such that the R-matrices {R c,ab } are given as in Proposition 3.2. Then every other UMTC with the same modular data as C (we know by [ENO05] that there are finitely many candidates up to unitary braided tensor equivalence) arises as a solution of the polynomial equations F F = F F F , F RF = RF R, F R −1 F = R −1 F R −1 (omitting indices, see [FRS92] , [DHW13] ). The first set of equations corresponds to the pentagonal diagrams defining the tensor structure, the second and third to the hexagonal diagrams defining the braiding (also known as braiding-fusion equations 1 ). The latter provide a system of polynomial constraints on the set of possible tensor structures (specified by F ) that are compatible with the modular data (which determine R in the sense of Proposition 3.2). Now, let C 1 and C 2 be two UMTCs having the same modular data and the same (or equivalent) underlying unitary fusion structure. Again in view of Proposition 3.2 it is natural to ask if they are necessarily equivalent as UMTCs.
As a first step, using the information on the 'spectrum' of the braiding contained in the modular data, we can say the following Proposition 3.4. Let C 1 and C 2 be two UMTCs with the same underlying strict UFTC structure, i.e., C 1 = (C, ×, id, ε), C 2 = (C, ×, id, ε), where × and id denote respectively the tensor multiplication and tensor unit. Assume that C 1 and C 2 have the same modular data. Then C can be equipped with another (equivalent, but non-strict) UFTC structure (C, ×, α, id) having tensor multiplication × and associator α, where the equivalence is of the form (Id, U, 1).
Moreover, ε is a braiding on (C, ×, α, id), and (Id, U, 1) : (C, ×, id, ε) → (C, ×, α, id, ε) is a unitary braided tensor equivalence.
Proof. Choose representatives a, b, c, . . . in each unitary isomorphism class of irreducible objects. As in the proof of Proposition 3.2, we know that the spectrum of the monodromies and self-braidings is fixed (including multiplicities) by the modular data. Hence for every pair (a, b) we have unitaries U a,b ∈ Hom C (a×b, a×b), U b,a ∈ Hom C (b×a, b×a), U a,a ∈ Hom C (a×a, a×a),
uniquely determined up to left multiplication with unitaries that commute with the respective monodromy or self-braiding. We can arrange them in such a way that, in addition,
1 Some authors, e.g., [MS88] , use instead braiding matrices B depending on six sectors, that are related to R (schematically) by B = F −1 RF , such that the braiding-fusion relations take the form F B = BBF . The present R matrices encode only the independent information about the braiding beyond the fusion.
is a commutative diagram. The unitaries U can be extended to arbitrary pairs of objects in C, expressing them as direct sums of irreducibles in the previous choice of representatives and choosing orthonormal bases of isometries realizing the direct sums. It is easy to see that the U are well-defined (independent of the choice of bases of isometries), unitary, natural and make the diagrams (7) commute for every a, b in C.
As observed in [Sch01, Lem. 3.1] there is a unique UFTC structure on C such that (Id, U, 1) : (C, ×, id) → (C, ×, α, id) is a unitary tensor equivalence, where the associator α is defined by the left vertical arrow in the diagrams below, such that As a second step, one would like to understand up to which extent, in the assumptions of Proposition 3.4, the information on the R-matrices given by the modular data can be used to construct an actual braided tensor equivalence between C 1 and C 2 . However, Ocneanu rigidity (i.e., the vanishing of the Davydov-Yetter cohomology, see [ENO05, Sec. 7] , [Kit06, Sec. E.6]), poses a serious obstruction in this direction, namely On one hand, the results of this section say that two UMTCs C 1 and C 2 having the same modular data also have "the same braiding", or better the same R-matrices in a suitable choice of orthonormal bases of isometries both in C 1 and C 2 (Prop. 3.2). On the other hand, if we fix the tensor structure and try to make the previous statement more functorial by constructing a unitary braided tensor equivalence (using the modular data via the trace formula of Prop. 2.3, with underlying functor the identity), it turns out that this is only possible when the two braidings actually coincide (Prop. 3.5).
Roughly speaking, this pushes the classification problem of UMTCs by means of their modular data back to the question on how can the tensor structure itself be read off the modular matrices S, T .
