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SUPER DUALITY AND KAZHDAN-LUSZTIG POLYNOMIALS
SHUN-JEN CHENG, WEIQIANG WANG, AND R.B. ZHANG
Abstract. We establish a direct connection between the representation theo-
ries of Lie algebras and Lie superalgebras (of type A) via Fock space reformu-
lations of their Kazhdan-Lusztig theories. As a consequence, the characters of
finite-dimensional irreducible modules of the general linear Lie superalgebra are
computed by the usual parabolic Kazhdan-Lusztig polynomials of type A. In
addition, we establish closed formulas for canonical and dual canonical bases for
the tensor product of any two fundamental representations of type A.
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1. Introduction
1.1. Background. Since the classification of finite-dimensional complex simple
Lie superalgebras by Kac [K1], there has been an enormous amount of literature
devoted to the representation theory of Lie superalgebras, in particular that of
the general linear superalgebras gl(m|n) over C (cf. [BL, BR, Br1, Br2, CW, CZ,
JHKT, JZ, K2, Ku, PS, Se1, Se2, Sv, Zou] and the references therein). While
having many similarities with the representation theory of Lie algebras, it was
soon realized however that the study of representations of Lie superalgebras is in
general very different and difficult: often a given method borrowed from semisimple
Lie algebras (e.g. Borel-Weil construction, Weyl characters, etc.) can only cover
limited classes of representations. In the case when a weight λ is typical, the
irreducible highest weight module Ln(λ) of gl(m|n) coincides with the so-called
Kac module, whose character was obtained in [K2].
For the study of representation theory of reductive Lie algebras, the Kazhdan-
Lusztig (KL) theory [KL] has proved to be an extremely powerful tool. The
Kazhdan-Lusztig conjecture which expresses the characters of irreducible modules
of a simple Lie algebra in terms of KL polynomials has been established indepen-
dently in [BB, BK]. A decade ago, the idea of KL theory was applied by Serganova
[Se1, Se2] (with a mixture of algebraic and geometric technique) to offer a complete
solution to the longstanding problem of finding the characters of finite-dimensional
irreducible modules of gl(m|n).
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Recently, partly inspired by the ideas of Lascoux, Leclerc and Thibon [LLT],
Brundan [Br1] offered a very different, purely algebraic, elegant Fock space ap-
proach to the irreducible character problem for gl(m|n). Brundan’s Fock space1
Em|n := ΛmV⊗ ΛnV∗,
where V (respectively V∗) is the natural (respectively dual) module of the quantum
group U = Uq(sl(∞)), affords several bases such as the monomial basis and the
Kashiwara-Lusztig (dual) canonical bases ([Lu1, Kas, Lu2]). Brundan computed
the transition matrices of KL polynomials between the (dual) canonical basis and
the monomial basis for Em|n, and further established in terms of the KL polynomials
the character formulas of the irreducible modules and of the tilting modules in
the category O+m|n of finite-dimensional modules of gl(m|n). (We will denote by
O++m|∞ an analogous category, see Section 3). His definition of KL polynomials was
also shown to coincide with the one given originally in [Se1, Se2] and it has a
cohomological interpretation in the sense of Vogan [Vo] (also cf. [CPS], [Zou]).
The category O+
m|n is reminiscent of the parabolic category O
+
m+n of gl(m+ n)-
modules which has been well studied in the literature (cf. e.g. [CC, Deo, ES]; see
Section 5 for a precise definition, where an analogous category O++m+∞ of gl(m+∞)-
modules is also defined). Kac modules of gl(m|n) can be viewed as super analogues
of generalized Verma modules. The differences between the categories O+m|n and
O+m+n are however rather significant: a block in O
+
m|n usually contains infinitely
many simple objects, and it is controlled by the group Sm|n = Sm × Sn and odd
reflections (as demonstrated in [Se1]). On the other hand, a block in O+m+n contains
finitely many objects and it is controlled by the Weyl group Sm+n. In the category
O+m+n tilting modules are usually different from the projective modules [CoI]. In
contrast, the tilting modules in O+m|n coincide with the projective covers of the
simple modules [Br1].
1.2. The main results. This paper provides for the first time a direct connection
between the representation theories of Lie algebras and Lie superalgebras of type A
via a Fock space reformulation of the Kazhdan-Lusztig theory. Motivated by [Br1]
(also see [LLT]), we reformulate the KL theory for the category O+m+n in terms of
the canonical and dual canonical bases on the Fock space
Em+n := ΛmV⊗ ΛnV
via the Schur-Jimbo duality [Jim]. Brundan, via personal communication, has
informed us that he was aware of this. Our key starting point here is that one has
to take the limit n → ∞ in order to make a precise connection with the category
O+m|n. Let us summarize our main results.
• There exists a U-module isomorphism of Fock spaces of semi-infinite q-
wedges Λ∞V ∼= Λ∞V∗. This induces a U-module isomorphism
♮ : Êm+∞
∼=
−→ Êm|∞,
1In [Br1], the roles of V and V∗ are switched; but this is not essential.
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which commutes with the bar involutions on Êm+∞ and Êm|∞2. It follows
that the map ♮ sends the monomial, canonical, and dual canonical bases
for Êm+∞ to the corresponding bases for Êm|∞ (Theorem 6.7).
• We obtain closed formulas for the transition matrices among the canonical,
dual canonical, and the monomial bases in Em+n. Our formulas generalize
those of Leclerc-Miyachi [LM] and our method is inspired by [Br1, LM]. We
introduce the truncation maps and use them to show that the combinatorics
of the (dual) canonical bases for Êm+∞ (respectively Êm|∞) is equivalent to
those of Em+n (respectively Em|n) for all n. As a consequence, the Brundan-
Serganova KL polynomials for gl(m|n) are exactly the usual parabolic KL
polynomials of type A. (See Remark 6.11).
• We establish an isomorphism of Uq=1-modules between E
m+n|q=1 and the
rational Grothendieck group of O+m+n, where the Chevalley generators act
via the translation functors and the canonical, dual canonical, and mono-
mial bases are identified with the tilting, irreducible, and the generalized
Verma modules, respectively.
• The tilting modules for the categories O+m|n are shown to be compatible
under the truncation functor (see Definition 3.4), and then are ‘glued’ to-
gether into a module in the category O++m|∞ which is shown to be a tilting
module. There exists a natural isomorphism of the Grothendieck groups
of O++m+∞ and O
++
m|∞ that matches the tilting, generalized Verma, and irre-
ducible modules with the tilting, Kac, and irreducible modules, respectively.
This isomorphism (called Super Duality) is shown to be compatible with
tensor products. The categories O++m+∞ and O
++
m|∞ are conjectured to be
equivalent.
1.3. Further relations to other works. The results of this paper in addition
provide conceptual clarification of various results and empirical observations in the
literature. Here are a few examples.
For a given positive integer n, let λ = (λ−m, · · · , λ−1, λ1, · · · , λN) be a partition
with λ1 ≤ n, and let λ
♮ = (λ−m, · · · , λ−1, λ
′
1, · · · , λ
′
n), where (λ
′
1, · · · , λ
′
n) denotes
the conjugate partition of (λ1, · · · , λN). A classical result of Sergeev [Sv] says
that the irreducible gl(m|n)-modules with highest weights λ♮ associated to such
partitions are exactly those appearing in the tensor powers of the natural module
Cm|n. Our duality implies that the character of the irreducible gl(m|n)-module
Ln(λ
♮) is given by the hook Schur polynomial, which were obtained via different
approaches in [Sv] and [BR].
For a given partition λ as above, since the irreducible gl(m+N)-module LN(λ)
admits the Weyl character formula, our duality results imply immediately that the
irreducible gl(m|n)-module Ln(λ
♮) affords a Weyl-type character formula. This
recovers and explains the results of [CZ].
2The hat here stands for a certain topological completion. Here we will be slightly imprecise by
ignoring various topological completions for the sake of simplicity. These will be made rigorous
later on.
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Our results also provide a conceptual explanation of the similarity, observed in
[LM], of the formulas loc. cit. with the ones in [Br1] that the number of monomial
basis elements appearing in a canonical basis is always a power of 2. The combina-
tion of our stability and duality results explain when and why these two seemingly
unrelated calculations yield the same results, and the truncation maps explain how
to make sense of the difference when some terms are missing.
We believe that the duality principle between Lie algebras and Lie superalge-
bras, formulated and established here for type A, provides a new approach to the
representation theory of Lie superalgebras and should be applicable to more gen-
eral module categories and other types of Lie (super)algebras. It would also be
interesting to extend this to the positive characteristic case (c.f. [Ku]). We intend
to address these issues in sequels to this paper.
1.4. Organization and Acknowledgments. The paper is organized as follows.
In Section 2 we set up the basics on (dual) canonical bases on Fock spaces. We
introduce the truncation maps between Fock spaces and show the bar involution
commutes with the truncations. Section 3 addresses the representation theory of
gl(m|n) and gl(m|∞). In Section 4, we formulate and establish closed formulas for
(dual) canonical bases on Fock spaces Em+n and Êm+∞. In Section 5 we reformulate
a parabolic KL theory for the representations of gl(m + n) in terms of the Fock
space Em+n. In Section 6 we establish the isomorphism of the Fock spaces and the
isomorphism of Grothendieck groups with favorable properties.
The first and third authors thank University of Virginia for hospitality and
support. The first author is supported by an NSC grant of the R.O.C. and is
a member of the NCTS Taipei Office and the Tai-Da Institute for Mathematical
Sciences, while the second author is supported by NSF. We thank Jon Brundan for
helpful comments and references, and Bernard Leclerc for the very interesting and
helpful reference [LM]. We thank Leonard Scott for helpful consultations on the
KL theory. Finally we are greatly indebted to an anonymous expert for numerous
thoughtful suggestions, criticism, and corrections that have resulted in this greatly
improved version. Notation: N = {0, 1, 2, · · · }.
2. Basic constructions of Fock spaces
2.1. Basics on quantum groups and the Iwahori-Hecke algebra. The quan-
tum group Uq(gl(∞)) is the Q(q)-algebra generated by Ea, Fa, K
±
a , a ∈ Z, subject
to the relations
KaK
−1
a = K
−1
a Ka = 1, KaKb = KbKa,
KaEbK
−1
a = q
δa,b−δa,b+1Eb, KaFbK
−1
a = q
δa,b+1−δa,bFb,
EaFb − FbEa = δa,b(Ka,a+1 −Ka+1,a)/(q − q
−1),
EaEb = EbEa, FaFb = FbFa, if |a− b| > 1,
E2aEb + EbE
2
a = (q + q
−1)EaEbEa, if |a− b| = 1,
F 2aFb + FbF
2
a = (q + q
−1)FaFbFa, if |a− b| = 1.
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Here Ka,a+1 := KaK
−1
a+1, a ∈ Z. Define the bar involution on Uq(gl(∞)) to be
the anti-linear automorphism − : Ea 7→ Ea, Fa 7→ Fa, Ka 7→ K
−1
a . Here by
anti-linear we mean the automorphism of Q(q) given by q 7→ q−1.
Let V be the natural Uq(gl(∞))-module with basis {va}a∈Z and W := V
∗ the
dual module with basis {wa}a∈Z such that wa(vb) = (−q)
−aδa,b. We have
Kavb = q
δabvb, Eavb = δa+1,bva, Favb = δa,bva+1,
Kawb = q
−δabwb, Eawb = δa,bwa+1, Fawb = δa+1,bwa.
Following [Br1] we shall use the co-multiplication ∆ on Uq(gl(∞)) defined by:
∆(Ea) = 1⊗Ea + Ea ⊗Ka+1,a,
∆(Fa) = Fa ⊗ 1 +Ka,a+1 ⊗ Fa, ∆(Ka) = Ka ⊗Ka.
We let U = Uq(sl(∞)) denote the subalgebra with generators Ea, Fa, Ka,a+1, a ∈ Z.
For m ∈ N, n ∈ N∪∞, we let I(m|n) := {−m,−m+1, · · · ,−1}∪{1, 2, · · · , n}.
Denote by Sm+n the symmetric group of (finite) permutations on I(m|n), and
Sm|n its subgroup Sm × Sn. Then Sm+n is generated by the simple transpositions
s−m+1 = (−m,−m + 1), . . . , s−1 = (−2,−1), s0 = (−1, 1), s1 = (1, 2), . . . , sn−1 =
(n− 1, n) and Sm|n is generated by those si with i 6= 0.
The Iwahori-Hecke algebra Hm+n is the Q(q)-algebra with generators Hi, where
−m+ 1 ≤ i ≤ n− 1, subject to the relations (Hi − q
−1)(Hi + q) = 0, HiHi+1Hi =
Hi+1HiHi+1, HiHj = HjHi, for |i− j| > 1. Associated to x ∈ Sm+n with a reduced
expression x = si1 · · · sir , we define Hx := Hi1 · · ·Hir . The bar involution on Hm+n
is the unique anti-linear automorphism defined by Hx = H
−1
x−1
for all x ∈ Sm+n.
We denote by Hm|n the subalgebra generated by those Hi with i 6= 0, that is Hm|n
is the Hecke algebra corresponding to Sm|n. Denote by w0 the longest element in
Sm|n, and let Ĥ0 :=
∑
x∈Sm|n
(−q)ℓ(x)−ℓ(w0)Hx.
2.2. The spaces Λ∞V, Em+n and Em+∞. Let P be the free abelian group with
basis {ǫa|a ∈ Z} equipped with a bilinear form (·|·) for which the ǫa’s are orthonor-
mal. We define a partial order on P by declaring ν ≥ µ for ν, µ ∈ P if ν − µ is a
non-negative integral linear combination of ǫa − ǫa+1, a ∈ Z. For n ∈ N ∪∞, we
let Zm+n or Zm|n be the set of integer-valued functions on I(m|n). Define
wtǫ(f) :=
∑
i∈I(m|n)
ǫf(i), for f ∈ Z
m+n. (2.1)
For a finite n consider Tm+n := V⊗(m+n), where we adopt the convention that
the m+ n tensor factors are indexed by I(m|n). Similar conventions will apply to
similar situations below. For f ∈ Zm+n, let
Vf := vf(−m) ⊗ · · · ⊗ vf(−1) ⊗ vf(1) ⊗ · · · ⊗ vf(n).
Let Hm+n act on T
m+n on the right by:
VfHi =
 Vf ·si , if f < f · si,q−1Vf , if f = f · si,
Vf ·si − (q − q
−1)Vf , if f > f · si.
(2.2)
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The Bruhat ordering ≤ on Zm+n comes from the Bruhat ordering on Sm+n, which
is the transitive closure of the relation f < f · τij if f(i) < f(j), for i, j ∈ I(m|n)
with i < j. Here and further τij denotes the transposition interchanging i, j. The
algebra U acts on Tm+n via the co-multiplication ∆.
Lemma 2.1. [Jim] The actions of U and Hm+n on T
m+n commute with each other.
Different commuting actions of U and the Hecke algebra on a tensor power of
V were used in [KMS] to construct the space ΛnV of finite q-wedges and then the
space of infinite-wedges by taking the limit n → ∞ appropriately. These spaces
carry the action of quantum affine algebras as well as the action of U (as a limiting
case). The constructions in loc. cit. carry over using the above actions of U and
the Hecke algebra as formulated below, and we refer to loc. cit. for details.
One can think of ΛnV either as the subspace imĤ0 or the quotient T
n/ ker Ĥ0
of Tn. Here ker Ĥ0 equals the sum of the kernels of the operators Hi − q
−1, 1 ≤
i ≤ n−1 (note that the Hecke algebra generator Ti used in loc. cit. corresponds to
our −qHi). The q-wedge va1 ∧ · · · ∧ van is an element of Λ
nV, which is the image
of va1 ⊗ · · · ⊗ van under the canonical map when Λ
nV is regarded as the quotient
space Tn/ ker Ĥ0. We have
· · · ∧ vai ∧ vai+1 ∧ · · · = −q
−1(· · · ∧ vai+1 ∧ vai ∧ · · · ), if ai < ai+1;
· · · ∧ vai ∧ vai+1 ∧ · · · = 0, if ai = ai+1. (2.3)
It follows that the elements va1 ∧ · · · ∧ van , where a1 > · · · > an form a basis for
ΛnV. By Lemma 2.1, U acts naturally on ΛnV.
By taking n→ ∞, one defines Λ∞V with a U-action, with a basis given by the
infinite q-wedges vm1∧vm2∧vm3∧· · · , where m1 > m2 > m3 > · · · , and mi = 1−i
for i≫ 0 (our Λ∞V is F(0) in [KMS]). Alternatively, Λ
∞V has a basis
|λ〉 := vλ1 ∧ vλ2−1 ∧ vλ3−2 ∧ · · ·
where λ = (λ1, λ2, · · · ) runs over the set of all partitions. Set (for a finite n)
Zm+n+ := {f ∈ Z
m+n | f(−m) > · · · > f(−1), f(1) > · · · > f(n)},
Zm+n++ := {f ∈ Z
m+n
+ | f(n) ≥ 1− n}.
Zm+∞+ := {f ∈ Z
m+∞ | f(−m) > · · · > f(−1),
f(1) > f(2) > · · · ; f(i) = 1− i for i≫ 0}.
We will call an element in Zm+n+ or Z
m+∞
+ dominant.
For n ∈ N ∪∞, we let
Em+n := ΛmV⊗ ΛnV,
where the factors are indexed by I(m|n). It has the monomial basis
Kf :=
{
vf(−m) ∧ · · · ∧ vf(−1) ⊗ vf(1) ∧ · · · ∧ vf(n), for finite n,
vf(−m) ∧ · · · ∧ vf(−1) ⊗ vf(1) ∧ vf(2) ∧ · · · , for n =∞,
where f runs over the set Zm+n+ . Recalling T
m+n = ker Ĥ0 ⊕ ImĤ0, cf. [KMS], we
may regard equivalently Em+n as the subspace ImĤ0 of T
m+n for n finite.
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Let g ∈ Zm+0+ or g ∈ Z
0+n
+ . For a ∈ Z define e˜a,a+1g (respectively e˜a,a−1g) to be
the strictly decreasing sequence of integers obtained from g by replacing the value
that is a+1 (respectively a−1) by a, if a+1 (respectively a−1) appears in g and
a does not appear in g. Otherwise set e˜a,a±1g = ∅. For g ∈ Z
m+n we let g<0 and
g>0 denote the restrictions of g to {−m, · · · ,−1} and {1, · · · , n}, respectively, and
write g = (g<0|g>0). Now for m,n > 0 let g ∈ Zm+n+ . We set Kg = 0 if g is of the
form (g<0|∅) or (∅|g>0). The formulas for ∆ on ΛmV⊗ΛnW and the straightening
relations (2.5) give us the following formula.
Lemma 2.2. Let n ∈ N ∪∞. For f = (f<0|f>0) ∈ Zm+n+ , U = Uq(sl(∞)) acts on
Em+n as follows:
Ea(K(f<0|f>0)) = K(f<0|e˜a,a+1f>0) + q
−(wtǫ(f>0)|ǫa)+(wtǫ(f>0)|ǫa+1)K(e˜a,a+1f<0|f>0),
Fa(K(f<0|f>0)) = K(e˜a+1,af<0|f>0) + q
(wtǫ(f<0)|ǫa)−(wtǫ(f<0)|ǫa+1)K(f<0|e˜a+1,af>0).
2.3. Super Bruhat ordering on Zm|n. Let n ∈ N∪∞. For i ∈ I(m|n) we define
di ∈ Z
m|n by j 7→ −sgn(i)δij . For f, g ∈ Z
m|n, we write f ↓ g if one of the following
holds:
(1) g = f − di + dj for some i < 0 < j such that f(i) = f(j);
(2) g = f · τij for some i < j < 0 such that f(i) > f(j);
(3) g = f · τij for some 0 < i < j such that f(i) < f(j).
The super Bruhat ordering on Zm|n is defined as follows: for f, g ∈ Zm|n, we
say that f ≻ g, if there exists a sequence f = h1, . . . , hr = g ∈ Z
m|n such that
h1 ↓ h2, · · · , hr−1 ↓ hr. It can also be described (cf. [Br1]) in terms of the ǫ-weights,
which are defined by:
wtǫ(f) :=
∑
i∈I(m|n)
−sgn(i)ǫf(i), for f ∈ Z
m|n. (2.4)
The super Bruhat ordering is defined to be compatible with the one on the set
of integral weights for gl(m|n). Here and further the superscript Br stands for
Brundan’s version [Br1]. Our weight f corresponds to fBr = −f . Our di here
differs from the one in [Br1] by a sign. Set (for a finite n)
Z
m|n
+ := {f ∈ Z
m|n | f(−m) > · · · > f(−1), f(1) < · · · < f(n)},
Z
m|n
++ := {f ∈ Z
m|n
+ | f(n) ≤ n},
Z
m|∞
+ := {f ∈ Z
m|∞ | f(−m) > · · · > f(−1),
f(1) < f(2) < · · · ; f(i) = i for i≫ 0}.
An element in Z
m|n
+ is called a dominant weight. (Note that Z
m|n
+ = −Z
m|n,Br
+ .)
For n ∈ N ∪∞ and f ∈ Zm|n, conjugate under the action of Sm|n to an element in
Z
m|n
+ , define the degree of atypicality of f to be the
#f := |{f(−m), · · · , f(−1)} ∩ {f(1), f(2), · · · }|.
If f, g ∈ Z
m|n
+ are comparable under the super Bruhat ordering, then #f = #g. If
#f = 0, we say that f is typical. For later use we introduce the following.
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Definition 2.3. Let f ∈ Z
m|k
+ (respectively f ∈ Z
m+k
+ ), with k ∈ N ∪∞, n ≤ k.
Define f (n) ∈ Z
m|n
+ (respectively f
(n) ∈ Zm+n+ ) to be the restriction of f to I(m|n).
We say that n is sufficiently large for f , if #f = #f (n) and f(n′) = n′ (respectively
f(n′) = 1 − n′) for n′ ≥ n + 1. When f is clear from the context we shall simply
write n≫ 0.
2.4. The spaces Λ∞V∗, Em|n and Em|∞. Recall that W = V∗ is the dual module
of U with basis {wa}a∈Z. The space T
m|n := V⊗m ⊗W⊗n has the monomial basis
Mf := vf(−m) ⊗ · · · ⊗ vf(−1) ⊗ wf(1) ⊗ · · · ⊗ wf(n), f ∈ Z
m|n. Let Hm|n act on T
m|n
on the right (cf. [Br1]) by:
MfHi =
 Mf ·si, if f ≺ f · siq−1Mf , if f = f · siMf ·si − (q − q−1)Mf , if f ≻ f · si
The algebra U acts on Tm|n via the co-multiplication ∆.
Lemma 2.4. The actions of U and Hm|n on T
m|n commute with each other.
For a finite n, we can again define Em|n to be either the image of the operator Ĥ0
in Tm|n, or the quotient of Tm|n by the kernel of Ĥ0. The following straightening
relations hold in Em|n (note the conditions ai−1 < ai and bi > bi+1 reflect the super
Bruhat order)
· · · ∧ vai−1 ∧ vai ∧ · · · = −q
−1(· · · vai ∧ vai−1 ∧ · · · ), if ai−1 < ai, i < 0;
· · · ∧ wbi ∧ wbi+1 ∧ · · · = −q
−1(· · ·wbi+1 ∧ wbi ∧ · · · ), if bi > bi+1, i > 0. (2.5)
We can repeat the procedure in [KMS] to construct the space Λ∞W of semi-
infinite q-wedges wn1 ∧wn2 ∧· · · , where ni = i for i≫ 0, which carries a U-module
structure. Writing the conjugate partition of λ as λ′ = (λ′1, λ
′
2, · · · ), we set
|λ′∗〉 := w1−λ′1 ∧ w2−λ′2 ∧ w3−λ′3 ∧ · · · .
The set {|λ′∗〉} provides another basis for Λ
∞W. Note that for a finite n, we have
Em|n = ΛmV⊗ ΛnW as U-modules. Denote
Em|∞ := ΛmV⊗ Λ∞W,
which is a U-module via ∆. Em|n has the monomial basis
Kf :=
{
vf(−m) ∧ · · · ∧ vf(−1) ⊗ wf(1) ∧ · · · ∧ wf(n), for finite n,
vf(−m) ∧ · · · ∧ vf(−1) ⊗ wf(1) ∧ wf(2) ∧ · · · , for n =∞,
where f runs over Z
m|n
+ .
2.5. Bases for Êm|n and Êm|∞. Let n ∈ N ∪∞. For d ∈ N let E
m|n
≥−d be the Q(q)-
subspace of Em|n spanned by Kf with f(i) ≥ −d, for all i ∈ {1, · · · , n}. We shall
denote a certain topological completion of Em|n by Êm|n whose elements may be
viewed as infinite Q(q)-linear combinations of elements in Em|n, which under the
projection onto E
m|n
≥−d are finite sums for all d ∈ N (cf. [Br1, §2-d]). The following
proposition for a finite n is Theorem 3.5 [Br1], which is similar to results of Lusztig
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[Lu2]. The proof of n =∞ case is similar and in a sense even simpler, since Λ∞V∗
is a highest weight U-module.
Proposition 2.5. Let n ∈ N ∪∞. There exists a unique continuous, anti-linear
bar map − : Êm|n → Êm|n such that
(1) Kf = Kf for all typical f ∈ Z
m|n
+ .
(2) Xu = Xu for all X ∈ U and u ∈ Êm|n.
(3) The bar map is an involution.
(4) Kf = Kf + (∗) where (∗) is (possibly infinite) Z[q, q
−1]-linear combination
of Kg’s for g ∈ Z
m|n
+ with g ≺ f .
The next theorem now follows by standard arguments (cf. [KL, Lu2, Du, Br1]).
Theorem 2.6. Let n ∈ N∪∞. There exist unique canonical basis {Uf} and dual
canonical basis {Lf}, where f ∈ Z
m|n
+ , for Ê
m|n such that
(1) Uf = Uf and Lf = Lf .
(2) Uf ∈ Kf +
∑̂
g∈Z
m|n
+
qZ[q]Kg and Lf ∈ Kf +
∑̂
g∈Z
m|n
+
q−1Z[q−1]Kg.
(3) Uf = Kf+(∗) and Lf = Kf+(∗∗) where (∗) and (∗∗) are (possibly infinite)
Z[q, q−1]-linear combinations of Kg’s for g ∈ Z
m|n
+ such that g ≺ f .
Let n ∈ N ∪ ∞. Following [Br1], we define the Kazhdan-Lusztig polynomials
ug,f(q) ∈ Z[q], ℓg,f(q) ∈ Z[q
−1] associated to f, g ∈ Z
m|n
+ by
Uf =
∑
g∈Z
m|n
+
ug,f(q)Kg, Lf =
∑
g∈Z
m|n
+
ℓg,f(q)Kg. (2.6)
Note that ug,f(q) = ℓg,f(q) = 0 unless g 4 f , uf,f(q) = ℓf,f (q) = 1, and ug,f(q) ∈
qZ[q], ℓg,f(q) ∈ q
−1Z[q−1] for g 6= f .
2.6. The truncation map. Let n be finite. Denote by E
m|n
+ the subspace of E
m|n
spanned by Kf for f ∈ Z
m|n
++ . For n > 0, define the subalgebra Uq(sl≤n) to be the
subalgebra of Uq(sl(∞)) generated by Ea−1, Fa−1 and Ka−1,a, with a ≤ n.
Lemma 2.7. E
m|n
+ is a bar-invariant subspace of E
m|n, and it is a Uq(sl≤n)-module.
Proof. The first half follows from Proposition 2.5 (4), and the second half is an
easy consequence of Lemma 2.2. 
We define the truncation map to be the linear map Trn+1,n : Ê
m|n+1
+ −→ Ê
m|n
+
which sendsKf toKf(n) if f(n+1) = n+1, and to 0 otherwise. For n
′ > n, we define
the truncation map Trn′,n : Ê
m|n′
+ −→ Ê
m|n
+ to be Trn′,n := Trn+1,n ◦ · · · ◦ Trn′,n′−1.
Similarly, the truncation map Trn : Ê
m|∞ −→ Ê
m|n
+ is defined by sending Kf to
Kf(n) if f = (f
(n), n+ 1, n+ 2, · · · ), and to 0 otherwise.
Proposition 2.8. The truncation map Trn+1,n : Ê
m|n+1
+ → Ê
m|n
+ commutes with
the bar-involution.
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Proof. Throughout the proof Em|n will be regarded as a subspace of Tm|n for all m
and n. Let T̂m|n,1 be a topological completion of Em|n⊗W defined in an analogous
way as the completion Êm|n in Subsection 2.5. Thus T̂m|n,1 contains Êm|n+1 as a
subspace. Now Kf(n) ⊗ wf(n+1) with f
(n) ∈ Z
m|n
+ , f(n + 1) ∈ Z, form a basis of
T̂m|n,1. One can follow Lusztig (Section 24.1.1 in [Lu2]) to define a bar-involution
on T̂m|n,1 using a quasi R-matrix Θ(m|n+1) such that
Kf(n) ⊗ wf(n+1) := Θ
(m|n+1)
(
Kf(n) ⊗ wf(n+1)
)
.
LetXab be endomorphisms ofW such thatXabwc = δacwb, a, b, c ∈ Z. By exploiting
the structure of the quasi R-matrix of U (Theorem 8.1 in [KT], and Theorem 3 in
[KR]), we can show that there exist elements Eˆab in U constructed from Ec,c+1 and
K±1c only and with the property KcEˆabK
−1
c = q
δac−δbcEˆab such that
Θ(m|n+1) = 1⊗ 1 + (q − q−1)
∑
a<b
Eˆab ⊗Xba. (2.7)
This is a variant of Jimbo’s result [Jim] on the R-matrix in the tensor product of
an arbitrary representation with the natural representation of Uq(gl(k)) for finite
k. We have
Kf(n) ⊗ wf(n+1) = Kf(n) ⊗ wf(n+1)
+(q − q−1)
∑
a<f(n+1)
Eˆa f(n+1)Kf(n) ⊗ wa. (2.8)
Denote by T̂
m|n,1
+ the subspace of T̂
m|n,1 spanned by all Kf(n) ⊗ wf(n+1) with
f (n) ∈ Z
m|n
+ and f(n + 1) ≤ n + 1. By (2.8), T̂
m|n,1
+ is invariant under the bar-
involution. Introduce the following linear map
Tˇrn+1,n : T̂
m|n,1
+ → Ê
m|n, Kf(n) ⊗ wf(n+1) 7→ δf(n+1),n+1Kf(n) .
Applying it to (2.8) we see that Tˇrn+1,n commutes with the bar-involution.
Now Ê
m|n+1
+ = Ê
m|n+1∩T̂
m|n,1
+ and hence Ê
m|n+1
+ is bar-invariant. The proposition
follows since the restriction of Tˇrn+1,n to Ê
m|n+1
+ coincides with Trn+1,n. 
Remark 2.9. It follows from Proposition 2.8 that Trn′,n : Ê
m|n′
+ → Ê
m|n
+ commutes
with the bar-involution for n ≤ n′ ≤ ∞.
Corollary 2.10. (1) {Uf}f∈Zm|n++
(respectively {Lf}f∈Zm|n++
) is a basis for Ê
m|n
+ .
(2) Trn+1,n sends Uf ∈ Ê
m|n+1
+ to Uf(n) if f(n+1) = n+1, and to 0 otherwise.
(3) Trn+1,n sends Lf ∈ Ê
m|n+1
+ to Lf(n) if f(n+1) = n+ 1, and to 0 otherwise.
(4) For f, g ∈ Zm|n+1++ such that f(n+ 1) = g(n+ 1) = n + 1, we have
ug,f(q) = ug(n),f(n)(q), ℓg,f(q) = ℓg(n),f(n)(q).
Remark 2.11. For n′ > n the map Trn′,n is a Uq(sl≤n)-module homomorphism.
Now for f ∈ Z
m|∞
+ Procedure 3.20 in [Br1] is the same for all f
(n) with n≫0, in
the sense that it involves the same Chevalley generators and the same sequence
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of weights. The Chevalley generators lie in Uq(sl≤n0), for some fixed n0≫0. This
together with Corollary 2.10 imply that Procedure 3.20 in [Br1] remains valid for
n =∞ as well.
2.7. The transition matrices. Let n ∈ N and f ∈ Zm|n be Sm|n-conjugate to an
element in Z
m|n
+ . For −m ≤ i < 0 < j ≤ n with f(i) = f(j), define [Br1]
Li,j(f) := f − a(di − dj),
where a is the smallest positive integer such that f − a(di − dj) and all Lk,l(f) −
a(di− dj) for −m ≤ i < k < 0 < l < j ≤ n with f(k) = f(l) are Sm|n-conjugate to
elements of Z
m|n
+ . Furthermore define [JZ]
Ri,j(f) := f + b(di − dj),
where b is the smallest positive integer such that f + b(di − dj) and all Rk,l(f) +
b(di − dj) for −m ≤ k < i < 0 < j < l ≤ n with f(k) = f(l) are Sm|n-conjugate to
elements of Z
m|n
+ .
Now let f ∈ Z
m|n
+ and suppose #f = k. Let −m ≤ ii < i2 < · · · < ik ≤ −1 and
1 ≤ jk < jk−1 < · · · < j1 ≤ n be such that f(il) = f(jl), for l = 1, · · · , k. For a
k-tuple θ = (θ1, · · · , θk) ∈ N
k we define [Br1]
Lθ(f) =
(
L
θk
ik,jk
◦ · · · ◦ Lθ1i1,j1(f)
)+
, L′θ(f) =
(
L
θ1
i1,j1
◦ · · · ◦ Lθkik,jk(f)
)+
,
Rθ(f) =
(
R
θ1
i1,j1
◦ · · · ◦ Rθkik,jk(f)
)+
, R′θ(f) =
(
R
θk
ik,jk
◦ · · · ◦ Rθ1i1,j1(f)
)+
,
where the superscript + here and further stands for the unique Sm|n-conjugate in
Z
m|n
+ . We shall denote L(1,1,··· ,1)(f) and R(1,1,··· ,1)(f) by L(f) and R(f), or sometimes
by f L and f R, respectively.
The corresponding operators Lθ and L
′
θ on Z
m|∞
+ are defined analogously, but it
takes extra care to make sense of the R operators. Given f, g ∈ Z
m|∞
+ and θ ∈ N
#f ,
we say Rθ(g) = f if there exists n≫ 0 (for f and g) so that Rθ(g
(n)) = f (n). (Note
the subtle point that Rθ(g) is not defined for every g ∈ Z
m|∞
+ .)
The next two lemmas follow from the definitions.
Lemma 2.12. Let f = (f (n), n+1) ∈ Zm|n+1++ and #f = #f
(n), and let θ ∈ N#f be
fixed. If Lθ(f) = g, then g ∈ Z
m|n+1
++ and g = (Lθ(f
(n)), n+ 1). Similar statements
hold for the operator L′ as well.
Lemma 2.13. Let n ∈ N and f = (f (n), n+ 1) ∈ Z
m|n+1
++ with #f = #f
(n).
(1) Let g ∈ Z
m|n+1
+ and θ ∈ N
#g such that Rθ(g) = f . Then g = (g
(n), n + 1) ∈
Z
m|n+1
++ with #g = #g
(n) and Rθ(g
(n)) = f (n).
(2) Let g˜ ∈ Z
m|n
+ and θ ∈ N
#g˜ such that Rθ(g˜) = f
(n). Then #(g˜, n + 1) = #g˜
and Rθ((g˜, n + 1)) = f .
Similar statements hold for the operator R′ as well.
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Lemmas 2.12, 2.13 and Corollary 2.10 imply the following n = ∞ analogue of
[Br1, Theorem 3.34, Corollary 3.36].
Theorem 2.14. For f ∈ Z
m|∞
+ we have
(1) Uf =
∑
θ∈{0,1}#f q
|θ|KLθ(f);
(2) Kf =
∑
θ∈N#f (−q)
|θ|UL′
θ
(f);
(3) Kf =
∑
g q
−|θg|Lg, where the sum is over all g ∈ Z
m|∞
+ such that Rθg(g) = f
for some (unique) θg ∈ {0, 1}
#g;
(4) Lf =
∑
(−q)−|θ|Kg, summed over g ∈ Z
m|∞
+ and θ ∈ N
#g with R′θ(g) = f .
Remark 2.15. Let n ∈ N and let 1m|n = (1, · · · , 1|1, · · · , 1). For f, g ∈ Z
m|n
+ , one
has (f − p1m|n)(n) ≤ n, (g − p1m|n)(n) ≤ n for p large enough. One sees that
ug,f(q) = ug−p1m|n,f−p1m|n(q), ℓg,f(q) = ℓg−p1m|n,f−p1m|n(q).
The right-hand sides can be computed first by computing in Êm|∞ (Theorem 2.14)
and then applying the truncation map Trn. Thus, the structure of the (dual)
canonical bases in Êm|∞ completely controls those in Êm|n via the truncation map.
3. Representation theory of gl(m|n)
The main goal of this section is to describe the relations between tilting mod-
ules, Kac modules, and irreducibles of gl(m|∞). To do this, we first study the
connections between representations of gl(m|n) and gl(m|n + 1).
3.1. The categories O+m|n and O
++
m|n. For n ∈ N the Lie superalgebra g = gl(m|n)
is generated by eij, where i, j ∈ I(m|n). For i ∈ I(m|n), let i¯ = 0¯ if i > 0 and
i = 1¯ if i < 0. The subalgebra g0¯ of g is generated by those eij such that i¯+ j¯ = 0¯
and it is isomorphic to gl(m) ⊕ gl(n). Let h be the standard Cartan subalgebra
of g consisting of all diagonal matrices, b be the standard Borel subalgebra of all
upper triangular matrices, and let p = g0¯ + b. The Lie superalgebra g is endowed
with a natural Z-gradation
g = gl(m|n)−1 ⊕ gl(m|n)0 ⊕ gl(m|n)+1, (3.1)
consistent with its Z2-gradation. Here gl(m|n)±1 is the subalgebra spanned by the
odd positive/negative root vectors. We let gl(m|n)≤0 = gl(m|n)0 ⊕ gl(m|n)−1. By
means of the natural inclusion gl(m|n) ⊆ gl(m|n+1) via I(m|n) ⊆ I(m|n+1), we
let gl(m|∞) := lim
−→
gl(m|n).
Let {δi|i ∈ I(m|n)} be the basis of h
∗ dual to {eii|i ∈ I(m|n)}. Let Xm|n be the
set of integral weights λ =
∑
i∈I(m|n) λiδi, λi ∈ Z. A symmetric bilinear form on h
∗
is defined by
(δi|δj) = −sgn(i)δij , i, j ∈ I(m|n).
(Our bilinear form differs from the one in [Br1] by a sign.) Let X+m|n be the set
of all λ ∈ Xm|n such that λ−m ≥ · · · ≥ λ−1, λ1 ≥ · · · ≥ λn. Such a weight is
called dominant. Let X++m|n be the set of all λ ∈ X
+
m|n with λn ≥ 0. We may
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regard an element λ in X++m|n as an element in X
++
m|n+1 by letting λn+1 = 0 and let
X+
m|∞ := lim−→
X++
m|n. For n ∈ N ∪∞ define
ρ = −
∑
i∈I(m|n)
iδi.
Define a bijection
Xm|n −→ Z
m|n, λ 7→ fλ, (3.2)
where fλ ∈ Z
m|n is given by fλ(i) = (λ + ρ|δi), for i ∈ I(m|n). This map induces
bijections X+m|n → Z
m|n
+ (for n possibly infinite), and X
++
m|n → Z
m|n
++ (for n finite).
Using this bijection we define the notions such as the degree of atypicality, the
L and R operators, ǫ-weight, partial order 4, et cetera, for elements in X+m|n by
requiring them to be compatible with those defined for elements in Z
m|n
+ .
For λ ∈ Xm|n, we define the Verma module and the Kac module to be
Mn(λ) := U(g)⊗U(b) Cλ, and Kn(λ) := U(g)⊗U(p) L
0
n(λ),
respectively. The irreducible module is denoted by Ln(λ). Here Cλ is the standard
one-dimensional module over h extended trivially to b, and L0n(λ) is the irreducible
module of g0¯ of highest weight λ. Let [M : Ln(λ)] denote the multiplicity of the
irreducible module Ln(λ) in a gl(m|n)-module M . When n =∞ we will make it a
convention to drop the subscript n.
For n ∈ N, O+
m|n is the category of finite-dimensional gl(m|n)-modules M with
M =
⊕
γ∈Xm|n
Mγ,
where as usual Mγ denotes the γ-weight space of M with respect to h. We denote
by O++m|n the full subcategory of O
+
m|n which consists of modules whose composition
factors are of the form Ln(λ), λ ∈ X
++
m|n.
We let O++
m|∞ be the category of h-semisimple finitely generated gl(m|∞)-modules
that are locally finite over gl(m|N), for all finite N , and such that the composition
factors are of the form L(λ), λ ∈ X+m|∞.
Remark 3.1. When n is finite one can pass all the relevant information between
O+m|n and O
++
m|n by tensoring with the one-dimensional module Ln(pδ
m|n) for suitable
a p ∈ Z, where δm|n :=
∑−1
i=−m δi −
∑n
i=1 δi.
3.2. The truncation functor. Let wt(v) denote the weight (or δ-weight) of a
weight vector v in a gl(m|n)-module.
Lemma 3.2. Let n be finite.
(1) If λ ∈ X++
m|n and (λ|δn) < 0 (respectively ≤ 0), then for every weight vector
v in Kn(λ) we have (wt(v)|δn) < 0 (respectively ≤ 0);
(2) If λ ∈ X++m|n and (λ|δn) < 0 (respectively ≤ 0), then for every weight vector
v in Ln(λ) we have (wt(v)|δn) < 0 (respectively ≤ 0);
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(3) For every weight vector v in any module M ∈ O++m|n we have (wt(v)|δn) ≤ 0.
Proof. Since Kn(λ) and Ln(λ) are highest weight modules and every negative root
α of g satisfies (α|δn) ≤ 0, (1) and (2) are clear. Part (3) follows from (2). 
Corollary 3.3. For n ∈ N and λ ∈ X++
m|n we have Kn(λ) ∈ O
++
m|n.
Definition 3.4. For n < n′ ≤ ∞, the truncation functor trn′,n : O
++
m|n′ −→ O
++
m|n is
defined by sending an object M to
trn′,n(M) := span {v ∈M | (wt(v)|δk) = 0, for all n+ 1 ≤ k ≤ n
′}.
When n′ is clear from the context we will also write trn for trn′,n.
We have a system of categories O++
m|n with a compatible sequence of functors trk,n
in the sense that trn′′,n = trn′,n ◦ trn′′,n′ for n
′′ > n′ > n.
3.3. Kac and irreducible modules in O++m|n and O
++
m|∞.
Lemma 3.5. Let n be finite. For λ ∈ X++m|n, we have the following natural inclu-
sions of gl(m|n)-modules:
Ln(λ) ⊆ Ln+1(λ), Kn(λ) ⊆ Kn+1(λ).
Proof. The eigenvalue of the operator en+1,n+1 ∈ gl(m|n + 1) provides an N-
gradation on the Kac module Kn+1(λ), whose degree zero subspace is isomorphic
to Kn(λ). Similarly, we have Ln(λ) ⊆ Ln+1(λ). 
By Lemma 3.5 and the natural inclusions gl(m|1) ⊂ · · · ⊂ gl(m|∞), ∪nKn(λ)
and ∪nLn(λ) are naturally gl(m|∞)-modules. They are direct limits of {Kn(λ)}
and {Ln(λ)} and isomorphic to K(λ) and L(λ), respectively. Similarly ∪nL
0
n(λ)
is an irreducible gl(m) ⊕ gl(∞)-module. The proof of Lemma 3.5 implies the
following.
Corollary 3.6. Let n < n′ ≤ ∞. Let λ = (λ−m, · · · , λn′) ∈ X
++
m|n′ if n
′ is finite,
and λ ∈ X+m|∞ otherwise. Then, for Y = L or K we have
trn′,n(Yn′(λ)) =
{
Yn(λ), if λi = 0, ∀i > n,
0, otherwise.
Remark 3.7. Fix λ ∈ X++m|n0 . Let n ≥ n0 and regard λ ∈ X
++
m|n. Let Jn denote the
set of the highest weights of the composition factors of Kn(λ) and r(n) denote the
length of a composition series of Kn(λ). By [Br1], Jn consists precisely of those
weights µ such that Rθ(µ) = λ, for some θ ∈ {0, 1}
#λ. As the operator Rθ only
affects the atypical parts of µ, we see that r(n) and Jn (with the tail of zeros in a
weight ignored) are independent of n, once we have chosen n large enough so that
#λ is the same when λ is regarded as an element in X++
m|n.
Lemma 3.8. Let λ ∈ X+
m|∞ with λi = 0 for i ≥ n0, and regard λ ∈ X
++
m|n for
n ≥ n0. Suppose n0 is chosen so that every Kn(λ), for n ≥ n0, has the same
number of composition factors (see Remark 3.7). Then trn′,n maps bijectively the
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set of Jordan-Ho¨lder series of Kn′(λ) onto the set of Jordan-Ho¨lder series of Kn(λ),
for all n ≤ n′ ≤ ∞. In particular [K(λ) : L(µ)] = [Kn(λ) : Ln(µ)] for every n ≥ n0.
Proof. We denote by U(gl(m|n))+, respectively U(gl(m|n))−, the subalgebra of
U(gl(m|n)) generated by the positive, respectively negative, root vectors of gl(m|n).
For n finite let 0 ( V 1n ( V
2
n ( · · · ( V
r
n = Kn(λ) be a composition se-
ries of Kn(λ) with composition factors V
i
n/V
i−1
n
∼= Ln(λ
i). Attached to it we
have a set of weight vectors say {v1, · · · , vr} determined in such a way that the
irreducible module Ln(λ
i) ∼= V in/V
i−1
n is generated by the highest weight vec-
tor vi + V i−1n of highest weight λ
i. Viewing vk ∈ Kn(λ) ⊆ Kn+1(λ), we let
V in+1 :=
∑i
k=1 U(gl(m|n + 1))−v
k. Now by Lemma 3.2, el,n+1v
k = 0 for l ≤ n,
and hence V in+1 is a gl(m|n + 1)-submodule of Kn+1(λ). Also V
i
n+1/V
i−1
n+1 6= 0, and
so 0 ( V 1n+1 ( V
2
n+1 ( · · · ( V
r
n+1 = Kn+1(λ) is a composition series for Kn+1(λ).
In this way we have defined a map φn,n+1, which takes a composition series of
Kn(λ) to a composition series of Kn+1(λ).
By construction V in+1 = V
i
n ⊕ C
i, where C i is a gl(m|n)-submodule on which
en+1,n+1 acts non-trivially, and thus trn+1,n ◦ φn,n+1 is the identity. Now for a
composition series of Kn+1(λ) let {v
1, · · · , vr} be defined as before. It is clear that
{v1, · · · , vr} also gives rise to a composition series for trn+1,n(Kn+1(λ)) = Kn(λ).
By construction of φn,n+1 this composition series of Kn(λ) lifts to the original
composition series of Kn+1(λ), and hence φn,n+1 ◦ trn+1,n is the identity.
Now let V i be the gl(m|∞)-module ∪nV
i
n. Since v
i 6∈ V i−1, we have 0 ( V 1 (
V 2 ( · · · ( V r = K(λ). It is straightforward to verify that each factor module
V i/V i−1 is irreducible and hence isomorphic to L(λi) by construction. Bijection of
composition series now is established as before. 
Corollary 3.9. The Kac module K(λ) for λ ∈ X+m|∞ has a finite composition
series. Furthermore its composition factors are of the form L(µ) with µ ∈ X+
m|∞,
and thus K(λ) belongs to the category O++
m|∞.
3.4. Relating tilting modules in O++
m|n and O
++
m|n+1. Throughout this subsection
we assume that n is finite. An object M ∈ O+m|n is said to have a Kac flag if it has
a filtration of gl(m|n)-modules:
0 = M0 ⊆ · · · ⊆Mr = M
such that each Mi/Mi−1 is isomorphic to Kn(λ
i) for some λi ∈ X+m|n. We define
(M : Kn(µ)) for µ ∈ X
+
m|n to be the number of subquotients of a Kac flag of M
that are isomorphic to Kn(µ).
Definition 3.10. The tilting module associated to λ ∈ X+
m|n in the category O
+
m|n
is the unique indecomposable gl(m|n)-module Un(λ) satisfying:
(1) Un(λ) has a Kac flag with Kn(λ) at the bottom.
(2) Ext1(Kn(µ), Un(λ)) = 0, for all µ ∈ X
+
m|n.
Let n ∈ N and λ ∈ X++
m|n. By Corollary 3.3 and Theorem 4.37 (i) of [Br1] we see
that Un(λ) ∈ O
++
m|n . Now let λ = (λ−m, · · · , λn+1) ∈ X
++
m|n+1 and let Un+1(λ) be
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the tilting module of gl(m|n+1) corresponding to λ. Let #λ denote the degree of
atypicality of λ. By [Br1] Un+1(λ) has a Kac flag of the form:
0 = U0n+1 ( U
1
n+1 ( U
2
n+1 ( · · · ( U
an+1
n+1 = Un+1(λ), (3.3)
where U in+1/U
i−1
n+1
∼= Kn+1(λ
i,n+1) for i = 1, · · · , an+1 and λ
1,n+1 = λ. Furthermore
an+1 = 2
#λ, and the λi,n+1’s are of the form λLθ , where θ = (θ1, · · · , θ#λ) ∈ {0, 1}
#λ.
If (λ|δn+1) < 0, then (λ
Lθ |δn+1) < 0 for every θ, since λ
Lθ 4 λ. Thus by
Lemma 3.2 trn(Un+1(λ)) = 0.
Now assume that (λ|δn+1) = 0. Note that the degree of atypicality of λ, re-
garded as an element in X++
m|n, is either #λ − 1 or #λ, depending on whether
λn+1 = 0 affects the atypicality. If it is #λ, then λn+1 is not an atypical part
of λ. Since the operators Lθ only affects the atypical part of λ, it follows that
(λLθ |δn+1) = (λ|δn+1) = 0 for each θ, and the two sets {λ
1,n, · · · , λan,n} and
{λ1,n+1, · · · , λan+1,n+1} are identical.
On the other hand if the degree of atypicality is #λ− 1, then for θ of the form
(1, θ2, · · · , θ#λ), we have (λ
Lθ |δn+1) < 0, and thus these 2
#λ−1 Kac modules will
not contribute to trn(Un+1(λ)). The remaining 2
#λ−1 Kac modules have highest
weights satisfying (λLθ |δn+1) = 0, and under trn will contribute Kn(λ
Lθ) in a Kac
flag of trn(Un+1(λ)). But these are precisely the factors in a Kac flag of Un(λ).
Denote by Jn(λ) = {λ
1,n, · · · , λan,n} the set of the highest weights of the Kac
modules of a Kac flag of Un(λ). Summarizing we have the following.
Proposition 3.11. Let λ ∈ X++
m|n+1 with (λ|δn+1) = 0, and #λ be its degree of
atypicality. Then Jn(λ) consists of those µ’s from Jn+1(λ) with (µ|δn+1) = 0.
Proposition 3.12. Let λ ∈ X+m|∞ be such that λi = 0 for i ≥ n0, and regard
λ ∈ X++m|n for n ≥ n0. Suppose that n0 is chosen such that the degree of atypicality
of λ regarded as an element in X+
m|n is the same for n ≥ n0. Then Jn(λ) = Jn0(λ).
Proposition 3.13. For λ ∈ X++m|n+1 the map trn sends Un+1(λ) to Un(λ), if
(λ|δn+1) = 0, and to 0, otherwise.
Proof. By [Br1] Un+1(λ) has a Kac flag with subquotients isomorphic to Kn+1(µ),
where λL 4 µ 4 λ. If (λ|δn+1) > 0, then Corollary 3.6 implies trn(Un+1(λ)) = 0.
Let λ ∈ X++
m|n+1 with (λ|δn+1) = 0 and consider Un+1(λ). Let
∂ :=
1
2
(∑
i<0
eii −
∑
j>0
ejj
)
.
Then ∂ equips gl(m|n + 1) with the Z-gradation (3.1), which allows us to regard
O++m|n+1 as a Z-graded module category with gradation-preserving morphisms as in
[So3, Br2]. By the construction of [So3] one has a filtration of indecomposable
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modules3 (a = λ(∂) := |λ|)
Kn+1(λ) = T≥a ⊆ T≥a−1 ⊆ T≥a−2 ⊆ · · · ⊆ T≥r = Un+1(λ). (3.4)
Furthermore since according to [Br1] tilting modules have multiplicity-free Kac
flags, we have T≥i−1/T≥i ∼=
⊕
|µ|=i−1Kn+1(µ), where the summation is over those
µ’s in X++
m|n+1 with Ext
1(Kn+1(µ), T≥i) 6= 0. Furthermore T≥i−1 contains a non-
trivial extension of Kn+1(µ) by T≥i for every such µ. Applying the truncation
functor trn to (3.4) we obtain a filtration
Kn(λ) ⊆ S≥a−1 ⊆ S≥a−2 ⊆ · · · ⊆ S≥r, (3.5)
with S≥i−1/S≥i ∼=
⊕
|µ|=i−1Kn(µ), and with summation over µ with (µ|δn+1) = 0.
We claim that the extension of each Kn(µ) by S≥i in (3.5) is non-trivial, for µ
satisfying (µ|δn+1) = 0, |µ| = i − 1, and Ext
1(Kn+1(µ), T≥i) 6= 0. Suppose it were
trivial for some µ. Let us denote the extension of Kn+1(µ) by T≥i by T
µ
≥i and set
Sµ≥i = trn(T
µ
≥i). Let w ∈ T
µ
≥i of weight µ be such that its image in T
µ
≥i/T≥i generates
over gl(m|n+1)≤0 a Kac module Kn+1(µ). Since S
µ
≥i is a trivial extension of Kn(µ)
by S≥i, we may assume (by adding to w an element from S≥i if necessary) that
eijw = 0, for all −m ≤ i < j ≤ n. By Lemma 3.2 el,n+1w = 0, for l ≤ n, and hence
w is a genuine gl(m|n+1)-highest weight vector of highest weight µ in T≥i−1. This
implies that the extension T µ≥i is split, which is a contradiction.
Now Proposition 3.11 and Soergel’s construction for Un(λ) imply that (3.5) is a
construction of the tilting module Un(λ) and hence S≥r ∼= Un(λ). 
Corollary 3.14. Let λ ∈ X+m|∞ with λi = 0 for i ≥ n0, and regard λ ∈ X
++
m|n
for n ≥ n0. Suppose that n0 is such that Jn(λ) = Jn0(λ), for n ≥ n0. Then
Un0(λ) ⊆ Un(λ) and (Un(λ) : Kn(µ)) = (Un0(λ) : Kn0(µ)). Furthermore a Kac flag
of Un(λ), for every n ≥ n0, can be chosen to have the same ordered sequence of
weights.
Proof. Consider the construction of Un0(λ) as in (3.4). We define a total order on
the µ’s that appear in the construction by requiring that µ > ν if |µ| > |ν|, and
among the µ’s with the same |µ| we choose an arbitrary total order. Starting with
Kn0(λ), following this total order, we construct Un0(λ). This gives a Kac flag of
Un0(λ). Regarding the same µ’s as weights of gl(m|n0+1) we construct in the same
fashion Un0+1(λ) with the a Kac flag having the same sequence of weights. 
3.5. Tilting modules in O++m|∞. In the same way as in Definition 3.10 one defines
tilting modules U(λ) in the category O++m|∞, where λ ∈ X
+
m|∞. The following lemma
is standard using induction and the long exact sequence.
Lemma 3.15. Let U be a gl(m|∞)-module such that Ext1(K(µ), U) = 0, for all µ.
If V is a gl(m|∞)-module possessing a finite Kac flag, then we have Ext1(V, U) = 0.
3It is asserted in [So3] that the modules T≥k are indecomposable. A simple proof of this fact
can be read off from the proof of Proposition 3.1 in [So4]. We learned this proof from W. Soergel
through the anonymous expert, and we thank both of them.
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Theorem 3.16. Let λ ∈ X+m|∞.
(1) There exists a unique (up to isomorphism) tilting module associated to λ in
O++
m|∞. Moreover, U(λ)
∼= ∪nUn(λ).
(2) The functor trn sends U(λ) to Un(λ) if (λ|δn+1) = 0 and to 0 otherwise.
(3) We have (U(λ) : K(µ)) = (Un(λ) : Kn(µ)) for n≫ 0, and hence U(λ) has
a Kac flag consisting of Kac modules of highest weights µ with λL 4 µ 4 λ.
Proof. Corollary 3.14 allows us to define the gl(m|∞)-module U(λ) to be
U(λ) = ∪nUn(λ).
Parts (2) and (3) follow from Corollary 3.14.
It remains to prove (1). First by Corollary 3.14 U(λ) admits a Kac flag with
the same ordered sequence of weights as Un(λ), for n≫ 0. Now for λ ∈ X
++
m|n the
highest weights of the Kac modules that appear in a Kac flag of Un(λ) lie in X
++
m|n.
Also the highest weights of the composition factors of a Kac module with highest
weight lying in X++
m|n also lie in X
++
m|n. Thus U(λ) has a finite composition series
and all its composition factors have highest weights lying in X+
m|∞. Thus U(λ)
belongs to the category O++m|∞.
Suppose U(λ) = M1 ⊕M2 as gl(m|∞)-modules. Choose n so that (λk|δn) = 0,
for all λk, where the λk’s are all the highest weights of composition factors of U(λ)
(and hence of M1 and M2 as well). Now Un(λ) = trn(M1)⊕ trn(M2). But Mj 6= 0
would imply trn(Mj) 6= 0, which contradicts the indecomposability of Un(λ). Thus,
U(λ) is indecomposable.
Given an exact sequence of gl(m|∞)-modules of the form
0 −→ U(λ) −→M −→ K(µ) −→ 0, (3.6)
where µ ∈ X+m|∞. We apply trn to (3.6) and obtain a split exact sequence
0 −→ Un(λ) −→ trn(M) −→ Kn(µ) −→ 0
of gl(m|n)-modules. Thus, we can choose vµ ∈ trn(M) of weight µ such that
eijvµ = 0, for all −m ≤ i < 0 < j ≤ n. Observe that eklvµ = 0 for k, l such that
k < l and l > n by Lemma 3.2. Thus vµ is a genuine gl(m|∞)-highest weight
vector and hence (3.6) is split. Thus U(λ) is a tilting module.
A standard Fitting-type argument as in [So3] proves the uniqueness of U(λ). 
Denote by G(O++
m|∞) the Grothendieck group of O
++
m|∞ and let G(O
++
m|∞)Q :=
G(O++
m|∞) ⊗Z Q. For M ∈ O
++
m|∞ let [M ] denote the corresponding element in
G(O++
m|∞)Q. Let E
m|∞
q=1 denote the specialization of E
m|∞ at q → 1. The topological
completion Êm|∞ of Em|∞ induces a topological completion Ê
m|∞
q=1 of E
m|∞
q=1 . Using
the bijection between E
m|∞
q=1 and G(O
++
m|∞)Q, induced by sending Kfλ to [K(λ)] for
λ ∈ X+
m|∞, we may define a topological completion Ĝ(O
++
m|∞)Q of G(O
++
m|∞)Q.
Proposition 3.17. (1) The linear map j : Ĝ(O++
m|∞)Q → Ê
m|∞|q=1 that sends
[K(λ)] to Kfλ(1) for each λ ∈ X
+
m|∞ is an isomorphism of vector spaces.
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(2) j sends [U(λ)] to Ufλ(1) for each λ ∈ X
+
m|∞.
(3) j sends [L(λ)] to Lfλ(1) for each λ ∈ X
+
m|∞.
Proof. Clearly j is an isomorphism of vector spaces. Write
[K(λ)] =
∑
µ
aλ,µ[L(µ)], [Kn(λ)] =
∑
µ
aλ,µ;n[Ln(µ)],
for some aλ,µ, aλ,µ;n ∈ Z. Lemma 3.8 says that aλ,µ = aλ,µ;n for n ≫ 0 relative to
λ, µ. Corollary 2.10 implies that bλ,µ = bλ,µ;n for n≫ 0 if we write
Kfλ =
∑
µ
bλ,µLfµ , Kf(n)λ
=
∑
µ
bλ,µ;nLf(n)µ .
The finite n analogue of (3) in [Br1] says that aλ,µ;n = bλ,µ;n. Thus (3) follows.
In a similar fashion (2) follows from Corollary 2.10, Theorem 3.16, and Brundan’s
finite n analogue of (2). 
Remark 3.18. We note that the operator L : X+m|∞ → X
+
m|∞ is not surjective in
contrast to the finite n case. For example the trivial weight does not lie in the
image of L.
4. Kazhdan-Lusztig polynomials and canonical bases for Em+n
The goal of this section is to establish closed formulas for the (dual) canonical
bases and Kazhdan-Lusztig polynomials in the Fock space Em+n. We begin with
some standard results on canonical bases on tensor and exterior spaces, which seem
to be well known (cf. e.g. [Lu2, FKK, Br1]).
4.1. Bases for Tm+n. We say that f ∈ Zm+n is anti-dominant, if f(−m) ≤ · · · ≤
f(−1) ≤ f(1) ≤ · · · ≤ f(n). The following is standard.
Proposition 4.1. Let n be finite. There exists a unique anti-linear bar map ¯ :
Tm+n → Tm+n such that
(1) Vf = Vf for all anti-dominant f ∈ Z
m+n;
(2) XuH = XuH for all X ∈ U, u ∈ Tm+n, H ∈ Hm+n.
(3) The bar map is an involution;
(4) Vf = Vf + (∗) where (∗) is a finite Z[q, q
−1]-linear combination of Vg’s for
g < f .
By standard arguments again, Proposition 4.1 implies the existence and unique-
ness of the canonical basis {Tf} and dual canonical basis {Lf} for T
m+n.
Theorem 4.2. Let n be finite. There exist unique bases {Tf}, {Lf} for T
m+n,
where f ∈ Zm+n, such that
(1) Tf = Tf and Lf = Lf ;
(2) Tf ∈ Vf +
∑
g∈Zm+nqZ[q]Vg and Lf ∈ Vf +
∑
g∈Zm+nq
−1Z[q−1]Vg.
(3) Tf = Vf + (∗) and Lf = Vf + (∗∗) where (∗) and (∗∗) are finite Z[q, q
−1]-
linear combinations of Vg’s for g ∈ Z
m+n with g < f .
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We define tg,f(q) ∈ Z[q], lg,f(q) ∈ Z[q
−1] associated to f, g ∈ Zm+n by
Tf =
∑
g∈Zm+n
tg,f(q)Vg, Lf =
∑
g∈Zm+n
lg,f(q)Vg. (4.1)
Note that tg,f(q) = lg,f(q) = 0 unless g ≤ f and tf,f (q) = lf,f(q) = 1. We will refer
to these polynomials as Kazhdan-Lusztig polynomials (see Proposition 5.3).
Remark 4.3. One can show that the matrices [t−f,−g(q
−1)] and [lf,g(q)] are inverses
of each other. In light of Proposition 5.3, this can be regarded as a reformulation
of the inversion formula of the parabolic Kazhdan-Lusztig polynomials. Alterna-
tively, this follows from similar arguments as in §2-i, [Br1]. Thus (4.1) implies the
following duality formulas:
Vf =
∑
g∈Zm+n
t−f,−g(q
−1)Lg =
∑
g∈Zm+n
l−f,−g(q
−1)Tg, f ∈ Z
m+n. (4.2)
4.2. Bases for Em+n and Êm+∞. For n ∈ N let Em+n+ denote the subspace of
Em+n spanned by elements of the form Kf , f ∈ Z
m+n
++ . Define the truncation map
Trn+1,n : E
m+(n+1)
+ −→ E
m+n
+ by sending Kf to Kf(n) if f(n + 1) = −n, and to
0 otherwise. For n′ > n, Trn′,n : E
m+n′
+ −→ E
m+n
+ is defined similarly. This
gives rise to Trn : E
m+∞ → Em+n+ , for all n, which in turn allows us to define a
topological completion Êm+∞ := lim
←−
Em+n+ , similarly as in [Br1, §2-d]. We call the
map Trn : Ê
m+∞ → Em+n+ also the truncation map.
Lemma 4.4. Let n ∈ N ∪ ∞ and let f, g ∈ Zm+n+ . Then f > g in the Bruhat
ordering if and only if there exists f 0, · · · , f s ∈ Zm+n+ such that f = f
0 > f 1 >
· · · > f s = g and for each 0 ≤ a < s there exists ia < 0 < ja with f
a+1 =
(fa · τiaja)
+, fa(ia) > f
a(ja), and f
a(ia) 6= f
a(k), ∀k > 0.
Sketch of a proof. This follows from an equivalent formulation of the Bruhat order-
ing in terms of the wtǫ combined with an analogous proof of the reductive analog
of Brundan’s Lemma 3.42 [Br1]. 
For n ∈ N∪∞, a weight f in Zm+n+ is called J-typical if it is minimal in the Bruhat
ordering among elements in Zm+n+ . The following proposition can be established
in the same way as a similar statement in [Br1, Theorem 3.5]. For a finite n let
Êm+n := Em+n.
Proposition 4.5. Let n ∈ N ∪ ∞. There exists a unique anti-linear bar map
− : Êm+n → Êm+n such that
(1) Kf = Kf for all J-typical f ∈ Z
m+n
+ ;
(2) Xu = Xu for all X ∈ U and u ∈ Êm+n.
(3) The bar map is an involution;
(4) Kf = Kf + (∗) where (∗) is (possibly infinite when n =∞) Z[q, q
−1]-linear
combination of Kg’s for g ∈ Z
m+n
+ such that g < f in the Bruhat ordering.
The next theorem follows from Proposition 4.5.
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Theorem 4.6. Let n ∈ N ∪∞. There exist unique topological bases {Uf}, {Lf},
where f ∈ Zm+n+ , for Ê
m+n such that
(1) Uf = Uf and Lf = Lf ;
(2) Uf ∈ Kf +
∑̂
g∈Zm+n+
qZ[q]Kg and Lf ∈ Kf +
∑̂
g∈Zm+n+
q−1Z[q−1]Kg.
(3) Uf = Kf +(∗) and Lf = Kf +(∗∗) where (∗) and (∗∗) are (possibly infinite
when n = ∞) Z[q, q−1]-linear combinations of Kg’s for dominant g < f .
For n finite, (∗) and (∗∗) are always finite sums.
We define ug,f(q) ∈ Z[q], lg,f(q) ∈ Z[q
−1] for f, g ∈ Zm+n+ by
Uf =
∑
g∈Zm+n+
ug,f(q)Kg, Lf =
∑
g∈Zm+n+
lg,f(q)Kg. (4.3)
Note that ug,f(q) = lg,f(q) = 0 unless g ≤ f and uf,f(q) = lf,f(q) = 1. For
reasons that will become clear in Section 5.3 we will refer to these polynomials as
(parabolic) Kazhdan-Lusztig polynomials.
Remark 4.7. In the same way as in [Br1, (3.7)] we can show that our notation of
Lf and lg,f(q) here is consistent with the same notation introduced in Section 4.1.
Also, similar to [Br1, Lemma 3.8], we have Uf = Tf ·w0Ĥ0, for f ∈ Z
m+n
+ .
Remark 4.8. By modifying the arguments in §3-c of [Br1] we can introduce a
symmetric bilinear form 〈·, ·〉 on Em+n such that 〈Lf ,U−g·w0〉 = δf,g, which readily
implies that the matrices [u−f ·w0,−g·w0(q)] and [lf,g(q
−1)] are inverses of each other.
Equivalently, we have
Kf =
∑
g∈Zm+n+
u−f ·w0,−g·w0(q
−1)Lg =
∑
g∈Zm+n+
l−f ·w0,−g·w0(q
−1)Ug, f ∈ Z
m+n
+ .
4.3. Degree of J-atypicality. Let n be finite and let f ∈ Zm+n, Sm|n-conjugate
to an element f+ in Zm+n+ .
For a pair of integers (i|j), with −m ≤ i ≤ −1 and 1 ≤ j ≤ n, we define the
distance of (i|j) to be d(i|j) := f(i) − f(j). Such a pair is called an atypical pair
for f , if the following three conditions are satisfied:
(A1+) f(i) > f(j);
(A2+) For every k with 1 ≤ k ≤ n we have f(i) 6= f(k);
(A3+) For every l with −m ≤ l ≤ −1 we have f(l) 6= f(j).
Two atypical pairs (i1|j1) and (i2|j2) for f are said to be disjoint, if i1 6= i2 and
j1 6= j2. Two subsets A1 and A2 of atypical pairs of f are said to be disjoint, if any
two atypical pairs (i1|j1) ∈ A1 and (i2|j2) ∈ A2 are disjoint. Let A
+
f denote the set
of all atypical pairs of f . For k ≥ 1 we define the set Σkf recursively as follows:
Σkf := {(i|j) ∈ A
+
f |d(i|j) = k and (i|j) disjoint from
k−1⋃
s=1
Σsf},
Σ+f :=
⋃
k≥1
Σkf .
SUPER DUALITY AND KAZHDAN-LUSZTIG POLYNOMIALS 23
Definition 4.9. An element in Σ+f will be called a positive pair of f . The degree
of J-atypicality of f , denoted by >f , is defined to be the cardinality of Σ+f .
In particular >f ≤ min(m,n). By Lemma 4.4, >f = 0 if and only if f is minimal
in the Bruhat ordering among elements in Zm+n+ , i.e. it is J-typical.
Remark 4.10. Our definition of J-atypicality was partly inspired by the definition
of Leclerc and Miyachi’s function ψ in [LM], 2.5. Their ψ was in turn inspired by
Lusztig’s notion of “admissible involutions”.
We denote by A−f the collection of all pairs (i|j), i < 0 and j > 0, satisfying the
following three conditions:
(A1−) f(i) < f(j);
(A2−) For every k with 1 ≤ k ≤ n we have f(i) 6= f(k);
(A3−) For every l with −m ≤ l ≤ −1 we have f(l) 6= f(j).
Disjointness of subsets of A−f is defined similarly. We define the set Σ
−k
f recursively:
Σ−kf := {(i|j) ∈ A
−
f |d(i|j) = −k and (i|j) disjoint from ∪
k−1
s=1 Σ
−s
f }, for k ≥ 1.
Set Σ−f :=
⋃
k≥1Σ
−k
f . Elements in Σ
−
f will be called negative pairs of f .
4.4. An algorithm for canonical basis. Recall di ∈ Z
m+n from Subsection 2.3.
We give a procedure to reduce the degree of J-atypicality in a controlled manner
(see Lemma 4.14).
Procedure 4.11. Let f ∈ Zm+n+ . We construct an element h ∈ Z
m+n
+ and a
Chevalley generator Xa according to the following procedure.
(0) Choose i < 0 such that i = max{l| there exists k with (l|k) ∈ Σ+f }.
(1) If i < −1 and f(i) − 1 6= f(i + 1) or i = −1, then put Xa = Ff(i)−1,
h = f − di and the procedure stops. Otherwise go to step (2).
(2) There exists an s > 0 such that f(i+ 1) = f(s) (see Remark 4.12). We let
Xa = Ef(i)−1, h = f − ds and the procedure stops.
Remark 4.12. To justify step (2) above, we note that (i|j) is an atypical pair for
some j > 0. Thus f(j) 6= f(t) for all t < 0, and in addition f(i) > f(j) which
implies that f(i+1) = f(i)−1 ≥ f(j). If f(i+1) 6= f(s) for all s > 0, then (i+1|j)
is an atypical pair, and so there exists t > 0 with (i+ 1|t) ∈ Σ+f , contradicting the
choice of i in step (0).
Remark 4.13. Notice that step (1) produces an h ∈ Zm+n+ with
∑
i<0 f(i) − 1 =∑
i<0 h(i), while step (2) produces an h ∈ Z
m+n
+ with
∑
j>0 f(j) + 1 =
∑
j>0 h(j).
It follows that a finite number of applications of the procedure reduces the degree of
J-atypicality, and thus a finite number of repeated applications of Procedure 4.11
will produce a J-typical element. Procedure 4.11 may be regarded as a reductive
analogue of Brundan’s Procedure 3.20 [Br1].
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We will write h  f to denote that h is obtained from f via Procedure 4.11.
Thus we have hk  hk−1  · · ·  h1  f , with hk J-typical. Denote the
Chevalley generator corresponding to hi  hi−1 by Xai . We have the following
lemma.
Lemma 4.14. Let f ∈ Zm+n+ with >f > 0 and let h and Xa be defined as in
Procedure 4.11.
(1) If >f = >h, then XaUh = Uf and XaKh = Kf .
(2) If >f = >h + 1, then h = f − di, for some i < 0. In this case we
have Xa = Ff(i)−1 and XaUh = Uf and XaKh = Kf + qKh′, where h
′ =
(h<0|e˜f(i),f(i)−1h
>0). In particular f > h′.
(3) Suppose hk  hk−1  · · ·  h1 = f with hk J-typical. Then we have
Uf = Xa1Xa2 · · ·XakKhk .
Proof. As usual we shall write f = (f<0|f>0) and g = (g<0|g>0) et cetera.
From the description of Procedure 4.11, there are the following three cases to
be considered depending on the forms of f and h, with a + 1 = f(i). Here, · · ·
denotes entries different from a and a+ 1.
(i) f = (· · · , a+ 1, a, · · · | · · · , a, · · · ), h = (· · · , a+ 1, a, · · · | · · · , a+ 1, · · · );
(ii) f = (· · · , a+ 1, · · · | · · · ), h = (· · · , a, · · · | · · · );
(iii) f = (· · · , a+ 1, · · · | · · · , a, · · · ), h = (· · · , a, · · · | · · · , a, · · · ).
We have the following description of Σ+h in these cases:
(i) Σ+h =
(
Σ+f \ {(i|k)}
)
∪{(i+1|k)}, with unique k > 0 such that (i|k) ∈ Σ+f ;
(ii) Σ+h = Σ
+
f ;
(iii) Σ+h = Σ
+
f \ {(i|s)}, with unique s > 0 such that f(s) = a.
Thus in (i) and (ii) above >h = >f , while in (iii) >h = >f − 1.
The formulas for XaKh in (1) and (2) are verified case by case using Lemma 2.2.
It remains to verify the action of Xa on Uh.
In (i), by Procedure 4.11, Xa is of the form Ea. We have
Uh = Kh +
∑
g<h
ug,h(q)Kg, for ug,h(q) ∈ qZ[q].
Observe that any g such that g < h is of the form
g1 = (· · · , a+ 1, a, · · · | · · · , a+ 1, · · · ) or g2 = (· · · , a+ 1, · · · | · · · , a+ 1, a, · · · ).
One checks that
XaUh = Kf +
∑
g1<h
ug1,h(q)Kg′1 +
∑
g2<h
ug2,h(q)Kg′2
where
g′1 = (g
<0
1 |e˜a,a+1g
>0
1 ), g
′
2 = (e˜a,a+1g
<0
2 |g
>0
2 ).
Note that g′1 < f and g
′
2 < f , for g1 < h and g2 < h. Hence XaUh is of the form
Kf +
∑
g<f qZ[q]Kg and it is bar-invariant since
XaUh = Xa · Uh = XaUh.
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Thus XaUh = Uf by the uniqueness of the canonical basis elment Uf .
In case (ii), Xa = Fa. Now if g < h, then g can be either (· · · , a, · · · | · · · )
or (· · · | · · · , a, · · · ). Thus FaKg = Kg′ , where g
′ is either (· · · , a+ 1, · · · | · · · ) or
(· · · | · · · , a+ 1, · · · ). In either case g′ < f . From a similar argument as in case (i),
we conclude that XaUh = Uf . In case (iii), Xa = Fa and if g < h then g is of the
same form as h. Now this case is straightforward to check, thus completing the
proof of (1) and (2). By (1) and (2), Xa1Xa2 · · ·XakKhk is a bar-invariant element
of the form Kf +
∑
g<f qZ[q]Kg hence equals Uf , proving (3). 
Example 4.15. Consider f = (2, 1, 0|3, 0,−2) with >f = 1. We will use Proce-
dure 4.11 to compute Uf . We have the following sequence:
(2, 1,−2|3, 1,−2) (2, 1,−1|3, 1,−2) (2, 1, 0|3, 1,−2) (2, 1, 0|3, 0,−2).
Hence, Uf = E0F−1F−2K(2,1,−2|3,1,−2) = K(2,1,0|3,0,−2) + qK(2,0,−2|3,1,0).
Let Σ = {(i1|j1), · · · , (ik|jk)} be a subset of {−m, · · · ,−1} × {1, · · · , n} such
that all the is’s and also all the js’s are distinct. Let f ∈ Z
m+n
+ . Define an element
fΣ ∈ Z
m+n
+ obtained from f as follows. It is enough to specify the values of f
<0
Σ and
f>0Σ . The values of f
<0
Σ are obtained from the values of f
<0 with f(js) replacing
f(is), and the values of f
>0
Σ are obtained from the values of f
>0 with f(is) replacing
f(js), for all s = 1, · · · , k.
Theorem 4.16. Let f ∈ Zm+n+ . We have
Uf =
∑
Σ⊆Σ+
f
q|Σ|KfΣ.
where the summation is over all subsets Σ of Σ+f .
Proof. If f itself is J-typical, then Kf = Uf and the theorem is true in this case,
since Σ+f = ∅.
Suppose that >f > 0. Using the notation of Procedure 4.11 and Lemma 4.14
we have Uf = XaUh. We may assume by induction based on Procedure 4.11 that
Uh is of the form Uh =
∑
Σ⊆Σ+
h
q|Σ|KhΣ. There are three possibilities for Xa, where
a+ 1 = f(i).
In the first case Xa = Ea and the J-atypicality is not changed. Here we must
have f = (· · · , a + 1, a, · · · | · · · , a, · · · ) and h = (· · · , a+ 1, a, · · · | · · · , a + 1, · · · ).
In this case if (i|k) ∈ Σ+f , then Σ
+
h =
(
Σ+f \ {(i|k)}
)
∪{(i+1, k)}. Now one checks
that
Uf = EaUh =
∑
Σ⊆Σ+
h
q|Σ|EaKhΣ =
∑
Σ⊆Σ+
f
q|Σ|KfΣ.
In the second case Xa = Fa and the J-atypicality is not changed. In this case
f = (· · · , a+ 1, · · · | · · · ) and h is of the form (· · · , a, · · · | · · · ), and we have Σ+h =
Σ+f . Thus
Uf = FaUh =
∑
Σ⊆Σ+h
q|Σ|FaKhΣ =
∑
Σ⊆Σ+f
q|Σ|KfΣ.
26 SHUN-JEN CHENG, WEIQIANG WANG, AND R.B. ZHANG
Finally suppose that Xa = Fa and the atypicality is changed. In this case
f = (· · · , a + 1, · · · | · · · , a, · · · ) and h = (· · · , a, · · · | · · · , a, · · · ). Let s > 0 be
such that f(s) = a. Then Σ+h = Σ
+
f \ {(i|s)}. Thus any hΣ is of the form
(· · · , a, · · · | · · · , a, · · · ) and we have
Uf = FaUh =
∑
Σ⊆Σ+
h
q|Σ|FaKhΣ
=
∑
Σ⊆Σ+
h
q|Σ|KfΣ +
∑
Σ⊆Σ+
h
q|Σ|+1KfΣ∪{(i|s)} =
∑
Σ⊆Σ+
f
q|Σ|KfΣ.
This completes the proof. 
Remark 4.17. Theorem 4.16 is a generalization of Theorem 3 of [LM], where the
canonical basis of the irreducible U-module generated by the vacuum vector of the
Fock space was computed. The same combinatorics was used in [Lec] to describe
the composition factors of tensor products of evaluation modules for quantum affine
algebras.
Let f ∈ Zm+n+ and let w0 be the longest element in Sm|n. From the definitions the
negative pairs of f are precisely the positive pairs of −f ·w0 via the correspondence
(i|j)↔ (−m− i− 1|n− j + 1).
We have the following consequence of Remark 4.8 and Theorem 4.16.
Corollary 4.18. Let f ∈ Zm+n+ . We have
Kf =
∑
g
q−|Σ|Lg,
summed over all g ∈ Zm+n+ such that there exists Σ ⊆ Σ
−
g with gΣ = f .
4.5. The operators L and R. Theorem 4.16 computes ug,f and Corollary 4.18
computes the polynomials lg,f upon inversion. In the remainder of this section
we will introduce some combinatorics and establish the reductive counterparts of
Theorem 3.34 and Corollary 3.36 of [Br1] that allow us to describe this inversion
explicitly. We start with the following lemma which follows from the definition.
Lemma 4.19. Let f ∈ Zm+n be Sm|n-conjugate to an element in Z
m+n
+ and suppose
that (i|j) is an atypical pair of f . Then (i|j) and Σ+f are not disjoint.
Corollary 4.20. Let f ∈ Zm+n, Sm|n-conjugate to an element in Z
m+n
+ , and sup-
pose that (i|j) is an atypical pair of f . Then there exists i′ < 0 with f(i′) ≤ f(i)
such that (i′|j) ∈ Σ+f or there exists j
′ > 0 with f(j′) ≥ f(j) such that (i|j′) ∈ Σ+f .
Next we define the reductive analogue of the L-operators and R-operators. Let
f ∈ Zm+n be Sm|n-conjugate to an element in Z
m+n
+ , with positive pairs Σ
+
f and
negative pairs Σ−f . Recalling τij ∈ Sm+n from Subsection 2.2 we define for each
i = −m, · · · ,−1
Li(f) :=
{
f · τij , if there exists j with (i|j) ∈ Σ
+
f ,
∅, otherwise.
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Ri(f) :=
{
f · τij , if there exists j with (i|j) ∈ Σ
−
f ,
∅, otherwise.
Suppose now that f ∈ Zm+n+ . For θ = (θ−m, · · · , θ−1) ∈ N
m we define
Lθ(f) :=
(
L
θ−1
−1 ◦ L
θ−2
−2 ◦ · · · ◦ L
θ−m
−m (f)
)+
, L′θ(f) :=
(
L
θ−m
−m ◦ · · · ◦ L
θ−1
−1 (f)
)+
,
R′θ(f) :=
(
R
θ−1
−1 ◦ R
θ−2
−2 ◦ · · · ◦ R
θ−m
−m (f)
)+
, Rθ(f) :=
(
R
θ−m
−m ◦ · · · ◦ R
θ−1
−1 (f)
)+
.
Write |θ| :=
∑−1
i=−m θi. Let Σ
+
f = {(i1|j1), · · · , (ik|jk)}, where i1 < i2 < · · · < ik <
0. We shall denote by L(f) (or fL) the expression
L(f) :=
(
Lik ◦ Lik−1 · · · ◦ Li1(f)
)+
.
Similarly, if Σ−f = {(i1|j1), · · · , (ik|jk)}, with i1 < i2 < · · · < ik < 0, we shall write
R(f) (or fR) for the expression
R(f) :=
(
Ri1 ◦ Ri2 · · · ◦ Rik(f)
)+
.
The following follows from the definitions.
Lemma 4.21. Let f ∈ Zm+n+ and let w0 be the longest element in Sm|n. For
θ = (θ−m, · · · , θ−1) ∈ N
m let ϕ = (θ−1, · · · , θ−m). We have
−Lθ(−f · w0) · w0 = Rϕ(f), −L
′
θ(−f · w0) · w0 = R
′
ϕ(f).
4.6. Transition matrices between monomial and canonical bases in Em+n.
We start with several simple lemmas whose proofs are straightforward.
Lemma 4.22. Let f ∈ Zm+n be Sm|n-conjugate to an element in Z
m+n
+ . Suppose
that (i0|j0) ∈ Σ
+
f .
(i) If there exists b > 0 such that f(b) 6∈ {f(i)|i < 0} and f(i0) > f(b) > f(j0),
then there exists a < 0 with f(i0) > f(a) > f(b) and (a|b) ∈ Σ
+
f .
(ii) If there exists a < 0 with f(a) 6∈ {f(j)|j > 0} such that f(i0) > f(a) >
f(j0), then there exists b > 0 with f(a) > f(b) > f(j0) and (a|b) ∈ Σ
+
f .
Lemma 4.23. Let f ∈ Zm+n be Sm|n-conjugate to an element in Z
m+n
+ , and let
(i|k), (j|l) ∈ Σ+f with f(i) > f(j). Then (j|l) ∈ Σ
+
Li(f)
.
Lemma 4.24. Let f ∈ Zm+n be Sm|n-conjugate to an element in Z
m+n
+ , and let
(i|k) ∈ Σ+f . Suppose i < 0, j < 0 and f(i) > f(j), and there is no l > 0 such that
(j|l) ∈ Σ+f . Then there is no l such that (j|l) ∈ Σ
+
Li(f)
.
Proof. The lemma is obvious if there exists b > 0 such that f(j) = f(b). Hence we
may assume that this is not the case.
Suppose there exists an l > 0 such that f(l) 6= f(c), for every c < 0, and
f(j) > f(l). Then there exists an a < 0 with f(j) > f(a) > f(l) and (a|l) ∈ Σ+f .
But then by Lemma 4.23 we have (a|l) ∈ Σ+
Li(f)
, and hence (j|l) 6∈ Σ+
Li(f)
. 
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Theorem 4.25. Let f ∈ Zm+n+ . We have
(1) Uf =
∑
θ∈{0,1}m q
|θ|KLθ(f);
(2) Kf =
∑
θ∈Nm(−q)
|θ|UL′
θ
(f).
Proof. Part (1) follows from Theorem 4.16, Lemmas 4.23 and 4.24.
Part (2) can be proved using (1) following the strategy of the proof of Theorem
3.34 (ii) in [Br1] as follows. We let Mm+n be the free Z[q, q−1]-module with basis
{[f ]}, where the f ’s are all the Sm|n-conjugates of elements in Z
m+n
+ . We define
linear maps U,K : Mm+n → Em+n by K([f ]) = Kf+ ,U([f ]) = Uf+ . Let K
−1,U−1
denote the right inverse functions of K and U, respectively, given by K−1(Kf) =
[f ],U−1(Uf ) = [f ]. Now for −m ≤ i ≤ −1 define λi :M
m+n →Mm+n by
λi([f ]) :=
{
[f · τij ], if there exists j with (i|j) ∈ Σ
+
f ,
0, otherwise.
(4.4)
Consider the maps
P := K ◦
(
(1 + qλ−1) · · · (1 + qλ−m)
)
◦U−1 : Em+n → Em+n,
Q := U ◦
( 1
1 + qλ−m
· · ·
1
1 + qλ−1
)
◦K−1 : Em+n → Em+n.
Note that every λi is nilpotent, so the expression 1 + qλi is invertible.
Now (1) says that P(Uf) = Uf and hence P is the identity map. Part (2) is
equivalent to saying that Q is the identity map. So it suffices to show that P ◦ Q
is the identity map, which amounts to removing U−1 ◦U in P ◦Q. Now this would
follow, once we can show that, given f ∈ Zm+n+ and a nonzero summand [g] of
1
1+qλ−m
· · · 1
1+qλ−1
[f ],
K ◦ (1 + qλ−1) · · · (1 + qλ−m)[g] = K ◦ (1 + qλ−1) · · · (1 + qλ−m)[g
+]. (4.5)
We make the following three observations for [g] a summand of 1
1+qλ−m
· · · 1
1+qλ−1
[f ],
for f ∈ Zm+n+ :
(i) If g is of the form (· · · g(i) · · · g(j) · · · | · · · ) with g(i) < g(j), i < j and
(i|k), (j|l) ∈ Σ+g , for some k, l > 0, then g(l) > g(i).
(ii) For g having the form of (i), LiLj(g) and LjLi(g) are Sm|n-conjugates.
(iii) For g of the form (i) and −m ≤ i1 < i2 < · · · < ik < j < 0 with i 6= is for
s = 1, · · · , k, the element Lik · · ·Li1(g) is also of the form (i).
Now let g be such a summand. For −m ≤ i1 < i2 < · · · < ik < 0 consider
h = Lik · · ·Li1(g). Of course there exist distinct −m ≤ j1, · · · , jk < 0 such that
Ljk · · ·Lj1(g
+) is Sm|n-conjugate to h. In order to establish (4.5) we only need to
show that if we rearrange the j1, · · · , jk in decreasing order and apply the corre-
sponding L-operators to g+ we get an element that is also Sm|n-conjugate to h.
This follows from (ii) and (iii). Below is an example to illustrate this. Suppose
g = (· · · , g(i1), · · · , g(i2), · · · , g(i3) · · · | · · · ),
g+ = (· · · , g(i3), · · · , g(i2), · · · , g(i1), · · · | · · · ),
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with g(is) = g
+(js) with s = 1, 2, 3. We write h ∼ h
′, if h and h′ are Sm|n-
conjugates. We have by (ii) and (iii)
Li3Li2Li1g ∼ Li3Li1Li2g ∼ Li1Li3Li2g ∼ Li1Li2Li3g.
But Li1Li2Li3g is Sm|n-conjugate to Lj3Lj2Lj1g
+. 
Remark 4.26. The formula for Uf in Theorem 4.25 (or in Theorem 4.16) implies
that Uf is a sum of precisely 2
>f monomial basis elements.
4.7. Transition matrices with dual canonical basis in Em+n.
Corollary 4.27. Let f ∈ Zm+n+ . We have
(1) Kf =
∑
Rθ(g)=f
q−|θ|Lg,
(2) Lf =
∑
R′
θ
(g)=f (−q)
−|θ|Kg,
where the summation in (1) is over all g ∈ Zm+n+ such that there exists θ ∈ {0, 1}
m
with Rθ(g) = f , and the summation in (2) is over all g ∈ Z
m+n
+ and θ ∈ N
m such
that R′θ(g) = f .
Proof. In order to establish part (1) we need to compute u−fw0,−gw0(q
−1) according
to Remark 4.8. By Theorem 4.25 (1) it is equal to q−|θ| if −f · w0 = Lθ(−g · w0),
where θ ∈ {0, 1}m, which is equivalent to saying that f = −Lθ(−g · w0) · w0. Now
by Lemma 4.21 we have −Lθ(−g · w0) · w0 = Rϕ(g), where we recall that the
expression ϕ means θ in reversed order. Thus we obtain Rϕ(g) = f , as desired.
Part (2) is proved in a similar way using the second identity in Remark 4.8
together with Theorem 4.25 (2) and Lemma 4.21. 
Corollary 4.28. Both ug,f(q) and lg,f(−q
−1) are polynomials in q with positive
integer coefficients. More explicitly,
(1) ug,f(q) = q
|θ|, if g = Lθ(f) for some θ ∈ {0, 1}
m, and ug,f(q) = 0 otherwise;
(2) lg,f(−q
−1) =
∑
θ q
|θ|, where the sum is over all θ ∈ Nm with R′θ(g) = f .
4.8. Transition matrices for bases in Êm+∞.
Proposition 4.29. The truncation map Trn+1,n : E
m+n+1
+ → E
m+n
+ commutes with
the bar-involution.
Proof. The proposition can be proved by an almost identical argument as Propo-
sition 2.8. We will not give the details except for pointing out that we now work
over the space Em+n⊗V and we have the following counterparts of (2.7) and (2.8):
Θ(m+n,1) = 1⊗ 1 + (q − q−1)
∑
a,b:a<b
E˜ab ⊗ eba,
Kf(n) ⊗ vf(n+1) = Kf(n) ⊗ vf(n+1)
+(q − q−1)
∑
b>f(n+1)
E˜f(n+1), bKf(n) ⊗ vb.

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Similarly as in Subsection 2.6, Proposition 4.29 implies the following.
Corollary 4.30. (1) Trn+1,n sends Uf (respectively Lf) to Uf(n) (respectively
Lf(n)) if f(n+ 1) = −n and to 0 otherwise.
(2) For f, g ∈ Z
m+(n+1)
++ such that f(n+ 1) = g(n+ 1) = −n, we have
ug,f(q) = ug(n),f(n)(q), lg,f(q) = lg(n),f(n)(q).
Remark 4.31. By Proposition 4.29 and stabilizing its finite n counterparts (Theo-
rem 4.25, Corollary 4.27) we see that Theorem 4.25 and Corollary 4.27 remain to
be valid for n =∞.
5. Representation theory of gl(m+ n)
5.1. The categories Om+n, O
+
m+n and O
++
m+n. Let n ∈ N. We shall think of
gl(m + n) as the Lie algebra of complex matrices whose rows and columns are
parameterized by I(m|n). We denote by hc (respectively bc) the standard Cartan
(respectively Borel) subalgebra of gl(m+n), which consists of all diagonal (respec-
tively upper triangular) matrices. Let {δ′i, i ∈ I(m|n)} be the basis of h
∗
c dual to
{eii, i ∈ I(m|n)}. Set g0 = gl(m)⊕ gl(n). Let q be a parabolic subalgebra g0 + bc.
Similarly as in Section 3 the Lie algebra gl(m+∞) is defined as lim
−→
n
gl(m+ n).
Define the symmetric bilinear form (·|·)c on h
∗
c by
(δ′i|δ
′
j)c = δij, i, j ∈ I(m|n),
and let
ρc = −
−1∑
i=−m
iδ′i +
n∑
j=1
(1− j)δ′j .
Let Xm+n be the set of integral weights λ =
∑
i∈I(m|n) λiδ
′
i, λi ∈ Z. let X
+
m+n be
the set of all λ ∈ Xm+n such that λ−m ≥ · · · ≥ λ−1, λ1 ≥ · · · ≥ λn (such a weight
will be referred to as dominant), and let X++m+n be the set of all λ ∈ X
+
m+n such
that λn ≥ 0. We may regard an element λ in X
++
m+n as an element in X
++
m+n+1 by
letting λn+1 = 0. Analogously we denote by X
+
m+∞ the set of all dominant integral
weights λ =
∑
i∈I(m|∞) λiδ
′
i ∈ Xm+∞ such that λ−m ≥ · · · ≥ λ−1, λ1 ≥ λ2 ≥ · · · ,
and λi = 0 for i≫ 0.
Given λ ∈ X+m+n, n ∈ N ∪ ∞, we denote the Verma and generalized Verma
modules by
Vn(λ) := U(gl(m+ n))⊗U(bc) Cλ, Kn(λ) := U(gl(m+ n))⊗U(q) L
0
n(λ),
respectively. Here L0n(λ) is extended trivially to a q-module, and Cλ is the standard
one-dimensional hc-module extended trivially to a bc-module. Let Ln(λ) be the
irreducible gl(m+ n)-module of highest weight λ.
Let n ∈ N ∪∞. Define a bijection
Xm+n −→ Z
m+n, λ 7→ fλ, (5.1)
where fλ ∈ Z
m+n is given by fλ(i) = (λ+ ρc|δ
′
i)c for i ∈ I(m|n). This map induces
bijections X+m+n → Z
m+n
+ (for n possibly infinite) and X
++
m+n → Z
m+n
++ (for finite n).
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Notions, such as Bruhat ordering and degree of J-atypicality etc., are defined on
elements of Xm+n in a way that is compatible with the ones defined on elements
of Zm+n.
Let n ∈ N. Denote by Om+n the category of finitely generated gl(m+n)-modules
M that are locally finite over bc, semisimple over hc and
M =
⊕
γ∈Xm+n
Mγ ,
where as usualMγ denotes the γ-weight space ofM with respect to hc. The objects
in Om+n include the Verma module Vn(λ) and the irreducible module Ln(λ) for
λ ∈ Xm+n. Denote by O
+
m+n the full subcategory of finitely generated gl(m + n)-
modules M which are locally finite over q. The generalized Verma module Kn(λ)
and the irreducible module Ln(λ) for λ ∈ X
+
m+n belong to O
+
m+n. Denote by
O++m+n the full subcategory of O
+
m+n which consists of gl(m+ n)-modules M whose
composition factors are isomorphic to Ln(λ) with λ ∈ X
++
m+n.
Given M ∈ O+m+n, we endow the restricted dual M
∗ with the usual gl(m + n)-
module structure. Further twisting the gl(m + n)-action on M∗ by the automor-
phism given by the negative transpose of gl(m + n), we obtain another g-module
denoted byM τ . ForM with finite-dimensional weight spaces we have (M τ )τ ∼= M .
The category O++m+∞ consists of finitely generated gl(m +∞)-modules that are
locally finite over q∩gl(m+N), for every N , and such that the composition factors
are of the form L(λ), λ ∈ X+m+∞.
A gl(m + n)-module M is said to have a generalized Verma flag if there exists
a filtration of gl(m + n)-modules 0 = M0 ⊆ M1 ⊆ · · · ⊆ Mr = M such that
Mi/Mi−1 is isomorphic to some generalized Verma module for each i. Denote by
(M : Kn(λ)) the number of subquotients of M which are isomorphic to Kn(λ).
Tilting modules in Om+n and O
+
m+n are defined similarly as before, cf. Defini-
tion 3.10. The role of standard modules there is played by Kac modules, while
here it is played by generalized Verma modules. For a finite n, the notion of the
tilting modules in Om+n and O
+
m+n first appeared in [CoI] in a somewhat different
formulation (see [So3] for generalizations based on the work of Ringel and others;
also cf. [Br2]).
The character formula of the tilting module Tn(µ) in Om+n is given as follows
[So3] (also see [Br2]).
(Tn(µ) : Vn(ν)) = [Vn(−ν − 2ρc) : Ln(−µ− 2ρc)], µ, ν ∈ Xm+n. (5.2)
Let β = −n(δ′−m + · · ·+ δ
′
−1) +m(δ
′
1 + · · ·+ δ
′
n) be the sum of all the negative
roots of gl(m + n) that are not roots of gl(m) ⊕ gl(n). Then Theorem 6.7 (and
Lemma 7.4) of [So3] imply the following character formula for the tilting module
Un(µ) in O
+
m+n.
(Un(µ) : Kn(ν)) = [Kn(β − w0ν) : Ln(β − w0µ)], µ, ν ∈ X
+
m+n. (5.3)
The formula is best understood by the following formula
fβ−w0µ = (m− n+ 1)1
m+n − fµ · w0, (5.4)
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where 1m+n = (1, · · · , 1|1, · · · , 1) ∈ Zm+n. So the difference of the parameters
on both sides of (5.3) is essentially given by the symmetry f 7→ −f · w0 (similar
phenomenon has been observed in (4.17) of [Br1] for gl(m|n).)
5.2. The Jantzen irreducibility criterion. The following is obtained by apply-
ing Jantzen’s irreducibility criterion (M+) [Ja1, Satz 4] to Kn(λ).
Proposition 5.1. Let n ∈ N. The gl(m + n)-module Kn(λ) is irreducible if and
only if for any β of the form δ′i − δ
′
j, i < 0 < j, with (λ + ρc|β)c being a positive
integer, there exists an α of the form δ′i − δ
′
l, 0 < l, or δ
′
k − δ
′
j, k < 0, with
(λ+ ρc|α)c = 0.
Jantzen’s criterion can be simplified for gl(m+∞).
Proposition 5.2. The gl(m +∞)-module K(λ) is irreducible if and only if for
every −m ≤ i < 0, there exists an ℓ > 0 with (λ+ ρc|δ
′
i − δ
′
ℓ)c = 0.
Proof. As Jantzen’s criterion is obtained by the non-degeneracy of the contravari-
ant bilinear form on the generalized Verma module K(λ), it works for n = ∞ as
well. Let us call the criterion for n =∞ in Proposition 5.1 Condition (A) and the
one in Proposition 5.2 Condition (B). Apparently Condition (B) implies (A).
On the other hand, assume that (A) is satisfied. Let i be such that −m ≤
i < 0. Since (λ + ρc|δ
′
k − δ
′
J+1)c > (λ + ρc|δ
′
k − δ
′
J)c, we can take J ≫ 0 such
that (λ + ρc|δ
′
k − δ
′
J)c > 0 for every −m ≤ k ≤ −1. In particular, for the root
β = δ′i − δ
′
J the number (λ + ρc|β)c is a positive integer. Applying Condition (A)
to β now gives us Condition (B). 
5.3. Kazhdan-Lusztig polynomials and (dual) canonical bases. In [KL] the
Kazhdan-Lusztig polynomials were introduced and a parabolic version was later
defined by Deodhar [Deo] (also [CC]). Here we follow the presentation in [So2].
Throughout this subsection we assume that f is anti-dominant (see Subsection
4.1). Let Sf denote the stabilizer subgroup (of Sm+n) of f . Denote by Hf the
Iwahori-Hecke algebra associated to Sf . Denote by 1Hf the one-dimensional right
Hf -module with basis element 1 such that 1 ·Hi = q
−11. Set
Mf = 1Hf ⊗Hf Hm+n, and Mx = 1⊗Hx, x ∈ Sm+n.
Mf carries a natural rightHm+n-module structure. Denote by S
f the set of minimal
length representatives for the right cosets Sf\Sm+n. Then M
f has a basis Mx, x ∈
Sf . There exists a unique bar involution on Mf which satisfies Mx = 1⊗Hx and
MH = M ·H for allM ∈Mf , H ∈ Hm+n. According to [KL, Deo, So2],M
f admits
the Kazhdan-Lusztig bases {Mx}, {M˜x}, where x ∈ S
f , which are characterized
by the following properties:
(a) every Mx, M˜x with x ∈ S
f is bar-invariant;
(b) Mx = Mx +
∑
ymy,x(q)My, M˜x = Mx +
∑
y m˜y,x(q)My, where my,x ∈ qZ[q]
and m˜y,x ∈ q
−1Z[q−1]. (Furthermore, it is known that my,x = 0 = m˜y,x unless
y < x. By convention we set mx,x(q) = m˜x,x(q) = 1.)
By examining the Hm+n-module homomorphism φ : M
f → Tm+n, Mx 7→ Vf ·x,
one has the following well-known identification (cf. [So2, Br1, FKK]).
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Proposition 5.3. Suppose that f ∈ Zm+n is anti-dominant. Then in Tm+n we
have
Tf ·x = Vf ·x +
∑
y<x
my,x(q)Vf ·y Lf ·x = Vf ·x +
∑
y<x
m˜y,x(q)Vf ·y.
Equivalently, we have
tg,f ·x(q) = my,x(q), if g = f · y for some y ∈ S
f ,
lg,f ·x(q) = m˜y,x(q), if g = f · y for some y ∈ S
f ,
and tg,f ·x, lg,f ·x are zero otherwise.
5.4. Kazhdan-Lusztig conjecture and (dual) canonical bases. We write
lg,f(q), tg,f(q) for lµ,λ(q), tµ,λ(q), where f , g correspond to λ, µ, respectively, un-
der the bijection X+m+n → Z
m+n
+ .
The following theorem is a reformulation in terms of dual canonical and canonical
bases of the Kazhdan-Lusztig conjecture proved in [BB, BK] combined with the
translation principle of Jantzen (cf. [CC, So1, BGS, Ja2]) and the character formula
of tilting modules [So3]. The proof here is inspired by a similar argument as in the
proof of Theorem 4.31, [Br1]. Such a reformulation is known to experts.
Theorem 5.4. (1) In the Grothendieck group G(Om+n), for ν ∈ Xm+n, we
have
[Tn(ν)] =
∑
µ∈Xm+n
tµ,ν(1)[Vn(µ)], [Ln(ν)] =
∑
µ∈Xm+n
lµ,ν(1)[Vn(µ)].
(2) In the Grothendieck group G(O+m+n), for ν ∈ X
+
m+n, we have
[Un(ν)] =
∑
µ∈X+m+n
uµ,ν(1)[Kn(µ)], [Ln(ν)] =
∑
µ∈X+m+n
lµ,ν(1)[Kn(µ)].
Proof. Let λ ∈ Xm+n be such that f−λ−2ρc ∈ Z
m+n satisfies that f−λ−2ρc(−m) ≤
· · · ≤ f−λ−2ρc(n). The dot action of the Weyl group Sm+n on Xm+n is given by:
σ · µ = σ(µ + ρc) − ρc, where σ ∈ Sm+n, µ ∈ Xm+n. Let Wλ be the stabilizer (in
Sm+n) of λ under the dot action, W
λ the set of maximal length representatives
of the left cosets Sm+n/Wλ, and wλ the longest element in Wλ. By the Kazhdan-
Lusztig conjecture, combined with the translation principle, we have
[Vn(σ · λ) : Ln(τ · λ)] = Pσ,τ (1) = mwλσ−1,wλτ−1(1), σ, τ ∈ W
λ. (5.5)
Here Pσ,τ (1) is the value at 1 of the usual Kazhdan-Lusztig polynomial [KL], and
it is equal to mwλσ−1,wλτ−1(1) in the notation of the previous subsection, according
to [So2]. By Proposition 5.3 we have mwλσ−1,wλτ−1(1) = t−σ·λ−2ρc,−τ ·λ−2ρc(1) for
σ, τ ∈ W λ. Thus by (5.5) we have
[Vn(σ · λ) : Ln(τ · λ)] = t−σ·λ−2ρc,−τ ·λ−2ρc(1). (5.6)
Combining (5.2) and (5.6) we have proved the first identity in part (1).
By Remark 4.3, the matrices [t−σ·λ−2ρc,−τ ·λ−2ρc(1)] and [lσ·λ,τ ·λ(1)] are inverses to
each other. The second identity in (1) follows from this.
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The second identity in (2) can be derived from the second identity in (1) and
the Weyl character formula (applied to gl(m) ⊕ gl(n)) (cf. [So3, Sect. 7]). By
Remark 4.8, the matrices [u−fµ·w0,−fν ·w0(1)] and [lfµ,fν(1)] are inverses to each other.
Now the remaining identity in (2) follows by applying (5.3) and (5.4). 
Note that a weight λ ∈ X+m+n is J-typical (i.e. λ is minimal in X
+
m+n in the
Bruhat ordering) if and only if the generalized Verma module Kn(λ) is irreducible.
5.5. The categories O++m+n and O
++
m+∞. In what follows by wt
ǫ we mean the
definition given in (2.1). Denote by χλ the integral central character associated to
λ ∈ Xm+n. It is known that χλ = χµ for λ, µ ∈ Xm+n if and only if λ = σ · µ for
some σ ∈ Sm+n, or equivalently wt
ǫ(λ) = wtǫ(µ) ∈ P . We denote by O+γ the block
in O+m+n associated to γ ∈ P .
Let V be the natural gl(m + n)-module and V ∗ its dual. For a ∈ Z we define
the translation functors Ea, Fa : O
+
m+n −→ O
+
m+n by sending M ∈ O
+
γ to
FaM := prγ−(ǫa−ǫa+1)(M ⊗ V ), EaM := prγ+(ǫa−ǫa+1)(M ⊗ V
∗).
Let G(O+m+n)Q := G(O
+
m+n) ⊗Z Q and let E
m+n|q=1 be the specialization of E
m+n
at q → 1.
Theorem 5.5. Let n ∈ N.
(1) Sending the Chevalley generators Ea, Fa to the translation functors Ea, Fa
defines a Uq=1-module structure on G(O
+
m+n)Q.
(2) The linear map i : G(O+m+n)Q → E
m+n|q=1 which sends [Kn(λ)] to Kfλ(1)
for each λ ∈ X+m+n is an isomorphism of Uq=1-modules.
(3) The map i sends [Un(λ)] to Ufλ(1) and [Ln(λ)] to Lfλ(1), for each λ ∈
X+m+n.
Proof. The map i is certainly a vector space isomorphism. One checks that the
action of the translation functors on the generalized Verma modules is compatible
with the action of the Chevalley generators of Uq=1 on the monomial basis. Thus
(1) and (2) follow. Now (3) follows from Theorem 5.4 and the definition of KL
polynomials uµ,ν and lµ,ν . 
Corollary 5.6. Let λ ∈ X+m+n. The subquotients of a generalized Verma flag of
Un(λ) are precisely Kn(µ) with µ = Lθ(λ) associated to θ ∈ {0, 1}
>fλ. Furthermore
for Xa ∈ {Ea, Fa} corresponding to the Chevalley operators in Procedure 4.11,
XaUn(λ) is a tilting module. Also we have Un(λ)
τ ∼= Un(λ).
The corollary above can be proved using induction based on Procedure 4.11 in
an analogous way as Theorem 4.37 in [Br1] is proved. The induction procedure
also shows that the indexing set {µ = Lθ(λ) | θ ∈ {0, 1}
>fλ} above is compatible
with the indexing set in Theorem 4.16 for f = fλ. Finally Un(λ)
τ ∼= Un(λ) is a
consequence of Procedure 4.11 and the fact that τ commutes with the translation
functors.
Theorem 5.5 and results from Section 4 imply the stability of the composition
factors in a generalized Verma module, and the stability of generalized Verma flags
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in a tilting module. This allows us to apply the machinery of Section 3 to the
reductive setting. We will state these results below.
Given λ, µ ∈ X+m+∞, we may regard λ, µ ∈ X
++
m+n for n≫ 0. Then,
[K(λ) : L(µ)] = [Kn(λ) : Ln(µ)], for n≫ 0.
For n < n′ ≤ ∞, the truncation functor trn′,n : O
++
m+n′ −→ O
++
m+n is defined by
sending an object M to the gl(m+ n)-module
trn′,n(M) := span {v ∈M | (wt(v)|δ
′
k)c = 0 for all n + 1 ≤ k ≤ n
′}
When n′ is clear from the context we will also write trn for trn′,n. Theorem 5.5
allows us to apply the construction of Section 3 to prove the existence of a unique
tilting module U(λ) associated to λ in O++
m|∞, isomorphic to ∪nUn(λ). Moreover,
(U(λ) : K(µ)) = (Un(λ) : Kn(µ)), for n≫ 0,
and U(λ) has a generalized Verma flag whose subquotients are precisely K(µ) with
µ = Lθ(λ) associated to θ ∈ {0, 1}
>fλ. Furthermore, U(λ)τ ∼= U(λ).
Let n < n′ ≤ ∞ and λ ∈ X++m+n′ . Then trn sends Yn′(λ)) to Yn(λ) if (λ|δ
′
n+1)c = 0
and to 0 otherwise, for Y = L,K or U.
Similarly one proves the reductive analogue of Proposition 3.17.
Proposition 5.7. For a suitable topological completion Ĝ(O++m+∞)Q of G(O
++
m+∞)Q,
the linear map i : Ĝ(O++m+∞)Q → Ê
m+∞|q=1 which sends [K(λ)] to Kfλ(1) for each
λ ∈ X+m+∞ is an isomorphism of vector spaces. The map i further identifies [U(λ)]
with Ufλ(1) and [L(λ)] with Lfλ(1).
6. Super duality
6.1. An isomorphism of Fock spaces.
Proposition 6.1. (1) The U-module Λ∞V is isomorphic to the basic repre-
sentation of U with highest weight vector |0〉 = v0 ∧ v−1 ∧ v−2 ∧ · · · . More
explicitly, Ea|0〉 = 0 and Ka,a+1|0〉 = q
δa,0|0〉, for all a ∈ Z;
(2) The U-module Λ∞V∗ is isomorphic to the basic representation of U with
highest weight vector |0∗〉 = w1 ∧ w2 ∧ w3 ∧ · · · .
Proof. We prove (2). Using the formulas of the U-action on W, we verify that:
a) Ea|0∗〉 = 0 for every a ∈ Z;
b) Ka|0∗〉 = |0∗〉, a ≤ 0 and Kb|0∗〉 = q
−1|0∗〉, b > 0.
This implies that the weights of |0∗〉 by Ka,a+1 = KaK
−1
a+1(= q
ha) are 1 for a 6= 0
and q for a = 0. This says that the weight is the fundamental weight Λ0. The
claim now follows from the fact that Λ∞V∗ and the basic representation of U have
the same character.
Part (1) can be proved similarly and can be found in [MM, KMS]. 
Thus we have obtained a natural isomorphism of U-modules
C : Λ∞V
∼=
−→ Λ∞V∗.
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Consider the lattice on the fourth quadrant of the xy-plane. Let us label unit
intervals on the x-axis 1, 2, 3, · · · and those on the y-axis 0,−1,−2, · · · . (See the
example below.) A lattice path has one end going down vertically along the y-axis
and the other end going to the right horizontally along the x-axis. Clearly, there
is a bijective correspondence between such lattice paths and Young diagrams.
The edges of a lattice path are further labeled by integers; and the labels are
uniquely determined by two requirements: a) the set of all labels coincides with
Z; b) the labels on the edges which lie on the x- and y- axis coincide with the
pre-fixed labels therein. By abuse of notation, we will use λ to refer to both a
partition and its associated lattice path. Note that our labeling differs from the
one in [MM], pp. 81, by a shift. Denote by vL(λ) the set of vertical labels of λ and
by hL(λ) the set of horizontal labels of λ. For example, associated to the partition
λ = (5, 3, 2, 2), the lattice path is the bold line segments with labels attached.
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(6.1)
The following lemma seems to be well known.
Lemma 6.2. Let λ = (λ1, λ2, · · · ) be a partition, and let λ
′ = (λ′1, λ
′
2, · · · ) be its
conjugate partition. Then,
(1) the set of horizontal labels hL(λ) is {i− λ′i, i = 1, 2, · · · };
(2) the set of vertical labels vL(λ) is {λi − i+ 1, i = 1, 2, · · · }.
The following observation plays an important role in this paper.
Theorem 6.3. The U-module isomorphism C : Λ∞V → Λ∞V∗ is explicitly given
by sending |λ〉 to |λ′∗〉 for each partition λ.
Proof. Define the notions of concave and convex corners in a lattice path as follows:
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(6.2)
With our convention of labeling, the formulas in [MM], pp. 81–82, can be adjusted
as follows, e.g. for Fi. We have Fi|λ〉 = |ν〉 if λ has the concave corner labeled by
i, i+1 (see 6.2) (instead of the i− 1, i in [MM]) and ν is the same as λ except this
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corner becomes convex labeled again by i, i+1, i.e., with one particular cell added
(see 6.2). Otherwise Fi|λ〉 equals 0. In other words, the vertical labels of the lattice
path of λ, after changing the label i to i + 1 (when allowed), become the vertical
labels of the lattice path of ν. By Lemma 6.2, the above formula is equivalent to
the statement that Fi|λ〉 is the semi-infinite wedge obtained by replacing the vi
appearing in |λ〉 by vi+1. By the way, this is consistent with the action of U on V.
Now we work out explicitly the action of Fi on the basis element |λ
′
∗〉 of Λ
∞V∗.
By the action of U on W, Fi|λ
′
∗〉 is the semi-infinite wedge in Λ
∞V∗ which is
obtained by replacing the wi+1 appearing in |λ
′
∗〉 by wi. In light of Lemma 6.2, the
horizontal labels of the lattice path associated to Fi|λ
′
∗〉 are obtained from those
for λ by changing the label i+ 1 to i (when allowed). This is exactly the ν above.
Thus we conclude that Fi|λ
′
∗〉 = |ν
′
∗〉 if λ has the concave corner labeled by i, i+1,
otherwise it is 0.
One checks similarly that sending |λ〉 to |λ′∗〉 respects the actions of Ei, Ki,i+1
for each i ∈ Z. 
6.2. The match of typicality and J-typicality. Given λ =
∑
i∈I(m|∞) λiδ
′
i ∈
X+m+∞ so that by definition λ
>0 := (λ1, λ2, · · · ) is a partition. Denoting by
(λ′1, λ
′
2, · · · ) the conjugate partition of λ
>0, we define a weight in X+m|∞
λ♮ :=
−1∑
i=−m
λiδi +
∞∑
j=1
λ′jδj .
This actually defines a bijection X+m+∞
♮
←→ X+m|∞.
Theorem 6.4. (1) For every λ ∈ X+m+∞, the degree of J-atypicality of the
weight λ ∈ X+m+∞ is equal to the degree of atypicality of λ
♮;
(2) A weight λ ∈ X+m+∞ is J-typical if and only if λ
♮ ∈ X+m|∞ is typical.
Proof. Part (2) is a special case of (1), and thus it suffices to prove (1).
Let us write λ = (λ<0|λ>0) as usual. For the proof it will be convenient to put
µ = λ>0. By definition, the degree of atypicality of λ♮ = (λ<0|µ′) is the number of
i’s in {−m, · · · ,−1} such that
(λ♮ + ρ|δi − δj) = λi − i+ µ
′
j − j = 0, for some j > 0,
or by Lemma 6.2, it is the number of i’s in {−m, · · · ,−1} such that λi − i is a
horizontal label of the lattice path µ.
By definition, the degree of J-atypicality of λ = (λ<0|µ) is the number of i’s in
{−m, · · · ,−1} such that
(λ+ ρc|δ
′
i − δ
′
ℓ)c = λi − i− µℓ + ℓ− 1 6= 0, for every ℓ > 0,
or by Lemma 6.2, it is the number of i’s in {−m, · · · ,−1} such that λi − i is not
a vertical label of the lattice path µ.
Now the theorem follows because the set of horizontal labels of µ and the set of
vertical labels of µ are disjoint and their union is Z. 
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Remark 6.5. From the above proof, we observe that the subset of {−m, · · · ,−1}
that contributes to the J-atypicality of λ coincides with the one that contributes
to the atypicality of λ♮.
6.3. The canonical isomorphism. By coupling with the two bijections X+m|∞ →
Z
m|∞
+ and X
+
m+∞ → Z
m+∞
+ , the bijection X
+
m+∞
♮
←→ X+m|∞ induces a bijection
Zm+∞+
♮
←→ Z
m|∞
+ , which will be also denoted by ♮.
Lemma 6.6. For f, g ∈ Zm+∞+ , f ≥ g in the Bruhat ordering if and only if f
♮ < g♮
in the super Bruhat ordering.
Proof. First we note that h ≻ e in super Bruhat ordering for e, h ∈ Z
m|∞
+ if and
only if there exists a sequence h0, h1, . . . , ht ∈ Z
m|∞
+ such that h = h0 ≻ h1 ≻ · · · ≻
ht = e and for each 0 ≤ a < t, ha+1 = (ha − r(dia − dja))
+ for some r > 0 and
ia < 0 < ja with ha(ia) = ha(ja). This claim can be deduced from the proof of
Lemma 3.42 in [Br1] using the equivalent formulation of the super Bruhat ordering
in terms of wtǫ and some simple inequalities (cf. §2-b, (2.4) [Br1]). We shall say
that ha is reduced to ha+1 by a super move. Denote by (λ
a
<|λ
a) ∈ X+
m|∞ the weight
corresponding to ha. The horizontal label set hL(λ
a+1) is obtained from hL(λa) by
substituting ha(ja) with the smaller number ha(ja)− r, and this statement in turn
characterizes a super move.
On the other hand, recall from Lemma 4.4 that f > g in the Bruhat ordering if
and only if there exists f 0, · · · , f s ∈ Zm+∞+ such that f = f
0 > f 1 > · · · > f s = g
and for each 0 ≤ a < s there exists ia < 0 < ja with f
a+1 = (fa · τiaja)
+, fa(ia) >
fa(ja), and f
a(ia) 6= f
a(k), ∀k > 0. We shall say fa is reduced to fa+1 by a
simple move. Note that fa(ia) does not belong to the vertical label set vL(µ
a) if
we denote by (µa<|µ
a) ∈ X+m+∞ the weight corresponding to f
a. The set vL(µa+1)
is obtained from vL(µa) by substituting fa(ja) with the larger number f
a(ia), and
this statement in turn characterizes a simple move. By Remark 6.5, Lemma 6.2,
and the fact that Z = hL(ν)
⊔
vL(ν) for any partition ν, we conclude that if f is
reduced to g by a simple move then f ♮ is reduced to g♮ by a super move, and vice
versa. An induction on the number of simple/super moves completes the proof. 
The U-module isomorphism C : Λ∞V → Λ∞V∗ gives rise an isomorphism of
U-modules Em+∞
∼=
−→ Em|∞. Recall that Êm+∞ and Êm|∞ are topological com-
pletions of ΛmV ⊗ Λ∞V and ΛmV ⊗ Λ∞V∗, respectively. Using the fact that
Z = hL(λ)
⊔
vL(λ) for a partition λ, one can show that these two completions
are indeed compatible under the above map. Hence we obtain a natural isomor-
phism of U-modules (which will also be conveniently denoted by ♮ by abuse of
notation):
♮ = 1⊗ C : Êm+∞
∼=
−→ Êm|∞.
Theorem 6.7. The isomorphism ♮ : Êm+∞ −→ Êm|∞ has the following properties:
(1) ♮(Kf) = Kf♮ for each f ∈ Z
m+∞
+ ;
(2) ♮ is compatible with the bar involutions, i.e., ♮(u¯) = ♮(u) for each u ∈ Êm+∞;
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(3) ♮(Lf) = Lf♮ for each f ∈ Z
m+∞
+ ;
(4) ♮(Uf) = Uf♮ for each f ∈ Z
m+∞
+ .
Proof. (1) follows from the definitions and Theorem 6.3. (2) follows from Theorems
6.3 and 6.4, Lemma 6.6 and the characterizations of the bar involutions. (3) and
(4) follow from (1), (2), (Lemma 6.6) and the characterizations of these bases. 
Combining the isomorphisms j, i, ♮ of Proposition 3.17, Proposition 5.7, Theo-
rem 6.7, respectively, we conclude the following. Denote ♯ := j−1 ◦ ♮ ◦ i.
Theorem 6.8. (1) There exists a linear isomorphism of Grothendieck groups
♯ : Ĝ(O++m+∞)Q → Ĝ(O
++
m|∞)Q, which sends [K(λ)], [U(λ)] and [L(λ)] to
[K(λ♮)], [U(λ♮)] and [L(λ♮)] respectively, where λ ∈ X+m+∞.
(2) For λ, µ ∈ X+m+∞, we have
uµ,λ(q) = uµ♮,λ♮(q), lµ,λ(q) = ℓµ♮,λ♮(q).
Remark 6.9. From Vogan’s interpretation of the Kazhdan-Lusztig conjecture in
terms of the u-cohomology groups ([Vo], Conjecture 3.4), Brundan-Serganova’s
description of the polynomials ℓµ,λ(q) [Se1, Br1, Zou], together with Kostant’s u-
cohomology formula for finite-dimensional irreducible modules of gl(N), the com-
putation of the cohomology groups H i(gl(m|n)+1;Ln(λ
♮)) in [CZ] can be shown to
be equivalent to the identity lµ,λ(q) = ℓµ♮,λ♮(q) when λ and µ are partitions. In
the approach of [CZ] the unitarity of the module Ln(λ
♮) when λ is a partition is
used in a crucial way. As noted in loc. cit., the Weyl character formula for L(λ)
translates into a Weyl-type character formula for the gl(m|n)-module Ln(λ
♮).
Theorem 6.8 strongly suggests the following.
Conjecture 6.10. The categories O++
m|∞ and O
++
m+∞ are equivalent.
Remark 6.11. We summarize the precise relations between the Kazhdan-Lusztig
polynomials for gl(m|n) and the usual Kazhdan-Lusztig polynomials for gl(m+N)
for finite n and N . To compute uµ,λ(q) and ℓµ,λ(q) for fixed λ, µ ∈ X
+
m|n, we may
assume by Remark 2.15 that λ, µ ∈ X++m|n. Denote by λ∞ ∈ X
+
m|∞ the extension of
λ by zeros, and we have λ♮∞ ∈ X
+
m+∞. Write λ
♮
∞ = ((λ
♮
∞)
<0|(λ♮∞)
>0). Assuming
the lengths of the partitions (µ♮∞)
>0 and (λ♮∞)
>0 are no larger than N , we have
λ
♮,(N)
∞ , µ
♮,(N)
∞ ∈ X
++
m+N . Then,
uµ,λ(q) = uµ∞,λ∞(q) by Theorem 2.14,
= u
µ
♮
∞,λ
♮
∞
(q) by Theorem 6.8,
= u
µ
♮,(N)
∞ ,λ
♮,(N)
∞
(q) by Remark 4.31.
Similarly, we have
ℓµ,λ(q) = lµ♮,(N)∞ ,λ♮,(N)∞ (q).
Observe that, depending on λ and µ, the integer N might be arbitrarily large
(respectively small) even if n is small (respectively large). To capture all the
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Kazhdan-Lusztig polynomials for gl(m|n) with a fixed n > 0, we use Kazhdan-
Lusztig polynomials for gl(m+N) with arbitrarily large N .
One can also reverse the roles of Kazhdan-Lusztig polynomials for Lie algebras
and Lie superalgebras above.
6.4. Examples.
Example 6.12. Consider the element in Z
4|∞
+ given by
f = (0,−1,−3,−4| − 2,−1, 0, 4, 5, 6, 7, · · · ).
Then #f = 2 and we have(
L−4,3(f)
)+
= (−1,−3,−4,−6| − 6,−2,−1, 4, 5, 6, · · · ),(
L−3,2(f)
)+
= (0,−3,−4,−5| − 5,−2, 0, 4, 5, 6, · · · ),(
L−3,2 ◦ L−4,3(f)
)+
= (−3,−4,−5,−6| − 6,−5,−2, 4, 5, 6, · · · ).
Now consider
f (3) = (0,−1,−3,−4| − 2,−1, 0) ∈ Z
4|3
+
with #f (3) = 2. This is Example 3.22 in [Br1] in our notational convention.
Following Procedure 3.20 [Br1] one obtains the following formula for Uf(3) :
U(0,−1,−3,−4|−2,−1,0) = F−5F−4E−3F−2F−6F−5E−4F−3E−2F−1K(−1,−3,−5,−6|−4,−2,0)
= K(0,−1,−3,−4|−2,−1,0) + qK(−1,−3,−4,−6|−6,−2,−1)
+ qK(0,−3,−4,−5|−5,−2,0) + q
2K(−3,−4,−5,−6|−6,−5,−2).
One sees that Uf is just Uf(3) with tails added everywhere. Under ♮ we have
f ♮ = (0,−1,−3,−4|3, 2, 1,−3,−4,−5,−6, · · · ).
The truncation map from Z4+∞+ → Z
4+3
+ takes f
♮ to
f ♮(3) = (0,−1,−3,−4|3, 2, 1).
Note that f ♮(3) is J-typical, and hence
U(0,−1,−3,−4|3,2,1) = K(0,−1,−3,−4|3,2,1).
This certainly does not correspond to U(0,−1,−3,−4|−2,−1,0) under ♮. So canonical
bases of Êm|n and Em+n do not correspond for finite n in general.
Now consider the n = ∞ case. Apply Procedure 4.11 to f ♮ repeatedly until we
get a J-typical element. A straightforward calculation shows that
Uf♮ = F−2E−3E−4F−5F−1E−2E−3F−4E−5F−6K(−1,−2,−4,−6|3,2,1−1,−2,−4,−6,−7,··· )
= K(0,−1,−3,−4|3,2,1,−3,−4,−5,−6,··· ) + qK(−1,−3,−4,−6|3,2,1,0,−3,−4,−5,−7,··· )
+ qK(0,−3,−4,−5|3,2,1,−1,−3,−4,−6,−7,··· ) + q
2K(−3,−4,−5,−6|3,2,1,0,−1,−3,−4,−7,−8··· ).
We have(
L−4,3(f)
)+♮
= (−1,−3,−4,−6|3, 2, 1, 0,−3,−4,−5,−7, · · · ) =
(
L−4(f
♮)
)+
,(
L−3,2(f)
)+♮
= (0,−3,−4,−5|3, 2, 1,−1,−3,−4,−6,−7, · · · ) =
(
L−3(f
♮)
)+
,
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L−3,2 ◦ L−4,3(f)
)+♮
= (−3,−4,−5,−6|3, 2, 1, 0,−1,−3,−4,−7, · · · )
=
(
L−3 ◦ L−4(f
♮)
)+
.
Therefore Uf corresponds to Uf♮ under the map ♮.
Remark 6.13. From Example 6.12 we see that in the Procedure 3.20 in [Br1] and
Procedure 4.11 the functions do not correspond at each step under the map ♮,
because the Chevalley generators in general are different at each step. Indeed
even in the final reduction the typical function and the J-typical function do not
correspond under ♮. So the two procedures are different.
Example 6.14. Consider the elements f = (0,−2| − 2, 0, 3, 4, 5, · · · ) and g =
(−2,−4| − 4,−2, 3, 4, 5, · · · ) in Z2|∞. Let us compute ℓg,f . The case of ℓg(2),f(2)
is a special case of Example 3.40 in [Br1]. One sees that only for θ = (2, 2) and
θ = (0, 2) is it possible to have R′θ(g) = f , i.e. we have(
R
2
−1,1(g)
)+
= f,
(
R
2
−1,1 ◦ R
2
−2,2(g)
)+
= f,
so that ℓg,f(−q
−1) = q2 + q4.
We have
f ♮ = (0,−2|2, 1,−1,−3,−4,−5,−6 · · · ), g♮ = (−2,−4|2, 1, 0,−1,−3,−5,−6, · · · ).
It is straightforward to verify that we have(
R2−1(g
♮)
)+
= f ♮,
(
R2−1 ◦R
2
−2(g
♮)
)+
= f ♮,
and furthermore these are the only θ’s for which R′θ(g
♮) = f ♮. Thus we have
lg♮,f♮(−q
−1) = q2 + q4. So ℓg,f = lg♮,f♮.
On the other hand f ♮(2) is J-typical, thus Lf♮(2) = Kf♮(2). So we do not have a
correspondence between the dual canonical basis elements Lf(2) and Lf♮(2) under ♮.
6.5. Application to combinatorial characters and tensor products. Denote
by ω+ the involution of the ring of symmetric functions in the variables x1, x2, · · · ,
which in terms of generating series in the indeterminate t is given by
ω+
(∏
i>0
(1− txi)
−1
)
=
∏
i>0
(1 + txi).
For a partition λ we let sλ(x1, x2, · · · ) denote the Schur function in the vari-
ables x+ := {x1, x2, · · · }. The sν(x−m, · · · , x−1) for finitely many variables x− :=
{x−m, · · · , x−1} makes sense as a Laurent polynomial for a generalized partition
ν = (ν−m, · · · , ν−1) which by definition satisfies ν−m ≥ · · · ≥ ν−1 and νi ∈ Z.
Let µ = (µ<0|µ>0) ∈ X+m|∞. Setting e
δi = xi, the character of K(µ) as a power
series in Z[[x−
±1,x+]] is
chK(µ) = sµ<0(x−)sµ>0(x+)
∏
i<0<j
(1 + x−1i xj).
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Hence by Proposition 3.17 the character of L(λ), where λ ∈ X+m|∞, is
chL(λ) =
∑
µ
ℓµ,λ(1)sµ<0(x−)sµ>0(x+)
∏
−m≤i<0<j
(1 + x−1i xj). (6.3)
Similarly, setting eδ
′
i = xi and using Proposition 5.7, the characters of K(µ) and
L(λ), where λ, µ ∈ X+m+∞, are
chK(µ) = sµ<0(x−)sµ>0(x+)
∏
−m≤i<0<j
(1− x−1i xj)
−1
,
chL(λ) =
∑
µ
lµ,λ(1)sµ<0(x−)sµ>0(x+)
∏
−m≤i<0<j
(1− x−1i xj)
−1
. (6.4)
Comparing (6.3) and (6.4), we have by Theorem 6.8 (2) for λ ∈ X+m|∞ and µ ∈
X+m+∞
chL(λ) = ω+(chL(λ♮)), chL(µ) = ω+(chL(µ♮)). (6.5)
Let n be finite. Let λ ∈ X++m|n and regard λ ∈ X
+
m|∞. By Corollary 3.6 we have
chLn(λ)(x−m, · · · , x−1, x1, · · · , xn) = chL(λ)(x−m, · · · , x−1, x1, · · · , xn, 0, 0, · · · )
by setting the variables xn+1, xn+2, · · · in chL(λ) to 0. (Similar remark applies to
chLn(µ) for µ ∈ X
++
m+n.) This together with (6.5) implies the following.
Corollary 6.15. For λ ∈ X++
m|n and µ ∈ X
++
m+n, we have
(1) chLn(λ)(x−m, · · · , xn) = ω+(chL(λ♮))(x−m, · · · , xn, 0, 0, · · · );
(2) chLn(µ)(x−m, · · · , xn) = ω+(chL(µ♮))(x−m, · · · , xn, 0, 0, · · · ).
Remark 6.16. When λ♮ is a partition, chL(λ♮) is the Schur function sλ♮, and thus,
ω+(sλ♮) is the hook Schur function associated to the partition λ
♮ (cf. [BR]). Corol-
lary 6.15 (1) recovers the character formula for the irreducible representation of
gl(m|n) appearing in the tensor powers of the natural module Cm|n [Sv, BR].
6.6. Isomorphism of Grothendieck rings. We shall define product structures
in the completed Grothendieck groups Ĝ(O++m+∞)Q and Ĝ(O
++
m|∞)Q induced by the
tensor products of modules in the respective categories. For λ, µ ∈ X+
m|∞ consider
the tensor product of two Kac modules K(λ) and K(µ). In order to compute
their product we need to determine the Kac modules appearing in the Kac flag of
K(λ)⊗K(µ). We have
K(λ)⊗K(µ) =
(
U(gl(m|∞)⊗U(p) L
0(λ)
)
⊗
(
U(gl(m|∞))⊗U(p) L
0(µ)
)
∼=U(gl(m|∞))⊗U(p)
(
L0(λ)⊗ U(gl(m|∞)−1)⊗ L
0(µ)
)
,
where we recall that p = gl(m|∞)≥0. Since U(gl(m|∞)−1) ∼= Λ(C
m∗ ⊗ C∞) as a
gl(m)⊕ gl(∞)-module, K(λ)⊗K(µ) has a Kac flag parameterized by the gl(m)⊕
gl(∞)-highest weights appearing in the decomposition of the module Λ(Cm∗ ⊗
C∞)⊗ L0(λ)⊗ L0(µ). By the skew-symmetric (gl, gl)-Howe duality [Ho] we have,
as gl(m)⊕ gl(∞)-module,
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Λ(Cm∗ ⊗ C∞) ∼=
∑
γ
Lgl(m)(γ∗)⊗ Lgl(∞)(γ′),
where γ is a partition with ℓ(γ) ≤ m, and Lgl(m)(γ∗) denotes the gl(m)-module dual
to Lgl(m)(γ). Since the operator −
∑−1
i=−m eii provides an N-gradation on Λ(C
m∗ ⊗
C∞) with each graded component consisting of only finitely many irreducible com-
ponents, each irreducible gl(m)⊕gl(∞)-component in Λ(Cm∗⊗C∞)⊗L0(λ)⊗L0(µ)
appears with finite multiplicity. Thus K(λ) ⊗ K(µ) admits an infinite filtration
of Kac modules such that each Kac module appears with finite multiplicity. This
implies that the product of [K(λ)⊗K(µ)] in Ĝ(O++m|∞)Q is well-defined.
Now consider the tensor product of two generalized Verma modules K(λ♮) and
K(µ♮). An analogous argument shows that K(λ♮)⊗K(µ♮) has a filtration of gener-
alized Verma modules parameterized by the irreducible gl(m)⊕gl(∞)-components
appearing in the decomposition of S(Cm∗ ⊗ C∞)⊗ L0(λ♮)⊗ L0(µ♮). By the sym-
metric (gl, gl)-Howe duality [Ho], as gl(m)⊕ gl(∞)-module,
S(Cm∗ ⊗ C∞) ∼=
∑
γ
Lgl(m)(γ∗)⊗ Lgl(∞)(γ),
where again the sum is over all partitions γ with ℓ(γ) ≤ m. Thus the tensor
product admits an infinite generalized Verma flag with each generalized Verma
module appearing with finite multiplicity.
From the description of the gl(m)⊕gl(∞)-modules Λ(Cm∗⊗C∞)⊗L0(λ)⊗L0(µ)
and S(Cm∗⊗C∞)⊗L0(λ♮)⊗L0(µ♮) above, it is clear that [K(λ)⊗K(µ)] is mapped
to [K(λ♮)⊗K(µ♮)] under the map ♯ given in Theorem 6.8. Thus, we have established
the following.
Theorem 6.17. The natural isomorphism ♯ : Ĝ(O++m+∞)Q −→ Ĝ(O
++
m|∞)Q is an
isomorphism of Grothendieck rings. In particular, if λ, µ ∈ X+m|∞, then the compo-
sition factors of L(λ)⊗L(µ) are in one-to-one correspondence with the composition
factors of L(λ♮)⊗ L(µ♮) via ♯.
References
[BB] A. Beilinson and J. Bernstein, Localisation de g-modules, C.R. Acad. Sci. Paris Ser. I
Math. 292 (1981), 15–18.
[BGS] A. Beilinson, V. Ginzburg and W. Soergel, Koszul duality patterns in representation
theory, J. Amer. Math. Soc. 9 (1996), 473–527.
[BK] J.L. Brylinski and M. Kashiwara, Kazhdan-Lusztig conjecture and holonomic systerms,
Invent. Math. 64 (1981), 387–410.
[BL] J. Bernstein and D. Leites, Character formulae for irreducible representations of Lie
superalgebras of series gl and sl, C.R. Acad. Bulg. Sci. 33 (1980), 1049–1051.
[BR] A. Berele and A. Regev, Hook Young Diagrams with Applications to Combinatorics and
to Representations of Lie Superalgebras, Adv. Math. 64 (1987), 118–175.
[Br1] J. Brundan, Kazhdan-Lusztig polynomials and character formulae for the Lie superal-
gebra gl(m|n), J. Amer. Math. Soc. 16 (2003), 185–231.
[Br2] ——, Tilting modules for Lie superalgebras, Commun. Algebra 32 (2004), 2251-2268.
44 SHUN-JEN CHENG, WEIQIANG WANG, AND R.B. ZHANG
[CC] L. Casian and D. Collingwood, The Kazhdan-Lusztig conjecture for generalized Verma
modules, Math. Z. 195 (1987), 581–600.
[CoI] D. Collingwood and R. Irving, A decomposition theorem for certain self-dual modules
in the category O, Duke Math. J. 58 (1989), 89–102.
[CPS] E. Cline, B. Parshall and L. Scott, Abstract Kazhdan-Lusztig theories, Tohoku Math. J.
45 (1993), 511–534.
[CW] S.-J. Cheng and W. Wang, Howe Duality for Lie Superalgebras, Compositio Math. 128
(2001), 55–94.
[CZ] S.-J. Cheng and R.B. Zhang, Analogue of Kostant’s u-cohomology formula for the general
linear superalgebra, Internat. Math. Res. Not. 1 (2004), 31–53.
[Deo] V. Deodhar, On some geometric aspects of Bruhat orderings II: the parabilic analogue
of Kazhdan-Lusztig polynomials, J. Algebra 111 (1987), 483–506.
[Don] S. Donkin, On tilting modules for algebraic groups, Math. Z. 212 (1993), 39–60.
[Dr] V. Drinfeld, Quantum groups, Proceedings of the ICM (Berkeley, 1986), 798–820, Amer.
Math. Soc., Providence, RI, 1987.
[Du] J. Du, IC bases and quantum linear groups, Proc. Symp. Pure Math. 56 (1994), 135–148.
[ES] T. Enright and B. Shelton, Categories of highest weight modules: applications to classical
Hermitian symmetric pairs, Mem. Amer. Math. Soc. 67, no. 367 (1987).
[FKK] I. Frenkel, M. Khovanov and A. Kirillov, Jr., Kazhdan-Lusztig polynomials and canonical
basis, Transform. Groups 3 (1998), 321–336.
[Ho] R. Howe, Perspectives on Invariant Theory: Schur Duality, Multiplicity-free Actions
and Beyond, The Schur Lectures, Israel Math. Conf. Proc. 8, Tel Aviv (1992), 1–182.
[Ir] R.S. Irving, Singular Blocks of the category O, Math. Z. 204 (1990), 209–224.
[Ja1] J. Jantzen, Kontravariante Formen auf induzierten Darstellungen halbeinfacher Lie-
Algebren, Math. Ann. 226 (1977), 53–65.
[Ja2] ——, Moduln mit einem ho¨chsten Gewicht, Lect. Notes in Math. 750, Springer Verlag,
1983.
[Ji] M. Jimbo, Quantum R matrix for the generalized Toda system, Commun. Math. Phys.
102 (1986), 537–547.
[JHKT] J. van der Jeugt, J. Hughes, R. King and J. Thierry-Mieg, A character formula for
singly atypical modules of the Lie superalgebra sl(m|n), Commun. Algebra 18 (1990),
3453–3480.
[Jim] M. Jimbo, A q-analogue of U(gl(N +1)), Hecke algebra, and the Yang-Baxter equation,
Lett. Math. Phys. 11 (1986), 247–252.
[JZ] J. van der Jeugt and R.B. Zhang, Characters and composition factor multiplicities for
the Lie superalgebra gl(m|n), Lett. Math. Phys. 47 (1999), 49–61.
[K1] V. Kac, Lie Superalgebras, Adv. Math. 16 (1977), 8–96.
[K2] ——, Representations of classical Lie Superalgebras, Lect. Notes in Math. 676, pp. 597–
626, Springer Verlag, 1978.
[Kas] M. Kashiwara,On crystal bases of the Q-analogue of universal enveloping algebras, Duke
Math. J. 63 (1991), 465–516.
[KL] D. Kazhdan and G. Lusztig, Representations of Coxeter groups and Hecke algebras,
Invent. Math. 53 (1979), 165–184.
[KMS] M. Kashiwara, T. Miwa, and E. Stern, Decomposition of q-deformed Fock spaces, Selecta
Math. (N.S.) 1 (1995), 787–805.
[KT] S. Khoroshkin and V. Tolstoy, Universal R-matrix for quantized (super)algebras, Com-
mun. Math. Phys. 141 (1991), 599–617.
[KR] A.N. Kirillov and N. Reshetikhin, q-Weyl group and a multiplicative formula for uni-
versal R-matrices, Commun. Math. Phys. 134 (1990), 421-431.
[Ku] J. Kujawa, Crystal structures arising from representations of GL(m|n), preprint,
math.RT/0311251.
SUPER DUALITY AND KAZHDAN-LUSZTIG POLYNOMIALS 45
[LLT] A. Lascoux, B. Leclerc and J.-Y. Thibon, Hecke algebras at roots of unity and crystal
bases of quantum affine algebras, Commun. Math. Phys. 181 (1996), 205–263.
[LS] A. Lascoux and M.-P. Schu¨tzenberger, Polynoˆmes de Kazhdan et Lusztig pour les grass-
manniennes, (French). Young tableaux and Schur functors in algebra and geometry
(Torun´, 1980), Aste´risque 87–88 (1981), 249–266.
[Lec] B. Leclerc, A Littlewood-Richardson rule for evaluation representations of Uq(ŝln),
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