Abstract-Detecting small, densely distributed objects is a significant challenge: small objects often contain less distinctive information compared to larger ones, and finer-grained precision of bounding box boundaries are required. In this paper, we propose two techniques for addressing this problem. First, we estimate the likelihood that each pixel belongs to an object boundary rather than predicting coordinates of bounding boxes (as YOLO [1], Faster-RCNN [2] and SSD [3] do), by proposing a new architecture called Filter-Amplifier Networks (FANs). Second, we introduce a technique called Loss Boosting (LB) which attempts to soften the loss imbalance problem on each image. We test our algorithm on the problem of detecting electrical components on a new, realistic, diverse dataset of printed circuit boards (PCBs), as well as the problem of detecting vehicles in the Vehicle Detection in Aerial Imagery (VEDAI) dataset [4] . Experiments show that our method works significantly better than current state-of-theart algorithms with respect to accuracy, recall and average IoU.
I. INTRODUCTION
Exciting progress in object detection has been achieved over the last few years, largely through the use of deep neural networks. But while these techniques have been tested extensively on datasets of consumer-style photographs from the web (such as ImageNet and COCO), performance on other types of images is less well understood. For example, for a manufacturing inspection application, we were motivated to detect and accurately localize Integrated Circuits (ICs) on images of Printed Circuit Boards (PCBs). We assumed that this would be an easy problem for state-of-the-detectors. Much to our surprise, an off-the-shelf Faster R-CNN [2] trained on this problem delivered Mean Average Precision (MAP) very close to 0! While detecting integrated circuits may seem to be a very simple task compared to problems like detecting complex objects such as cars and motorbikes, we argue that this problem actually has unique challenges. The objects themselves do not include many distinctive visual features, since they are really just dark-colored rectangles. A typical PCB may have dozens of integrated circuits of varying size, and many of them may be quite small. Finally, the images are extremely cluttered with many other electrical components that share many of the same features as ICs. While assumptions of large object size and relatively uncluttered scenes are reasonable for consumer photographs such as those in ImageNet, many images do not satisfy these assumptions, especially in industrial and inspection scenarios when scenes are often highly cluttered.
We propose several techniques to address the above problems. The first is a network architecture called Filter-Amplifier Networks (FANs), which help prevent evidence from small objects to be "lost" in the successive pooling layers of deep networks by using a combination of paired convolution and deconvolution layers. Second, to address the problem of objects that are not very distinctive, we give higher weight to evidence on the boundaries of objects instead of the interiors. We also introduce a technique called Loss Boosting to help prevent especially difficult and small training instances from being ignored. We present experiments showing that these approaches significantly improve detection accuracy on two diverse tasks: detecting integrated circuits on printed circuit boards, and detecting vehicles in aerial imagery. To the best of our knowledge, this is the first approach to address the problem of small, relatively featureless objects.
II. RELATED WORK
Most modern detectors using deep learning and fall into one of two categories: classification-based detectors such as R-CNNs [5] and its many variants (Fast R-CNNs [6] , Faster R-CNNs [2] , Small R-CNN [7] , Mask CNN [8] , etc.), and regression-based detectors including YOLO [9] , SSD [3] , focal loss [10] , etc.). Classification-based detectors are accurate but relatively slow; for example, Mask-RCNN [8] is currently the most accurate detection method on PASCAL VOC, COCO, and ILSVRC. The fundamental idea is to "convert" localization into a classification problem, by identifying image regions that may correspond to objects, and then classifying each one individually. For example, R-CNNs consist of the following steps: (1) region proposals are obtained according to objectness, which is evaluated by algorithms like selective search [11] and Region Proposal Networks (RPN) [2] ; (2) a neural network is trained to extract features from these object proposals; (3) a classifier is used to evaluate all these proposals. Fast-RCNNs [6] and Faster-RCNNs [2] are modified versions of RCNNs that improve speed, but share the same logic. Mask-RCNN [8] , the newest member of the RCNN family, includes an extra task of predicting object masks based on Faster-RCNN. At its foundation, Mask-RCNN is a typical multi-task learning problem which is less sensitive to overfitting.
On the other hand, the main idea of a regression-based detector, such as YOLO [1] , is to train a neural network to map image pixels to coordinates of bounding boxes directly. Compared to classification-based detectors, regression-based detectors are more efficient in terms of both speed and memory. In fact, by avoiding the need for extracting and classifying hundreds of proposal windows, these techniques can even run on video in real-time. However, regression-based models do not perform as well as classification-based models, due in part to the foreground-background class imbalance problem [10] . Class imbalance is a classic problem in machine learning, which is usually solved by techniques like oversampling [12] . In object detection, this problem is caused by the fact that a typical detector considers thousands of candidate bounding boxes, but only a small percentage of them contain real objects. One solution is hard negative mining, which keeps difficult examples based on the current model and ignores the easy ones [5] , [13] , although this is time-consuming. Redmon et al. [1] , [9] alleviate this problem by setting tiny weights to the background samples, but these weights must be set manually. Lin et al. [10] propose a much simpler solution called "Focal Loss" which dynamically sets different weights for different samples based on how hard they are for the current detector.
Another problem with many current detectors is hard-easy example imbalance, which refers to the fact that detectors learn to concentrate on easy object instances while ignoring the difficult ones. This imbalance can can cause both recall and precision to decrease. Although class imbalance is handled well by [10] , the problem of hard-easy example imbalance is largely ignored by most standard detectors. One possible reason is that the imbalance problem is not severe for standard datasets, which contain only a limited number of objects. But in highly cluttered scenes with many objects of differing size and difficulty, training may avoid learning to recognize these instances because of their small size and rarity. Furthermore, although current detectors achieve impressive performance on the prominent objects typical of most popular image datasets, performance is poor for small ones [7] . The most straightforward reason is that small objects usually contain far less evidence than bigger ones, and typical deep networks feature multiple pooling and subsampling layers that tend to further obscure this weak evidence.
III. OUR MODEL
Our purpose is to detect as many object instances as possible, both big and small. We want to use deep neural networks to take advantage of their powerful approximation ability. However, very deep networks also lose information about small objects, because of the repeated pooling and subsampling layers. To address this problem, we combine three major ideas: Filter-Amplifier Networks that include deconvolution layers to help preserve evidence from small objects, multi-scale learning to help classifiers handle objects of widely varying size, and loss boosting to help ensure that small and infrequent object instances are not ignored. We now describe these techniques in detail.
A. Filter-Amplifier Network
We propose a network structure called Filter-Amplifier Networks (FANs), which were inspired by Long et al [14] . The primary component of FAN is a neural network with several convolutional layers followed by several symmetric deconvolutional layers. The convolutional layers work as "filters" that try to remove noise (e.g. irrelevant background information), but cause important signals (especially in small objects) to be attenuated as well. The deconvolutional layers work as "amplifiers" to help reconstruct the "weakened" signals. To further preserve the weak signals, the architecture includes long-range connections between pairs of symmetric convolution and deconvolution, layers that allow features to be combined across multiple resolutions. This combination can be performed either though addition or concatenation without introducing extra parameters. We also remove all mapping layers after each convolutional and deconvolutional layer to avoid signal loss, and also add batch normalization after each convolutional and deconvolutional layer. An example of a FAN is shown in Figure 1 for a network with five convolution layers and five deconvolution layers.
The key idea behind FAN is to tell a network the parts we want to filter and the parts we want to amplify through the design of the loss function and weights. We make convolutional layers/deconvolutional layers behave like filters and amplifiers through pixel-level labels and pixel-level weights. Note that the "weights" here refers to the relative importance of a label in terms of pixel values. The "label" here is the ground truth boundaries. The loss function is calculated by the difference between the labels and the predicted results, and the loss is multiplied by weights for each pixel.
B. Multi-scale learning
Multi-scale training is a commonly used technique in computer vision to help make an algorithm more robust to scale variance, since it forces the algorithm to "see" multiple scales of input at training time. Apart from the advantage of scaleinvariance, multi-scale training is particularly important since it can provide more visual detail when the scale is large. Intuitively, training with high-resolution inputs is much like what humans do when they try to find a small object: they take a "closer look" at the image. Many state-of-the-art algorithms use multi-scale training; for example, Redmon et al. [9] use global average pooling [15] to force features to have the same dimension of outputs for different scales of inputs. However, due to the special structure of FAN, we cannot use this technique. Another option is Spatial Pyramid Pooling (SPP) [16] , but it is a complicated technique and we try to avoid pooling in order to reduce potential information loss.
We thus adopt another approach, using the intuition of forcing FAN to take a closer look at sub-parts of an image in order to help locate small objects. Based on this idea, we extract nine overlapping patches from each input image. We benefit from this process not only through using more input images but also by the complementary relationship among patches. In testing, we just need to assemble the results by relocation and average.
C. Loss Boosting
Given the prediction of boundaries produced by FAN, we simply need to train a regression model to localize these boundaries accurately. However, we found that many localized bounding boxes were offset from the correct location. For small objects, small offsets can have a catastrophic effect on Mean Average Precision (MAP), since they dramatically effect the intersection-over-union (IoU) score that is used to judge whether a localization is correct. This problem is not severe for many datasets with prominent objects since the IoU threshold is relatively small (IoU=0.5), and is not as much of a problem for consumer image applications where precise object localizations are often not needed. However, we hope our technique is potentially applicable to the industrial world where high precision is important. We thus try to improve the detection accuracy for small objects, even when the IoU threshold is relatively high (like IoU=0.8 or larger).
To do this, during training, we increase the loss of hard objects and decrease the loss of easy objects. The weight of each object of each image is dynamic, depending on now its loss contributes to the loss function. For each image, assume the total number of objects in an image is m, the number of predicted boxes whose IoU is smaller than a given threshold (TH < 0.5) is n, and α is a parameter whose value is smaller than 1. Then we re-calculate the loss as,
We see from equation (1) that the final loss of an object depends on it relative importance compared to all other objects in the same image. Imagine a typical circumstance: early in the training process, most objects' corresponding IoUs are smaller than TH, so their losses are unchanged, meaning that they are equally important. After thousands of training epochs, some easy objects will achieve an IoU that is greater than (1-TH), so their loss will be decreased. At the same time, the hard objects whose IoUs are smaller than TH have their loss increased. Finally, when the model approaches the optimal minimum, most exemplars should have an IoU which is larger than 1-TH, and their loss stays unchanged just like in the early training period -i.e., they become equally important again. This approach was are inspired by the strategy adopted by Lin et al [10] , except that we apply this idea to each individual object in an image instead of to the whole dataset.
Roughly speaking, most object detection algorithms have one of three kinds of losses: 1. objectness loss, 2. coordinates and size loss, or 3. classification loss. Each category of loss has a weight to indicate how much we care about it. It is always tricky and time-consuming to set different weights for different loss types (coordinates loss, size loss, classification loss, etc.) manually. Similarly, for a single image, different objects contribute different quantities of loss due to different attributes as well as the meta-parameter set for different loss types. The problem here is that all the objects in an image are equally important no matter how much loss they contribute, so considering balancing the loss for all the objects in every image may be a good idea. We can think of the loss weights of different loss types as model-level balancing and the loss weights of different objects as image-wise balancing.
IV. EXPERIMENTS
Our experiments included two phases: boundary prediction and bounding box regression. For the boundary prediction part, we designed a ten-layer FAN which contained five convolutional layers and five deconvolutional layers, with connections between pairs of symmetric layers. The inputs include three components: input image, weights, and labels. As shown in Table I , we use a large kernel (13 × 13) for the first convolutional layer (Conv1) and the last deconvolutional layer (Deconv1) to balance the performance and memory usage. To overcome overfitting problems, we use batch normalization [17] after each convolution and deconvolutional layer. Our task involves many small objects, and thus we avoid all max and average mappings in our network. To make the rectifiers learn parameters for themselves, we use prelu [18] ; the initialization method in [18] is also used to speed up the learning process. We use mini-batch SGD with initial learning rate 1e −9 and weight decay 10e
4 . The momentum is 0.9. Please see Table I for other details of the network structure. For the bounding box regression part, we adopted a regression model to predict the bounding boxes based on YOLO-v2 [9] . We implemented Loss Boosting based on the coordinates loss.
A. Printed Circuit Board (PCB) dataset
As a specific example of a problem involving detecting small objects in cluttered scenes, we consider the problem of detecting integrated circuits (ICs) on complex printed circuit boards (PCBs). Some examples are shown in Figure 3 . This task is important in industrial quality control scenarios where, for example, a manufacturer may wish to verify that all ICs have been properly placed on a circuit board that was produced by a third-party supplier. To our knowledge, existing publiclyavailable PCB datasets are not suitable for realistic, largescale testing on this task. For example, Pramerdorfer and Kampel [19] collected a dataset of 165 PCB images, but only a subset are labeled and many of the small ICs are ignored. we thus collected 1,500 images of PCBs from Internet sources (e.g., Google Image Search) by searching for various relevant keywords and image queries. Images of low resolution, poor quality, or noisy appearance, etc. were discarded by hand. Four researchers annotated 483 images by hand, with bounding boxes and IC ID labels, yielding around 5000 labeled IC instances, using a customized version of the LabelMe [20] web-based user interface. The data was partitioned into a total of 417 training images and 66 testing images. Statistical information on the dataset can been seen in Figure 2 . The statistics show that small objects are important in this dataset: most object instances have a size smaller than 20% of image size, and a considerable percentage of them are even below 10%.
B. Estimating boundaries with FANs
We use the network structure shown in Table I . The input is a raw image, while the labels are the ground truth bounding boxes. To allow the detectors access to some contextual information, we "expand" the size of each bounding box by by Fig. 3 . Examples from FAN (Filter-Amplifier Network). The left two images are raw images from our dataset, the right two ones are the result of being processed by FAN. We can see that in both images, the objects are small, densely distributed but FAN can still extract accurate location information from them. 20 pixels in all directions. The pixel value of each bounding box is 1.0 since it represents the probability of ground truth boundary. Other meta parameters are: the learning rate is 1e −6 , the maximum iteration is 80000, and the momentum is 0.9. Two examples are shown in Figure 3 . We can see that FAN can predict the boundaries of small, densely distributed objects accurately. These experiments were conducted using the Caffe framework [21] .
C. Estimating bounding boxes with Loss Boosting
Although we have the boundary predictions from the last section, the final predicted bounding boxes are still unknown. Thus we use a regression model based on YOLO-v2 [9] to draw final bounding boxes, using our proposed Loss Boosting technique. We set TH=0.1, α=0.1, and we have two classes: IC, and background. During training time, we varied the input image size from 480×480 to 800×800 randomly, but we only use 800×800 during testing. Other meta-parameters are: the learning rate is 1e −3 (LR is reduced by multiplying a factor of 0.1 at iteration 40000 and 60000), the maximum iteration is 80000, the momentum is 0.9, and the decay is 0.0005. As baselines, we also applied SSD [3] using the TensorFlow object detection API [22] . We used the default parameters except that the input size was modified to 600 × 600 and the learning rate was increased to 0.01. We also tried Faster-RCNN [2] on the same dataset (we try both TensorFlow object detection API [22] and the official code provided by [2] ), but the precision as well as the recall were close to 0. Some detection examples are shown in Figure 4 . Most of the time, the objects are detected accurately. Tables II show quantitative accuracy measurements for two IoU thresholds (0.8 and 0.9). For example, for IoU of 0.9, we see that the combination of our techniques, including FAN and LB, achieves an average IoU of 89.84%, recall of 66.45% and precision of 47.06%, which is much better than corresponding measurements achieved by YOLO-v2 (75.57%, 3.11% and 2.04%). The avgIoU refers to the average IoU of all the true positives. Similarly, our model also performs favorably compared to SSD [3] , which achieves 78.95%, 14.79%, and 9.72%, respectively.
D. Vehicle detection dataset [4]
We also tried our approach on vehicle detection. VEDAI is a dataset for vehicle detection in Aerial Imagery, consisting of around 1000 images and 9 classes: boat, camping car, car, pickup, plane, tractor, truck, and others. Due to the distance from the objects and the camera, the captured objects are extremely small. Sometimes it is even difficult for humans to recognize the categories, as Figure 5 (left) shows.
Although the objects in VEDAI are not distributed as densely as in the PCB dataset, these objects are smaller. The object detection task in this dataset is still a significant challenge for many deep learning-based models. We used the "fold01" training-testing separation provided by [4] , which includes 1086 training images and 106 testing images, and the same meta parameters as with the PCB dataset, which the exception that the number of training iterations was 3000. We applied FAN+LB on this dataset, and as shown in Figure  5 (right), most boundaries are detected accurately. After the boundaries are detected, we use these boundaries as masks to preserve pixels within them. Then we train a YOLO-v2+LB model on the "filtered" images. The result is shown in Table  III . We can see that our method performs better than YOLOv2 [9] . Figure 6 shows some detection results. Although our model is better than YOLO-v2, the result is far from perfect; for example, some cars are misclassified as "campingCar" since they are more common in the training set. We can also see that our model sometimes finds boundaries accurately but still misclassified. Interestingly, traditional object detectors like [23] +SVM seem to perform much better [4] . We believe that the primary reason is that the size of object instances within each individual category does not vary a lot (since the images are taken from the same distance).
V. CONCLUSION
We have proposed Filter-Amplifier Networks combined with Loss Boosting to detect small, densely distributed objects in cluttered images. Due to their particular structures, FANs can be very deep without causing fine-grained signals to vanish, allowing us to keep the advantages of deep networks without suffering from abstracting too much detail.
A notable observation is the similarity shared by Mask-RCNN [8] and FAN. The former adds an extra task of maskprediction to improve the detection accuracy. This idea makes more sense than predicting ground truth pixels since the former is more straightforward. FAN further simplifies the design by only predicting boundaries.
In this paper, the methods are applied to the PCB and vehicle datasets, but can be easily generalized to other small objects detection problems. One potential application is matching. For example, once an image is filtered according to some metric, we can use easily find subtle differences between image pairs through simple matching. In future work, we plan to embed the FAN into a Siamese network [24] to see how well this new matching architecture will perform.
