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ABSTRACT
This thesis presents a new interpolation function for randomly 
distributed data. The new interpolation function is capable of exactly 
reproducing quadratic surfaces. The new function is developed, through 
boolean sum theory, from Shepard's two dimensional interpolation func­
tions and the Barnhill-Gregory nine parameter interpolation function. 
Computer generated examples of the new interpolation function are given.
Chapter I
This thesis is a study of the problem of deriving, from randomly 
distributed data, a mathematical model of a smooth surface for computer 
display. We seek a scheme that would work directly upon irregularly 
spaced data. The scheme should not depend upon any topology being 
imposed upon the data. The data for the model shall involve only the 
function value and the first two derivatives at the data points. The 
model should interpolate all the data, and the model should be able to 
reproduce simple polynomials. That is if our data belongs to a simple 
polynomial surface then our model should reproduce that surface, exactly.
In 1968, D. Shepard [11] introduced a bivariate interpolation 
function for irregularly spaced data. It is based on a weighted average 
of the values at the data points where the weighting for a point on the 
surface is a power function of the inverse distance to the data points. 
This scheme will interpolate functional and derivative data. Shepard's 
function reproduces plane surfaces, but it does not reproduce higher 
polynomial surfaces.
A new interpolation function for irregularly spaced data will be 
derived by taking the boolean sum of Shepard's function and the 
Barnhill-Gregory nine parameter interpolant. We recall that the boolean 
sum of two projectors P and Q is
P ® Q = P + Q - P Q .
INTRODUCTION •
2A projector is a linear, idempotent operator [4]. An operator P is 
linear if
P[af + bg] = aP[f] + bP[g] 
and P is idempotent if
P[P[f]] = P[f] •
In 1974, R. E. Barnhill [1] showed that the boolean sum P ©  Q of 
two projectors has the duality property that P ©  Q possesses at least 
the interpolation properties of P and the function precision of Q. 
The function precision of Q is the set of polynomials that Q will 
reproduce. The new interpolation function for irregularly spaced data 
will then have the interpolation properties of Shepard's function and 
the function precision of the Barnhill-Gregory nine parameter interpo- 
lant.
Chapters II and III contain a review of Shepard's function and the 
Barnhill-Gregory interpolation function, respectively. In Chapter IV, 
the new interpolation function for irregularly spaced data is derived. 
Chapter V contains some conclusions.
Chapter II 
SHEPARD'S FUNCTION '
In 1968, D. Shepard [11] introduced a two dimensional interpolation 
function for irregularly spaced data. He assumed that a finite number 
of triplets (x^,y^,z^) were given where the x^, and y^ are the 
positional coordinates and z ^ is the corresponding data value. The 
bivariate interpolating function is
P(x,y) =
m
I  d f ( x i » y ±) 
i=0
n
I  di  1=0
-u
if d^ ^ 0 for all i
f(x^,y^) if = 0 for some i
[2 . 1]
where d_^  U = l/[(x-x^)u + (y-y^)u] and u >  0. This function will 
assign the value P(x,y) to any location in the plane. It thus has the 
ability to extrapolate outside of the convex polygon hull containing all 
the data points.
This function interpolates irregularly spaced data. It does not 
depend on any ordering being imposed upon or presented with the data.
It is based on a weighted average of the values at the data points, 
where the weighting is an inverse power function of the distance to the 
data points. The most weight is given to the nearest data point and 
the least weight to the farthest data point.
,u
This form of Shepard's function in [2.1] is numerically unstable 
because as the (x,y) (x^y ) , the d -U ■+ If we convert the 
d_^  to a common denominator, Shepard's function can be rewritten as
m
S [f;x,y] = I  A (x,y)f(x ,y ) ' [2.2]
i=0 1
where the A_^(x,y) are
m
n (|x-x |u + |y - y . |u) .
j=0 J J
A . ( x , y ) =— --------------------------  [2.3]i  m m
I  II ( | x - x J U + | y -  y J  u) 
k=0 1 = 0  c  *• 
Jbfin
This form of Shepard’s function is not only numerically more stable, it 
is also easier to interpret. For u >  0, these basis functions possess 
the cardinal basis property,
fo if i ^ j
lf i = j [2'4] 
It remains to investigate the effects of the value of the exponent 
u in the inverse distance basis functions. If u <  0 the basis func­
tions are not' cardinal and Shepard's function will not interpolate the 
data. Specifically, if u = 0, then A^(x,y) = 1/n and Sm [f;x,y] 
gives us the mean of the data values. If 0 <  u <  1, then there is a 
discontinuity at the data points in the basis functions [Fig. 2.1a and 
2.1b]. This discontinuity in the basis functions is inherited by the 
surface. Therefore, if we want a smooth function that will interpolate
(a) u = .5
(b) u = 1.0
(c) u = 2.0
(d) u = 4.0
(e) u = 8.0
Figure 2.1 Shepard's inverse distance basis functions.
the data, then u >  1. However, not all values of u >  1 give satis­
factory results. For large values of u, the basis functions are 
relatively flat near the data points and then between the data points 
the basis functions have a large change in slope [Fig. 2.Id and 2.1e],
A surface with these basis functions will share the relative flatness 
near the data points and have a large change in slope between the data 
points. A value of u = 2 for the exponent gives seemingly satisfactory 
basis functions [Fig. 2.1c]. They have no large changes in slope that can 
be inherited by the surface. We shall use only u = 2 for the surfaces 
in this thesis.
Since this basic interpolation function has zero derivatives at all 
the data points [Fig.^2.2], Shepard extended this function to also 
interpolate the derivatives at all the data points by using the Taylor 
series expansion about the data points [Fig. 2.3]. The new function 
which also interpolates the derivatives at the data points is
m
where the A^(x,y) are the same as [2.3].
This function [2.5] is precise for planes. If all the data is from
a plane surface then the higher order derivatives in the Taylor series
expansion are zero and the Taylor series represents the plane, f(x,y).
Now we can replace the Taylor series with the function f(x,y) and
since the basis functions sum to one for any value of (x,y), Shepard's 
interpolation function will reproduce the plane.
Figure 2.2 Shepard's bivariate interpolation function 
with zero derivatives at the data points.
Figure 2.3 Shepard's bivariate interpolation function




I  A (x,y)f(x,y) 
1=0 1
[ 2 . 6 ]
= f ( x , y )
Equation [2.5] is the bivariate form of Shepard's function.
Shepard's function can be extended to n-dimensions. However, we will 
only consider the univariate and bivariate forms for curves and surfaces, 
respectively.
We can consider S to be an operator defined on the domain R x R.
This follows by definition of the uniqueness of interpolation. There-
m
S is a linear operator:m
Sm [af + bg] = aSm [f] + bSjg]. [2.7]
Also S^ is an idempotent operator:
S [S [f]] = S [f].m m m [ 2 . 8 ]
fore, S^ is a projector since it is a linear, indempotent operator. 








, u >  0 . [2 . 1 0 ]
u
k=0 1 = 0  
t-4-k






r^l j^r J SbfY. j?*i
= 0
We can see the effect that changing the value of the exponent u 
in the basis functions has on the curves. In Figure 2.4a and 2.4b, the 
exponent u = .5 and u = 1, respectively. The curve interpolates the 
data points but is discontinuous in slope at all the data points. In 
Figure 2.4c the exponent u = 2 and the curve is now smooth. In Figure 
2.4d the exponent u is equal to four. The curve is flat at the data 
points and has large changes in slope midway between the data points.
A value of two for the exponent in the cardinal basis functions gives 
the most satisfactory results.
In Chapter IV, we will use the bivariate form of Shepard's function
[2.5] that interpolates the function and gradients at the data points. 
This form of Shepard's function has the interpolating properties that 
we need for our new two dimensional interpolation function.
(c) u = 2.0 (d) u = 4.0
Figure 2.4 Shepard's univariate interpolation function.
Chapter III
THE BARNHILL-GREGORY NINE PARAMETER INTERPOLANT ‘
In this section we review the Barnhill-Gregory nine parameter 
interpolant over the standard triangle T and some of the properties 
of the interpolant. The standard triangle T has vertices VI = (1,0), 
V2 = (0,1) and V3 = (0,0).
V2 =(0,1)
Figure 3.1 Standard Triangle T
The nine parameters are the three functionals F, F^ q , and Fq ^ 
(function value, partial with respect to x, and the partial with 
respect to y) at the three vertices of the triangle.
The Barnhill-Gregory nine parameter scheme is constructed from the 
smooth Cl interpolant of Barnhill and Gregory. A smooth interpolant 
is a surface that interpolates to function and derivative boundary
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curves. The smooth Cl interpolant over the standard triangle T was 
introduced in 1974 by R. E. Barnhill and J. A. Gregory [2]. The smooth 
Cl interpolant is
1 . 1 .
U(x,y) = I  (l-x)3^  i (x,0) + I  ^ ( ^ ( i - x )  FQ i (x,l-x)
_ i-0 ’ i=0 ’







(P2F)(0,y) = (p0 (y)F(0,0) +  4>1 (y)FO } 1 (0,0) +  ^  (y)F(0,1) +  ^ ^ ^ ( 0 , 1 )
3P2F
3x
(0,y) - y[4>q (y)F(0,0) + ^(y)FO}1(0,0) + ^(y)F(0,l)
+ ^i(y)Fo,i(0’1)J + V y)Fi,o(0’0) + ^(y)|-Fo>1(0,0)
+
f3Fo a (x,0)1 “
2x iiK + V ^ l . O * * ’ 1* - FO , 1 ( 0 ’ 1 ) ]
+ ^ ( y )
3Fo a (x,l-)
3x
The ^(t) an<i ^(t) are the cardinal basis functions for Hermite two 
point Taylor interpolation on (0,1). They are
13
<f>Q (t) = (t-1)2 (2t+l) 
\p0 ( t )  = t2(-2t+3)
^(t) = (t-l)2t 
^(t) = t2 (t-l)
[3.2]
The smooth Cl interpolant has quintlc precision. The derivation and 
other details of the Cl smooth interpolant can be found in,[2],
Now by defining the function and normal derivatives along a side of 
the triangle as polynomials which interpolate the data on that side, an 
interpolation scheme can be constructed which involves only point func­
tional data on the triangle. An interpolant that depends only on a 
finite number of scalar parameters is called a finite dimensional 
interpolant. To construct the nine parameter finite dimensional inter­
polant we define the boundary functions as the cubic polynomials which 
interpolate to the function F and its first directional derivatives 
along the side at each vertex, and the normal derivatives as linear 
polynomials which interpolate the normal derivative at each vertex.
This process of constructing the boundary curves from discrete data is 
called discretization.
The discretized boundary curves needed to construct the Barnhill- 
Gregory nine parameter interpolant from the smooth Cl interpolant are
+ i|;1 ( x ) [ F l j O ( l , 0 )  -  FO j l ( l , 0 ) ] [3.3]
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F(0,y) = <l>o (y)F(0,0) + (y) Fq 1(0,0) + tyg  (y)F(0,1) + ip1(y)F() 1(0,1)
* i , o (0’ y) = d - y ) F 1)O(0’ 0) + yFi , o (0,1)
Fl j 0 (x,l-x) +F0>1(x,l-x) = (l-x)[F Q(0 ,l)  +F (0,1)]
+ x[F1^o ( l,0 )  + F (1,0)]
Substituting the discretized boundary curves [3.3] into [3.1] gives 
the nine parameter finite dimensional interpolant
U (x ,y ) = <l>0 ( 3 ^ )  [<j)0 (x )F (0 ,0 ) +(j)1 (x)F1 Q (0 ,0 ) + ipQ (x)F (1 ,0 ) + ^ ( x ^ ^ q  (1 ,0 ) ] 
+ ^1 (3^ )  ( 1_x) [ ( 1 - x )Fq  ^^(OjO+xFq ^^ (1 , 0 ) ]
+ +<|)1 (x)[F1 (0,1) - F 0jl(0,l)] +iP0 (x)F(l,0)
+ iP1 ( x ) [ F l j 0 ( l , 0 )  - F 0 j l ( l , 0 ) ] ]  .
+ ^1 (^)(l-x)[|{(l-x)[F;Lj()(0,l) + F Q j1 (0,1)] +x[Flj0(l,0) + F Q j1 (1,0)]
- ^(x)F(0,l) -(j)^(x)[Flj0(0,l) - F 0jl(0,l)] -ip'(x)F(l,0)
[3.4]
- l|>]_(x)[F 0 (1,0) - FQ 1 (1,0)]}]
+ <|)0 (3^)(l-y){(l-y)F 0 (0,0) + yFM (0,l) - y [^(y)F(0,0) + ^ ( y ) F 0jl(0,0)
+ (y)F(0,l) + ^ ( y)F0)1(o,i)] - (|>0 (y)F1 Q (0,0)
- (j)1(y)[-F0)1(0,0) -FQ)1(0,0) +FQ A (1,0)] -^0(y)[Flj0(0,l) -F0^(0,1)]
- ^ ( y H - F  (0,1) + | [ - F 0 j l (0,l) - F l j 0 (0,l) + F 0 ^(1,0) + F ^ 0 (1,0) + 6F(0,1) 
+ 4(F (0 ,1 ) -FQ j1 (0 ,1 ))  - 6F(1,0) +2(F Q( l ,0 )  - FQ ^ ( 1 ,0 )  ) ] ] }
-  l 2y S ^  t - Fi , o (0-0) + F i , o (0’ 1) + F o , i (0 -0) ~ Fo . i ( 1 -0 )1 -
15
The nine parameter interpolant has quadratic precision. The precision 
of the nine parameter interpolant has been lowered to quadratic because 
of the lower precision of the boundary data interpolants. The boundary 
data interpolants [3.3] can only reproduce quadratics. The precision of 
a finite dimensional interpolant is limited by the precision achieved by 
the boundary data interpolants.
The Barnhill-Gregory nine parameter interpolation function was 
selected for use in deriving the new two dimensional interpolation func­
tion because data was available for its parameters and because of its 
precision. In the next chapter we will use the Barnhill-Gregory nine 
parameter interpolation function to improve the precision of the 
Shepard's two dimensional interpolation function.
Chapter IV
A NEW TWO DIMENSIONAL INTERPOLATION FUNCTION
This chapter introduces a new two dimensional interpolation func­
tion for irregularly spaced data. The new interpolation function is
I
derived by taking the boolean sum of Shepard's two dimensional interpo­
lation projector P^ and the Barnhill-Gregory nine parameter interpo­
lation projector P^. The new function will have the interpolation 
properties of Shepard's projector P^ and the precision of the Barnhill- 
Gregory nine parameter projector P^.
A severe shortcoming of Shepard's interpolation projector is that 
it is precise only for planes. If all the data is from a higher poly­
nomial surface, then Shepard's projector will not, in general, give back 
the polynomial surface.
In 1974, R. E. Barnhill [ 1 ] showed that the boolean sum P ®  Q of 
two projectors has the duality property that P ©  Q has at least the . 
interpolation properties of P and the function precision of Q. 
Shepard's bivariate interpolation projector has the desired interpolation 
properties. Further, we can improve the precision of Shepard's projector 
by taking the boolean sum of it and another projector Q, where Q has 
the desired precision.
For purposes of illustration, we shall first consider the univariate 
case of Shepard's projector. For example, we can take the boolean sum 
of Shepard's univariate projector [2.9] and a linear projector to get
17
Shepard's univariate projector and let fche linear projector
linear precision for our new interpolation function. If we let be
x - x  x -  x.
P9 [f] = ----- — f (x  ) H--------------f (x )2 x,  -  x 1 x - x ,  m [ 4 . 1 ]1 m m 1
then the boolean sum
P ©  P = P + p  - P P  1 2 rl + 2 1 2 [ 4 . 2 ]
will have the interpolation properties of P^ and the precision of • 
The boolean sum function is
m
P 1 ® P „ [ f ] =  J B . (x)f (x.) H---- . ....
1 2 J .Ln i v l x n - x  1 x - x, m1=0 1 m m l
x - x  x - x . .
m f(xn) + ----—  f(x_)
m
I V x) i =0 1
------ - f (x ) + — ----- -  f (x . ): -  x, m x, -  x s 1 1 1 mm
[ 4 . 3 ]
m
I V x) 
i=0 1
x. - x.. x. - x
f (x ) - —----  f (x ) --- ----— f (x )
i x - x ,  m x, - x 1m l  1 m
x - x ,
------- f (x ) +
x - xn m m 1
x - x
----- -- f (x, )xn - X ' 1  1 m
[ 4 . 4 ]
x - x . x - x
y B (x)G. + ------- f (x ) +
. Ln i l x - x 1 m i=0 m l  1 m
----- - f (x, )X “ X 1 [ 4 . 5 ]
where
G . =  f ( X i )  -
X. - X, X. - X
—--- - f (x ) + —---- f (x )
x - x ,  m x, - x _ 1
m 1 m
[ 4 . 6 ]
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Figure 4.1 Geometric interpretation of the boolean sum of 
Shepard's univariate projector and the linear projector.
We can give the boolean sum P^© P^, a geometric interpretation 
[Fig. 4.1]. The G^ is the difference between the data point at x^ 
and the straight line. Now if all the data is linear then G^ will be 
equal to zero and we will be left with only the last part of the boolean 
sum function, and the line between the first and n-th data points. P^, 
Shepard's univariate projector was based on the inverse distance weight­
ing of the data points. The boolean sum interpolation function [4.5] 
is based on the inverse distance weighting of the difference between the 
data points and the line defined by
In Figure 4.2, we can see how Shepard's univariate projector 
interpolates linear data. This can be compared with the boolean sum 
function in Figure 4.3 which interpolates the same data. The boolean 
sum interpolation function is precise for straight lines.
Figure 4.2 Shepard's univariate projector with linear data.
Figure 4.3 Boolean sum function with linear data.
We have seen [2.IX] that the partial derivatives of the first 
projector, , evaluated at the data points is zero. The partial 
derivative of the boolean sum function [4.5] evaluated at the data point
x. is 
1
a ? !  © P2 [ f ]
3x
f(xm ) - f(xj _ m_________i




This' is simply the derivative of the second projector If the
derivative of first projector P^ is zero at all the data points, then 
the boolean sum function P^ ©  P^ inherits the derivative of the second 
projector P2 at each data point. If we compare Shepard’s univariate 
interpolation projector [2.9] in Figure 2.4c with the boolean sum inter­
polation function [4.3] in Figure 4.4, we can see that the boolean sum 
interpolation function inherits the slope of the second projector at 
each data point.
Similarly, we can now define the new two dimensional interpolation 
function by taking the boolean sum of Shepard’s two dimensional interpo­
lation projector and the Barnhill-Gregory nine parameter interpolation 
projector. The new interpolation function then has quadratic precision. 
Let P^ be Shepard's projector [2.5] and P2 be the Barnhill-Gregory 
nine parameter interpolation projector [3.4], then the boolean sum func-
Figure 4.4 The boolean sum function.
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where the cardinal blending functions are
m 2 2
+ l y - y - ;
m  m  0  0
I  n |x-x I + |y — y . |
[4.9]
k=0 1 = 0  
14  k
The value of a point of Shepard's bivariate interpolation projector
[2.5] is based on the inverse distance weighting of the data point 
values. The new two dimensional interpolation function [4.9] is based 
on the inverse distance weighting of the difference between the values 
at the data points and the value of the quadratic surface defined by the 
Barnhill-Gregory nine parameter interpolation projector.
In Figure 4.5 and Figure 4.6, we can compare Shepard's two dimen­
sional interpolation projector with the new two dimensional interpo­
lation function. In Figure 4.5 and Figure 4.6 the data are from the
2 2
functions f(x,y) = xy and f(x,y) = - x  - y + 1 ,  respectively. These 
quadratic functions are in the precision set of the new two dimensional 
interpolation function. In Figures 4.5b and 4.6b, the new two dimen­
sional interpolation function reproduces these functions exactly. 
Although Shepard's function does interpolate the data, it does not model 
the function very well [Figs. 4.5a and 4.6a].
Figure 4.5(a) Shepard's blvarlate interpolation function.
Figure 4.5(b) The new bivariate interpolation function with 
data from the function f(x,y) = xy.
Figure 4.6(a) Shepard's bivariate interpolation functi
+z
Figure 4.6(b) The new two dimensional interpolation 
function with data from the function
f(x,y) = - x2 - y 2 + 1.
Chapter V
CONCLUSION
The new two dimensional interpolation function satisfies all the
requirements stated at the beginning. It produces smooth surfaces for
computer display. It interpolates the function and derivative values at 
\ • 
all the data points. The data points can be arbitrarily distributed in
the Cartesian plane. Also, the new two dimensional interpolation func­
tion will reproduce quadratic surfaces.
A lack of generality in the two dimensional random data interpo­
lation function is that it does not have a parametric representation.
A search for a satisfactory domain for the parameters that would keep 
the surface from becoming folded was negative. An immediate idea was 
to use the data point numbers as the domain for the parametrization, 
but since the data is random the surface may become folded.
The inverse distance blending functions used in this thesis are an 
area for future research. Their main use has been as cardinal blending 
functions for random data interpolation. We have also seen how they 
can be used to produce nonparametric curves. Shepard's function for 
curves can also be expressed parametrically as
m
S(t) - I  B (t)[S(t.)] [5.1]




n (t -  t . ) u 
j = o  2
B (t) = ----------- [5.2]
l m m




, 1 ^  t ^  m
■ r  t ± - i
' S(t.) = [x. y.]
The exponent u in the blending functions may be used as a
parameter to change the shape of the surface. This may prove useful for
surface representation in computer aided geometric design. In extension
from one to two or more variables there are at least four possibilities
to be considered. These are the operators S and S themselves inv m n
parametric form, the tensor product operator and the Boolean sum
operator
S ® S  = S + S - S S  . [5.3]
m n m n m n
APPENDIX
An interactive computer graphic system (IDSYS, for Interpolant 
Display SYStem) was designed and implemented to aid the study of the 
interpolation functions for irregularly spaced data. The system was 
implemented on an Evans and Sutherland Picture System. The Picture.
V ■ • .
System is a stand alone, general purpose interactive computer graphics 
system which can display smoothly moving pictures of two or three 
dimensional objects.
The main components of the Picture System are a Digital Equipment 
Corporation PDP-11/45, a hardware matrix arithmetic processor, a 
refresh buffer and a 21 inch refresh display and a Summagraphics tablet. 
The PDP-11/45 is the picture controller. It contains the data base 
which describes the picture to be viewed. Also, it controls all the 
input and output required for the interactive graphics. The hardware 
matrix arithmetic processor performs digital operations on the data 
received from the picture controller and deposits it in the refresh 
buffer. The refresh buffer contains in digital form the picture to be 
displayed on the refresh display terminal. The tablet serves as an 
interactive graphic input device. It can perform the same interactive 
graphics functions as light pens, joysticks, and function switches.
IDSYS was written in FORTRAN for the Picture System. It uses the 
graphics software subroutine package furnished with the Picture System. 
IDSYS allows the user to dynamically control the display of the inter­
polation functions. IDSYS requires that the user enter the data from
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the keyboard of the teletype. The user must enter the position, func­
tion Value, and the first two derivatives. After the user has entered 
all the data, he can then select from the menu [Figure A-l] of light 
buttons the commands he wishes to be executed. The interpolation func­
tions are listed vertically along the left hand side of the screen and 
the commands to dynamically manipulate the picture are listed along the 
bottom of the screen. The remainder of the screen is a viewport for the 
three dimensional display of the surface produced by the interpolation 
furiction.
The user can interactively select one of the options from the menu 
through the use of the tablet. A cursor is drawn on the screen at a 
position which corresponds to the position of the pen on the tablet.
This provides a visual feedback of the current position of the pen on 
the tablet. When the cursor is positioned over the chosen command, the 
user depresses the pen against the tablet. The program will then 
execute that command. One of the advantages of using light buttons over 
entering the commands through the keyboard is that the light buttons 
offer a much faster means of control.
The user can select for display one of three interpolation functions 
from the light buttons along the left hand side of the screen. The 
first light button is Shepard's function which interpolates the function 
and derivative values. The next light button selects the new random 
data interpolation function which is precise for quadratics. The last 
light button selects for display the version of Shepard's function which 
interpolates only the function value.
From the bottom of the screen the user can select from the many 
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UP DOWN ROTATE +Z ROTATE -Z
Figure A.l IDSYS Menu
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light buttons on the left allow the user to smoothly zoom in or out of 
the picture or to move the picture right, left, up, or down. These 
commands work by changing the window parameters. The window is a three 
dimensional enclosure of the data space to be displayed. The window and 
viewport define the transformation from object coordinates to screen 
coordinates. The parameters for the window are the center coordinates 
of the three dimensional enclosure and the length of the sides. We can 
zoom in or out of the picture by changing the length of the sides of the 
window. We can move the picture right, left, up or down by changing the 
center coordinates of the window. Using the window and viewport for the 
transformation is more convenient than scale and translation.
The light button VIEW allows the user to specify a particular view 
of the picture for display. The user must specify the position of the 
eye and the point at which the eye is looking. This command has proved 
very useful for precisely positioning the picture on the screen the same 
way every time. The same view of different functions and data can then 
be compared.
By selecting the appropriate light button from the next two columns 
the user can smoothly rotate the picture. The picture can be rotated 
clockwise or counterclockwise about the X , Y , or Z axis.
The RESTART light button starts the program over again. The LIST 
light button will produce a hardcopy list of the three dimensional 
points used to display the surface on the screen. They can be used to 
more accurately interpret the surface.
IDSYS keeps the three dimensional transformation matrices necessary 
to smoothly window or rotate the object separate. When the user has 
selected the light button to dynamically manipulate the object, it is
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only necessary to update one matrix. IDSYS also has a special transfor­
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coordinate system of the object space into the left hand coordinate 
system required by the Picture System. These three transformation 
matrices are then concatenated together. Since matrix multiplication is 
not commutative, it is necessary to concatenate the matrices in the 
correct order. The concatenated matrix is then given to the hardware 
matrix arithmetic processor.
All the pictures in this thesis were photographed directly from the 
refresh display screen of the Picture System. A hidden line algorithm 
would have helped make these static pictures more clear but it would 
have made the real time motion unacceptably slow. A hidden line 
algorithm is not necessary with real time dynamic motion.
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