


























































































































































































(特集-3)MEMS研究の新展開 - 32 



















































































































に基づく基礎研究の進展にとって リサーチの大きな目的と考えられ 立衛生研究所 (NationalInstitutes 




契機としたい。すなわち、今後は、 医療の創造に寄与するとともに、 術会議の月例科学技術報告に 「ポ










































































































































































































































































関する発表がなされた。近年注目 題を解決するため種々の方法が提 NTT基礎研(高柳 英明等)が
されている量子コンビュータ④を 案されている。今回の会議では米 既に量子状態の観測に成功してい
実現するための素子を、超伝導状 国NISTのJ.M. Martinisが発表し る。しかし、超伝導量子ビットの
態で出現する量子化現象(磁束の た、比較的大きなジョセフソン接 研究は開始されてまだ数年しか経
量子化、及びエネルギーの量子化) 合 (10μm角程度)とキャパシタ っておらず、まだ数年は基礎的な
を用いて実現しようとする研究で ンスを組み合わせた方法が注目さ 研究が中心になると思われるた
あり、米国及び欧州を中心に積極 れた。発表者はこの方式により数 め、長期的なサポー卜が必要であ






































































































































トランジスタの可能性 このたび、独立行政法人産業技 した (Science，vol. 297， pp.234-237 




磁気抵抗効果を用いる MRAM 開発した。ス ピン偏極共鳴トンネ に減らすことに成功した点である。



















や快適性、利便性の追求による車 様に、 2005年導入予定のEUR04、 電磁駆動弁、電動ブレーキといっ







燃費に優れた車両の開発が自動車 応用部門大会では、 「自動車電源 ことなどの理由から、大幅な燃費
業界の最重要課題となっている。 の42V化に関する諸問題Jと題す 向上とともに排ガスの抑制による






































































































































の利用が期待されている。同教授 ルアミン (TEA、沸点890C)の とである。同教授らはDIPAの方
らは、親水性のイオン性液体であ 等モル混合物を、他方にジエチル がTEAより上記イオン性液体に
る1-ブチル 3 メチルイミダ エーテルを入れ、イオン性液体膜 対し親和性が高い為としている。
ゾリウムヘキサフルオロフォスフ を通ってジエチルエーテル側に出 本研究は未だ初期の段階であ
ェートを多孔性高分子(ポリフッ てくるアミンの組成を調べたとこ り、工業化の為には分離性能の向
化ピニリデン)膜の細孔に固定し ろ、 DIPA80%、TEA20%という 上など更に検討すべき課題カ官、多い
て親水性のイオン性液体膜を調製 値を示し、本イオン性液体膜が分 が、低コストの分離法となる可能







東南海地震 ・南海地震は今世紀 50~55km 陸側に位置する地点 が発見されており、これらのこと







タ一 国体地球統合フロンティア されており、反射波解析から前弧 プレート境界から派生する分岐断
研究システムの金田義行らのグル 盆の南海トラフ側では堆積物が陸 層も活動した。そして、分岐断層
ープが明らかにしたとScience(8 側に向けて傾斜していることか に沿うすべりが海底面まで伝播す
月16日 voL297. pp.l157-1160)に ら、外縁隆起帯は継続的に隆起し ることによって、巨大な津波が発
発表した。 たと考えられる。これは、分岐断 生したと見られ、分岐断層は沈み



































































































































































































































































































具体的には「研究開発施設 ・設備 資源情報総合センターを開設し、 サイエンス分野の知的基盤の整備
の整備」と「研究開発に関する情 翌年より生物遺伝資源情報データ が一層重要となってきたことに鑑




で、標準、試験評価方法、生物遺 物遺伝資源情報データベース 植物、 ES細胞(匪性幹細胞)な
伝資源、遺伝子資源、材料等を整 (SHIGEN: SHared Information of どの幹細胞、各種生物の遺伝子材
備、収集、保存、蓄積することが重 GENetic resources)を構築・公開 料等のバイオリソースのうち、国
要である。 また、上記標準、材料 している。 が戦略的に整備することが重要な
等が広く供給されることで固とし 一方、 2-1の図表1に示した応 ものについての体系的な収集・保
て広範な普及が図られることが重 用材料及びヒト材料を中心とした 存・提供等を行うための体制を整
要である」と明確に打ち出された。 バイオリソースに関しても、時期 備することを目的としており、 2010
また、こうした動きと連動して、 を同じくして、 農林水産省所管の 年までに世界最高水準のバイオリ
大学等におけるバイオリソースに 農業生物資源研究所ジーンパン ソースの整備を目標としている。
ついては、我が国のライ フサイエ ク、 厚生労働省所管のヒューマン 2002年においては、図表6のと






















































霊長類 ・ニホンザル 岡1奇・ 生理研
・チンパンジー(調査) 東大・ 農
細胞/DNA ・動植物培養細胞、がん細胞、DNA等 理研BRC











れる米国の ATCC (American 







• NIH (National Institu回 ofHeal出)
研究資源保存機関に対する研究費と事業費の支援・NCI(National Cancer Institute， NIH) 
全般的な支援・NCRR (National Center for Research Reources， N田)
医学用研究資源から一般生物学研究用資源の支援
• ATCC (American Type Culture Colection) 
ウイルス、細菌、細胞、菌類、培養植物、原生生物、酵母・CCR(Coriel Cell Repositories) 
ヒト遺伝性疾患に由来するヒ ト細胞
• FGSC (Fungal Genetics Stock Center， University of Kansas 
Medical Center) 
菌類を分譲
• CDC (Centers for Disease Con廿01and Prevention) 
病原性微生物
• JAX (Jackson LaboraωIY) 
マウス・ZFIN(Zebrafish Information Network， University of Oregon) 
モブラフベサ シュ
. Fly stock (Bloomingωn Drosophila Stock Center， Indiana 
University) 
ショウジョウ;'iエストックセンター
• National Resource for Aplysia Fac出臥U凶versityof Miar凶
7;)フラシ
• N ational Resource Center for Cephalopod，τbe University ofTexas 
Medical Branch 
頭足動物





.U剛 CC (United Kingdom National Culture Collection) 
微生物、 動物細胞、植物細胞などの10収集機関の連合体0・CABI(CAB Intemational) 
遺伝子資源の提供、様々な生物種の同定や検査業務・C品i1R(Cen町 forApplied Microbiology & Research 
生物医薬関係の研究資源提供
• ECACC (European Colection of Cell Cultures) 
動物培養細胞の分譲
• NCIMB (National Collection of Industrial and Marine Bacteria ) 
産業および海生微生物の分譲
• NCTC (National Colections ofType Cultures) 
細菌、真菌、マイコプラズマ、プラスミッド、ト ランスポゾン
(オランダ)・CBS(Fungal Biodiversity Center -Utrecht， The Netherlands) 
真菌、酵母、 細菌の収集機関





(ベルギー)・BelgianCo-ordinated Collections of Micr仕organisms(BCCM) 
真菌や酵母株を標準株として保有して分譲
(国立医薬品研究所 水沢博氏作成資料より)
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る。もともとグリッドは、電力の 基盤と して注目されている。また、 みを述べ今後の課題を述べる。




グリッド技術を用いて優れた性 ジェク トが開始されている。この ていた。しかし、グリ ッドが発展
能を出した例が出現して注目され ようなグリッド技術が科学研究の し、 単にコンビューテイング(計
始めた。ネッ トワークに接続され スタイルを変えていくとも言われ 算)のみならず、大規模データや、
た複数の高性能コンピュータをー ている。 特殊実験装置の共有化する利用環
つの巨大なコンビュー タのように このグリッド技術は、インター 境までを含むようになったため、
使用したり、多数のパソコンの遊 ネット利用を一段階広げていく技 本稿では、広い意味で捉えて、グ




































































































































































































































































































ムを相互にカ ップリングして複合 め、データの発生した場所で一次 (Application Service 
シミュレーションすることも可能 解析計算などを行う必要もある。 Provider)
となる。 例えば、欧州原子核共同研究機 グリッドASPとは、高性能コ
従来の遠隔利用は、個別にソフ 関 (CERN)の巨大加速器の実験 ンビュータに整備された応用プロ
トウェアを構築していた。グリッ では、 500研究機関の研究者7.000 グラムを遠隔地からネットワーク
ドではインターフェースが共通化 名が年間に数億回の実験を行い6 を介してデータを与えて実行し、
され、より広範に接続できるよう ~ 8 PetaByteのデータが発生す 結果を得るサービスである。前記
になった。 る。このような高エネルギ一物理 の計算サービスグリッドでは、ユ
例としては、図表2-1に示す の実験データを解析し研究者間で ーザーがプログラムを作成してい
ように米国では高エネルギ一物理 共有するためのグリッドを、欧州、| るが、グリ ッドASPは、既に作
研究GridPhysics Network、核融 の EUData Gridや米国の Grid られた有用なプログラムを利用す
合研究FusionGrid、宇宙観測研 Physics Network (GriPhyN) プ る。さらには、ゲノムデータなど
究 NationalVirtual Observatory、 ロジェク トで開発中である。この 有用なデータセットを利用するサ
気象研究EarthSystem Grid、パ 他、複数の宇宙観測所にて得られ ーピス提供も考えられるO例えば、
イオインフオマティックス研究 たデータから全宇宙を記述しよう 医療データはプライパシ一保護の
Biomedical Informatics Research とする研究でもグリッドが使われ ため外部に出すことはでき ない
Network (BIRN)などがあり、 ており、データグリッドにより巨 が、グリ ッドにより、解析プログ
欧米でも同様のプロジ、エク トにて 大科学を効率よく推進することが ラムをデータベースサイトで実行
グリッドが構築されている。 できる。 させ、その結果のみ得ることなど


















タ解析(SETI@home : Search 




AidsAtHome， United Devices' 




































































































(Director General， Research Coun-





















INFN Grid (Italian National Insti-
tute for Research in Nuclear 
Physics)、オランダのGrid-based







プロジ、工ク卜 機関 予算 期間
PACI National Technology NCSA，SDSC NSF 1998-
Grid 




Acc巴ssGrid ANL， LBNL， lANL， NCAR， DOE， NSF $ 2MI 1999-
NC弘，他 年
ASCI Grid (DISCOM) Sandia NL. LLNL. lANL DOE 1999-
Grid Physics Network ANL， U of F1orida， Feロ凶 NSF $ 12M/5年 2000-
(GriPhyN) Lab，他
Particle Physics Data Grid ANL， LBNL， Caltech， DOE $9M/3年 2000-
(PPDG) SDSC，他
TeraGrid NCSA， SDSC， ANL， NSF 2001-
Caltech $12M@2001， 
$53M@2002 
Intemational vi凶ual-Data U of F1orida， U of Chicago， NSF $ 13.7MI 2001-
Grid Lab (iVDGL) Indiana U， Caltech，]ohns 5年
Hopkins U，他
Network for E紅廿1quake U ofSou出emCalifornia， NSF $luM/3年 2001-
Eng. Sirnulation Grid U ofMichigan，ANL， NCSA， 
(NEES) 他
N ational V Jrtual ]ohns Hopkins U， Caltech， NSF $ 10M 
Observatory (NVO) 他
Grid (Grid Research U ofChiωgo， U ofSou仕1em NSF $ 12M 2001-
Integration Deployment Califorr首a，U ofIl泊ois，U of 
and Support) Center Wiscons泊，他
DOE Science Grid DOE 
Fusion Grid ANL. LBNL. Princeton DOE $6M/3年 2001-
Plasma Physics Lab， 
General Atomics， MIT， f也
Earth Systems Grid ANL， LLNL， NCAR，他 DOE $5M/3年
Biomediα1 Informatics NIH $ 20M 2002-











































ANL=Argonne National Lab， lANL=Los A1amos National Lab， LBNL=Lawrence Berkeley National Lab， LLNL= Lawrence Livermore National Lab， 
NCSA=National Center for Supercomputing Applications， SDSC=San Diego Supercomputer Center， NCAR=National Center for Atomospheric Research 
(各種ホ ムーページより科学技術動向研究センターにて作成)

















プロシ.工クト 機関 予算 期間
Grid in 6th Framework EC 300 M Euro/ 2003-
針。gram 5年 2007 
EUDataGrid CERN， U ofHeidelberg， EC 9.8 M Euro/ 2001-
IBM UK， CNRS， INFN， 3年 2003 
PPARC， SARA，他
EuroGrid Forschungszenlrum， Pallas 2001-
GmbH， U of Bergen， 2003 
CNRS， Warsaw U， 
U of Manchester， 
ETHZurich，他
GRIP (Grid Interoperability U ofSou仕lampton， EC 2002-
Project) DeutcherWe仕:erdienst， 2003 
U of Manchester， 
Pallas GmbH. U ofWarsaw 
U，他
MAMMOGRID U ofWestEngland， EC 2002-
U of Pisa， U ofOxford， 2005 
U of Cambridge， Mirada 
Solutions，他
(図表2-3)英国主要グリッドプロジェク卜
プロジェクト 機関 予算 期間
eScience f: 120M/3年 2001-
2004 
GridPar世clePhysics Universities of Bir凶ngham， D11PPARC 






As甘oGrid Universitiies of Edinburgh， D11PPARC 2001-
Leicester， Cambridge， f:5M 2004 
Queens Belfast， f也
D品<1E(Distributed Universitiies ofYork， D11EPSRC 2002-
Aircra立maintenance Oxford，She錨led，Leeds，他 f:3M 2004 
Environment) 
Reality Grid Universities of 1ρndon， D11EPSRC 
Manchester， Edinburgh， f:3M 
Iρughborough， Oxford，他
myGrid Universitiies of Manchester， D百 EPSRC 2001-
Sou仕lampton，Nottingham， f:3M 
Newcastle， She血led，他

































D11=Dep. of Trade and Indus町， PPARC=Particle Physics and As仕onomyResearch Council， EPSRC=Engineering and Physical Sciences Research 









洋GRID応用会議 (PRAGMA: われる。 ウェアが多くある。グリ ッドの場
Paci宣c-RimApplication & Grid- 合も、既にグリッドソフトウェア
Middleware Assembly) があり、 (E)日本のフ。ロジェクトに のベンチャーが大学から生まれて
日本がリード役となってこの地区 おける課題 いる。1993年に開始されたパージ
のグリッド活動を推進してきてい ニア大のLegionプロジェクトを
る。また、 Asia-Paci五cAdvanced 欧米でのグリッドプロジェクト ベースにプロジェクトリーダーの
Network (AP AN)の活動によっ は、グリッド技術開発と共に応用 Andrew Grimshow教授がその商
て、グリッドのベースとなる高速 開発に力を入れている。応用開発 用化のためAppliedMetaComput-
ネットワークが構築されてきてい では、バイオやナノなどの分野と ingを設立 (現在はAVAKI社)
る。このような活動の実績から、 1 T分野の協力関係が重要であ している。
世界の標準化団体グローパルグリ る。日本では研究者が積極的に他 一方、日本の大学のプロジ、エク
ッドフォーラム (GGF)中でアジ の分野に入り込んで研究すること トにおいて、ソフトウェアカま作ら
(図表2-4)日本主要グリッドプ口ジヱク卜
プロジ‘ェクト 機関 予算 期間 呂標
ロ'-BasedLaboratory 原研、理研、他 文科省50億円 2000- スー ノ{-SINETを介してスーパーコンヒ。ュー
(ロ13L) 52億円@2000 タを接続した仮想研究環境を構築。
27億円@2001
科研費特定領域研究 阪大、東工大、 文科省8億円/ 2001- 医療グリッド阪大下線班
「情報学JA05グリッド 国立天文台、他 5年 2005 P2Pデーターグリッド東工大松岡班
国立天文台、他
東工大キャンパス 東工大 2001年度補正 2001 学内キャンパスグリッ ドの構築
グリッド 予算2億円
阪大バイオグリッド 阪大 2001年度補正 2001 グリ ッドイ ンフラ構築
センター 予算2億円
eサイエンス 阪大、他 文科省5.5億円 2002- 大規模データグリ ッドとコンピューテイング
実現プロジェクト @2002 2006 グリッドの連携技術の開発
「スーノfー コンピュータ
ネットワークの構築J
ネットワークコンピュー 産総研、東工大、筑波大、 経産省13億円/ 2002- クラスタ技術、 グリッ ド技術、 10ペタノfイト
ティング技術の開発 東大 5年 2006 級の大容量デー タ処理の実現
「グリッドクラスタ・フェ
デレーショ ン」
ナショナル・リサーチグ 計画中 文科省 (計画中) 2003- 世界最高水準のグリ ッド環境を構築し、パイ
リッド・イニシアティブ 2007 オ、ナノ分野等と情報通信分野との連携の下
(NAREGI) で行う融合領域研究を推進
ク守リッド・コンビュータ 計画中 経産省 (計画中) 2003- ネットワーク上の多数のコンビュー夕、記憶、
「ビジネスグリ ッドコン 2005 装置をあたかも一つのコンヒ。ュータのように




プロシ、エク卜 機関 予算 期間 目標
Korea Grid Irutiative 韓国科学技術情報研究所 43億円/韓国情報 2002- グリ ッドミドルウェア開発、DataAcces， 
(阻訂1)が中心 通信省 (間町を含 2006 応用開発 (予算の半分以上は応用開発)
まず)
China ComputationaI Grid 中国科学技術院 $40M/中国科学 10のHPCセンターをNWにて接続。応用の
技術省 一つはゲノム
(各種ホームページより科学技術動向研究センターにて作成)


















きて初めて機能するものであるた 欧州ではE・Grid(European Grid 体グローパルグリッドフォーラム
め、インターフェースの標準化が Forum)、アジア太平洋ではAP- (GGF)が結成された。このグロ
重要な課題となっている。 Grid ( Asia-Pacific Grid Forum) ーパルグリッドフォーラムには、
グリッド標準化活動は、 1998年 が、それぞれの地区のグリッド開 日本から運営委員会に 2名、外部
末に、米国でグリッド研究プロジ 発を推進していた。 2001年には、 諮問委員会に 1名が参加してお
ェクト関係者が集まりグリッドフ グリッドフォーラム (GF)が、 り、日本のプレゼンスを示している。
ォーラム (GF)が結成されたこ E-GridとAP-Gridの標準化活動を GGFの標準化の進め方は、イン
( [;i{]~ 3) Global Grid Forumにおける活動グループ一覧
Area Working Groups Research Groups 
Applications and • Advanced Collaborative Environments (ACE-RG) 
Programming • Advanced Programming Models (APM-RG) 
Environments . Applications and Test Beds (APPS-RG) 
• Grid Compu也19En吋ronments(GCE-RG) 
• Grid User Services (GUS-RG) 
Architecture • Open Grid Ser可IceInfrastructure (OGsI) • Grid ProtocolArchitecture (GPA) 
• Open Source So臥lVare(OSS) • Accounting Models (ACCI) 
• New Productivity Initiative (NPI) • Service Management FrameworksσINI) 
Data • GridFTP • Data Replication侭EPL)
• Data Access and Integration Services (DAIS) • PersistentArchives (PA) 
• Grid High-Performance Networking 
Information • Dis∞>veryandMo凶to巾gEvent DescriptionのAMED) • Relational Grid Information Services (RGIS) 
Systemsand • Network Measurement 例M) • Grid Benchmarking (GB) 
Performance . Proposed: Grid Information Retrieval (GIR) 
• Proposed: C臥1based Grid Schema 
Peer-tcトPeer • NAT /Firewall 
• Taxonomy/Nomenclature 
• P2P Security 
• File Services 
. Instant Messaging Interoperability 
Sched叫ing釦 d • Grid Resource Alocation Agreement Protocol (GRAAP) 
Resource • Management Application API Working Group (D RMAA) 
Management • Scheduling DictionarγのICI)
• Scheduler Attributes (SA) 
Sec山ity • Grid Security Infrastructure (GSI) • Kerberos 
• GridCe凶韮αtePolicy (GCP) 
• Open Grid Ser司IceArchi民C札IreSecurity (OGSA-SEC) 
出典:グローパルグリッドフォーラムホームページhtゆ・//www.gridforum.org/L_WG/wg.htm 
ターネットの標準化を進めている
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MEMS (Micro Electro-Mechani- の華庁しい柱のひとつにしようとい
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きた呼称であり、欧州ではMST して「微小な可動部を含むシステ 一方、我が国においては、 1985
(Micro System Technology)、我 ム」、すなわち、マイクロマシ 年頃から半導体加工技術を用いた
が国ではマイクロマシンと呼ばれ ン・マイクロエレクトロニクス・ 超小型モーターに代表されるマイ




MEMSの研究は、1970年頃に るようになった。 1992年からは、 クトをスタートさせた。本プロジ
米国スタンフォード大学の電気工 DARPA (米国防省高等研究計算 ェクト成果として(財)マイ クロマシ
学科で始まったと言われている。 局)支援のMEMSプログラムが ンセンターから発表されているテ




NASA (米国航空宇宙局)の委託 がある(図表1)9)。鏡は非常に システムの 4つであり、いずれも
による研究開発であり、 宇宙船搭 強い光でも反射させることができ、 mm単位の微小機械で、ある 10)。こ
載用に小型化することが目的であ 液晶ディスプレイでは表示できな れらの中にそのまま商業化された
った。 1980年代後半に入ると、カ い大画面表示を小型装置で実現す ものは無いが、各システムに使わ
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電池、小型燃料改質器、熱電変換 ウム二次電池を置き換えること (SiC)を用いたり、 SiCの表面コ
などである 15)。 は、達成可能と考えられている。 ーテイ ングを施す工夫が用いられ
小型燃焼発電機(図表8)は、 MEMS技術を用いた超小型電池 る。また、携帯機器応用では、コ
マサチューセッツ工科大学で考案 を用いて、現状の電池より長時間 ンピニエンスストアでライターの
されたもので16)、シリコンを深い 化が達成できれば、携帯電話でイ よう な燃料カートリ ッジを買い、
エッチング (ReactiveIon Etch- ンターネットを常時接続で利用す 手軽に交換できるようにする、と
ing)加工技術でμm単位のター ることも可能になるため、市場の いう新製品コンセプトがある。

































































































































サイエンスが急速に発展してい 研究は、 2000年頃から NEMS



































































































































































































































































最も聞かれている分野と言える。 ては 7-3項で記した 2大学が最 が行っているサービスとして大阪
も多くの実績を有する。電気学会 府立産業技術総合研究所のマイク
任土む は、 MICS (Micromachine Inte- ロデバイス開発支援センターの例
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