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En este texto se presenta un sistema de ayuda al 
diagnóstico del melanoma que permite a los 
pacientes realizar autoexploraciones periódicas 
con el fin de detectar cuanto antes una posible 
lesión maligna. Para ello, el sistema toma como 
entrada una captura de la lesión a diagnosticar y la 
analiza para extraer la zona afectada. Determina 
una serie de características que indican su grado 
de malignidad y, en función de éstas, toma una 
decisión. Se proponen dos métodos de 
clasificación: el primero de ellos basado en la 
teoría de la decisión de Bayes, y el segundo, un 
perceptrón multicapa. Las tasas de clasificación 
obtenidas finalmente rondan el 85%. 
1. Introducción 
El melanoma supone el 50% de todos los casos de 
cáncer y el número de individuos afectados crece 
cada año de forma exponencial. Además, aún 
suponiendo sólo el 4% de todos los cánceres de 
piel, es el responsable del mayor número de 
muertes, en torno al 75% [2]. 
 La principal causa de los melanomas es la 
exposición prolongada a las radiaciones 
ultravioletas, aunque puede influir también el tipo 
de piel y los factores genéticos. El tratamiento 
más efectivo es la extirpación inmediata, pero 
siempre que se detecte en sus fases iniciales, ya 
que si no se trata a tiempo la esperanza de vida se 
reduce a menos de un año desde el diagnóstico. 
De forma que, es fundamental distinguir cuanto 
antes entre lesiones benignas (por ejemplo una 
simple mancha o lunar) y melanomas. Los 
dermatólogos emplean en los diagnósticos varias 
técnicas que se han desarrollado en base a la 
experiencia, entre las que destacan: la obtención 
del índice dermatoscópico total basado en el 
mnemotécnico ABCD [13], la regla de los 7 
puntos [1] y el método de Menzies [9]. Todas 
estas técnicas permiten identificar los síntomas de 
una lesión maligna basándose en la observación 
de una serie de características. En algunos casos 
puede ser difícil interpretar visualmente estas 
propiedades, y, por tanto, realizar un diagnóstico 
acertado. De hecho la tasa de clasificación de los 
dermatólogos más experimentados está en torno a 
un 65% [8]. 
 Se propone un sistema de ayuda a la decisión 
con dos aplicaciones. Por una parte, permitir a los 
pacientes realizar autoexploraciones periódicas 
con el fin de detectar cuanto antes una posible 
lesión maligna. Y por otra, proporcionar al 
dermatólogo una segunda opinión con la que 
complementar y/o cotejar su decisión.  
 El sistema basa su diagnóstico automático en 
tres fases: detección, descripción y clasificación 
de la lesión. En la primera de ellas se realiza un 
preprocesamiento de la imagen original que nos 
permite identificar correctamente la zona afectada. 
A continuación, en la fase de descripción, se 
realiza un análisis cuantitativo de la lesión para 
determinar un conjunto óptimo de características 
que indiquen su grado de malignidad. Por último, 
se emplea este vector de características como 
entrada de una entidad artificial, que es capaz de 
proporcionar un diagnóstico de la lesión, 
clasificándola como melanoma o lesión benigna. 
Las entidades que aquí proponemos son un 
clasificador paramétrico basado en la teoría de 
decisión de Bayes y un perceptrón multicapa. 
2. Estado del arte 
Existen varios grupos de investigación que han 
desarrollado trabajos relacionados con el 
diagnóstico automático del melanoma. 
En [15] se emplea un método para el 
reconocimiento automático a partir de la sección 
de una imagen microscópica. Se realiza un 
análisis de la forma y el tamaño de las células 
empleando matemáticas morfológicas y 
  
 
algoritmos geodésicos. Con los valores obtenidos 
se lleva a cabo una clasificación automática, 
empleando una técnica de interpretación de la 
imagen sin aprendizaje. 
En [4] se presenta un sistema  que emplea 
como entrada imágenes de microscopía 
epiluminiscente. Como primer paso  realizan una 
segmentación de la zona afectada aplicando varios 
tipos de algoritmos (umbralización en el plano 
azul, búsqueda de agrupaciones de color 3D, etc.), 
y se quedan con el mejor resultado de la fusión de 
los diferentes métodos. A continuación calculan 
un conjunto de características radiométricas y de 
forma, así como parámetros locales y globales 
para describir la malignidad de la lesión. Hacen 
una selección de las características más 
significativas empleando métodos estadísticos. Y, 
por último, se lleva a cabo una clasificación a 
través del algoritmo de los K vecinos más 
cercanos. 
En [12] los autores presentan un sistema para 
el diagnóstico del melanoma atendiendo a la 
detección del borde y a la cuantificación del grado 
de asimetría. Para la detección de bordes emplean 
una técnica basada en clústering con el algoritmo 
Fuzzy C-Means. Para la clasificación se basan 
únicamente en la cuantificación del grado de 
simetría con un vector de seis dimensiones. 
Hintz-madsen desarrolla en su tesis doctoral 
un sistema eficiente para el diagnóstico [6]. 
Emplea una técnica de umbralización óptima para 
separar las regiones de la lesión y la piel. Y para 
la clasificación emplea una red neuronal en un 
marco probabilístico. 
En [16] emplean la segmentación por 
agregación de píxeles, realizando un 
preprocesamiento previo basado en conjuntos 
difusos. A partir de la zona detectada extraen una 
serie de atributos y se los pasan a una red neuronal 
para diferenciar entre los melanomas y las 
lesiones benignas. Además, hacen hincapié en la 
optimización del conjunto de características 
descriptoras de la lesión. 
En [11] los autores introducen un sistema 
basado en conocimiento para realizar un 
diagnóstico temprano del melanoma. Detectan la 
lesión usando una técnica de umbralización 
aplicada en la componente roja y en la 
componente de saturación. Y el sistema extrae un 
conjunto de características colorimétricas y 
geométricas, a partir de las cuales realiza el 
diagnóstico basándose en un sistema de votos, 
teniendo en cuenta los resultados producidos por 
diferentes instancias del algoritmo de los K 
vecinos más cercanos. 
Tim Lee presenta en su tesis doctoral un 
algoritmo para segmentar las zonas afectadas de 
las imágenes [8]. En éste, después de aplicar a la 
imagen un filtro de mediana multi-fase para 
eliminar el ruido de fondo, se realiza una 
umbralización. Y sobre el resultado de este 
proceso se aplica un sistema  basado en reglas que 
permite la identificación de las lesiones. 
En [7] proponen un método de clasificación 
de lesiones de piel basado en el uso de un 
conjunto de entidades expertas artificiales. En esta 
técnica realizan un preprocesado previo y una 
segmentación empleando clústering estadístico del 
color y un algoritmo de agregación de píxeles. A 
continuación determinan un conjunto de 
características relacionadas con la asimetría de la 
lesión, la regularidad del borde y la textura, que 
serán las empleadas para entrenar al clasificador 
multi-agente. Este está compuesto por una serie de 
redes neuronales gestionadas por una entidad 
maestra que reparte los vectores de entrada y 
genera un diagnóstico ponderando la salida de los 
diferentes componentes. 
Como hemos podido observar, la mayoría de 
las investigaciones relacionadas con el diagnóstico 
automático del melanoma se basan en técnicas 
como el algoritmo de los K vecinos más cercanos 
o las redes neuronales, aunque también existen las 
que emplean clasificadores lineales o métodos de 
interpretación de la imagen, como los sistemas 
expertos. Sin embargo, no hemos encontrado 
ningún trabajo que incorpore métodos de 
clasificación basados en la estadística. En este 
trabajo proponemos un clasificador basado en el 
teorema de Bayes, y comparamos sus resultados 
con los obtenidos para un perceptrón multicapa. 
3. Sistema propuesto 
El objetivo principal del sistema es, a partir de la 
captura de una lesión, determinar en que medida 
ésta puede ser o no maligna. Para ello éste consta 
de tres fases: detección, descripción y diagnóstico 
de la lesión. La primera de las fases presenta dos 
pasos: en el primero de ellos se realiza un 
preprocesado de la imagen para eliminar el ruido 
y los objetos no deseados, y en el segundo se 
extrae la región de interés de la captura, 
  
 
produciendo una imagen binaria a su salida. En la 
fase de descripción se obtendrán las características 
de la lesión que cuantifiquen su nivel de 
malignidad. Además, se realizará una selección 
del subconjunto de éstas que mejor represente la 
zona afectada. Finalmente, en la fase de 
diagnóstico o decisión pasaremos el vector 
prototipo de la imagen a uno de los clasificadores 
para que éste asigne la lesión a una de las posibles 
clases del dominio. 
4. Detección de la lesión 
4.1. Preprocesamiento 
Antes de poder llevar a cabo el procesamiento de 
la imagen para realizar un diagnóstico, debemos 
solventar varios problemas inherentes al tipo de 
imágenes con que está tratando el sistema. En 
primer lugar, las capturas de la piel humana 
pueden presentar vello y poros, que interferirían 
negativamente en el proceso de segmentación. La 
solución más inmediata sería el afeitado de la piel 
antes de realizar las capturas, pero es un proceso 
que, además de aumentar los costes y el tiempo 
para obtener las muestras, es incómodo para el 
paciente y en muchos casos no se puede practicar. 
En estos casos aplicaremos el algoritmo de 
supresión de vello propuesto en [8], llamado 
DullRazor. Éste consta esencialmente de tres 
fases: identificación de los pelos, reemplazo de los 
píxeles que son pelos por los aquellos de 
alrededor que no lo son y un suavizado final de la 
imagen. 
Por otra parte, todas las imágenes digitales 
presentan un ruido de impulso, el cual 
mitigaremos aplicando un filtro de mediana de 
tamaño 7. Éste nos aportará, además, una 
reducción de los posibles reflejos y brillos que se 
puedan dar en la imagen dermatoscópica, 
preservando en gran medida los contornos de las 
regiones. 
4.2. Segmentación 
 La segmentación es el paso central de 
cualquier aplicación de procesamiento automático 
de imágenes, ya que de ello depende el análisis 
cuantitativo posterior que se pueda realizar para 
llevar cabo el diagnóstico. El objetivo aquí es 
separar los objetos que constituyen la escena para 
obtener la zona afectada de la imagen. Existen 
varios métodos aplicables para este propósito, 
entre los que destacan la segmentación basada en 
el píxel, la segmentación de regiones y la 
detección de bordes [5]. Nosotros emplearemos la 
umbralización, que es una técnica basada en el 
píxel, ya que no atiende a ningún tipo de relación 
con los demás píxeles de la imagen. 
Concretamente aplicaremos un método de 
umbralización adaptativa, porque el conjunto de 
imágenes a segmentar es muy heterogéneo, y 
establecer un umbral global para todas ellas no 
sería viable.  
 La técnica desarrollada trata de elegir, 
automáticamente en cada caso, el umbral final que 
separará la zona afectada del resto de la imagen. 
Para ello aplicaremos el método de Otsu [10]. Ésta 
es una técnica de umbralización adaptativa para 
separar dos clases entre sí, que busca la 
maximización de la distancia entre ambas y la 
minimización de las áreas que forman la unión de 
los puntos asociados a cada clase. La entrada a 
este algoritmo será la imagen resultante  de la 
etapa de preprocesamiento convertida a escala de 
grises. Y a su salida se producirá una imagen 
binaria con las regiones segmentadas a nivel alto 
(blanco) y el resto de la imagen a nivel bajo 
(negro). Con el objetivo de suavizar los bordes de 
las regiones de interés en esta imagen, se aplicará 
una operación de apertura (una erosión seguida de 
una dilatación), y a continuación una de cierre 
(dilatación seguida de erosión) con un elemento 
estructurante de tamaño 3 y con todos sus 
elementos activos. A la imagen binaria resultante 
de estas transformaciones morfológicas se le 
aplicará el algoritmo de etiquetado de 
componentes conexas por 8-conectividad. El 
objetivo es identificar los objetos que se han 
extraído de la imagen en el proceso de 
segmentación. Y una vez tenemos todos ellos 
etiquetados, quedarnos con el de mayor tamaño, 
que será el que se corresponda con la zona 
afectada. Como la región extraída finalmente de la 
imagen puede tener agujeros debido a la 
umbralización automática, someteremos la imagen 
a un proceso de rellenado de huecos. Éste se 
traducirá en calcular su negativo, segmentar la 
imagen de forma binaria, identificar el fondo y 
rellenar el resto de la imagen a 1 (nivel alto). 
  
 
5. Descripción de la zona afectada 
5.1. Extracción de características 
En este primer paso de la fase de descripción 
obtenemos una serie de descriptores numéricos 
que modelan los signos clínicos de malignidad de 
la lesión extraída en la fase anterior. 
Según se concluye en [3], la regla ABCD es la 
que proporciona mayor fiabilidad en los 
diagnósticos médicos. Además, la extracción 
automática de las características que tiene en 
cuenta dicha regla es menos costosa 
computacionalmente que las que tienen en cuenta, 
por ejemplo, la de los 7 puntos o el método de 
Menzies. Es por eso que en este trabajo nos 
basaremos en los indicadores estipulados por el 
mnemotécnico ABCD. Y estos son los siguientes: 
 
• Asimetría. Normalmente las dos mitades de 
una lesión maligna son diferentes, tanto en 
forma como en color y textura. 
• Borde. Los bordes de los melanomas suelen 
ser irregulares y difusos. 
• Color. En las lesiones malignas el color varía 
entre las diferentes áreas de la lesión, 
incluyendo sombras de color canela o marrón, 
y también negro, rojo e, incluso, tonos azules 
y blancos. 
• Diámetro. El diámetro de un melanoma suele 
ser superior a 6 milímetros. 
 
Teniendo en cuenta esto se obtendrán una 
serie de características que clasificaremos en tres 
grupos principalmente: descriptores de forma, de 
borde y de color y textura. Entre las características 
relacionadas con la forma se obtiene el ratio de 
modificación, la relación de aspecto, la extensión 
y el factor de forma, que son medidas de la 
irregularidad de la estructura de la lesión;  la 
anisotropía, que indica lo homogéneo que es el 
crecimiento de la región desde su centro de masas 
hacia el exterior en cualquiera de las direcciones; 
y la simetría respecto de los ejes principal y 
secundario de expansión de la lesión. 
En cuanto al borde, evaluamos, por una parte, 
cómo es la transición entre el pigmento de la 
región segmentada y el de la piel de alrededor, 
para lo cual obtenemos la media y la varianza de 
su bruscosidad. Y por otra, lo abrupto que es el 
contorno, determinando los valores de redondez, 
compacidad, índice de irregularidad y dimensión 
fractal. 
Por último, si nos centramos en las 
características de color y textura, obtendremos las 
medidas básicas relacionadas con la media de las 
componentes RGB y HSL. Además, 
determinaremos otros descriptores que indican la 
variedad de colores y su distribución en la zona 
segmentada. Entre estos tenemos el resultado del 
clústering de la región, la entropía y la 
homogeneidad del color de ésta, y la medida de 
cómo de correlacionado está el color con la 
geometría. 
 Los valores de las características que hemos 
descrito presentan rangos y unidades muy 
dispares, lo cual puede influir negativamente en el 
proceso posterior de clasificación. Para 
solventarlo aplicamos un escalado objetivo entre   
-1 y 1, obteniendo para ello las puntuaciones-z (o 
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donde xij representa el i-ésimo valor de la 
característica j. Y mj y σj representan su media y 
desviación típica respectivamente [14]. 
5.2. Selección de características 
 El objetivo de este paso es, a partir del 
conjunto de 24 descriptores obtenido en la etapa 
anterior, determinar el mínimo número m (m < 24) 
de características más relevantes, que pueden 
describir la malignidad de las lesiones tan bien 
como lo haría el conjunto original. Esto reduciría 
la dimensión del prototipo de la lesión y, en 
consecuencia, el tiempo de computación necesario 
para procesarlo, obteniendo un mayor rendimiento 
en la etapa de clasificación. Con este propósito 
empleamos dos algoritmos de selección de 
características: el de selecciones secuenciales 
hacia delante (SFFS) y el de selecciones 
secuenciales hacia atrás (SFBS). Estas técnicas 
precisan de una función objetivo F(y) que evalúe 
el error de clasificación al usar un conjunto de 
descriptores y. Como función de evaluación 
empleamos el algoritmo de los K vecinos más 
cercanos (KNN), teniendo en cuenta una vecindad 
  
 
(K) de 9. El motivo de esta elección es que este es 
un método altamente modular (permite 
incorporar/eliminar fácilmente características) y 
de bajo coste computacional. Para determinar su 
tasa de error en la clasificación emplearemos el 
método de validación cruzada, en el que el 
conjunto total de muestras se divide 
aleatoriamente en varios subconjuntos disjuntos 
de tamaño similar. En cada paso se instancia un 
clasificador utilizando uno de los subconjuntos 
como muestras de prueba y el resto como 
aprendizaje. De esta forma, las medidas de 
clasificación resultantes se obtienen de la media 
de todas las respuestas de cada una de las 
construcciones que se realizan del clasificador. 
En el algoritmo secuencial hacia delante se 
parte de un subconjunto óptimo de características 
vacío, el cual se va completando en cada iteración 
con la característica que presenta mayor poder 
discriminatorio. La finalización del algoritmo se 
da cuando, al añadir una característica nueva, el 
porcentaje de error aumenta. El subconjunto con 
el que mejores prestaciones se obtienen para la 
selección hacia delante engloba los descriptores 
siguientes: factor de forma, simetría, extensión y 
las medias del tono, saturación y luminancia del 
modelo de color HSL. 
Por otra parte, el algoritmo secuencial hacia 
atrás parte del conjunto completo de descriptores. 
En cada iteración se extrae aquella característica 
que proporciona el mínimo error de clasificación 
al eliminarla. Con esto, el subconjunto de 
características que genera el menor error de 
clasificación para este algoritmo está compuesto 
por: la varianza de la bruscosidad, la 
homogeneidad del color de la lesión, las medias 
de la componente roja y verde del color RGB y la 
media de la luminancia del color HSL. 
 En la figura 1 podemos ver una evolución de 
la tasa de error de clasificación a medida que varía 
el número de características en el subconjunto 
óptimo para la selección hacia delante y la 
selección hacia atrás. Donde las mesetas que se 
observan en la representación se deben a la 





















Figura 1. Evolución del error de clasificación. 
Se puede observar que el error mínimo de 
clasificación está en los 6 descriptores para el 
algoritmo de selección hacia delante, y en 5 para 
el de selección hacia atrás. Aun siendo mayor el 
conjunto determinado por el algoritmo SFFS, lo 
emplearemos como óptimo, ya que el error de 
clasificación que produce es mucho menor que en 
el caso del SFBS con sólo 5 características. 
6. Clasificación 
La última fase del sistema es la que se encarga de 
realizar las inferencias oportunas sobre la 
información extraída en las fases previas para 
poder producir un diagnóstico sobre la entrada. Es 
decir, se empleará el vector óptimo de 
características resultante de la fase de descripción 
para decidir a que tipo de lesión se aproxima más 
la imagen de entrada, si a una lesión benigna o a 
un melanoma. Para ello emplearemos aquí dos 
clasificadores: uno bayesiano y un perceptrón 
multicapa. 
La teoría de la decisión de Bayes se basa en la 
suposición de que un problema de clasificación 
puede ser expresado en términos probabilísticos, y 
que esos términos son conocidos o pueden ser 
estimados [14]. De forma que, si tenemos un 
patrón x a clasificar, lo etiquetaremos con la clase 
ci, tal que P(ci | x) > P(cj | x) para todo j = 1..C y i ≠ j. Donde P(ci | x) representa la probabilidad a 
posteriori de que el patrón x pertenezca a la clase 










En la práctica no conocemos las 
probabilidades a priori, P(ci), ni las probabilidades 
condicionadas o funciones de densidad de 
probabilidad, p(x | ci). Sólo se tiene una vaga idea 
de la “forma” de estas funciones y un conjunto de 
muestras bien clasificado, por lo que deberemos 
encontrar la forma de determinar estos valores. La 
probabilidad a priori, si suponemos que tenemos 
N = {N1, N2, …, NC} prototipos pertenecientes a C 
clases, la podemos estimar por simple conteo 
como sigue: 
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Por otra parte, para estimar la función de 
densidad de probabilidad deberemos hacer una 
suposición sobre su forma. La más tratada es la 
gaussiana, ya que, por una parte, la función queda 
completamente especificada con pocos parámetros 
(la media μi y la matriz de covarianza Σi), y por 
otra, es una aproximación razonable para la mayor 
parte de los datos tomados de la naturaleza. De 
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Con lo que sólo restaría estimar los valores de 
μi y Σi. Para ello supondremos que no existe 
correlación entre las características de los datos, 
por lo que las matrices de covarianza y la media 
para cada una de las clases del dominio se 
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donde N es el número de prototipos de la clase 
para la que se está calculando la variable; m es la 
dimensión y xl es el l-ésimo prototipo de dicha 
clase. 
Con esto podríamos calcular el valor de p(x | 
ci) con la fórmula 4, y ya tendríamos las variables 
necesarias para el cálculo de la probabilidad a 
posteriori con la ecuación 2, y así construir el 
clasificador que buscábamos. El proceso de 
aprendizaje en éste consistirá en determinar los 
valores de las medias y las matrices de covarianza 
de cada una de las clases a partir del conjunto de 
entrenamiento. A la hora de proporcionar el 
diagnóstico (D, clase ganadora) emplearemos la 
siguiente fórmula: 
 
D = argmax ∏⋅∈ i jijCc cxpcPj )|()(  (8)  
 
El segundo clasificador propuesto es un 
perceptrón multicapa, debido esencialmente a su 
gran adaptabilidad, robustez, capacidad de 
generalización y tolerancia a fallos. Empleamos 
una arquitectura con una capa de entrada, una 
oculta y una de salida (figura 2). 
 
 
Figura 2. Arquitectura del perceptrón multicapa 
propuesto 
La capa de entrada dispondrá de una neurona 
por cada característica del conjunto óptimo de 
descriptores. El número de neuronas de la capa 
oculta (H) lo determinaremos de forma 
experimental en el siguiente apartado. Y en cada 
una de ellas se aplicará la sigmoidea como 
función de activación, si(X). Por último, la capa de 
salida presentará una única neurona, cuya función 
de activación, o(X), se corresponderá con la 
aplicación de un umbral. Lo cual producirá una 
respuesta binaria (1 para los melanomas y 0 para 
las lesiones benignas). 
  
 
Una vez definida la arquitectura del 
perceptrón, aplicamos el algoritmo de retro-
propagación, con el fin de ajustar el conjunto de 
pesos que minimice el error cometido al clasificar 
el conjunto de patrones de entrenamiento. 
7. Experimentación y resultados 
En este trabajo hemos empleado, como entrada al 
sistema, imágenes adquiridas mediante la técnica 
de dermatoscopía o microscopía de 
epiluminiscencia. El motivo principal es que, 
debido al procedimiento de captura, esta técnica 
reduce las reflexiones de la capa más superficial 
de la piel y facilita el proceso de extracción de los 
descriptores de las lesiones. 
 En el diseño de los clasificadores se ha 
empleado una base de datos formada por 98 
imágenes dermatoscópicas previamente 
diagnosticadas, 47 de ellas correspondientes a 
lesiones benignas y las otras 51 de melanomas. 
Para su comprobación se ha hecho uso del método 
de validación cruzada con un tamaño de partición 
de 10, debido esencialmente al reducido número 
de muestras de que disponemos. Emplearemos las 
medidas de tasa de clasificación (TC), 
especificidad (ES) y sensibilidad (SE) para 
evaluar el rendimiento. La primera de ellas 
representa la proporción de muestras clasificadas 
correctamente respecto del total. La especificidad 
es una medida del porcentaje de muestras de 
melanomas detectadas acertadamente entre el total 
de muestras de lesiones malignas. Y la 
sensibilidad indicará la proporción de muestras 
sanas detectadas correctamente entre el total de 
lesiones benignas. 
Para el clasificador bayesiano implementado 
obtenemos una tasa de clasificación del 81.25%. 
Y una especificidad y sensibilidad del 93.15 y 
76.70% respectivamente. 
Por otra parte, en la tabla 1 podemos observar 
los resultados de clasificación para el perceptrón 
multicapa teniendo en cuenta diferentes números 









ocultas TC (%) ES (%) SE (%) 
3 70.59 22.54 46.08 
4 74.22 55.02 52.94 
5 81.00 70.89 55.00 
6 84.37 92.00 70.58 
7 90.62 93.20 77.35 
8 87.50 91.15 76.47 
Tabla 1. Rendimiento del perceptrón multicapa 
respecto del número de neuronas en la capa 
oculta 
 Podemos observar que el perceptrón 
proporciona mayores prestaciones cuando 
incorpora más de 4 neuronas ocultas, siendo 7 el 
número óptimo. Con lo que presenta una tasa de 
clasificación del 90.62%, y una especificidad y 
sensibilidad del 93.20 y 77.35% respectivamente. 
Respecto del clasificador bayesiano, obtiene una 
mayor tasa de clasificación (un 9.4% más), siendo 
en ambos casos superior a la que proporcionan los 
dermatólogos, que está en torno al 65%. En 
cualquier caso, la medida que creemos más 
relevante en este trabajo es la sensibilidad, ya que 
en este caso es más preocupante un falso negativo 
(que el sistema diagnostique como lesión benigna 
un melanoma) que un falso positivo.  
 Si atendemos al criterio de la sensibilidad 
ambas técnicas de clasificación presentan 
rendimientos similares. Sin embargo, la ventaja 
del clasificador bayesiano es que no hay que 
ajustar ningún tipo de parámetro. Mientras que el 
perceptrón multicapa requiere que se determinen 
los valores de varias variables que interfieren en el 
proceso de clasificación, como por ejemplo el 
número de capas ocultas y el total de neuronas en 
cada una de ellas, la tasa de aprendizaje, el 
número de iteraciones del algoritmo de 
retropropagación, etc. Además, el coste 
computacional de aprendizaje que requiere este 
último es mucho mayor que el del primero. 
8. Conclusión y líneas futuras 
Hemos presentado en este texto un sistema de 
ayuda a la decisión en el diagnóstico del 
melanoma tomando como entrada imágenes 
dermatoscópicas. Basamos su lógica en un primer 
paso de preprocesamiento y segmentación a través 
del método de umbralización de Otsu. Después, a 
partir de un conjunto de 24 características que 
definen la malignidad de la lesión, se extrae un 
  
 
subconjunto óptimo de 6 atributos. Se emplea un 
clasificador estadístico y un perceptrón multicapa 
para, a partir de ese prototipo de 6 descriptores, 
realizar el diagnóstico de la imagen de entrada en 
dos posibles clases: lesión benigna o melanoma. 
 Aunque las tasas de clasificación obtenidas, 
entorno a un 85%, son aceptables, el sistema 
proporciona unas medidas de sensibilidad 
relativamente bajas, alrededor del 76%. Uno de 
los objetivos de estudio más inmediatos pasa por 
optimizar las diferentes fases del sistema, 
haciendo hincapié en la etapa de segmentación y 
de diagnóstico, con el fin de aumentar la 
sensibilidad. Otro elemento crítico a tratar es la 
mejora y ampliación de la base de datos de 
muestras, ya que los resultados de clasificación 
que se puedan obtener dependen en gran medida 
de la calidad de los conjuntos de entrenamiento. 
Además, se busca atender otro criterio de 
clasificación clave en el diagnóstico médico del 
melanoma, como es la evolución de la lesión. 
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