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Abstract. We study the Cauchy problem for the Klein-Gordon-Zakharov
system in 3D with low regularity data. We lower down the regularity to the
critical value with respect to scaling up to the endpoint. The decisive bilinear
estimates are proved by means of methods developed by Bejenaru-Herr for
the Zakharov system and already applied by Kinoshita to the Klein-Gordon-
Zakharov system in 2D.
1. Introduction
Consider the Cauchy problem for the Klein-Gordon-Zakharov system in three
space dimensions:
∂2t u−∆u+ u = −nu (1)
∂2t n− c2∆n = ∆(|u|2)
on condition that 0 < c < 1 with Cauchy data
u(0) = u0 , (∂tu)(0) = u1 , n(0) = n0 , (∂tn)(0) = n1 . (2)
Here u and n are real-valued functions. Assume that the data belong to the fol-
lowing standard Sobolev spaces:
u0 ∈ Hs+1 , u1 ∈ Hs , n0 ∈ Hs , n1 ∈ Hs−1 . (3)
It is standard to transform the system into a first order (in t) system.
Let A := −∆ + 1 . Define u± = u ± iA− 12 ∂tu , n± = n ± ic−1A− 12n , so that
u = 12 (u+ + u−) , n =
1
2 (n+ + n−) . Then the system (1) is equivalent to
i∂tu± ∓A 12u± = ±1
4
A−
1
2 ((n+ + n−)(u+ + u−)) (4)
i∂tn± ∓ cA 12n± = ∓ 1
4c
∆A−
1
2 |u+ + u−|2 ∓ c
2
A−
1
2 (n+ + n−) .
The transformed Cauchy data are
u±0 = u0 ± iA−
1
2u1 ∈ Hs+1 , n±0 = n0 ± ic−1A−
1
2n1 ∈ Hs .
The KleinGordonZakharov system describes the interaction between Lang-
muir waves and ion sound waves in a plasma. In this application the constant c
actually fulfills c < 1 (see Masmoudi-Nakanishi [MN]).
We are interested in low regularity well.-posedness results.
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In 2D Tsugawa proved local well-posedness for s ≥ − 12 . Also in 2D S.
Kinoshita [K] substantially improved this result to s > − 34 . Crucial for this im-
provement were bilinear estimates given by Bejenaru-Herr-Holmer-Tataru [BHHT]
in order to prove an optimal local well-posedness result for the related Zakharov
system in 2D based on a result by Bejenaru-Herr-Tataru [BHT]. Kinoshita was
also able to prove that this result is optimal up to the endpoint.
I. Kato [8] proved that (1) is locally well-posed at s = 14 , when the space
dimension d = 4 , and s = sc +
1
d+1 , when d ≥ 5, where sc = d2 − 2 is the critical
exponent of (1)with respect to scaling.
The assumption 0 < c < 1 is crucial in all these results.
In 3D, Ozawa, Tsutaya and Tsutsumi [OTT] proved that (1) is globally well-
posed in the energy space H1 × L2 × L2 × H˙−1. It was very important for their
argument to assume different propagations speeds (c 6= 1). As far as I know there
were no well-posedness results for data with s < 0 , although the critical exponent
with respect to scaling is s = − 12 . This is easily seen by considering the rescaling
uλ(x, t) = λu(λx, λt) , nλ(x, t) = λ
2n(λx, λt) for the system ignoring the linear
term u in (1), which plays no role as long local results are concerned. The aim
of the present paper is to lower down the regularity assumptions on the data and
to close this gap as far as possible in the case 0 < c < 1 . In fact the main
result shows local well-posedness for s > − 12 , thus leaving open only the critical
case s = − 12 . The proof combines the method used by Bejenaru-Herr [BH] for
their optimal well-posedness result for the 3D Zakharov system and Kinoshita‘s
approach for the optimal well-posedness result for the 2D Klein-Gordon-Zakharov
system [K]. Bejenaru-Herr introduced a suitable additional decomposition with
respect to angular variables in frequency space, which also plays a fundamental
role both in Kinoshita’s article and in our paper.
We define the solution spaces of Bourgain - Klainerman - Machedon type as
X
s,b
± = {u ∈ S ′(R4) : ‖u‖Xs,b± <∞} ,
where
‖u‖
X
s,b
±
= ‖〈ξ〉s〈τ ± |ξ|〉bu˜(ξ, τ)‖L2
ξτ
and u˜ denotes the space-time Fourier transform of u , and similarly Xs,b±,c with
norm
‖n‖
X
s,b
±,c
= ‖〈ξ〉s〈τ ± c|ξ|〉bu˜(ξ, τ)‖L2
ξτ
.
We also define Xs,b± [0, T ] and X
s,b
±,c[0, T ] as the space of the restrictions to [0, T ]×
R
4.
Now we formulate our main theorem.
Theorem 1.1. Assume 0 < c < 1 and s > − 12 . The data are assumed to
fulfill u±0 ∈ Hs+1(R3) , n±0 ∈ Hs(R3). Then there exists b > 12 , T > 0 ,
T = T (‖u±0‖Hs+1 , ‖n±0‖Hs) , such that the problem (4) with Cauchy data u±0
and n±0 has a unique local solution
u± ∈ Xs+1,b± [0, T ] , n± ∈ Xs,b±,c[0, T ] .
An immediate consequence is
Corollary 1.1. Assume 0 < c < 1 and s > − 12 . Let the data fulfill (3) . The
Cauchy problem problem (1),(2) has a unique local solution
u ∈ Xs+1,b+ [0, T ] +Xs+1,b− [0, T ] , n ∈ Xs,b+ [0, T ] +Xs,b− [0, T ] ,
where b > 12 . This solution has the property
u ∈ C0([0, T ], Hs+1) ∩ C1([0, T ], Hs) , n ∈ C0([0, T ], Hs) ∩ C1([0, T ], Hs−1) .
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Remarks: 1. The solution depends continuously on the initial data and per-
sistence of higher regularity holds.
2. For − 12 < s ≤ 0 it is also possible to prove by the same arguments local well-
posedness for data
u0 ∈ Hs+1 , u1 ∈ Hs , n0 ∈ H˙s , n1 ∈ H˙s−1 .
It is namely easily verified that the bilinear estimates formulated in Proposition
1.1 are sufficient to cover this case. For details we refer to [K], Remarks 1 and 2.
The decisive bilinear estimates are formulated in the following proposition.
Proposition 1.1. Assume s > − 12 and 0 < c < 1 . Then there exists b ∈ (12 , 1)
such that
‖nu‖
X
s,b−1+
±0
. ‖n‖
X
s,b
±1,c
‖u‖
X
s+1,b
±2
, (5)
‖u1u2‖Xs+1,b−1+±0,c . ‖u1‖Xs+1,b±1 ‖u2‖Xs+1,b±2 , (6)
where ±0 , ±1 and ±2 denote independent signs.
Remarks: 1. Here and below a± denotes a± ǫ for a sufficiently small ǫ > 0 .
2. It suffices to consider s > − 12 close to − 12 , because the other cases are implied
by an application of the fractional Leibniz rule.
By duality these estimates reduce to∣∣∣∣∫ fg1g2 dxdt∣∣∣∣ . ‖f‖Xs,b±0,c‖g1‖Xs+1,b±1 ‖g2‖X−s,1−b−±2 , (7)∣∣∣∣∫ fg1g2 dxdt∣∣∣∣ . ‖f‖X−s−1,1−b−±0,c ‖g1‖Xs+1,b±1 ‖g2‖Xs+1,b±2 . (8)
For dyadic numbers N and L we define
K±N,L = {(ξ, τ) ∈ R4 : N ≤ 〈ξ〉 ≤ 2N , L ≤ 〈τ ± |ξ|〉 ≤ 2L} ,
K
±,c
N,L = {(ξ, τ) ∈ R4 : N ≤ 〈ξ〉 ≤ 2N , L ≤ 〈τ ± c|ξ|〉 ≤ 2L}
and
PK±N,L
= F−1(x,t)χK±N,LF(x,t) , PK±,cN,L = F
−1
(x,t)χK±,cN,L
F(x,t)
as well as PN = F−1(x,t)χ{N≤〈ξ〉≤2N}F(x,t) .
Acknowledgement: Special thanks go to Shinya Kinoshita, who kindly helped
me to recognize a number of details in his paper. I also thank Axel Gru¨nrock for
several very helpful contributions.
2. The case ±1 6= ±2
Lemma 2.1. Let τ = τ1 + τ2 , ξ = ξ1 + ξ2 and 0 < c < 1 . Then we have
max(〈τ ±0 c|ξ|〉, 〈τ1 − |ξ1|〉, 〈τ2 − |ξ2|〉) & max(|ξ1|, ξ2|) .
Proof. We easily obtain
max(〈τ ±0 c|ξ|〉, 〈τ1 − |ξ1|〉, 〈τ2 − |ξ2|〉)
≥ |τ ±0 c|ξ| − (τ1 − |ξ1|)− (τ2 − |ξ2|)|
≥ ||ξ1|+ |ξ2| − c|ξ|| ≥ |ξ1|+ |ξ2| − c(|ξ1|+ |ξ2|)
= (1− c)(|ξ1|+ |ξ2|) .

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A similar result also holds in the case ±1 6= ±2 , provided |ξ1| ≁ |ξ2| .
Lemma 2.2. Let τ = τ1 + τ2 , ξ = ξ1 + ξ2 , |ξ2| ≤ 1−c2(1+c) |ξ1| or |ξ1| ≤ 1−c2(1+c) |ξ2| ,
and 0 < c < 1 . Then the following estimate applies:
max(〈τ ±0 c|ξ|〉, 〈τ1 − |ξ1|〉, 〈τ2 + |ξ2|〉) ≥ 1− c
2
max(|ξ1|, ξ2|) .
Proof. In the case |ξ2| ≤ 1−c2(1+c) |ξ1| we obtain
max(〈τ ±0 c|ξ|〉, 〈τ1 − |ξ1|〉, 〈τ2 + |ξ2|〉) ≥ | ±0 c|ξ|+ |ξ1| − |ξ2||
≥ ||ξ1| − |ξ2|| − c(|ξ1|+ |ξ2|) ≥ (1− 1− c
2(1 + c)
− c− c(1− c)
2(1 + c)
)|ξ1| = 1− c
2
|ξ1| .
The other case is treated similarly. 
Thus, if either a. ±1 = ±2 or else b. ±1 6= ±2 and |ξ1| ≪ |ξ2| or |ξ2| ≫ |ξ1|
in the sense of Lemma 2.2 the estimate
Lmax := max(L0, L1, L2) & max(|ξ1|, |ξ2|) (9)
is true, where L0 ∼ 〈τ ±0 c|ξ|〉 , L1 ∼ 〈τ1 ±1 |ξ1|〉 , L2 ∼ 〈τ2 ±2 |ξ2|〉 .
In this chapter we prove the desired bilinear estimates provided (9) is true.
We first review a bilinear estimate which applies regardless of signs or c .
Proposition 2.1. For any choice of signs ±0,±1,±2 , c > 0 and 0 ≤ ǫ ≤ 12 the
following estimate applies:
‖P
K
±0
N0,L0
((P
K
±1,c
N1,L1
f)(P
K
±2
N2,L2
g))‖L2xt . min(N0, N1, N2)
1
2+2ǫmin(L1, L2)
1
2
·min(N1, N2) 12−ǫmax(L1, L2) 12−ǫ‖PK±1,c
N1,L1
f‖L2xt‖PK±2N2,L2 g‖L2xt .
Proof. We use [S], Theorem 1.1, which proves the estimate in the case ǫ = 0 and
remark that the proof makes no use of a specific value of c. Moreover we apply the
Sobolev type estimate
‖PN0((PKcN1,L1 f)(PN2g))‖L2xt . min(N0, N1, N2)
3
2L
1
2
1 ‖PKcN1,L1 f‖L2xt‖PN2g‖L2xt .
By bilinear interpolation the claimed estimate follows. 
Proposition 2.2. Assume Lmax & max(N1, N2) , 0 < c , s > − 12 . Define
I1 = N
−1
1
∫
(P
K
±,c
N0,L0
f)(P
K
±1
N1,L1
g1)(PK±2KN2,L2
g2) dxdt .
Then there exists b > 12 such that following estimate applies:∑
1≤N0,N1,N2
∑
L0,L1,L2
I1 . ‖f‖Xs,b±,c‖g1‖Xs,b±1 ‖g2‖X−s,1−b−±2 .
Proof. Case 1: 1 ≤ N0 . N1 ∼ N2 .
Case 1.1: N1 . L0 . We use the notation f = PK±,c
N0,L0
f , gj = P
K
±j
Nj,Lj
gj . By
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Prop. 2.1 we obtain
N−11 |
∫
fg1g2 dxdt| ≤ N−11 ‖f‖L2‖PKN0,L0 (g1g2)‖L2
. N−11 N
1
2+2ǫ
0 N
1
2−ǫ
1 L
1
2
1 L
1
2−ǫ
2 N
−b+
1 ‖f‖Xs,b±,c‖g1‖Xs,b±1‖g2‖X−s,1−b−±2
· L0−0 N−s+0 N−s1 Ns2L−b1 Lb−1+2
. N
1
2−s+2ǫ+
0 N
− 12−b−ǫ+
1 L
1
2−b
1 L
− 12+b−ǫ+
2 L
0−
0 ‖f‖Xs,b±,c‖g1‖Xs,b±1‖g2‖X−s,1−b−±2
. N
−s− 1
2
+
1 (L0L1L2)
0−‖f‖
X
s,b
±,c
‖g1‖Xs,b±1 ‖g2‖X−s,1−b−±2
. N0−1 (L0L1L2)
0−‖f‖
X
s,b
±,c
‖g1‖Xs,b±1 ‖g2‖X−s,1−b−±2 ,
if ǫ = b− 12+ and s > − 12 .
Case 1.2: N1 . L1 . By Prop. 2.1 we obtain
N−11 |
∫
fg1g2 dxdt| ≤ N−11 ‖g1‖L2‖PKN1,L1 (fg2)‖L2
. N−11 N
1
2+2ǫ
0 N
1
2−ǫ
0 L
1
2
0 L
1
2−ǫ
2 N
−s
0 L
−b
0 N
−s
1 N
−b+
1 L
0−
1 N
s
2L
b−1+
2
· ‖f‖
X
s,b
±,c
‖g1‖Xs,b±1 ‖g2‖X−s,1−b−±2
. N1−s+ǫ+0 N
−1−b+
1 L
1
2−b
0 L
− 12+b−ǫ+
2 L
0−
1 ‖f‖Xs,b±,c‖g1‖Xs,b±1 ‖g2‖X−s,1−b−±2
. N0−1 (L0L1L2)
0−‖f‖
X
s,b
±,c
‖g1‖Xs,b±1 ‖g2‖X−s,1−b−±2 ,
if ǫ = b− 12+ and s > − 12 .
Case 1.3: N1 . L2 . Similarly we obtain
N−11 |
∫
fg1g2 dxdt| ≤ N−11 ‖g2‖L2‖PKN2,L2 (fg1)‖L2
. N−11 N
1
2+2ǫ
0 N
1
2−ǫ
0 L
1
2
0 L
1
2−ǫ
1 N
−s
0 L
−b
0 N
−s
1 L
−b
1 N
s
2N
b−1+
1 L
0−
2
· ‖f‖
X
s,b
±,c
‖g1‖Xs,b±1 ‖g2‖X−s,1−b−±2
. N1−s+ǫ0 N
−2+b+
1 L
1
2−b
0 L
1
2−ǫ−b
1 L
0−
2 ‖f‖Xs,b±,c‖g1‖Xs,b±1 ‖g2‖X−s,1−b−±2
. N−1+b−s+ǫ+1 (L0L1L2)
0−‖f‖
X
s,b
±,c
‖g1‖Xs,b±1 ‖g2‖X−s,1−b−±2 .
If b = 12+ , ǫ = b− 12+ and s > − 12 . we obtain the desired bound.
Case 2: 1 ≤ N1 . N0 ∼ N2 .
Because it can be treated similarly as Case 1 we omit it.
Case 3: 1 ≤ N2 . N0 ∼ N1 .
Case 3.1: N0 . L0 . By Prop. 3.1 we obtain
N−11 |
∫
fg1g2 dxdt| ≤ N−11 ‖f‖L2‖PKN0,L0 (g1g2)‖L2
. N−11 N
1
2+2ǫ
2 N
1
2−ǫ
2 L
1
2
1 L
1
2−ǫ
2 N
−s
0 N
−b+
0 L
0−
0 N
−s
1 L
−b
1 N
s
2L
b−1+
2
‖f‖
X
s,b
±,c
‖g1‖Xs,b±1 ‖g2‖X−s,1−b−±2
. N1+s+ǫ2 N
−1−2s−b+
1 L
1
2−b
1 L
− 12+b−ǫ+
2 L
0−
0 ‖f‖Xs,b±,c‖g1‖Xs,b±1 ‖g2‖X−s,1−b−±2
. N
−s− 12+
1 (L0L1L2)
0−‖f‖
X
s,b
±,c
‖g1‖Xs,b±1 ‖g2‖X−s,1−b−±2
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for ǫ = b− 12+ . This implies the claimed estimate if s > − 12 . .
Case 3.2: N0 . L1 . By Prop. 3.1 we obtain
N−11 |
∫
fg1g2 dxdt| ≤ N−11 ‖g1‖L2‖PKN1,L1 (fg2)‖L2
. N−11 N
1
2+2ǫ
2 N
1
2−ǫ
2 L
1
2
0 L
1
2−ǫ
2 N
−s
0 N
−b+
0 L
−b
0 N
−s
1 L
0−
1 N
s
2L
b−1+
2
‖f‖
X
s,b
±,c
‖g1‖Xs,b±1 ‖g2‖X−s,1−b−±2
. N1+s+ǫ2 N
−1−2s−b+
1 L
1
2−b
0 L
0−
1 L
b− 12−ǫ+
2 ‖f‖Xs,b±,c‖g1‖Xs,b±1 ‖g2‖X−s,1−b−±2
. N
−s− 12+
1 (L0L1L2)
0−‖f‖
X
s,b
±,c
‖g1‖Xs,b±1 ‖g2‖X−s,1−b−±2
for ǫ = b− 12+ . This implies the claimed estimate if s > − 12 .
Case 3.3: N0 . L2 . By Prop. 3.1 we obtain
N−11 |
∫
fg1g2 dxdt| ≤ N−11 ‖g2‖L2‖PKN2,L2 (fg1)‖L2
. N−11 N
1
2+2ǫ
2 N
1
2−ǫ
1 L
1
2
0 L
1
2−ǫ
1 N
−s
0 N
−b+
0 L
−b
0 N
−s
1 L
−b
1 N
s
2N
b−1+
0 L
0−
2
‖f‖
X
s,b
±,c
‖g1‖Xs,b±1 ‖g2‖X−s,1−b−±2
. N
1
2+s+2ǫ
2 N
− 32−2s−b−ǫ+
1 L
1
2−b
0 L
1
2−b−ǫ
1 L
0−
2 ‖f‖Xs,b±,c‖g1‖Xs,b±1 ‖g2‖X−s,1−b−±2
. N−s−b−1+ǫ+1 (L0L1L2)
0−‖f‖
X
s,b
±,c
‖g1‖Xs,b±1‖g2‖X−s,1−b−±2
This implies the claimed estimate if ǫ = b− 12+ and s > − 12 .
By dyadic summation the result is implied. 
In a similar manner the following result is proved.
Proposition 2.3. Assume Lmax & max(N1, N2) , 0 < c , s > − 12 . Define
I2 = N0N
−1
1 N
−1
2
∫
(P
K
±,c
N0,L0
f)(P
K
±1
N1,L1
g1)(PK±2KN2,L2
g2) dxdt .
Then there exists b > 12 such that following estimate applies:∑
1≤N0,N1,N2
∑
L0,L1,L2
I2 . ‖f‖X−s,1−b−±,c ‖g1‖Xs,b±1 ‖g2‖Xs,b±2 .
Proof. Case 1: 1 ≤ N0 . N1 ∼ N2 .
Case 1.1: N1 . L0 . By Prop. 2.1 we obtain
N0N
−1
1 N
−1
2 |
∫
fg1g2 dxdt| ≤ N0N−11 N−12 ‖f‖L2‖PKN0,L0 (g1g2)‖L2
. N0N
−1
1 N
−1
2 N
1
2+2ǫ
0 N
1
2−ǫ
1 L
1
2
1 L
1
2−ǫ
2 N
b−1
1 L
0−
0 N
s
0N
−s
1 L
−b
1 N
−s
2 L
−b
2
‖f‖
X
−s,1−b−
±,c
‖g1‖Xs,b±1 ‖g2‖Xs,b±2
. N
3
2+s+2ǫ+
0 N
− 52+b−ǫ−2s+
1 L
1
2−b
1 L
1
2−b−ǫ
2 L
0−
0
‖f‖
X
−s,1−b−
±,c
‖g1‖Xs,b±1 ‖g2‖Xs,b±2
. N−1−s+b+ǫ+1 (L0L1L2)
0−‖f‖
X
−s,1−b−
±,c
‖g1‖Xs,b±1‖g2‖Xs,b±2
. N0−1 (L0L1L2)
0−‖f‖
X
s,b
±,c
‖g1‖Xs,b±1 ‖g2‖X−s,1−b−±2 ,
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if ǫ = b− 12+ and s > − 12 .
Case 1.2: N1 . L1 . We obtain
N0N
−1
1 N
−1
2 |
∫
fg1g2 dxdt| ≤ N0N−11 N−12 ‖g1‖L2‖PKN1,L1 (fg2)‖L2
. N0N
−1
1 N
−1
2 N
1
2+2ǫ
1 N
1
2−ǫ
0 L
1
2
0 L
1
2−ǫ
2 L
b−1+
0 N
s
0N
−s−b+
1 L
0−
1 N
−s
2 L
−b
2
‖f‖
X
−s,1−b−
±,c
‖g1‖Xs,b±1 ‖g2‖Xs,b±2
. N
3
2+s−ǫ+
0 N
− 32−b+2ǫ−2s+
1 L
b− 12−ǫ
0 L
0−
1 L
1
2−b−ǫ
2
‖f‖
X
−s,1−b−
±,c
‖g1‖Xs,b±1 ‖g2‖Xs,b±2
. N−s−b+ǫ+1 (L0L1L2)
0−‖f‖
X
−s,1−b−
±,c
‖g1‖Xs,b±1 ‖g2‖Xs,b±2
. N0−1 (L0L1L2)
0−‖f‖
X
s,b
±,c
‖g1‖Xs,b±1 ‖g2‖X−s,1−b−±2 ,
if ǫ = b− 12+ and s > − 12 .
Case 1.3: N1 . L2 .This case is similar to Case 1.2. and therefore omitted.
Case 2: 1 ≤ N1 . N0 ∼ N2 . This is treated similarly.
Case 3: 1 ≤ N2 . N0 ∼ N2 .
Case 3.1: N0 . L0 . We obtain
N0N
−1
1 N
−1
2 |
∫
fg1g2 dxdt| ≤ N0N−11 N−12 ‖f‖L2‖PKN0,L0 (g1g2)‖L2
. N0N
−1
1 N
−1
2 N
1
2+2ǫ
2 N
1
2−ǫ
2 L
1
2
1 L
1
2−ǫ
2 L
0−
0 N
s
0N
b−1+
0 N
−s
1 L
−b
1 N
−s
2 L
−b
2
‖f‖
X
−s,1−b−
±,c
‖g1‖Xs,b±1 ‖g2‖Xs,b±2
. N−s+ǫ2 N
b−1+
1 (L0L1L2)
0−‖f‖
X
−s,1−b−
±,c
‖g1‖Xs,b±1 ‖g2‖Xs,b±2
. N
−s− 12+
1 (L0L1L2)
0−‖f‖
X
−s,1−b−
±,c
‖g1‖Xs,b±1 ‖g2‖Xs,b±2 ,
if ǫ = b− 12+ . This implies the desired bound, if s > − 12 .
Case 3.2: N0 . L1 . We obtain
N0N
−1
1 N
−1
2 |
∫
fg1g2 dxdt| ≤ N0N−11 N−12 ‖g1‖L2‖PKN1,L1 (fg2)‖L2
. N0N
−1
1 N
−1
2 N
1
2+2ǫ
2 N
1
2−ǫ
2 L
1
2−ǫ
0 L
1
2
2N
s
0L
b−1+
0 N
−s
1 N
−b+
0 L
0−
1 N
−s
2 L
−b
2
‖f‖
X
−s,1−b−
±,c
‖g1‖Xs,b±1 ‖g2‖Xs,b±2
. N−s+ǫ2 N
−b+
1 (L0L1L2)
0−‖f‖
X
−s,1−b−
±,c
‖g1‖Xs,b±1 ‖g2‖Xs,b±2
. N
−s− 12+
1 (L0L1L2)
0−‖f‖
X
−s,1−b−
±,c
‖g1‖Xs,b±1 ‖g2‖Xs,b±2 ,
if ǫ = b− 12+ . This implies the desired bound, if s > − 12 .
Case 3.3: N0 . L2 . We obtain
N0N
−1
1 N
−1
2 |
∫
fg1g2 dxdt| ≤ N0N−11 N−12 ‖g2‖L2‖PKN2,L2 (fg1)‖L2
. N0N
−1
1 N
−1
2 N
1
2+2ǫ
2 N
1
2−ǫ
1 L
1
2−ǫ
0 L
1
2
1N
s
0L
b−1+
0 N
−s
1 L
−b
1 N
−s
2 N
−b+
0 L
0−
2
‖f‖
X
−s,1−b−
±,c
‖g1‖Xs,b±1 ‖g2‖Xs,b±2
. N
− 12−s+2ǫ
2 N
1
2−b−ǫ+
1 (L0L1L2)
0−‖f‖
X
−s,1−b−
±,c
‖g1‖Xs,b±1 ‖g2‖Xs,b±2
. N
−s− 12+
1 (L0L1L2)
0−‖f‖
X
−s,1−b−
±,c
‖g1‖Xs,b±1 ‖g2‖Xs,b±2 ,
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if ǫ = b− 12+ . This implies the desired bound, if s > − 12 .
Dyadic summation gives the claimed result. 
Remark: These results imply, that the estimates (7) and (8) are true , pro-
vided s > − 12 , and either ±1 = ±2 or ±1 6= ±2 and |ξ1| ≁ |ξ2| in the sense of
Lemma 2.2, namely |ξ2| ≤ 1−c2(1+c) |ξ1| or |ξ1| ≤ 1−c2(1+c) |ξ2| .
3. The case ±1 6= ±2
It suffices to prove∑
1≤N0,N1,N2,L0,L1,L2
I1 . ‖f‖Xs,b±,c‖g1‖Xs,b− ‖g2‖X−s,1−b−+ , (10)
where
I1 := N
−1
1
∫
(P
K
±,c
N0,L0
f)(PK−
N1,L1
g1)(PK+
N2,L2
g2)dtdx ,
and ∑
1≤N0,N1,N2,L0,L1,L2
I2 . ‖f‖X−s,1−b−±,c ‖g1‖Xs,b− ‖g2‖Xs,b+ , (11)
where
I2 := N0N
−1
1 N
−1
2
∫
(P
K
±,c
N0,L0
f)(PK−
N1,L1
g1)(PK+
N2,L2
g2)dtdx .
It remains to consider the case 1 ≤ N0 . N1 ∼ N2 , more precisely we may
assume |ξ2| ≥ 1−c2(1+c) |ξ1| and |ξ1| ≥ 1−c2(1+c) |ξ2|. These assumptions imply
N1 ≤ 24(1− c)−1N2 and N2 ≤ 24(1− c)−1N1 , (12)
as one easily checks.
In this case we need a further decomposition with respect to angular variables.
Similar decompositions were also used by Bejenaru-Herr [BH] and Kinoshita [K].
Decompose S2 by {ωjA}j∈ΩA for each A ∈ N with the properties
(1) ∠(x, y) ≤ A−1 ∀x, y ∈ ωjA ,
(2) S2 = ∪j∈ΩAωjA almost disjoint, i.e. 1 ≤
∑
j∈ΩA χωjA(x) ≤ 3 ∀x ∈ S . Any
two centers of ωjA are separated by a distance ∼ A−1.
Define
α(j1, j2) = inf{|∠(x, y)| : x ∈ ωj1A , y ∈ ωj2A }
and
Q
j
A = {(ξ, τ) ∈ (R3 \ {0})× R :
ξ
|ξ| ∈ ω
j
A} .
First we consider the case 0 ≤ ∠(ξ1, ξ2) ≤ π2 .
Proposition 3.1. Let f, g1, g2 ∈ L2 and
supp f ∈ K±,cN0,L0 , supp g1 ∈ Q
j1
A ∩K−N1,L1 , supp g2 ∈ Q
j2
A ∩K+N2,L2
and 1 ≪ N0 . N1 ∼ N2 , more precisely N1 ≤ 24(1 − c)−1N2 and N2 ≤ 24(1 −
c)−1N1 , moreover assume 8 ≤ A , 12A ≤ α(j1, j2) ≤ 2A . Then
I :=
∫
f(ξ1 + ξ2, τ1 + τ2)g1(ξ1, τ1)g2(ξ2, τ2)dξ1dτ1dξ2dτ2
satisfies
|I(f, g1, g2)| . N
1
2
1 (L0L1L2)
1
2 ‖f‖L2‖g1‖L2‖g2‖L2 .
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Proof. We apply the transformation τ1 = |ξ1|+ c1 , τ2 = |ξ2|+ c2 for fixed ξ1, ξ2 .
By decomposing f into L0 pieces we reduce to proving∣∣∣∣∫ f(φ+c1(ξ1) + φ+c2(ξ2))g1(φ+c1(ξ1))g2(φ−c2(ξ2)) dξ1dξ2∣∣∣∣
. N
1
2
1 ‖f‖L2ξτ‖g1 ◦ φ
+
c1
‖L2
ξτ
‖g2 ◦ φ−c2‖L2ξτ , (13)
where φ±ck(ξ) := (ξ,±|ξ|+ ck) and
supp f ⊂ {(ξ, τ) ∈ QjA , c0 ≤ τ ± c|ξ| ≤ c0 + 1} ,
c0 fixed, with an implicit constant independent of c0 . We may assume (ξ, τ) ∈ QjA
here with α(j1, j) ∼ A−1 by further decomposition, because (ξk, τk) ∈ QjkA with
α(j1, j2) ∼ A−1 .
We scale (ξ, τ) 7→ (N1ξ,N1τ) and define
f˜(ξ, τ) = f(N1ξ,N1τ) , g˜k(ξk, τk) = gk(N1ξk, N1τk) , c˜k =
ck
N1
.
(13) reduces to∣∣∣∣∫ f˜(φ+c˜1(ξ1) + φ+c˜2(ξ2))g˜1(φ+c˜1(ξ1))g˜2(φ−c˜2(ξ2)) dξ1dξ2∣∣∣∣
. N
− 12
1 ‖f˜‖L2ξτ‖g˜1 ◦ φ
+
c˜1
‖L2
ξτ
‖g˜2 ◦ φ−c˜2‖L2ξτ . (14)
Namely, if (14) is satisfied, we obtain by defining ξ˜k = N1ξk that the left hand
side of (14) equals∣∣∣∣∫ f(ξ˜1 + ξ˜2, |ξ˜1| − |ξ˜2|+ c˜1 − c˜2)g˜1(ξ˜1, |ξ˜1|+ c˜1)g˜2(ξ˜2, |ξ˜2|+ c˜2) dξ˜1dξ˜2∣∣∣∣N−61 .
Thus
LHS of (13) . N61N
− 12
1 ‖f˜‖L2ξτ‖g˜1 ◦ φ
+
c˜1
‖L2
ξ
‖g˜2 ◦ φ−c˜2‖L2ξ
= N61N
− 12
1 ‖f(N1ξ,N1τ)‖L2ξτ ‖g1(N1ξ1, N1|ξ1|+ c1)‖L2ξ1
· ‖g2(N1ξ2,−N1|ξ2|+ c2)‖L2
ξ2
. N61N
− 12
1 N
−2
1 ‖f‖L2ξτN
− 32
1 ‖g1 ◦ φ+c1‖L2ξN
− 32
1 ‖g2 ◦ φ−c2‖L2ξ
= N
1
2
1 ‖f‖L2ξτ‖g1 ◦ φ
+
c1
‖L2
ξ
‖g2 ◦ φ−c2‖L2ξ .
Thus (13) follows from the estimate
‖g˜1|S1 ∗ g˜2|S2‖L2(S±3 (N−11 )) . N
− 12
1 ‖g˜1‖L2(S1)‖g˜2‖L2(S2] ,
which we now prove. Here we use our assumption (12) and obtain
S1 = {(ξ1, τ1) ∈ Qj1A ,
1
2
≤ |ξ1| ≤ 2 , τ1 = |ξ1|+ c˜1}
S2 = {(ξ2, τ2) ∈ Qj2A , (1− c)2−5 ≤ |ξ2| ≤ 25(1− c)−1 , τ2 = −|ξ2|+ c˜2}
Note that f˜ is supported in
S±3 (N
−1
1 ) = {(ξ, τ) ∈ QjA ,
N0
2N1
≤ |ξ| ≤ 2N0
N1
, ψ±(ξ) ≤ τ ≤ ψ±(ξ) + 1
N1
} ,
where
ψ±(ξ) := ∓c|ξ|+ c0
N1
.
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We further decompose f, g1, g2 as follows into a finite number of pieces:
f =
j0+k∑
j′=j0
χ
Q
j′
kA
f , g1 =
j01+k∑
j′1=j
0
1
χ
Q
j′1
kA
g1 , g2 =
j02+k∑
j′2=j
0
2
χ
Q
j′2
kA
g2 ,
where k = 240(1 − c)−2 . Thus we may assume that
supp f ⊂ Qj′kA , supp g1 ⊂ Qj
′
1
kA , supp g2 ⊂ Qj
′
2
kA
with fixed j′, j′1, j
′
2 ,
1
2A ≤ α(j′, j′1) ≤ 2A , 12A ≤ α(j′, j′2) ≤ 2A , 12A ≤ α(j′1, j′2) ≤ 2A .
This implies that we may assume in S±3 (N
−1
1 ) that
1
2 ≤ |ξ| , because ξ =
ξ1+ ξ2 with ξl ∈ Qj
′
l
kA . Namely, if ξ1 = (|ξ1|, 0, 0) by rotation and ∠(ξ1, ξ2) ≤ A−1,
then
||ξ2| − ξ21|
|ξ2| ≤ |(1, 0, 0)−
ξ2
|ξ2| | ≤ A
−1 ,
which (for A ≥ 2) implies ξ21 ≥ 0 , thus
|ξ| = |ξ1 + ξ2| = |(|ξ1|+ ξ21, ξ22, ξ23)| ≥ |ξ1| ≥ 1
2
.
This means that we may consider from now on
S1 = {(ξ1, τ1) ∈ Qj
′
1
kA ,
1
2
≤ |ξ1| ≤ 2 , τ1 = |ξ1|+ c˜1}
S2 = {(ξ2, τ2) ∈ Qj
′
2
kA , (1 − c)2−4 ≤ |ξ2| ≤ 24(1 − c)−1 , τ2 = −|ξ2|+ c˜2}
S±3 (N
−1
1 ) = {(ξ, τ) ∈ Qj
′
kA ,
1
2
≤ |ξ| ≤ 25(1− c)−1 , ψ±(ξ) ≤ τ ≤ ψ±(ξ) + 1
N1
} .
Defining
S
±,h
3 = {(ξ, τ) ∈ Qj
′
kA ,
1
2
≤ |ξ| ≤ 25(1 − c)−1 , ψ±(ξ)− τ = h} ,
where 0 ≤ h ≤ N−11 , we obtain
‖φ‖L2(S±3 (N−11 )) =
(∫ N−11
0
‖φ‖2
L2(S±,h3 )
dh
) 1
2
≤ N− 121 sup
h
‖φ‖
L2(S±,h3 )
.
Therefore it suffices to prove
‖g˜1|S1 ∗ g˜2|S2‖L2(S±,h3 ) . ‖g˜1‖L2(S1)‖g˜2‖L2(S2) . (15)
The unit normals on S1, S2, S
±,h
3 are given by
nS1(ξ1) = 2
− 12 (− ξ1|ξ1| , 1) , nS2(ξ2) = 2
− 12 (
ξ2
|ξ2| , 1) , nS3(ξ) = (1 + c
2)−
1
2 (±c ξ|ξ| , 1) .
We now define another normal on S±,h3 orthogonal to nS3(ξ) . Let v be a unit
vector. Then
| det( ξ1|ξ1| ,
ξ2
|ξ2| , v)| = |〈v,
ξ1
|ξ1| ×
ξ2
|ξ2| 〉| .
Let ξi
0
|ξi0| be the centers of ω
j′i
kA . By the assumption α(j
′
1, j
′
2) ≥ 12A we obtain∣∣∣∣ ξ10|ξ10| × ξ2
0
|ξ20|
∣∣∣∣ =
∣∣∣∣∣sin∠( ξ10|ξ10| , ξ2
0
|ξ20|
)
∣∣∣∣∣ ≥ 13A . (16)
Define
v =
ξ1
0
|ξ10| ×
ξ2
0
|ξ20|
| ξ10|ξ10| ×
ξ2
0
|ξ20| |
.
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This implies ∣∣∣∣∣det( ξ10|ξ10| , ξ2
0
|ξ20|
, v)
∣∣∣∣∣ =
∣∣∣∣〈v, ξ10|ξ10| × ξ2
0
|ξ20|
〉
∣∣∣∣ ≥ 13A
and 〈v, ±ξ10|ξ10| 〉 = 0 . Moreover we obtain ∀ ξ1 ∈ Q
j′1
kA , ξ2 ∈ Qj
′
2
kA :∣∣∣∣〈v, ξ1|ξ1| × ξ2|ξ2| 〉 − 〈v, ξ1
0
|ξ10|
× ξ2
0
|ξ20|
〉
∣∣∣∣
≤
∣∣∣∣( ξ1|ξ1| − ξ1
0
|ξ10|
)× ξ2|ξ2|
∣∣∣∣+ ∣∣∣∣ ξ10|ξ10| × ( ξ2|ξ2| − ξ2
0
|ξ20|
)
∣∣∣∣ ≤ 2kA ,
so that
| det( ξ1|ξ1| ,
ξ2
|ξ2| , v)| ≥
1
4A
. (17)
We foliate S±,h3 as follows: S
±,h
3 = ∪d˜ S±3,d˜ , where
S±
3,d˜
= S±,h3 ∩ {〈ξ, v〉 = d˜} .
For ξ ∈ Qj′kA , ξ1 ∈ Qj
′
1
kA the estimate∣∣∣∣〈v, ξ|ξ| 〉
∣∣∣∣ = ∣∣∣∣〈v, ξ|ξ| ± ξ10|ξ10| 〉
∣∣∣∣ ≤ min±
∣∣∣∣ ξ|ξ| ± ξ10|ξ10|
∣∣∣∣ . A−1
applies, because α(j′, j′1) ∼ A−1 , so that using |ξ| . 1 :
|d˜| = |〈v, ξ〉| . |ξ|A−1 . A−1 .
This implies
‖φ‖
L2(S±,h3 )
= (
∫ A−1
−A−1
‖φ‖L2(S±
3,d˜
)dd˜)
1
2 . A−
1
2 sup
d˜
‖ψ‖L2(S±
3,d˜
) .
This reduces (15) to
‖g˜1|S1 ∗ g˜2|S2‖L2(S±
3,d˜
) . A
1
2 ‖g˜1‖L2(S1)‖g˜2‖L2(S2) . (18)
Another normal to S±
3,d˜
is given by nS3,d˜ = (v, 0) independently of d˜ . We obtain
an orthonormal system by replacing (v, 0) by
nS′3 =
nS3,d˜ − 〈nS3 , nS3,d˜〉nS3
|nS3,d˜ − 〈nS3 , nS3,d˜〉nS3 |
,
where we remark that the denominator fulfills
2 ≥ |nS3,d˜ − 〈nS3 , nS3,d˜〉nS3 | = |(v, 0)∓
c2
1 + c2
〈 ξ|ξ| , v〉(
ξ
|ξ| , 1)|
≥ |v| − c
2
1 + c2
|〈 ξ|ξ| , v〉| ≥ 1−
c2
1 + c2
≥ 1
2
(19)
We obtain
d := | det(nS1 , nS2 , nS3 , nS3′)| =
| det(nS1 , nS2 , nS3 , nS3,d˜)|
|nS3,d˜ − 〈nS3 , nS3,d˜〉nS3 |
≥ 1
2
| det(nS1 , nS2 , nS3 , nS3,d˜)| =
1
4
√
1 + c2
∣∣∣∣ − ξ1|ξ1| ξ2|ξ2| ±c ξ|ξ| v1 1 1 0
∣∣∣∣
≥ 1
4
√
1 + c2
(| det( ξ1|ξ1| ,
ξ2
|ξ2| , v)| − |R|) ,
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where by ξ = ξ1 + ξ2 we obtain
|R| = | − det( ξ2|ξ2| ,±c
ξ
|ξ| , v) + det(−
ξ1
|ξ1| ,±c
ξ
|ξ| , v)|
= | ∓ c|ξ2| |ξ| det(ξ2, ξ, v)∓
c
|ξ1| |ξ| det(ξ1, ξ, v)|
=
c
|ξ|
∣∣∣∣ 1|ξ2| det(ξ2, ξ1, v) + 1|ξ1| det(ξ1, ξ2, v)
∣∣∣∣ = c|ξ|
∣∣∣∣ 1|ξ1| − 1|ξ2|
∣∣∣∣ | det(ξ1, ξ2, v)|
≤ c|ξ|
||ξ1| − |ξ2||
|ξ1| |ξ2| | det(ξ1, ξ2, v)| ≤ c| det(
ξ1
|ξ1|
ξ2
|ξ2| , v)| .
This implies by (17):
d ≥ 1− c
4
√
1 + c2
| det( ξ1|ξ1|
ξ2
|ξ2| , v)| ≥
1− c
25A
. (20)
Let
σ1 = (ξ1, |ξ1|+c˜1) ∈ S1 , σ2 = (ξ2,−|ξ2|+c˜2) ∈ S2 , σ3 = (ξ,∓c|ξ|+ c0
N1
−h) ∈ S±,h3
and
σ′1 = (ξ
′
1, |ξ′1|+c˜1) ∈ S1 , σ′2 = (ξ′2,−|ξ′2|+c˜2) ∈ S2 , σ′3 = (ξ′,∓c|ξ′|+
c0
N1
−h) ∈ S±,h3
We obtain by S1 ⊂ Qj
′
1
kA , S2 ⊂ Qj
′
2
kA , S
±,h
3 ⊂ Qj
′
kA the estimates
|n1(σ1)− n1(σ′1)| = 2−
1
2
∣∣∣∣ ξ1|ξ1| − ξ
′
1
|ξ′1|
∣∣∣∣ ≤ 1kA (21)
|n2(σ2)− n2(σ′2)| = 2−
1
2
∣∣∣∣ ξ2|ξ2| − ξ
′
2
|ξ′2|
∣∣∣∣ ≤ 1kA (22)
|n3(σ3)− n3(σ′3)| =
c√
1 + c2
∣∣∣∣ ξ|ξ| − ξ′|ξ′|
∣∣∣∣ ≤ 1kA . (23)
Moreover by |ξ1| ≤ 2 we obtain
|〈σ1 − σ′1, n1(σ′1)〉| ≤ |〈(ξ1 − ξ′1, |ξ1| − |ξ′1|), (−
ξ′1
|ξ′1|
, 1)〉|
= |(−〈ξ1, ξ
′
1〉
|ξ′1|
+ |ξ′1|) + (|ξ1| − |ξ′1|)|
= |ξ1|| cos∠(ξ1, ξ′1)− 1|
≤ 2∠(ξ1, ξ′1)2 ≤
2
k2A2
(24)
and similarly by |ξ2| ≤ 25(1− c)−1
|〈σ2 − σ′2, n2(σ′2)〉| ≤
25
(1− c)k2A2
and
|〈σ3 − σ′3, n3(σ′3)〉| ≤
26
(1− c)k2A2
Next we consider the normal n′3(σ3) := nS′3(σ3) . By definition we obtain
n′3(σ3) =
(v, 0)∓ c21+c2 〈 ξ|ξ| , v〉( ξ|ξ| , 1)
|(v, 0)∓ c21+c2 〈
ξ
|ξ| , v〉( ξ|ξ| , 1)|
=:
a
|a|
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and similarly n′3(σ
′
3) =
b
|b| with analogously defined b. This implies
|n′3(σ′3)− n′3(σ3)| ≤
|a− b|
|a| + |b|
∣∣∣∣ 1|a| − 1|b|
∣∣∣∣ ≤ 2|a− b||a| (25)
By (19) we obtain 12 ≤ |a| . 1 and similarly 12 ≤ |b| . 1 . Moreover
|a− b| ≤ c
2
1 + c2
(
|〈 ξ|ξ| , v〉 − 〈
ξ′
|ξ′| , v〉| |
ξ
|ξ| |+ |〈
ξ′
|ξ′| , v〉||
ξ
|ξ| −
ξ′
|ξ′| |+ |〈
ξ
|ξ| −
ξ′
|ξ′| , v〉|
)
≤ 3
kA
and thus
|n′3(σ′3)− n′3(σ3)| ≤
12
kA
(26)
Next we want to prove
|〈σ3 − σ′3, n′3(σ′3)〉| ≤
27
(1− c)k2A2 . (27)
We recall that by (19) we have |n
Sd˜3
−〈nS3 , nd˜S3〉nS3 | ≥ 12 so that by the definition
of n′3 we obtain
|〈σ3 − σ′3, n′3(σ′3)〉|
≤ 2|〈(ξ − ξ′,∓c(|ξ| − |ξ′|)), (v − c
2
1 + c2
〈 ξ
′
|ξ′| , v〉
ξ′
|ξ′| ,∓
c
1 + c2
〈 ξ
′
|ξ′| , v〉)〉|
≤ 2|〈ξ − ξ′, v − c
2
1 + c2
〈 ξ
′
|ξ′| , v〉
ξ′
|ξ′| 〉+
c2
1 + c2
〈 ξ
′
|ξ′| , v〉(|ξ| − |ξ
′|)|
≤ 2|〈ξ − ξ′, v〉 − c
2
1 + c2
〈 ξ
′
|ξ′| , v〉(
〈ξ, ξ′〉
|ξ′| − |ξ
′|) + c
2
1 + c2
〈 ξ
′
|ξ′| , v〉(|ξ| − |ξ
′|)|
≤ 2|〈ξ − ξ′, v〉 − c
2
1 + c2
〈 ξ
′
|ξ′| , v〉(
〈ξ, ξ′〉
|ξ′| − |ξ|)| .
The first term vanishes, because 〈ξ, v〉 = 〈ξ′, v〉 = d˜ . The second term is bounded
by
| 〈ξ, ξ
′〉
|ξ′| − |ξ|| = |ξ| | cos∠(ξ, ξ
′)− 1| ≤ 26(1− c)−1∠(ξ, ξ′)2 ≤ 2
6
(1− c)k2A2
where we used |ξ| ≤ 26(1− c)−1 . This implies (27).
Next we want to show that we may assume that
|〈σi − σ′i, nj(σ′j)〉| ≤
27
(1− c)k2A2 (28)
and
|〈σi − σ′i, n′3(σ′3)〉| ≤
28
(1 − c)k2A2 (29)
for 1 ≤ i, j ≤ 3 . We only prove the first estimate, because the last one is treated
similarly. Let δ := 2
6
(1−c)k2A2 and T0(n) := {x ∈ R4, |〈n, x〉| ≤ δ}, Tk′(n) := T0(n)+
k′δn for k′ ∈ Z , where n is a unit normal on S3. Obviously ∪k′∈ZTk′(n) = R4 and
Tm(n) − Tk′(n) ⊂ ∪|l−(m−k′)|≤5Tl(n) . Let σ1, σ′1 ∈ S1 , so that σ1 ∈ Tk1(n1(σ′1)),
thus |〈σ1, n1(σ′1)〉 − k1δ| ≤ δ . Using (24) this implies
|〈σ′1, n1(σ′1)〉 − k1δ| ≤ |〈σ′1 − σ1, n1(σ′1)〉|+ |〈σ1, n1(σ′1)〉 − k1δ| ≤ 2δ ,
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so that σ′1 ∈ Tk1(n1(σ′1)) ∪ Tk1−1(n1(σ′1)) ∪ Tk1+1(n1(σ′1)) , essentially S1 ⊂
Tk1(n1(σ
′
1)) . Assume that we can show our desired estimate (18) provided that
S2 ⊂ Tl1(n1(σ′1)) and S±3 ⊂ Tm1(n1(σ′1)) , which means that
|〈σ2 − σ′2, n1(σ′1)〉| ≤ |〈σ2 − l1δ, n1(σ′1)〉|+ |〈σ′2 − l1δ, n1(σ′1)〉| ≤ 2δ
and similarly
|〈σ3 − σ′3, n1(σ′1)〉| ≤ 2δ ,
so that ∀m1, l1 ∈ Z :
‖g˜1|S1 ∗ g˜2|S2∩Tl1 (n1(σ′1))‖
2
L2(S±3 ∩Tm1(n1(σ′1)))
. A‖g˜1‖2L2(S1)‖g˜2‖2L2(S2∩Tl1 (n1(σ′1)) .
This implies
‖g˜1S1 ∗ g˜2|S2‖2L2(S±3 )
.
∑
m1∈Z
‖g˜1|S1∩Tk1 (n1(σ′1)) ∗ g˜2|S2∩∪|l1−(m1−k1)|≤5Tl1 (n1(σ′1))‖
2
L2(S±3 ∩Tm1(n1(σ′1)))
. A‖g˜1‖2L2(S1)
∑
m1∈Z
‖g˜2‖2L2(S2∩Tm1−k1 (n1(σ′1)))
. A‖g˜1‖2L2(S1)‖g˜2‖2L2(S2) ,
which is our desired estimate (18). This means that we may assume that the
estimates |〈σ2 − σ′2, n1(σ′1)〉| ≤ 2δ and |〈σ3 − σ′3, n1(σ′1)〉| ≤ 2δ apply. Similarly we
may further assume that |〈σ1 − σ′1, n2(σ2)〉| ≤ 2δ and |〈σ3 − σ′3, n2(σ2)〉| ≤ 2δ .
Finally we obtain (28) and (29).
Let the invertible linear transformation T : R4 → R4 be given by
T = 2−40(1− c)3A−2(N t)−1 ,
where N = (n1(σ
′
1), n2(σ
′
2), n3(σ
′
3), n
′
3(σ
′
3)) , and S˜j := T
−1Sj . We want to apply
[BH], Theorem 1.3 for these manifolds S˜j . We have to prove that the assumptions
are fulfilled (cf. Assumption 1.1 in [BH]). We have to prove:
(I) diam(S˜j) ≤ 1 ,
(II) 12 ≤ det(n˜1(σ˜1), n˜2(σ˜2), n˜3(σ˜3), n˜′3(σ˜3)) ≤ 1 ∀ σ˜j ∈ S˜j ,
(III)
sup
σ˜j ,σ˜
0
j∈S˜j
|n˜j(σ˜j)− n˜j(σ˜0j )|
|σ˜j − σ˜0j |
+ sup
σ˜3,σ˜
0
3∈S˜3
|n˜′3(σ˜3)− n˜′3(σ˜03)|
|σ˜3 − σ˜03 |
+ sup
σ˜j∈S˜j
|n˜j(σ˜j)|+ sup
σ˜3∈S˜3
|n˜′3(σ˜j)| ≤ 1
Proof of (I). For arbitrary σj , σ
′
j ∈ Sj we obtain by (28),(29) and recalling k =
240(1− c)−2 :
|T−1(σj − σ′j)| = 240(1− c)−3A2|(〈n1(σ′1), σj − σ′j〉, ..., 〈n′3(σ′3), σj − σ′j〉)|
≤ 240(1− c)−3A229(1− c)−1k−2A−2 ≤ 2−31 < 1 .
Proof of (II). The unit normals on S˜j are given by
n˜j(σ˜j) =
T tnj(T σ˜j)
|T tnj(T σ˜j)| =
N−1nj(T σ˜j)
|N−1nj(T σ˜j)| , n˜
′
3(σ˜3) =
N−1n′3(T σ˜3)
|N−1n′3(T σ˜3)|
. (30)
This implies
n˜j(T
−1σ′j) = N
−1nj(σ′j) = ej , n˜′3(T
−1σ′3) = N
−1n′3(σ
′
3) = e4 , (31)
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Using (20) we obtain
‖N−1‖ = ‖(N t)−1‖ ≤ ‖N
t‖3
| detN t| ≤ 2
11(1− c)−1A . (32)
By the definition of T this implies
‖T ‖ ≤ 2−40(1− c)3A−2(1− c)−1211A ≤ 2−29(1− c)2A−1 . (33)
Consequently by (31),(32),(21),(22),(23),(26) we obtain
|N−1nj(σj)− ej| = |N−1(nj(σj)− nj(σ′j))| ≤ ‖N−1‖|nj(σj)− nj(σ′j)| (34)
≤ 211(1− c)−1A(kA)−1 = 2−29(1− c) ≤ 2−29 , (35)
|N−1n′3(σ3)− e4| ≤ 211(1− c)−1A 12 (kA)−1 ≤ 2−25 , (36)
which implies
||N−1nj(σj)| − 1| ≤ 2−29 , ||N−1n′3(σ3)| − 1| ≤ 2−25 ,
By (30) and (34) we obtain
|n˜j(σ˜j)− ej | =
∣∣∣∣ N−1nj(T σ˜j)|N−1nj(T σ˜j)| − ej
∣∣∣∣
≤
∣∣∣∣ N−1nj(T σ˜j)|N−1nj(T σ˜j)| − ej|N−1nj(T σ˜j|
∣∣∣∣+ ∣∣∣∣( 1|N−1nj(T σ˜j | − 1)ej
∣∣∣∣
≤ 2 2
−29
1− 2−29 ≤ 2
−27 (37)
and similarly
|n˜3′(σ˜3)− e4| ≤ 2−23 . (38)
(37) and (38) immediately imply (II).
Proof of (III). Let σ˜i, σ˜i
0 ∈ S˜i . We obtain by (34):
|n˜i(σ˜i)− n˜i(σ˜i0)|
=
∣∣∣∣ N−1ni(T σ˜i)|N−1ni(T σ˜i)| − N
−1ni(T σ˜i0)
|N−1ni(T σ˜i0)|
∣∣∣∣
≤ |N−1ni(T σ˜i)−N−1ni(T σ˜i0)|(1 + | 1|N−1ni(T σ˜i)| − 1|)
+ |N−1ni(T σ˜i0)( 1|N−1ni(T σ˜i|) −
1
|N−1ni(T σ˜i0|)
)|
≤ |N−1ni(T σ˜i)−N−1ni(T σ˜i0)|(1 + |1− |N
−1ni(T σ˜i)||
|N−1ni(T σ˜i)| +
1
|N−1ni(T σ˜i)| )
≤ |N−1ni(T σ˜i)−N−1ni(T σ˜i0)|(1 + 2
−9
1− 2−9 +
1
1− 2−9 )
≤ 3|N−1ni(T σ˜i)−N−1ni(T σ˜i0)| .
This implies by (32),(33):
|n˜i(σ˜i)− n˜i(σ˜i0)|
|σ˜i − σ˜i0|
≤ 3‖N−1‖ |ni(T σ˜i)| − ni(T σ˜i
0)|
|σ˜i − σ˜i0|
≤ 3‖N−1‖‖T ‖ |ni(T σ˜i)| − ni(T σ˜i
0)|
|T σ˜i − T σ˜i0|
≤ 2−18(1− c) |ni(σi)− ni(σ
0
i )|
|σi − σ0i |
. (39)
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Now we obtain by |ξi| ≥ (1− c)2−4 for i = 1, 2, 3 :
|ni(σi)− ni(σ0i )| ≤
∣∣∣∣ ξi|ξi| − ξ
0
1
|ξ0i |
∣∣∣∣ ≤ 2 |ξi − ξ0i ||ξi| ≤ 25(1− c)−1|ξi − ξ0i | .
By (39) this implies
|n˜i(σ˜i)− n˜i(σ˜i0)|
|σ˜i − σ˜i0|
≤ 2−13 ≤ 1 .
It remains to estimate |n˜3′(σ˜3)− n˜3′(σ˜30)| . By (25) we obtain (with the notations
used there)
|n′3(σ3)− n′3(σ03)| ≤
2|a− b|
|a| .
The numerator is
2c
1 + c2
|〈 ξ3|ξ3| , v〉(c
ξ3
|ξ3| , 1)− 〈
ξ03
|ξ03 |
, v〉(c ξ
0
3
|ξ03 |
, 1)| ≤ 6
∣∣∣∣ ξ3|ξ3| − ξ
0
3
|ξ03 |
∣∣∣∣ .
Because the denominator fulfills |a| ≥ 12 we obtain
|n′3(σ3)− n′3(σ03)| ≤ 12
∣∣∣∣ ξ3|ξ3| − ξ
0
3
|ξ03 |
∣∣∣∣ ≤ 24 |ξ3 − ξ03 ||ξ3| ≤ 48|ξ3 − ξ03 |
using |ξ3| ≥ 12 . Moreover we have
|σ3 − σ03 | ≥ |ξ3 − ξ03 |
and gain
|n′3(σ3)− n′3(σ03)|
|σ3 − σ03 |
≤ 48
and finally similarly as in (39) the desired estimate
|n˜3′(σ˜3)− n˜3′(σ˜30)|
|σ˜3 − σ˜30|
≤ 1 .
Thus the manifolds S˜1, S˜2, S˜3 fulfill the assumption 1.1 of [BH] with parameters
R = 1 , b = 1 , Θ = 12 and β = 1 , so that we obtain by [BH], Theorem 1.3:
‖f|S˜1 ∗ g|S˜2‖L2(S˜3) . ‖f‖L2(S˜1)‖g‖L2(S˜2) .
By application of the linear invertible mapping T we obtain by [BH], Proposition
1.2 the estimate (18), namely
‖f|S1 ∗ g|S2‖L2(S±
3,d˜
) . d
− 12 ‖f‖L2(S1)‖g‖L(S2) . A
1
2 ‖f‖L2(S1)‖g‖L2(S2) ,
where d = | det(nS1 , nS2 , nS3 , n′S3)| ≥ (1−c)2−4A−1 by (20). As proven before this
implies the claimed estimate and completes the proof. 
Next we have to consider the case of a relatively small angle ∠(ξ1, ξ2) .
Proposition 3.2. Let f, g1, g2 ∈ L2 and supp f ⊂ K±,cN0,L0 , supp g1 ⊂ Q
j1
A ∩
K−N1,L1 , supp g2 ⊂ Q
j2
A ∩ K+N2,L2 and 1 < N0 . N1 ∼ N2 , A & N
3
2
1 . Then the
following estimate applies:
|I(f, g1, g2)| . min(L0, L1, L2) 12 ‖f‖L2‖g1‖L2‖g2‖L2 ,
where
I :=
∫
f(ξ1 + ξ2, τ1 + τ2)g1(ξ1, τ1)g2(ξ2, τ2)dξ1dτ1dξ2dτ2 . (40)
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Proof. Assume L1 ≤ L2 . Then the claimed estimate reduces to
‖PK+N2,L2 ((PK±,cN0,L0 f)(PK−N1,L1 g))‖L2xt . min(L0, L1)
1
2 ‖f‖L2xt‖g‖L2xt .
The left hand side equals
‖χK+N2,L2 ((χK±,cN0,L0 f̂) ∗ (χK−N1,L1 ĝ))‖L2ξτ
= ‖χK+
N2,L2
(τ, ξ)
∫
(χ
K
±,c
N0,L0
f̂)(τ − τ1, ξ − ξ1)(χK−
N1,L1
ĝ)(τ1, ξ1)dτ1dξ1‖L2
ξτ
≤ ‖χK+N2,L2
(∫
|f̂ |2(τ − τ1, ξ − ξ1)|ĝ|2(τ1, ξ1)dτ1dξ1
) 1
2
|E(τ, ξ)| 12 ‖L2
ξτ
≤ sup
(ξ,τ)∈K+
N2,L2
|E(τ, ξ)| 12 ‖|f̂ |2 ∗ |ĝ|2‖ 12
L1
ξτ
≤ sup
(ξ,τ)∈K+N2,L2
|E(τ, ξ)| 12 ‖f‖L2xt‖g‖L2xt ,
where
E(τ, ξ) := {(τ1, ξ1) ∈ Qj1A : 〈τ − τ1 ± c|ξ − ξ1|〉 ∼ L0, 〈τ1 − |ξ1|〉 ∼ L1} .
We have to prove that
sup
(ξ,τ)∈K+
N2,L2
|E(τ, ξ)| . min(L0, L1) .
It is immediately clear that for fixed ξ1 we obtain
|{τ1 : (τ1, ξ1) ∈ E(τ, ξ)}| . min(L0, L1) .
From (ξ1, τ1) ∈ Qj1A ∩K−N1,L1 we obtain :
|{ξ1 : (τ1, ξ1) ∈ E(τ, ξ)}| . N31A−2 . 1
by our assumption A & N
3
2
1 , so that
sup
(ξ,τ)∈K+N2,L2
|E(τ, ξ)| . min(L0, L1) .

Corollary 3.1. Let f, g1, g2 ∈ L2 and assume 0 ≤ ∠(ξ1, ξ2) ≤ π2 , supp f ⊂
K
±,c
N0,L0
, supp g1 ⊂ K−N1,L1 , supp g2 ⊂ K+N2,L2 and 1 ≤ N0 . N1 ∼ N2 , more
precisely N1 ≤ 24(1−c)−1N2 and N2 ≤ 24(1−c)−1N1. Then the following estimate
applies:
|I(f, g1, g2)| . N
1
2+
1 (L0, L1L2)
1
2 ‖f‖L2‖g1‖L2‖g2‖L2 ,
where I is given by (40).
Proof. The case 1 ≤ N0 . 1 easily follows by Ho¨lder’s inequality. In the case
1≪ N0 choose M = N
3
2
1 such that Prop. 3.1 applies for A < M and Prop. 3.2 for
A = M . Then
|I(f, g1, g2)| .
M−1∑
A=1
∑
α(j1,j2)∼A−1
|I(f, P
Q
j1
A
g1, PQj2A g2)
)|
+
∑
α(j1,j2).M−1
|I(f, P
Q
j1
M
g1, PQj2M
g2)| ,
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The first term is handled by Prop. 3.1 and Cauchy-Schwarz:∑
α(j1,j2)∼A−1
|I(f, P
Q
j1
A
g1, PQj2
A
g2)|
. N
1
2
1 (L0L1L2)
1
2
∑
α(j1,j2)∼A−1
‖f‖L2‖PQj1
A
g1‖L2‖PQj2
A
g2‖L2
. N
1
2
1 (L0L1L2)
1
2 ‖f‖L2‖g1‖L2‖g2‖L2
for fixed A . Dyadic summation with respect to A implies the claimed estimate
with an additional factor N0+1 . The second term is handled by Prop. 3.2. 
Proposition 3.3. Assume 0 ≤ ∠ξ1, ξ2) ≤ π2 . Let f, g1, g2 ∈ L2 and assume
supp f ⊂ K±,cN0,L0 , supp g1 ⊂ K−N1,L1 , supp g2 ⊂ K+N2,L2 and 1 ≤ N0 . N1 ∼ N2 ,
more precisely N1 ≤ 24(1 − c)−1N2 and N2 ≤ 24(1 − c)−1N1 , max(L0, L1, L2) .
N1, b =
1
2+ and − 12 < s ≤ 0 . Then the estimates (10) and (11) are fulfilled.
Proof. Using Lmax . N1 and b =
1
2+ it suffices to prove for supp f ⊂ K±,cN0,L0 ,
supp g1 ⊂ K−N1,L1 , supp g2 ⊂ K+N2,L2 the estimate
|I1(f, g1, g2)| . Ns0Ns−1 N−s2 (L0L1L2)
1
2 ‖f‖L2‖g1‖L2‖g2‖L2 .
By Cor. 3.1 we obtain
I1 . N
−1
1 N
1
2+
1 (L0L1L2)
1
2 ‖f‖L2‖g1‖L2‖g2‖L2 .
It remains to prove N
− 12+
1 . N
s
0N
s−
1 N
−s
2 ∼ Ns0N0−1 , which applies for s > − 12 .
Similarly we have to prove
|I2(f, g1, g2)| . N−s0 Ns−1 Ns2 (L0L1L2)
1
2 ‖f‖L2‖g1‖L2‖g2‖L2 .
We obtain by Cor. 3.1 :
I2 . N0N
−1
1 N
−1
2 N
1
2+
1 (L0L1L2)
1
2 ‖f‖L2‖g1‖L2‖g2‖L2 .
It remains to prove N0N
−1
1 N
−1
2 N
1
2+
1 . N
−s
0 N
s−
1 N
s
2 ⇔ N1+s0 . N2s+
3
2−
1 , which
applies for s > − 12 . 
Next we consider the case π2 ≤ ∠(ξ1, ξ2) ≤ π .
We start with the case π − ∠(ξ1, ξ2) ∼ πA and A ≤ 25(1 − c)−
1
2
(N1N2)
1
2
N0
.
Proposition 3.4. Let Let f, g1, g2 ∈ L2 and assume supp f ⊂ K±,cN0,L0 , supp g1 ⊂
Q
j1
A ∩K−N1,L1 , supp g2 ⊂ Q
j2
A ∩K−N2,L2 , N2 ≥ 2−4(1−c)N1 and N1 ≥ 2−4(1−c)N2,
thus N1 ∼ N2 , and 1≪ N0 , 4 ≤ A ≤ 25(1− c)− 12 (N1N2)
1
2
N0
, π2A ≤ π−α(j1, j2) ≤
2π
A
. Then the following estimate applies:
I :=|
∫
f(ξ1 + ξ2, τ1 + τ2)g1(ξ1, τ1)g2(ξ2, τ2)dξ1dτ1dξ2dτ2|
. N
1
2
0 A
7
8 (L0L1L2)
1
2 ‖f‖L2
ξτ
‖g1‖L2
ξτ
‖g2‖L2
ξτ
.
Remark 1: We obtain
N0 ≤ 2|ξ| ≤ 2(|ξ1|+ |ξ2|) ≤ 4(N1 +N2) ≤ 4(1 + 2
4
1− c )N1 ≤ 2
7(1− c)−1N1 .
Proof. Define θ±0 ∈ (0, π) such that cos θ±0 = ±c, and ξ = ξ1 + ξ2. We distinguish
three cases.
Case (I): A > 220(1−c)−2 , |∠(ξ, ξ1)−θ+0 | > 210(1−c)−1A−
3
4 and |∠(ξ, ξ1)−θ−0 | >
210(1− c)−1A− 34 .
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Case (II): A > 220(1−c)−2 , |∠(ξ, ξ1)−θ+0 | ≤ 210(1−c)−1A−
3
4 or |∠(ξ, ξ1)−θ−0 | ≤
210(1− c)−1A− 34 .
Case (III): A ≤ 220(1 − c)−2 .
Case (II): The proof is similar to that of Prop. 3.1, but we use different decom-
positions. By the transformation τ1 = |ξ1| + c1 , τ2 = |ξ2| + c2 for fixed ξ1, ξ2 we
may reduce to
|
∫
f(φ+c1(ξ1) + φ
−
c2
(ξ2))g1(φ
+
c1
(ξ1))g2(φ
−
c2
(ξ2))dξ1dξ2
. N
1
2
0 A
7
8 (L0L1L2)
1
2 ‖f‖L2
ξτ
‖g1 ◦ φ+c1‖L2ξ‖g2 ◦ φ
−
c2
‖L2
ξ
,
where φ±ck(ξ) = (ξ,±|ξ|+ ck) and supp f ⊂ {(ξ, τ) : c0 ≤ τ + c|ξ| ≤ c0 + 1}, where
c0 is fixed. In fact we even prove this estimate with A
7
8 replaced by A
3
4 . Next we
decompose f, g1, g2 as follows. Let k = 2
40(1− c)−2 , δ = 2−40(1− c)2N0A− 12 and
f =
∑
j∈ΩkA
χ
Q
j
kA
l=[N0δ ]+1∑
l=−[N02δ ]
χ
S
N0+lδ
δ
f ,
where Sξ
0
δ := {(ξ, τ) : ξ0 ≤ |ξ| ≤ ξ0 + δ} . Because we are in Case II we obtain
#j ∼ A 12 . Obviously #l ∼ A 12 , so that #(j, l) ∼ A . We may also easily
reduce to considering g1 = χQj1
kA
g1 , g2 = χQj1
kA
g2 . Thus it suffices to prove for
supp f ⊂ QjkA ∩ SN0+lδδ with fixed l and j the estimate
|
∫
f(φ+c1(ξ1) + φ
−
c2
(ξ2))g1(φ
+
c1
(ξ1))g2(φ
−
c2
(ξ2))dξ1dξ2|
. N
1
2
0 A
1
4 ‖f‖L2
ξτ
‖g1 ◦ φ+c1‖L2ξ‖g2 ◦ φ
−
c2
‖L2
ξ
.
We use the scaling (ξ, τ) 7→ (N0ξ,N0τ) and define
f˜(ξ, τ) = f(N0ξ,N0τ) , g˜i(ξi, τi) = gk(N0ξi, N0τi) , c˜i =
ξi
N0
.
Exactly as in Prop. 3.1 we reduce to
|
∫
f˜(φ+c˜1(ξ1) + φ
−
c˜2
(ξ2))g˜1(φ
+
c˜1
(ξ1))g˜2(φ
−
c˜2
(ξ2)dξ1dξ2|
. N
− 12
0 A
1
4 ‖f˜‖L2
ξτ
‖g˜1 ◦ φ+c˜1‖L2ξ‖g˜2 ◦ φ
−
c˜2
‖L2
ξ
.
Here f˜ is supported in
S∓3 (N
−1
0 ) = {(ξ, τ) ∈ QjkA ∩ S1+lδ˜δ˜ : ψ
∓(ξ) ≤ τ ≤ ψ∓(ξ) +N−10 } ,
where ψ∓(ξ) := ∓c|ξ|+ c0N−10 and δ˜ := N−10 δ = 2−40(1− c)2A−
1
2 .
Before we proceed we show that we may assume that there exist ξ01 and ξ
0
2
such that |ξ01 | ∼ N1N−10 , |ξ02 | ∼ N2N−10 with the property that supp g˜1 ◦ φ+c˜1 ⊂
Bδ˜(ξ
0
1) , supp g˜2 ◦ φ−c˜2 ⊂ Bδ˜(ξ02) for the space variables, where Bδ˜(ξ0j ) = {ξj ∈ R3 :
|ξj − ξ0j | ≤ δ˜} .
Define Cδ˜(ξ
′) := {(ξ, τ) ∈ R4.|ξ − ξ′| ≤ δ˜} and choose two sets {Cδ˜(ξ′m)}m
and {Cδ˜(ξ′′n)}n , such that
supp g˜1 ◦ φ+c˜1 ⊂ ∪mCδ˜(ξ′m) , supp g˜2 ◦ φ+c˜2 ⊂ ∪nCδ˜(ξ′n) ,
where |ξ′m−ξ′m′ | ≥ δ˜ and |ξ′′n−ξ′′n′ | ≥ δ˜ . Thus #m ∼ (N1N0A
1
2 )2 and #n ∼ (N2
N0
A
1
2 )2.
Now fix m. We claim that there exists only a finite number, which does not depend
on N0, N1, N2 or m, of indices n , such that for some ξ1 ∈ Cδ˜(ξ′m) there exists
20 HARTMUT PECHER
ξ2 ∈ Cδ˜(ξ′′n) with the property that ξ1 + ξ2 ∈ S1+lδ˜δ˜ ∩ Q
j
kA . Assume that ξ1, ξ2
fulfill this condition. Take any other pair ξ′1, ξ
′
2 with this property. We obtain
|(ξ1 + ξ2)− (ξ′1 + ξ′2)|2 = |ξ1 + ξ2|2 + |ξ′1 + ξ′2|2 − 2〈ξ1 + ξ2, ξ′1 + ξ′2〉
= ||ξ1 + ξ2| − |ξ′1 + ξ′2||2 + 2|ξ1 + ξ2||ξ′1 + ξ′2|(1 − cos∠(ξ1 + ξ2, ξ′1 + ξ′2))
. (2δ˜)2 + 8∠(ξ1 + ξ2, ξ
′
1 + ξ
′
2)
2 ≤ (2δ˜)2 + 8k−2A−2
= 2−78(1 − c)4A−1 + 2−77(1− c)8A−2 ≤ 2−76(1 − c)4A−1 = 24δ˜2 ,
because |ξ1 + ξ2|, |ξ′1 + ξ′2| ≤ 1 + (l + 1)δ˜ ≤ 2 and ||ξ1 + ξ2| − |ξ′1 + ξ′2|| ≤ 2δ˜ , if
ξ1 + ξ2, ξ
′
1 + ξ
′
2 ∈ S1+lδ˜δ˜ and δ˜ = 2−40(1− c)2A−
1
2 . This implies
|ξ2 − ξ′2| ≤ |(ξ1 + ξ2)− (ξ′1 + ξ′2)|+ |ξ1 − ξ′1| ≤ 4δ˜ + 2δ˜ = 6δ˜ .
Because ξ2 ∈ Cδ˜(ξ′′n) we obtain ξ′2 ∈ C7δ˜(ξ′′n) , but C7δ˜(ξ′′n)∩Cδ˜(ξ′′n′) 6= ∅ only for a
finite number, which does not depend on N0, N1, N2 or m , of indices n
′ , because
|ξ′′n − ξ′′n′ | ≥ δ˜ . This proves our claim. The same argument applies for exchanged
roles of g1 and g2 .
Proceeding with the proof of the proposition this means that we only have
to prove
‖g˜1|S1 ∗ g˜2|S2‖L2(S∓3 (N−10 )) . N
− 12
0 A
1
4 ‖g˜1‖L2(S1)‖g˜2‖L2(S2) ,
where
Si = {(ξi, τi) = φ+c˜i(ξi) ∈ Q
ji
kA : ξi ∈ Bδ˜(ξ0i )} .
Defining
S
±,h
3 = {(ξ, τ) ∈ QjkA ∩ S1+lδ˜δ˜ , ψ∓(ξ)− τ = h}
for 0 ≤ h ≤ N−10 , we obtain
‖φ‖L2(S±3 (N−10 )) = (
∫ N−10
0
‖φ‖2
L2(S±,h3 )
dh)
1
2 ≤ N− 120 sup
h
‖φ‖
L2(S±,h3 )
.
Thus we reduce to proving
‖g˜1|S1 ∗ g˜2|S2‖L2(S∓,h3 ) . A
1
4 ‖g˜1‖L2(S1)‖g˜2‖L2(S2) . (41)
We remark that
1
2
≤ 1 + lδ˜ ≤ |ξ| ≤ 1 + (l + 1)δ˜ ≤ 2 . (42)
We obtain the same normals on S1, S2, S
±,h
3 as in the proof of Prop. 3.1. In order
to construct the 4th normal we foliate S±,h3 as S
±,h
3 = ∪d˜S±3,d˜ , where
S±
3,d˜
:= S±,h3 ∩ {〈ξ, v〉 = d˜} ,
where v is defined as in the proof of Prop. 3.1. Because 1 + lδ˜ ≤ |ξ| ≤ 1 + (l+ 1)δ˜
we know that d˜ varies in an interval J of length |J | ≤ δ˜ ∼ A− 12 . This implies
‖φ‖
L2(S±,h3 )
= (
∫
J
‖φ‖2
L2(S±
3,d˜
)
dd˜)
1
2 . A−
1
4 sup
d˜
‖φ‖L2(S±
3,d˜
) .
This reduces (41) to
‖g˜1|S1 ∗ g˜2|S2‖L2(S∓
3,d˜
) . A
1
2 ‖g˜1‖L2(S1)‖g˜2‖L2(S2) . (43)
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We define the 4th normal n′3 := nS′3 as in Prop. 3.1. Let σj , σ
′
j ∈ Sj (j = 1, 2, 3) ,
where S3 := S
±
3,d˜
. Then
σ1 =(ξ1, |ξ1|+ c˜1) , σ′1 = (ξ′1, |ξ′1|+ c˜1)
σ2 =(ξ2,−|ξ2|+ c˜2) , σ′2 = (ξ2,−|ξ′2|+ c˜2)
σ3 =(ξ,∓c|ξ|+ c0
N0
− h) , σ′3 = (ξ′,∓c|ξ′|+
c0
N0
− h)
Because ξ1, ξ
′
1 ∈ Bδ˜(ξ01) , thus |ξ1| ∼ |ξ01 | ∼ N1N−10 , so that
|n1(σ1)− n1(σ′1)| = 2−
1
2
∣∣∣∣ ξ1|ξ1| − ξ
′
1
|ξ′1|
∣∣∣∣ = 2− 12 |ξ1|ξ′1| − ξ′1|ξ1|||ξ1||ξ′1| ≤ 2 12 |ξ1 − ξ
′
1|
|ξ1|
≤ 2 32 δ˜|ξ1| ≤ 8
δ˜N0
N1
≤ 2−37(1 − c)2A− 12 N0
N1
≤ 2−37(1− c)2A− 12 ( 2
4
1− c )
1
2
N0
N
1
2
1 N
1
2
2
≤ 2−37(1 − c)2A− 12 ( 2
4
1− c )
1
2 25(1− c)− 12A−1
≤ 2−30(1 − c)A− 32 ,
where we used N2 ≥ 2−4(1− c)N1 (cf. Remark) and A ≤ 25 (N1)
1
2 (N2)
1
2
N0
(1− c)− 12 .
Similarly we obtain
|n2(σ2)− n2(σ′2)| ≤ 2−30(1− c)A−
3
2 .
By S3 ⊂ QjkA we obtain
|n3(σ3)− n3(σ′3)| ≤ (kA)−1 = 2−40(1 − c)2A−1 .
As in the proof of Prop. 3.1 we also obtain (cf. (26)):
|n′3(σ3)− n′3(σ′3)| ≤
12
kA
≤ 2−36(1 − c)2A−1 .
By (21) we obtain
|〈σ1 − σ′1, n1(σ′1)〉| ≤ |ξ1|∠(ξ1, ξ′1)2 = |ξ1|
∣∣∣∣ ξ1|ξ1| − ξ
′
1
|ξ′1|
∣∣∣∣2
≤ 2|ξ1|(2|ξ1 − ξ
′
1|
|ξ1| )
2 ≤ 8|ξ1|( 2δ˜|ξ1| )
2 ≤ 26δ˜2N0
N1
= 262−80(1− c)4A−1N0
N1
≤ 2−67(1− c)3A−2 ,
where we used A ≤ 25(1− c)− 12 (N1N2)
1
2
N0
≤ 25(1− c)− 12 22
(1−c) 12
N1
N0
= 27(1− c)−1N1
N0
.
Similarly we obtain
|〈σ2 − σ′2, n2(σ′2)〉| ≤ 2−67(1 − c)3A−2 .
Next we obtain as in the proof of Prop. 3.1 :
|〈σ3 − σ′3, n3(σ′3)〉| ≤ 26(1− c)−1(kA)−2 = 2−74(1− c)3A−2
and also (cf. (27)):
|〈σ3 − σ′3, n′3(σ′3)〉| ≤
26
(1 − c)k2A2 = 2
−74(1− c)3A−2 .
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By the same arguments as in the proof of Prop. 3.1 this implies that we may
assume that the following estimates are fulfilled :
|〈σi − σ′i, nj(σ′j)〉| ≤ 2−66(1− c)3A−2 , (44)
|〈σi − σ′i, n′3(σ′3)〉| ≤ 2−73(1− c)3A−2 (45)
for 1 ≤ i, j ≤ 3 .
Now we follow the proof of Prop. 3.1. Let the invertible linear transformation
T : R4 → R4 be given by
T = 2−40(1− c)3A−2(N t)−1 ,
where N = (n1(σ
′
1), n2(σ
′
2), n3(σ
′
3), n
′
3(σ
′
3)) , and S˜j := T
−1Sj . We want to apply
[BH], Theorem 1.3 for these manifolds S˜j . We have to prove that the assumptions
are fulfilled (cf. Assumption 1.1 in [BH]). Using the notation of Prop. 3.1 we have
to prove (I),(II),(III).
(I) : diam(S˜j) ≤ 1 .
This is proven by (44) and (45) :
|T−1(σj − σ′j)| = 240(1− c)−3A2|(〈n1(σ′1), σj − σ′j〉, ..., 〈n′3(σ′3), σj − σ′j〉)|
≤ 240(1− c)−3A22−64A−2(1− c)3 ≤ 2−24 .
(II): 12 ≤ det(n˜1(σ˜1), n˜2(σ˜2), n˜3(σ˜3), n˜′3(σ˜3)) ≤ 1 ∀ σ˜j ∈ S˜j .
We remark that the lower bound (20) for the determinant remains true, because
(16) holds also in the case where π2A ≤ π − α(j1, j2) ≤ 2πA . Therefore we obtain
‖N−1‖ ≤ ‖N
t‖3
| detN t| ≤ 2
11(1− c)−1A , ‖T ‖ ≤ 2−29(1− c)2A−1 .
Consequently
|N−1nj(σj)− ej | = |N−1(nj(σj)− nj(σ′j))| ≤ ‖N−1‖|nj(σj)− nj(σ′j)|
≤ 211(1− c)−1A 2−30(1− c)A−1 ≤ 2−19 ,
|N−1n′3(σ3)− e4| ≤ 211(1− c)−1A 2−36(1− c)2A−1 ≤ 2−25(1− c) ,
which implies
||N−1nj(σj)| − 1| ≤ 2−19 , ||N−1n′3(σ3)| − 1| ≤ 2−25 ,
Similarly as in the proof of Prop. 3.1 this implies
|n˜j(σ˜j)− ej | ≤ 2−17 , |n˜3′(σ˜3)− e4| ≤ 2−23 .
This implies (II).
Proof of (III). Let σ˜i, σ˜i
0 ∈ S˜i . We obtain as in the proof of Prop. 3.1:
|n˜i(σ˜i)− n˜i(σ˜i0)| ≤ 3|N−1ni(T σ˜i)−N−1ni(T σ˜i0)| .
This implies:
|n˜i(σ˜i)− n˜i(σ˜i0)|
|σ˜i − σ˜i0|
≤ 3‖N−1‖ |ni(T σ˜i)− ni(T σ˜i
0)|
|σ˜i − σ˜i0|
≤ 3‖N−1‖‖T ‖ |ni(T σ˜i)− ni(T σ˜i
0)|
|T σ˜i − T σ˜i0|
≤ 2−16(1− c) |ni(σi)− ni(σ
0
i )|
|σi − σ0i |
≤ 2−16(1− c) 2|ξ0i |
≤ 2−7 ≤ 1
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by |ξ0i | ≥ N12N0 ≥ 2−8(1 − c) for i = 1, 2. We used that by Remark 1 above N0 ≤
27(1 − c)−1N1 . This is also true for i = 3 using that |ξ3| ≥ 12 by (42). As in the
proof of Prop. 3.1 we finally obtain also
|n˜3′(σ˜3)− n˜3′(σ˜30)|
|σ˜3 − σ˜30|
≤ 1
Thus the manifolds S˜1, S˜2, S˜3 fulfill the assumption 1.1 of [BH] with param-
eters R = 1 , b = 1 , Θ = 12 and β = 1 , so that we obtain by [BH], Theorem
1.3:
‖f|S˜1 ∗ g|S˜2‖L2(S˜3) . ‖f‖L2(S˜1)‖g‖L2(S˜2) .
By application of the linear invertible mapping T we obtain by [BH], Proposition
1.2 the desired estimate (43), namely
‖f|S1 ∗ g|S2‖L2(S3,d˜±) . d−
1
2 ‖f‖L2(S1)‖g‖L2(S2) . A
1
2 ‖f‖L2(S1)‖g‖L2(S2) ,
where d = | det(nS1 , nS2 , nS3 , n′S3)| & A−1 . This completes the proof of case (II).
Case (I): We prepare the proof by two lemmas. The first lemma is an analogue
in 3D of [K], Lemma 4.6.
Lemma 3.1. Let supp g1 ⊂ K−N1,L1 ∩ QAj1 , supp g2 ⊂ K+N2,L2 ∩QAj2 , where 1 ≪
N0 . N1 ∼ N2 , 8 ≤ A ≤M1 := 25(1−c)− 12 (N1N2)
1
2
N0
and π2A ≤ π−α(j1, j2) ≤ 2πA .
Then the following estimate holds:
‖χ
K
±0
N0,L0
(g1 ∗ g2)‖L2
ξτ
. A
1
2N0L
1
2
1 L
1
2
2 ‖g1‖L2‖g2‖L2 .
Proof. As before we may assume that supp gi ⊂ QkAji for, say, k = 4 .
Moreover we claim that we may reduce to the case where the space variables
fulfill supp g1 ⊂ CN0(ξ′) := {ξ : |ξ − ξ′| ≤ N0} for some ξ′ ∈ R3 . To see this we
choose a finite covering supp g1 ⊂ ∪lCN0(ξ′l) , |ξ′l − ξ′l′ | ≥ N0 ∀l 6= l′ , #l ∼ (N1N0 )2
and similarly supp g2 ⊂ ∪nCN0(ξ′′n) , |ξ′′n − ξ′′n′ | ≥ N0 ∀n 6= n′ , #n ∼ (N2N0 )2 . Now
fix l. If ξ1, ξ
0
1 ∈ CN0(ξ′l) so that |ξ1 − ξ01 | ≤ 2N0 , and |ξ − ξ0| ≤ 4N0 , which
we may asume, we obviously obtain |ξ2 − ξ02 | ≤ 6N0 , so that |ξ2 − ξ′′n| ≤ 7N0
and |ξ02 − ξ′′n| ≤ 7N0 for some n . Because |ξ′′n − ξ′′n′ | ≥ N0 this means that there
exist only finitely many, independent of l and N0, indices n with the property that
ξ2, ξ
0
2 ∈ CN0(ξ′′n) and vice versa. By an easy orthogonality argument this implies
our claim.
As in the proof of Prop. 3.2 we have to prove
sup
(ξ,τ)∈K±0
N0,L0
|E(τ, ξ)| . AN20L1L2 .
where
E(τ, ξ) := {(τ1, ξ1) ∈ Qj1kA : ξ1 ∈ CN0(ξ′) , 〈τ − τ1 − |ξ − ξ1|〉 ∼ L1 , 〈τ1 + |ξ1|〉 ∼ L2
, (τ − τ1, ξ − ξ1) ∈ Qj2A } .
It is immediately clear that for fixed ξ1 we obtain
|{τ1 : (τ1, ξ1) ∈ E(τ, ξ)}| . min(L0, L1) .
By rotation we may assume j1 = 0 . We split E(τ, ξ) into the parts E+(τ, ξ) and
E−(τ, ξ) , where |(ξ− ξ1)2| ≥ |(ξ− ξ1)3| and |(ξ− ξ1)2| ≤ |(ξ− ξ1)3| , respectively.
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In the first case we estimate
|∂2(τ + |ξ1| − |ξ − ξ1|)| =
∣∣∣∣ (ξ1)2|ξ1| + (ξ − ξ1)2|ξ − ξ1|
∣∣∣∣
≥ |(ξ − ξ1)2||ξ − ξ1| −
|(ξ1)2|
|ξ1| .
Now using polar coordinates ξ−ξ1|ξ−ξ1| = (cosΘ, sinΘ sin θ, sinΘ cos θ) with π − Θ ≥
π
2A we obtain
|(ξ−ξ1)2|
|ξ−ξ1| = | sinΘ sin θ| ≥ 12√2 (π − Θ) ≥ π4√2A , where we remark
that in the case of E+ we have | sin θ| ≥ | cos θ| , thus | sin θ| ≥ 1√2 . Moreover for
(τ1, ξ1) ∈ Q04A we have |(ξ1)2||ξ1| = |
(ξ1)2
|ξ1| − (1, 0, 0)2| ≤ 14A . This implies
|∂2(τ + |ξ1| − |ξ − ξ1|)| & A−1 .
Combining this with
|τ + |ξ1| − |ξ − ξ1|| . |τ − τ1 − |ξ − ξ1|+ |τ1 + |ξ1|| . max(L0, L1)
we obtain
|{(ξ1)2 : (τ1, ξ1) ∈ E+(τ, ξ)}| . Amax(L0, L1) .
By the condition ξ1 ∈ CN0(ξ′) for some ξ′ we obtain
|E+(τ, ξ)| . AN20 max(L0, L1)min(L0, L1) = AN20L0L1 .
In the same way we obtain in the case E− :
|∂3(τ + |ξ1| − |ξ − ξ1|)| & A−1 ,
which implies the same estimate for E−(τ, ξ) . This completes the proof. 
The second lemma is also essentially given by Kinoshita ([K], Lemma 4.5).
Lemma 3.2. Let τ = τ1 + τ2 , ξ = ξ1 + ξ2 , 0 < c < 1 , N1 ≥ 1−c8(1+c)N2 , and
A ≤ M1 := 25(1 − c)− 12 (N1N2)
1
2
N0
, and assume that we are in Case (I). Then the
following estimate holds:
Lmax := max(〈τ ± c|ξ|〉, 〈τ1 − |ξ1|〉, 〈τ2 + |ξ2|〉) & A− 34 |ξ| .
Proof. We obtain
Lmax ≥ | ± c|ξ|+ |ξ1| − |ξ2||
≥ | ± c|ξ|+ |ξ| cos∠(ξ, ξ1)| − ||ξ1| − |ξ2| − |ξ| cos∠(ξ, ξ1)| =: K1 −K2 .
Now we use our assumption (I) and obtain
K1 = |ξ|| cos θ±0 − cos∠(ξ, ξ1)| ≥ |ξ|
(1− c) 12
4
|θ±0 − ∠(ξ, ξ1)| ≥ 28(1− c)−
1
2 |ξ|A− 34 .
and
K2 = ||ξ1| − |ξ − ξ1| − |ξ| cos∠(ξ, ξ1)| =
∣∣∣∣2〈ξ, ξ1〉 − |ξ|2|ξ1|+ |ξ − ξ1| − |ξ| cos∠(ξ, ξ1)
∣∣∣∣
≤
∣∣∣∣ 2〈ξ, ξ1〉|ξ1|+ |ξ − ξ1| − |ξ| cos∠(ξ, ξ1)
∣∣∣∣+ |ξ|2|ξ1| = 2|〈ξ, ξ1〉|||ξ1| − |ξ − ξ1|||ξ1|||ξ1|+ |ξ − ξ1|| + |ξ|
2
|ξ1|
≤ 2|ξ|||ξ1| − |ξ − ξ1|||ξ1|+ |ξ − ξ1| +
|ξ|2
|ξ1| ≤
3|ξ|2
|ξ1| ≤ 3|ξ|2
2N0
N1
≤ 3|ξ|22 N0
N
1
2
1 N
1
2
2
(
8(1 + c)
1− c )
1
2 ≤ 3|ξ|22(8(1 + c)
1− c )
1
2 25(1− c)− 12A−1
≤ 211|ξ|(1 − c)−1A−1 ≤ 211|ξ|(1 − c)−1A− 34 2−5(1− c) 12 ≤ 26|ξ|(1 − c)− 12A− 34
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where we used our assumptions A−1 ≥ 2−5(1 − c) 12 N0
N
1
2
1 N
1
2
2
and A > 220(1 − c)−2.
This implies
K1 −K2 & |ξ|A− 34 .

Now we proceed with the proof of Prop. 3.2. We just proved that in this case
Lmax & A
− 34N0 . Let us first consider the case L0 & A−
3
4N0 . By Lemma 3.1 we
obtain
|
∫
f(ξ, τ)g1(ξ1, τ1)g2(ξ2, τ2)dξ1dξ2dτ1dτ2| ≤ ‖f‖L2‖g1 ∗ g2‖L2
. A
1
2N0L
1
2
1 L
1
2
2 ‖f‖L2‖g1‖L2‖g2‖L2 . A
7
8N
1
2
0 L
1
2
0 L
1
2
1 L
1
2
2 ‖f‖L2 .‖g1‖L2‖g2‖L2 .
In the case L1 & A
− 34N0 we obtain by Prop. 2.1:
|
∫
f(ξ, τ)g1(ξ1, τ1)g2(ξ2, τ2)dξ1dξ2dτ1dτ2| ≤ ‖g1‖L2‖f ∗ g2‖L2
. N0L
1
2
0 L
1
2
2 ‖f‖L2‖g1‖L2‖g2‖L2 . A
3
8N
1
2
0 L
1
2
0 L
1
2
1 L
1
2
2 ‖f‖L2 .‖g1‖L2‖g2‖L2 .
The case L2 & A
− 34N0 is treated similarly. This completes the proof in Case (I).
Case (III): This can be shown similarly as Case (II), even easier. Using the
notation above, we obtain this time: #j ∼ A2 , but this makes no difference,
because A2 ∼ A ∼ A 12 ∼ 1 . We obtain essentially the same estimates as in case
(II) , e.g.
|n1(σ1)− n1(σ′1)| ≤ 2−37(1 − c)2A−
1
2
N0
N1
≤ 2−37(1 − c)22−20(1− c)2A− 32 27(1− c)−1 = 2−50(1− c)3A− 32
by the assumption A ≤ 220(1 − c)−2 and N0
N1
≤ 27(1 − c)−1 (cf. Remark 1) .
Similarly
|〈σ1 − σ′1, n1(σ′1)〉| ≤ 2−74(1− c)4A−1
N0
N1
≤ 2−87(1− c)5A−2 .
The remainder of the proof is exactly as in case (II). 
Next we consider the case when ∠(ξ1, ξ2) is close to π , which is much easier.
Proposition 3.5. Let τ = τ1 + τ2 , ξ = ξ1 + ξ2 and M1 ≥ 25(1 − c)− 12 N
1
2
1 N
1
2
2
N0
.
Assume (ξ1, τ1) ∈ Qj1M1 , (ξ2, τ2) ∈ Q
j2
M1
, where 0 ≤ π − ∠(ξ1, ξ2) ≤ πM1 . Then
the following estimate holds:
max(〈τ ± c|ξ|〉, 〈τ1 − |ξ1|〉, 〈τ2 + |ξ2|〉) & |ξ| .
Proof. We start with the estimate
max(〈τ ± c|ξ|〉, 〈τ1 − |ξ1|〉, 〈τ2 + |ξ2|〉) ≥ ||ξ1| − |ξ2|| − c|ξ| .
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We obtain
|ξ|2 = |ξ1|2 + |ξ2|2 + 2〈ξ1, ξ2〉 = ||ξ1| − |ξ2||2 + 2|ξ1||ξ2|(1 + cos∠(ξ1, ξ2))
≤ ||ξ1| − |ξ2||2 + 2|ξ1||ξ2||π − ∠(ξ1, ξ2)|2
≤ ||ξ1| − |ξ2||2 + 2|ξ1||ξ2|π22−10(1− c) N
2
0
N1N2
≤ ||ξ1| − |ξ2||2 + 2|ξ1||ξ2|π22−6(1− c) |ξ|
2
|ξ1||ξ2|
≤ ||ξ1| − |ξ2||2 + 1− c
2
|ξ|2 .
This implies
1 + c
2
|ξ|2 ≤ ||ξ1| − |ξ2||2 ,
so that
max(〈τ ± c|ξ|〉, 〈τ1 − |ξ1|〉, 〈τ2 − |ξ2|〉) ≥ (
√
1 + c
2
− c)|ξ| ≥ 1− c
4
|ξ| .

We combine Prop. 3.4 and Prop. 3.5 to prove (10) and (11) .
Proposition 3.6. Assume s > − 12 and 1 ≤ N0 . N1 ∼ N2 , M1 := 25(1 −
c)−
1
2
(N1N2)
1
2
N0
, Lmax ≪ N1 . Then the following estimates apply:∑
N1
∑
1≤N0.N1∼N2
∑
L0,L1,L2≤N1
∑
−M1≤j1,j2≤M1−1
0≤π−α(j1,j2)≤πM−11
|I1(f, g1|Qj1
M1
, g2|Qj2
M1
)|
. ‖f‖
X
s,b
±,c
‖g1‖Xs,b− ‖g2‖X−s,1−b−+∑
N1
∑
1≤N0.N1∼N2
∑
L0,L1,L2≤N1
∑
−M1≤j1,j2≤M1−1
0≤π−α(j1,j2)≤πM−11
|I2(f, g1|Qj1M1 , g2|Qj2M1 )|
. ‖f‖
X
−s,1−b−
±,c
‖g1‖Xs,b− ‖g2‖Xs,b+ ,
where
I1 := N
−1
1
∫
(P
K
±,c
N0,L0
f)(PK−N1,L1
g1)(PK+N2,L2
g2)dtdx ,
and
I2 := N0N
−1
1 N
−1
2
∫
(P
K
±,c
N0,L0
f)(PK−N1,L1
g1)(PK+N2,L2
g2)dtdx .
Proof. Using Lmax . N1 and b =
1
2+ it suffices to prove for supp f ⊂ K±,cN0,L0 ,
supp g1 ⊂ K−N1,L1 , supp g2 ⊂ K+N2,L2 the estimate
|I1(f, g1|Qj1M1 , g2|Qj2M1 )| . N
s
0N
s−
1 N
−s
2 (L0L1L2)
1
2 ‖f‖L2‖g1|Qj1M1 ‖L2‖g2|Qj2M1 ‖L2 .
By Prop. 3.5 we obtain Lmax & N0 . Let L0 & N0 (the other cases being similar).
We obtain by Prop. 2.1:
|I1(f, g1|Qj1M1 , g2|Qj2M1 )| . N
−1
1 ‖χK±,c
N0,L0
(g1|Qj1M1
g2|Qj2M1
)‖L2‖f‖L2
. N−11 N
1
2
0 N
1
2
1 L
1
2
1 L
1
2
2
L
1
2
0
N
1
2
0
‖g1|Qj1M1 ‖L2‖g2|Qj2M1 ‖L2‖f‖L2 .
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It remains to prove N
− 12
1 . N
s
0N
0−
1 , which applies for s > − 12 . Moreover we need
|I2(f, g1|Qj1
M1
, g2|Qj2
M1
)| . N−s0 Ns−1 Ns2 (L0L1L2)
1
2 ‖f‖L2‖g1|Qj1
M1
‖L2‖g2|Qj2
M1
‖L2 .
By Prop. 3.5 we obtain similarly
|I2(f, g1|Qj1M1 , g2|Qj2M1 )| . N0N
−1
1 N
−1
2 ‖χK±,c
N0,L0
(g1|Qj1M1
, g2|Qj2M1
)‖L2‖f‖L2
. N0N
−1
1 N
−1
2 N
1
2
0 N
1
2
1 L
1
2
1 L
1
2
2
L
1
2
0
N
1
2
0
‖g1|Qj1
M1
‖L2‖g2|Qj2
M1
‖L2‖f‖L2 .
This implies the desired estimate, because
N0N
− 32
1 . N
−s
0 N
2s−
1 ⇐⇒ N1+s0 . N
3
2+2s−
1
if s > − 12 . 
Proposition 3.7. Assume s > − 12 and 1 ≤ N0 . N1 ∼ N2 , N1 ≥ 2−4(1 − c)N2
and N2 ≥ 2−4(1 − c)N1 , M1 , I1 , I2 as in Prop. 3.6 , Lmax ≪ N1 . Then the
following estimates apply:∑
N1
∑
1≤N0.N1∼N2
N1≥ 1−c24 N2,N2≥
1−c
24
N1
∑
L0,L1,L2≤N1
∑
1≪A≤M1
∑
−A≤j1,j2≤A−1
pi
2A≤|π−α(j1,j2)|≤ 2piA
|I1(f, g1|Qj1A , g2|Qj2A )|
. ‖f‖
X
s,b
±,c
‖g1‖Xs,b− ‖g2‖X−s,1−b−+∑
N1
∑
1≤N0.N1∼N2
N1≥ 1−c
24
N2,N2≥ 1−c
24
N1
∑
L0,L1,L2≤N1
∑
1≪A≤M1
∑
−A≤j1,j2≤A−1
pi
2A≤|π−α(j1,j2)|≤ 2piA
|I2(f, g1|Qj1
A
, g2|Qj2
A
)|
. ‖f‖
X
−s,1−b−
±,c
‖g1‖Xs,b− ‖g2‖Xs,b+ .
Proof. We only treat the case 1 ≪ N0 . Otherwise the result is easily obtained
by Ho¨lder’s inequality. Using Lmax . N1 and b =
1
2+ it suffices to prove for
supp f ⊂ K±,cN0,L0 , supp g1 ⊂ K−N1,L1 , supp g2 ⊂ K+N2,L2 the estimate∑
1≪A≤M1
∑
−A≤j1,j2≤A−1
pi
2A≤|π−α(j1,j2)|≤ 2piA
|I1(f, g1|Qj1
A
, g2|Qj2
A
)|
. Ns0N
s−
1 N
−s
2 (L0L1L2)
1
2 ‖f‖L2‖g1‖L2‖g2‖L2 .
By Prop. 3.4 we obtain:∑
1≪A≤M1
∑
−A≤j1,j2≤A−1
pi
2A≤|π−α(j1,j2)|≤ 2piA
|I1(f, g1|Qj1A , g2|Qj2A )|
.
∑
1≪A≤M1
∑
−A≤j1,j2≤A−1
pi
2A≤|π−α(j1,j2)|≤ 2piA
N−11 N
1
2
0 (L0L1L2)
1
2A
7
8 ‖g1|Qj1
A
‖L2‖g2|Qj2
A
‖L2‖f‖L2
. N−11 N
1
2
0 N
7
8
1 N
− 78
0 (L0L1L2)
1
2 ‖g1‖L2‖g2‖L2‖f‖L2
by A ≤ M1 ∼ N1N−10 . It remains to prove N−11 N
1
2
0 N
7
8
1 N
− 78
0 . N
s
0N
0−
1 ⇔
N
−s− 38
0 . N
1
8−
1 , which applies for s > − 12 . Moreover we need∑
1≪A≤M1
∑
−A≤j1,j2≤A−1
pi
2A≤|π−α(j1,j2)|≤ 2piA
|I2(f, g1|Qj1A , g2|Qj2A )|
. N−s0 N
s−
1 N
s
2 (L0L1L2)
1
2 ‖f‖L2‖g1‖L2‖g2‖L2 .
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By Prop. 3.4 we obtain∑
1≪A≤M1
∑
−A≤j1,j2≤A−1
pi
2A≤|π−α(j1,j2)|≤ 2piA
|I2(f, g1|Qj1A , g2|Qj2A )|
.
∑
1≪A≤M1
∑
−A≤j1,j2≤A−1
pi
2A≤|π−α(j1,j2)|≤ 2piA
N0N
−1
1 N
−1
2 N
1
2
0 (L0L1L2)
1
2A
7
8
· ‖g1|Qj1
A
‖L2‖g2|Qj2
A
‖L2‖f‖L2
. N0N
−1
1 N
−1
2 N
1
2
0 N
7
8
1 N
− 78
0 (L0L1L2)
1
2 ‖g1‖L2‖g2‖L2‖f‖L2
by A ≤M1 ∼ N1N−10 . This implies the desired estimate, because
N
3
2
0 N
−2
1 N
7
8
1 N
− 78
0 . N
−s
0 N
2s−
1 ⇐⇒ Ns+
5
8
0 . N
9
8+2s−
1
if s > − 12 . 
Proof of Proposition 1.1. Summarizing the results in chapter 1 and chapter 2 we
have proven the estimates (7) and (8) whenever s > − 12 , and thus also Proposition
1.1. 
Proof of Theorem 1.1. By well-known arguments (cf. e.g. [GTV]) the bilinear es-
timates in Proposition 1.1 directly imply Theorem 1.1. Corollary 1.1 and the sub-
sequent remark are also standard consequences of the used iteration argument in
Bourgain-Klainerman-Machedon spaces (cf. also e.g. [GTV]). 
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