



















BANDLIMITED APPROXIMATIONS AND ESTIMATES
FOR THE RIEMANN ZETA-FUNCTION
EMANUEL CARNEIRO, ANDRE´S CHIRRE AND MICAH B. MILINOVICH
Abstract. In this paper, we provide explicit upper and lower bounds for the argument of the Riemann
zeta-function and its antiderivatives in the critical strip under the assumption of the Riemann hypothesis.
This extends the previously known bounds for these quantities on the critical line (and sharpens the error
terms in such estimates). Our tools come not only from number theory, but also from Fourier analysis and
approximation theory. An important element in our strategy is the ability to solve a Fourier optimization
problem with constraints, namely, the problem of majorizing certain real-valued even functions by bandlim-
ited functions, optimizing the L1pRq´error. Deriving explicit formulae for the Fourier transforms of such
optimal approximations plays a crucial role in our approach.
1. Introduction
In this paper, we make use of fine tools from harmonic analysis and approximation theory to prove a
number of new estimates in the theory of the Riemann zeta-function.
1.1. Definitions. Let ζpsq denote the Riemann zeta-function. For 1
2
ď α ď 1 we define
S0,αptq “ 1π arg ζ
`
α` it˘,
where the argument is obtained by a continuous variation along straight line segments joining the points 2,
2` it and α` it, assuming that this path has no zeros of ζpsq, with the convention that arg ζp2q “ 0. If this
path has zeros of ζpsq (including the endpoint α` it) we set
S0,αptq “ 12 lim
εÑ0`
tS0,αpt` εq ` S0,αpt´ εqu .
We now define a sequence of antiderivatives Sn,αptq that encode useful information on the oscillatory character




Sn´1,αpτqdτ ` δn,α , (1.1)













log |ζpσ0q| dσ0 dσ1 . . . dσ2k´2











dσ0 dσ1 . . . dσ2k´1 “ p´1q
k´1p1´ αq2k
p2kq!
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for n “ 2k. In Theorem 2, we give precise upper and lower bounds for all the iterates Sn,αptq for α in the
critical strip.
1.2. Behavior on the critical line. In the case α “ 1
2
, let us simply write Snptq “ Sn, 1
2
ptq to return to
classical notation (e.g. Littlewood [28] and Selberg [36]). The argument function Sptq “ S0ptq is intrinsically
















where Nptq counts (with multiplicity) the number of zeros ρ “ β ` iγ of ζpsq such that 0 ă γ ď t, where
zeros with ordinate γ “ t are counted with weight 1
2
.
The Riemann hypothesis (RH) states that the non-trivial zeros of ζpsq can be written as ρ “ 1
2
` iγ with







for n ě 0. The order of magnitude of (1.2) has never been improved, and the efforts have been concentrated
in optimizing the value of the implicit constant. The state of the art in this problem is the following result
of [3, 5].
Theorem 1 (cf. [3, 5]). Assume the Riemann hypothesis. For n ě 0 and t sufficiently large we have
´ `C´n ` op1q˘ log tplog log tqn`1 ď Snptq ď `C`n ` op1q˘ log tplog log tqn`1 , (1.3)
where C˘n are positive constants given by





‚ For n “ 4k ` 1, with k P Zě0,
C´n “
ζpn` 1q
π ¨ 2n`1 and C
`
n “
p1´ 2´nq ζpn` 1q
π ¨ 2n`1 .
‚ For n “ 4k ` 3, with k P Zě0,
C´n “
p1´ 2´nq ζpn` 1q




π ¨ 2n`1 .
‚ For n ě 2 even,




















The terms op1q in (1.3) are Onplog log log t{ log log tq.
One consequence of Theorem 2, below, is a slight sharpening of this result. The cases n “ 0 and n “ 1 in
Theorem 1 were proved by Carneiro, Chandee and Milinovich [3] (see [4] for an alternative proof for n “ 0),
1Throughout the paper we use Vinogradov’s notation f “ Opgq (or f ! g) to mean that |fptq| ď C |gptq| for a certain constant
C ą 0. In the subscript we indicate the parameters in which such constant C may depend on.
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while the cases n ě 2 were proved by Carneiro and Chirre [5]. In the case n “ 0, this improved upon
earlier works of Goldston and Gonek [19], Fujii [16] and Ramachandra and Sankaranarayanan [35], who had
obtained (1.3) with constants C˘ “ 1{2, C˘ “ 0.67 and C˘ “ 1.12, respectively, replacing the constant
C˘0 “ 1{4. In the case n “ 1, this improved upon earlier works of Fujii [17], and Karatsuba and Korole¨v
[25], who had obtained (1.3) with the pairs of constants pC`, C´q “ p0.32, 0.51q and pC`, C´q “ p40, 40q,
respectively, replacing the pair pC`1 , C´1 q “ pπ{48, π{24q. In the cases n ě 2, this significantly improved upon
the work of Wakasa [38], who had established (1.3) with pairs of constants that depended on n but tended
to the stationary value of 0.3203696... as nÑ 8, whereas the constants C˘n above go to zero exponentially
fast.
Unconditionally, it is known that Sptq “ Oplog tq, S1ptq “ Oplog tq and Snptq “ On
`
tn´1{ log t˘ for n ě 2
(see, for instance, [15] for the latter). In fact, the Riemann hypothesis is equivalent to the statement that
Snptq “ optn´2q as tÑ8, for any n ě 3 (see [15, Theorem 4]).
1.3. Behavior in the critical strip. The main purpose of this paper is to extend the bounds of Theorem
1 to the critical strip in an explicit way. Assuming RH, for 1
2
ă α ă 1, another function that will play an
important role in our study is the derivative












pk ` 1qn .
The function xHnpxq “ Linpxq is known as polylogarithm of order n in the classical terminology of special
functions. Note that H0pxq “ 1{p1´ xq for |x| ă 1. Our main result is stated below, in which we regard α
and t as free parameters.
Theorem 2. Assume the Riemann hypothesis and let n ě ´1. Let 1
2
ă α ă 1 and c ą 0 be a given real
number. Let t ą 0 be such that log log t ě 4. In the range
p1´ αq2 log log t ě c (1.4)
we have the uniform bounds:
(i) For n “ ´1,




p1´ αq2 log log t
˙














(ii) For n ě 0,
´C´n,αptq
plog tq2´2α
plog log tqn`1 `On,c
ˆ plog tq2´2α





plog log tqn`1 `On,c
ˆ plog tq2´2α




Above, C˘n pα, tq are positive functions given by:
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Remark: In the course of the proof of Theorem 2 we obtain slightly stronger bounds than the ones presented
in (1.5) (see inequalities (5.12) and (5.15) below). In the statement of Theorem 2 we presented the error
terms in (1.5) and (1.6) in a convenient way for our interpolation argument in Section 6.
Observe that letting α Ñ 1
2
`
in our Theorem 2 (for n ě 0), we obtain a sharpened version of Theorem
1 with improved error terms (a factor log log log t has been removed). In particular, we record here the
following consequence, a new proof of the best known bound for Sptq under RH (in fact, with a sharpened
error term when compared to [3] and [4])2.











Using the lower bound for the function S´1,αptq in Theorem 2, we also deduce a new proof of the best
known bound for log |ζp1
2
`itq| under RH (see [13] and [1]).















We deduce Corollary 4 from Theorem 2 at the end of this subsection. Observe that the lower bound for
S´1,αptq in Theorem 2 is stable under the limit αÑ 12
`
, whereas the upper bound is not. This is somewhat
expected since Sptq has jump discontinuities at the ordinates of the non-trivial zeros of ζpsq. In our case such




this Poisson kernel converges to a delta function. This lack of stability may be related to the existence of
small gaps between ordinates of zeros of ζpsq. Something similar can be seen in the work of Ki [27] on the
distribution of the zeros of ζ 1psq.
In order to find bounds for S0,αptq which are stable under the limit αÑ 12
`
(and hence extend Theorem
1), we modified a bit our interpolation method in §6.2 to use both bounds for S1,αptq and only the lower
bound for S´1,αptq. If one is interested in bounds as tÑ8 for a fixed α with 12 ă α ă 1, our Theorem 2 yields
the following corollary (the bounds below can be made uniform in δ ą 0 if we consider 1
2
` δ ď α ď 1´ δ.)
Corollary 5. Assume the Riemann hypothesis and let n ě ´1. Let 1
2





αp1´ αq ` op1q
˙ plog tq2´2α
plog log tqn`1 ,
as tÑ8, where ωn “ 1 if n is odd and ωn “
?
2 if n is even.
2For an explanation of why all these methods lead to the same constant 1{4 in the bound for Sptq, see [4, Section 3].
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This plainly follows from (1.7) and (1.9) for n ‰ 0. For the case n “ 0 one would simply perform the full
interpolation method as described in §6.1 (using the upper and lower bounds for both S1,αptq and S´1,αptq)
to obtain the optimized constant as in (1.9).
Remark: The extra factor
?
2 in Corollary 5 when n is even comes from (1.9) and it is due to our indirect
interpolation argument. In principle, if one could directly solve the associated extremal Fourier analysis
problem in the case of n even, this could lead to a better bound than (1.9). We note, however, that this is
a highly nontrivial problem in approximation theory. See the discussion in §1.4 below.
Finally, notice that we have purposely restricted our range to be strictly inside the critical strip, away
from the line α “ 1. With our methods it is also possible (by means of some additional technical work) to
consider the case when the parameter α is close to 1, obtaining bounds of the sort Sn,αptq “ Onp1q, for n ě 1
(with explicit constants). We do not pursue such matters here, feeling that classical methods in the literature
are more suitable to treat this range. In fact, bounds for Sn,1ptq, for n ě 1, are easily obtainable directly
from (2.1) and the use of Fubini’s theorem with the series representation in the region tz P C; Re z ą 1u.
These bounds would be equal to our bounds in the cases of n odd, and better in the case of n even, since
we use an indirect approach, via interpolation, for these cases. In the particular case of n “ 0, the known
bound |S0,1ptq| ď 1π log log log t ` Op1q (see [33, Corollary 13.16]) is not easily obtainable by our particular
interpolation argument.
Proof of Corollary 4. Assuming RH, it follows from [33, Corollary 13.16] that
log |ζpσ ` itq| ď log 1
1´ σ `O
ˆ plog tq2´2σ
p1 ´ σq log log t
˙
uniformly for 1{2` 1{ log log t ď σ ď 1 ´ 1{ log log t and t ě 3. Therefore, letting δ “ δptq “ 1
2





























pσ ` itq ď plog tq
2´2σ











1` plog tq1´2σ `O
`pσ´ 1
2
qplog tq2´2σ˘* dσ `Oˆ log tplog log tq2
˙
.
The corollary now follows from the estimatesż δ
1{2
plog tq2´2σ









´ log t logp1` 1{ log tq





qplog tq2´2σ dσ ! log tplog log tq2 .

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1.4. General Strategy. Our approach is partly motivated by the ideas of Goldston and Gonek [19] on
the use of the Guinand-Weil explicit formula applied to special functions with compactly supported Fourier
transforms. These ideas have later been used by Chandee and Soundararajan [13] and other authors [1, 3,
4, 5, 6, 32] to bound several objects related to the Riemann zeta-function and other L-functions. It is worth
mentioning that here we face severe additional technical challenges in order to fully develop this circle of
ideas to reach our desired conclusion.
The strategy can be broadly divided into the following four main steps:
1.4.1. Step 1: Representation lemma. The first step is to identify certain functions of a real variable that
are naturally connected with the objects to be bounded, in our case the functions Sn,αptq. For each n ě ´1
and 1
2
ď α ď 1 we define the function fn,α : RÑ R in the following manner.


































q2 ` x2 . (1.12)
We prove a representation lemma (Lemma 7) where we write Sn,αptq, for each n ě ´1, as a sum of a translate
of the function fn,α over the non-trivial zeros of ζpsq plus some known terms and a small error.
1.4.2. Step 2: Extremal functions. Our tool to evaluate sums over the non-trivial zeros of ζpsq is the Guinand-
Weil explicit formula. However, the functions fn,α defined above do not possess the required smoothness
to allow a direct evaluation. In fact, for α “ 1
2
and n ě 1, we have that fn, 1
2
is of class Cn´1pRq but not
higher (the n-th derivative is discontinuous at the origin). Note also that f0, 1
2
is discontinuous at the origin
and f´1, 1
2
is identically zero. For 1
2
ă α, the functions fn,α are of class C8pRq but do not have an analytic
extension to the strip tz P C; ´ 1
2
´ ε ă Im z ă 1
2
` εu. In fact, the functions fn,α are analytic in the strip
tz P C; ´pα´ 1
2
q ă Im z ă pα´ 1
2
qu but the n-th derivative of fn,α cannot be extended continuously to the
points ˘pα´ 1
2
qi, for n ě 0 (for n “ ´1 the function f´1,α has a pole at ˘pα´ 12 qi).
The idea is then to replace the functions fn,α by suitable bandlimited approximations (real-valued ma-
jorants and minorants with compactly supported Fourier transforms) chosen in such a way to minimize the
L1pRq´distance. This is known as the Beurling-Selberg extremal problem in harmonic analysis and approx-
imation theory (the excellent survey of J. D. Vaaler [37] provides a nice introduction to the subject). In our
case, the situation is markedly different depending upon whether n is even or odd. When n ě ´1 is odd, the
function fn,α is even, and the robust Gaussian subordination framework of Carneiro, Littmann and Vaaler
[11] provides the required extremal functions. When n is even, the function fn,α is odd and continuous
(except in the case n “ 0 and α “ 1
2
, which was considered in [3]). In this general situation, the solution of
the Beurling-Selberg extremal problem is unknown. Therefore, we adopt a different approach based on an
interpolation argument.
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1.4.3. Step 3: Guinand-Weil explicit formula and asymptotic analysis. In the case of n odd, n ě ´1, we
bound Sn,αptq by applying the Guinand-Weil explicit formula to the Beurling-Selberg majorants and opti-
mizing the size of the support of the Fourier transform. This is possible via a careful asymptotic analysis of
all the terms that appear in the explicit formula. In particular, we highlight that one of the main technical
difficulties of this work, when compared to [3, 5], is in the analysis of the sum over primes powers. This term
is easily handled in the works [3, 5] when α “ 1
2
but, in the case α ą 1
2
that we treat here, we must perform
a much deeper analysis, using the explicit knowledge of the Fourier transform of the majorant function. We
collect in two appendices at the end of the paper some of the calculus facts and some of the number theory
facts that are needed for this analysis.
1.4.4. Step 4: Interpolation tools. Having obtained the desired bounds for all odd n’s, with n ě ´1, we
proceed with an interpolation argument to obtain the estimate for the even n’s in between, exploring the
smoothness of Sn,αptq via the mean value theorem. An optimal choice of the parameters involved in the
interpolation argument yields the desired bounds for the even n’s.
2. The representation lemma
In this section we collect some useful auxiliary results. Lemmas 6 and 7 below have appeared in [5,
Lemmas 2 and 3] in the case α “ 1
2
. The proofs for general 1
2
ď α ď 1 are essentially analogous. We include
here brief versions of these proofs, both for completeness and for the convenience of the reader. Our starting
point is the following formula motivated by the work of Selberg [36, Section 2].
Lemma 6. Assume the Riemann hypothesis.
(i) For n ě 0, 1
2
ď α ď 1 and t ą 0 pand t not coinciding with the ordinate of a zero of ζpsq when n “ 0
and α “ 1
2
q, we have














(ii) For n “ ´1, 1
2
ă α ď 1 and t ą 0, we have







Proof. For the case α “ 1
2
this is stated without proof in Selberg [36, Section 2] and it is proved by Fujii in
[15, Lemmas 1 and 2]. We provide here a proof for general 1
2
ď α ď 1 by induction for n ě 0. The validity of
the formula for n “ 0 is clear. Let Rn,αptq be the expression on the right-hand side of (2.1). Let us assume
that the result holds for n “ 0, 1, 2, . . . ,m´ 1. Differentiating under the integral sign and using integration
by parts one can check that R1m,αptq “ Rm´1,αptq “ Sm´1,αptq (in case α “ 12 and m “ 1 we may assume
here that t is not the ordinate of a zero). From (1.1) it remains to show that limtÑ0` Rm,αptq “ δm,α for
m ě 1. This follows by integrating by parts m times and then taking the limit as t Ñ 0`. Part (ii) just
follows from the definition of S´1,αptq. 
We are now in position to state the main result of this section, an expression that connects Sn,αptq with
the functions fn,α defined in (1.10), (1.11) and (1.12). In the proof of Theorem 2 we shall only use the case
of n odd, but we state here the representation for n even as well, as a result of independent interest.
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Lemma 7 (Representation lemma). Assume the Riemann hypothesis. For each n ě ´1 and 1
2
ď α ď 1
pexcept n “ ´1 and α “ 1
2
q, let fn,α : R Ñ R be defined as in (1.10), (1.11) and (1.12). For t ě 2 pand t
not coinciding with an ordinate of a zero of ζpsq in the case n “ 0 and α “ 1
2
q the following formulae hold.






f2m,αpt´ γq ` Omp1q. (2.2)











f2m`1,αpt´ γq `Omp1q. (2.3)
(iii) If n “ ´1, then















The sums in (2.2), (2.3) and (2.4) run over the ordinates of the non-trivial zeros ρ “ 1
2
` iγ of ζpsq.
Proof. We first treat (ii). It follows from Lemma 6 and integration by parts that



































pσ ´ αq2m log |ζpσ ` itq| dσ `Omp1q.
(2.5)
The idea is to replace the integrand by an absolutely convergent sum over the zeros of ζpsq and then integrate
term-by-term. In order to do so, we start with Riemann’s ξ´function defined by
ξpsq “ 1
2




The function ξpsq is entire of order 1 and the zeros of ξpsq correspond to the non-trivial zeros of ζpsq. By









where ρ “ β ` iγ runs over the non-trivial zeros of ζpsq, A is a constant and B “ ´řρRe p1{ρq. Note that



















log |ξpσ ` itq| ´ log ˇˇξ ` 3
2













From Stirling’s formula for Γpsq (cf. [14, Chapter 10]) we obtain



















ď σ ď 3
2






























































where the interchange between summation and integration can be justified, for instance, by the monotone
convergence theorem, since all the terms involved are nonnegative. This concludes the proof of (ii).
We now move to the proof of (iii). Let s “ α` it and recall that we are assuming t ě 2. From the partial























log π ´ 1
s´ 1 , (2.7)






















Finally, the proof of (i) follows along the same lines, starting with (2.1), restricting the range of integration
to the interval pα, 3
2





` itq to balance the equation. The details of the proof are left to the interested reader. 
In the proof of Theorem 2 we will be using the following version of the Guinand-Weil explicit formula
which connects the zeros of the zeta function and the prime powers.
Lemma 8 (Guinand-Weil explicit formula). Let hpsq be analytic in the strip |Im s| ď 1
2
` ε for some ε ą 0,
and assume that |hpsq| ! p1 ` |s|q´p1`δq for some δ ą 0 when |Re s| Ñ 8. Let hpwq be real-valued for real
















































where ρ “ β` iγ are the non-trivial zeros of ζpsq, Γ1{Γ is the logarithmic derivative of the Gamma function,
and Λpnq is the Von-Mangoldt function defined to be log p if n “ pm with p a prime number and m ě 1 an
integer, and zero otherwise.
Proof. This is [19, Lemma 1]. The proof follows from [24, Theorem 5.12]. 
As noted in the introduction, the functions fn,α that appear in Lemma 7 do not possess the required
smoothness properties to allow the application of the Guinand-Weil formula. The key idea to prove Theorem
2, in the case of n odd, is to replace the functions fn,α by appropriate extremal majorants and minorants of
exponential type (thus with a compactly supported Fourier transform by the Paley-Wiener theorem). These
bandlimited approximations are described in the next section.
3. Extremal bandlimited approximations





The celebrated Paley-Wiener theorem states that a function g P L2pRq has Fourier transform supported in
the interval r´∆,∆s if and only if it is equal almost everywhere to the restriction to R of an entire function
of exponential type 2π∆. The term bandlimited is commonly used in the applied literature in reference to
functions that have compactly supported Fourier transforms.
In this section we consider a particular instance of the so called Beurling-Selberg extremal problem in
Fourier analysis and approximation theory. In general terms, this is the problem of finding one-sided ap-
proximations of real-valued functions by entire functions of prescribed exponential type, seeking to minimize
the L1pRq´error. This problem has its origins in the work of A. Beurling in the late 1930’s, in which he
constructed extremal majorants and minorants of exponential type for the signum function. Later, A. Sel-
berg used Beurling’s extremal functions to produce majorants and majorants for characteristic functions of
intervals, and applied these in connection to large sieve inequalities. The survey [37] by J. D. Vaaler is the
classical reference on the subject, describing some of the historical milestones of the problem and presenting
several interesting applications of such special functions in analysis and number theory.
In recent years there has been considerable progress both in the constructive aspects and in the range
of applications of such extremal bandlimited approximations. For the constructive theory we highlight, for
instance, the works [8, 11, 12, 22, 26, 29, 30, 31] in the one-dimensional theory and the works [7, 9, 10, 20, 23]
in the multi-dimensional and weighted theory. These allowed new applications in the theory of the Riemann
zeta-function and general L-functions, for instance in [1, 2, 3, 4, 5, 6, 13, 18, 19, 32].
The Gaussian subordination framework of Carneiro, Littmann and Vaaler [11] is a robust method to solve
the Beurling-Selberg problem for even functions in dimension one. This is the main tool we shall use in this







where ν is a finite nonnegative Borel measure on p0,8q, fall under the scope of [11]. It turns out that our
functions fn,α when n is odd, defined in (1.11) and (1.12), are included in this class as we shall see from
the results below. Moreover, it is also crucial for our purposes to have a detailed description of the Fourier
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transforms of our majorants and minorants in order to analyze the contribution from the primes and prime
powers in the explicit formula.
3.2. Approximations to the Poisson kernel. We start with the case of the Poisson kernel f´1,α. In
order to simplify the notation we let β “ α´ 1
2
and define
hβpxq :“ f´1,αpxq “ β
β2 ` x2 . (3.1)
The solution of the extremal problem for the Poisson kernel below is of independent interest and may have
other applications in analysis and number theory. Recall that a real entire function is an entire function
whose restriction to R is real-valued.
Lemma 9 (Extremal functions for the Poisson kernel). Let β ą 0 be a real number and let ∆ ą 0 be a
real parameter. Let hβ : R Ñ R be defined as in (3.1). Then there is a unique pair of real entire functions
m´β,∆ : CÑ C and m`β,∆ : CÑ C satisfying the following properties:
(i) The real entire functions m˘β,∆ have exponential type 2π∆.
(ii) The inequality
m´β,∆pxq ď hβpxq ď m`β,∆pxq
holds pointwise for all x P R.







The functions m˘β,∆ are even and verify the following additional properties:















1` e´2πβ∆ . (3.3)
(v) The Fourier transforms of m˘β,∆, namely
pm˘β,∆pξq “ ż 8
´8
m˘β,∆pxq e´2πixξ dx ,

















In particular, the function m´β,∆ is nonnegative on R.
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(vii) Assume that 0 ă β ď 1
2
and ∆ ě 1. For any real number x we have
0 ă m´β,∆pxq ď hβpxq ď m`β,∆pxq !
1
βp1 ` x2q , (3.6)








where the constants implied by the ! notation are universal.





















where νβ,∆ is the finite nonnegative measure given by dνβ,∆pλq “ πβ∆2 e´πλβ2∆2 dλ.
From [11, Section 11] we know that there is a unique extremal majorant M`β,∆pzq of exponential type
2π and a unique extremal minorant M´β,∆pzq of exponential type 2π for the real-valued function Hβ,∆, and





























z ´ n` 1
2





z ´ n` 1
2
˘ + . (3.10)
We now set
m`β,∆pzq :“M`β,∆p∆zq and m´β,∆pzq :“M´β,∆p∆zq,
and a simple change of variables shows that these will be the unique extremal functions of exponential type
2π∆ for hβ, as described in (i), (ii) and (iii). From (3.9) and (3.10) it is clear that M
˘




We now verify properties (iv) - (vii).
Property (iv). Since M˘β,∆ are entire functions of exponential type 2π whose restrictions to R belong to
L1pRq, a classical result of Plancherel and Po´lya [34] (see also [37, Eq. (3.1) and (3.2)]) guarantees that
M˘β,∆ are bounded on the real line and hence belong to L
2pRq as well. Moreover, still by [34], their derivatives
pM˘β,∆q1 are also entire functions of exponential type 2π whose restrictions to R belong to L1pRq X L2pRq.
In particular, M˘β,∆ are integrable and of bounded variation on R, and thus the Poisson summation formula
holds pointwise. This can be used to calculate the values of the integrals of M˘β,∆. Using the fact that xM˘β,∆
are supported in the interval r´1, 1s (which follows from the Paley-Wiener theorem) and the fact that M`β,∆
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interpolates the values of Hβ,∆ at Z (resp. M
´


























p´1qk pHβ,∆pkq “ 8ÿ
k“´8






The relation pm˘β,∆p0q “ 1∆xM˘β,∆p0q and the fact that phβp0q “ ş8´8 hβpxqdx “ π lead us directly to (3.2) and
(3.3). This establishes property (iv).
Property (v). We have already noted that the Fourier transforms xM˘β,∆ are continuous functions (since
M˘β,∆ P L1pRq) supported in the interval r´1, 1s. From a classical result of Vaaler [37, Theorem 9] one has
the explicit expression for the Fourier transform of the majorant, in which we use the fact that M`β,∆pnq “








































H 1β,∆pnq e´2πinξ “
8ÿ
k“´8








2πipξ ` kqπ∆ e´2πβ∆|ξ`k|
“ 2π2i∆sgnpξq
˜

















and from the fact that pm˘β,∆pξq “ 1∆xM˘β,∆´ ξ∆¯ (3.14)
we arrive at (3.4) for the majorant.
For the minorant we proceed analogously. From [37, Theorem 9] one has the representation, in which we




p1´ |ξ|qM´β,∆pn` 12 q `
1
2πi










p1´ |ξ|qHβ,∆pn` 12 q `
1
2πi







for ξ P r´1, 1s. Poisson summation now yields
8ÿ
n“´8



















2πi pξ ` kq p´1qk pHβ,∆pξ ` kq
“ 2π2i∆sgnpξq
˜
















and using (3.14) we arrive at (3.4) for the minorant. This completes the proof of (v).










We omit the details of this calculation.










We then note that in the range 0 ă β ď 1
2
and ∆ ě 1 the following estimates hold:
β




































βp1 ` x2q .
(3.20)
Using (3.19) and (3.20) in (3.18) yields the estimate
m`β,∆pxq !
1
βp1 ` x2q .
























p1 ` |w ` iγ|q ¨
1
p1 ` |w ´ iγ|q !
1
1` |w| (3.23)




























! 1` pβ∆q2 ! ∆2 ,





and this leads to (3.8). This concludes the proof of the lemma. 
3.3. Approximations to the functions f2m`1,α. Our next task is to present the analogue of Lemma
9 (i.e. the solution of the Beurling-Selberg extremal problem) for the family of even functions f2m`1,α
defined in (1.11). We highlight the explicit description of the Fourier transforms of the extremal bandlimited
approximations. This is a slightly technical but extremely important part of this work, since these Fourier
transforms will play an important role in the evaluation of the sum over prime powers in the explicit formula.
Lemma 10 (Extremal functions for f2m`1,α). Let m ě 0 be an integer and let 12 ď α ď 1 and ∆ ě 1 be real














Then there is a unique pair of real entire functions g´2m`1,α,∆ : CÑ C and g`2m`1,α,∆ : CÑ C satisfying the
following properties:
(i) The real entire functions g˘2m`1,α,∆ have exponential type 2π∆.
(ii) The inequality
g´2m`1,α,∆pxq ď f2m`1,αpxq ď g`2m`1,α,∆pxq
holds pointwise for all x P R.







The functions g˘2m`1,α,∆ are even and verify the following additional properties:
(iv) For any real number x we have ˇˇ
g˘2m`1,α,∆pxq
ˇˇ !m 1
1` x2 , (3.24)
and, for any complex number z “ x` iy, we haveˇˇ
g˘2m`1,α,∆pzq
ˇˇ !m ∆2e2π∆|y|p1`∆|z|q , (3.25)
where the constants implied by the !m notation depend only on m.
(v) The Fourier transforms of g˘2m`1,α,∆, namely
pg˘2m`1,α,∆pξq “ ż 8
´8
g˘2m`1,α,∆pxq e´2πixξ dx,
are continuous functions supported on the interval r´∆,∆s and satisfyˇˇpg˘2m`1,α,∆pξqˇˇ !m 1. (3.26)









pσ ´ αq2m log
˜













pσ ´ αq2m log
˜




(vii) At ξ “ 0 we have
pg˘2m`1,α,∆p0q “ π ` 32 ´ α˘2m`2p2m` 1qp2m` 2q ´ 1∆
ż 3{2
α
pσ ´ αq2m log
˜
















p2mq! e´2π|ξ`k∆|pα´ 12 q









´ α˘2m`1´j ¸ff , (3.30)
where γj “ p2mq!p2m`1´jq! , for 0 ď j ď 2m` 1.
Proof. Fix m ě 0 and 1
2
ď α ď 1. For ∆ ě 1 we consider the nonnegative Borel measure ν∆ “ ν2m`1,α,∆


















































pσ ´ αq2m log
˜
x2 `∆2





































where the interchange of the integrals is justified since the terms involved are all nonnegative. It follows
from (1.11) that
f2m`1,αpxq “ F∆p∆xq. (3.32)
In particular, this shows that the measure ν∆ is finite on p0,8q sinceż 8
0
dν∆pλq “ F∆p0q “ f2m`1,αp0q.
From the general Gaussian subordination framework of [11, Section 11], there is a unique extremal majo-
rant G`∆pzq “ G`2m`1,α,∆pzq and a unique extremal minorant G´∆pzq “ G´2m`1,α,∆pzq of exponential type 2π






























z ´ n` 1
2





z ´ n` 1
2
˘+ . (3.34)
Hence, the functions g`∆pzq “ g`2m`1,α,∆pzq and g´∆pzq “ g´2m`1,α,∆pzq defined by
g`∆pzq :“ G`∆p∆zq and g´∆pzq :“ G´∆p∆zq (3.35)
are the unique extremal functions of exponential type 2π∆ for f2m`1,α, as described in (i), (ii) and (iii).
From (3.33) and (3.34) it is clear that G˘∆, and hence g
˘
∆, are even functions.
We now verify the properties (iv) - (viii).
Property (iv). For α “ 1
2
, the function f2m`1, 1
2
was already used in [5] in connection to bounds for S2m`1
in the critical line and is explicitly given by
f2m`1, 1
2






































p2k ` 2m` 1qx2k`1 ,









pxqˇˇ !m 1|x|p1` x2q . (3.36)
On the other hand, directly from the definition (1.11) we see that
0 ď f2m`1,αpxq ď f2m`1, 1
2
pxq and 0 ď ˇˇf 12m`1,αpxqˇˇ ď ˇˇf 12m`1, 1
2
pxqˇˇ (3.37)
for all x P R and 1
2






ˇˇ !m 1|x|p1 ` x2q
(note that the implicit constants do not depend on α). It then follows from (3.32) that (recall the shorthand
notation F∆ “ F2m`1,α,∆)ˇˇ
F∆pxq
ˇˇ !m ∆2
∆2 ` x2 and
ˇˇ
F 1∆pxq
ˇˇ !m ∆2|x|p∆2 ` x2q . (3.38)





















sinπpz ´ n` 1
2
q





























ˇˇ !m ∆2e2π|Im z|
1` |z| .
One can break the sums in (3.39) and (3.40) into the ranges tn ď |z|{2u, t|z|{2 ă n ď 2|z|u and t2|z| ă nu
to verify this last claim. From (3.35) we arrive at (3.25).
To bound the functions G˘∆ on the real line, we explore the fact that F∆ is an even function (and hence










sin2 πpx ´ nq
π2px2 ´ n2q2
˙!
p2x2 ` 2n2qF∆pnq ` px2 ´ n2q 2nF 1∆pnq
)
, (3.42)
and it follows from (3.38) and (3.41) that ˇˇ
G`∆pxq
ˇˇ !m ∆2
∆2 ` x2 . (3.43)
Again, it may be useful to split the sum in (3.42) into the ranges tn ď |x|{2u, t|x|{2 ă n ď 2|x|u and
t2|x| ă nu to verify this last claim. The boundˇˇ
G´∆pxq
ˇˇ !m ∆2
∆2 ` x2 (3.44)
follows in an analogous way, grouping the terms n and 1 ´ n (for n ě 1) in (3.40). From (3.35), (3.43) and
(3.44) we arrive at (3.24).
Property (v). Since g˘2m`1,α,∆ are entire functions of exponential type 2π∆ whose restrictions to R are
integrable, it follows from the Paley-Wiener theorem that their Fourier transforms are continuous functions






Properties (vi) and (vii). From (3.43), (3.44), and the fact that the Fourier transforms pG˘∆ are supported on
r´1, 1s, we may apply the Poisson summation formula pointwise to G˘∆. Recalling that G`∆ interpolates the






























´ σq ´ 2 log
˜









p2m` 1qp2m` 2q ´
ż 3{2
α
pσ ´ αq2m log
˜




















One can prove this directly regarding both sides as a function of the variable b, observing that they agree
when b “ a, and showing that they have the same derivative.

































´ σq ´ 2 log
˜









p2m` 1qp2m` 2q ´
ż 3{2
α
pσ ´ αq2m log
˜





















From (3.45), (3.46) and the dilation relation






we arrive at (3.29).








p2m` 1qp2m` 2q ,
we arrive at (3.27) and (3.28) from (3.29).
Property (viii). From relation (3.47) it suffices to find the explicit form of pG˘∆pξq for ´1 ď ξ ď 1. SincepG˘∆pξq are even functions, we only need to consider the case 0 ă ξ ď 1 (recall that the values at ξ “ 0 were
computed in the proof of property (vii)).
We consider first the majorant. Recall that G`∆pkq “ F∆pkq for all k P Z and pG`∆q1pkq “ F 1∆pkq for all
k P Zzt0u. Note also that pG`∆q1p0q “ 0, since G`∆ is an even function, and that F 1∆p0q “ 0 except in the case
α “ 1
2
and m “ 0, for which F∆ is not differentiable at x “ 0. Our starting point is a result of Vaaler [37,
Theorem 9] that gives us

















F 1∆pkq e´2πikξ. (3.48)
20











pσ ´ αq2m log
˜
k2 `∆2
























where the use of Fubini’s theorem is justified by the absolute convergence of the sum on the left-hand side







and phpξq “ e´2π|ξ|a ´ e´2π|ξ|b|ξ| (3.50)
for real numbers b ě a ą 0 (see [1, §4.1.2]). We then arrive at
8ÿ
k“´8






























We shall use the following indefinite integral [21, §2.321] in our computationsż





























































p2mq! e´2π|ξ`k|pα´ 12 q∆









´ α˘2m`1´jff , (3.53)
with γj “ p2mq!p2m`1´jq! , for 0 ď j ď 2m` 1.
We now evaluate the second sum in (3.48). Using (3.31) we haveÿ
k‰0


































where the use of Fubini’s theorem is again justified by the absolute convergence of the sum on the left-hand
side, which again follows by (3.38). The inner sum in (3.54) can be evaluated via Poisson summation applied
21
to the Fourier transform pair
hpxq “ x
x2 ` a2 ´
x
x2 ` b2 and
phpξq “ ´πi sgnpξq´e´2π|ξ|a ´ e´2π|ξ|b¯ (3.55)
for real numbers b ě a ą 0 (see [1, §4.1.2]). We then arrive at the expressionÿ
k‰0




























The latter use of Fubini’s theorem can be justified by the absolute convergence of the double integral (one
can explicitly sum the exponentials in geometric progressions). In the case α “ 1
2
and m “ 0 one has to be








p2mq! e´2π|ξ`k|pα´ 12 q∆









































´ α˘2m`1´jff , (3.56)
with γj “ p2mq!p2m`1´jq! , for 0 ď j ď 2m` 1.







p2mq! e´2π|ξ`k|pα´ 12 q∆










The change of variables (3.47) leads us directly to the expression (3.30) for the majorant.
The proof for the minorant follows along the same lines, starting with Vaaler’s relation [37, Theorem 9]
and the fact that G´∆pk ` 12 q “ F∆pk ` 12 q and pG´∆q1pk ` 12 q “ F 1∆pk ` 12 q for all k P Z, we have
pG´∆pξq “ p1 ´ |ξ|q 8ÿ
k“´8












“ p1 ´ |ξ|q
8ÿ
k“´8












One now uses Poisson summation with the pairs (3.50) and (3.55) to derive that
8ÿ
k“´8


























































































The remaining computations are analogous to the majorant case. This concludes the proof of the lemma.

4. The sum over prime powers
The idea for our proof of Theorem 2, in the case of odd n, is to replace the functions fn,α in our
representation lemma (Lemma 7) by appropriate majorants and minorants, apply the Guinand-Weil explicit
formula (Lemma 8), and then asymptotically evaluate the resulting terms. Our majorants and minorants
of exponential type 2π∆, denoted here by m˘∆, are even functions, and hence the resulting sum over prime










The purpose of this section is provide a detailed qualitative study of this expression. In order to ease the
flow of the proofs below, we collect several auxiliary calculus and number theory facts in two appendices at
the end of the paper.
4.1. The case of the Poisson kernel f´1,α. Recall that in Lemma 9 we denoted the Poisson kernel by
hβpxq :“ f´1,αpxq “ ββ2`x2 , by introducing the parameter β “ α´ 12 .
Lemma 11 (Sum over prime powers I). Assume the Riemann hypothesis. Let 0 ă β ă 1
2
and ∆ ě 1, and











p1´2βqπ∆ ´ 2 12´β` 1
2





















p1´2βqπ∆ ´ 2 12´β` 1
2





´ β2˘`1` e´2πβ∆˘2 `O `β∆4˘ .
(4.2)
Proof. Let x “ e2π∆ and note that the sums in (4.1) and (4.2) only run for 2 ď n ď x. Using the explicit























cospt lognq¸ . (4.3)
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2βeπ∆ ´ 2 12´βe2πβ∆` 1
2










p1´2βqπ∆ ´ 2 12´β` 1
2











where we have used the fact
1`
1´ e´2πβ∆˘2 ď 1`1´ e´β˘2 ! 1β2 .



























2βeπ∆ ´ 2 12´βe2πβ∆` 1
2










p1´2βqπ∆ ´ 2 12´β` 1
2





´ β2˘`1` e´2πβ∆˘2 `O `β∆4˘ .
This proves the lemma. 
4.2. The case of f2m`1,α, for m ě 0. We now consider the sum over prime powers applied to the extremal
functions of exponential type 2π∆ for the even functions f2m`1,α defined in (1.11). The next lemma collects
the required bounds for our purposes.
Lemma 12 (Sum over prime powers II). Assume the Riemann hypothesis. Let m ě 0, 1
2
ď α ă 1 and
∆ ě 1. Let g˘∆ “ g˘2m`1,α,∆ be the extremal functions for f2m`1,α obtained in Lemma 10, and let c ą 0 be a
given real number. In the region



















Proof. Again we let x “ e2π∆ and note that the sum in (4.4) only runs for 2 ď n ď x. Our idea is to explore












´ α˘2m`1´j !m e´2π∆. (4.5)























































































































x2α´1 n1´αp2 log x´ lognq2m`2
are all nonnegative for n ď x, and we can get upper bounds in (4.6) by just using the trivial inequality
´ 1 ď cospt lognq ď 1. (4.7)
Estimate (4.4) plainly follows from (4.6), (4.7) and Appendices B.1 and B.2. 
5. Applying the Guinand-Weil formula
In this section we prove Theorem 2 in the case of odd n ě ´1.
5.1. The case n “ ´1. Here we keep the notation β “ α´ 1
2
, with 0 ă β ă 1
2
. To further simplify notation,
let m˘∆ “ m˘β,∆ be the extremal functions for the Poisson kernel obtained in Lemma 9. From Lemma 7 and






























For a fixed t ą 0, we consider the functions ℓ˘∆pzq :“ m˘∆pt ´ zq. Then pℓ˘∆pξq “ pm˘∆p´ξqe´2πiξt and the
condition |ℓ˘∆psq| ! p1 ` |s|q´2 when |Re s| Ñ 8 in the strip |Im s| ď 1 follows from (3.6), (3.7), (3.8) and
an application of the Phragme´n-Lindelo¨f principle. Recalling that pm˘∆ are even functions, we apply the
25
































We now proceed with an asymptotic analysis of each term on the right-hand side of (5.2).











˘`m´∆ `t` 12i˘ ˇˇˇ ! β∆2eπ∆1`∆t . (5.4)
5.1.2. Second term. From (3.4) it follows that





and pm´∆p0q “ πˆeπβ∆ ´ e´πβ∆eπβ∆ ` e´πβ∆
˙
! mint1, β∆u. (5.6)
5.1.3. Third term. Recall that the Poisson kernel hβpxq “ ββ2`x2 defined in (3.1) satisfies
ş8
´8 hβpxqdx “ π.
Note also that for 0 ă β ď 1
2
and |x| ě 1 we have
hβpxq “ β
β2 ` x2 ď
1
1` x2 . (5.7)














hβpxq logp2` |x|qdx “ Op1q.
(5.8)





























































5.1.4. Fourth term. This term was treated in Lemma 11.
26











p1´2βqπ∆ ´ 2 12´β` 1
2















Note that in deducing (5.11), the term ´p1{2πq log t in (5.1) cancels with part of the leading term in (5.9).









1`plog tq1´2α˘` p2α´ 1qαp1 ´ αq`1`plog tq1´2α˘2
¸
` 2
1´α α2 ´ 2α p1´ αq2 plog tq2´4α












In the last inequality we only dismissed nonnegative terms. Note the fact that 21´α α2 ě 2α p1 ´ αq2, for
1
2
ď α ď 1. Finally, notice that in the range (1.4) we may use (6.24) to transform the error term of (5.12)
into the error term on the left-hand side of (1.5).











p1´2βqπ∆ ´ 2 12´β` 1
2


























We now choose π∆ “ log log t in (5.13), which again is essentially the optimal choice. Recalling that
β “ α´ 1
2
, this yields









21´α α2 ´ 2α p1´ αq2 plog tq2´4α˘
παp1 ´ αq`1´plog tq1´2α˘2 `O









1´ plog tq1´2α˘ ` p2α´ 1qαp1 ´ αq`1´ plog tq1´2α˘2
¸
`O






where we have just dismissed a nonpositive term in the last inequality. Observe thatˇˇˇˇ
ˇ1´ 1`1´ plog tq1´2α˘2
ˇˇˇˇ
ˇ ! plog tq1´2α`1´ plog tq1´2α˘2 ! 1pα´ 12 q2plog log tq2 ! 1pα´ 12 q2plog log tq .
27
Therefore we can rewrite (5.14) as











qp1´ αq log log t
˙
`O






Again, in the range (1.4) we may use (6.24) to transform the error term of (5.15) into the error term on the
right-hand side of (1.5). This concludes the proof of the theorem in this case.
5.2. The case n ě 1. Let n “ 2m` 1, with m ě 0. For 1
2
ď α ă 1 and ∆ ě 1, let g˘∆ “ g˘2m`1,α,∆ be the
extremal functions for f2m`1,α obtained in Lemma 10.






















As observed in the case of the majorants for the Poisson kernel, it follows from (3.24), (3.25) and the
Phragme´n-Lindelo¨f principle that we can then apply the Guinand-Weil explicit formula (Lemma 8) to the
































We again proceed with an asymptotic analysis of each of the terms in the last expression.





˘` g˘∆ `t` 12i˘ ˇˇˇ !m ∆2eπ∆1`∆t . (5.18)
5.2.2. Second term. From (3.26), it follows thatˇˇpg˘∆p0qˇˇ !m 1. (5.19)


































pσ ´ αq2m log
˜







5.2.4. Fourth term. This term was treated in Lemma 12.
28
5.2.5. Conclusion (lower bound). We combine the leftmost inequality in (5.16) with estimates (5.17), (5.18),
(5.19), (5.20), and (4.4) to get
S2m`1,αptq ě log tp2mq! 2π2∆
ż 3{2
α
pσ ´ αq2m log
˜
1´ e´2πpσ´ 12 q∆
1´ e´2π∆
¸














ě log tp2mq! 2π2∆
ż 3{2
α





































We now choose π∆ “ log log t. Using (5.22) and (6.24) in (5.21) leads us to
S2m`1,αptq ě log tp2mq! 2π2∆
ż 8
α











From monotone convergence and (3.52) we haveż 8
α














































p1 ´ αq2 plog log tq2m`3
˙
.
5.2.6. Conclusion (upper bound). We combine the rightmost inequality in (5.16) with estimates (5.17),
(5.18), (5.19), (5.20), and (4.4) to get
S2m`1,αptq ď log tp2mq! 2π2∆
ż 3{2
α
pσ ´ αq2m log
˜
1` e´2πpσ´ 12 q∆
1` e´2π∆
¸
















ď log tp2mq! 2π2∆
ż 3{2
α















We now choose π∆ “ log log t. Using (5.22) and (6.24) in (5.25) leads us to
S2m`1,αptq ď log tp2mq! 2π2∆
ż 8
α











As in (5.24), now using dominated convergence, we haveż 8
α
pσ ´ αq2m log `1` e´2πpσ´ 12 q∆˘ dσ “ p2mq!p2π∆q2m`1
8ÿ
k“1
p´1qk`1 e´2kπpα´ 12 q∆
k2m`2
. (5.27)
















p1´ αq2 plog log tq2m`3
˙
.
5.2.7. Case of m odd. In the case of m odd, the roles of the majorant g`∆ and minorant g
´
∆ must be in-
terchanged due to the presence of the factor p´1qm in the representation lemma (2.3). The remaining
computations are exactly the same as in the case of m even.
This concludes the proof of Theorem 2 in the case of odd n.
6. Interpolation





pk ` 1qj ,













Throughout this section let us write
ℓn,αptq :“ plog tq
2´2α
plog log tqn and rn,αptq :“
plog tq2´2α
p1´ αq2plog log tqn .
6.1. The case n even with n ě 2. Let 1
2
ď α ă 1. In this subsection we show how to obtain the bounds
for Sn,αptq from the corresponding bounds for Sn´1,αptq and Sn`1,αptq. This interpolation argument explores
the smoothness of these functions via the mean value theorem in an optimal way. This extends the material
that previously appeared in [5, Section 4].
Let us consider here the case of n{2 odd. The case of n{2 even follows the exact same outline, with the
roles of C`n,αptq and C´n,αptq interchanged.
30
Let c ą 0 be a given real number. In the region p1 ´ αq2 ě c{2
log log t
we have already established that
´C´n`1,αptq ℓn`2,αptq `On,cprn`3,αptqq ď Sn`1,αptq ď C`n`1,αptq ℓn`2,αptq `On,cprn`3,αptqq, (6.2)
and
´C´n´1,αptq ℓn,αptq `On,cprn`1,αptqq ď Sn´1,αptq ď C`n´1,αptq ℓn,αptq `On,cprn`1,αptqq. (6.3)
6.1.1. Error term estimates. Let pα, tq be such that p1´αq2 ě c
log log t
. Observe that, in the set tpα, µq; t´1 ď
µ ď t`1u, estimates (6.2) and (6.3) apply (note the use of c{2 instead of c in the domains of these estimates).
Then, by the mean value theorem and (6.3) we obtain, for ´1 ď h ď 1,
Sn,αptq´Sn,αpt´ hq “ hSn´1,αpt˚hq
ď `χhą0 |h|C`n´1,αpt˚hq ℓn,αpt˚hq ` χhă0 |h|C´n´1,αpt˚hq ℓn,αpt˚hq˘` |h|On,cprn`1,αpt˚hqq
“ `χhą0 |h|C`n´1,αpt˚hq ℓn,αpt˚hq ` χhă0 |h|C´n´1,αpt˚hq ℓn,αpt˚hq˘` |h|On,cprn`1,αptqq ,
(6.4)
where t˚h is a suitable point in the segment connecting t ´ h and t, and χhą0 and χhă0 are the indicator
functions of the sets th P R; h ą 0u and th P R; h ă 0u, respectively. We would like to change t˚h by t in the
last line of (6.4). For all k ě 0 let us define
fkptq “ 1plog tqp2α´1qk
plog tq2´2α
plog log tqn “
plog tqpk`1qp1´2αq`1
plog log tqn .
We shall prove that ˇˇ
C´n´1,αpt˚hq ℓn,αpt˚hq ´ C´n´1,αptq ℓn,αptq
ˇˇ !n rn`1,αptq. (6.5)
Using the mean value theorem, we have thatˇˇ
C´n´1,αpt˚hq ℓn,αpt˚hq ´ C´n´1,αptq ℓn,αptq




















!n 1p1 ´ αq
8ÿ
k“0
ppk ` 1qp2α´ 1q ` 1q
pk ` 1qn t˚h,k plog t˚h,k qpk`1qp2α´1qplog log t˚h,kqn
,
(6.6)
where, for each k ě 0, t˚h,k is a point that belongs to the segment connecting t˚h and t. Observe now that
8ÿ
k“0
ppk ` 1qp2α´ 1q ` 1q




ppk ` 1qp2α´ 1q ` 1q














From (6.6) and (6.7), we arrive at (6.5). In a similar way we observe thatˇˇ
C`n´1,αpt˚hq ℓn,αpt˚hq ´ C`n´1,αptq ℓn,αptq
ˇˇ !n rn`1,αptq. (6.8)
From (6.4), (6.5), and (6.8) we obtain
Sn,αptq´Sn,αpt´ hq ď
`
χhą0 |h|C`n´1,αptq ℓn,αptq ` χhă0 |h|C´n´1,αptq ℓn,αptq
˘` |h|On,cprn`1,αptqq. (6.9)
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6.1.2. Integrating and optimizing. Let a :“ an,αptq and b :“ bn,αptq be real-valued functions, that shall be
properly chosen later, satisfying 0 ď a, b ď 1. In particular, we will be able to choose them in a way that
a` b “ 1 at the end. Let us just assume for now that a` b ě 1 in the following argument. Let ν “ νn,αptq
be a real-valued function such that 0 ă ν ď 1. For a fixed t, we integrate (6.9) with respect to the variable
h and find that




























ν ℓn,αptq `On,cpν rn`1,αptqq.
































Choosing ν “ λn,αptq
log log t
in (6.10), where λn,αptq ą 0 is a function to be determined (recall that we required














































`On,c pλn,αptq rn`2,αptqq .
(6.12)
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We seek to minimize the expression in brackets on the right-hand side of (6.12) in the variables a and b.
It is easy to see that it only depends on the ratio a{b. If we set a “ bx, we must minimize the function









Note that C˘n´1,αptq ą 0 and C˘n`1,αptq ą 0. Such a minimum is obtained when
x “ C`n´1,αptq{C´n´1,αptq, (6.13)
















`On,c pλn,αptq rn`2,αptqq .
(6.14)












In the definition of C˘n´1,αptq and C˘n`1,αptq, given by (6.1), we now use the bounds (for j ě 2)
1 ď Hjpxq ď ζpjq
for 0 ă x ă 1, and
1´ 1
2j
ď Hjpxq ď 1
for ´1 ă x ă 0. Together with the fact that n ě 2, after some computations one arrives at
1
2
ď λn,αptq ď 2.
Therefore, if log log t ě 4, we have ν “ λn,αptq
log log t











ℓn`1,αptq `On,c prn`2,αptqq ,
which concludes the proof in this case.
The argument for the lower bound of is Sn,αptq is entirely symmetric. This completes the proof of Theorem
2, when n ě 2 is even.
6.2. The case n “ 0. We now consider 1
2
ă α ă 1. To treat the case n “ 0 we proceed with a variant of
the method presented in §6.1, in which we only use the lower bound for S´1,αptq since this is stable under




Let c ą 0 be a given real number. In the region p1 ´ αq2 ě c{2
log log t
we have already shown that
´C´1,αptq ℓ2,αptq `Ocpr3,αptqq ď S1,αptq ď C`1,αptq ℓ2,αptq `Ocpr3,αptqq, (6.15)
and
´C´´1,αptq ℓ0,αptq `Ocpr1,αptqq ď S´1,αptq. (6.16)
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Let pα, tq be such that p1´αq2 ě c
log log t
. Observe that, in the set tpα, µq; t´1 ď µ ď t`1u, estimates (6.15)
and (6.16) apply (note again the use of the constant c{2 instead of c in the domains of these estimates).
Then, by the mean value theorem and (6.16) we obtain, for 0 ď h ď 1,
S0,αptq ´ S0,αpt´ hq “ hS´1,αpt˚hq ě ´hC´´1,αpt˚hq ℓ0,αpt˚hq ` hOcpr1,αpt˚hqq
“ ´hC´´1,αpt˚hq ℓ0,αpt˚hq ` hOcpr1,αptqq,
(6.17)
where t˚h is a suitable point in the segment connecting t´ h and t. From the explicit expression










we observe directly that
|g1ptq| ! 1
t
and hence, by the mean value theorem, thatˇˇ
C´´1,αptq ℓ0,αptq ´ C´´1,αpt˚hq ℓ0,αpt˚hq
ˇˇ ! r1,αptq. (6.18)
From (6.17) and (6.18) it follows that
S0,αptq ´ S0,αpt´ hq ě ´hC´´1,αptq ℓ0,αptq ` hOcpr1,αptqq. (6.19)
Let ν “ ναptq be a real-valued function such that 0 ă ν ď 1. For a fixed t, we integrate (6.19) with respect






















S1,αptq ´ S1,αpt´ νq
˘´ ν
2
C´´1,αptq ℓ0,αptq `Ocpν r1,αptqq.























where we have used (6.8) in the last passage.
We now choose ν “ λαptq
log log t


























































































one can show that λαptq defined by (6.21) verifies the inequalities
1
2
ď λαptq ď 2 ,










The proof of the upper bound for S0,αptq follows along the same lines. Instead of (6.17), one would start
with the following inequality, valid for 0 ď h ď 1 and t˚h P rt, t` hs,
S0,αpt` hq ´ S0,αptq “ hS´1,αpt˚hq ě ´hC´´1,αpt˚hq ℓ0,αpt˚hq ` hOcpr1,αpt˚hqq.
This completes the proof of our Theorem 2.
Appendix A: Calculus facts
Prelude. Throughout these appendices we encounter the following setting in multiple situations: let c ą 0
be a given real number and 1
2
ď α ă 1 and x ě 3 be such that
p1´ αq2 log x ě c. (6.23)
Let us note that, if 0 ď θ1, θ2 are real numbers, it follows from (6.23) that
p1´ αqθ1 plog xqθ2 !c,θ1,θ2 x1´α. (6.24)
In fact, if θ1 ą θ2 we simply observe that
p1´ αqθ1 plog xqθ2 ď p1´ αqθ2 plog xqθ2 !θ2 x1´α.
On the other hand, if 0 ď θ1 ď θ2, we let ℓ “ θ2 ´ θ1 ě 0 and η “ θ1 ` 2ℓ “ θ2 ` ℓ to obtain
p1´ αqθ1 plog xqθ2 !c,θ1,θ2 p1´ αqθ1 plog xqθ2
`p1´ αq2 log x˘ℓ “ `p1 ´ αq log x˘η !η x1´α.
We now proceed with the calculus facts required for our analysis.
A.1. Let c ą 0 be a given real number and m ě 0 be a given integer. For 1
2
ď α ă 1 and x ě 3 such that
p1´ αq2 log x ě c, we haveż x
2
1
tαplog tq2m`2 dt “
x1´α






Proof. Using integration by parts we getż x
2
1
tαplog tq2m`2 dt “
x1´α
p1 ´ αqplog xq2m`2 ´
21´α






tα plog tq2m`3 dt. (6.25)
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From (6.24) we have
21´α


































p1 ´ αqplog xq2m`3
!m,c x
1´α
p1´ αqplog xq2m`3 .
(6.27)
The desired inequality follows by combining (6.25), (6.26), and (6.27). 
A.2. Let c ą 0 be a given real number and m ě 0 and k ě 1 be given integers. For 1
2
ď α ă 1 and x ě 3
such that p1´ αq2 log x ě c, we haveż x
2
1
tαpk log x` log tq2m`2 dt “
x1´α
p1´ αqppk ` 1q log xq2m`2 ´
21´α




p1´ αq2ppk ` 1q log xq2m`3
˙
.
Proof. Using the change of variables y “ xkt and A.1 we obtainż x
2
1































p1´ αqppk ` 1q logxq2m`2 ´
21´α














p1´ αq2pk log x` log 2q2m`3 ď
22m`3
p1´ αq2ppk ` 1q log xq2m`3 !m
x1´α
p1´ αq2ppk ` 1q log xq2m`3 ,
we obtain the desired result. 
A.3. Let m ě 0 and k ě 0 be given integers. For 1
2





t1´αppk ` 2q log x´ log tq2m`2 dt “
xα
αppk ` 1q log xq2m`2 ´
2α




ppk ` 1q logxq2m`3
˙
.
Proof. Let y “ xk`2
t






y1`αplog yq2m`2 dy “
xα
αppk ` 1q logxq2m`2 ´
2α








y1`αplog yq2m`3 dy ,




y1`αplog yq2m`3 dy !
1


















˘k ď 1pα´ 1
2
q log x .







˘k “ 1xα´ 12 ´ 1 “ 1pα´ 12 qxξ log x ď 1pα ´ 12 q log x,
where ξ is a point in the interval p0, α´ 1
2
q. 
A.5. Let m ě 0 be a given integer. For 1
2









ˇ 2αx2α´1 ppk ` 2q log x´ log 2q2m`2 ´ 21´αpk log x` log 2q2m`2
ˇˇˇˇ










ˇ 2αx2α´1αppk ` 2q log x´ log 2q2m`2 ´ 21´αp1 ´ αqpk log x` log 2q2m`2
ˇˇˇˇ
ˇ !m x1´αp1´ αq2plog xq2m`3 .
Proof. Using the mean value theorem for the functions y ÞÑ y2m`2 and y ÞÑ 2α´yxy we obtain, for k ě 1,
thatˇˇˇˇ
2α
x2α´1ppk ` 2q log x´ log 2q2m`2 ´
21´α








ppk ` 2q log x´ log 2q2m`2 ´
1














ˆ ppk ` 2q log x´ log 2q2m`2 ´ pk log x` log 2q2m`2
ppk ` 2q log x´ log 2q2m`2pk log x` log 2q2m`2
˙









2p2m` 2qplog x´ log 2qppk ` 2q logx´ log 2q2m`1
ppk ` 2q log x´ log 2q2m`2pk log x` log 2q2m`2
˙
` p2α´ 1q2
1´αplog x´ log 2q
pk log x` log 2q2m`2
37
!m 1
x2α´1pk ` 1q2m`3plog xq2m`2 `
p2α´ 1q
pk ` 1q2m`2plog xq2m`1 .





































! 1plog xq2m`2 !
x1´α
p1´ αqplog xq2m`3 !
x1´α
p1´ αq2plog xq2m`3 ,
(6.28)




















































p1´ αq2plog xq2m`3 `
2α´ 1















p1´ αq2plog xq2m`3 .

Appendix B - Number theory facts
Prelude. Recall that, under the Riemann hypothesis, the prime number theorem takes the form ([33,
Section 13.1]) ÿ
nďx
Λpnq “ x`O`x 12 plog xq2˘. (6.29)
In what follows we shall use in integration by parts in multiple occasions. Let ε ą 0 be a small number and
f : Ω Ñ R, where Ω “ tpx, yq P R2; 2 ď x ă 8 ; 1 ď y ď x ` 2εu, be a function such that y ÞÑ fpx, yq is


















We now proceed with the number theory facts required for our analysis. We assume the Riemann hypothesis
in all the statements below.
B.1. Let c ą 0 be a given real number and m ě 0 be a given integer. For 1
2
ď α ă 1 and x ě 3 such that





































































dy ď log x !m,c x
1´α
p1´ αq2plog xq2m`3 , (6.31)
and this concludes the proof. 
B.2. Let c ą 0 be a given real number and m ě 0 be a given integer. For 1
2
ď α ă 1 and x ě 3 such that


























y1´αp2 log x´ log yq2m`2 dy `
2α


























































































Therefore, using (6.24) and (6.31) in (6.32) we obtain the result. 
B.3. Let c ą 0 be a given real number and m ě 0 be a given integer. For 1
2
ď α ă 1 and x ě 3 such that














nαpk log x` lognq2m`2 ´
1





p1´ αq2plog xq2m`3 .





nαpk log x` log nq2m`2 ´
1







yαpk log x` log yq2m`2 ´
1






2αpk log x` log 2q2m`2 ´
1













yαpk log x` log yq2m`2 ´
1







ppk ` 1q log xq2m`2 `
ˆ
2α
x2α´1 αppk ` 2q log x´ log 2q2m`2 ´
21´α





pk log x` log 2q2m`2 ´
2α

















yαpk log x` log yq2m`2 ´
1





We now sum over k ě 1 and analyze each term that appears in (6.33).






















p1´ αq2plog xq2m`3 .





















ˇ 21´αpk log x` log 2q2m`2 ´ 2αx2α´1ppk ` 2q log x´ log 2q2m`2
ˇˇˇˇ








˘k x1´αp1´ αq2ppk ` 1q logxq2m`3 ! x1´αp1´ αq2plog xq2m`3 .
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yαpk log x` log yq2m`2 ´
1

















y1`αpk log x` log yq2m`3 ´
α





y2´αppk ` 2q log x´ log yq2m`3 ´
1´ α

















y1`αpk log x` log yq2m`3 `
2m` 2

















y1`αpk log x` log yq2m`2 ´
1´ α



















































y1`αpk log x` log yq2m`2 ´
1´ α




















































yαpk log x` log yq2m`2 ´
1




































yαpk log x` log yq2m`2 ´
1





















yαpk log x` log yq2m`2 ´
1
x2α´1 y1´αppk ` 2q log x´ log yq2m`2
˙
dy
We can see that the last sum already appeared in our analysis, in the first, second and fourth terms treated
above. Therefore, an application of (6.31) in (6.34) concludes the proof. 
B.4. For 0 ď β ă 1
2













1{2 ´ 2 12´βxβ` 1
2







β xβ plog xq4˘




































































` β ` 2
1
2


















Using the mean value theorem for the function t ÞÑ p1
2





































The desired estimate follows from (6.35) and (6.36). 
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