The Jacobi evolution method has been widely used in the QCD analysis of structure function data. However a recent paper claims that there are serious problems with its convergence and stability. Here we briefly review the evidence for the adequate convergence of the method; and show that there are errors in the above paper which undermine its conclusions.
I. INTRODUCTION
In analysing data on nucleon structure functions, it is convenient to have as fast and simple a method of implementing their QCD evolution as possible. For this reason, the Jacobi evolution method [1] - [5] has been adopted in many recent analyses 1 , including applications to polarized [6] and non-forward or off-diagonal [7] parton distributions. However, very recently Ghosh and Raha [8] have argued that it is unreliable, because of problems with convergence and stability. Here, we briefly review the method and its convergence before addressing the questions raised by Ghosh and Raha in the final section.
The basic idea of the method is to expand the structure function ∆(x, Q 2 ) at fixed Q 2 in the form
where α, β > −1 are real numbers and
are a complete set of Jacobi polynomials of order k = 0, 1, 2, . . . defined to satisfy
Using (3) to invert (1) gives Jacobi moments
which are related to the Cornwall-Norton moments
The Q 2 dependences then follow from the well-known evolution equations for the CornwallNorton moments. For non-singlet structure functions, these take the form 1 A SPIRES search reveals more than 30 citations since 1995. 2 We follow the standard notation and conventions of [2] , where further mathematical details may be found.
and the Jacobi moments are given by [1] 
Alternatively, one can write explicit evolution equations [2] 
for the Jacobi moments, where the known coefficients E jk (Q 2 , Q 2 0 , Λ) are obtained by inverting (5) and substituting in (7) . These equations are equivalent and either can be used to evolve the structure function in Q 2 by using the truncated expansion
provided N is large enough for this to be a good approximation. The method can also be applied to singlet structure functions [5] [9] by adding appropriate inhomogenious terms, dependent on the moments of the gluon distributions at the reference Q 2 0 , to the evolution equations. (7, 8) .
The first important paper on Jacobi evolution was by Parisi and Sourlas [1] , who used (7) to evolve an assumed analytic form for a non-singlet structure function at a reference Q 2 = Q 2 0 over a wide range of Q 2 . In doing so, they defined their Jacobi polynomials using a Q 2 dependent coefficient
chosen so that the truncated (9) exactly enforces the lowest order QCD prediction [10] for the j dependence of the Cornwall-Norton moments M j (Q 2 ) as j → ∞. However most subsequent authors have followed Barker, Langensiepen and Shaw(BLS) [2] , who advocated Q 2 independent values for α and β , because the series still converges for fixed α.β; because data fitting is simpler and faster if the polynomials used are independent of Λ and Q 2 ; and because the limit M j (Q 2 ) as j → ∞ corresponds to the region x → 1 where the structure functions are extremely small and where perturbative evolution is not reliable. They then developed the method for data fitting by assuming the general form
at the reference Q 2 = Q 2 0 and evolving to other Q 2 using equations (8) and (9). This method involves no numerical integration and computation was further simplified by introducing auxiliary polynomials
. Data on both xF 3 and F p 2 − F n 2 was analysed, subject to the restriction 0 < x < x c (Q 2 , W = 2) imposed to exclude the resonance region, and with N 0 fixed by keeping the smallest number of terms in (10) required for a good fit over the whole Q 2 range considered. Successful fits were obtained in leading order(LO) [2] and somewhat later in next leading order(NLO) [3] for α = 3, β = 1/2 with N 0 = 2 and N = 10.
Jacobi evolution was subsequently discussed by Chyla and Rames [4] , who also reviewed all the other evolution methods which had been proposed and made detailed comparisons with numerical evolution of the DGLAP equations. On this basis they concluded that the Jacobi method was "by far the simplest, fastest and simultaneously very accurate way of analysing the Q 2 evolution of structure functions." It was subsequently extended to singlet structure functions by Krivokhizhin et al. [5] , and since 1995, it has been used in numerous applications, as noted above.
II. CONVERGENCE OF THE JACOBI EXPANSION.
The conditions for uniform convergence [11] of the expansion (1) in the range 0 < x < 1 are the existence of the integrals
for any z between 0 and 1. For non-singlet structure functions, assumed to be analytic and bounded, these are satisfied for the whole range of values α, β > −1 for which Jacobi polynomials exist; while for singlet structure functions, assumed to behave like x −γ as x → 0 with γ ≥ 0, they are satisfied for α > 1, β > −1 + 2γ. The key question is not whether a convergent series exists, but whether it converges sufficiently rapidly for the truncated expansion (9) to be a good approximation for suitably chosen values of α and β. These values can reflect the observed behaviour at small and large x, or simply be varied in order to improve the convergence.
The accuracy of the truncated expansion (9) can be checked in several different ways. One is to note that while (9) automatically guarantees the correct evolution of the first N Cornwall-Norton moments, other QCD evolution properties will only be correctedly reproduced if the series has converged. For example, consider integrals of the form
which are sensitive to the low-x region, and correspond to the well-known Gross-LlewellynSmith and Gottfried sum rule integrals for ∆ = xF 3 and ∆ = F ep 2 − F en 2 respectively. These are independent of Q 2 in LO QCD, but this is only guaranteed by (9) if the series has converged. BLS checked this property in their LO fits [2] described above and found that with N = 10 it was satisfied over the range 2 ≤ Q 2 ≤ 200 GeV 2 to within an accuracy of 10 −3 . They also checked that the QCD evolution of the higher Cornwall-Norton moments M i (Q 2 ) for i = 15, 20 was accurately reproduced 3 and therefore concluded that truncating at N = 10 was sufficient for all practical purposes over the kinematic range considered.
Other methods are to check the variation of the predictions of (8, 9) with increasing N; and to compare them with the results of "exact" numerical evolution of the DGLAP equations for the same input. Both methods were exploited for non-singlet strucure functions by Chyla and Rames [4] , who compared the results of "exact" QCD evolution with the results obtained by trucating the Jacobi series at N values varying up to 20. Specifically, they assumed the input form
shown in Figure 1 , and considered its evolution over the Q 2 range 1 ≤ Q 2 ≤ 1000 GeV 2 . They found a rapidly convergent oscillatory approach to the "exact solution" using the same values α = 3, β = 1/2 as BLS; and that small variations in these values had little effect on the convergence. For example, detailed results are presented for the reasonable choice Λ LO = 0.1, retaining terms up to N = 9 . Even at x = 0.7 where the structure function is very small, it is reproduced with an accuracy of ≤ 1%, corresponding to an absolute error of ≤ 0.0005, which is very small on the scale of the structure function itself(Cf. Figure 1) .
Finally, we note that for singlet structure functions, Krivokhizhin et al. [5] have presented results for the average error for N = 8. For other α, β values the convergence is less rapid but still more than adequate for practical purposes.
3 in LO, the logarithm of the Cornwall-Norton moments depends linearly on
This linear dependence was reproduced with a fitted slope within one per cent of the QCD prediction.
III. POSSIBLE PROBLEMS?
Very recently, Ghosh and Raha [8] have again investigated the convergence of the Jacobi method by assuming specific analytic forms for non-singlet structure functions at the reference Q 2 0 . These are approximated by the expansion (10) using (4) for the Jacobi moments; and then evolved to other Q 2 using (8, 9) with N 0 = N. They explore somewhat larger N values than the papers cited above and make two main claims, which we consider in turn.
A. Convergence at the reference Q 2 .
The first concerns the convergence of (10) for the input structure functions at Q 2 = Q [4] . However when N increases further, beyond a value which is typically of order 20 -25, the results become wildly unstable, presumably reflecting large contributions from higher order polynomials. They therefore conclude that "the convergence breaks down completely for large N."
This reult is surprising, since the input structure functions are smoothly varying and the series must eventually converge uniformly, as noted above. However the precise evaluation of both Jacobi polynomials and of the integrals (4) becomes non-trivial as the order increases; and no tests are reported with a view to verifying the accuracy of the methods used for the highest orders considered. The question therefore arises whether the reported problem is really endemic to the Jacobi method; or whether it could arise from problems with the procedures used, which are not specified in any detail. Fortunately, this can be easily settled using the first set of input forms, which are of the generic type
This can obviously be rewritten in the form
where we have assumed the usual values α = 3 β = 1/2 for the Jacobi indices 5 . In other words
and the Jacobi expansion, implemented in the most straightforward way, converges exactly after a small number of terms. The problematic contributions found by Ghosh and Sitar at large N are completely excluded in this case. They are not endemic in the Jacobi method, and must arise from some problem with their procedure, numerical or otherwise.
B. The evolved structure functions
We next consider the predictions obtained by Ghosh and Sitar at Q 2 = Q 2 0 using the limited range of N values for which their output is stable against changes in N. As we saw, these were more or less satisfactory at the reference Q 2 = Q 2 0 . However, for Q 2 = Q 2 0 they consider the non-singlet structure function
and find that "even for N = 10 the final value of
is strongly dependent on whether one starts(i.e. starts the evolution) from Q 2 = 3.5 GeV
. This statement is very misleading, because they use completely different input forms at these two Q 2 values. The assumed valence distributions at Q 2 = 5, taken from an early QCD review [12] , are:
In contrast the assumed distributions at Q 2 = 3.5 (cf. eqn.(11) of [8] ) are:
and have a different shape, as shown in Figure 2 for the case of xu v (x). This difference, which appears to be conserved by their Q 2 evolution 6 , is probably explained by the fact that (19) is attributed to a parton mocel fit(i.e. with exact scaling) by Barger and Phillips [13] ; while these authors actually give (cf. eqn. 
which are less dramatically different from (18). In any case the fact that two different inputs at two different Q 2 lead to two different evolved structure functions is to be expected, especially when these inputs have been taken from fits to different data sets under different assumptions. No conclusion can be drawn from it about the Jacobi method, unless the results for "exact" perturbative evolution is also known. In the light of this and the previous subsection, we do not believe that Ghosh and Raha have provided any convincing evidence for serious problems with the Jacobi evolution method. 
