Abstract. We give a proof for the Hölder continuity of functions in the parabolic De Giorgi classes in metric measure spaces. We assume the measure to be doubling, to support a weak (1, p)-Poincaré inequality and to satisfy the annular decay property.
Introduction
The fine properties of the parabolic De Giorgi class are the subject of this paper. This is a class of functions which satisfy a parabolic energy estimate, which in the Euclidean case is related to the p-parabolic partial differential equation with some C 1 , C 2 > 0 and K ≥ 1, for every smooth compactly supported function φ in Ω × (0, T ). Here Ω denotes a domain in R d . Our main result is the local Hölder continuity of the parabolic De Giorgi class functions in metric measure spaces, extending the results obtained for parabolic K-quasiminima by Zhou [Zho93, Zho94] in R d with the Lebesgue measure. Historically, the parabolic version of De Giorgi classes has been investigated in euclidean spaces by Ladyzhenskaja-Solonnikov-Ural'ceva [LSU68] and DiBenedetto, and later by [DiB88] , Wieser [Wie87] and GianazzaVespri [GV06] , to name a few.
Our argument is a modification of the DiBenedetto scheme [DiB86, DiB93, Urb08] . We assume the underlying measure to be doubling and to support a weak (1, p)-Poincaré inequality. Together these imply a Sobolev inequality. Also, we assume the metric measure space to satisfy the annular decay property [Buc99] . In order to study general measure spaces instead of proving the argument only for the usual Lebesgue measure, we base the proof on integral averages, so that the actual scaling properties of the measure are not needed. A similar technique is applied in [KLSU11, KSU11] . In the elliptic case, the weighted theory has originally been studied for example by Chiarenza and Serapioni, [CS84a, CS84b, CS85] .
Due to the general nature of the argument, our approach may open possibilities to establish Hölder continuity in some specific cases of interest, such as for solutions of sub-parabolic equations in Heisenberg groups. Indeed, as the Heisenberg group equipped with the Haar measure is a length space, it is known to satisfy the α-annular decay property [Buc99] .
Our argument has several similarities with the Euclidean case, but the new material is substantial. Since standard gradients cannot be defined in a general metric space, we consider upper gradients, and replace the standard Sobolev spaces with Newtonian spaces, see [BB11, Sha00] . The parabolic De Giorgi class is defined using the upper gradients, and the modified DiBenedetto method is carried out accordingly.
The motive behind defining the De Giorgi class in this way, is that it enables us to extend the study of parabolic partial differential equations to metric measure spaces. This in turn helps us to better understand those aspects of the theory which are independent of the geometry of the space, where the partial differential equation is originally defined. In practice the extention is done via concepts which in R d are closely related to the PDE at hand, and are definable without assuming Euclidean structure of the underlying space.
For the elliptic case such a concept are the quasiminima, which are known to belong to the elliptic De Giorgi classes, see [Giu, Gia93, KS01] . In R d , classical examples of functions belonging to parabolic De Giorgi classes are the solutions of parabolic partial differential equations as well as the parabolic quasiminima. The latter has been studied by Zhou in [Zho93, Zho94] and by Wieser in [Wie87] , whereas for PDEs we refer to [DiB93, Urb08] .
In the last part of this paper we show that parabolic quasiminima in metric measure spaces belong to the parabolic De Giorgi class. A somewhat unexpected difficulty arises in proving the usual De Giorgi estimates for parabolic quasiminima in metric spaces. Indeed, since taking upper gradients is not a linear operation, the usual time mollification argument used in the Euclidean case seems to be destroyed. We circumvent this by introducing so called Cheeger derivatives [Che99] , which have the property that taking a Cheeger derivative is a linear operation.
Preliminaries
2.1. Metric measure spaces. Let (X, d, µ) be a complete metric measure space with metric d and a positive complete Borel measure µ. The measure µ is said to be doubling if there exists a universal constant C µ ≥ 1 such that µ(B(x, 2r)) ≤ C µ µ(B(x, r)), for every r > 0 and x ∈ X. Here B(x, r) denotes the standard open ball B(x, r) = {y ∈ X : d(x, y) < r}.
The dimension related to the doubling measure is defined to be
By iterating the doubling condition, it follows that
for all balls B(y, R) ⊂ X, z ∈ B(y, R) and 0 < r ≤ R < ∞. Given α > 0 and a metric space (X, d, µ) with a doubling µ, we say that the space satisfies the α-annular decay property if there exists a constant c ≥ 1 such that
for all B(x, r) ⊂ X and for all 0 < δ < 1. Every length space has this property, in particular this is true in R d . For further information about the spaces which satisfy this, see [Buc99] . 
In case u(x) = u(y) = ∞ or u(x) = u(y) = −∞, the left side is defined to be ∞. Assume 1 ≤ p < ∞. The p-modulus of a family of paths Γ in Ω is defined to be
where the infimum is taken over all non-negative Borel measurable functions ρ such that for all rectifiable paths γ which belong to Γ, we have
A property is said to hold for p-almost all paths, if the set of non-constant paths for which the property fails is of zero p-modulus. Following [KM98, Sha00] , if (2.2) holds for p-almost all paths γ in X, then g is said to be a p-weak upper gradient of u. When 1 < p < ∞ and u ∈ L p (Ω), it can be shown [Sha01] that there exists a minimal p-weak upper gradient of u, we denote it by g u , in the sense that g u is a p-weak upper gradient of u and for every p-weak upper gradient g of u it holds g u ≤ g µ-almost everywhere in Ω. Moreover, if v = u µ-almost everywhere in a Borel set A ⊂ Ω, then g v = g u µ-almost everywhere in A. Also, if u, v ∈ L p (Ω), then µ-almost everywhere in Ω, we have
Proofs for these properties and more on upper gradients in metric spaces can be found for example in [BB11] and the references therein.
2.3. Newtonian spaces. Following [Sha00], for 1 < p < ∞ and u ∈ L p (Ω), we define
The Newtonian space N 1,p (Ω) is defined to be the space N 1,p (Ω)/ ∼, with the norm
A function u belongs to the local Newtonian space N v dµ.
In case τ = 1, we say a (q, p)-Poincaré inequality is in force. In a general metric measure space setting, it is of interest to have assumptions which are invariant under bi-Lipschitz mappings. The weak (q, p)-Poincaré inequality has this quality.
For a metric space X equipped with a doubling measure µ, the following result of [HK95] is known: If X supports a weak (1, p)-Poincaré inequality for some 1 < p < ∞, then X also supports a weak (κ, p)-Poincaré inequality, where
possibly with different constants P ′ 0 > 0 and τ ′ ≥ 1. As a consequence of this, by the (κ, p)-Poincaré inequality and for example by Poposition 5.41 in [BB11] , there exists a positive constant C such that
Remark 2.5. It is a result of [KZ08] , that when 1 < p < ∞ and (X, d) is a complete metric space with doubling measure µ, the weak (1, p)-Poincaré inequality implies a weak (1, q)-Poincaré inequality for some 1 < q < p. Then by the above discussion, X also supports a weak (κ, q)-Poincaré inequality with some κ > q. By Hölder's inequality, the left hand side of the weak (κ, q)-Poincaré inequality can be estimated from below by replacing κ with any positive κ ′ < κ. Hence we conclude, that if X supports a weak (1, p)-Poincaré inequality with 1 < p < ∞, then X also supports a weak (q, q)-Poincaré inequality with some 1 < q < p.
2.5. Parabolic upper gradients and Newtonian spaces. We define the parabolic Newtonian space L p (0, T ; N 1,p (Ω)) to be the space of functions u(x, t) such that for almost every 0 < t < T the function u(·, t) belongs to N 1,p (Ω), and
The definition of the space L 
The parabolic minimal p-weak upper gradient of u is defined in a natural way by setting
For the sake of conciseness we refer to the parabolic minimal p-weak upper gradient of a time dependent function, by calling it the upper gradient.
Next we define the class of functions for which we prove local Hölder continuity. 
for every x ∈ Ω, r 1 < r 2 and τ 2 < τ 1 < τ 0 , such that B(x, r 2 )× (τ 2 , τ 0 ) ⊂ Ω T .
As an immediate consequence, by the Lebesgue differentiation theorem, we see by taking the limit τ 2 → τ 1 , that for almost every τ 1 ∈ (0, τ 0 ), we have ess sup
(2.7)
The following regularity theorem is the main result of this paper. The proof is based on the DiBenedetto argument and it is divided into two alternatives. We will use intrinsic scaling [Urb08] in order to homogenize the powers on the right hand side of the estimate in definition 2.6. We start by constructing the geometry.
2.6. Initial setting. Let λ ≥ 1 be an a priori constant, which has been fixed in a manner which will become clear later in this text. Assume a compact set S ⊂ Ω T . Our aim is to show that u is Hölder continuous in S. Since S is compact, there exists an open set F such that S ⊂ F ⊂⊂ Ω T .
Since u is assumed to be locally essentially bounded, ess osc F u is finite. We assume that ess osc F u > 0, because otherwise Hölder continuity in S is trivially true. We redefine u(x, t) = ess sup F u in the ν-negligible subset of F where u(x, t) ∈ [ess inf F u, ess sup F u]. Set
where γ − = 2 and γ + = 2 λ . Let r be a positive number such that for every (x, t) ∈ S we have B(x, 2τ r)
Clearly r is controlled by the distance of S to the complement of Ω T . Considering any point (x, t) ∈ S, it will turn out that the constants in the reduction of oscillation of u in the neighborhood of (x, t) depend only on p, d µ , C µ , P 0 , τ and on the constant r. This in turn implies by a standard iterative argument [Urb08] , that u is Hölder continuous in S, and that the modulus of Hölder continuity will depend only on p, d µ , C µ , P 0 , τ, r and on ess osc F u. Therefore, to prove the Hölder continuity of u in a compact set S, it is enough to consider any one point in S, and examine the oscillation of u in its neighborhood.
So from here on, let (x 0 , t 0 ) denote some fixed point in S. For brevity, in what follows we will refer to the set of constants p, d µ , C µ , P 0 , τ as the data.
Estimates for the parabolic De Giorgi class
Let t * ∈ (t 0 − θ + r p , t 0 ). For n = 0, 1, . . . we denote
and
, where r 0 and k ± n will be chosen later, according to the situation at hand. The following two lemmas are of central importance to the proof.
Lemma 3.1. Let (k + n ) n be an increasing sequence and (k − n ) n a decreasing sequence of real numbers. Let u belong to the parabolic De Giorgi class and assume that for some number 0 < ε < 1, we have
Then there exists a constant C 0 which depends only on the data such that
Proof. For each n, let ϕ n ∈ Lip(Ω), 0 ≤ ϕ n ≤ 1, be a cut off function such that ϕ n (x) = 1 in B n+1 , the support of ϕ n is a compact subset of B n , and g ϕn ≤ 2 n+2 /r 0 . Let κ be the constant from (2.4). By Hölder's inequality we can write
By the doubling property of µ, the measure factor on the right hand side is uniformly bounded for every n. Now, since (u − k ± n ) ± ϕ n+1 ∈ N 1,p 0 (B n+1 ), we can use inequality (2.4) to obtain
Next we use the definition of the parabolic De Giorgi class to estimate the first integral term on the right hand side of the above expression. We have
Similarly, since u belongs to the parabolic De Giorgi class, by the doubling property of µ and by the fact that µ(B n )θ ± r p n = ν(Q ± n ), we have ess sup
Collecting the obtained estimates yields,
On the other hand, by (3.2) and since µ is doubling, we have
Therefore, for each n ≥ 0 we have
where C depends only on the data.
We also prove the following time independent variant of the above lemma.
Lemma 3.3. Suppose the assumptions of Lemma 3.1 hold. Suppose in addition that for some t 0 − 2θ + r p 0 < t ′ < t 0 , where t ′ is a Lebesgue point of the mapping
Then for the time independent sequence
and corresponding sets A ± n , there exists a constant C 0 , which depends only on the data, such that
for every n = 0, 1, 2, . . . .
Proof.
We proceed exactly as in the proof of Lemma 3.1, with T ± n = (t ′ , t 0 ) for every n, but now instead of the parabolic De Giorgi class, we can use (2.7) and the assumption that we have (u − k ± n ) ± (x, t ′ ) = 0 for µ-almost every x ∈ B(x 0 , r 0 ). We estimate
, and ess sup
Plugging these into the proof of Lemma 3.1 yields
As in the proof of Lemma 3.1, after noting that ε < 1, this leads to the estimate
Later in this proof, depending on the situation, we will use Lemma 3.1 or Lemma 3.3 together with the following real analytic lemma. 
where C, b > 1 and α > 0. Then Y n converges to 0 as n → ∞, provided that
Proof. For the proof, we refer to [DiB93] .
By Lemma 3.4, once the requirements of Lemma 3.1 or Lemma 3.3 have been established, the convergence to zero of ν(A ± 2n ) follows, provided we can first show that the corresponding initial condition (3.5) is satisfied.
Next we divide the proof in two complementary alternatives and study them separately.
The First Alternative
Recall that γ − = 2, and set
and r 0 = r.
and so we see that here ε = 1/2. Plug these into Lemma 3.1, and define
Note that α 0 does not depend on λ.
Suppose there exists a t * ∈ (t 0 − θ + r p , t 0 ) such that
We refer to this condition as the first alternative. Using the abbreviations introduced in the previous section we can write inequality (4.2) as
By Lemma
p at which we have
Now we are able to use (2.7) to obtain the following. 
Proof. We set k = ess inf F u + ess osc F u 2 λ+s−1 , where s > 1. By (4.3) we have (u − k) − (x, t ′ ) = 0 for µ-a.e. x ∈ B(x 0 , r/2), and so by (2.7), we obtain ess sup
On the other hand, for each t ∈ (t ′ , t 0 ) in the set x ∈ B (x 0 , r/4) : u(x, t) < ess inf
we have (u − k) − (x, t) ≥ ess osc F u 2 λ+s . We use this with inequality (4.5) to conclude that for almost every t ∈ (t ′ , t 0 ) ess osc F u 2 λ+s 2 µ B(x 0 , r/4) : u(·, t) < ess inf
we can further estimate the right hand side to obtain µ B (x 0 , r/4) : u(x, t) < ess inf
for almost all t ∈ (t ′ , t 0 ), where C depends only on the constant in Lemma 3.3. This implies
We can now use the above Lemma together with Lemma 3.3 to guarantee that the initial conditions needed to employ Lemma 3.4 are met in a cylinder with upper time level at t 0 .
Lemma 4.6. Assume the first alternative. Then there exists a positive integer s which depends only on the data and on λ, such that
Proof. In Lemma 3.3, set
where s ≥ 1. Thus for every n ≥ 0, we have
u, where ε = 1 2 λ+s , and for every n = 0, 1, . . .
By Lemma 4.4 we can now choose s so large that the corresponding initial condition (3.5)
is satisfied. By Lemma 3.4, we can then conclude that ν(A − 2n )/ν(Q − 2n ) → 0 as n → ∞, which implies that u ≥ ess inf
for some s which depends only on the data and on λ. Since t ′ ≤ t 0 −θ − (r/4) p , the proof is complete.
Combining the above results, we obtain that the first alternative implies a reduction of oscillation in a subcylinder with upper time level at t 0 .
Corollary 4.7. Assume that the first alternative holds. Then there exists a constant σ 0 ∈ (0, 1) which depends only on the data and on λ, such that ess osc
Proof. As a consequence of Lemma 4.6, we know that there exists an s ∈ N, which depends only on the data and on λ, such that ess osc
This finishes the first alternative.
The Second Alternative
Suppose that for every t * ∈ (t 0 − θ + r p , t 0 ) we have
where α 0 is as in the first alternative and k − 0 is as in (4.1). This assumption is called the second alternative. Note that the second alternative is exactly the complement of the first alternative.
This alternative is also based on Lemma 3.1, but now we set
and will assume λ to be large enough so that we can force ν(A 
Then there exists a positive integer s which depends only on the data such that for almost every t ∈ (t
Proof. Let t * ∈ (t 0 − θ + r p , t 0 ). The second alternative implies that there exists a time level t ′ ∈ (t * − θ − r p , t * − α 0 2 θ − r p ) for which
Indeed, if this was not the case, we would have
which contradicts (5.1). Choose such a t ′ . Let s be a positive integer. We substitute k = ess sup
for almost every t ∈ (t ′ , t * ) and any 0 < δ < 1. With (5.4) and the definition of θ − , this gives
for almost every t ∈ (t ′ , t * ) and any 0 < δ < 1. By the α-annular decay property (2.1), we have
Hence, by first choosing δ small enough and after this choosing s large enough, we obtain that for almost every t ∈ (t * − α 0 2 θ − r p , t * )
The choices of δ and s depend only on the data. Finally, since the same choice of s is valid for every t * ∈ (t 0 − θ + r p , t 0 ), we conclude that (5.5) holds for almost every t ∈ (t 0 − θ + r p , t 0 ). Now we are ready to prove the final lemma which together with Lemma 3.4 gives the reduction of oscillation in case of the second alternative. For a constant k define
where 1 ≤ τ ≤ 2. For τ = 1 we denote E 1 k = E k . Lemma 5.6. For every 0 < α < 1 there exists a positive constant λ, which depends only on the data and on α, such that
where as in (5.2), k
Proof. Fix 0 < α < 1. Define
u(x, t) > h} , and for constants h, k such that h > k > k
By the previous lemma we can choose λ big enough so that for almost every t ∈ (t 0 − θ + r p , t 0 ) we have
Thus for almost every t ∈ (t 0 − θ + r p , t 0 )
and consequently
Using the weak (q, q)-Poincaré inequality for some q < p, see Remark 2.5, gives
for almost every t ∈ (t 0 − θ + r p , t 0 ). Next we integrate the above inequality over time to get
By (2.7) and since µ(B(
In the last step we also used the doubling property of µ. Choosing now
Finally, summing this over s = 1, . . . , λ − 1 and then using the doubling condition to replace τ r by r gives
and hence
Choosing λ large enough finishes the proof. Now we are in the position to prove the reduction of oscillation in the case of the second alternative, and then complete the proof of the Hölder continuity of u.
Lemma 5.8. Let u belong to the parabolic De Giorgi class and let the second alternative be in force. Then
where λ depends only on the data.
Proof. Set
, and
Hence the corresponding condition Then for every n ≥ 0, we have
, where ε = 1 2 λ . Hence, the initial condition (3.5) corresponding to Lemma 3.1 takes on the form
Since the right hand side depends only on the data, by Lemma 5.6 we see that there exists a λ, which depends only on the data, for which the above condition is satisfied. Assume λ is such. Then as n → 0 we have ν(A Proof. By the previous lemma, we have ess sup
for some λ > 1 which depends only upon the data. This implies the statement of the lemma with
Proof of Theorem 2.8. Since either the first alternative or the second alternative is in force, by Corollary 4.7 and Corollary 5.9 we know that ess osc
where σ = max{σ 0 , σ 1 } < 1 and θ − depend only on the data. The local Hölder continuity of u now follows from this reduction of oscillation, by a standard recursive argument presented for example in [Urb08] , p.44.
Regularity of parabolic quasiminimizers
In this section we show that parabolic quasiminimizers belong to the parabolic De Giorgi class. By the previous sections, bounded parabolic quasiminimizers are thus locally Hölder continuous. G(x, t, u, g ), satisfying the growth condition
for some positive constants C 1 and C 2 , such that
for every open F ⊂⊂ Ω T and φ ∈ C ∞ (0, T ; N 1,p (Ω)) such that {φ = 0} ⊂ F . Here
By (6.2) and (6.3) we have that if u is a K-quasiminimizer, then there exists positive constants 0 < C 1 < C 2 such that
for every open F ⊂⊂ Ω T and φ ∈ C ∞ (0, T ; N 1,p (Ω)) such that {φ = 0} ⊂ F . This implies the following.
Proof. Let ε > 0 and φ ∈ C ∞ (0, T ; N 1,p (Ω)) be such that supp φ ⊂⊂ Ω. Since {φ = 0} is ν-measurable and compactly contained in Ω T , and since
Also, since φ is continuous with respect to time we have ν({φ = 0, ∂φ/∂t = 0)}) = 0, and so by (6.4) we can write
This holds for every ε > 0, which completes the proof.
Our aim in what follows is to prove that a parabolic quasiminimizer u belongs to the parabolic De Giorgi Class, i.e. fulfills the estimate of Definition 2.6.
A fundamental part of the proof is to use partial integration on u with respect to the time variable. However, the time regularity of the function
) is a priori not sufficient for this. Therefore we first establish suitable estimates for u ε , which denotes the standard time mollification of u. Having done this we then pass to the limit as ε → 0, and obtain the desired results for u.
In the Euclidean setting this argument works, since the theory of mollifiers together with the linearity of taking a gradient guarantees that u ε → u and ∇u ε → ∇u in L p loc (Ω T ) as ε → 0. Unfortunately however, the presence of upper gradients in place of usual gradients causes complication to the argument. Since the operation of taking an upper gradient is not linear, it turns out to be problematic to show that
It would be interesting to know whether or not it is possible to show this using only the theory of upper gradients.
We circumvent this question by using the known comparability between upper gradients and so called Cheeger derivatives. As will be seen in the following, the Cheeger derivative has the property of being a linear operation.
6.2. The Cheeger derivative. The following theorem, which yields in a local sense the notion of partial derivatives in metric space, is by Cheeger [Che99] . For a concise source of tools given by the theory of Cheeger derivatives we refer to [BBS03] and the references therein.
Theorem 6.6. Let X be a metric measure space equipped with a positive doubling Borel regular measure µ. Assume X admits a weak (1, p)-Poincaré inequality for some 1 < p < ∞.
Then there exists a countable collection (U α , X α ) of measurable sets U α and Lipschitz functions X α = (X α 1 , . . . , X α k(α) ) : X → R k(α) such that µ (X \ α U α ) = 0 and for all α, the following hold:
The functions X α 1 , . . . , X α k(α) are linearly independent on U α and 1 ≤ k(α) ≤ N , where N is a constant depending only on the doubling constant of µ and the constant from the Poincaré inequality. If f : X → R is Lipschitz, then there exist unique measurable bounded vector valued functions d α f :
where g f is the minimal p-weak upper gradient of f . Furthermore, it is shown that one can find an inner product norm
where the constant C depends only on k(α). We may assume that the sets U α are pairwise disjoint. For each α, extend d α f to be zero in the set X \ U α , and define
The above imply that the differential mapping D : f → Df is linear, and that there is a constant C > 0, which depends only on N , such that for all Lipschitz functions f and µ-a.e.
where by |Df (x)| we mean |d α f (x)| x , whenever x ∈ U α .
From [Sha00] it is known that the Newtonian space N 1,p (X) is the closure in the N 1,p -norm, of the collection of Lipschitz functions on X with finite N 1,p -norm. By [FHP99] we know that there exists a unique gradient Du which satisfies (6.7) for every u ∈ N 1,p (X). Also, if {u j } ∞ j=1 is a sequence in
Analogously to what was done with upper gradients, we define the parabolic Cheeger derivative of a time dependent function by taking the Cheeger derivative with respect to the variable x, at time level t.
Next we prove the steps which will be used to overcome the complications in the mollification argument, caused by the non linearity of upper gradients.
Here and in what follows we denote by u h the time mollification of a function u, i.e. Proof. Let h > 0. For ν-almost every x, y ∈ Ω, t ∈ [t 1 + h, t 2 − h] and every compact rectifiable path γ from x to y, we have |u h (x, t) − u h (y, t)| ≤ t 2 t 1 γ (g u )(z, s) dz η h (t − s) ds
Hence (g u ) h is a p-weak upper gradient of u h . The definition of the minimal p-weak upper gradient now implies that for ν-almost every (x, t) ∈ Ω × [t 1 + h, t 2 − h] g u h (x, t) ≤ (g u ) h (x, t). (6.9)
We now show that for ν-every (x, t) ∈ Ω × (h, T − h) we have Du h (x, t) = (Du) h (x, t). Assume first that u ∈ Lip(Ω × (0, T )). Assume a point (x 0 , t) ∈ Ω × (0, T ) where with respect to the spatial variable, the Cheeger derivative of u exists. Let r > 0 be such that B(x 0 , r) ⊂ Ω. Then, since u and X α are Lipschitz-continuous with modulus C Lip(u) and C Lip(X α ) respectfully, we may write for any x ∈ B(x 0 , r) r −1 |u h (x, t) − u h (x 0 , t) − (d , not necessarily Lipschitz, and let F be a compact subset of Ω T . Let {u j } ⊂ Lip(Ω T ) be a sequence such that u j → u in L p (0, T ; N 1,p (Ω)). Then, since u j is Lipschitz, by inequality (6.7) and by (6.9)
Since the last expression tends to zero as j → ∞, we can conclude that Du h (x, t) = (Du) h (x, t) for ν-almost every (x, t) ∈ Ω × (h, T − h).
By inequality (6.7), by the linearity of the Cheeger derivation and since Du h = (Du) h , we can write for ν-almost every (x, t) ∈ Ω × (h, T − h)
Since g u ∈ L p loc (Ω T ), by (6.7), also Du ∈ L p loc (Ω T ). This means, by the theory of mollifiers, that as h → 0, on the right side of (6.10) we have convergence to zero in L p loc (Ω T ) and also pointwise ν-almost everywhere in Ω T . Lastly, for an s > 0 small enough, by inequality (6.7) we have Again by (6.7), we know that Du ∈ L p loc (Ω T ). Since F is compact, the Lemma now follows from the continuity of the translation operation for L p functions. Now we are set to prove that parabolic quasiminimizers belong to the De Giorgi class. 
