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Resumen 
El problema de coloreo de grafos, PCG, es uno de 10s problemas cliisicos de la teoria de grafos y 
es estudiado desde el siglo XIX. M& all6 del inter& tedrico, tiene una significativa importancia 
prktica debida a las numerosas situaciones de la vida real en las cuales surgen problemas que 
pueden ser modelados como un problema de coloreo de grafos. 
PCG pertenece a la clase de problemas NP-Hard, es decir que no se conoce un algoritmo poli- 
nomial para resolverlo. Existe en la bibliografia gran cantidad de trabajos proponiendo algoritmos 
para su resoluci6n1 especialmente heuristicas y en menor medida algoritmos exactos. 
Como muchos problemas de Optimizaci6n Combinatoria, PCG se puede modelar como un pro- 
blema de programaci6n lineal entera. Los algoritmos Branch-and- Cut son la herramienta miis efec- 
tiva que se conoce para resolver un modelo de programaci6n lineal entera. En particular, las im- 
plementaciones que usan desigualdades v6lidas del poliedro asociado a1 modelo han mostrado ser 
las m& efectivas. Tal vez una de las mayores dificultades de este abordaje se presenta cuando el 
problema de programaci6n lineal entera tiene la propiedad de simetria, es decir que existen mdlti- 
ples soluciones con el mismo valor de la funci6n objetivo. En estos casos, 10s algoritmos habituales 
disminuyen en gran medida su performance. 
El objetivo de esta tesis es abordar la resoluci6n del problema de coloreo de grafos mediante 
modelos de programaci6n entera binaria que parcialmente eliminen soluciones simktricas. Con este 
fin, proponemos varios modelos que tratan la simetria del problema con diferentes criterios. Es- 
tudiamos 10s poliedros asociados a estos modelos y desarrollamos e implementamos un algoritmo 
Branch-and-Cut donde utilizamos este estudio poliedral y estrategias particulares que guian la 
bdsqueda evitando explorar sobre soluciones simbtricas. Se presentan resultados que demuestran 
que este algoritmo es capaz de competir exitosamente con 10s algoritmos exactos conocidos. 
Abstract 
The graph coloring problem, PCG, is perhaps one of the oldest and most well-known problems in 
graph theory. Nowadays, it arises in many applications such as scheduling, timetabling, electronic 
bandwidth allocation and sequencing. 
PCG is known to be NP-hard for arbitrary graphs. The practical importance of the problem 
makes neccesary to devise algorithms capable of solving, in acceptable computational times, medi- 
um to moderate instances arising in real-world applications. A lot of work has been spent in an 
attempt to develop efficient algorithms for the problem, mainly by using heuristic techniques to 
deal with large instances. Relatively few methods for solving the problem exactly can be found in 
the literature. 
Like most optimization problems on graphs, PCG can be formulated as a linear integer pro- 
gramming problem. LP-based Branch-and-Cut algorithms are currently the most successfull tool to 
deal with these models computationally. However, the amount of research effort spent in attempts 
to solve PCG by this method is not comparable with that devoted to other problems, like TSP or 
maximum stable set. 
If the integer programming formulation exhibits symmetries, i.e. many solutions exist with the 
same optimal value, it turns out that Branch-and-Cut exhibts poor performance even for small 
instances. The classical models for PCG suffered from this problem. 
In this thesis, we present new integer programming formulations that reduce the number of 
feasible symmetrical solutions. We develop a polyhedral study of the polytope associated with the 
proposed models in order to derive families of facet-defining inequalities. 
Branch-and-Cut implementations that take advantage of the particular structure of the prob- 
lem under consideration have proved to be the most successfull. In this sense, the use of cutting 
planes arising from a polyhedral study of the feasible solution set allowed many instances of hard 
combinatorial optimization problems to be solved to proven optimality for the first time. We de- 
velop a Branch-and-Cut algorithm based on our theoretical polyhedral results. We also take into 
account many others factors like preprocessing, search and branching strategies, lower and upper 
bounds and streghthening of the LP-relaxation. We present computational results showing that our 
algorithm performance is successful when compared to known exact algorithms. 
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Capitulo 1 
1.1. Un Poco de Historia 
Hay problemas de la fisica, quimica, gen6tica e inform6tica, que pueden ser modelados como 
problemas en grafos. Sin embargo, este concept0 tiene su origen en una ankcdota pueblerina. Debe- 
mos remontarnos a1 siglo XVIII para encontrar la noci6n de grafo como un modelo matem6tico que 
permite analizar y resolver muchos problemas de la vida real. 
La ciudad de Konigsberg, Prusia, estb atravesada por el rio Pregel. En su curso, se encuentra 
una isla a partir de la cual el rio se ramifica en dos. Existian 7 puentes que permitian pasar de 
una parte a otra. Los habitantes de Konigsberg se preguntaban si seria posible realizar un paseo 
atravesando cada uno de 10s puentes una b i c a  vez. Fallidos intentos hacian pensar que &to no era 
posible per0 no se tenia certeza que asi fuera. h e  en 1736 cuando el famoso matem6tico Leonhard 
Euler pudo asegurar que no era posible tal recorrido. El modelo matemtitic0 usado asociaba a cada 
zona de tierra firme un punto (ve'rtice) y a cada puente una linea (arista) que unia 10s correspon- 
dientes puntos. El problema se tradujo en encontrar un recorrido por 10s ve'rtices que pase una y 
s6lo una vez por cada arista. Cualquier configuraci6n de ve'rtices y aristas es lo que conocemos hoy 
como grafo. Euler fue m h  a116 del problema de 10s puentes de Konisberg y di6 condiciones sobre 
la estructura de un grafo para que exista tal tip0 de recorrido. 
Tal vez el problema que m h  contribuy6 a1 crecimiento de la teoria de grafos fue el problema 
de 10s 4 colores. En el aiio 1852, Francis Guthrie observ6 a1 colorear un mapa de Inglaterra que 
le bastaban 4 colores a h  en el caso que dos regiones vecinas no pudieran ser coloreadas con el 
mismo color. Intrigado, escribe una carta a su hermano Frederick, discipulo del matem6tico De 
Morgan, plante6ndole la inquietud de si cualquier mapa dibujado en una hoja de papel tendria esta 
propiedad. Fredrick y De Morgan intentaron dar una respuesta matem6tica a1 problema. Pero, si 
bien no pudieron dibujar un mapa que requiriera a1 menos 5 colores, tampoco pudieron demostrar 
que 4 colores bastaban. El 23 de Octubre de 1852, De Morgan escribe una carta a Hamilton 
explicando el problema que termina diciendo: 
If you return with some very simple case whzch makes m e  out a stupzd anzmal, I think I must 
do as the sphynx did ... 
De Morgan no logr6 despertar el inter& de ~ami l ton  quien respondi6 que no disponia de tiempo 
2 Introduccidn 
para dedicarse a1 tema. 
A fines del siglo XIX, la comunidad matemdtica comenzd a tratar el problema. En 1878 apare- 
ci6 la primera referencia escrita debida a Cayley en The Royal Geographical Society, quien tambiCn 
explic6 ante la London Mathematical Society las dificultades encontradas hasta el momento para el 
tratamiento del problema. 
En 1879, Alfred Kempe [52] publica en American Journal of Mathematics la primera demostraci6n 
del problema que fue considerada correcta. Sin embargo, en 1890 Percy John Heawod [44] encuen- 
tra un error en 10s argumentos usados por Kempe y contribuye con el resultado que 5 colores son 
suficientes para colorear un mapa. 
Durante muchos aiios diversos investigadores abordaron el tema. Hubo infructuosos intentos de 
demostraci6n, per0 muchos de ellos aportaron resultados parciales o formulaciones equivalentes que 
enriquecieron la teoria. Recibn en 1976, Wolfgang Haken y Kenneth Appel [2, 31 logran demostrar 
la conjetura con la ayuda de una computadora. Su demostraci6n estd basada en conceptos que ya 
habian sido utilizados por Kempe, Heawod y Heesch en sus fallidas demostraciones: reducibilidad y 
descarte. Esencialmente, si la conjetura fuera falsa ninguna configuraci6n entre 1478 posibles podria 
aparecer en el mapa contraejemplo (reducibilidad). Sin embargo, se demuestra que el mapa contiene 
alguna de las 1478 configuraciones (descarte) llegando a una contradicci6n. El procedimiento de 
reducibilidad y descarte de 10s 1478 casos fue efectuado con una computadora. Esta metodologia 
no fue aceptada universalmente como una demostraci6n ante la dificultad de verificar la validez 
del razonamiento de la computadora. En 1997, Robertson, Sanders, Seymour y Thomas (701 logran 
reducir a 633 las configuraciones a tener en cuenta y utilizan un procedimiento computational m6s 
transparente que es aceptado como una demostraci6n formal de la conjetura. 
De la misma manera que el problema de 10s puentes de Konisberg, el problema de 10s 4 colores 
puede ser modelado como un problema de grafos. Basta asignar un ve'rtice a cada pais y una arista 
entre vkrtices que correspondan a paises fronterizos. 
Pero la historia no termina con la coloraci6n de un mapa. A partir de la conjetura de 10s 4 colores 
que despert6 durante muchos aiios el inter& de 10s investigadores, se desarroll6 el drea de teoria de 
gmfos. Entre 10s muchos problemas estudiados surgi6 una natural extensi6n del problema de 10s 4 
colores: el coloreo de un grafo. Un coloreo de un grafo es cualquier asignaci6n de colores a 10s vkrtzces 
de tal manera que ve'rtices conectados por una arista no comparten el mismo color. Es inmediato 
plantearse la pregunta: jcu61 es la cantidad minima de colores necesarias para colorear un gmfo y 
c6mo colorear el grafo con esa cantidad de colores? Este es el conocido problema de coloreo de grafos. 
No se ha encontrado a6n una respuesta te6rica a esta pregunta para cualquier configuraci6n de 
un grafo. Los resultados te6ricos de la literatura podemos encuadrarlos en dos tipos. Por un lado 
aquellos que han caracterizado familias de grufos para las cuales se puede establecer la cantidad 
minima de colores y, en algunos casos, c6mo colorear con esa cantidad de colores. Por otro lado, 
resultados que brindan cotas superiores e inferiores para grafos generales o con algunas propiedades 
particulares. El libro de T. Jensen y B. Toft [48] es una excelente referencia para el estudio de 10s 
resultados te6ricos sobre el problerna de coloreo de grafos. 
- J  
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1.2 Aplicaciones del  Problema de Coloreo de Grafos 3 
M6s alla del inter& te6rico que puedan tener 10s problemas en grafos, muchos de ellos y en 
particular el problema de coloreo de grafos tienen una significativa importancia prktica. En la 
siguiente Secci6n describimos algunos problemas de la vida real que pueden ser modelados como 
un problema de coloreo de grafos. 
1.2. Aplicaciones del Problerna de Coloreo de Grafos 
Son numerosas las situaciones de la vida real en las cuales surgen problemas que pueden ser 
modelados como un problema de coloreo de grafos. A continuaci6n mencionaremos algunas. 
Asignacidn de Horarios 
Supongamos que queremos asignar turnos para el dictado de un conjunto de materias. Clara- 
mente deberd considerarse que dos materias dictadas por el mismo profesor no podrhn ser 
asignadas a turnos que se superpongan. El mismo argument0 es aplicable a materias dictadas 
a un mismo grupo de estudiantes. El problema de determinar el minimo ncmero de turnos 
para dictar todas las materias es equivalente al problema de coloreo en el grafo que resulta de 
considerar un ve'rtice por cada posible materia-turno y una arista por cada incompatibilidad 
horaria. Asociando 10s turnos a colores, es inmediata la equivalencia de 10s problemas. 
Este problema se encuadra dentro de una clase m k  general que es el de programaci6n de 
actividades que deban ser ejecutadas por mdquinas y/o personas. El objetivo es encontrar la 
cantidad minima de mdquinas y/o personas necesarias para realizar un conjunto de tareas. El 
caso m6s sencillo es cuando cualquier tarea puede ser realizada por cualquier mdquina/persona 
y existen ciertas incompatibilidades entre las tareas que impiden que 6stas Sean realizadas en 
la misma mdquina. Por ejemplo, si dos tareas deben ser realizadas en el mismo horario. Este 
problema ha sido tratado por muchos investigadores, entre 10s cuales podemos mencionar 10s 
trabajos de Leighton [57] y Werra [27]. 
Asignacidn de Frecuencias Radiales 
Consideremos un conjunto de usuarios (radios o particular-) del espectro electromagndtico 
a 10s cuales hay que asignar frecuencias. Para evitar interferencias, las zonas geogrScamente 
cercanas deberdn tener distintas frecuencias mientras que aquellas que se encuentren suficien- 
temente lejos podrdn compartirlas. Determinar c6mo asignar el minimo ndmero de frecuencias 
necesarias para suplir 10s requerimientos de todos es equivalente al problema de coloreo de 
grafos. Basta considerar un ve'rtice por cada usuario y una arista entre dos ve'rtices cuando 
la distancia geogrdfica entre 10s usuarios es inferior a una distancia establecida para evitar 
interferencias. Si cada frecuencia es identificada con un color, encontrar la minima cantidad 
de colores para colorear el grafo resuelve el problema. 
En la prdctica pueden surgir algunos otros requerimientos y/u objetivos. Por ejemplo, 10s 
usuarios pueden tener restricciones sobre el uso de las frecuencias. Adem&, ante una situacibn 
en la que sea imposible evitar interferencias, es de utilidad saber ccal es aquella asignaci6n 
que minimiza la probabilidad global de que se produzca una interferencia. La aplicaci6n de 
modelos matemdticos basados en coloreo para resolver el problema fueron introducidos por 
Metzger [65]. 
4 Introducci6n ?-, H z  
En [43], Hale presenta un estudio del problema, sus extensiones y la relaci6n con el problema 1.2. 
de coloreo. Adem& introduce generalizaciones del problema de coloreo que han dado origen 
- 
a una basta teoria y resultan ser modelos aplicables a muchas de las variantes del problema 
de asignaci6n de frecuencias. M& recientemente, la tesis de Koster [54] brinda un excelente 
estado del arte del tema. 
Asignacio'n de Registros 
r -  
b 1  I Durante la ejecuci6n de un programa, las variables que se encuentran en 10s registros de 
memoria pueden ser accedidas m& rdpidamente que aquellas que no se encuentran en 10s 
mismos. En la mayoria de 10s casos, la cantidad de variables supera el ntimero de registros 
disponibles, por lo cual un registro deberd ser usado en distintos tiempos de ejecuci6n por 
diferentes variables. Con el objetivo de minimizar el tiempo de ejecucibn, es fundamental que 
aquellas variables a las cuales deba accederse dentro de un mismo periodo corto de tiempo 
est6n accesibles en 10s registros de memoria. Es decir, es necesario minimizar los acoesos a 
memoria fuera de 10s registros. Se puede crear un grafo con un vkrtice por cada variable del 
programa y aristas entre virtices que correspondan a variables necesarias en un mismo period0 ! ,-. 
de tiempo. Si identificamos cada registro con un color, cualquier coloreo del grafo brinda una > 
posible relaci6n variable-registro que no asigna un mismo registro a variables requeridas en .1-/ 
igual periodo. Si el minimo nlimero de colores necesario para colorear el grufo es inferior a la .y 5' 
cantidad de registros disponibles, se optimiza el uso de la memoria. Debido a1 inter& prktico 2 1 -;-.- & .-J 
de esta aplicacibn, hay numerosos trabajos asi como variaciones del problema. (Chaitin [12], 
Chow [14], Briggs et al. [ll]). r 4.3 --. 
- x,,: A 1 
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1.3. ~ E s  Dificil Colorear un Grafo? 
- 
Hasta aqui hemos hecho un poco de historia sobre el origen del problema de coloreo y de las *,- 
actuales aplicaciones prkticas del mismo. Como consecuencia de esta relevancia prktica, tiene .it .- 1 
especial inter6s la pregunta: iQu6 podemos hacer para encontrar un coloreo de un grafo que utilice 1 
la cantidad minima de colores?. E-: 1. i? r 
a r- X 
. . 
. -. 
Todo coloreo de un grufo puede pensarse como una asignaci6n entre V, el conjunto de vdrtices, . <- 
y el conjunto {l, . . . , n) donde n = IVI. Entonces, el conjunto de todos 10s colorem de un grafo 
.$: tiene cardinal finito y el problema de coloreo de grafos se reduce a buscar en un conjunto finito I- 
de elementos, uno que utilice la cantidad minima de colores. Esta propiedad puede llevarnos a la 
,! 
conclusi6n err6nea que el problema puede ser resuelto por simple enumeraci6n de las soluciones. rp 
Sin embargo, si bien el ntimero de coloreos es finito, puede ser tan grande que enumerar todm 10s 
coloreos en busca del mejor resulte prdcticamente inviable. 
La Optimizaci6n Combinatoria es una k e a  de la Investigacibn Operativa que estudia 10s pro- 
blemas con la particularidad que el conjunto F de soluciones donde se busca el 6ptimo es finito pero '3 < i- I 1  
grande. Mb precisamente, sea N = (1,. . . , n)  un conjunto finito, F una familia de subconjuntos - 2  
de N y una funci6n f : F -t R. Un problema de Optimizaci6n Combinatoria busca el 6ptimo 
. .a, 
(mkimo o minimo) de f (S) entre 10s elementos S E F. Caracterizar 10s elementos de F de mu- 9 '~.- '* 
chos problemas suele ser sencillo. Diferentes 6rdenes de un conjunto de elementos, apareamientos 
- ' I 
. .. '
-, 3 
a - 
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entre elementos de dos conjuntos, circuitos de rutas entre ciudades, coloreos de un grafo, entre otros. 
Para resolver un problema necesitamos de un algoritmo, es decir de un procedimiento sin am- 
bigiiedades que consiste de una sucesi6n finita de pasos a realizar en un orden especifico. Para 10s 
problemas de Optimizaci6n Combinatoria, la enumeraci6n de 10s elementos de F constituye un 
algoritmo. Sin embargo, si el cardinal de F es grande, es claro que 6ste no es un metodo prhctico ni 
eficiente. Pero, ~ C u h d o  consideramos a un algoritmo eficiente? La teoria de complejidad fue inicia- 
da por Cook en 1971 [20] y estableci6 criterios para decidir si un algoritmo resuelve un problema de 
manera eficiente. Se considera que un algoritmo es eficiente si encuentra la soluci6n de tal manera 
que, en el peor de 10s casos, el tiempo requerido (nfimero de operaciones elementales) estd acotado 
por un polinomio en la medida de 10s datos de entrada. Son 10s llamados algoritmos polinomiales. 
Hay problemas para 10s cuales se dispone de un algoritmo polinomial. ~ s t o s  conforman la clase P. 
Tal es el caso del problema de flujo m&ximo, el camino m& corto entre dos ciudades, entre otros. 
Muchos problemas de Optimizaci6n Combinatoria pertenecen a una clase de problemas aparente- 
mente dificiles desde el punto de vista computacional. Esta clase es denominada NP-Hard en la 
teoria de la complejidad. Para estos problemas no se conoce un algoritmo que encuentre la soluci6n 
en tiempo polinomial. Sin embargo, si para alguno de estos problemas se encontrara un algoritmo 
polinomial, esto implicaria que muchos otros problemas tambi6n podrian ser resueltos en tiempo 
polinomial. Entre 10s problemas de la clase NP-Hard, podemos mencionar el problema de wloreo 
de gmfos [51], el problema de m&mo conjunto independzente (encontrar la mayor cantidad de 
vkrtices de un grafo donde todo par de virtices no estd conectado por una arista) y el problema de 
camino hamiltoniano (encontrar la manera de recorrer todos 10s vkrtices de un grafo pasando una 
y s610 una vez por cada uno). El libro de Garey y Johnson 1341 y el de Papadimitriou y Steiglitz 
[69] son buenas referencias donde se pueden encontrar 10s conceptos de complejidad y una extensa 
clasificaci6n de problemas. 
Hemos seiialado que el problema de coloreo de grafos pertenece a la clase NP-Hard. Sin embargo, 
como ocurre con muchos otros problemas, ciertas particularidades del grafo hacen que resulte m6.s 
sencillo resolver el problema. Por ejemplo, si todo par de vkrtices de un grafo e s t h  conectados por 
una arista, se necesitan tantos colores como vdrtices tenga el grafo para colorearlo. No es k t e  el 
linico caso, hay caracterizadas otras familias de grafos para las cuales se dispone de un algoritmo 
polinomial para resolver el problema. En 1341 se presentan varias de estas familias. 
Esencialmente, la resoluci6n de 10s problemas que pertenecen a la clase NP-Hard estb enfocada 
desde dos puntos de vista. Por un lado, con algoritmos que si bien no garantizm encontrar el 
6ptimo brindan buenas soluciones en tiempos razonables. Estos son denominados algoritmos de 
aproximaci6n y algoritmos heuristicos. Por otro lado, si bien la pertenencia a la clase NP-Hard 
indica que el tiempo requerido para encontrar la soluci6n 6ptima puede resultar prohibitivo, 10s 
algoritmos exactos no son dejados de lado. La posibilidad de resolver en forma exacta instancias 
cada vez m& grandes aumenta debido al desarrollo de mejores algoritmos exactos y a la aparici6n 
de nueva tecnologia. El problema de coloreo de grafos ha sido abordado bajo 10s dos enfoques que 
hemos mencionado. En el pr6ximo capitulo haremos una reseiia de 10s mismos. 
1.4. Objetivo de la Tesis 
Muchos problemas de Optimizaci6n Combinatoria pueden ser modelados como problemas de 
programaci6n lineal entera. En estos modelos el objetivo es buscar el 6ptimo de una funci6n lineal 
donde algunas o todas las variables e s t h  restringidas a ser enteras y deben verificar un sistema 
de desigualdades lineales. Si en particular las variables deben tomar valores 0 6 1, se denomima 
problema de programaci6n lineal entera binaria. 
Dado un problema de Optimizaci6n Combinatoria asociado a una conjunto F, para cada ele- 
mento S E F podemos considerar su vector caracteristico xS, es decir X? = 1 si i E S y 0 en caso 
contrario. Si la condici6n de pertenencia a F puede ser expresada como inecuaciones lineales en las 
variables xS y la funci6n f a optimizar es lineal, la modelizaci6n del problema como un problema 
de programaci6n lineal entera es directa. 
Si bien el problema general de programaci6n entera pertenece a la clase NP-Hard, la gran can- 
tidad de trabajos en el Qea permite contar con herramientas que posibilitan dia a dia resolver 
eficientemente instancias correspondientes a problemas de la vida real. En particular, las thcnicas 
Branch-and-Cut basadas en la teoria poliedral han demostrado ser una de las mejores para tratar 
este tipo de problemas. El problema del vzajante [68], conjunto estable [67] y orden lineal [39] son 
algunos de 10s ejemplos exitosos de la aplicaci6n de esta metodologia. 
Cuando en un problema de programaci6n lineal entera existen m~ltiples oluciones con el mismo 
valor de la funci6n objetivo, 10s algoritmos habitudes disminuyen en gran medida su performance. 
En el Capitulo 3 analizamos con m& detalle esta afirmaci6n 
En el caso del problema de coloreo de grafos, hay muchos coloreos que utilizan la misma canti- 
dad de colores. Basta pensar que a partir de un coloreo que usa k colores, cualquier elecci6n de un 
subconjunto de cardinal k del conjunto (1,. . . ,n) es un coloreo con k colores. Es decir que, debido 
a la indistinguibilidad de 10s colores, para cada k hay por lo menos (;) coloreos que pueden ser 
considerados equivalentes o sime'tricos. Por otro lado, tambikn puede ocurrir que un ve'rtice pueda 
tener m k  de una alternativa de asignaci6n de color usando la misma cantidad total de colores. De- 
pendiendo de la estructura particular del grafo, esto puede dar origen a un ntimero muy grande de 
coloreos szme'tricos. Ahora bien, si todos 10s coloreos sime'tricos e s t h  representados por soluciones 
factibles del modelo de programaci6n lineal entera y no se contempla una manera de diferenciarlas 
o eliminarlas, la simetria se transmite a1 modelo. 
El objetivo de esta tesis es abordar la resoluci6n del problema de coloreo de grafos mediante 
modelos de programaci6n entera binaria que parcialmente eliminen soluciones simktricas. Con este 
fin, proponemos varios modelos que tratan la simetria del problema con diferentes criterios. Es- 
tudiamos 10s poliedros asociados a estos modelos y desarrollamos e implementamos un algoritmo 
Branch-and-Cut donde utilizamos este estudio poliedral y estrategias particulares que guian la 
blisqueda evitando explorar sobre soluciones sim6tricas. A este nuevo algorimto lo denominamos 
BC- Col. 
El trabajo estS dividido en 7 Capitulos. En el Capitulo 2 hacemos una reseiia de algunos de 
10s algoritmos para colorear un grafo que han sido propuestos en la literatura. E s t h  clasificados 
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en dos grandes categorias: heuristicos y exactos. Como nuestro enfoque es modelar el problema de 
coloreo con un problema de programaci6n lineal entera binaria, en el Capitulo 3 introducimos 10s 
conceptos bQicos de la programaci6n lineal entera binaria y describimos 10s principales algoritmos 
usados para su resoluci6n. En el Capitulo 4 proponemos varios modelos de programaci6n entera 
binaria para el problema de coloreo de grafos. Los modelos presentados difieren en la manera de 
eliminar soluciones sime'tricas. Hacemos un andisis de las ventajas y desventajas de cada uno de 
ellos. Algunos eliminan m6.s soluciones que otros, sin embargo, observamos que esto no garantiza 
la supremacia de un modelo sobre el otro desde el punto de vista de un estudio poliedral ni al- 
goritmico. En el Capitulo 5 se presenta un estudio poliedral de uno de 10s modelos del Capitulo 
4. El conocimiento del poliedro asociado a un modelo de programaci6n lineal entera juega un rol 
fundamental en el desarrollo de algoritmos eficientes. Los resultados de este Capitulo constituyen 
uno de 10s ejes principales de nuestro algoritmo BC-Col, un algoritmo Branch-and-Cut que presen- 
tamos en el Capitulo 6. Alli detallamos 10s procedimientos y las diferentes alternativas que fueron 
consideradas dentro del esquema general de un algoritmo Branch-and-Cut. El comportmiento del 
algoritmo es analizado en el Capitulo 7 sobre grafos generados al azar y sobre el conjunto de ins- 
tancias de DIMACS [29] [19], libreria de grafos provenientes de distintas fuentes utilizada por 10s 
investigadores para testear nuevos algoritmos. Finalrnente, en el Capitulo 8 concluimos con futuras 
lineas de investigacibn. 
En la pr6xima secci6n introducimos la notaci6n y conceptos bkicos de la teoria de grafos y 
poliedros que usaremos en esta tesis. 
1.5. Definiciones BBsicas y Notaci6n 
Un gmfo G = (V, E )  consiste de un conjunto V de ve'rtices y un conjunto E de aristas. Cada 
arista es un par no ordenado de ve'rtices. El nlimero de ve'rtices de G lo notaremos n y m a1 nlimero 
de aristas. 
Si [u, v] E E,  llamamos a u y v 10s extremos de la arista. Un virtice v es adyacente a otro ve'rtice 
u si la arista [u, v] E E. 
La vecindad de un ve'rtice v es el conjunto N(v)  de todos 10s virtices adyacentes a v. El grado 
de v,  6(v), es el cardinal de N(v) .  Si 6(v) = 0, se dice que el vkrtice v es aislado. Si 6(v) = n - 1, 
se dice que el vkrtice v es universal. 
Un grafo G es completo si todo par de virtices es adyacente. La densidad de un gmfo G = (V, E) ,  
dens(G), es el porcentaje de aristas que tiene G respecto de un grafo completo con igual cantidad 
de ve'rtices, es decir dens(G) = 100(21El/lVl(lVI - 1)).  
Dado V' C V ,  denotamos por GIV1] a1 grafo cuyo conjunto de ve'rtices es V' y el conjunto de 
aristas es el subconjunto de E cuyos extremos son virtices de V'. A GIV1] se lo denomina subgrafo 
inducido por V'. 
Sea K c V. K es una clique si G[K] es completo. Diremos que la clique es maximal si no existe 
v E V\K tal que v es adyacente a todos 10s ve'rtices de K. Una clique es mihima si no existe una 
clique maximal de mayor cardinal. Denotamos por w(G) a1 cardinal de una clique miixima de G. 
Sea I c V .  I es un conjunto independiente si G[I] no tiene aristas. Diremos que el conjunto 
independiente es maximal si no existe v E V\I tal que v no es adyacente a 10s virtices de I .  
El conjunto independiente es miiximo si no existe una conjunto independiente maximal de mayor 
cardinal. Denotamos por a(G) a1 cardinal de un conjunto independiente mkimo de G. 
Sea Pk c V, Pk = { v ~ , .  . , uk). Pk es un camino si G[Pk] tiene las aristas [~i,'Ui+l] para 
i = 1,. . . , k - 1 y ninguna otra arista entre u4rtices de Pk. 
Sea Ck c V, Ck = {ul, . . . , uk). Ck es un ciclo si G[Ck] tiene las aristas [vl, vk], [vi, vi+l] para 
i = 1,.  . . , k- 1. Si no existe ninguna otra arista entre ukrtices de Ck, entonces se denomina agujero. 
Decimos que G = (V, E') es el gmfo complemento de G = (V, E) si [u, u] E E' si y s6lo si 
[u, vl $ E - 
Un gmfo G es conexo si para cualquier par de vkrtices u, v existe una secuencia u, ul, . . . , uk, v 
tal que [u, v ~ ] , [ v ~ ,  vi+1] para i = 1, . . . , k - 1 y [vk, U] E E. 
Sean I, c V conjuntos independientes para todo i = 1,. . . , r .  F = {Il, .  . .,I,) define una 
partici6n en conjuntos independientes de V si y s610 si I, n IJ = 0 para todo i # j y adem& 
Ur=lIi = V. Si para alglin par de indices i, j se satisface que IinIj # 0 entonces F es un cubrimiento 
en conjuntos independientes de V. 
Sean Ki c V cliques para todo i = 1,. . . , r .  F = {K1,. . . ,KT)  define una partici6n en cliques 
de V si y s6l0 si Ki n KJ = 0 para todo i # j y adem& U;=l Ki = V. Si para algin par de indices 
i, j se satisface que K, n Kj  # 0 entonces F es un cubrimiento de cliques de V. 
En esta tesis asumiremos que 10s grafos son conexos y no completos. 
Un coloreo de G es una asignaci6n entre V y el conjunto (1,. . . ,n) (colores) de manera tal que 
dos u4rtices adyacentes no reciben el mismo color. 
Un (k)-wloreo de G es un coloreo que utiliza k colores distintos. El nlimero cromAtico de G, 
x(G), es el menor k para el cud existe un (k)-coloreo de G. Un (k)-coloreo de G define una partici6n 
en conjuntos independientes de V que tiene cardinal k. 
Un poliedro P C Rn es el conjunto de puntos que satisfacen un nlimero finito de desigualdades 
lineales, es decir P = {x E Rn : Ax 5 b )  con A E Wmn y b E Rm. 
Sea S c Wn. Un punto x es una combinaci6n convexa de puntos de S si existen XI, 22, .  . . , xk E S 
k k tal que x = x i = l  Xixi con xi=l A, = 1 y A, > 0 para todo i = 1,. . . , k. La cApsula convexa de 
S, conv(S), es el conjunto de todas las combinaciones convexas de puntos de S. Equivalentemente, 
conv(S) es el menor poliedro que contiene a S. 
Un conjunto de puntos XI ,  x2,. . . , xk E Rn es afinmente independiente si la linica soluci6n de 
k 
~ : = , a i ~ ,  = O  y xz=l~i  = 0 es a, = 0 para todo i = 1 ,..., k. 
Un poliedro P c Rn tiene dimensi6n k si el nlimero miximo de puntos afinmente independientes 
en P e s  k + 1 .  
La desigualdad nx 5 no es una desigualdad vdida para P si nx 5 no para todo x E P. Una 
desigualdad vtilida define una cara de P si el poliedro F = {x E P : TX = ?ro) # 0. Una cara se 
llama faceta si dim(F) = dim(P) - 1. La cantidad de caras de P es finita. 
Capitulo 2 
Algorit mos para Problema 
Coloreo d e  Grafos 
El problema de coloreo de grafos ha sido abordado por muchos investigadores. Dependiendo de 
la aplicaci6n y del objetivo buscado, han sido propuestos una gran variedad de modelos y tecnicas. 
Esto es una natural consecuencia de la pertenencia del problema de coloreo a la clase NP-Hard. 
Como ya hemos mencionado en el Capitulo anterior, 10s mktodos de resoluci6n e s t h  encuadrados 
en dos grandes familias: algoritmos heuristicos y algoritmos exactos. En este Capitulo presentamos 
10s principales enfoques algoritmicos del problema, dejando para el Capitulo 4 el abordaje del 
problema desde el punto de vista de programaci6n entera que es el objetivo principal de esta tesis. 
2.1. Algoritmos Heuristicos 
En muchos problemas de la vida real se requiere tomar decisiones que no pueden esperar y que 
no siempre es imprescindible que Sean 6ptimas. Si no se dispone de un algoritmo exacto eficiente 
o la instancia es lo suficientemente complicada, no puede encararse la resoluci6n del problema es- 
perando .obtener el 6ptimo. Es en estos casos donde las heuristicas juegan un rol fundamental. 
Los~algoritmos heuristicos son tkcnicas que permiten obtener buenas soluciones, no necesaria- 
mente Gptimas, en tiempos razonables. En general, poco puede decirse de la proximidad al6ptimo 
de la soluci6n obtenida. Si el algoritmo asegura una cota superior del error cometido, se denomi- 
na algoritmo aproximado. En estos casos se tiene cierta garantia de la calidad de la soluci6n que 
permite evaluarla con mayor certeza. A1 desarrollar un algoritmo heuristic0 es conveniente que 
garantice buenas cotas superiores. Sin embargo, Garey y Johnson [34] han demostrado que si ex- 
istiera un algoritmo polinomial para el problema de coloreo de grafos que usara a lo sumo c x ( G )  
colores (c > I), entonces existiria un algoritmo polinomial para determinar x ( G ) .  
A pesar de la falla en conseguir el 6ptimo o de poder garantizar buenas cotas superiores, 
son algoritmos importantes por varias razones. Por un lado, proveen soluciones aceptables a una 
gran variedad de problemas dificiles para 10s cuales 10s algoritmos exactos conocidos son incapaces 
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de dar una soluci6n en tiempo razonable. Por otro lado, el conocimiento de buenas soluciones 
permite reducir el conjunto de soluciones factibles descartando aquellas cuyo valor sea peor a1 
obtenido. De esta manera, un algoritmo exacto puede buscar en un conjunto m h  chico y tener 
la posibilidad de encontrar el 6ptimo para instancias en las cuales inicialmente es imposible este 
abordaje. Cabe destacar que en la prdctica muchos problemas de gran dificultad han sido resueltos 
no s610 en tiempos cortos sin0 que en muchos casos encontrando soluciones muy cercanas a1 6ptimo. 
Dentro de las tkcnicas heuristicas aplicadas a1 problema de coloreo de grafos, podemos encontrar 
diversos m6todos como: mdtodos constructivos, de descomposici6n, de reducci6n y de bdsqueda 
local. Algunos de ellos son desarrollados especificamente para el problema en cuesti6n y otros 
encuadrhdose dentro de un esquema general denominado Metaheuristica. 
2.1.1. Heuristicas 
Los mktodos m k  sencillos utilizan un procedimiento de coloreo secuencial que corresponde a 
un algoritmo de tip0 goloso. Estos esquemas son constructivos y encuentran una soluci6n que no 
es sometida posteriormente a ninglin proceso de mejoramiento. Bhicarnente, la mayoria de estos 
procedimientos consisten en colorear un ve'rtice por iteraci6n siguiendo un orden establecido para 
10s ve'rtices o para 10s colores. ' l $ > T ?  
I 
Algoritmos de Coloreo Secuencial Siguiendo u n  Orden de Ve'rtices 
Estos algoritmos eligen en la iteracidn i el ve'rtice que se encuentra en la posici6n i de la 
lista ordenada de ve'rtices y le asignan el primer color factible entre 10s colores usados por 
10s ve'rtices ya coloreados. En el caso que esto no sea posible, un nuevo color es usado para 
colorear el ve'rtice. 
Las implementaciones siguiendo esta linea, difieren en el criterio utilizado para ordenar 10s 
vtrtices. Las miis usadas son: 
LF (Largest Fzrst) 
Se consideran 10s ve'rtices ordenados en forma decreciente por grado. Fue propuesto por 
Welsh y Powell en [77]. 
S L  (Smallest Last) 
Se comienaa eligiendo el vkt ice  de menor grado y se lo coloca 6ltimo en la lista ~n 
el paso k, se elige el ve'rtice de menor grado en el subgrafo inducido resultante de la 
eliminacion de 10s ve'rtices ya ordenados. Este ve'rtice es colocado en el lugar k de la lista 
comenzando del final de la lista. Este orden fue propuesto por Matula, Marble e Isaacson 
( I .  
en [GO]. 
Ambos mdtodos son sencillos de implementar, per0 no es dificil construir grafos donde el 
coloreo obtenido estd muy lejos de ser el 6ptimo. 
Los colores tambikn pueden estar ordenados siguiendo varios criterios. Un orden fijo inicial o 
un orden dinAmico considerando la cantidad de ve'rtices ya coloreados por cada uno de ellos. 
Cualquiera de estos 6rdenes pueden ser tomado en forma creciente o decreciente. 
Dentro de este esquema heuristic0 de coloreo secuencial de ve'rtices, el algoritmo m k  difundido 
es DSATUR, desarrollado por Brklaz [lo]. La diferencia fundamental con 10s mencionados 
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antes es que considera un ordenamiento dindmico de 10s vkrtices. En cada iteracibn, se elige 
el ve'rtice que tenga la mayor cantidad de colores distintos usados en su vecindad y se lo 
colorea con el primer color factible. Este algoritmo ha servido como base a muchas variaciones, 
fundamentalmente en el criterio para elegir el ve'rtice en el caso de empate en el ordenamiento 
de 10s vkrtices. Brdlaz desempata elegiendo el ve'rtice de mayor grado. En [73], Sewell propone 
otro criterio. Si v es un vkrtice del empate, para cada color c factible para v se calcula la la 
cantidad de vecinos que podrian utilizar el color c. Se calcula la suma de estas cantidades y el 
vkrtice con mayor suma es elegido. La idea de este criterio es elegir el ve'rtice que m& reduce 
el nlimero de colores factibles para 10s vkrtices alin no coloreados. 
Para mejorar la performance de estos m6todos, puede considerarse la posibilidad de realizar 
intercambios de colores. Supongamos que estamos en la iteraci6n k y que ninguno de 10s 
colores utilizados en 10s k - 1 vkrtices ya coloreados es factible para el ve'rtice actual. Si 
cambiar el color de alglin vkrtice permite que al actual se lo coloree sin necesidad de utilizar 
un nuevo color, se realiza este intercambio. Esta modificaci6n fue sugerida por Matula, Marble 
e Isaacson en [60] que aplicada a 10s ordenes descriptos anteriomente son 10s algoritmos Largest 
First with Interchange (LFI) y Smallest Last with Interchange (SLI) respectivamente. Si bien 
10s intercambios consumen mayor tiempo, mejoran 10s resultados obtenidos por LF y SL. 
Algoritmos de Coloreo Secuencial Siguiendo u n  Orden de Colores 
Los mdtodos de coloreo secuencial siguiendo un orden en 10s colores colorean la mayor can- 
tidad posible de ve'rtices con el color i antes de proseguir con el color i + 1. Los ve'rtices que 
pueden ser coloreados con un mismo color corresponden a conjuntos independientes del grafo. 
Por lo tanto, estos m6todos pueden ser pensados como un procedimiento que va construyen- 
do conjuntos independientes maximales y asigndndoles un color. El criterio de selecci6n de 
10s ve'rtices para formar 10s conjuntos independientes da origen a las distintas implementa- 
ciones de este esquema bhico. En el m6todo RLF (Recursive Largest First) desarrollado por 
Leighton 1571, 10s ve'rtices a ser coloreados con el color i son elegidos en orden creciente de 
acuerdo a la cantidad de vecinos no coloreados que no puedan usar el color i. El objetivo de 
este criterio es colorear la mayor cantidad de ve'rtices con el color i y que el subgmfo inducido 
por 10s ve'rtices no coloreados tenga densidad baja. 
A cualquiera de 10s algoritmos mencionados se le puede aiiadir un proceso aleatorio. Por 
ejemplo, Johnson et a1 [49] desarrollaron el mdtodo XRLF basado en RLF. En este caso, 
en la iteraci6n i se construyen varios conjuntos de vkrtices candidatos a ser coloreados con el 
color i. De todos estos conjuntos, se elige el que induzca el grafo de ve'rtices no coloreados con 
menor densidad. Para construir 10s conjuntos de vkrtices candidatos, se aplica varias veces el 
procedimiento RLF. Cada una de las aplicaciones de RLF se hace sobre un subconjunto de 
tamaiio fijo de ve'rtices elegido a1 azar entre 10s vkrtices no coloreados. 
2.1.2. Metaheuristicas 
Las heuristicas que describimos hasta ahora son constructivas. Es decir, finalizan una vez que 
logran encontrar una soluci6n factible del problema. Para mejorar el proceso se puede aiiadir una 
etapa de mejoramiento. El esquema de mejoramiento mhs aplicado es el de blisqueda local. Bhsica- 
mente un procedimiento de blisqueda local trabaja de la siguiente manera: Sea S el conjunto de 
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soluciones factibles del problema y f la funci6n objetivo. A cada soluci6n x E S se le asocia 
una vecindad N(x) de soluciones factibles que pueden ser obtenidas a partir de x mediante una 
operaci6n llamada movimiento. El proceso parte de una soluci6n inicial xo, calcula N(xo) y elige 
XI en N ( x o ) .  Bajo este esquema, repitiendo el proceso, en cada iteraci6n del algoritmo se visita una 
soluci6n factible hasta satisfacer alguna condici6n de parada. Para definir completamente el algo- 
ritmo hay que especificar la vecindad de una soluci6n y el criterio para elegir una nueva soluci6n en 
la vecindad. Esto depende en gran medida de la particularidad del problema a resolver. El criterio 
mi% simple de selecci6n de una soluci6n en la vecindad consiste en tomar una soluci6n con mejor 
valor de f (criterio goloso). En este caso, el algoritmo se detendrii en un 6ptimo local que debido a la 
miopia del proceso de selecci6n puede encontrarse lejos del6ptimo global. Para evitar estacionarse 
en 6ptimos locales puede resultar beneficioso admitir movimientos en la vecindad hacia soluciones 
que empeoren el valor de la funci6n objetivo. Este es el principio bhico de las Metaheuristicas. 
Entre las m& difundidas se encuentran: 
La tkcnica de B6squeda Tab6 fue introducida por Glover [36]. Esencialmente el m6todo trata 
de usar la informaci6n de lo que ha sucedido hasta el momento para actuar en consecuencia. Es 
decir, la vecindad de una soluci6n se ver& afectada por la eliminaci6n de aquellas soluciones que 
ya hayan sido visitadas por el algoritmo en un pasado reciente (soluciones tabzi) para evitar 
que el proceso cicle o que tengan atributos que inducen a una estructura poco beneficiosa 
segin se desprenda de las soluciones visitadas. 
El principio subyacente en este m6todo es que es preferible tomar una decisi6n que localmente 
sea mala (moverse a una soluci6n con peor valor de f )  si estii fundamentada en la informaci6n 
que puede extraerse de las soluciones ya visitadas. En este sentido puede decirse que hay 
un cierto aprendizaje durante el proceso y que la blisqueda es inteligente evitando quedar 
atrapados en 6ptimos locales. 
Hertz y de Werra [45] fueron 10s primeros en aplicar esta t6cnica a1 problema de wloreo 
de grafos conocida bajo el nombre de TABUCOL. En [30], Dorne y Hao, presentan una 
implernentacion m h  reciente de esta tbcnica. Para el caso de grafos poco densos, el trabajo 
reciente de Gonzalez-Velarde y Laguna [38] presenta un procedimiento Tabli que resulta 
competitivo frente a otras metaheuristicas. 
Simulated Annealing 
Este procedimiento fue propuesto por Kirkpatrick, Gelatt y Vecchi [53]. Siguiendo 10s linea- 
mientos bhicos de un algoritmo de b6squeda local, la propuesta es aceptar todo movimiento 
, de mejora y permitir movimientos de no mejora de acuerdo con una funci6n de probabilidad. 
La estrategia es comenzar con una probabilidad alta de aceptar movimientos de no mejora 
y en las sucesivas iteraciones ir disminuyendo la probabilidad de aceptarlos ante la espe- 
rable cercania a1 6ptimo. Asi se amplia el espacio de b6squeda en las iteraciones iniciales. 
Para establecer una funci6n de probabilidad con las caracteristicas mencionadas, se utiliza la 
analogia a1 proceso fisico de enfriamiento de un sistema. 
Chams, Hertz y de Werra [13] aplicaron esta tecnica al problema de coloreo de grafos. Han 
desarrollado dos tipos de implementaciones. Una en la cual utilizan el esquema descaipto 
y otra hibrida resultado de combinarla con la heurztica XRLF. En [49], Johnson et al, 
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realizan una gran cantidad de experimentos usando diferentes variantes del algoritmo sobre 
un conjunto de grafos que varian en densidad y tamaiio. 
Hasta el momento, en la comparaci6n con otras t6cnicas metaheuristicas no resulta competiti- 
va para la resoluci6n del problema de coloreo de grafos. En general, la performance de Tab6 es 
superior a Simulated Annealing, en particular para grafos densos. 
Algoritmos Evolutivos 
La diferencia de 10s Algoritmos Evolutivos respecto de las otras metaheuristicas es que traba- 
jan con un conjunto de soluciones (poblacio'n) que cambia (evoluciona) de una iteraci6n a otra. 
Fueron propuestos por Holland [47] a partir de la observaci6n del proceso de subervivencia 
en la evoluci6n natural de 10s seres vivos. 
A trav6s de las sucesivas generaciones, las distintas especies van evolucionando y ganando 
conocimiento para sobrevivir, que es codificado a nivel de 10s cromosomas. En el proceso 
de reproducci6n se combinan 10s cromosonas de 10s progenitores y aquellos con buenas es- 
tructuras se reproducen m&s a menudo que el resto. Se puede realizar una analogia entre el 
conjunto de soluciones de un problema y el conjunto de individuos de una poblacion natural. 
La informaci6n de cada soluci6n se codifica en un vector binario que juega el rol de cro- 
mosonas y se usa la funci6n objetivo del problema para calificar a cada cromosoma. Aquellos 
cromosomas con mejor evaluaci6n serdn elegidos para reproducirse en nuevas soluciones. El 
algoritmo parte de una poblaci6n inicial de soluciones, eval6a 10s cromosomas de las mismas, 
selecciona y/o elimina cromosonas para realizar combinaciones y mutaciones que dartin origen 
a una nueva poblaci6n de soluciones. 
Dentro de las aplicaciones de las metaheuristicas a1 problema de coloreo de grafos, 10s algo- 
ritmos evolutivos han resultado 10s del mejor performance. Podemos destacar el trabajo de 
Costa, Hertz y Dubuis [22] y el de Fleurent y Ferland [33] cuya implementaci6n combina un 
algoritmo evolutivo con un proceso de buiqueda local basada en t6cnicas tabli, a 10s que son 
sometidas las soluciones de la poblaci6n. 
G R A S P :  Greedy Randomized Adaptive Search Procedure 
Los m6todos G R A S P  surgieron en la d6cada del 80 (Feo y Resende [31, 321). G R A S P  es 
un proceso iterativo compuesto de dos fases: la fase constructiva y la fase de mejoramiento. 
Durante la fase constructiva se generan soluciones factibles que en la fase de mejoramiento 
son sometidas a un proceso de b6squeda local. 
La construcci6n de soluciones es un proceso iterativo que aiiade en cada paso un elemento 
a la soluci6n parcial con criterio goloso (Greedy). La evaluaci6n de un elemento no es una 
propiedad exclusiva del elemento sino que se adapta (Adaptive) a la presente soluci6n parcial. 
Por otro lado, el criterio goloso es aleatorio (Randomized) ya que no necesariamente selecciona 
el mejor candidato, sino que 6ste es elegido en forma aleatoria de un conjunto de elementos 
considerados 10s mejores por el criterio goloso. De esta manera se intenta evitar la repetici6n de 
soluciones. A las soluciones construidas en la primera fase, se intenta mejorarlas con blisqueda 
local, per0 en general mediante procesos sencillos y rdpidos. 
La buena performance del algoritmo estti basada principalmente en realizar muchas iteraciones 
de fases constructivas que otorgarAn un muestreo significativo del conjunto de soluciones del 
problema y por lo tanto con buena chance de que el 6ptimo se encuentre entre ellas. 
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No hay muchos trabajos sobre la aplicacion de GRASP a1 problema de coloreo de grafos. El 
miis reciente es de Laguna y Marti [55] que reportan resultados medianamente satisfactorios 
para grafos generales y con mejor performance en grafos de baja densidad. De acuerdo a su ex- 
periencia computacional, la Bzisqueda Tabzi y Simulated Annealing tienen un comportamiento 
inferior a1 GRASP y el algoritmo evolutivo de Fleurent [33] es su mejor competidor. Por otro 
lado, concluyen que la fase constructiva es de mayor importancia que la de mejoramiento, alin 
cuando en esta liltima fase se apliquen heuristicas tales como Tab6 o Simulated Annealing. 
2.2. Algoritmos Exactos 
Los algoritmos exactos son aquellos que garantizan la soluci6n 6ptima. Como ya seiialamos, el 
probbema de coloreo de grafos es NP-Hard y por lo tanto, hasta el momento, no ha sido desarrollado 
un algoritmo que resuelva el problema en tiempo polinomial respecto de alguna medida del grafo 
(cantidad de ve'rtices y/o de aristas). Sin embargo, gracias a 10s avances tecnol6gicos de las com- 
putadoras y a1 perfeccionamiento de 10s dgoritmos, es cada vez mayor la posibilidad de resolver 
instancias de tamario hasta no hace mucho tiempo impensable. 
La estructura o concept0 biisico sobre la que e s t k  basados muchos algoritmos exactos para 
problemas de optimizaci6n combinatoria es la realizaci6n de una bzisqueda inteligente en el conjunto 
de las soluciones factibles. Como este conjunto puede tener un cardinal muy grande, saber d6nde 
buscar o saber d6nde no es necesario buscar, facilita el proceso de blisqueda y optimiza el tiempo 
requerido por la misma. Con esta idea, para el problema de coloreo de grafos se han desarrollado 
10s Algoritmos Enumerativos y 10s Algoritmos Branch-and-Bound. 
2.2.1. Algoritmos Enumerativos 
Los coloreos factibles de un grafo pueden ser enumerados mediante una estructura de kbol  
donde cada nodo del Brbol representa un coloreo parcial del grafo. Recorriendo en forma comple- 
ta  las ramas del kbol  podrd encontrarse el coloreo 6ptimo. Sin embargo, dado que el n6mero de 
coloreos de un grafo es exponencial en el nlimero de virtices, el proceso es impracticable. Esto 
podria evitarse parcialmente si durante el proceso de generaci6n del hbol  se dispusiera de reglas 
que permitan determinar que no es necesario generar ciertas ramas del hbol. Este es el principio 
b&ico de 10s algoritmos de enumeraci6n implicita. Por ejemplo, si ya se encontld un coloreo del 
grafo con k colores, no serd necesario recorrer las ramas correspondientes a coloreos que usen k o 
m& colores. De esta manera estariamos reduciendo el espacio de blisqueda. 
A continuaci6n detallamos algunos de 10s esquemas miis conocidos para la generaci6n del kbol. 
Coloreo Secuencial de Virtices 
Para generar el drbol se eligen secuencialmente 10s vktices y se considera para cada uno 
las posibles asignaciones de colores. De esta manera, cada nivel del kbol  tiene asociado un' 
virtice y a cada uno de 10s nodos de un mismo nivel le corresponde un color factible para 
el ve'rtice. M k  precisamente, sea Cpq un coloreo de 10s vkrtices vl, . . . ,up que usa q colores. 
Esto representa un nodo del Brbol de nivel p. A partir de Cpq se generan todos 10s coloreos de 
10s virtices vl , . . . , up, vp+l dejando fijo 10s colores de vl, . . . , up y asignAndole sucesivamente 
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a v,+l 10s colores posibles de 1 a q + 1. Cada coloreo obtenido corresponde a un nodo hzjo del 
nodo actual. El proceso se repite hasta terminar con el coloreo del ve'rtice v, en cada una de 
las ramas. Si durante el proceso de enumeraci6n se encuentra un (k)-coloreo, 10s nodos que 
se generan a partir de la asignaci6n del color k no necesitan ser explorados, reducikndose de 
esta manera el espacio de b6squeda. 
La elecci6n de que nodo del Brbol considerar para generar sus hijos determina la estrategia 
para recorrer el Brbol. Por otro lado, el orden en el cual son considerados 10s vkrtices del grafo 
para ser coloreados, darB origen a distintas configuraciones de kboles que pueden diferir en 
tamaiio. 
Una lista L es una estructura bkica que suele utilizarse para implementar la generaci6n y el 
recorrido de un Arbol. En L se guardan 10s nodos a 10s cuales alin no se le han generado 10s 
hijos. Se 10s denomina nodos abiertos. Una vez que 10s hijos de un nodo son generados, 6ste es 
eliminado de la lista (nodo cewado) y sus hijos son agregados a1 final de la misma. Inicialmente 
L esta vacia y a1 comenzar en la primera iteraci6n contiene el nodo correspondiente a1 coloreo 
de vl con el color 1. 
Las estrategias clkicas de recorrido del kbol son tres: 
D F S - E n  profundidad: Se elige el 6ltimo nodo ingresado a la lista. 
B F S - A  lo ancho: Se elige el primer nodo de la lista 
BestF-Mejor  cota: Se elige el nodo de la lista que corresponda a un coloreo parcial con 
el menor n6mero de colores. 
No hay a priori manera de saber cual es la m k  conveniente para un problema en particular. En 
t6rminos generales, una blisqueda B F S  mantiene mayor cantidad de nodos abiertos en la lista, 
lo que puede traer problemas de memoria en una implementacibn. La estrategia B e s t F  utiliza 
en criterio goloso que puede conducir la blisqueda por lugares lejanos a1 6ptimo. Finalmente, 
D F S  da prioridad el encuentro de soluciones factibles sin tener en cuenta lo que ocurre en 
otros nodos. 
Respecto a1 orden en que pueden considerarse 10s v6rtices1 puede utilizarse cualquiera de 10s 
mencionados en 10s algoritmos heuristicos secuenciales: L F ,  S L ,  DSATUR y Sewel l .  
Para cualquiera de las estrategias menciondas hay grafos que necesitan de una enumeraci6n 
completa de 10s nodos del Brbol. 
En la literatura pueden encontrarse diferentes algoritmos enumerativos, product0 de las dis- 
tintas estrategias consideradas para el recorrido del kbol  y para el orden de 10s ve'rtices. Los 
trabajos de Br6laz [lo], Corneil [21], Christopher [16], Sager [72], Sewell [73] se encuadran 
dentro de esta linea. Si bien el trabajo de Brklaz [lo] ya tiene varias dkcadas, es a ~ n  conside- 
rado el algoritmo exacto esthdar para el problema de coloreo de grafos y se lo toma como 
patr6n para comparar 10s nuevos algoritmos que surgen. 
= Conjuntos Independientes 
Dado un coloreo, el conjunto de vkrtices coloreados con el mismo color es un conjunto inde- 
pendiente y por lo tanto, un coloreo del grafo no es m6s que una partici6n del conjunto de 
vkrtices en conjuntos independientes. Basado en esta propiedad, Christofides [16] propone un 
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algoritmo que identifica cada nivel del 6rbol con un color y a cada nodo de un mismo nivel 
le asocia un conjunto independiente maximal. 
Consideremos Cp el coloreo de 10s conjuntos independientes maximales 11, . . . , Ip que usan 
10s colores 1,. . . , p respectivamente. Esto representa un nodo del kbol  de nivel p. Sean G' = 
G[V\ e==, I,] y M(G1) la familia de conjuntos independientes maximales de GI. A partir de 
Cp, para cada I E M(G1), se genera el coloreo que asigna a I el color p + 1 y deja fijos 10s 
colores de Il ,  .. . , I,. Cada coloreo obtenido corresponde a un nodo hijo del nodo actual. El 
proceso se repite hasta terminar con el coloreo de todos 10s vkrtices en cada una de las ramas. 
La estrategia de recorrido puede ser cualquiera de las menciondas antes: BFS, D F S  6 BestF. 
Si ya fue encontrado durante el proceso de enumeraci6n un coloreo con k colores, 10s nodos 
de nivel k o superior no necesitan ser explorados reducihndose de esta manera el espacio de 
blisqueda. 
El mayor inconveniente de este algoritmo es que el cardinal de M(G') puede ser muy grande, 
obteniendose un kbol  cuya medida haga prkticamente imposible realizar una enumeraci6n. 
Pueden realizarse una serie de simplificaciones para disminuir el tamaiio del kbol. Por ejem- 
plo, Wang [76] propone que en lugar de considerar M(G1), se elija un vkrtice v E V\ e = l  Ii 
y se generen 10s conjuntos independientes maximales de G[V\ ~ y = ~  Ii] que contienen a v. Si 
el virtice v es convenientemente elegido, la cantidad de nodos hijos puede reducirse sustan- 
cialmente. Esta modificaci6n a1 esquema b6sico del algoritmo mejora significativamente su 
performance. 
Existen otras variaciones del algoritmo propuestas por diversos autores [76] pero, en general, 
la enumeraci6n usando coloreo secuencial de vkrtices es m6s efectiva. 
Dicotomia 
En este caso el kbol  de enumeraci6n est6 asociado a un proceso de divisi6n del problema a 
dos posibilidades mutuamente excluyentes: si vl y v2 son vkrtices no adyacentes, todo coloreo 
asigna a vl y v2 el mismo color 6 distinto color. 
Los coloreos que asignan a vl y v2 distinto color pueden pensarse como 10s colores del grafo 
G+ que resulta de agregar a1 grafo original una arista entre vl y v2. Los coloreos que asignan 
igual color a vl y v2 son 10s coloreos del grafo G- resultante de reemplazar a vl y v2 por 
un linico vkrtice v cuya vecindad es la uni6n de las vecindades de vl y vz. Entonces x(G) = 
min(x(G-) , x(G+)). Esto permite generar recursivamente un kbol  binario donde cada nodo 
hijo representa una de las dos alternativas. El proceso por una rama termina cuando no 
quedan vkrtices no adyacentes. 
Debido a las operaciones de agregado de aristas y reducci6n de virtices, al final de una rama 
se obtiene un grafo completo que es sencillo de colorear. El coloreo 6ptimo de G corresponde 
a1 grafo completo de menor cantidad de v6rtices obtenido por el proceso. 
El algoritmo fue propuesto por Zykov [78] y es bastante costoso en tiempo y memoria. Si bien 
se pueden hacer algunas mejoras [21], no es un algoritmo competitivo en la prktica. 
2.2.2. Algoritmos Branch-and-Bound 
Los algoritmos Branch-and-Bound estiin asociados a1 concept0 divide y conquista: Si resulta 
dificil buscar el 6ptimo en un conjunto S, resultarh m6s f6cil hacerlo por separado en partes de S 
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y luego quedarse con la mejor soluci6n. 
Aplicado este concept0 recursivamente podemos pensar en un drbol cuya raiz corresponde a1 
problema original y sus ramas resultan de la divisi6n en partes del espacio de blisqueda. A cada 
nodo del kbol  le corresponde un subproblema que consiste en buscar el 6ptimo en una p a t e  del 
espacio de soluciones. El tamaiio del drbol puede ser muy grande y la clave estd en utilizar argu- 
mentos de factibilidad u optimalidad que permitan asegurar que el 6ptimo buscado no se encuentra 
en ciertas ramas del Qbol y por lo tanto no hay necesidad de explorar en ellas. El tkrmino Branch 
se refiere al procedimiento de divisi6n del espacio de blisqueda en subconjuntos menores. El proceso 
de Bound es el que permite eliminar ramas del kbol. 
Una forma de llevar a cab0 el proceso de Bound es calcular en cada nodo cotas inferiores del 
6ptimo del subproblema. Si la cota es peor que la mejor soluci6n encontrada hasta el momento, no 
serd necesario resolver el subproblema asociado a dicho nodo y las ramas del kbol  correspondientes 
a ese nodo no necesitan ser exploradas. Para lograr una implementaci6n eficiente, el cdculo de las 
cotas deber6 ser hecho con un procedimiento que encuentre rBpidamente buenas cotas. Una cota 
muy holgada hard que se exploren innecesariamente ramas del Brbol y por otro lado, un proce- 
dimiento que garantice mejores cotas pero que insuma mucho tiempo no se justifica en este tip0 de 
esquema. 
Los algoritmos enumerativos que mencionamos anteriormente son casos particulares y simplifi- 
cados de este esquema general. Los mismos no utilizan procedimientos especificos para el cdculo de 
cotas inferiores que le permitan eliminar ramas del kbol. Tal vez una de las aplicaciones m6s difun- 
didas de las t6cnicas Branch-and-Bound es la utilizada para resolver problemas de programaci6n 
lineal entera. Constituyen un pilar b&ico para 10s algoritmos m As eficientes que existen para resolver 
este tip0 de problemas. Ya hemos mencionado que muchos problemas de optimizaci6n combinato- 
ria, en particular el problema de coloreo de grafos, pueden ser modelados usando una formulaci6n 
de programaci6n lineal entera binaria. Debido a que hemos elegido este enfoque para resolver el 
problema, en el pr6ximo Capitulo haremos una explicaci6n mAs detallada de estos modelos y de los 
algoritmos para resolverlos. Hay trabajos en la literatura para el problema de coloreo de grafos que 
analizamos en el Capitulo 4, donde tambikn proponemos nuevos modelos de programaci6n lineal 
entera binaria. 
En este capitulo hemos presentado lo que creemos son 10s aportes algoritmicos mQ impor- 
tantes que se encuentran en la literatura. La relevancia prBctica y complejidad del problema de 
coloreo de grafos capta el inter& de muchos investigadores. Esto hace que sea un k e a  donde surgen 
constantes aportes te6ricos y algoritmicos. Sin embargo, muchos de 10s mktodos propuestos son 
pequeiias variaciones de 10s esquemas generales bkicos encontrados en 10s trabajos seminales que 
hemos presentado con mQ detalle. Consideramos que la clasificaci6n de 10s mktodos y las referen- 
cias a 10s trabajos primarios de 10s mismos, dan una marco suficiente para tener una idea clara de 
las metodologias existentes para la resoluci6n del problema. 
El sitio mantenido por Joseph Culberson, www.http://web.cs.ualberta.ca/-joe/Colorin, es un 
excelente lugar donde no ~610 se encuentran referencias bibliogrBficas sin0 tambikn programas fuente 
de algunos algoritmos y archivos de datos para testear nuevos desarrollos. 
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Capitulo 3 
Programaci6n Lineal Entera Binaria 
Muchos problemas de optimizaci6n combinatoria pueden ser modelados con formulaciones de 
programaci6n lineal entera y, particularmente, binaria. Generalmente el modelo de prograrnaci6n 
lineal entera es fhcil de formular y en muchos casos existen varias alternativas. El objetivo de a t e  
Capitulo es describir 10s conceptos fundamentales y algoritmos para un problema de programaci6n 
lineal entera binaria. Asumimos que el lector tiene 10s conocimientos b&icos de programxibn lineal. 
3.1. iQu6 es un Problema de Prograrnaci6n Entera Binaria? 
Un problema de programaci6n lineal entera binaria sirve para modelar situaciones donde deban 
tomarse decisiones por Si 6 por No en forma 6ptima. Por ejemplo, la inversi6n en un portfolio de 
acciones, la localizaci6n de recursos (hospitales, central de bomberos, etc), la asignaci6n de colores 
a v6rtices de un grufo, etc. Resulta muy rlatural en estos casos asociar a cada decisi6n una variable 
x restringida a tomar valores 1 6 0 que representan la respuesta por Si 6 por No respectivarnente. 
Si las variables del problema deben respetar condiciones que pueden modelarse mediante funciones 
lineales (por ejemplo, opciones x e y incompatibles entre si deben verificar que x + y 5 1) y adem& 
la funci6n a optimizar es lineal, estamos frente a un problema de programaci6n lineal entera binaria. 
Formalmente, un problema de programaci6n lineal entera binaria busca el dptimo de una funci6n 
lineal entre 10s vectores binarios del espacio que se encuentran en un poliedro caracterizado por 
inecuaciones y ecuaciones lineales. La formulaci6n responde entonces a la siguiente estructura: 
sujeto a 
20 Programaci6n Lineal Entera Binaria 
donde c E Rn, A E Rmxn, b E Rm y x E {O,l)". 
Este problema en su forma general pertenece a la clase NP-Hard, es decir no se conoce un 
algoritmo polinomial que lo resuelva. Si las variables no estuvieran restringidas a tomar valores 
enteros (relajaci6n lineal del problema), se tiene un problema de programaci6n lineal. La diferencia 
esencial es que en este liltimo caso se conoce un algoritmo polinomial para resolverlo [50]. 
Sea S a1 conjunto de soluciones factibles binarias del problema, es decir 
y P la ctipsula convexa de S (menor poliedro que contiene a S ) .  Existen instancias de problemas de 
programaci6n entera que tienen la particularidad que pueden ser resueltas en tiempo polinomial. 
Por ejemplo, si P coincide con el poliedro asociado a la relajaci6n lineal, RLP = {x E Rn : Ax 5 
b 0 5 x 5 11, basta resolver la relajaci6n lineal del problema para obtener el 6ptimo buscado. h t e  
es el caso del conocido problema de transporte. Por otro lado, si se conociera la caracterizaci6n de la 
ctipsula convexa con un nlimero polinomial de facetas, tambikn podriamos resolver el problema con 
tkcnicas de programaci6n lineal. Es miis, a6n en el caso que esta caracterizaci6n no fuese polino- 
mial, bajo ciertas circunstancias, existe un algoritmo polinomial. Miis adelante mencionaremos un 
resultado que establece estas condiciones. Sin embargo, para muchos problemas la caracterizacibn 
completa de la ctipsula convexa no ha podido ser lograda. 
En aquellos casos en que no se conoce la caracterizacibn de P mediante restricciones line*, la 
relajaci6n lineal resulta muy litil. Si Bsta resulta un problema no factible, tambiCn lo es el problema 
binario. En el caso que sea factible, el valor 6ptimo de la relajaci6n es una cota inferior del valor 
6ptimo binario. De aqui la importancia de disponer de una relajaci6n lineal lo miis ajustada posible 
para que este valor resulte de utilidad. Si ademiis tiene la particularidad de tener un 6ptimo binario, 
6ste es la soluci6n del problema de programaci6n binaria. La diferencia entre el valor 6ptimo del 
problema lineal entero y de la relajaci6n lineal (gap) es una medida que suele usarse para medir 
la calidad de la relajaci6n. La diferencia entre el valor de una solucidn factible del problema y el 
valor de la relajaci6n lineal da una cota superior del gap. Esto permite conocer la calidad de una 
soluci6n y en algunos casos certificar la optimalidad de la misma. 
Ademiis de la relajaci6n lineal hay otro tip0 de relajaciones que pueden usarse. Algunos pro- 
blemas tienen un subconjunto de restricciones con cierta estructura que si fueran las linicas, el 
problema resulta fticil de resolver. Si se elimina el conjunto de restricciones complicadas dejando 
s6l0 las primeras se obtiene una relajaci6n del problema. El valor 6ptimo de la relajacibn es una 
cota inferior del valor 6ptimo del problema lineal entero. La relajaci6n lineal es una caso parti- 
cular donde las restricciones de integrabilidad son las eliminadas. Puede ocurrir que este tip0 de 
relajaci6n otorgue una cota inferior muy dBbil. Para mejorar esta situacibn, una posibilidad es 
adicionar a la funci6n objetivo las restricciones complicadas con un coeficiente de penalidad. Esto 
es lo que se conoce como Relajacidn Lagrangeana. Un problema puede tener miis de una Rela- 
jacibn Lagrangeana, dependiendo de d a l  sea la elecci6n de las restricciones complicadas. Es una 
herramienta muy 6til para aplicar en modelos para 10s cuales se identifica alguna buena estructura. 
En [8], Beasley hace una muy buena reseiia de la aplicaci6n de esta t6cnica. 
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Muchos de 10s algoritmos para resolver problemas de programacidn entera binaria se basan en la 
relaci6n entre el problema binario y la relajaci6n lineal. En la siguiente secci6n describimos algunos 
de 10s m& usados en la prhctica. 
3.2. Algoritmos para Problemas de Programacibn Entera Binaria 
La mayoria de 10s mdtodos de resoluci6n exacta de un modelo de programacidn lineal entera se 
encuadra en alguno de 10s siguientes esquemas: 
1. Mktodos de Planos de corte 
2. M6todos Branch-and- Bound 
3. Mdtodos Branch-and- Cut 
3.2.1. Algoritmos de Planos de Corte 
La idea fundamental de un algoritmo de planos de corte es considerar la relajacidn lineal del 
problema e ir mejoriindola con el agregado de desigualdades lineales viilidas para P que eliminen 
(corten) soluciones de la relajaci6n RLP. El esquema general del algoritmo comienza relajando el 
problema omitiendo las condiciones de integralidad de las variables. Si a1 menos una variable que 
debe ser entera result6 fracccionaria, se busca identificar una desigualdad lineal viilida para P que 
separe la actual soluci6n del conjunto de soluciones factibles enteras. A1 agregar esta desigualdad 
a la formulaci6n se obtiene una nueva relajacibn del problema m h  ajustada, sobre la cual puede 
reiterarse el procedimiento. El dxito de la metodologia depende en gran medida de la posibilidad 
y la eficiencia de encontrar desigualdades violadas (planos de corte) que puedan ser agregadas a la 
formulaci6n para separar las soluciones fraccionarias. Es decir de disponer de un buen algoritmo de 
separacidn. 
El esquema bhico de un algoritmo de planos de corte es el siguiente: 
= Paso  1-Inicializacidn: Considerar la relajaci6n lineal del problema 
Paso 2-Resolucidn de la relajacidn lineal: Sea x* la soluci6n 6ptima de la relajacibn. Si x* 
tiene sus coordenadas binarias, finalizar. Si no, ir a1 siguiente paso. 
Paso  3-Separacidn: Buscar desigualdades vhlidas violadas por x*. Si se encuentran, agregarlas 
a la formulaci6n e ir a1 paso 2. Si no, finalizar. El problema no ha podido ser resuelto. 
Los planos de corte pueden ser generados bajo dos enfoques: 
Con herramientas generules aplicables a cualquier problema de programacidn lineal entera. 
A comienzos de 10s 60, Gomory [37] desarroll6 un algoritmo general para generar desigual- 
dades viilidas que cortan la soluci6n de la relajacibn. En cada iteracibn, la desigualdad es 
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obtenida a partir de la expresi6n de las variables bkicas en funci6n de las no bbicas uti- 
lizando exclusivamente argumentos de integrabilidad. Es un algoritmo de aplicaci6n general 
que no usa ninguna otra informaci6n adicional de problema y bajo ciertas condiciones es 
convergente. Este resultado es muy importante desde el punto de vista te6rico per0 no es 
una herramienta eficiente para resolver problemas en tiempos razonables. Por otro lado, la 
implementaci6n computacional es numCricamente instable. 
Otros algoritmos utilizados para generar pIanos de corte esthn basados en procedimientos 
dzsyuntivos. La idea bisica es que si P = P1 U p2 y nix 5 n& es una desigualdad vaida para 
Pa para i = 1 , 2  entonces nx 5 lie es viilida para P con q 5 m z n ( n ~ n ~ )  para j = 1,. . . , n y 
no 2 n;, n;. 
En el caso particular que P1 = P n {x E Rn : xJ = 0) y P2 = P n {x E Rn : Xj = 11) para 
a l g h  j = 1,. . . , n, estos procedimientos se conocen con el nombre de 1zft and project. Los 
trabajos de Balas et a1 [6] y Sherali et al [74] son buenas referencias de este enfoque. 
Si bien estos algoritmos tienen propiedades tedricas de mucho inter&, su Cxito en la prktica 
es discutible. Cualquiera de las tCcnicas menciondas tienen la ventaja de poder ser utilizadas 
para cualquier problema de programaci6n entera, independientemente de su estructura. Si 
bien esto es una propiedad deseable en un algoritmo, no siempre brinda la herrarnienta m& 
adecuada para casos particulares. Un estudio m k  especifico del problema ayuda a obtener 
mejores procedimientos. Este es el sentido del pr6ximo enfoque. 
= Explotando la estructura particular del problema. 
Hay propiedades inherent- a cada problema que pueden ayudar a identificar mejores planos 
de corte. Un trabajo pionero en esta direcci6n fue el de Dantzig et a1 1261 en 1954 para 
el problema del viajante de comercio. La tkcnica usada permiti6 resolver una instancia de 
49 ciudades (grande para la 6poca) y sent6 las bases de lo que hoy en dia es una de las 
herramientas m k  efectivas: las tCcnicas poliedrales. 
Una propiedad deseada para un plano de corte es que elimine la mayor cantidad posible 
de soluciones no enteras. Como 10s planos de corte son desigualdades viilidas de P, es de 
esperar que resulten de mayor utilidad aquellas desigualdades que resulten ser facetas de P. 
Un estudio poliedral de P permite disponer de buenos planos de corte. Los primeros estudios 
poliedrales fueron realizados a principios de la dhcada de 10s 70, para el problema de conjunto 
independiente [67] y el problema deb viajante [42]. Estos trabajos significaron un importante 
progreso en la resoluci6n de estos problemas. 
Con fines algoritmicos, el estudio poliedral debe estar acompafiado de algoritmos de separaci6n 
eficientes. En este sentido, hay un resultado muy importante debido a Grotschel, Lov&z y 
Schrijver [40] que relaciona la complejidad del problema de separaci6n con la complejidad 
del problema de optimizaci6n. Se establece que el problema de optimizacicin max{cz : x E 
c o n v ( S ) )  puede resolverse polinomialmente si y s610 si el problema de separaci6n (a: E conv(S) 
d enwntrar una desigualdad va'lzda vzolada) es polinomial. Es decir que si el problema que 
estarnos tratando no es polinomial, existe a1 menos alguna familia de facetas que no puede 
separarse en tiempo polinomial. Esto de alguna manera implica el grado de dificultad de 
encontrar la descripci6n de todas las facetas de la ciipsula convexa. 
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Por supuesto, la aplicaci6n de esta clase de cortes estb limitada a1 problema particular. Sin 
embargo, algunas desigualdades que han sido obtenidas a partir de problemas particulares, 
pueden ser usadas para problemas generales. Desigualdades vdlidas para el problema de la 
mochila [66] y generalizaciones de las mismas estbn incluidas como planos de corte en varios 
de 10s miis importantes paquetes generales, como CPLEX [23]. 
3.2.2. Algoritmos Branch-and-Bound 
En el Capitulo 2 describimos a1 algoritmo Branch-and-Bound como un algoritmo que particiona 
el espacio de soluciones con el fin de facilitar la blisqueda del 6ptimo. Seiialamos que al aplicar 
este concept0 recursivamente se genera un cirbol cuya raiz corresponde a1 problema original y sus 
nodos tienen asociados subproblemas que resultan de la divisi6n en partes del espacio de bkqueda. 
Debido a1 tarnaiio que puede alcanzar el kbol, es esencial disponer de herramientas eficientes que 
permitan eliminar ramas del kbol. 
Es el algoritmo traditional para resolver problemas de programacibn lineal entera. La imple- 
mentaci6n m&s difundida y que se utiliza en la mayoria de 10s paquetes comerciales utiliza la 
relajaci6n lineal para el proceso de Branching y fundamentalmente de Bound. A cada nodo del 
Brbol se le asocia la relajaci6n lineal del problema en el subespacio de btisqueda correspondiente 
a1 nodo. En el caso que la soluci6n del problema relajado satisfaga 10s requerimientos originales de 
integralidad, &ta es la soluci6n buscada en esa regi6n del espacio. Si el subproblema relajado no 
tiene soluci6n o su valor 6ptimo es peor que la mejor soluci6n entera conocida hasta el momento, 
no hay necesidad de seguir explorando el subconjunto de soluciones asociado a1 nodo. Por lo tanto, 
en cualquiera de 10s casos mencionados la rama del kbol  que se genera a partir del mismo puede 
ser podada (proceso de Bound). Por el contrario, si a1 menos una variable de la soluci6n 6ptima 
relajada que debe ser entera es fraccionaria y el valor 6ptimo de la relajaci6n es mejor que la mejor 
soluci6n binaria que se dispone, no hay raz6n para detener la bdsqueda en esa regi6n del espacio. 
Para continuar con la misma, se deben generar nuevos nodos (proceso de Branching). 
Los primeros trabajos con esta tkcnica se deben a Land y Doig [56], Dakin [25] y Balas [5]. El 
esquema bhico del algoritmo es: 
Paso  1-Inicializacidn: Crear una lista L con el nodo raiz y la relajaci6n lineal del problema. 
Sea Zsup = CO. 
Paso 2-Eleccidn de nodo: Si L esta vacia, el algoritmo termina. Si no, elegir un nodo de L y 
eliminarlo de la lista. 
Paso  3-Bound: Resolver la relajaci6n lineal asociada a1 nodo. Si no es factible, volver a1 paso 
2. Sea x* la soluci6n 6ptima y Z* el valor de la funci6n objetivo. 
Si x* es soluci6n factible del problema, sea Zsup = min(ZsW, Z*). Volver al paso 2. 
Si Z* 2 Zsup, en esa rama no existe soluci6n factible mejor que la actual. Volver al paso 
2. 
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= Paso 4Branching: Generar subproblemas del nodo actual y agregarlos a la lista L. Volver 
a1 paso 2. 
En este esquema bkico no estB especificada la regla a seguir para la elecci6n de un nodo de 
la lista ni el proceso de generaci6n de 10s subproblemas. Respecto a la elecci6n de un nodo, las 
opciones m h  usuales son algunas de las que ya mencionamos para 10s algoritmos enumerativos: 
DFS-Profundidad (Gltimo nodo de la lista), BFS-Ancho (primer nodo de la lista) o BestF-Mejor 
cota (el nodo con menor valor 6ptimo de la relajaci6n). 
4 8 .  
Para generar 10s subproblemas suele usarse la clkica dicotomia en una variable xi. Del conjunto 
de variables fraccionarias de la solucidn 6ptima de la relajacihn, puede elegirse xi como la variable 
tal que: 
xi es el valor mcis cercano a 1/2. 
xi es el valor mds cercano a 0. 
xf es el valor mcis cercano a 1. 
tiene el menor coeficiente en  la funcidn objetivo. 
cumple alguna propiedad espec$ca del problema. 
Los dos nuevos nodos que se generan tienen asociada la regi6n del espacio del nodo padre con 
el agregado de xi = 0 6 xi = 1 respectivamente. Cualquier combinaci6n de estas reglas da origen a 
un Brbol distinto. En [58] se realiza un andisis muy detallado sobre la performance de las distintas 
estrategias, per0 no se llega a una respuesta concluyente sobre la supremacia de una sobre la otra 
aplicable a cualquier problema. 
3.2.3. Algoritmos Branch-and- Cut 
A comienzos de 10s 80, Crowder et a1 1241 tuvieron un gran &xito a1 aplicar una metodologia mix- 
t a  para resolver problemas binarios. Trabajaron con un algoritmo Branch-and-Bound pero, antes de 
comenzar la primera etapa de Branching, aplicaron un algoritmo de planos de corte a la relajaci6n 
lineal asociada a la raiz del kbol. De esta manera lograron mejorar la cota inferior brindada por la 
relajaci6n lineal y eso disminuy6 el tamaiio del kbol  explorado. A mediados de la misma dkada, 
aparecieron 10s primeros trabajos que ampliaron la aplicaci6n de planos de corte a otros nodos del 
kbol. Grotschel et a1 [39] presentan este enfoque en el problema de ordenamiento lineal y Padberg 
et a1 [68] en el problema de viajante de comercio donde fue introducido el t6rmino Branch-and-Cut. 
El esquema bhico del algoritmo es: 
Paso 1-Inicializacidn: Crear una lista L con el nodo raiz y la relajaci6n lineal del problema. 
Sea Zsup = 00. 
= Paso ZEleccidn de nodo: Si L esta vacia, el algoritmo termina. Si no, elegir un nodo de L y 
eliminarlo de la lista. 
3.2 Alnoritmos para Problemas d e  Proaramaci6n Entera  Binaria 25 
Paso 3-Bound: Resolver la relajaci6n lineal asociada a1 nodo. Si no es factible, volver a1 paso 
2. Sea a* la soluci6n 6ptima y Z* el valor de la funci6n objetivo. 
Si s* ds soluci6n factible del problema, sea Zsup = min(Zsup, Z*). Volver a1 paso 2. 
Si Z* >_ Zsup, no existe soluci6n factible mejor que la actual. Volver a1 paso 2. 
= Paso 4-Branching us Cutting: Decidir si se buscariin planos de corte. 
No: ir al paso 6 (Branching). Si: ir a1 paso 5 (Separacidn). 
Paso 5-Separacidn: Buscar desigualdades vdidas violadas por x*. Si no se encuentran, ir a1 
paso 6 (Branch). Si se encuentran, agregarlas a la formulaci6n e ir a paso 3 (Bound). 
= Paso 6-Branching: Generar subproblemas del nodo actual y agregarlos a la lista L. Volver 
a1 paso 2. 
En la descripci6n del algoritmo quedan muchos puntos sin especificar. Por ejemplo, icuiintas 
iteraciones realizar del algoritmo de planos de corte?, iCu&ntos cortes agregar por iteracibn?, 
iQu6 hacer con 10s cortes generados en 10s distintos nodos del Arbol?. La performance del al- 
goritmo depende de estos factores y de muchos otros. En la prktica, lograr un equilibrio entre ellos 
no es tarea fhcil y depende en gran medida del problema particular que se quiere resolver. 
En t6rminos generales, podemos seiialar dos factores fundamentales de 10s buenos resultados 
que pueden obtenerse con esta t6cnica: 
Utilizar planos de corte que a pesar de ser generados en un nodo del kbol  son viilidos para 
todo el Qbol. Esto permite aprovechar el trabajo de identificacibn de cortes en un nodo 
para cualquier otro y disminuye el requerimiento de memoria necesario para cada nodo del 
kbol. En la pr&ctica, se dispone de un espacio de memoria comlin (pool de cortes) donde se 
almacenan las desigualdades y para cada subproblema basta referenciar las desigualdes que 
correspondan a la formulaci6n asociada a1 mismo. 
Utilizar desigualdes vA1idas especificas del problema, resultado del estudio de su estructura 
poliedral. 
El exit0 computacional para resolver problemas de programaci6n lineal entera basado en 10s 
puntos que seiialamos, explican el creciente uso de las t6cnicas Branch-and-Cut conjugadas con la 
teoria poliedral en el desarrollo de algoritmos. La identificaci6n de desigualdades viilidas y en lo 
posible facetas del poliedro de soluciones factibles, usadas en el context0 de un algoritmo Bmnch- 
and-Cut, permite resolver instancias de problemas de programaci6n entera que no resulta posible 
con otro procedimiento. Los trabajos [46], [71], [54] y [9] son una muestra de esta afirmaci6n. 
3.2.4. AIgoritmos Branch-and-Price 
Los algoritmos Branch-and-Price son una generalizaci6n de 10s algoritmos Branch-and-Bound 
y surgieron en 10s aiios 80. EstAn disefiados especialmente para formulaciones que tienen un gran 
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nlimero de variables que no puede ser considerado explicitamente. Estos modelos no son una rareza 
y son usados en la prActica por diversas razones. Puede ocurrir que Sean 10s 6nicos modelos conoci- 
dos para un problema y no exista otra alternativa. Puede suceder tambikn que modelos con menor 
cantidad de variables tengan relajaciones miis dkbiles y no resulten buenos para aplicarles 10s algo- 
ritmos conocidos. 
Debido a1 tarnaiio del modelo, la resoluci6n de las relajaciones asociadas a cada nodo del hrbol es 
muy costosa. La estrategia en estos casos es resolver la relajaci6n lineal restringidndose a un subcon- 
junto de variables. La soluci6n obtenida es factible de la relajaci6n original per0 no necesariamente 
6ptima. Para chequear la optimalidad hay que buscar entre las variables no consideradas si hay 
alguna candidata a entrar a la base. Es decir, si y* es la soluci6n del dual del problema restringido, 
hay que buscar una columna a del modelo tal que c, - y*a < 0 donde c, es el coeficiente de costo 
de la variable correspondiente a la columna a. Si existe una columna en tales condiciones, se reop 
timiza la relajaci6n. Si no, se contin6a con el esquema general del algoritmo Branch-and-Bound. 
Esta tdcnica para resolver las relajaciones se denomina generacidn de columnus. 
Como no se disponde de todas las columnas en forma explicita, el procedimiento usado para 
chequear la optimalidad de la solucidn es clave para la aplicaci6n de esta tknica. Muchas veces, 
las columnas de la matriz de restricciones pueden describirse en forma implicita como vectores ca- 
racteristicos de subconjuntos de un conjunto. Por ejemplo, dado un conjunto de cajas de diferentes 
pesos, subconjuntos de cajas con peso total inferior a un valor fijo. En estos casos, el problema 
de generaci6n de columna puede ser formulado mediante un modelo de programaci6n lineal entera 
que puede ser resuelto mediante alguna heuristica o algoritmo exacto. En el caso del ejemplo consi- 
derado, obtenemos un problema de mochila: entre todos 10s posibles subconjuntos de cajas que no 
superan cierto peso, elegir el de menor costo reducido. Uno de 10s primeros trabajos utilizando es- 
ta  tdcnica de generaci6n de columnas es de Gilmore y Gomory [35] para el problema de cutting stock. 
En el context0 de un algoritmo Branch-and-Price, se necesita de un buen algoritmo de gene- 
raci6n de columnas que permita resolver las relajaciones sin consumir mucho tiempo. Esto depende 
esencialmente de la estructura del problema de generaci6n y de que las estrategias de Branching 
no modifiquen o compliquen esta estructura. A pesar de estas dificultades, es una tdcnica utiliza 
con dxito para muchos problemas entre 10s cuales se encuentra el problema de ruteo de vehiculos y 
el problema de planificacidn [28]. 
Alin en 10s casos que no es posible encontrar la soluci6n de un problema de programaci6n lineal 
entera binaria, 10s procedimientos descriptos resultan de utilidad. El valor 6ptimo de la relajaci6n 
lineal es una cota inferior del valor 6ptimo entero. Lo algoritmos tienen la particularidad de ir 
mejorando iterativamente esta cota inferior y en el caso de Branch-and-Bound y Branch-and-Cut 
pueden ir surgiendo mejores soluciones enteras que permiten ir actualizando la cota superior. En 
la prhtica, generalmente, no resulta imprescindible contar con el 6ptimo y basta con conocer una 
medida del error que se comete con soluciones aproximadas. El conocimiento de una buena cota 
inferior y superior permite estimar el porcentaje de error respecto al valor 6ptimo de la soluci6n 
aproximada e incluso llegar a probar su optimalidad. 
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En 10s algoritmos que hemos descripto, el mejoramiento de la cota inferior es logrado por la 
aplicaci6n sucesiva de planos de corte y/o por el proceso de Branching. Sin embargo, si el modelo 
tiene mliltiples soluciones equivalentes (desde el punto de vista de la funci6n objetivo) puede ocu- 
rrir que se requieran muchas iteraciones para lograr un increment0 de la cota inferior o determinar 
que ya se encuentr6 el 6ptimo. Por eso, es importante evitar trabajar con modelos que tengan esta 
caracteristica. Esta situaci6n puede ser una de las causantes de la baja performance de estos algo- 
ritmos. Con el fin de evitar esta clase de sirnetria, resulta tambien muy 6til implementar estrategias 
de Branching que no consideren regiones del espacio simetricas desde el punto de vista del valor de 
la funci6n objetivo. Se evita asi una b6squeda innecesaria en lugares del espacio donde se puede 
afirmar que no existen mejores soluciones. 
Ninguno de 10s metodos presentados deriva en algoritmos polinomiales y es muy dificil estimar 
el tiempo que requerird obtener la soluci6n de una instancia de un problema de programaci6n entera 
binaria. El tamaiio, cantidad de variables y/o restricciones, puede darnos una idea muy global de la 
dificultad, pero no es suficiente. Esta 6ltima observaci6n puede llevarnos a tener una visi6n pesimista 
de la situaci6n. Sin embargo no es asi. Hay un gran esfuerzo de muchos investigadores en lograr 
implementaciones cada vez mAs eficientes y en desarrollar nuevas estrategias. Esto sumado a 10s 
avances tecnol6gicos, posibilita que hoy en dia dispongamos de herramientas sdlidas que resuelven 
instancias de problemas de programaci6n entera intratables hasta no hace mucho tiempo. 
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Capitulo 4 
Modelos de PLEB para el Problema 
de Coloreo de Grafos 
En el Capitulo anterior explicamos 10s conceptos bbicos y algoritmos de 10s problemas de pro- 
gramacidn entera. Seiialamos algunas de las dificultades que aparecen en la prtictica y en particular 
mencionamos que la presencia en el modelo de soluciones simdtricas perjudica la performance de 
10s algoritmos. El objetivo de este Capitulo es presentar y analizar modelos de programacidn lineal 
entera para el problema de coloreo de grafos. Comenzamos describiendo dos modelos clkicos que 
aparecen en la literatura y finalmente proponemos tres nuevos modelos que, con diferentes criterios, 
eliminan soluciones simdtricas. Hacemos un andisis de las ventajas y desventajas de cada uno de 
ellos. 
La formulacidn clbica para el problema de colorw de grafos fue propuesta por Christofides [17]. 
Consideremos Wj y xij variables binarias, para.todo i E V y 1 5 j 5 n, donde 
0 si el v6rtice i no es coloreado con el color j 
1 si el v6rtice i es coloreado con el color j 
0 si el color j no es usado por ningfin virtice 
Wj = 1 si el color j es usado por algfin virtice 
A partir de estas variables, la formulacidn clkica de programacidn entera es: 
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sujeto a 
n 
donde las restricciones de asignacidn (4.1) aseguran que cada ve'rtice sea coloreado con un color 
y las restricciones de adyacencia (4.2) imponen que dos ve'rtices adyacentes no compartan el mis- 
mo color y que wj = 1 cuando algtin virtice es coloreado con el color j .  El modelo tiene n2 + n 
variables y n + nm restricciones. A1 poliedro de soluciones factibles asociado a esta formulaci6n lo 
denomimamos SCP. 
Cuando describimos el problema de coloreo de grafos, mencionamos la propiedad de simetria. 
Esto se ve reflejado en este modelo. Todo coloreo estd representado por una soluci6n factible de la 
formulaci6n. Dada una soluci6n entera de SCP cualquier permutaci6n de 10s colores es una soluci6n 
factible con el mismo valor de la funci6n objetivo. Es decir que cualquier soluci6n tiene un nlimero 
exponencid de soluciones simetricas o equidentes. Lo mismo ocurre con las soluciones fracciona- 
rias. Por ejemplo, sea k = 2,. . . , n  y Nk C (1,. . . , n )  tal que JNkI = k. La soluci6n wj = 2/k 
y xij = l /k para todo i E V y j E Nk tiene valor objetivo 2. Hay un nlimero exponencial de 
soluciones fraccionarias simktricas 6 equivalentes. 
Si pensamos en aplicar un algoritmo Branch-and-Bound o Branch-and-Cut para resolver el 
problema, esta caracteristica de simetria del mode10 puede conducir a una exploraci6n innecesaria 
de ramas del hrbol. Adem&, la existencia de mtiltiples 6ptimos, entorpece el mejoramiento de las 
cotas inferiors. Los planos de corte eliminan la soluci6n de la relajacibn, sin embargo la existencia 
de 6ptimos alternativos fraccionarios determina que el algoritmo no pueda mejorar eI valor de la 
relajaci6n en sucesivas iteraciones. 
No hemos encontrado en la literatura un algoritmo Branch-and-Cut basado en un estudio 
poliedral de SCP ni con estrategias que intenten eliminar simetrias. En [54] y [I], la formulaci6n 
es utilizada para modelar un problema de asignaci6n de frecuencias, si bien con el agregado que 2 9 
cada vkrtice tiene un conjunto de colores (frecuencias) posible. El modelo es resuelto con un algo- . =nrd 
s-.. 
ritmo Branch-and- Cut si bien 10s planos de corte no son especificos del problema. Usan desigualdes 5. 
vAlidas del poliedro del problema de conjunto independiente mdximo [67], que es una relajacidn de 
SCP. Proponen dos estrategias de Branching, per0 ninguna de ellas pensadas para evitar soluciones 
simetricas. 
En el comienzo de nuestro trabajo, realizamos un estudio del poliedro SPC 1181 e implemen- 
tamos un algoritmo Branch-and-Cut con la desigualdades v6lidas obtenidas. Si bien 10s resultados 
no fueron muy satisfactorios, nos sirvieron como base para lograr una mejora del modelo y de 
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10s algoritmos a partir del an6lisis de las dificultades que se presentaron. A1 final del Capitulo 5, 
hacemos un resumen de nuestros resultados poliedrales sobre SCP. 
En el Capitulo anterior mencionamos que el tamaiio de una formulaci6n de programaci6n lineal 
entera da una idea de la dificultad de la resoluci6n, si bien no es un factor concluyente. Muchas 
veces, cierto pre-procesamiento de 10s datos permite reducir este tamaiio y marca la diferencia entre 
la posibilidad de poder o no resolver el problema. En el caso particular del problema de coloreo de 
grafos, el conocimiento de la estructura del grafo permite tomar decisiones acerca de la coloraci6n 
de ciertos ve'rtices. Por ejemplo, si K es una clique de G, todos sus ve'rtices usan colores distintos y 
por lo tanto I KI < x(G). Si coloreamos 10s ve'rtices de K con 10s coloreos 1, . . . , k, bastar6 buscar 
un coloreo en G[V\K] restringiendo 10s colores de 10s ve'rtices de acuerdo a sus adyacencias con 
10s virtices de la clique. De esta manera se reduce en lKln el nlimero de variables del modelo y se 
eliminan las restricciones de asignaci6n y adyacencia correspondientes a 10s ve'rtzces de K. Adem& 
las variables xi3 para [ij] E E y j E K tambiBn son eliminadas. Por otro lado, mediante alguna 
heuristica rdpida y eficiente puede obtenerse una cota superior de x(G). Asi, las variabIes Xij y Wj 
con j mayor que la cota superior del nlimero cromdtico pueden ser eliminadas del modelo. 
4.2. Modelo de Cubrimiento 
Hemos encontrado en la literatura muy pocos modelos que hayan sido propuestos con el fin de 
mejorar alguna de las observaciones que hemos hecho a1 modelo anterior. Uno de ellos estd basa- 
do en considerar a1 problema de coloreo en  grafos como un problema de cubrimiento de vdrtices 
por conjuntos. Sabemos que el conjunto de ve'rtices coloreados con un mismo color es un conjunto 
independiente. Entonces, un coloreo no es m& que una partici6n de V por medio de conjuntos 
independientes. A partir de esto puede obtenerse una formulaci6n del problema de coloreo de grafos 
usando 10s conjuntos independientes y buscando una partici6n de minimo cardinal. 
Sea S = {S1, S2,. . , St) el conjunto de todos 10s conjuntos independientes de G. Sea x q  una 
variable binaria tal que xs, = 1 si todos 10s ve'rtices de Si son coloreados con un mismo color y 
xs, = 0 en caso contrario. Con estas variables el problema de coloreo puede ser formulado como: 
sujeto a 
Las restricciones (4.3) imponen que exista un conjunto independiente (y s610 uno) a1 que 
pertenezca cada uno de 10s ve'rtices del grab. Esta formulaci6n tiene n restricciones y un nlimero 
muy grande de variables. Una forma de reducir el nlimero de variables es considerar conjuntos 
independientes maximales. En este caso, no puede imponerse que un ve'rtice pertenezca a un linico 
conjunto independiente maximal pues el problema podria resultar no factible. Pero a 10s fines de 
colorear, basta buscar un cubrimiento en lugar de una particicin. Para 10s ve'rtices pertenecientes a 
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m& de un conjunto independiente que forme parte de la soluci6n7 puede elegirse un color entre 10s 
posibles. 
Si M = {MI, M2,. . . , Mp} es el conjunto de todos 10s conjuntos independientes maximales, la 
formulaci6n es: 
sujeto a 
Alin con esta reduccibn, el nlimero de variables puede ser muy grande. No es necesario que el 
grafo tenga un gran nlimero de virtices para que sea imposible contar con la formulaci6n explicita 
del modelo. En [61], Mehrotra y Trick proponen un algoritmo Branch-and-Price para resolver el 
problema. Los autores reportan buenos resultados para grafos generados a1 azar pequeiios a media- 
nos (no m& de 70 ve'rtices) y con mayor dificultad para densidades medias. Tambikn experimentan 
con grafos de la literatura donde 10s resultados son m& satisfactorios. De acuerdo a su experiencia, 
el valor de la relajaci6n lineal es una buena cota inferior del n ~ m e r o  cromiitico. 
Este modelo elimina un cierto tip0 de simetria. A1 no considerar 10s colores en la formulaci6n, 
10s coloreos equivalent- resultantes de la permutacidn de colores no esth presentes en la formu- 
laci6n. Hay una simetria que si se conserva. En una soluci6n factible, las variables xsi con valor 
1 determinan una partici6n de conjunto de v&ices. El cardinal de dicha partici6n es la suma de 
estas variables. Dependiendo de la estructura del grafo, pueden existir diversas maneras de obte- 
ner una partici6n en conjuntos independientes con el mismo cardinal. Todas ellas tienen asociadas 
soluciones factibles del mode10 que resultan ser simktricas. 
4.3. Nuevos Modelos que Rompen Simetria 
La simetria de las soluciones responde bkicamente a la indistinguibilidad de 10s colores. La 
existencia de particiones en conjuntos independientes de igual cardinal tambikn representa solu- 
ciones simetricas pero influye en menor medida. 
A continuaci6n, proponemos tres modelos que eliminan parcialmente soluciones simetricas. 
Dada S1, Sz,.. Sk una partici6n en conjuntos independientes de G, cualquier asignaci6n de 
k colores elegidos de 10s n posibles, tiene asociada una soluci6n factible de SCP. Si consi- 
deramos en orden 10s colores de 1 a n y exigimos que el color j + 1 no puede ser usado si 10s 
colores 1,2, . . . , j no fueron usados en a l g h  virtice, habremos eliminado un gran nlimero de 
coloreos simktricos. Si buscamos que estos coloreos no esten presentes en la formulaci6n de 
programaci6n lineal, basta con agregar a las restricciones del modelo cl&ico las desigualdades 
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Llamamos CP a la cgpsula convexa de las soluciones factibles enteras de este modelo. 
CP = SCP n {(x, w) E litn2+" : (s, w) verifica 4.4 y 4.5). 
Resulta significativa la reducci6n de soluciones factibles. Por ejemplo, si G = C2k+1 (un 
agujero de 2k + 1 virtices), en CP hay 6(2k + 1) soluciones bptimas, mientras que en SCP 
hay k(2k - 1)(2k + 1)~/3.  
Un modelo similar a 6ste fue propuesto por Baybars [7] para minimizar la m k i m a  frecuencia 
asignada en un problema de asignaci6n de frecuencias. Sin embargo, no hemos encontrado 
en la literatura ninguna experiencia de un algoritmo Branch-and-Cut con el modelo ni un 
estudio poliedral del mismo. 
La eliminaci6n de variables mediante la coloraci6n de una clique y del conocimiento de una 
cota superior de x(G) puede hacerse como ya indicamos en el modelo clhico. 
En el Modelo 1, para una particidn de cardinal k en conjuntos independientes, aiin permanecen 
todas las soluciones factibles resultantes de permutar 10s k primeros colores. Con el fin de 
eliminar algunas, podemos exigir que el ntimero de virtices coloreados con color j sea mayor o 
igual a 10s coloreados con color j + 1. De esta manera, si en la particibn intervienen conjuntos 
de distinto cardinal, habremos eliminado algunas de las permutaciones. 
Esto se logra agregando las siguientes restricciones a1 modelo clhico: 
Llamamos CP' a la cgpsula convexa de las soluciones factibles enteras de este modelo. 
CP' = SCP n {(x, w) E IRn2+" : (I, w) verifica (4.6) y (4.7)). 
El poliedro CP' esta incluido en CP. 
Dada una partici6n en conjuntos independientes, a mayor cantidad de conjuntos con distinto 
cardinal, mayor la eliminaci6n de soluciones simetricas. En el caso sencillo del ejemplo anterior, 
G = C2k+1, en CP' hay 113 menos de soluciones 6ptimas que en CP. 
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La disminuci6n en la cantidad de soluciones simdtricas estii basada en la distincidn entre 10s 
colores y no tiene en cuenta la simetria resultante de las particiones equivalentes. Sin embargo, 
cuando intentamos realizar un estudio poliedral de CP', encontramos que ciertas propiedades 
del grafo influyen en las caracteristicas del poliedro. 
A1 tratar de caracterizar la dimensi6n del poliedro, observamos que b t a  depende de la es- 
tructura de 10s coloreos. Por ejemplo, si en cualquier coloreo 6ptimo del gmfo a lo sumo 
2 vkrtices utilizan un mismo color, entonces toda soluci6n factible entera de CP' satisface 
C:=l xi2 = 2 - ~ ~ - 2 .  Sin embargo, esta igualdad no resulta vhlida si existe un conjunto in- 
dependiente de cardinal mayor a 2 en un coloreo con x(G) colores. Esto dificulta determinar 
el conjunto minimal de ecuaciones asociado con el poliedro CP' y su dimensi6n. 
Desde el punto de vista algoritmico tambidn tuvimos problemas con este modelo. La reducci6n 
del tamaiio del modelo presenta alguna dificultad. Por la forma en que se eliminan soluciones 
simdtricas, no puede fijarse la coloracidn de una clique. Dependiendo de la estructura del grafo 
puede resultar no factible que el conjunto de ve'rtices coloreados con el color i sea el i - esimo 
de mayor cardinal. Una forma de evitar esta situaci6n es restringir las desiguddades (4.7) a 
indices mayores a1 tamaiio de la clique. 
El modelo anterior no distingue 10s colores que le pueden ser asignados a conjuntos indepen- 
dientes con igud cardinal. Es decir, cada partici6n puede tener asociada m& de una solucidn 
factible en CP'. Para evitar esto, en lugar de ordenarlos por cardinal, ordenamos a 10s conjun- 
tos independientes considerando el menor indice de 10s ve'rtices pertenecientes a cada uno de 
ellos. Este orden es linico y permite eliminar en forma total las permutaciones de 10s colores, 
considerando para cada particibn una 6nica asignaci6n de colores: al conjunto independiente 
en lugar j se le asigna el color j. De esta manera, a un vkrtice i nunca se le asigna un color 
cuyo indice sea superior a i. Para modelar estos coloreos se eliminan del modelo clhico las 
variables x , ~  con j > i y se agregan las restricciones: 
Estas restricciones aseguran que el vkrtzce i puede usar un color j ,  con j < i linicamente si 
alglin vdrtice de indice menor usa el color j - 1. Si no hay ninglin vkrtice en estas condiciones, 
quiere decir que el vkrtice i esth obligado a usar un color que a lo sumo tenga indice j - 1. 
Llamamos CP" a la ciipsula convexa de las soluciones factibles enteras de este modelo. 
CP7' = SCP fl {(x, w) E R"'+" : (x, w) verifica (4.8) y z i j  = 0 para j > i ) .  
El poliedro CP" esta incluido en C P  y la reducci6n en el nlimero de soluciones simdtricas es 
significativa. Siguiendo con el ejemplo sencillo de G = C2k+l, en CP1' hay 2k + 1 soluciones 
6ptimas. 
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El nlimero de variables es n(n + 1 ) / 2 ,  inferior a la cantidad de variables de 10s otros modelos. 
El nlimero de restricciones es mayor. Si bien se redujo un poco el nlimero de desigualdes entre 
ve'rtices adyacentes, las desigualdades (4.8) son (n2 - n ) / 2 .  La resoluci6n de las relajaciones 
lineales insume bastante tiempo debido a esta cantidad de restricciones. De la misma manera 
que en modelos anteriores, se pueden eliminar variables fijando el coloreo de una clique, siem- 
pre que se enumeren 10s ve'rtices del grafo de manera tal que 10s primeros v6rtices pertenezcan 
a la clique. Un cota superior de x(G)  se puede utilizar para eliminar las variables con indice 
j mayor o igual a dicha cota. 
El modelo tiene la particularidad que las propiedades del poliedro dependen de la manera 
en que se enumeren 10s ve'rtices del grafo. A distintas enumeraciones corresponden distintas 
formulaciones que cambian completamente a1 poliedro de soluciones factibles. Por ejemplo, 
si 10s dos primeros ve'rtices del grafo son adyacentes, las soluciones del poliedro satisfacen 
x22 = 1. Si cambiamos la enumeraci6n de 10s ve'rtices para que no sean adyacentes esta 
condici6n no es satisfecha por todo coloreo. En el caso que el primer ve'rtice sea universal, las 
variables xi1 se anulan para todo ve'rtice i con i = 2,  . . . , n .  
Para caracterizar la estructura facial del poliedro CP", este comportamiento hace dificil o 
imposible su estudio. 
Los nuevos modelos que proponemos cumplen con el objetivo de eliminar soluciones sim6tricas. 
Es natural la preferencia por aquel modelo donde la eliminaci6n sea mayor. Sin embargo, cuando 
para un mismo problema existen diferentes alternativas, no hay un criterio determinante para elegir 
una formulaci6n sobre otra. Hay factores que pueden ayudar a tomar una decisi6n. Por ejemplo: 
cantidad de variables, cantidad de restricciones, calidad de la relajaci6n lineal, performance de 10s 
algoritmos, entre otros. En nuestro caso, 10s dos liltimos modelos presentan dificultades para ca- 
racterizar la czipsula convexa de la soluciones factibles. El poliedro CP es m& independiente de las 
particularidades del grafo y se puede realizar un estudio de su estructura facial. Como CP" C C P  
y CP' c CP, las desigualdades vzilidas obtenidas para CP pueden ser usadas como planos de corte 
en las relajaciones lineales de CP' y CP". La experimentacibn con un algoritmo Branch-and-Cut 
utilizando 10s Modelos 2 y 3 tambibn fundamenta nuestra elecci6n de trabajar con CP. Algunas 
dificultades ya las seiialamos y otras son analizadas en el Capitulo 7. 
En el pr6ximo Capitulo presentamos nuestro estudio poliedral de CP. 
- 
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Capitulo 5 
Estudio Poliedral del Problema de 
Coloreo de Grafos 
La caracterizaci6n total o parcial de un poliedro asociado a un modelo de programaci6n li- 
neal entera, tiene como objetivo identificar desigualdades vSlidas para ser usadas en un algoritmo 
Branch-and-Cut. La efectividad de una desigualdad en este context0 estS relacionada en gran 
medida con la dimensi6n de la cara que defina la misma. De ahi la importancia de caracterizar caras 
con dimensi6n alta, en particular facetas del poliedro. Con este fin, en este Capitulo presentamos un 
detallado estudio poliedral de CP,  el poliedro asociado a uno de 10s modelos de programaci6n lineal 
entera que propusimos en el Capitulo anterior para el problema de wloreo de grafos. Resultados 
parciales de este estudio e s t h  publicados en [63]. Asumimos que el lector tiene 10s conocimientos 
bkicos de la teoria poliedral. 
5.1. El Poliedro CP 
Sean W j  Y xij variables binarias Vi E V y j = 1,. . . , n tal que: 
0 si el vdrtice i no es coloreado con el color j 
1 si el vdrtice i es coloreado con el color j 
0 si el color j no es usado por n ingh  vdrtice 
Wj = 1 si el color j es usado por al@n vdrtice 
Como ya definimos en el Capitulo 4, el poliedro CP estd asociado con la siguiente formulaci6n 
de programaci6n lineal entera: 
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Minimizar wj 
sujeto a 
El poliedro CP es la ccipsula convexa de las soluciones factibles del modelo, es decir 
CP = conv{(X, W) E (0, lIn : (X, W) satisface las restricciones 5.1 a 5.5) 
, . 
r 
Dicho en otros tc;lrminos, el poliedro CP estB asociado con 10s coloreos C de G que tienen la 
propiedad que si usan un color entonces tambien usan 10s de indice menor. Para simplificar la 
notaci6n, usaremos indistintamente C 6 ( xC ,  w C )  para referirnos a las soluciones factibles de CP. 
Dado un coloreo C de G, C(v) = j significa que el ve'rtice v es coloreado con j. Entenderemos que 
x$ vale 1 si el vMice i es coloreado con j por el coloreo C y 0 en caso contrario. La variable w: 
toma valor 1 cuando el color fue usado por algtin ve'rtice por el coloreo C y 0 en caso contrario. 
La teoria poliedral establece que todo poliedro P C Rn puede ser descripto por ecuaciones e 
inecuaciones lineales. Es decir, 
El sistema A'x = b= (sistema minimal de ecuaciones) determina la dimensi6n del poliedro, siendo 
dim(P) = n - rango(A'). 
Toda desigualdad vcilida (T, TO) de un poliedro P, TX 5 TOVX E P, define una cara F siendo 
F = P n {x E Rn : nx = no). Si dim(F) = dim(P) - 1, entonces F es una faceta. Las linicas 
desigualdades necesarias y suficientes para la descripci6n de P son las que definen facetas. Es decir, 
para caracterizar la cBpsula convexa de un conjunto de puntos se necesita y es suficiente encontrar 
un sistema minimal de ecuaciones y desigualdades d i d a s  que definan facetas. - , 
Para determinar si una desigualdad vAlida (n, no) es faceta hay que: 
exhibir alg;lin punto que satisfaga la desigualdad en forma estricta. 
encontrar dim(P) vectors afinmente independientes en F. 
En algunos casos no es fhcil obtener 10s puntos afinmente independientes. Un alternativa para 
reconocer si una cara es una faceta es usar el siguiente resultado: 
Lema: Sea A'x = b= el sistema minimal de ecuaciones del poliedro P y (T, TO) una cara F de 
P. (T, TO) define faceta de P si y sdlo si para cualquier (A, Ao) desigualdad va'lida para P tal que Ax = 
A. para todo x E F existe u n  escalar a > 0 y u n  vector u tal que (A, Ao) = (CXT +uA=, CYTO + ub=). 
La metodologia para utilizar el Lema es la siguiente. Se asume la existencia de una desigualdad 
viilida (A, Ao) tal que F c {x E P : Ax = Ao}. Conociendo las propiedades que tienen 10s coeficientes 
de una combinaci6n lineal de T y de las filas de A=, se trata de verificar que son cumplidas por 10s 
coeficientes de A. En general esta deducci6n se hace considerando puntos en F o propiedades de 
10s mismos que implican las propiedades deseadas. Si XI, X2 E F, entonces AX1 = AX2. Eligiendo 
convenientemente 10s valores de las coordenadas de XI y X2, se deducen condiciones sobre 10s 
coeficientes de A. Esto se repite hasta completar la descripci6n. 
En este Capitulo hacemos uso de 10s dos procedirnientos. En algunos casos resulta sencillo 
generar 10s puntos afinmente independientes y en otros el anhlisis se hace utilizando la metodologia 
descripta. Comenzamos por estudiar la dimensi6n de CP. 
Teorema 5.1 Un sistema minimal de ecuaciones para C P  es 
Entonces, la dimensidn de CP es n2 - x(G) - 1. 
Demostracidn: 
Toda soluci6n factible satisface las primeras n ecuaciones del sistema ya que se econtraban en 
la formulaci6n del modelo. Debido a la restricci6n de orden entre 10s colores, las soluciones factibles 
de CP no usan el color n 6 usan exactamente una vez cada color. En ambos casos, las soluciones 
verifican la liltima ecuaci6n del sistema. 
En toda ecuaci6n interviene una variable que no se encuentra en el resto de las ecuaciones, lo 
que nos permite afirmar que la matriz tiene rango completo. Entonces, dim(CP) 5 n2 - x(G) - 1. 
Para determinar la dimensidn de CP, construimos n2 - x(G) soluciones afinmente indepen- 
dientes. A continuaci6n detallamos 10s coloreos factibles que consideramos. 
Sea C1 un (n)-coloreo. Llamamos vi a1 vdrtice coloreado con color i para i = 1 , .  . . , n. 
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= Sean j,  i E (1, . . . , n - 1)  con i # j .  A partir de C1, construimos un (n)- wloreo intercambiando 
10s colores de vi , vj y vn, asignando color j a vn, color i a vj y color n a vi . De esta manera 
obtenemos ( n  - 1) (n - 2) coloreos. 
1 . ' 
I ;  .- 
= Para j = 1, . . . , n - 1, nuevamente basados en C1, obtenemos 10s (n)-coloreo que asignan color 
j a vn, color n a vJ y color i a v, para todo i # j ,  n. Con este procedimiento tenemos n - 1 
coloreos. 
I, 1 , I  t 
- : ( I ;  : I n  r ._ I .. I . +  
Sin grdida  de generalidad podemos suponer que vn-l y vn no son adyacentes. , A,:\J ~b 
Sea el (n-1)-coloreo que asigna color i a vi para i = 1,. . . , n - 2, y el color n - 1 a 10s virtices 
Vn-1 Y Vn-  
k,, r b L  ,,- f. ,, . <  
Considerando el (n-1)-coloreo definido arriba, podemos obtener un (n-1)-coloreo intercarn- 
biando 10s colores i y n - 1. Haciendo esto para i = 1, . . . , n - 2, construimos n - 2 coloreos. 
. . - 
.L12 4 ad: - , . 
Finalmente, tomamos un 0-wloreo para cada j = x(G),  . . . , n - 2. 
Tenemos n2 - x(G) coloreos. Notarnos con C' 10s coloreos construidos para i = 1,. . . , n2 - x(G):, 
- 
Consideremos una combinaci6n lineal afin 
I 
- - 
C a i ( xc i ,  wC') = O tal que C ' ai = 0. 
Para verificar la independencia afin de las soluciones tenemos que ver que todos 10s ai resultan 
nulos. 
El (n)-coloreo inicial es el tinico que colorea a vn con color n ,  es decir la linica soluci6n con la 
variable x, no nula. Por lo tanto a1 = 0. 
Para j = x(G),  . . . , n ,  las soluciones con la variable wj no nula son 10s (k)-coloreo para k = 
j, . . . , n. Sea Sj el conjunto de 10s (k)-coloreo para k 2 j .  Entonces se debe satisfacer que 
r - 
. I 1 . , i L (  - - 1 1: 
I .  
7'  . I _  I , -  ' I 
ai = 0 para todo j = x(G),  . . . , n . - ,  , P i- 
- .'I! . 
Pero Sj+1 C Sj y lSjl = 1 para j = x(G),  . . . , n - 2. Entonces a, = 0 para las soluciones asociadas 
a (j)-coloreo con j = x(G),  . . . , n - 2. 
Para analizar el resto de las soluciones, construimos una tabla. Las filas corresponden a cada 
uno de 10s (n)-coloreo y (n-1)-coloreo que restan analizar. Las n columnas corresponden a 10s n 
colores posibles e indicarnos en cada una 10s vkrtices coloreados por cada uno de ellos. I -" ., 
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Si observamos 10s n - 2 primeros bloques en que hemos dividido a la tabla, podemos afirmar que 
10s primeros n - 3 coloreos del bloque j son linicos en la coloraci6n del vkrtice vj. Claramente 10s 
coeficientes que corresponden a estas soluciones resultan nulos. 
Para i = 1,. . . , n - 2, llamemos y pi a 10s multiplicadores de las dos liltimas soluciones de 
cada bloque . Para i = 1,. . . , n - 1, sea .yi el correspondiente al i-esimo (n)-coloreo del bloque n - 1 
de la tabla y pi al i-esimo (n-1)-coloreo del liltimo bloque. 
Eliminado 10s coloreos para 10s cuales ya sabemos que 10s coeficientes son nulos, podemos afirmar 
que: 
1. ~1.1' p, = 0 (linicos (n-1)-wloreo) 
2. C;:," & + m-1 = 0 (linicos que colorean a v,-1 con n) 
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3. ~i + pi = 0 Q i = 1,. . . , n - 2 (linicos que colorean a vn-1 con i) 
4. 6i + pi = 0 Q i = 1, . . . , n - 2 (linicos que colorean a v, con n - 1) 
5. Pi + pn-1 = 0 (linicos que colorean a vn-1 con n - 1) 
6.  Si +/Ii +cl, = 0 Q i  = 1, ... , n -  2 (linicos que colorean a v, con i) 
7. @i+ri = O  Q i  = 1, ..., n - 2  (linicosquecolorean a i  con n) 
De 4 y 6, se deduce que /Ii = 0 para todo i = 1,. . . , n - 2.  Pero entonces, de 7 resulta yi = 0 
para todo i = 1,. . . , n - 2 y de 5, pn-1 = 0. Como consecuencia de 3, tenemos que pi = 0 y por 4, 
bi = 0 para todo i = 1, . . . , n - 2. Por iiltimo, de 2 obtenemos 7,-1 = 0. 
Construimos n2 - x(G) soluciones factibles afinmente independents. Resulta entonces que 
dim(CP) = n2 - x(G) - 1. 
La reducci6n de la cantidad de variables y restricciones en un modelo es importante para poder 
resolver instancias lo m b  grande posible. Si g(G) es una cota superior de x(G), podemos afirmar 
. _ _ _  I 
que la soluci6n 6ptima del problema de coloreo de grafos se encuentra en I 1 
I Proy(Cp) = {(X, W) : wj = O Q j = g(G) + 1, - - ,n)- 
Si bien Proy(CP) c CP, el conocimiento de las caracteristicas propias de Proy(CP) resulta de 
inter& para tener otro criterio de valoraci6n de las desigualdes vhlidas de CP. 
En el caso particular que x(G) = 2(G), Proy(CP) tiene propiedades que dependen de las ca- 
racteristicas que tengan las particiones de V en x(G) conjuntos independientes. Por ejemplo, si 
vl y et2 son v6rtices no adyacentes que en cualquier (x(G))-coloreo pertenecen a1 mismo conjunto 
independiente, toda soluci6n factible de Proy(CP) satisface xvlj = xv2j para todo j = 1,. . . , x(G). 
Hemos analizado diferentes caracteristicas de las particiones, per0 no pudimos determinar el sis- 
tema minimal de ecuaciones de Proy(CP) para toda posible configuraci6n de las particiones de V. 
En la siguiente proposici6n determinamos la dimensi6n de Proy(CP) para el caso que x(G) 5 
2(G) - 1. - - - >  5 - ,  ' , , , I  
- . . 7  . . . 
Proposici6n 5.1 Si x(G) 5 n - k - 1, el poliedro Proy(CP) = CP n {wj  = 0 para todo j = 
n - k + 1, . . . , n )  tiene el siguiente sistema minimal de ecuaciones . - . . ,  
1 ( 1  . Ii - 1 \ 
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Demostracidn: 
Claramente las ecuaciones son satisfechas por las soluciones factibles de Proy(CP) y el sis- 
tema tiene rango m&imo. Veamos entonces que si XXx + XWw = X o  se satisface para todo 
(X, W) E Proy(CP), entonces ( X X ,  X W )  es combinaci6n lineal de las ecuaciones del sistema. Para 
esto deberemos ver que: 
= XX-=AX.,  V V E V ~  V j , j 1 = l  ,..., n - k  
v3 v3 
= Y = O  V j = x ( G ) + l ,  ..., n - k  
Sean C 1  un (n-k-1)-coloreo, j 5 n - k - 1 y v l ,  v2 E V tales que C1(v l )  = C1(v2)  = j. 
Cambihdole el color a vl por n - k ,  obtenemos c2 un (n-k)-coloreo a partir del cual, como 
AxC1 + XwC1 = AxC2 + AwC2, podemos concluir que A: = ~ l ( l ~ - ~  + XKk V j = 1, . . . n - k - 1. 
De aqui se desprende que A$ = Al(l j ,  V j, j' = 1, . . . , n - k - 1. Entonces, la identidad es vdida 
para todos 10s virtices que comparten color. 
Sea v tal que C1(v )  = j' y v es linico con ese color. Intercambiando el color j' con j y con- 
siderando lo demostrado aniba obtenemos A$ = A;, V j, j' = 1, . . . , n - k - 1. 
Nos falta ver a h  el caso j = n - k.  Como x ( G )  5 n - k - 1, existe C 1  un (n-k)-coloreo tal que 
vz es el linico coloreado con color n - k. Por otro lado, tambi6n existe C 2  un (n-k)-coloreo tal que 
vl y v2 son 10s linicos que comparten el color n - k. Resulta entonces que 
donde C1(v l )  = c,,, C 1 ( v )  = c, y C2(v)  = C; con c,,4 5 n -  k -  1. 
Como ya sabemos que = X X  X v4, obtenemos = Avln-k Y tambi6n que byk = 0. 
La identidad es vdida para cualquier vdrtice que comparta color con a l g h  otro. Con el mismo 
procedimiento utilizado antes se puede deducir que es vdida para todo v E V. 
Por liltimo, construimos un (j-1)-coloreo con x ( G )  + 1 5 j 5 n - k ,  de manera tal que v ,  v' 
comparten el color j - 1. Si el color de v es cambiado a j obtenemos un (j)-coloreo y la identidad 
A;-, = A$ + AY.  Por la propiedad demostrada antes resulta AY = 0. 
0 
5.3. Propiedades de las Restricciones del Modelo 
Veamos ahora cuales de las inecuaciones del modelo definen facetas de CP. Comenzamos por la 
restricciones de positividad de las variables. 
Proposici6n 5.2 Sea v E V ,  
1.  x ,  2 0 es faceta de CP. 
2. xujo 2 0 es faceta de CP para todo jo = 1,.  . . n - 1 si y sdlo si V\{v) no es una clique. 
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Demostracidn: 
1. Consideramos un (n)-coloreo que asigne el color n a1 virtice v y generamos n2 - x(G) solu- 
ciones factibles con el procedimiento usado en la demostraci6n del teorema 5.1 . Si excluimos 
el (n)-coloreo generador de las soluciones, el resto verifica que x,, = 0 y son afinmente 
independientes. 
2. Si V\{v) es clique, entonces x(G) = n - 1. En este caso, toda soluci6n factible que verifica 
xvjo = 0, satisface CiEv\Iv) xij ,  = 1 y por lo tanto la desigualdad no es faceta. Supongamos 
entonces que hay dos virtices z, z' E V\{v) que no son adyacentes. Consideremos un (n)- 
coloreo que asigne color n - 1 a z ,  n a z' y a1 virtice v un color distinto a jo. Nos generarnos 
soluciones factibles como antes y excluimos el (n)-coloreo que asigna jo a v. Obtenemos de 
este mod0 10s coloreos necesarios para poder afirmar que xvjo > 0 es faceta., J I 
. L r I  , ..,+, 
Como CP est& contenido en el espacio afin defiriido por el sistema de ecuaciones (5.1), las de- 
sigualdades x,j 5 1 son implicadas por la positividad de las variables. 
1 f -  ' 7 1 ,  , 
Siguiendo con las desigualdades del modelo, las restricciones de orden establecidas entre 10s 
colores resultan ser facetas. La siguiente proposici6n asi lo demuestra. , , - I  , 
Proposici6n 5.3 La restriccio'n wjo 1 Wjo+l es faceta de CP para todo jo tal que x(G) < jo 5 
n - 2 .  
Demostmcio'n: 
I 
. J  
~onsideremos 10s coloreos que usamos en el Teorema 5.1 y excluyamos el (jo)-coloreo. Clara- 
mente todos verifican w j ,  = wjo+l y por lo tanto la desigualdad es una faceta de CP. . # 
0 
Para finalizar con las facetas definidas por la restricciones del modelo, vearnos el siguiente 
resultado. I 
- > 
. I  
Proposici6n 5.4 La desigualdad wjo < CVEv x jo es faceta de CP para todo jo = 1,. . . , n - 1 si 
y sdlo si edste algzin (x(G))-coloreo que la verifica por igualdad. 
Demostracidn: 
Si ningin (x(G))-coloreo verifica la igualdad, entonces toda soluci6n factible en la cara definida 
por la desigualdad satisface W X ( ~ ) + l  = 1 y esto contradice la condicibn de faceta. 
Supongamos ahora que existe un (x(G))-coloreo que verifica la igualdad. Consideremos 10s (n)- 
coloreo y (n-1)-coloreo del Teorema 5.1, excluyamos el (n-1)-coloreo que asigna color ja a vn-r y v, 
y agreguemos para cada j = x(G), . . . , n - 2, un (j)-coloreo donde el color jo sea usado por un unico 
virtice. Estas soluciones son afinmente independientes y nos permiten afirmar que la desigualdad 
es faceta. 
.- . > ' I  
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La siguiente desigualdad que analizamos no pertenece a la formulaci6n original. Sin embargo, en 
la implementacidn de nuestro algoritmo Branch-and-Cut fue muy litil considerar una relajaci6n ini- 
cial donde reemplazamos las desigualdades (5.2), x i j  + x k j  5 wj para todo j = 1,. . . , n y [i, k] E E, 
por las desigualdades que presentamos a continuaci6n. La cantidad de restricciones (5.2) del modelo 
es nm y para grafos de media y alta densidad, la resoluci6n de la relajaci6n lineal insume mucho 
tiempo. El reemplazo de las restricciones otorga mejor perfomance a1 algoritmo. 
Consideremos v E V y vl, vz, . . . , v, un conjunto independiente mkimo de N(v). Si r = 1, 
tenemos una clique maximal que es analizada mQ adelante. Supongamos entonces que r 2 2. Para 
cualquier coloreo podemos hacer las siguientes afirmaciones: 
= si v no es coloreado con el coloro jo, a lo sumo r virtices de N(v) pueden usar el color jo. 
si v usa el color n - r + j + 1 para a l d n  j 5 r - 1, ninglin color se usa en mQ de r - j virtices 
(en particular el jo). 
= si el vkrtice v es coloreado con el color jo, todo virtice adyacente a v no puede usar este color. 
A partir de estas observaciones surge la desigualdad Vecindad 
UE N (v )  
que resulta vdida para todo jo 5 n - r + 1. 
Cualquier (n)-coloreo que asigne color jo a un ve'rtice adyacente a v y color n - 1 a v, satisface 
estrictamente la desigualdad. Todo coloreo que asigne el color jo a v la satisface por igualdad. Por 
lo tanto, la desigualdad no es redundante del sistema minimal de ecuaciones que define a CP y 
resulta ser una cara. 
La desigualdad no es vdida para RCP (relajaci6n lineal de CP) pues xij = y wj = para 
todo i, j = 1,. . . , n no la satisface. La nueva relajaci6n no es m& debil que RCP. 
En la siguiente proposici6n caracterizamos cuando la desigualdad resulta ser faceta. 
Proposici6n 5.5 See jo tal que jo 5 n - r + 1. La desigualdad Vecindad 
es vcilida de CP y define una faceta. 
Demostracidn: 
Por lo mostrado mQ arriba, ya sabemos que la desigualdad es vhlida. Sea F la cara de CP definida 
por la desigualdad. Supongamos que XXx + XW w 5 Xo es una desigualdad vhlida para CP tal que 
F c CP n {(X, W )  : XXx + XWw = Xo). 
Para afirmar la condici6n de faceta debemos ver que: 
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X X W  5. A v j = h , + X ,  + ( j - n ) y  V j = n - r + 2  ,..., n - 1  
Probamos cada una de las condiciones. 
1. Como r 2 2,  existen vk, vi E N(v) virtices no adyacentes. Podemos construir los siguientes 
coloreos en F: 
c1 : ( n  - 1) - coloreo 
C' (vk) = cl (v i )  = j 
c l ( v )  = jo 
3 . .  
I 
~ ' ( 2 )  E { I ,  - - - , n - l}\{j, j o }  
I 
- . v k  # vk,vi,V 
/ f 
c2 : (n)  - coloreo 
c2(vk)  = n 
c1 ( 2 )  = c2 ( z )  v z # vk 
, . , #  * .:- .cl Como hxC1 + hwC1 = hxC2 + hwC2 y 10s coloreos difieren s6lo en la coloracibn de vk, es 
\!I trivial concluir que ~c~ = A:, + A:. 
- - 
Sea z E V, z # v,vk y C3 el (n)-coloreo tal que c3 ( z )  = c2(vk) ,  C3(vk) = c 2 ( z )  y c3(u)  = 
C2(u) para todo u # v,vk. Como C3 E F y difiere de C2 ~610 en la coloraci6n de z y vk, 
entonces A$ + A& = AZ + A: j .  A partir de lo deducido antes, concluimos que A$ = A& + A: 
para todo z # v. 
2. Sean u, u' E N(v) y j = 1,. . . , n - 1 con j  # jo. Sean 10s siguientes coloreos de G en F: 
C' : (n )  - coloreo 
c l ( u )  = j 
cl (u ' )  = jo 
.'.- 
I [ .  ) 
- C1(v) = n 
: I i  ' ;  
c1(4 E (1 ,  . . . , n)\{n, j ,  jo) 
vz # v, U ,  U' 
c2 : (n)  - coloreo 
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Como consecuencia del intercambio de colores y del caso anterior, obtenemos Xujo - Xuj = 
AU/ jo - Xu/ j = 7'. 
3. Sea u E N(v) .  Consideremos 10s siguientes coloreos de G: 
C' : (n) - coloreo c2 : (n) - coloreo 
c l ( v )  = jo c 2 ( v )  = n 
c l ( u )  = n c 2 ( u )  = jO 
c l ( z )  E (1, . . . , n)\{n, jo) c 2 ( z )  = c l ( z )  V z # v, v1 
v z  # v,v1 
Claramente surge la identidad + A& = A& + x s 0 .  Usando 10s dos casos anteriores, 
tenemos que A:, = A& + A: + 7. 
4. Sea j  < n - r + 1 y j  # jo. Podemos construir 10s siguientes coloreos de G en F: 
C' : ( n  - r + 1) - coloreo c2 : ( n  - T + 1) - coloreo 
c l ( v )  = jo c 2 ( v )  = j  
c l ( v a ) =  j V i = l ,  ..., r c2(v i )  = jo V i =  1, ..., r 
c l ( z )  E { I , .  . . ,n - T + l)\{j, jo) c 2 ( z )  = cl(z) V z # v,v l , .  . . , v,. 
Vz#v , v1 ,  ..., v7- 
Por las coincidencias de ambos coloreos, deducimos 
Usando 10s resultados de 2 y 3 ,  resulta A$ = A& + A: + ( 1  - r ) ~  
5 .  Sea j tal que n - r + 2 5 j 5 n - 1. Construimos 10s siguientes coloreos en F: 
C' : ( j )  - coloreo c2 : ( j )  - coloreo 
c l ( v )  = j c 2 ( v )  = jO 
C"(vi)=jo V i = l ,  ..., n - j + 1  c 2 ( v i ) = j  V i = 1 ,  ..., n - j + 1  
c l ( z )  E { I ,  .. . ,j)\{j,jo) c 2 ( z )  = c ~ ( z )  v z # V ,  vl ,  . . . , v ~ - ~ + ~  
VZ # V , V l ,  - * - 7vn-j+1 
Por las coincidencias de ambos coloreos, deducimos 
de donde resulta A$ = XCn + A: + ( j  - n ) ~ .  
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6. Sea z $ N(v). Podemos construir un (n-1)-coloreo que colorea a v y a z con jo y luego un 
(n)-coloreo que asigne el color n a z y derivar trivialmente que A G O  = A& + A:. 
7. Sea j = x(G)  + 1,. . . , n - 1, con j # jo. Sabemos que para cualquier (j-1)-coloreo existen 
u,u' virtices coloreados con el mismo color. Por otro lado, si jo 5 j - 1, podemos suponer 
que v s t &  coloreado con jo. Si ahora cambiamos el color del virtice u a j, tenemos un (j)- 
coloreo. Por las coincidencias de 10s coloreos y las propiedades derivadas en casos anteriores, 
obtenemos A Y  = 0 
8. Supongamos que jo 2 x(G) + 1. Por las mismas razones que esgrimimos en 7, G puede ser 
coloreado con un (jo - 1)-coloreo para el que podemos asegurar que existen u, u' coloreados 
con el mismo color. Basados en este coloreo, construimos un (jo)-coloreo tal que v es coloreado 
con jo. Adem&, en el caso que v fuera linico en su color en el (jo - 1)-wloreo, el virtice u 
cambia su color por el color de v. Por casos anteriores, concluimos que A E  = - r 7  
9. Sea C1 un (n)-coloreo en F tal que C1(v) = jo, C1(v') = n - 1 para v' E N(v) y C1(u) = ju 
con ju # jo, n - 1. Se verifica que 
Pero como (A, Ao) es una desigualdad vaida de CP, entonces el (n)-coloreo que intercambia 
10s colores de v' y v satisface la desigualdad, es decir 
Usando la expresi6n de A. se deduce que 
Pero por la relaci6n derivada entre 10s coeficientes sabemos que A;jo - x & - ~  = 7 y - 
A$, = -27 Entonces y > 0 
Concluimos que (AX, AW) es combinaci6n lineal de las ecuaciones del modelo y de la desigualdad 
Vecindad. Por lo tanto la desigualdad Vecindad define una faceta de CP. 
5.4. Desigualdades VAlidas por Eliminaci6n de Simetria 
Existen desigualdades vdidas que surgen naturalmente por la manera en que eliminamos solu- 
ciones simdtricas. La primera que presentamos est& basada en una simple observaci6n: si el color jo 
no es usado por una soluci6n factible, entonces ninglin virtice es coloreado con un color con indice 
mayor a jo en esta soluci6n. Es decir, 
n 
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es una desigualdad vdida para CP. 
1 Si j o  I n - 1, esta desigualdad no es viilida para RCP. Para jo I n - 2, la soluci6n xij = , 
2 para todo i, j = 1, . . . , n y wj = , para j = 1, . . . , n no la satisface. Si jo = n - 1, la soluci6n 
1 1 xvn-l =Im=- Wn-1 = Wn = 3 ,  XUi = - 2'  n-2 p a r a t o d o u # v , i < n - 2 y w i = L c o n i < n - 2  n-2 
no la satisface. 
Si j o  > 2, cualquier (n)-coloreo que asigne color 1 a v verifica estrictamente la desigualdad, lo que 
implica que no es una restricci6n redundante del sistema de ecuaciones que define a CP. Ademk, 
cualquier (n)-coloreo que coloree a v con jo la verifica por igualdad. Entonces, la desigualdad es 
cara de CP. 
Bajo algunas condiciones, la desigualdad resulta ser faceta de CP. Veamos este resultado en la 
siguiente proposici6n. 
1. Sean v E V y jo tal que 1 5 jo < n - 1. La desigualdad Anula Color 
es vdida para CP. Si x(G) + 1 5 jo 5 n - 2, entonces es faceta. 
2. Si v no es un vQtice universal y x(G) 5 n - 2, entonces xVn-1 + x,, 5 wn-l define une 
faceta de CP. 
Demostracidn: 
La validez de la desigualdad ya fue mostrada. 
1. Sea x(G) + 1 < jo < n - 2. Vamos a construir n2 - x(G) - 1 soluciones factibles afinmente 
independientes que pertenezcan a esta cara de CP. Consideremos cualquier (n)-coloreo que 
coloree a v con jo y asigne 10s colores n - 1 y n a ve'rtices no adyacentes. Llamamos Vi a1 
ve'rtice coloreado con color i para i = 1,. . . , n. Por lo tanto, v = vjo. Basados en este coloreo, 
construimos 10s siguientes coloreos: 
Sean j, i tales que 1 < z, j 5 n - 1, i # j, jo y j # jo. Coloreamos con un (n)-coloreo que 
asigna color j a vn, color i a vj y color n a vi. De esta manera obtenemos (n - 2)(n - 2) 
coloreos. 
= Para jo + 1 < i I n - 1, definimos el (n)-coloreo que asigna color jo a vn, color i a vjo y 
color n a vi. Tenemos (n - 1 - jo) coloreos. 
Para j = 1, . . . , n - 1, consideramos el (n)-coloreo que asigna color j a vn, color n a vj 
y color i a vi V i # j, i # n. Hay n - 1 coloreos. 
Sea el (n-1)-coloreo que asigna color i a ,vi V i = 1, . . . , n - 2 y color n - 1 a vn-1 y vn. Para 
i = 1, . . . , n - 2, construimos otros (n-1)-coloreo intercambiando el color i con el color n - 1. 
Con este procedimiento tenemos n - 2 coloreos. 
Consideremos un (jo - 1)-coloreo. Sea c el color de vjo. Intercambiando 10s colores c y j 
para todo j = 1, .  . . , jo - 1, j # c, generamos nuevos (jo - 1)-coloreo. Obtenemos asi jo - 1 
soluciones. 
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Por liltimo, para cada j = x(G), . . . , n - 2, j # jo - 1, un (j)-coloreo que coloree a v con jo si 
j o  I j. 
Tenemos n2 - x(G) - 1 soluciones que fueron generadas utilizando el mismo procedimiento 
que en el caso del teorema 5.1, salvo que hemos eliminado jo - 1 soluciones correspondientes a 
10s (n)-coloreo que asignaban colores 1, . . . , jo - 1 a1 vdrtice vj,. En su reemplazo, construimos 
jo - 2 nuevas soluciones de un (jo - 1)-coloreo haciendo variar el color de vjo. La asignaci6n 
de color de vjo es linica para cada una de estas soluciones. Con argumentos sirnilares a 10s 
usados en la demostraci6n de la dimensi6n y la liltima observacibn, podemos afirmar que las 
soluciones son afinmente independientes. 
2. Como v no es universal, existe v' E V no adyacente a v. Por otro lado, como x(G) _< n - 2, 
podemos d r m a r  que existen u, u' # v virtices no adyacentes. Consideremos cualquier (n)- 
coloreo que asigne color n - 1 a v y color n a v'. Llamamos vi a1 vdrtice coloreado con color i 
para i = 1,. . . , n. Resulta entonces v = vn-1, v' = vn. A partir de este coloreo, construimos 
10s siguientes: 
Sean j, i tales que 1 5 j 5 n - 2, i # j, i 5 n - 1. Intercambiamos colores, asignando el 
color j a vn, color i a vj y color n a vi. Tenemos (n - 2)(n - 2) coloreos. 
Para j = 1,. . . , n - 1, considerarnos el (n)-coloreo que asigna color j a v,, color n a vj 
ycolor i a v i  V i #  j, i # n .  
L C I ~  ' y ,  , , p 2 
Sea un (n-1)-coloreo que colorea a vi con i para i = 1,. . . , n - 2, y colorea a vn-1 y v, con 
n - 1 .  
Sea cualquier (n-1)-coloreo que asigna color n - 1 a vn-1 y color n - 2 to u y a'. Para 
i = 1,. . . , n - 3, intercambiando el color i con el color n - 2, surgen n - 3 nuevos coloreos. 
. yi, 
- > J [  Por liltimo, sea cualquier (j)-coloreo para cada j = x(G), . . . , n - 2. En el (n-2)-coloreo an- 
, terior, podemos intercambiar 10s colores c y j para j = 1,. . . , n 7 2$. j # c,, s iendo,~ el color 
'h 1 
I . , , ' t  
< ,. , originalmente asignado a vn-l. Hay n - 3 coloreos. 
- . ,  . '  - > $ ' -  
I .  r . .  -. - 
- 0 ,  , - a  
Tenemos en total n2 - x(G) - 1 soluciones. La propiedad de independencia afin resulta si- 
Ll -> J ( guiendo 10s mismos argumentos que en casos anteriores y por lo tanto la cara es faceta de 
T 
.. - Cp. ' 1 ,  *.i l , i  r " ,  ' I  r ! , I  
El orden establecido para el uso de 10s colores por las restricciones del modelo, nos permite 
afirmar que si un coloreo utiliza el color jo, tambiBn utiliza los colores 1,. . . , jo - 1. Pero entonces, 
no puede haber m6s de n - jo + 1 vdrtices coloreados con los colores jo, . . . , n. Es decir, 
es una desigualdad vdida para CP. 
No es una restricci6n vdida para RCP. Si jo < n - 1, la soluci6n xij = h para i, j = 
1 2 2 1 ,..., j O - l , x i j = - p a r a i , j = j O  n-~o+l ,..., n , w j = - p a r a j = l , . . . ,  30-1 j o - l y w j = -  n-jo+l 
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para j = jo, . . . , n no la satisface. Si jo = n - 1, la soluci6n xii = wi = 1 para i = 1,. . . , n - 2, 
1 1 1 Xn- ln - l  = xn-ln = i j ,  xnn-l = xnn = ij Y wn-l = wn = i j  no la satisface (sin p6rdida de 
generalidad estamos suponiendo que n y n - 1 no son vkrtices adyacentes). 
Si jo 2 2, cualquier coloreo que asigne el color 1 a m& de un vkrtice verifica la desigualdad 
estrictamente. Todo (n)-coloreo satisface por igualdad la restricci6n. Por lo tanto, es cara de C P .  
Si jo = 1, se satisface la igualdad para todo coloreo ya que resulta combinaci6n de las ecuaciones 
del sistema minimal de CP. 
Si jo = n, es una de las ecuaciones del sistema minimal de C P .  
Bajo ciertas condiciones, esta desigualdad resulta faceta. 
Proposici6n 5.7 Sea jo tal que 2 < jo < n - 1. La desigualdad 
es vcilida para CP. Es una faceta de CP si y sdlo si 
I .  jo es tal quex(G)+l  I jo I n - 1 .  
2. Existe un conjunto independiente de tamafio n - jo + 1 
3. Para x(G) = jo - 1,  existe a1 menos u n  (x(G))-coloreo cuya particidn en  conjuntos indepen- . 
dientes es tal que no  todos 10s conjuntos tienen el mismo cardinal. 
Demostracio'n: 
La validez de la desigualdad ya la probamos. Veamos la necesidad de las tres condiciones para que 
defina una faceta. 
Si jo < x(G) entonces wjo = 1. Los coloreos que cumplen la igualdad tienen que usar 10s 
primeros jo - 1 colores en jo - 1 vkrtices. Entonces toda soluci6n de la cara satisface CvEV X v j  = 1 
para todo j=l, . . . , jo - 1 y la desigualdad no define faceta de C P .  Si jo = n la desigualdad es una 
de las ecuaciones del sistema minimal que define a CP. 
Si todo conjunto independiente es de tamaiio menor a n- jo + 1, toda soluci6n de la cara verifica 
wjo+l = Wjo y por lo tanto no es faceta. 
Si x(G) = jo - 1 y todo (x(G))-coloreo es tal que todos 10s conjuntos independientes de la 
partici6n tienen cardinal r ,  entonces toda soluci6n de la cara satisface CiEv xij = r - ( r  - 1)wj0 
para j = 1,. . . , jo - 1. Por lo tanto la cara no es faceta. 
Tenemos entonces que todas las condiciones enunciadas son necesarias. Veamos ahora que tam- 
bi6n son suficientes para que la cara resulte faceta. 
Sea F la cara de CP definida por la desigualdad y supongamos que la ecuaci6n X X  x+XW w = Xo 
es satisfecha por toda soluci6n factible de F.  Para afirmar que F es faceta, debemos ver que: 
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Claramente, para todo u,v E V y cualquier (n)-coloreo en F ,  del intercambio de los colores 
asignados a u y v resulta un (n)-coloreo en F y por lo tanto A$ + A$, = A$, + Ax.. Esta propiedad 
. v 3 .  . 
serL usada en varias ocasiones durante la demostraci6n. ,-. 
-:, c -[L I !?;, !3 
Veamos ahora la demostraci6n de cada una de las relaciones entre 10s coeficientes de x.' - 
' 
1. Sea j tal que jo < j  < n - 1. Sean u, d E V uMices no adyacentes y un ( n - l ) - ~ k y o  que 
asigne el color j a u y ut. Cambihdole el color a u por el n ,  obtenemos que 
Consideremos ahora v E V, v # u. A partir de la relaci6n 
y de lo derivado previamente para u, resulta A$ = A& + X y .  
2. Demostrarnos la identidad para a l ~ n  ukrtice v E V ,  ya que para cualquier otro u E V basta 
considerar que 
para derivar 
' 
. Sea C1 un ( jo  - 1)-coloreo y 11, I 2 ,  . . . , Ijo-l la partici6n de V en conjuntos independientes 
- 
asociada con el coloreo C1.  Por hipdtesis, podemos suponer que Il = {vl, 212, . . . ) url ) y 
I ,A::  I2 = {ul, ~ 2 , .  . ., ur2)  con rl > 7-2. Sean cl y c2 10s colores de Il e 12. Intercarnbiando 10s 
colores cl y c2, se deriva que 
. . I  '.: - A  
, Pero sabemos que 
-3 1s. ; 
de donde obtenemos la identidad 
f l  T l  
% , .. L~.. I . . . ' ,  -: ~ . ' , : . .  -:,..,'  ..
Si 7-2 + 1 = r l ,  entonces tenemos que Xcl cl = XClc2 Si 7-2 + 1 < rl, sabemos que 
Xvrlcl  - Xvicl = XVrlc2 - Xvi ,  para todo i = 7-2 + 1, . . . , r l  - 1. . , . , . -  , ,  (5.7) 
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Sumando a 5.6 la identidad 5.7 para todo j = r2 + 1,. . . , rl - 1 obtenemos 
X X ('1 - 1 - r2)XUrlcl = ( ~ 1 -  1 --'2)X,, rl c 2 
X es decir que X z 1  ,, = XVrl , . 
A partir de aqui se deduce fficilmente que A$ = A:, V v E V y para todo j, j' = 1,. . . , jo - 1. 
- Sea ahora C 2  un (jo)-coloreo perteneciente a F y notemos z l ,  22 , .  . . , zn-jo+l a 10s virtices 
coloreados con jo. Sea c, el color de zi en el coloreo C 1 ,  es decir C1(zi)  = Q. 
Como ya sabemos que A$ = A;, V v E V y para todo j ,  j' = 1,. . . , jo - 1, de la relaci6n 
entre C 1  y C 2  resulta que 
Pero 
Entonces 
( n - j o +  l)~:, ,  = (n -  j0 + 1 ) ~ : ~ ~  +xE.  
3. Sea j = x(G)  + 1, . . . , n - 1, j # jo. Por las hip6tesis establecidas, podemos afirmar que existe 
un (j-1)-coloreo en F para el cual existen u, u' E V que comparten el color j - 1. De este 
coloreo podemos derivar el (j)-coloreo en F cuya 6nica diferencia con el anterior sea colorear 
a u con j .  De estas similitudes y por 10s casos anteriores, derivamos trivialmente que XY = 0. 
4. Llamamos {vl, . . . , vn)  a 10s virtices de G. Supongarnos, sin p6rdida de generalidad, que vl 
y vn son virtices no adyacentes. Sea C 1  un (n-1)-wloreo tal que C1(v l )  = C1(vn) = 1 y 
C1(vi)  = i para i = 2,. . . , n - 1. Sea C 2  un (n)-wloreo tal que C2(vn)  = n y C2(v)  = C 1 ( v )  
para v # vn. C 2  estii en F ,  entonces se verifica que 
C 1  no est6 en F per0 verifica la desigualdad 
Usando la expresi6n de X o ,  se deduce que 
Por la relaci6n derivada entre 10s coeficientes sabemos que A$, + A: = f l  unjo Y P U ~  ' E l  = 
AE jo + ( ~ g / ( n  - jo + 1) ) .  Entonces ~g 5 0. 
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Concluimos entonces que ( x ~ ,  x ~ )  es combinaci6n lineal de las ecuaciones del modelo y de la 
desigualdad, por lo tanto la cara es faceta de CP. 
. h  
5.5. Desigualdades Viilidas Derivadas de Conjuntos Independientes 
Sea a(G) el n ~ m e r o  independiente de G y supongamos que a(G) 5 n - 2. Como G no es 
cornpleto, entonces a(G)  > 2. Los virtices del gmfo coloreados con un mismo color son un conjunto 
independiente. Entonces, la cantidad de vdrtices que usan un mismo color no puede superar a a(G),  
cardinal de un conjunto independiente mkimo de G. La desigualdad 
es vhlida para CP. 
Una primera observaci6n que podemos hacer es que 10s coloreos que cumplen la desigualdad por 
igualdad satisfacen wj = 0 para todo j > n - a(G) + 2. Esto nos lleva a concluir que la desigualdad 
es cara de CP per0 no define una faceta. En el caso que jo es tal que jo 5 n - a(G) ,  las soluciones de 
la cara satisfacen EVE" xvn-,(~)+l = W,-,(G)+~, propiedad que disminuye a6n m6.s la dimensi6n 
de la cara. 
La dimensi6n de la cara estd relacionada de alguna manera con ciertas propiedades del grafo. 
Por ejemplo, si existe v E V tal que no forma parte de ningtin conjunto independiente mkimo, 
entonces las soluciones factibles de la cara satisfacen xvjo = 0. La presencia de virtices univer- 
sales es un caso particular de esta situaci6n. Similarmente, si existen v, v' E V virtices adyacentes 
que tienen la propiedad que cualquier conjunto independiente miiximo contine a alguno de ellos, 
entonces las soluciones de la cara verifican que xvjo + xvfjo = wjo. Por ejemplo, este es el caso 
de un grafo que sea un agujero par o carnino par. Hasta el momento no hemos podido encontrar 
condiciones necesarias y suficientes para caracterizar 10s grafos para 10s cuales la dimensibn de la 
cara es m6xima. 
Supongarnos que jo 5 n - a(G).  A partir de la primera observaci6n que hicimos acerca de 
la desigualdad, podemos realizar el siguiente andlisis. En cualquier (n-a(G)+r)-coloreo con r 2 1 
tenemos a(G) - r v6rtices repitiendo color, por lo tanto la cantidad mkima de virtices que pueden 
estar coloreados con 10s colores jo, n - a(G) + 1, .  . . , n - a(G) + r es igual a 1 + ( n  - a(G)  + r )  - 
( n  - a(G) + 1) + 1 + a(G)  - r = a(G) + 1. Es decir que 
es desigualdad vdida de C P .  
Cualquier (n)-coloreo satisface por igualdad esta desigualdad y un (n-1)-coloreo que repita un 
color distinto a jo, n - a(G)  + 1, . . . , n - 1 la satisface estrictamente. Por lo tanto es una cara de 
CP. 
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En el caso particular que jo = n - a(G) + 1, el razonamiento previo nos lleva a la desigualdad 
CZj, CvEv X v j  5 (n - jo + l)wj, que ya fue analizada. 
En la siguiente proposici6n caracterizamos cuando la desigualdad resulta faceta. 
Proposici6n 5.8 Sea jo 5 n - a(G). La desigualdad vcilida 
define faceta de CP si y sdlo si 
= eziste algzin (x(G))-coloreo que satisface la igualdad. 
Demostracidn: 
Veamos la necesidad de las condiciones. Si x(G) es igual a n - a(G) + 1, 10s coloreos que satis- 
facen la desigualdad por igualdad verifican adem& que CvEV Z v j  = 1 para j # jo y j I n - a(G). 
Entonces la desigualdad no es faceta. La segunda condici6n es necesaria para que la cara no se 
encuentre contenida en el hiperplano W X ( ~ ) + l  = 1. 
Sea F la cara de CP. Supongarnos que xXx + xWw 5 Xo es una desigualdad v a d a  para CP 
tal que F C CP f l  {(X, W) : xXx + xWw = Xo). Debemos demostrar que 
3. si j o  2 x(G) + 1 entonces A E  = ~ ( G ) X E ~ ( ~ ) + ~  
1. Sean j = jo, n - a(G) + 1,. . . , n - 1 y v, v' y v" E V tal que v', v" son no adyacentes. Sea 
C1 un (n-1)-coloreo tal que C1(v') = C1 (v") = j. CambiAndole el color a v' por el color n 
obtenemos c2 un (n)-coloreo. Cly c2 estAn en F y por sus coincidencias concluimos que 
h$j = A $ ~  + A:. Si ahora considerarnos C3 un (n)-coloreo en F tal que C3(v') = n y 
C3(v) = j, del intercambio de colores entre v y v' sabemos que A$ + = A$ + AZj  a 
partir de lo cud podemos concluir que A$ = A& + A:. 
2. Sea C1 un (n-a(G))-coloreo en F tal que C1 repite el color jo en exactamente a(G) vkrtices. Si 
jo > x(G), simpre es posible construirse un coloreo con esta propiedad. Para el caso que jo 5 
x(G), tambibn resulta posible debido a la tercera hip6tesis de la proposici6n. Podemos afirmar 
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ademb que existe otro color j que se repite. Es decir, existen v' y v" tal que C1 (v') = C1(v") = 
j. Cambiiindole el color a v' por el color n-a(G)+l obtenemos ~5~ = ~ 5 ~ - ~ ~ ~ ) + ~  +X,W_a(G)+I. 
Si ahora consideramos un (n)-coloreo tal que C3(v') = n - a(G) + 1 y C3(v) = j ,  del 
- X X intercambio de colores entre v y v' sabemos que A$ + ~5~-~(~,+~  Xvn-a(G)+l + X V t j  a 
W partir de lo cud podemos concluir que A$ = A $ - _ , ( ~ ) + ~  + &-a(G)+l. 
3. Supongamos que jo es tal que jo 2 x(G) + 1. Sea C1 un (jo - 1)-coloreo en F y C2 un 
(jo)-wloreo en F. Estos coloreos siempre existen por hip6tesis. Llamemos vi a 10s ve'rtaces 
tales que C2(v,) = jO para i = 1, . . . , a(G) y c:, c; a 10s colores que recibe un vertice v en el 
coloreo c1 y C2 respectivamente. Sabemos que c: 5 n - a(G) y c: # jo para todo v E V y 
c: 5 n - a(G) y c; # jo para todo v E V\{vll . . . , v,(c)}. Por encontrarse ambos coloreos en 
F tenemos que . . 
, ;, . . . , =  
Por las propiedades demostradas antes sabemos que 
. :; . . . . -  
~ $ ~ = X $ ~ p a r a t o d o v ~ V \ { v  l , . . . , v a ( ~ ~ }  . a- - I 1  
I , !  . , I P !  
' c jo = '& t -a (~ )+l  - #  h , ,  , , . 
Se desprende entonces que X K  = ~ ( G ) X E , ( ~ ) + ~  
4. Consideremos ahora j = x(G) + 1, . . . , n - 1 y j # jo, n - a(G) + 1. Existe C1 un (j-1)-coloreo 
en F que adem& podemos suponer que repite el color r con r = j - 1 si j - 1 # jo 6 r = j - 2 
en caso contrario. Sea C2 un (j)-coloreo que colorea con j a uno de 10s vertices que tiene el 
color r. Por 1as coincidencias de 10s coloreos C1 y C2 resulta A: = A$ + XY. Pero A$ = A$ 
ya que, si j < n - a(G) + 1 entonces r < n - a(G) + 1 y si j  > n - a(G) + 2 entonces 
r = j- 1 > n - a ( G )  + 1. ~ntonces que X Y  =0. 
1 
5.  Sea j  # jo y j < n - a(G) + 1. Llamamos {vl,  . . . , vn) a 10s virtices de G. Supongamos, sin 
pCrdida de generalidad, que vj y vn son virtices no adyacentes. Sea C1 un (n-1)-wloreo tal 
' que C1(vl)  = C1(vn) = j  y C1(vi) = i para i = 1,. . . ,n  - 1, i # j Sea C2 un (n)-wlom tal 
- que C2(vn) = n y C2(v) = C1(v) para v # vn. C2 estB en F, entonces se verifica que 
- ,  . - .:, , . . . i .8:  ! : I  ; , !~] , . , : ;  
C1 no est& en F per0 verifica la desigualdad 
i:. --::,-yt:3t:..: 3 ,  ' I  . 1 ,. . 
x(G) . - I -  ! . .  _>L . :  .:. n-1 
' ,-:, ' ;b; 8 '. .. 8 . . t 
. . ,,. -; : ,,-4 , ' .. \ -: . , 
..= -... . :$a>4::-:i-,!,,-: , AO 3 XZj + C + C + XZa(G)+1 - ,   t < . * ,  . : ~ I I  . ,i s , , s y  8 
a= 1 j=1 
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Usando la expresi6n de Ao, se deduce que 
Por la relaci6n derivada entre 10s coeficientes sabemos que A:, + XF = x : - ~ ( ~ + ~  y que 
= xx u,n-o(~)+l+ 'nW-o(~)+l. E n t ~ n ~ e ~  A:a.G)+l - < o 
Concluimos entonces que (AX, AW) es combinaci6n lineal de las ecuaciones del modelo y de la 
desigualdad, por lo tanto la cara es una faceta de CP. 
Tal vez la objeci6n mas fuerte que pueda hacerse sobre estas desigualdades es que dependen de 
a(G) cuyo cSlculo es tan dificil como el de x(G) [51]. 
Sin embargo, para ciertas subestructuras del grafo este nlimero es fki l  de calcular y puede 
derivar desigualdades v61idas. Si GI = GIV1] con V1 c V, entonces es vdida la desigualdad 
Un (n-a(G1)+l)-wloreo que use el color jo en un conjunto independiente mkimo de G' verifica 
la igualdad. Entonces, la desigualdad es una cara de CP.  La dimensi6n de la cara depende de la 
estructura de GI ya que valen las mismas observaciones que hemos realizado para G a1 inicio de 
esta secci6n. Para el caso que a(G1) > 2, la desigualdad no es faceta pues ninglin (n)-wloreo la 
satisface por igualdad. 
Se puede reforzar la desigualdad para aumentar la dimensi6n de la cara que define. Con 10s 
mismos argumentos que utilizamos antes, resulta vAlida la desigualdad 
En el caso que a(G1) es igual a a(G) la desigualdad estd dominada por la que ya hemos analizado. 
Supondremos entonces que 1 5 a(G1) < a(G). En la siguiente proposici6n presentaxnos condi- 
ciones necesarias y suficientes sobre 10s subgrafos para 10s cuales la desigualdad resulta ser faceta. 
Proposici6n 5.9 Sea V' c V y GI = GIV1] tal que a(G1) < a(G), jo 5 n - a(G1) y la desigualdad 
vcilida 
n 
Supongamos que: 
para todo v E V\V1 ezzste conjunto independzente de tamaiio a(G1) + 1 en GIV1 U {v)]. 
= existe I ,  conjunto independiente mdximo de GI tal que V \ I  no es clique. 
= existe algu'n (x(G))-coloreo que satisface por igualdad la desigualdad. 
Entonces la desigualdad define una faceta. 
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Demostracidn: 
Veamos la necesidad de la primera condici6n. Sea v E V\V' y un coloreo que asigne a v el color 
jo. Si no existe I conjunto independiente de V' tal que 111 = cr(Gi) y [v'v] 4 E para todo v' E V', 
10s coloreos que se encuentran en la cara deben usar al menos n - a(G1) + 1 colores. Por el orden 
establecido entre 10s colores, 10s colores j con j = 1,.  . . , n - cr(Gt) y j # jo deben usarse para 
colorear n - a(G1) - 1 - 1 vdrtices, lo que nos lleva a un absurdo. Entonces la cara se encuentra 
contenida en el hiperplano xvjo = 0 y no es faceta. 
La tercera hip6tesis es necesaria para que la cara no se encuentre contenida en el hiperplano 
WX(~')+l  = 
La segunda hip6tesis no es necesaria. El gmfo G de 4 ve'rtices y aristas [vl, v2], [v2, v3], [v2, v4] 
tiene a la desigualdad como faceta para G' = G[vl, v2, v3] y sin embargo V\I  es una clique para 
todo conjunto independiente mkimo de V'. 
Veamos que estas hip6tesis son suficientes para que la desigualdad resulte faceta. 
Sea F la cara determinada por la desigualdad. Supongamos que X ~ X  + X ~ W  < Xo es una 
desigualdad vdida para C P  tal que F S C P  n {(X, W )  : X X X  + X W w  = Xo). 
Debemos demostrar que 
5. si j o  > x(G) + 1 entonces A; = a(G')X~,(Gl)+I 
Veamos cada uno de 10s casos. 
1. Sean j tal que n - cr(Gf) + 1 5 j I n - 1 y v E V .  Sean vl E V\V' y v2 E V v4rtaces no 
adyacentes. Consideremos C1 un (n-I)-coloreo en F tal que asigna el color jo a algin vbdice 
de V' y el color j a 10s vdrtices vl y v2. Podemos construir C2 un (n)-c~loreo en F, que 
coloree a todos 10s vdrtices del grafo como C1, salvo que C2(vl) = n. De las coincidencias de 
10s coloreos derivamos que A: = A;, + A:. 
Si ahora consideramos C3 un (n)-coloreo en F tal que C3(v) = n y C3(v1) = j y un ve'rtice de 
V' con color jo, del intercambio de colores entre v y vl sabemos que A& + +cj = A$ + xcn  
a partir de lo cual podemos concluir que A$ = + A:. 
2. Sean vl E V' y v2 E V\V1 vtrtices no adyacentes. Sea C1 un (n-1)-wloreo en F tal que 
C1(vl) = C1(vz) = jo. Basta cambiarle el color a vl por n para obtener x:~,., = + hW. 
Sea v E V', v # vl y C3 un (n)-coloreo en F tal que C3(vl) = jo y C3(v) = n. Intercarnbiando 
10s colores de vl y v, deducimos que = A& + A:. 
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3. Sea v E V\V1. Por las hip6tesis establecidas, podemos construir C1 un (n-a(G1))-coloreo en 
F tal que C1(v)  = jo y a(G1) virtices de V' son coloreados con jo. Cambi6ndole el color a v 
por el color n - a(G1) + 1 concluimos que A&, = ~z-,(~. ,+~ + xL , (~~)+~ .  
4. Sea j tal que j 5 n - a(Gt) y j # jo. Por hip6tesis existe I c V' conjunto independiente 
mkimo tal que V\I no es clique. Sean vl, v2 E V\I virtices no adyacentes y C1 un (n-a(G1))- 
coloreo en F tal que C1(z)  = jo para todo z E I y C1(vl)  = C1(v2) = j. Cambiando el color 
de vl al color n - a(Gt) + 1 obtenemos AGj  = + XE.2(~q+l-  
Sea v E V y C3 un (n)-coloreo en F  tal que C3(vl) = n-a(G1)+l y C3(v) = j. Intercambiando 
10s colores de vl y v,  deducimos que A$ = A $ - , ( ~ / ) + ~  + XZ'_, (~)+~.  
5.  Supongarnos que jo es tal que jo > x(G) + 1. Sea I = (21,. . . , ~ ~ ( ~ 1 ) )  conjunto independiente 
mMmo de GI. Sea C1 un (jo - 1)-coloreo y C2 un (jo)-coloreo tal que C2(zi) = jo para todo 
i = 1, . . . , a(G1). Para todo v E V ,  llamamos ct, c: a 10s colores asignados a v por 10s coloreos 
C1 y C2 respectivamente. Como C1 y C2 se encuentran en F, tenemos que 
Pero A;. = para todo v E V\I pues c: y c: son menores o iguales a jo - 1 y jo - 1 5 
n - a(GJ) - 1. Adem&, 
A partir de estas propiedades, podemos deducir que AE = ~ ( G ' ) A E , ( ~ . ) + ~  
6. Consideremos ahora j para j = x(G) + 1,.  . . , n - 1 y j # jo, n - a(G1) + 1. Existe C1 un (j- 
1)-coloreo en F  que adem& podemos suponer que repite el color r ,  con r = j - 1 si j - 1 # jo 
6 r = j - 2 en caso contrario. Sea C2 un (jl-wloreo que colorea con j a uno de 10s uirtices 
que tiene el color r. Por las coincidencias de 10s coloreos C L  y C2 resulta A$ = 45 + AT. 
Pero A 2  = A$ ya que, si j < n - u(G1) + 1 entonces r < n - a(G1) + 1 y si j 5 n - a(GJ) + 2 
entonces r = j - 1 > n - a(G1) + 1. De aqui resulta A Y  = 0. 
7. Llamamos {vl ,  . . . , vn) a 10s virtices de G. Supongamos, sin perdida de generalidad, que vjo E 
V' y v,-,(~)+l E V\V' son virtices no adyacentes. Sea C1 un (n)-wloreo tal que C1(vj0) = jo, 
C1(~n-,(Gt)+l) = n - a(G') + 1 y C1(ui) = i para i = 1,. . . , n  con i # jo,n - a(G1) + 1. 
Sea C2 un (n)-coloreo que resulta de intercambiar 10s colores de V n - , ( ~ ~ ) + l  y v jo  Como C' 
estB en F ,  entonces se verifica que 
TC --I " 
?. ;+I 
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C2 no estd en F per0 verifica la desigualdad 
Usando la expresi6n de Xo, se deduce que 
Pero por la relaci6n derivada entre 10s coeficientes sabemos que 
= A G ~ ~ - ~ ( ~ ~ ) + ~  y que 
X W 
xvn-a(Gt)+ljo = Ax V , , - ~ ( ~ ~ ) + ~ ~ - C X ( G ~ ) + ~  + L-a(ct)+l. Entonces ~ , w _ , ( ~ ~ ) + ~  - < o 
Concluimos entonces que (xX, xW) es combinaci6n lineal de las ecuaciones del modelo y de la 
desigualdad y por lo tanto la cara es una faceta de CP. . ,  
I . I '  I 
Para el caso que no se cumpla la primera condici6n de la proposici6n 5.9 podemos realizar un 
proceso de lifting, es decir un proceso destinado a incrementar la dimensi6n de la cara. 
Hay un resultado de la teoria de desigualdades vSlidas 1661 que brinda una herramienta muy 
ctil para realizar este proceso y es el siguiente: 
Lema: Sea S c Rn, s6 = S n {x en:  xl = 6) para 6 E {0,1). Sea ~ ~ , 2 ~ j ~ j  < TO una 
desigualdad vrilida para So.  Si  S1 # 0 entonces la desigualdad 
es vrilida para S para cualquier 
dad es cara de dimensidn k de 
dimensidn k + 1 de conv(S).  
a1 5 TO - C donde C = m a ~ ( C y = ~  Tjxj : x E S1). Si la desigual- 
conv(SO) y a1 = TO - C entonces la nueva desigualdad es cara de 
, #, .: ; , b .  I '  8 
Para aplicar este procedimiento a nuestra desigualdad, sea I 
- ,-*,i Li  f tV = {v E V tal que xujo = 0 para las soluciones de la cara). 
Si realizamos el proceso en forma iterativa con 10s v6rtices de Li  ftV, el coeficiente m&mo de 
lifting serS 
. I 
donde Li  f tV' son 10s virtices de Li f tV para 10s cuales ya se realizd el lifting. El valor de a,, 
dependeri de la cantidad de v4rtices adyacentes que tenga v en V' y en Li  f tV' y que estd vinculado 
a1 orden en que se tomen las variables para el proceso de lifting. Un posible orden es considerar en 
primer lugar 10s virtices de una clique K que Sean adyacentes a todos 10s vkrtices de V'. Supongamos 
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adem& que K es maximal respecto a esta propiedad de adyacencia a 10s vkrtices de V'. Para estos 
virtices, el coeficiente de lifling mkimo se obtiene con cualquier (n)-wloreo que asigne el color jo 
a1 vdrtice considerado. Resulta entonces que avjo = 1. Finalizado el proceso de lifling se obtiene la 
desigualdad 
cuya dimensi6n respecto a la cara original aument6 en el cardinal de K .  Para el resto de 10s vc5-tices 
no podemos dar una f6rmula explicita para su coeficiente pues dependerd de sus adyacencias y del 
orden en que Sean considerados. 
Hemos obtenido una desigualdad basada en una subestructura y en su correspondiente ndmero 
independiente. Como ya hemos mencionado, es beneficioso trabajar sobre subestructuras con a(G1) 
conocido. Resultan de mayor inter& aquellas en la cuales algunas de las hip6tesis de la Proposi- 
ci6n 5.9 se satisfacen sin necesidad de restringir adn m& las caracteristicas propias del grafo. A 
continuacibn presentamos algunas estructuras que tienen las propiedades mencionadas. 
5.5.1. Desigualdades Clique 
Consideremos K c V, una clique maximal de G. Claramente, a(G[K])  = 1 y la desigualdad 
Clique 
es vtilida para C P  para todo jo = 1, . . . , n - 1. 
Cualquier (n)-coloreo que no use a jo en la coloraci6n de K verifica estrictamente la desigualdad 
y cualquier (n)-coloreo que use a jo para colorear K la cumple por igualdad. Entonces, es una cara 
de CP.  
Para cliques con m& de tres virtices, la desigualdad no es vtilida para WP ya que la soluci6n 
1 2 
xij = ; y wj = , para todo i, j = 1,. . . , n no la verifica. 
Veamos si se verifican las condiciones para poder afirmar que esta desigualdad define una faceta 
de CP. Como K es clique, cualquier vdrtice de la clique es un conjunto independiente mtkimo. 
Adem&, por ser maximal, todo vkrtice en V\K tiene un vkrtice no adyacente en K.  Entonces, 
Para todo v E V\K existe conjunto independiente de medida a(G1) + 1 = 2 en G[K U {v)]. 
Existe u E K tal que V\{u) no es una clique 
= Cualquier coloreo que use a jo en algdn vdrtice de K satisface por igualdad la desigualdad. 
Se satisfacen todas las hip6tesis de la Proposici6n 5.9. Podemos afirmar entonces: 
Proposici6n 5.10 Si K es clique rnazirnal, la desigualdad Clique 
esfaceta de C P  para todo jo = 1, ..., n- 1. 
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5.5.2. Desigualdades Agujero 
Sea Ck = {vl, 212,. . . , vk) un ciclo de medida k > 3 y cr(G[Ck]) el nlimero independiente de 
- ,> 
G[Ck]. Supongamos que Ck es un agujero. Entonces a(G[Ck]) = lk/2J y la desigualdad 
1 ,. j r  !--, 
es vAlida para CP para jo 5 n - Llc12J. 1 c 1 I: 
? - 
Para poder afirmar que la desigualdad es faceta, deben cumplirse las hip6tesis de la Proposi- 
ci6n 5.9. Como estamos considerando el caso en que Ck es un agujero, siempre existe I ,  conjunto 
independiente mdximo, tal que V\I no es clique. S610 es necesario exigir el resto de las higtesis. 
En la siguiente proposici6n presentamos este resultado. 
Proposicidn 5.11 Sea Ck = {vl,. . . ,vk) un agujero de tamafio k ,  k  > 3 y jo < n - l k / 2 ] .  La 
desigualdad Agujero 
- . .. 
8 . .  : < I .  
t=1 j=n-[k/2J+l vEV 
, , -  . , . !r .  3 
es faceta de CP sz se satisfacen las siguientes condiciones: H !.. : \', i 
para todo v E V\Ck existe u n  conjunto independiente de medida [k /2]  + 1 e n  G[Ck U {v)], 
existe u n  (x(G))-coloreo que satisface la desigualdad por igualdad . , - , I .'> 
En el caso que se realice el procedimiento de lifting que mencionamos antes, podemos pensar a la 
desigualdad resultante como la desigualdad original sobre G[CkuK] donde K es una clique maximal 
adyacente a todo 10s v6rtices de Ck. Esta estructura la denominamos Rueda Generalizada. La 
desigualdad sobre esta estructura resulta ser 
- < I  
; :  . . 1, n I . . : ~ : # j  ' 
5.5.3. Desigualdades Complemento de Agujeros 
Sea Ck = {vl,. . . , vk) el complemento de un ciclo de tamaiio k.  Si Ck es un agujero, el cardinal 
del mdximo conjunto independiente de G[Ck] es 2. 
. > A  i 'A 
Por lo tanto 
es una desigualdad vdida de CP para jo 5 n - 2. 
Nuevamente en este caso, una de las hip6tesis de la Proposicidn 5.9 se satisface ya que podemos 
afirmar que existe I ,  conjunto independiente m&imo, tal que V\I no es clique. 
Las condiciones bajo las cuales resulta faceta son dadas en la siguiente proposici6n.- u" i.li :- 
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Proposici6n 5.12 Sea Ck = { v l ,  . . . , v k )  el complemento de u n  agujero de tamaiio k .  S i  
rn algzin (x(G))-coloreo verifica la desigualdad por igualdad 
rn para todo v E v\Ck existe u n  conjunto zndependiente de cardinal 3 en  G [ C ~  U { v ) ]  
entonces la deszgualdad Complemento d e  Agujero 
es faceta de C P .  
5.5.4. Desigualdades Camino 
Sea Pk = { v l ,  212, . . . , vk } un camino de longitud k.  Sabemos que a ( G 1 )  = [k/21. 
Podemos afirmar que siempre existe I c Pk, conjunto independiente mfixirno tal que V\I no es 
clique, salvo para P3. En este caso particular deberemos pedir que V\{vl, 213) no sea clique. 
Se satisface la segunda hip6tesis de la Proposici6n 5.9. S6l0 es necesario pedir el resto de las 
condiciones. Las siguientes proposiciones caracterizan las facetas. 
Proposici6n 5.13 Sea Pk un camino de longitud k y la deszgualdad va'lida 
Si se satisfacen las siguientes condiciones: 
rn existe u n  (x(G))-coloreo que satisface la desigualdad por igualdad. 
rn para todo v E V\Pk exzste u n  conjunto independiente de medida [k/21 + 1 en  G[Pk U { v } ] ,  
entonces define una faceta de CP.  
5.5.5. Desigualdades en la Proyecci6n 
Si G' = GIV1] con V' c V ,  sabemos que 
es una cara de C P  y bajo ciertas condiciones resulta faceta. 
Como x ( G )  5 n - a ( G )  + 1 5 n - a(G1) ,  entonces todo coloreo 6ptimo satisface w,_,(ct)+l = 0. 
Sea Proy(CP)  la proyecci6n de C P  sobre el subespacio w,- , (G~)+~ = 0. Como las soluciones 
6ptimas e s t h  en Proy(CP) ,  es interesante analizar la propiedades de las facetas de C P  en la 
proyecci6n. 
64 Estudio Poliedral del Problema de Coloreo de Grafos 
Si para un cierto G' la desigualdad es faceta de CP,  esto no implica que tambien lo sea de 
Proy(CP).  Por ejemplo, en el caso de caminos pares, la cara determinada por la desigualdad 
est6 contenida en el subespacio 
n-k 
Una situaci6n similar ocurre con 10s caminos impares y el subespacio xvljo = 0. 
Si bien pudimos determinar condiciones suficientes sobre G' para que la desigualdad basada 
en el ntimero independiente fuera faceta de CP,  no logramos una caracterizaci6n general para la 
proyecci6n. 
A continuaci6n presentarnos el caso particular de un agujero. 
: ,' 
, 1, , *  ,, > I S  I 
Proposici6n 5.14 Sea Czk+1 = {vl , .  . . , v ~ ~ + ~ )  u n  agujero de tamaiio 2k + 1 de G y jo 5 n - k .  
La desigualdad , 
' 3  2k+l 
define una faceta de Proy(CP) = C P  n {wj = 0 para j = n - k + 1 , .  . . , n) si se satisfacen las 
siguientes wndiciones: 
= algzin (x(G))-coloreo satisface la igualdad 
m para todo v E V\C2k+1 e&te u n  conjunto independiente de rnedida k + 1 en  G[C2k+l U {v)] . 
( . ,  . . 
Demostracidn: 
Como Ck es un agujero nos garantiza la existencia de un conjunto independiente de tamaiio k. 
Consideremos j, j' E (1, . . . , n )  y C1 un (n-k)-coloreo tal que: 
C1(vi) = j si i es par 
Si j = jo, C1 satisface por igualdad la desigualdad. Si j' = jo7 C1 satisface la desigualdad en 
forma estricta. Por lo tanto, la desigualdad es una cara de Proy(CP).  Sea F la cara de Proy(CP) 
definida por la desigualdad Agujero. 
Para el caso particular que G = G[C5] se puede verificar fticilmente que la desigualdad resulta 
faceta. 
Para estudiar la desigualdad debemos conocer la dimensi6n de la proyecci6n. A1 comienzo de 
este Capitulo mostramos un sistema minimal de ecuaciones para Proy(CP) para el caso que x(G) 5 
n - k - 1. Veamos que nos encontramos en esas condiciones. Si G = G[C2k+1], con k 2 3 entonces 
x(G)  = 3 < 2k + 1 - k - 1 = n - k - 1. Si V\CZk+l # 0, por las hip6tesis establecidas, sabemos que 
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existe v E V\C2k+1 no adyacente a algxin vkrtice de C2k+1, por lo que resulta x(G) 5 n - k - 1. 
Entonces, s e ~ n  ya demostramos a1 comienzo del Capitulo, el poliedro Proy(CP) tiene el siguiente 
sistema minimal de ecuaciones: 
X i j = O  QZE V Q j = n - k + I ,  ..., n 
Sea F la cara determinada por la desigualdad. Supongamos que XXx + XWw 5 Xo es una 
desigualdad vBida para Proy(CP) tal que F Proy(CP) fl {(XW) : XXx + XW w = Xo). 
Debemos demostrar que: 
2. A : ~ = X G ~ ~  Qj, j l=l  ,..., n - k  j , j l # j o  
3. xG;=x$. V V $ C ~ ~ + ~ ,  t l j , j l = l  ,..., n - k  
4. si jo 2 x(G) + 1 entonces A: = ky 
5.  Xy = O  para j =x(G) + l , . . . , n - k  y j # jo 
A continuaci6n probamos cada una de las condiciones. 
1. Sean vi, vi+l E C2k+1 y 10s siguientes coloreos de G en F: 
: (n - k) - coloreo c2 : (n - k) - col ore0 
~ l ( ~ ~ ) = j ~ p a r a i - j p a r y j 5 i - 2  C2(vi) = j 
~ ' ( ~ j ) = j ~ p a r a j - i i m p ~ y j > i + 3  ~ ~ ( v i + ~ ) = j ~  
C' (vi) = jo c2(2) = cl (z)  V z # v ~ , v ~ + I  
C1(vi+l) = j 
C1 (vi-1) = c1 (vi+2) 
c1 (x) E {I, . . . , n - k}\{j, jo} 
Qz no considerado previamente 
De la coincidencia de ambos coloreos concluimos que 
x x . - p .  = A X  . -  X 
V i 3  ViJO vi+l3 X V t + l j O  
y por transitividad 
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.- . . A -  - -- - ---- =,+--.------. 
2. Sea V i  E C2k+l y 10s siguientes coloreos de G en F: 
- t *+,?$ 
1 : ,' (2 
c1 : (n - k )  - coloreo c 2 : ( n - k ) - c o l o r e o  
b n  - , . , -  :)  #-I %  I '  r? 
C' ( v j )  = jo si I i - j I es impar y j 2 2k c 2 ( v i )  = j' 
. * 
c l ( v i )  = j c ~ ( z ) = c ~ ( z )  V Z # V ~ , ; ; ~ + ~  ' .-I 
c1(vi+2) = j' I 
L 
c1(vi+4) = j 
c l ( z )  E { I , . .  . ,n - k}\{j,j ' ,jo} 
V z  no considerado previamente 
LlJL!  ,?. , 
Como C1 y C 2  5610 difieren en el color asignado a vi, resulta que 
x c j  = A$, 
3. Sea v E V\C2k+1. Por hip6tesis existe I C { v )  U C2k+l, conjunto independiente de tamaiio 
k + 1. Sin p6rdida de generalidad, y con el s610 fin de simplificar la notacibn, vamos a suponer 
que v1, us, . . . , v2k-1 E I .  Podemos &mar entonces que existe un (n-k)-coloreo que asigna el 
mismo color a todos 10s vkrtices de I y distinto color a 10s vkrtices restantes. Es decir que 
podemos colorear a G con 10s siguientes coloreos en F: 1- 
C' : (n - k )  - coloreo 
~ ' ( v i )  = jo V i  impar ,i < 2k - 1 
~ ' ( v )  = jo 
c 1 ( v 2 )  = j 
~ ' ( 2 )  E { I , .  . . , n - k}\{j,jo} 
V z  no considerado previamente 
c2 : (n - k )  - coloreo ' , , I '  . 
c2(vi) = jo V i par 
c 2 ( v i )  = c1(vi+1) V i impar i # 1,2k + 1 
c 2 ( v l )  = c l ( v )  = j 
c 2 ( z )  = ~ l ( z ) ~ a r a  otros v6rtices 
Por las coincidencias de 10s coloreos y el caso 1, concluimos que A$ = A:~. 
4. Supongamos que jo es tal que x ( G )  + 1 2 jo _< n - k.  Sea C1 un (jo - 1)-wloreo. Para 
i par, sea ji el color de vi (estos colores no son necesariamente distintos). Como jo - 1 _< 
n - k - 1, podemos afirmar que existen a1 menos k + 1 virtices que repiten color. A partir 
de C 1  construimos C 2  un (jo)-wloreo en F donde 10s vkrtices v2, v4, . . . , v2k est6n coloreados 
con jo. Como en C1 hay a1 menos k + 1 vdrtices repitiendo color, en el caso que dgh vi, con 
i par, fuera linico en su color, este color puede ser asignado a alguno de 10s k + 1 virtices que 
repiten color. De esta manera nos aseguramos que todos 10s colores con indice menor a jo son 
usados por algtin uirtice en el coloreo C2.  Por 10s casos anteriores, sabemos que Avj = Xvjt 
para todo v E V y para todo j, j' # jo. Entonces 
ipar ipar 
Pero Xvij, - Xvijo = 7, de donde resulta X K  = k y  
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5.  Supongamos que j es tal que x(G) + 1 5 j < n - k, j # jo. Sea C1 un (j-1)-wloreo. Por 
hipbtesis, podemos suponer que C1 estd en F. Sabemos que existen a1 menos k + 1 virtices 
que repiten color. Uno de estos uirtices puede ser coloreado con el color j obteniendo asi un 
(j)-coloreo en F. De aqui podemos derivar fAcilmente que Xr = 0. 
6. Sea C1 un (n-k)-coloreo tal que C1(v2i-1) = jo para i = 1,. . . , k, C1(v2) = C1(v2k+l) = j 
con j # jo. A partir de C1, obtenemos C2 un (n-k)-coloreo intercambiando 10s colores jo y 
j .  Como C1 estd en F se satisface Xo = XXxC' + x ~ w ~ ' .  C2 no estd en F per0 verifica la 
desigualdad Xo 2 XXxC2 + XWwC2. Por la coincidencias de 10s dos coloreos, se deduce que 
Como X c j  - X G j o  = y para todo i = 1,. . . ,2k + 1, entonces y 5 0. 
En el caso de las cliques y complementos de agujero impar no resulta de tanto inter& el resultado 
pues a(G') = 1 y a(G') = 2 respectivamente. S610 por completitud enunciamos la propiedad per0 
omitimos la demostraci6n. 
Proposicidn 5.15 Si  K es clique maximal, la desigualdad Clique 
es faceta de Proy(CP) = C P  f l  {w, = 0) 
Proposicidn 5.16 Sea (72k+l = {vl,. . . ,vZkfl) el complemento de u n  agujero de tamailo 2k + 1. 
La desigualdad C o m p l e m e n t o  de  Agujero Irnpar 
i=l 
es faceta de Proy(CP) = CPn {wj = 0 para j = n- 1, n )  si se satisfacen las siguientes condiciones: 
algzin (x(G))-coloreo verifica la desigualdad por igualdad 
para todo v E V existe un conjunto independiente de cardinal 3 en  G[C2k+l U {v)] 
5.6. Desigualdades VAlidas Multicolores 
A partir de la combinaci6n de desigualdades vdidas se obtienen nuevas desigualdades vgli- 
das m6s d6biles. Sin embargo, si k tas  son sometidas a un proceso de ajuste de 10s coeficientes, 
se obtienen nuevas desigualdades d i d a s  que no son implicadas por aquellas usadas en la combi- 
naci6n. Las desigualdades que presentamos en esta Secci6n surgen de considerar este procedimiento 
utilizando las que ya derivamos en Secciones anteriores. 
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5.6.1. Cadenas de Cliques 
Sean K1, K2,.  . . , Kr cliques tales que K i n  Kj = 0 si j # i - l , i  + 1 y IK, n Ki+ll 5 1 Sea R el 
cardinal de U;,lKj. Consideremos cl, c2,. . . , c,, cjo colores distintos tales que cj 5 cjo - 1 5 n - 2 
V j  = 1, ..., T. 
Ya sabemos que las siguientes desigualdades Clique son vhlidas 
y por otro lado, es trivial que resulta vhlida la desigualdad 
Si sumamos las T + 1 desigualdades, obtenemos 
Como cjo > ci Vi = 1, . . . , r ,  podemos disminuir el coeficiente de wcjo a R - r. Obtenemos 
entonces la desigualdad vhlida 
, l d  
T 
que domina a la anterior. \ .  
Los (n)-coloreo que asignan el color cz a un vdrtice de Kl\K2 satisfacen la desigualdad en forma 
estricta y por lo tanto no es redundante del sistema de ecuaciones. Si queremos que la desigualdad 
resulte una cara de la mayor dimensi6n posible, deben cumplirse algunas condiciones. Por ejemplo: 
1. Para que exista algtin (n)-colorw que satisfaga la desigualdad por igualdad, es necesario que 
la cantidad de colores involucrados en la desigualdad Sean a1 menos tantos como la cantidad 
de vdrtices de la misma. Es decir, n - R 2 cjo - r. 
7 ' . 1  I 
2. Si cjo 5 x(G), entonces ningin vdrtice de K1\K2 podrh usar otro color que no sea cl, cjo,. . . , n. 
Toda soluci6n de la cara verifica x, = 0 para todo v E K1. Se necesita entonces que 
cjo 2 x(G) + 1. 
3. Debe existir a1 menos un (x(G))-coloreo que verifique la desigualdad por igualdad. 
4. Sea un vdrtice v E Ki y Col, el conjunto de colores asociados a v en la desigualdad. Debe 
existir un (c~,-~)-co~oT~o en la cara tal que v es coloreado con cualquier color que no estC en 
Col,. Si asi no fuera, toda soluci6n de la cara satisface xvj = 0 para j $ Col,. 
Estas condiciones que enumeramos son necesarias, per0 hasta el momento no hemos podido 
establecer hipbtesis suficientes que nos aseguren la condici6n de faceta. Sin embargo, para el caso 
particular de cliques de cardinal 2 que conformen un camzno obtuvimos el siguiente resultado. 
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Proposici6n 5.17 Sea Pk = {v l ,  vz, . . . , v k )  un  camino de longitud k .  Consideremos c l ,  cz, . . . , ck-1 
y C j o  colores tales que ci < cj, para todo i = 1, .  . . , k - 1 y x ( G )  + 1 5 cj, 5 n - 2. La deszgualdad 
C a m i n o  Mult icolor  
define una faceta de C P  si se satisfacen las siguientes condiciones: 
V\Pk no es una clique, 
para todo v E t&Ki, existe un  ( c j o - l ) - ~ ~ l ~ r e ~  tal que v es coloreado con colores $ Col, 
eziste a1 menos u n  (x(G))-coloreo que satisface la deszgualdad por zgualdad. 
Demostracidn: 
Sea F la cara de C P  definida por la desigualdad y X*X + XW w 5 X o  una desigualdad vdlida 
para C P  tal que F C C P  r l  {(X, W )  : XXx + XWw = Xo}. Tenemos que ver que: 
3. A& = A:, + A: para j E Col,, 
W 4. X G j  = + Xcjo para j 4 Col, y j 5 cjo - 1 
5. XE = A: para todo cj 2 x ( G )  + 1 
A continuaci6n demostramos cada una de las condiciones. 
1. Sea j tal que cjo 5 j 5 n - 1 y 10s siguientes coloreos en F :  
c1 : (n - 1) - coloreo 
C 1 ( v l )  = j 
C1(vk )  = j 
c 1 ( v i ) = ~  V i = 2 ,  ..., k - 1  
C 1 ( z )  E { I , .  . . , n - l)\{j, ~ 2 , .  . . , ~ k - ~ )  
v z  4 Pk 
C 2  : (n)  - coloreo 
C2(v l )  = n 
c Z ( z )  = C 1 ( z )  v z # 211 
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Como AxC1 +AwC1 = AxC2 +AwC2 y 10s colores s61o difieren en la coloraci6n de vl ,  deducimos 
que A, j = A,,, + A,. Sea v # ul y consideramos 10s coloreos 
c1 : (n) - coloreo c2 : ( n )  - coloreo 
c l ( v l )  = n c 2 ( u l )  = j 
. - 
C' (u )  = j c 2 ( v )  = n 
~ ~ ( v , ) = c , - l  V s = 2  ,..., k v , # u  c 2 ( z ) = c 1 ( z )  Q z # v , v l  
C1(z )  E {I,. . . , n)\{j, ~ 1 , .  . ., ck-1) 
Qz 4 Pk u { v )  
Como C1 y c2 intercambian 10s colores de v y vl ,  vale la identidad A,,, + Auj = Aulj + A,. 
Dada la relaci6n entre 10s coeficientes correspondientes a vl derivada antes, concluimos que 
Auj = Avn + An para todo v E V. 
2. Sean u,ul E V\Pk vkrtices no adyacentes y j tal que 1 5 j 5 cjo - 1. Comenzamos por 
considerar j # cl, . . . , ck- 1. Sean 10s siguientes coloreos en F: 
C1 : (n - 1) - coloreo 
c l ( v )  = j 
c l ( v ' )  = j 
c l ( v l )  = n -  1 
cl(v,)=c,-1 V s = 2  ,..., k 
c l ( z )  E { I , .  . . ,n - 2)\{j, cl, .  . . , ck-1) 
Qz $ Pk U {v ,  v') 
c2 : ( n )  - coloreo 
c 2 ( v )  = n 
c 2 ( z )  = c l ( z )  \d z # v 
Por las coincidencias de 10s coloreos obtenemos que Auj = A, + A,. 
Si j = c, para algtin s = 1,. . . , k - 1, construimos 10s coloreos: 
C' : (n - 1) - coloreo 
c l ( v )  = c, 
c1 (vt ) = Cs 
~ ' ( v , )  = n - 1 
c l ( v i ) = c i  Q i = l ,  ..., S - 1  
c'(u,)=c, V i = s + l ,  .... k - 1  
c l ( v k )  = cjo 
~ ' ( 2 )  E { I , .  . . ,n - 2)\{cjo, ~ 1 , .  . ., ~ k - ~ )  
QZ 4 Pk u {v,  u') 
c2 : (n) - coloreo 
c 2 ( v )  = n 
c2(z) = c l ( z )  Q z  # v 
Por las coincidencias de 10s coloreos obtenemos que A,, = A, + A,. Para el resto de 10s 
virtices u E V\Pk basta intercambiar en un ( ~ ) - CO~OEO 10s colores j y n asignados a u y v 
respectivamente como hemos hecho para el caso anterior. 
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3. Sea Vi  E P k ,  v,  v' E V\Pk vertices no adyacentes y j E Col,,. Sean 10s coloreos en F :  
C' : ( n  - 1) - coloreo 
c'(v) = C j ,  
c l ( v ' )  = cjo 
c2 : ( n )  - coloreo 
c2(v i )  = n 
c 2 ( v )  = c l ( v* )  
c, V s = l ,  ..., k - 1  s i j = q  
cl(v , )  = c2 ( z )  = c1 ( z )  V z # v,  vi 
cS-1 V s = 2  ,..., k si j=q-1 
De la coincidencia de 10s coloreos y por la propiedades demostradas anteriormente, resulta 
Xuij = Xvn + An V j E Col,, . 
4. Sea vi E Pk y j E (1,. . . , C j o  - 1) - Col, .  Por hip6tesis existe un ( ~ j , - l ) - ~ ~ l ~ r e ~  en F tal quc 
vi es coloreado con color j. A partir de este coloreo, construimos un (cj,)-coloreo tal que v, 
es coloreado con cj, , de donde se deduce que Xvi = A, + XCjo . 
5. Por hip6tesis existe (x(G))-coloreo en F,  por lo tanto existe (cj-1)-coloreo en F con cj tal que 
cj > x(G) + 1. Podemos suponer que en dicho coloreo vj es coloreado con c donde c $ Col,, 
y que existe alg6n vertice u E V\Pk que no es linico en su color (esto se logrg con una 
apropiada permutaci6n de 10s colores). Notemos con c' a1 color de u. Si ahora carnbiamos 
el color de vj a cj y el color de u a c en el caso que vj fuera linico en su color, obtenemos 
X U J ,  + Xu,, = X U j ,  + Xu, + A,. 
Pero sabemos que X v j c  = XvJc, + Xcjo y Xu,, = XU,. Concluimos entonces que A, = A,,,. 
6. Sea un (j-1)-coloreo en F con j tal que x(G) + 1 5 j < n - 1 y j $ {cl,cz,. . . ,ck-l,cjo) 
Podemos suponer que existen v ,  v' E V - Pk vertices no adyacentes que repiten color. Cam- 
bitindole a v su color por el color j, y teniendo en cuenta que X v j  = X v j ,  para todo j ,  j' < n- 1, 
concluimos que X j  = 0. 
7. Sea C1 un (n)-coloreo tal que C1(vi) = ci para i = 1,. . . , k - 1 y C1(vk) = Cjo.  En base a 
C1, construimos C2 un (n)-coloreo intercambienm 10s colores cjo y cl. Como C1 estd en F, 
se satisface XXxC1 + XW wC1 = Xo.  C2 no estd en F per0 verifica XXxC2 + XW wC2 5 Xo. 
Entonces X X  xC1 +XW wC1 -XXxC2 - XW wC2 > 0. De las coincidencias de 10s dos coloreos 
derivamos la desigualdad 
Per0 X z c l  = x$,,~ y - A:, = -AT,. Entonces XZ0 5 0 
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v- %:#p@ ~ 
5.6.2. Clique Multicolor - , 
SeaK = {vl,...,~~)unacli~uedetamaiio~,ktalque~~ k 5  n - l y C o l =  { j l , j 2 ,  ...,j,-1) c 
(1 ,  . . . , k - 1).  La desiguddad v6lida 
se obtiene de sumar p - 1 desigualdades Clique, cada una correspondiente a un color en Col. 
Ademb es viilido que xY=l x;=k xvij 5 pwk. Si sumamos las dos desigualdades y tenemos en 
cuenta que cudquier coloreo de G utiliza p colores para colorear una clique de tamaiio p, resulta 
vaida la desigualdad 
P n P 
Cualquier (n)-coloreo que asigne 10s colores k ,  jl, . .  , j,-l a 10s ve'rtices de la clique la satisface por 
igualdad. Si k = p entonces k 5 x(G) y la desigualdad es combinaci6n lineal de las ecuaciones del 
sistema minimal de CP. Si p < k ,  cualquier coloreo que asigne a alglin vkrtice de la clique un color 
E (1 , .  . . , k - l)\Col satisface estrictamente la desigualdad. Por lo tanto, la desigualdad es cara de 
CP. Veamos en que caso resulta ser faceta de CP. 
Proposici6n 5.18 Sea K C V una clique tal que V\K no es clique y x(G) + 1 < k < n - 2. La 
desigualdad p-color Clique , 1 
, * -  1 . , , L 
es faceta de CP 
Demostracidn: 
- 
, ' I  :, . , I  
Se F la cara de CP definida por la desigualdad y XXx + XW w 5 Xo una desigualdad v6lida 
para CP tal que F C CP n { ( X ,  W )  :XXx + XWw = Xo). Tenemos que ver que: ' '' ' ' " s ' r '  
I .  r I 
1. X;=X&+A: V v e K y  V j = l ,  ..., n - 1  
1, 
2. X ~ = ~ ~ ~ + X ~ p a r a j € C o l ~ { k ,  ..., n - 1 ) y  V V ~ E K  . 
4. XY = XY para todo j, 2 x(G) + 1 
5. A 7  = 0 para todo j 2 x(G) + 1, j $ Col U { k }  
. - 
' ' A continuaci6n probamos cada uno de 10s casos. 
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1. a )  Comenzaremos viendo el caso en que j 4 Col. Como por hip6tesis V\K no es clique, 
existen u, u' E V\K ve'rtices no adyacentes. Consideremos 10s coloreos en F: 
C' : ( n  - 1 )  - coloreo 
C1(u)  = j 
C1(ur) = j 
C1(vi) = ji para i = 1, . . . , p -  1 
C2 : (n )  - coloreo 
C2(u) = n 
c 2 ( z )  = c l ( z )  v z # u 
C1(z)  { l l - - .  , n -  l } \ { j , j ~ , . . . , j ~ - I }  
Vz 4 K U {u,  ur}  
Como .AxC1 + .AwC1 = .AxC2 + .AwC2 y 10s colores s6lo difieren en la coloraci6n de u, 
resulta .As  = .A& + .A:. Sea ahora v E V\K, v # u y 10s siguientes coloreos en F: 
C1 : ( n )  - coloreo C2 : (n) - coloreo 
C1(v)  = j C2(v) = n 
C1(u)  = n C2(u) = j 
C1(vi) = ji C2(z) = C1(z) V z # U,V 
Por la coincidenda de 10s coloreos y lo demostrado anteriormente se satisface que .A: = 
.A$ + .Ax,W. 
b )  Sea j E Col. Nuevamente consideramos en primer lugar a u, u' 10s ve'rtices no adyacentes 
de V\K y 10s coloreos en F: 
C1 : ( n  - 1) - coloreo C2 : (n) - coloreo 
C1(u)  = j, c 2 ( u )  = n 
c1 (u') = j, C2(2) = c l ( z )  V z # u 
C1(v,) = j, p a r a s =  1 ,..., p-1  s # i  
C1(v,) = n - 2 
C1(vP) = n - 1 
c 1 ( z )  { I l . .  . , n - 3}\{jl,. . . , jp-I}  
Vz 4 K u {u,ur} 
De aqui resulta .A& = .A& + .A:. Para cualquier v E V\K, v # u, coloreamos a G con 
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10s siguientes coloreos en F: 
C' : (n) - coloreo c2 : (n) - coloreo 
c l ( v )  = ji c 2 ( v )  = n 
c'(u) = n c 2 ( u )  = ji 
~ ~ ( v , ) = j , p a r a s = l ,  ..., p - 1  s # i  C ~ ( . ~ ) = C ~ ( Z ) V Z # V , U  
c l (v i )  = n - 2 
cl(vp) = n - 1 
Con 10s mismos argumentos que usamos antes, resulta A& = A& + A: 
2. Sean vi E K y v E V\K. Existe un (n)-coloreo en F que colorea a vi con algiin color de 
Col U {k, . . . , n - 1) y a v con color n. Haciendo un intercambio de los colores de vi y de v ,  
fkilmente obtenemos X c j  = + A: para todo j E Col U {k, . . . , n - 1). 
3. Se j 4 Col. Consideremos un (k-1)-wloreo en F que coloree a vi con el color j y el resto de 
los virtzces de K con a l g h  color de Col. Como k - 1 5 n - 3, existen a1 menos dos v4rtices 
coloreados con el mismo color. A partir de este coloreo, podemos construirnos un (k)-coloreo 
en F cambiando el color de v, a k. En el caso que vi fuera el linico virtice con color j ,  a 
cualquier virtice que comparta color con otro le cambiamos el color al j .  De esta manera, 
utilizando 10s resultados previos, obtenemos A t j  = A c k  + XF para todo j $ Col U {k, . . . , n). 
4. Sea ji E Col tal que ji > x ( G )  + 1. Consideramos un (j, - 1)-coloreo en el cud 10s colores 
de Col que tengan indice menor a ji son usados en el coloreo de K. Este coloreo est6 en F. 
Podemos afirmar que existe a1 menos un virtice en K coloreado con algiin color que no estS en 
Cot. Supongamos que up est6 coloreado con j 4 Col. Por otro lado, como ji - 1 5 n - 4, existe 
u E V\K que comparte color con algtin otro virtice. Basado en este coloreo, construimos un 
(ji)-coloreoen F cambiando el color de vp a ji. Si vi era el linico coloreado con j ,  cambiamos el 
color de u a j. Usando 10s cams considerados anteriormente, es sencillo llegar a que ~r = XF 
para todo ji > x (G)  + 1. 
5. Sea j 4 Col U {k) tal que j > x ( G )  + 1. Consideramos un (j-1)-coloreo en F en el cual 10s 
colores de Col que tengan indice menor a j son usados en el coloreo de K. Como j 5 n - 1, 
existe u E V\K que comparte color con alglin otro virtice. Construimos un (j)-coloreo en F 
cambiando el color de u a j .  Por lo demostrado en l a  y 1 b ,  es sencillo llegar a que X r  = 0 .  
6 .  Sea C 1  un (n)-coloreo tal que C1(vi)  = ji, para i = 1, .  . . , p  - 1 y C1(vp)  = k. Como p < k, 
existe v E V\K tal que C 1 ( v )  = c < k. Intercambiando 10s colores de v y up obtenemos c2 
un (n)-coloreo. Como C 1  est6 en F ,  se satisface A X x C 1  + X W w C 1  = Xo. C 2  no est6 en F 
per0 verifica A x x c 2  + XW wC2 < Xo. Entonces A X x C 1  + AW wC1 - A X x C 2  - XW wC2 > - 0 
De las coincidencias de 10s dos coloreos derivamos la desigualdad 
X 
~ : k + + % - ~ , , - d > o  
Pero A$ = A$ y A c k  - A:, = - A F ,  entonces A F  5 0 .  
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5.6.3. Collar Multicolor 
Supongamos que Ck = {vl,. . . ,vk) es un ciclo de tamaiio k y {jl, .. . , jk-1) un conjunto de 
colores tal que jl > ji para todo i = 2,. . . , k - 1. Sabemos que las siguientes k - 2 desigualdades 
son vdidas: 
Xu2 j 2  + Xu3 jz < W j 2  
Sumando todas las desigualdades, resulta la desigualdad vSlida 
Esta desigualdad puede ser mejorada reduciendo el coeficiente de wj, a 1. Veamos porqu6. Para 
10s coloreos que no usan el color jl vale que wjl = 0 y por lo tanto el coeficiente de la desigualdad 
no es significativo. Para 10s coloreos que utilizan el color jl en a lo sumo uno de 10s virtices vl, v2 
6 vk, es vdido que X v k j l  + xvljl  + xv2jl 5 wjl .  Entonces el coeficiente puede ser reducido a 1. Si en 
cambio v2 y vk son coloreados con el color jl, el virtice vl no podr6 usar jl con lo cud xu, jl = 0. 
Quedan entonces k - 3 virtices para 10s que estamos considerando las variables xu, j , - ,  y x,, j i ,  cuya 
suma total serS a lo sumo k - 3. Pero wj, = 1 implica wj, = 1 para todo i = 2,. . . , k - 1, por lo 
que ~ : z i  wj, = k - 2 compensa la reducci6n del coeficiente de wjl .  
Entonces, resulta vSlida la desigualdad 
Los (n)-coloreo que colorean a vi con color ji para i = 1,. . . , k - 1 satisfacen la desigualdad por 
igualdad. Los (n)-colorw que no colorean a vl con jl, ni a v2 con jl 6 j2, satisfacen estrictamente 
la desigualdad. Por lo tanto, la desigualdad es una cara de CP. Veamos ahora en que condiciones 
define faceta de CP. 
Proposici6n 5.19 Sea Ck = {vl, . . . , vk) un agujero de tamafio k y {jl, .. . , jk-1) C_ {I,. . . , n-1), 
jl > ji para i = 2,. . . , k - 1. La desigualdad Collar Multicolor 
define una faceta de CP si y sdlo si 
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para todo v E V\Ck, a1 menos uno de 10s v6rtices v l ,  v2 o vk es no adyacente a v.-~' 
- 1 
algdn (x(G))-coloreo verifica la deszgualdad por zgualdad. I - , . I t  <J ,L  d , . - r d ( f  . [  
, I , : > l r y r  
Demostracidn: .e 
La primera condici6n resulta necesaria. Si v E V\Ck es adyacente a v l ,  v2 y vk, 10s coloreos que 
satisfacen por igualdad la desigualdad tienen la propiedad que xvjl = 0 y por lo tanto la cara no 
es faceta. La segunda condici6n asegura que la cara no estd incluida en el hiperplano W X ( ~ ) + l  = 1. 
Sea F la cara de CP definida por la desigualdad Collar Multicolor. Supongamos que XXx + 
A W w  5 Xo  es una desigualdad vtilida para CP tal que F C CP { ( X ,  W )  : A X x  + XWw = Ao). 
Sean Coll = { j l ) ,  Colk = { jkYl ,  j l )  y Cali = {ji-l, ji) para i = 2, .  . . k - 1. Debemos demostrar 
que: 
4. si ji t x ( G )  + 1 entonces Acj,  = ~c~ - A r  V j = l , . .  . ,n  - 1 y j $! Cali 
5. AT = 0 para j = x ( G )  + 1, ... ,n-  1 y j # jl 
. . 
6. AcG - Acj  = 7 2 0 para j $! Cali 
Comenzamos la demostraci6n considerando casos particulares de 10s coeficientes X sobre 10s 
u4rtices del agujero. Estos nos permite luego analizar las condiciones generals. En cada caso es- 
pecificamos los coloreos C 1  y C 2  en F de 10s cuales derivamos 1as propiedades. 
A , ,, , ., ,( :, 
4 '  
c1 : (n - 1)  - coloreo c2 : (n - 1)  - coloreo - ,. 
I .  : I 
C 1 ( v l )  = j2 C2(v l )  = j3 
c l ( v s )  = js-1 Q S  = 2,.  .. ,k c 2 ( z )  = c l ( z )  V z # v1 
~ ' ( 2 )  E { I , .  . . ,n - l}\{jl,. . . ) j k - l }  
, ' h , ; s L ,  v z  4 c k  
. ! ., 
Dado que C' y C 2  5610 difieren en el color de v l ,  concluimos que A: j, = A; j, , - 
4 l t i  L < -  4- + 
I I (ii) , I, 1 . ~ -  
c1 : (n - 1)  - coloreo 
C ' ( V ~ )  = ji con i f :  1,2 
~ ' ( v , )  = j, V s = 2  ,..., k - 1  
c1 (vk)  = jl 
c l ( z )  E { I ,  - . . , n - l)\{ji,. . . , j k - ~ )  
v z  4 Ck 
c2 : (n - 1) - coloreo 
F - ,  , - , _ 1  1 .  
c2(v1) = jit con it # i, 1,2 
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Se deduce fAcilmente que A:, = A E j ,  V i, i' E (3,. . . , k - 1) 
(iii) 
C' : (n - 1) - coloreo C2 : (n - 1) - coloreo 
c l (v l )  = j 2  C2(vl) = j3 
cl(vz) = C1(vk) = jl C2 ( ~ 2 )  = j 2  
C1(v,)= j, V s = 3  ,..., k - 1  c2(z)  = c l (z )  V z # vl, v2 
c l ( z )  E {I, - - - , n  - l}\{jl, .  . . , j k - ~ ]  
'dz 4 Ck 
Utilizando lo demostrado en (i), concluimos que A c j ,  = A$,. 
C1 : (n - 1) - coloreo C2 : (n - 1) - coloreo 
c l (v l )  = jk-I c2(vl)  = jk-2 
cl(vk) = jl c2(vk) = j k - 1  
C1(vS) = js-1 V S  = 2, ..., k - 1 C2(2) = c l (z )  V Z  # vl,vk 
C1(2) E {I, - .  , n  - l}\{jl,. - - , j k - 1 1  
vz 4 Ck 
Utilizando el caso (ii), se deduce que A c j l  = ~ c ~ , - ~  
(v) S e a i =  3, . . . ,  k -  1. 
c1 : (n - 1) - wloreo 
c'(v~) = ji 
C1(vi) = jid1 
C1(v,) = js-1 V S  = 2 ,..., i -  1 
C1(v,) =j, V s = i + l ,  ..., k - 1  
C1(vk) = jl 
c l ( z )  E {I,. . . , n - l}\{jl,. . . ,&-I) 
vz 4 Ck 
c2 : (n - 1) - coloreo 
c2(vl) = ji-1 
C2(vi) = ji 
c2 (2) = c l (z )  v Z # V l ,  vi 
Nuevamente a partir del cam (ii), derivamos = ACj, , V i = 3 , .  . . , k - 1 
Veamos ahora la demostraci6n de las condiciones generales. 
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1. a) Sean v 4 Ck y j, # jl. C1  y C2 10s siguientes coloreos de G en F: -,'J 
C' : (n - 1) - coloreo 
c l ( v )  = ji 
~ ' ( v , )  = jS-l V s  = 2 ,..., i 
~ ' ( v , )  = js V s = i + l ,  ..., k - 1  
c l (vk)  = jl 
c l ( z )  E { L . .  . ,n  - l)\{jl,. . . , j k - ~ }  
v z  # v , z  4 c k  
C' : ( n )  - coloreo 
c 2 ( v )  = n 
c2 (vS )  = jS-l Q s  = 2,. . . , k 
c 2 ( z )  = c l ( z )  v z # V,z $! ck 
Los coloreos difieren en 10s colores asignados a 10s ve'rtices del agujero y a v. De 10s 
casos particulares demostrados anteriormente, concluimos que A?, = A& + A:, V i = 
2, ..., k -  1. , r 1 -  a , r ) 3. 7- - .. !i, ' 
b )  Sea v 4 Ck. Si vl y vk son adyacentes a v,  sabemos que v2 no es adyacente a v. Por lo 
tanto, v y v2 pueden ser coloreados con el mismo color. En este caso consideramos el 
siguiente coloreo de G en F: 
C1 : ( n  - 1) - coloreo 
C1(v) = jl 
C1(v2) = jl 
C1(vs) = js-1 V s = 3 , .  . . , k 
C1(z)  E (1  ,..., n -  l)\{jl, ..., jk-1) V z  # V , Z  4 Ck 
Si vl o vk no son adyacentes a v,  alguno de ellos puede compartir color con v. Llarnemos 
r a1 que se encuentre en estas condiciones y coloreamos a G del siguiente modo: 
. : . -... , . . . L  C1 : ( n  - 1) - coloreo 
C1(v)  = jl 
C1(r)  = jl A .  , ' :  
C1(vs)=js  V s = 2  ,..., k - 1  
C1(z)  E (1  ,..., n -  l)\{jl, ..., jkWl) V z  # v , z  4 Ck 
En cualquiera de 10s casos, tengamos en cuenta el coloreo C2 en F:- 
&. * 
C2 : ( n )  - coloreo 
. - 
C2(v) = n 
C2(z) = C1(z)  v z # v I T t  -. 
Debido a que la dnica diferencia entre C1 y C2 es el color de v,  se concluye que A s l  = 
xlt, + A:. 
c) Sean v 4 Ck y j 4 { j l ,  . . . , jk-1, n ) .  Por hipbtesis, existe T E {vl ,  v2,vk) tal que r no es 
adyacente a v y por lo tanto puede ser coloreado con el mismo color sue v. D,e querdo 
hl 
a quien sea r ,  consideramos 10s siguientes coloreos de G en F: 
Para r = vl 
C1 : (n - 1 )  - coloreo 
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Para r = v2 
C1 : ( n  - 1) - coloreo 
C1(v)  = j  
C1(v2) = j  
C1(vl)  = jl 
C1(vs) = js-1 V s = 3 , .  . . , k 
c l ( z )  E { I , .  . . , n  - l ) \{ j l , .  . . , jk-1) V z  # v,z  4 Ck 
Para r = vk 
C1(v) = j  
C1(vk) = j  
C1(vs )=j ,  V s = l ,  ..., k - 1  
c l ( z )  E {I ,... , n -  l}\{jl, ..., jkWl} Q z  # v,z  4 Ck 
En cualquiera de 10s casos, tengarnos en cuenta el coloreo C2 en F: 
C2 : ( n )  - coloreo 
C2(v)  = n 
C2(z)  = C1(z)  v Z # v 
La 6nica diferencia entre C1 y C2 es el color de v,  10s que nos permite concluir que 
A$ = 
2. Sean v 4 Ck , vi E Ck y j  5 n - 1, j  4 Cali. Considerarnos 10s siguientes coloreos de G en F: 
C' : (n )  - coloreo : (n) - coloreo 
c ' (v~)  = j  c2(vi)  = n 
~ ' ( v )  = n c2 (v )  = j  
c'(v,) = js V S =  1 ,..., i -1  ~ ~ ( 2 )  =c'(z)  Q z # v , v ~  
~ l ( v , ) = j , - ~  V s = i + l ,  ..., k 
c l ( z )  E { I , .  . . ,n}\{jl,. . . , jk-l , j}  
V z # v , z  4 Ck 
Los coloreos difieren en la coloraci6n de v y vi. Habiendo demostrado (a), concluimos que 
AEj  = A& + A:. 
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3. Sea i = 1, . . . , k - 1. Consideremos 10s siguientes coloreos en F: 
c1 : (n) - coloreo 
C' (vi)  = ji 
c l ( v i+ l )  = n 
c 1 ( v S )  = j, Q s  = 1, ..., i - 1  
~ ' ( v , )  = jS-l V s  = i + 2 , .  . . , k 
~ ' ( - 4  { l , . .  . ,n}\{jl,. . . ,jk-l} 
vz 4 Ck 
c2 : (n) - coloreo 
c 2 ( v i )  = n 
c2(vi+i) = ji 
c 2 ( z )  = c 1 ( z )  Q # vi,v.i+l 
X Es trivial llegar a la identidad A:, - A$ = x:+~,- A,,+,,. 
4. Sea j, = x ( G )  + 1, . . . , n - 1. Por hip6tesis existe un (x(G))-coloreo en F, por lo tanto tarnbiCn 
existe un (ji - 1)-coloreo en F.  Para cualquier (ji - 1)-coloreo en F podemos afirmar que 
ninGn vbrtice estii coloreado con ji y que existe v # vi cuyo color es compartido con algdn 
otro ve'rtice. A partir de este coloreo se puede construir un (ji)-coloreo en F ,  coloreando a v, 
con ji y en caso de ser necesario cambiando el color de v al color que tenia antes vi. De las 
coincidencias de ambos coloreos, deducimos que A$ = A:, + AT. 
5. Sea j = x ( G )  + 1,.  . . , n - 1, j # j l ,  . . . , jk-'. Para cualquier (j-1)-wlorw en F ,  existe v 4 Ck 
que comparte color con alGn otro vkrtice, del cud podemos derivar el (j)-colom en F cuya 
linica diferencia con el anterior sea colorear a v con j. De estas similitudes y por 10s casos 
anteriores, derivamos trivialmente que XY = 0. 
6. Como A$, - A:, es una constante para todo i = 1,. . . , k y vale la condici6n 2, podemos 
afirmar que A<, - A% = 7 para j 4 Cali. Falta ver que 7 > 0. Sea C 1  un (n)-colom en F 
tal que C1(vi)  = ji para i = 1, .  . . , k - 1 y C1(vk )  = j. Intercambiando 10s colores de vz y vk 
obtenemos C 2  un (n)-coloreo que no estii en F.  Se satisface que 
Entonces xXxC1 +xW wC1 -xXxC2 - xW wCZ 2 0 De las coincidencias de 10s dos coloreos 
derivamos la desiexaldad 
X X Pero como - A;, = 7 y A, = A: ,,, results que 7 2 0. 
Concluimos entonces que (xX, xW) es combinaci6n lineal de las ecuaciones del modelo y de la 
desigualdad Collar Multicolor. Por lo tanto define una faceta de C P .  
5.7. El Poliedro SCP 
Nuestro trabajo con modelos de programaci6n entera para el problema de wloreo de grafos se 
inici6 con el estudio de SCP, el poliedro asociado con el modelo clkico. Recordamos que SCP es 
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la cgpsula convexa de las soluciones de: 
Las desigualdades vdidas de SCP que caracterizamos no tuvieron un gran impact0 en mejorar 
la performance de un algoritmo Branch-and-Cut que usa RSCP, la relajaci6n lineal de SCP. Sin 
embargo, el estudio de SCP facilit6 parcialmente la derivaci6n de alguno de 10s resultados para CP. 
Para que se vea reflejada la relaci6n entre la estructura poliedral de SCP y de CP, haremos un breve 
resumen de lo principales resultados, omitiendo sus demostraciones que pueden ser consultadas en 
[181. 
Proposici6n 5.20 Las ecuaciones x;=l xij = 1 par todo i E V definen u n  sistema minimal para 
SCP y por lo tanto dim(SCP) = n2. 
De las restricciones originales del modelo resultan ser facetas las triviales de positividad y cota 
superior. Observar que esta propiedad no se mantuvo completamente para el poliedro CP. 
Proposici6n 5.21 Sean jo E (1, . . . , n)  y v E V. Las restricciones xpojo > 0 y wjo 5 1 definen 
facetas para SCP. 
En el caso de las desigualdades vdidas basadas en subgrafos y el nlimero independiente de 10s 
mismos, obtuvimos la desigualdad de Clique y de Agujero. Las siguientes proposiciones caracte 
rizan su condici6n de facetas de SCP. 
Proposici6n 5.22 Sea jo E (1,. . . , n )  y K c V una clique maximal. La desigualdad 
es faceta de CP. 
Proposici6n 5.23 Sea C2k+1 = {vl, ..., v ~ ~ + ~ ) ,  k > 2, u n  agujero impar. La desigualdad 
es vcilida para SCP para todo jo = 1,. . . , n. 
Si V v E V \ C2k+l, G[C2k+1 Up]  tzene u n  conjunto independiente de medidad k + 1, la de- 
sigualdad es faceta de SCP. 
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Si K es una clique tal que cada vertice de K es adyacente a cada uno de los vertices de 
y es muxima1 respecto a esta propiedad, entonces la desigualdad 
es faceta de SCP.  
En el caso de las Clique, se mantuvo su condici6n de faceta para CP (salvo para jo = n). Sin 
embargo, no fue 6ste el caso para las Agujeros que si bien determinan una cara, su dimensi6n es 
mucho menor a la dim(CP) - 1. Necesitamos incluir otras variables para reforzar la desigualdad, 
resultando una desigualdad no vAlida para SCP. 
Las siguientes desigualdades son las que dieron origen a la desigualdad Collar Mdt icolor  y 
Cadena Mdticolor. 
Proposici6n 5.24 Sea Ck = vl, ..., vk, k > 4, un agujero. Consideremos { j l ,  . . . , jk-1) u n  wnjunto 
de k - 1 colores. b 
V 
. I  4, 
" 9 . 
La desigualdad 
es vcilida para SCP.  
. .  ' z - # - - ? . ~  . f  
Si  para todo v E V \ C k ,  v tiene a1 menos un  ve'rtice no adyacente en {vl, vz, vk), la desigualdad 
define una faceta de SCP.  
Proposici6n 5.25 Sea Pk = vl, . . . , v k ,  k > 3, u n  camino y {jl, ..., j k )  un  conjunto de k colores. 
La desigualdad 
C I . , I _ 
+ - ' . i  8 8 
k-1 
X v l j l  + X v 1 j 2  + C(xvdl + Xuj i  + ~ q j ~ + ~ )  + Xvkj l  + X V k j k  - W j l  5 k - 1 .'- "I: ,* ' '  1 
i=2 
es vcilida para SCP.  
Si V v E V \ Pk, existe vi E Pk no adyacente a v ,  entonces es faceta de CP. 
Si K es una clique tal que cada vertice de K es adyacente a cada uno de 10s vertices de Pk y 
es maximal respecto a esta propiedad, entonces 
I , ,I,. . 8 , ' <  
k-1 
es faceta de SCP.  
Debido a que en SCP 10s colores no guardan ninguna relaci6n entre si, las desigualdades mul- 
ticolores son muy d6biles para CP. Para aumentar la dimensi6n de la cara, las fortalecimos con 
la inclusi6n de las variables w j  correspondientes a 10s colores involucrados en la desigualdad y en 
alghn caso con el agregado de variables que involucran otros colores. 
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Cabe seiialar que en todos 10s casos, el estudio de la dimensi6n de una cara de SCP result6 mucho 
m& sencillo que para CP. La construcci6n de coloreos que pertenecen a las caras es m& f&il pues 
no debe respetarse un orden entre 10s colores. Razdn tambikn para que las condiciones para que 
una desigualdad resulte faceta no Sean tan restrictivas en algunos casos como lo son para CP. 
Hemos presentando en este capitulo 10s resultados de nuestro estudio poliedral de CP. Por 
supuesto no es una caracterizacibn completa del mismo y quedan a ~ n  familias de desigualdades 
v6lidas por estudiar. Mediante PORTA [15], un programa que calcula la cipsula convexa de un con- 
junto de puntos de coordenadas 0-1, hemos obtenido la caracterizacibn completa del poliedro para 
grafos muy pequeiios de apenas 6 o 7 vkrtices y hay un gran nlimero de facetas que no pertenecen 
a ninguna de las familias descriptas. 
M& all6 del inter& estrictamente te6rico de las propiedades del poliedro, 6stas adquieren ma- 
yor relevancia cuando brindan una herramienta litil para desarrollar algoritmos. Este es nuestro 
prop6sito. En el pr6ximo Capitulo presentamos nuestro algoritmo BC-Col basado en estos resul- 
tados poliedrales. 
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Capitulo 6 
El Algoritmo BC- Col 
El propbito de este Capitulo es describir las caracteriticas principales de BC-Col, un a l p  
ritmo Branch-and-Cut para el problema de coloreo de grafos. Ya hemos descripto en el Capitulo 
3 las caracteristicas general- de un algoritmo Branch-and-Cut y seiialamos que su performance 
depende de muchos factores. Una buena relajacidn lineal y planos de corte con procedimientos de 
separaci6n adecuados, ayuda a1 mejoramiento de las cotas inferiores. Esto es clave para podar ra- 
mas del Qbol y disminuir el espacio de blisqueda y es aqui donde el estudio poliedral del problema 
es fundamental para considerar buenas desigualdes vdidas. Por otro lado, las estrategias de reco- 
rrido del Arbol, seleccidn de nodos y algunos otros detalles de implementaci6n aportan al conjunto 
del comportamiento del algoritmo. No hay una elecci6n 6ptima de cada una de las alternativas 
del algoritmo vdida para cualquier instancia. Las caracteristicas propias del problema son las que 
ayudan a determinar una buena eleccidn. 
En las pr6ximas secciones describimos detalladamente nuestro algoritmo. La presentaci6n estd di- 
vidida en dos partes. En la primera presentamos las caracteristicas asociadas al esquema de Branch- 
and-Bound. En la segunda parte, mostramos 10s algoritmos de separacibn y otros detalles vinculados 
a la etapa de Cutting. 
6.1. Esquema Branch-and-Bound 
En esta Seccibn presentarnos las caracteristicas fundamentales de 10s factores que definen el 
esquema Branch-and-Bound de nuestro algoritmo. Esencialmente estos estdn enfocados en las es- 
trategias de generacidn y manejo del kbol de blisqueda, preprocesamiento y mejoramiento de la , 
relajaci6n lineal. 
6.1.1. Cotas Inferior y Superior 
La experiencia demuestra que contar con buenas cotas iniciales, inferior y superior, es funda- 
mental para reducir el t a rn6  del drbol de blisqueda en un algoritmo Branch-and- Cut. La eficiencia 
del proceso de Bound depende en gran medida de la bondad de las cotas. Sin embargo, en un con- 
texto de un algoritmo Branch-and-Cut, es necesario lograr un equilibrio entre el tiempo requerido 
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en obtener las cotas y la calidad de las mismas. Por este motivo elegimos procedimientos riipidos y 
sencillos que, de acuerdo a nuestra experimentacidn, brindan cotas de buena calidad. 
Describimos a continuaci6n 10s algoritmos usados para el cdculo de estas cotas. 
Heuristics Inicial 
Hemos observado que en muchas instancias, DSATUR [lo] encuentra rSpidamente buenos 
coloreos, incluso en muchos casos el 6ptimo. La mayor parte del tiempo la insume en corroborar que 
no existe un coloreo mejor. Limitar el tiempo para el proceso de blisqueda resulta ser una muy buen 
estrategia como heuristica inicial. La implementaci6n es muy sencilla y cumple 10s requerimientos 
bQicos para una heuristica inicial: buenas cotas superiores en corto tiempo. Llamamos 2 a la 
cantidad de colores usados por el coloreo encontrado por la heuristica. 
Clique Maximal 
El tamaiio de una clique mkima de G, w(G), es una cota inferior del nlimero crom6.tico. El 
problema de encontrar w(G) es tan dificil como el de encontrar x(G), es decir es NP-Hard [51]. 
Ante esta dificultad, implementamos una heuristica para calcular una cota inferior de w(G).  La 
heuristica es de tip0 goloso. Se inicializa una clique con un virtice del grafo. En forma secuencial 
se agrega el vdrtice de mayor grado adyacente a 10s vdrtices de la clique hasta que no se encuentren 
mQ virtices con esta propiedad. Realizamos Iter iteraciones de este procedimiento, siendo Iter un 
partimetro de entrada. En la iteraci6n i se toma como vdrtice inicial al virtice de mayor grado en 
el grafo que resulta de eliminar 10s vdrtices que ya fueron considerados para inicialar la clique. La 
heuristica es muy sencilla, per0 lo suficientemente efectiva para otorgar una buena cota inferior. 
Llamamos cj a1 tamaiio de la clique encontrada por la heuristica. En la etapa final, 10s virtices del 
grafo son ordenados de tal manera que 10s 3 primeros corresponden a 10s vdrtices que forman la 
clique. 
6.1.2. Preprocesamiento 
La etapa de preprocesamiento tiene un objetivo claro: reducir el tamaiio del problema en el 
nlimero de variables y/o restricciones. En muchos casos, esta etapa marca la diferencia entre poder 
resolver o no una instancia tanto desde el punto de vista del tiempo como de requerimiento de 
memoria. Nuestra modelo de programaci6n lineal entera tiene n2 + n variables y n + mn + 2n 
restricciones. Con esta medida, la resoluci6n de las relajaciones lineales puede consumir mucho 
tiempo, incluso para grafos no demasiado grandes ( 70 u 80 vdrtices). 
Para disminuir la cantidad de variables y de restricciones hemos aplicado varias tknicas que 
describimos a continuaci6n. 
V6rtices de la Clique 
Disponemos de una clique maximal obtenida por una heuristica cuyos v6rtices son 1,. . . ,cj. 
Los virtices de la clique tienen que ser coloreados con distintos colores. Le asignamos 10s colores 
1,. . . ,cj  respectivamente. De esta manera, todas las variables xij para i = 1,. . . ,G y j = 1,. . . , n 
son eliminadas del modelo. Si un virtice v es adyacente a1 virtice i de la clique, no serS posible 
colorearlo con el color i. Es decir, la variable x,, es eliminada y las restricciones x,k + xik 5 1 son 
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eliminadas para todo [v, i] E E con i = 1,. . . ,3 y k = 1,. . . , n. Las variables wj con j = 1 , .  . . ,3 
son fijadas en valor 1. 
Eliminaci6n d e  Colores 
La cota superior 2 permite eliminar las variables wj y xvj para todo j = 2,. . . , n y para todo 
v E V. De esta manera, el conjunto de soluciones factibles se restringe a1 conjunto de los coloreos 
que usen a lo sumo >i - 1 colores. Si este conjunto es vacio, la soluci6n dptima es la encontrada por 
la heuristica inicial. Si no, alli se encuentra el 6ptimo y por eso es suficiente restringir la bdsqueda 
en ese conjunto. 
Eliminacibn d e  V6rtices del Grafo 
Ciertos virtices del grafo tienen la particularidad que si son eliminados, un coloreo en el grafo 
reducido puede ser extendido a un coloreo en el grafo original sin aumentar la cantidad de colores 
usados. A1 reducir el tamaiio del grafo, se reduce la cantidad de variables y restricciones del modelo. 
Por cada virtice v eliminado del grafo, las variables asociadas a v son eliminadas del modelo. Para 
eliminar virtices del grafo aplicamos dos procedimientos que detallamos a continuaci6n. 
Por adyacencias a la clique: 
Sea v E V\{vl, . . . , vG). Si v no es adyacente a vk para algtin k = 1,. . . , 3 y todos los virtices 
adyacentes a v son adyacentes a vk, entonces a partir de cualquier coloreo de G[V\{v)] puede 
derivarse uno para G. Basta colorear a v con el color k. Los virtices con esta propiedad son 
eliminados del grafo. 
Para aplicar el procedimiento se ordenan 10s ve'rtices en forma ascendente por grado y en 
forma secuencial se chequea si pueden ser eliminados. 
= Por grado: 
La eliminaci6n de v6rtices por este criterio estd fundamentada en el siguiente resultado: 
Lema: Sea v E V tal que 6(v) 5 3 - 2. El nu'mero croma'tico de G[V\{v)] es igual a x(G). 
Demostracidn: Supongarnos que x(G[V\{v}) = x(G) - 1. Entonces existe una partici6n 
Vl, Vz, . . . , Vx,G)-l de V\{v) en x(G) - 1 conjuntos independientes de G[V\{u)]. Como 
6(v) 5 3 - 2 5 x(G) - 2, en al&n V,, con i = 1,. . . , x(G) - 1, no existen virtices adya- 
centes a v. Es decir, para alglin i E {I , .  . . , x(G) - I), V, U {v) es un conjunto independiente 
de V. Pero entonces, Vl, Vz, . . . , V, U {v), . . . , VX(G)-l es una partici6n de V en x(G) - 1 con- 
juntos independientes y por lo tanto tenemos un coloreo de G con menor cantidad de colores 
que x(G). Esto es un absurdo. 
El proceso de eliminaci6n se aplica recursivamente hasta que no queden ve'rtices que verifiquen 
las condiciones del Lema. 
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Relajaci6n Lineal 
Despuk de la aplicaci6n de 10s procedimientos arriba descriptos, el modelo tiene m(2 - 1) 
restricciones de adyacencias: xtJ + X k j  ,j Wj para todo [i, k] E E y j = 1,. . . ,k - 1. A pesar de la 
reducci6n lograda, esta cantidad de restricciones todavia puede resultar grande cuando se resuel- 
ven las relajaciones li~et$es.,Analizamos varias alternativas para reducir a h  m& el tamaiin de la 
7 .  . .  
'\ - . 
formul=ib% - -1 ?, , i,.: , . I, I 
nfim.= ..I ., .:,.' - . ,  r 2 -  . ., .. 
En principio consideramos la posibilidad de encontrar una familia de cliques de tal manera que 
toda arista del grafo perteneciera a1 menos a una clique. Si m es la cantidad de cliques necesarias, 
las m(2 - 1) restricciones de adyacencia pueden ser reemplazadas por m(2 - 1). Para que la re- 
ducci6n en el nGmero de restricciones sea significativa, es conveniente encontrar una familia con el 
menor cardinal posible. Sin embargo esto no es fkcil ya este problema es el conocido problema de 
cubrimiento de aristus por cliques que es N P  - Hard [34]. Nos vimos obligados a aplicar un pro- 
cedimiento heuristico. Experimentamos con varios criterios golosos per0 la reducci6n en la cantidad 
de restricciones no es suficiente. Los experimientos computacionales no fueron alentadores respecto 
a la feducci6n .. .. ., ", . en el tt,mpo de resoluci6n de las relajaciones lineal-. 
, > q r , > , ,  'Lr< 
La segunda alternativa fue eliminar las restricciones de adyacencias de la formulaci6n. Resulta 
asi una relajaci6n menos ajustada. EsperAbamos que la incorporaci6n de las desigualdades Clique 
en el algoritmo de planos de corte, de alguna manera compensaran la p6rdida en la calidad de la 
relajaci6n. Nuevamente 10s experimientos computacionales indicaron que no era una buena opci6n. 
La evoluci6n en el increment0 de la cota inferior por el agregado de planos de corte no result6 muy 
efectiva. 
, - ' f a  
Por Gltimo, la alternativa es el reemplazo de las restricciones de adyacencia por . - - 1  
j /  ,.: - .  
donde N ( v )  es la vecindad de v y p es el cardinal de una partici6n en cliques de N ( v ) .  Notar 
que, como p es una cota superior del cardinal del mkimo conjunto independiente de G[N(v)] ,  
esta desigualdad resulta ser una relajaci6n de las desigualdades de Vecindad. Obtener el mkimo 
cardinal de una particicjn es NP-Hard [34] y por eso aplicarnos una heuristics. Si bien la relajaci6n 
es menos ajustada, la reduccicjn a n2 restricciones result6 muy conveniente en la prktica. 
1 ,  r I .  
' , . _  : . L I '  
Para mejorar la relajaci6n lineal, ademh se agregaron las restricciones 
- : I : ,  b )  
. . . ,  I ',I :I 
'1 : 
... . - ~ 
.., . , - 4 s , : l f -  
I . .  
. ; , , - , I I I 
. . 
Estas desigualdades no son reduntantes y eliminan soluciones fraccionarias como .xij = llk para 
todo i E V,j 5 k y 3 5 k > 2. . . - _ .  - 
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6.1.3. Selecci6n de Variable de Branching 
La generaci6n del Brbol de b6squeda estd definida por el proceso de Branching. En este etapa, el 
espacio de soluciones factibles asociado a un nodo se divide en dos o m6.s conjuntos que representan 
10s nuevos nodos (hijos) del kbol.  
En 10s experimentos preliminares utilizamos el criterio cl&ico de dicotomia en una variable 
para generar 10s nodos del Brbol. Se generan dos subproblemas por nodo, asociando a cada uno el 
conjunto de soluciones factibles donde la variable de Branching es fijada en 0 6 1 respectivamente. 
Adem6.s de las alternativas conocidas que mencionamos en el Capitulo 3 (variable m6.s cercana a 
112, m6.s cercana a 1, etc ), implementamos algunas basadas en las propiedades de 10s ve'rtices. Por 
ejemplo, entre las variables x : ~  fraccionarias elegir la correspondiente a1 ve'rtice v de mayor grado 
y el color j m6.s usado. Ninguna de ellas result6 conveniente. Si xij es la variable de Branching, 
en el nodo hijo que resulta de fijar xij en 0 se incorpora una informaci6n poco relevante para el 
coloreo. Estamos diciendo que el ve'rtice i no usa el color j, dejando libertad para la elecci6n de 
cualquier otro color. En cambio, el nodo hijo correspondiente a xij = 1 restringe mucho m6.s la re- 
gi6n. Esto marca un desequilibrio en el kbo l  al que le atribuimos la mala performance del algoritmo. 
Tambien implementamos estrategias de Branching utilizando restricciones en lugar de variables. 
Experimentamos con dos ideas: 
Por subconjunto de colores: Sea Coly y Col; una partici6n del conjunto de colores factibles 
para el ve'rtice v .  Un coloreo del grafo asigna a v un color de s610 uno de 10s subconjuntos. Es 
decir, el espacio de soluciones factibles puede dividirse en dos: aquellos coloreos que verifican 
~ j e C o l y  xvj = 1 y 10s que verifican Cjgcol; xvj = 1. Si el vMice v y la particidn de 10s 
colores es elegida de manera tal que existe jl E Coly con 0 < xzj, < 1 y existe existe 
j2 E Col; con 0 < xt j2  < 1, puede realizarse un proceso de Branching. Se generan dos nuevos 
nodos agregando las restricciones CiecOry xvj = 1 y Cjscol: xvj = 1 respectivamente. 
Por ve'rtices no adyacentes: Si vl  y 212 son ve'rtices no adyacentes, un coloreo puede asignar a 
ambos el mismo color o no. Si j es un color tal que 1 < xZlj + xzzj < 2 se pueden generar dos 
nuevos nodos agregando las restricciones x t ,  + xzzj  5 1 y xEl + x: ,~  = 2 respectivamente . 
Ninguna de estas dos 6ltimas estrategias tuvo una buena performance en la prBctica. 
Finalmente, nuestro critero toma como base las ideas del algoritmo de Brelaz [lo]. Sea (x*,w*) 
la soluci6n fraccionaria 6ptima de la relajaci6n lineal en un nodo del kbo l  de b6squeda. Entre 10s 
ve'rtices cuyas variables xij son fraccionarias, se elige el ve'rtice que tenga la vecindad mds colorida. 
Es decir, el ve'rtice con mayor cantidad de colores distintos usados por sus adyacentes que ya tienen 
fijo su color en la rama del grbol. En caso de empate consideramos dos posibilidades, la propuesta 
por Br6laz en DSATUR [lo] y la sugerida por Sewell [73]. 
VB1: el ve'rtice de mayor grado. 
VB2: para cada ve'rtice v del empate y para cada color c factible para v se calcula la cantidad 
de adyacentes que podrian utilizar el color c. El ve'rtice con mayor suma es elegido. 
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Sea v el virtice elegido y k la cantidad de colores usados hasta el momento en la coloraci6n parcial 
del grafo. El n6mero k est6 determinado por la cantidad de variables w j  fijadas en 1. Para cada 
j = 1,. . . , k, si xvj no a t 6  fijada en 0 y no fue eliminada del conjunto de variables, se genera un 
nodo hijo fijando la variable Xvj  = 1. En el caso que k + 1 sea menor que la cota superior obtenida 
hasta el momento, se abre otro hijo fijando xvk+l = 1. 
Si bien por cada nodo la cantidad de hijos que se abren es mayor que en el caso de dicotomia, 
la experiencia nos mostr6 una marcada superioridad de esta estrategia. 
6.1.4. Estrategias de Recorrido del Arb01 
Despuk de la etapa de Branching se debe seleccionar un nodo de la lista L de nodos a6n no 
explorados (abiertos). Esto determina la forma en que es recorrido el iirbol. Como ya mencionamos, 
las estrategias bbicas son tres: DFS (profundidad), BFS (ancho) y BestF (mejor cota). Con las 
opciones BFS y BestF se presentaron problemas de memoria y por eso nos decidimos por DFS 
para BC- Col. 
Las alternativas que implementamos difieren en el orden en que son ingresados 10s nodos hijos 
en la lista L de nodos abiertos. Cada nodo hijo tiene asociado un color y es lo que usarnos para 
definir un orden. Los Qdenes considerados son: 
Orden 1: ascendente en indice de color. 
Orden 2: primer0 el color k + 1 y luego en orden ascendente en indice de color. 
m Orden 3: para cada color, se calcula la cantidad de virtices que tienen fijo ese color. Se 
ordenan 10s colores de acuerdo a esa cantidad de mayor a menor. Nos referiremos a este orden 
como mayor a menor uso. 
Orden 4: de menor a mayor uso. 
La estrategia de Branching y el orden en ingresar 10s nodos a la lista resultan claves en la 
performance del algoritmo. En el pr6ximo Capitulo analizaremos las distintas combinaciones, para 
poder establecer empiricamente clial es la mejor. 
6.1.5. Fijado de Variables por Implicaciones L6gicas 
En muchos problemas combinatorios, una decisi6n tomada en cierta variable del problema trae 
como consecuencia una serie de decisiones implicitas. En el caso del problema de coloreo, si se decide 
colorear a un virtice i con el color j, ninguno de sus v~rtices adyacentes puede usar el color j. Esto 
ocurre cada vez que se elige una variable de Branching. Si xij es la variable de Branching, entonces 
xi, = 0 para todo 1 # j y xvj = 0 para todo virtice v adyacente a i. Ademb, wj = 1. Por otro lado, 
si Z* es el valor 6ptimo de la relajaci6n lineal en un nodo del Gbol, entonces cualquier coloreo que 
se encuentre en la regi6n factible asociada a ese nodo debe usar a1 menos [Z*] colores. Por lo tanto, 
pueden fijarse las variables wj en valor 1 para j = 1,. . . , [Z* ] .  BC-Col tiene implementandas estas 
simples consideraciones p u s  reducen el tamafio de problema y las relajaciones lineales resultan miis 
rkpidas de resolver. . - .  
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6.1.6. Enumeraci6n Implicita 
Para grafos peque6os, la enumeraci6n implicita es mi& rtipida que un algoritmo Branch-and-Cut. 
El porcentaje de tiempo invertido en la resoluci6n de las relajaciones lineales en 10s nodos del kbol 
de blisqueda es muy significativo y una enumeraci6n brinda en estos casos una mejor performance. 
El mejoramiento de las cotas inferiores a partir del valor 6pitmo de las relajaciones es mQ signi- 
ficativa en 10s primeros niveles del kbol y disminuye a medida que aumenta la profundidad. En 
BC-Col consideramos esta situaci6n. En cada nodo del kbol sabemos la cantidad de vkrtices que 
alin no tienen fijo su color. Si esa cantidad es pequeiia, la ramas del Brbol que se derivan de ese nodo 
son exploradas usando enumeraci6n implicita. La denominaci6n pequeiio no es muy rigurosa. De 
acuerdo a nuestra experimentacidn, la enumeraci6n implicita es rBpida en grafos con baja densidad 
(inferior a120 %). En este caso, se pueden resolver instancias generadas al mar de hasta 100 vdrtices 
en pocos segundos. Los grafos con densidades intermedias son mucho mQ dificiles. En grafos al mar 
con poco mQ de 60 vdrtices y densidades entre 30 % y 70 % se evidencia una baja performance de 
la enumeraci6n implicita. Los grafos de alta densidad (mayor a1 70 %) presentan dificultades para 
este enfoque en grafos con 70 vdrtzces o mQ. 
En nuestra implementaci6n, el nivel del Brbol donde se toma la decisi6n de realizar una enu- 
meraci6n implicita es un partimetro de nuestro algoritmo BC-Col y la misma es realizada con el 
algoritmo DSATUR [lo]. 
6.2. Etapa de Cutting: Algoritmos de Separaci6n 
La aplicaci6n de un algoritmo de planos de corte tiene una etapa decisiva: encontrar desigual- 
dades violadas. Es decir, la etapa de sepamcio'n. Para lograr una buena performance global los 
procedimientos de separaci6n deben ser rApidos. En algunos casos este objetivo puede cumplirse 
con algoritmos exactos, per0 en otros es necesario implementar heuristicas. Estas liltimas no asegu- 
ran que siempre se pueda detectar desigualdes violadas, per0 es una soluci6n de compromiso ante 
el alto costo computational de algunos problemas de separaci6n. Desarrollamos procedimientos de 
separaci6n para algunas de las desigualdades vtilidas obtenidas a partir del estudio poliedral de CP 
que presentamos en el Capitulo anterior. A continuaci6n describimos 10s algoritmos. 
6.2.1. Separaci6n de Desigualdades Clique 
Dada K C V una clique maximal de G, la desigualdad Clique 
es vBlida para CP. 
Las desigualdades Clique fueron estudiadas por Padberg [67] para el poliedro asociado al pmble- 
ma de conjunto independzente y tienen una amplia aplicaci6n en muchos problemas de programaci6n 
entera binaria. Varios paquetes de uso general como CPLEX [23] implementan estos cortes. 
El problema de separaci6n de estas desigualdades es NP-Hard y esencialmente hay 2 estrategias 
bbicas para implementar un algoritmo de separaci6n: 
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Generar a1 comienzo del algoritmo Branch-and-Cut un conjunto de cliques maximales y 
guardarlas en una tabla. Para el proceso de separaci6n, chequear en la tabla la existencia 
de desigualdades Clique violadas. 
> '. * I  I,. -. 8 
Buscar cliques maximales en el momento de la separaci6n utilizando informaci6n de la soluci6n 
de la relajaci6n lineal. 
La primera estrategia tiene la ventaja de buscar cliques maximales en el grafo una linica vez evitan- 
do asi reiterar esta blisqueda en etapas posteriores. La cantidad de cliques maximales de un grafo 
puede ser muy grande y puede resultar restrictivo, desde el punto de vista de tiempo y memoria, 
armar y conservar una tabla con ellas. Esta es la estrategia usada por CPLEX. En [4], se presenta 
un estudio comparativo de arnbas estrategias para problemas generales. Si bien no se llega a una 
conclusi6n contundente hay cierta ventaja de la segunda sobre la primera. Nuesta experiencia no 
fue buena al implementar la primera. No ~610 por 10s problemas de memoria sino tambihn porque el 
proceso encuentra pocas desigualdades violadas. La generaci6n de cliques del grafo que no usan de 
alguna manera la informaci6n de la soluci6n que se intenta separar reduce la posibilidad de detectar 
una clique violada. Nos inclinamos entonces por la segunda estrategia. Para eso implementamos 
uq.+q.,heuristica basada en un proceso goloso. - - ,  . ,  , - ,  . - . - .  
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Sea (x*, w * )  la soluci6n de la relajaci6n. Para cada wio, se arma una lista ordenada en for- 
ma decreciente de las variables xzjo fraccionarias o nulas. En forma iterativa, por cada uno de 10s 
vkrtices de las variables fraccionarias de la lista buscamos cliques maximales. En la iteraci6n j, 
se inicializa una clique con el vkdice vl correspondiente a la variable x:,~, que se encuentra en el 
j-esimo lugar de la lista. La cantidad de cliques que se buscan para cada vkrtice est6 determinada 
por el pa rhe t ro  Cant,,t. Para buscar la clique nlimero k, se elige v2 como el k-esimo vkrtice de 
mayor valor xLj0 en la lista entre 10s adyacentes a vl. Luego, en forma secuencial, se recorre la 
lista a partir del lugar que ocupa v2. Todo vkrtice adyacente a 10s vkrtices que se encuentran ya en 
la clique es agregado a la misma. 
I A,.< . . ; . - 1, + ,  , : -, , iu,; 
1 .  -. 
8 1  ., .+ n ~ ! r  
En un principio s6l0 consideramos una clique por vkrtice y observamos que no era una cantidad 
suficiente de cortes. En el otro extremo, la generacion de cliques a partir de todos 10s posibles vl, v2 
resulta excesiva y genera muchas desigualdades con soporte muy similar. Segin la experiencia, el 
pardmetro Cantint fue fijado en 3. 
,L. -: ,.,-,,-,.,- - [ , '  . -  . , 
\ - 6.2.2. Separacidn de Desigualdades p-color Clique -a 2 . id .! , , -I 
SeaK = (vl, ... ,up) c Vunaclique, jouncolor talquep < jo < n - l y  Col= {jl, j2, ..., jp-1) c 
(1,. . . , jo - 1) La desigualdad p-color Clique 
es vdida para CP.  ..*: : 
Para implementar la separaci6n de estas desigualdades result6 muy conveniente aprovechar el 
proceso previo de detecci6n de desigualdades Clique violadas. Sea K = vl, v2, . . . , vp la clique 
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generada por dicho proceso y p 5 jo. Sabemos que x f = l  > w;~ y por lo tanto resulta que 
xy=jo x f = ,  x:,~ > w;~. Esta Gltima desigualdad puede ser acn m 0  estricta que la anterior debido a 
que sumamos sobre m6s colores. Parece razonable entonces utilizar a K para buscar una desigualdad 
p-color Clique violada. Falta determinar el conjunto de p - 1 colores. Una estrategia golosa es 
elegir 10s colores sobre 10s cuales 10s vi-tices de la clique violan o verifican lo m k  ajustadamente 
posible la desigualdad Clique correspondiente a ellos. Para todos 10s colores j = 1,. . . , jo - 1, 
calculamos Sumj = Cf=l x;,~ - w;. Ordenamos en forma decreciente 10s valores Sumj y elejimos 
10s p - 1 primeros. Si Sumj, + Sumj, + . . . + Sumj,-, + z = j o  Ef=l x;,~ - wjo > 0, la desigualdad 
p-color Clique estb violada. 
6.2.3. Separaci6n de Desigualdades Anula Color 
Sea v E V. Por el orden establecido entre 10s colores, la desigualdad Anula Color 
es vaida para CP. 
Hay a lo sumo n(2 - 3) posibles desigualdades Anula Color. Para que la desigualdad pueda 
estar violada, es condici6n necesaria que Wj0 sea fraccionaria. Si wjo = 0, nin- color de indice 
mayor o igual a jo puede ser utilizado y por lo tanto Cy=jo xvj = 0 para todo u E V. Ademk, como 
xy=l xvj = 1, podemos asegurar que Ey=jo xvj 5 1 y por lo tanto tampoco serd posible violar la 
desigualdad Anula Color si wjo = 1. 
Con un proceso de enumeracibn, para cada color jo tal que w* jo es fraccionaria, se calcula para 
cada v6rtice v del grafo la suma x;=jo x:~. Si esta suma es superior a w;~, la desigualdad Anula 
Color estS violada. 
6.2.4. Separaci6n de Desigualdades Camino Multicolor 
Sea Pk = {vl,vz,. . . ,vk) un camino de longitud k. Consideremos cl,ca,. . . , ck-1 y cjo colores 
tales que ci < cjo para todo i = 1,. . . , k - 1 y cjo 5 n - 2.  La desigualdad Camino Multicolor 
es vblida de CP. 
Para que la desigualdad pueda estar violada, es condici6n necesaria que we. no tenga valor 1. 
!O En ese caso, el t6rmino derecho de la desigualdad toma el valor k que es la cantidad de uirtices del 
camino. La suma de colores en cada uirtice del camino es a lo sumo 1 y por lo tanto, sobre todos 
10s vhrtices no supera el valor k. En el caso que wjo = 0, si bien la desigualdad puede estar violada 
esto sucede &lo si alguna restricci6n de adyacencia lo estb. La experiencia nos mostr6 que son muy 
pocas las veces que se detectan violaciones en esta situaci6n y por eso decidimos no considerarla. 
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Sea jo tal que 0 < w;o < 1.  Asignamos a las aristas del grafo un peso. Para cada par de virtices 
adyacentes u, v, elegimos el color c < jo tal que xEc + x& - w,* > x; + xGj - w; para cualquier otro 
color j # c, j < - j o  El peso de la arista [uv] es hv = xtc + x : ~  -w: + f (x ;= jo  xZj + x;).  
Buscamos un camino de peso mkimo para lo cual procedernos de la siguiente manera: Se ini- 
cializa un camino con un vkrtice v y se realizan 6(v )  iteraciones. En la iteraci6n k elige el pr6ximo 
virtice como el virtice adyacente no prohibido cuya arista es la k-esima de mayor peso entre las 
incidents a v. Se reitera el procedimiento considerando como v al filtimo virtice agregado al camino 
hasta alcanzar un criterio de parada. 
iQu6 queremos decir con no prohibido y cliales son 10s criterios de parada? La experiencia 
computacional nos mostr6 que no es conveniente que 10s vdrtices pertenezcan a muchos caminos 
pues las desigualdades resultan con soporte similar. Esto es controlado por el parbmetro MaxVeces. 
Si un virtice ya form6 parte de MaxVeces caminos, entonces no puede ser nuevamente elegido y 
estb prohibido. Adem& caminos muy largos no son buenos candidatos a violar la desigualdad. El 
parbmetro LongMax sirve para detener la bfisqueda en el caso que la longitud del camino haya 
alcanzado ese valor. Si la longitud del camino sumada a 0 , 5 ( ~ ~ ,  xGIj + xGTj) es mayor que w& 
con vl y v, el primer y dtimo vhrtice del camino, la desigualdad Camino Multicolor estd violada. 
6.2.5. Separaci6n de Desigualdades Agujero 
Sea Ck = {vl, 212,. . . , vk} un ciclo de medida k .  La desigualdad Agujero 
_ . ' I  
r - - ,  
es vblida de CP. 
El procedimiento de separaci6n que usamos estb basado en el algoritmo polinomid GLS pro- 
puesto por Grotschel et al. en [41] para separar desigualdades de ciclo para el problema de conjunto 
independiente. 
Sea jo un color tal que w;o no es nula. Se arma un grafo bipartito B = (Vl U V2, E') de la 
siguiente manera: por cada virtice v tal que xcj, es fraccionaria, incluimos un vdrtice vl en Vl y 
otro v2 en V2. Adem& si [u, v] es una arista de G, entonces [ul, v2] y [v l ,  u2] son aristas del grafo 
bipartito con peso igual a1 mMmo entre 0 y wi0 - xZjo - xZj0. 
El algoritmo GLS trabaja sobre una relajaci6n del problema de conjunto independiente sobre 
la cual puede afirmar que 10s pesos que asigna a las aristas son positivos. Este no es nuestro caso 
y por eso asignamos un peso nulo para evitar pesos negativos. 
Consideremos un virtice v de V y cdculemos Pv el camino minimo en B entre 10s vkrtices vl y 
v2. Los vdrtices que constituyen el camino forman un ciclo en G. Este es el que consideramos para 
detectar una desiguddad de Agujero violada. No podemos afirmar, como en el caso del problema 
de conjunto independiente, que la desigualdad estb violada. Pero le experiencia computacional nos 
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mostr6 una buena performance del algoritmo respecto a la detecci6n de violaciones. En nuestra 
irnplementaci611, usamos el algoritmo de Dijkstra para construir el camino de longitud minima. 
6.2.6. Separacidn vs Branching 
Despuks de resolver la relajaci6n lineal de un nodo del hbol, se debe decidir si se generan cortes o 
se procede a realizar el Branching. Es de esperar que 10s planos de corte ayuden a mejorar las cotas y 
esto permita podar ramas del Arbol. Sin embargo, el proceso de bfisqueda de desigualdades violadas 
y la posterior resoluci6n de la relajaci6n tienen un costo. Debe entonces lograrse un equilibrio entre 
estas dos posibilidades. Para manejar esta decisi6n utilizamos dos parAmetros: 
Skip Factor: El valor de skip factor indica cada cliantos nodos explorados del kbol se aplica 
el proceso de separaci6n. Tambi6n puede relacionarse la decisi6n con el nivel del kbol en 
lugar de 10s nodos. 
I P C :  Limita la cantidad de iteraciones que se realizan del algoritmo de planos de corte en 
cada nodo del kbol. 
Los valores de estos parhetros no son fiiciles de determinar. En el Capitulo 7 hacemos un 
anAlisis para determinar un valor conveniente a trav& de la experimentacibn con grafos de variada 
densidad. 
Tambikn disponemos de dos parhetros para manejar las iteraciones de acuerdo a1 increment0 
de la cota inferior. Si 10s valores 6ptimos de dos sucesivas relajaciones difieren en menos un valor 
(TailOflercent)  y esto se mantiene durante una cierta cantidad de iteraciones (TailOffLps), el 
proceso se termina. 
En la experimentacibn con B C -  Col  optamos por limitar las iteraciones de acuerdo al pa rhe t ro  
IP c. 
6.2.7. Detalles de Implementaci6n 
Nuestro dgoritmo B C - C o l  fue implementado usando el entorno ABACUS [75] y el paquete de 
optimizaci6n CPLEX [23]. ABACUS es muy robusto y tiene implementadas las estrategias bbicas 
de Branching y recorrido del kbol, entre otros factores que definen un algoritmo Branch-and-Cut. 
Pero tal vez su principal ventaja es que brinda el marco y la posibilidad de implementar estrategias 
particulares. Tiene un diseiio que otorga un marco sobre el cud esencialmente el manejo del kbol 
de enumeracibn, de 10s planos de corte y de las relajaciones asociadas a cada nodo e s t k  a su cargo. 
El programador tiene posibilidad de modificarlos a travks de parhetros o en algunos casos, de la 
inclusi6n de procedimientos que complementan el esquema general. 
A continuacibn describimos las caracteristicas bkicas de ABACUS que consideramos para im- 
plementar BC- Col. 
Resolucidn de las Relajaciones Lineales: ABACUS tiene una interface con CPLEX, XPRESS 
y SOPLEX. Cuando se necesita resolver una relajaci6n lineal, ABACUS utiliza alguna de 
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*I& las rutinas que proveen estos paquetes. La interface es automhtica y s610 se requiere que 
el programador especifique con que paquete quiere interactuar. En nuestro caso utilizamos 
CPLEX. 
rn Manejo de la Memoria: Parte del manejo de la memoria se realiza a trav6s de una estructura 
denominada pool. Existen pools especificos para las variables, para las restricciones y para 10s 
cortes. 
Pool de variables: Se almacenan datos propios de las variables (por ejemplo el virtice y 
color a1 que esttin asociadas) que facilita la manipulaci6n de las variables. 
Pool de restricciones: Se guardan las restricciones de la relajaci6n lineal inicial del 
problema. Es esttitico y no puede ser modificado en el transcurso de la ejecuci6n. Cuando 
la cantidad de restricciones es muy grande, existe la posibilidad de crear un pool adicional 
donde se guardan parte de las restricciones del problema. El ABACUS considera la 
relajaci6n lineal sin estas restricciones y resuelve. Antes de proseguir con el esquema 
general del Branch-and-Cut, chequea si todas las restricciones del pool son satisfechas 
por la soluci6n actual. Si no es asi, agrega a la formulaci6n las que se encuentren violadas 
y re-optimiza la relajaci6n. Si en alglin momento estas restricciones se vuelven inactivas, 
son nuevamente eliminadas de la formulaci6n. A1 comienzo de nuestra implementaci6n 
consideramos esta posibilidad para las restricciones de adyacencia per0 10s resultados no 
fueron lo suficientemente buenos como para que valiera la pena tenerla en cuenta. 
Pool de cortes: Se almacenan las desigualdades violadas que se generan a t ravb de 10s 
procesos de separaci6n por orden de aparici6n. Este pool es d inh ico  y dimensionado 
al comienzo de la ejecuci6n. Una desigualdad permanece alli hasta que el espacio es 
requerido para el ingreso de otro corte. 
rn Manejo de 10s cortes: Despu6s de resolver la relajaci6n en un nodo del iirbol se procede 
a realizar el Branching o a aplicar un algoritmo de planos de corte. En este liltimo caso, 
10s desigualdades vhlidas violadas que se encuentren con 10s algoritmos de separaci6n son 
agregadas a la formulaci6n y se re-optimiza la relajaci6n. Se realiza tantas iteraciones de este 
proceso como lo indique el par6metro IPC. Estas desigualdades permanecen en la formulaci6n 
hasta que se vuelven inactivas, en cuyo caso son eliminadas. 
Ya describimos que cada vez que se genera un corte, 6ste es almacenado en el pool de cortes. 
ABACUS brinda la posibilidad que antes de llamar a los procesos especificos de separaci6n, 
se chequee si existen desigualdades violadas en ese pool. Este es un procedimiento interno del 
ABACUS y suele ser muy rtipido. Este manejo tiene el beneficio de disponer globalmente de 
cortes que fueron generados en un nodo en particular. Estos cortes td vez no Sean detectados 
en otro nodo si el proceso de separaci6n utiliza m6todos heuristicos. De esta manera se cuenta 
con dos posibles fuentes de planos de corte: el pool de cortes y 10s algoritmos de separacibn. 
ABACUS deja la decisi6n a1 usuario de c6ales procesos ejecutar. 
Si ambos procesos son ejecutados, puede ocurrir que una desigualdad violada sea detectada 
dos veces y por lo tanto aparezca duplicada en la relajaci6n. ABACUS proporciona una 
herramienta opcional para evitar estas duplicaciones. Seglin nuestra experiencia, el increment0 
de tiempo en los algoritmos de separaci6n debido a1 chequeo de duplicaci6n es despreciable y 
es beneficioso aplicarlo. 
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En BC- Col, utilizamos las dos posibles fuentes de cortes: el pool de cortes y 10s algoritmos de 
separaci6n con cheque0 de duplicaci6n. Con el fin de evitar el agregado de un gran nlimero de 
desigualdades, imponemos un limite superior a cada una de las familias de cortes. Adem&, 
si la cantidad de cortes encontrados en el pool supera una cierta cantidad, no llamamos a 10s 
procesos de separaci6n. Todos estos valores son manejados por parhetros de entrada. 
La decisi6n de cuando y cuantas veces aplica un algoritmo de planos de cortes es determinada 
por 10s valores de 10s pariimetros skip factor y IPC descriptos antes. 
En este Capitulo describimos las principales caracteriticas de BC- Col. Es dificil establecer a priori 
cud es la elecci6n m& adecuada para las diferentes alternativas del algoritmo. A traves de la 
experimentaci6n se puede evaluar el comportamiento del algoritmo. De esta manera se puede definir 
empiricamente una buena estrategia y ajustar 10s valores de 10s parhetros. Este es el prop6stic 
del pr6ximo Capitulo. 
+:g  
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Capitulo 7 
Experiencia Comput acional 
En este Capitulo mostramos nuestra experimentacibn computacional con BC- Col. Las pruebas 
realizadas tuvieron el objetivo de evaluar la performance del mismo y de ajustar 10s valores de 10s 
pariimetros. 
En el diseiio de BC-Col tuvimos en cuenta varios factores: preprocesamiento, algoritmos de 
separacidn para algunas familias de desigualdades vdidas que surgieron del estudio poliedral de 
CP, diferentes reglas de Branching y estrategias de recorrido del kbol. Las combinaci6n entre las 
diferentes componentes con sus distintas alternativas puede impactar significativamente en el algo- 
ritmo. Nuestro prop6sito fue, a trav6s de la experiencia computacional, encontrar un buen balance 
entre las diferentes opciones. 
El algoritmo est6 implementado en C++, utilizando el entorno ABACUS [75] y CPLEX 1231. 
Todos 10s experimentos computacionales fueron realizados en una plataforma SUN Ultra Sparc 4. 
7.1. Instancias de Prueba 
Trabajamos con instancias generadas a1 azar y con la libreria de problemas test de DIMACS, 
Center for Discrete Mathematics & Theoretical Computer Science [29]. 
En las Tablas 7.1 y 7.2 mostramos las instancias de DIMACS con la cantidad de vkrtices, canti- 
dad de aristas, el nzimero crom&tico y una referencia a1 origen y caracteristicas del grafo. AdemQ, 
10s valores de cj y );. obtenidos con nuestras heuristicas iniciales, a las cuales le hemos dado un 
m f i m o  de 5 segundos de CPU. Un signo '?' significa que el nlimero cromiitico es desconocido. 
Notar que en varias instancias, las cotas inferior y superior coinciden y por lo tanto se obtuvo el 
6ptimo sin necesidad de la etapa de Branch-and-Cut. En general, estos casos corresponden a grafos 
que originalmente o despuk del proceso previo de eliminaci6n de v6rtices, tienen poca cantidad de 
virtices o son poco densos. 
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Problema vBrtices aristas Lj x I I* Problema 
DSJC125-1 (1) 125 736 4 5 ? 11 anna (6a) 138 493 11 11 11 
DSJC125-5 (1) 125 
DSJC125-9 (1) 125 
DS JC250-1 (1) 250 
DSJC250-5 (1) 250 
DSJC250-9 (1) 250 
DSJC500-1 (1) 500 
DSJC500-5 (1) 500 
DSJC5003 (1) 500 
DSJR500-1 (1) 500 
DSJR500-1C (1) 500 
DSJR500-5 (1) 500 
DSJClOOO-1 (1) 1000 
DSJC1000-5 (1) 1000 
DSJClO00-9 (1) lo00 
fpsol2-i-1 (2) 496 
fps012i2 (2) ..: : - 451 
fpso12i3 (2) )i ! i ,  .-, 425 
inithx.i.1 (2) 864 
inithx.i.2 (2) '.' 645 
inithx.i.3(2) ' ; * *~ - .J I .  621 
latinsqu-10 (3) 01. 'c 900 
le450-15a (4) 450 
le450-15b (4) 450 
le450-15c (4) , , 450 
le450-15d (4) - - 450 
le45025a (4) $ 6  ': 450 
le45025b (4) 
.- .. 
450 
le450-25c (4) 450 
le450-25d (4) 450 
le450-5a (4) 450 
le450-5b (4) 450 
le450-5c (4) 450 
le450-5d (4) . , , , 450 
mulsol.i.1 (2) 197 
mulsol.i.2 (2) 188 
mulsol.i.3 (2) 184 
mulsol.i.4 (2) 185 
mulsol.i.5 (2) 185 
school1 (5) 385 
schooll-nsh (5) 352 
zeroin.i.1 (2) 21 1 
zeroin.i.2 (2) 211 
david (6a) 
homer (6a) 
huck (6a) 
jean (6a) 
games120 (6b) 
miles1000 (6c) 
miles1500 (6c) 
miles250 (6c) 
miles500 (6c) 
miles750 (6c) 
queenlo-10 (6d) 
queen1 1-1 1 (6d) 
queen12-12 (6d) 
queen13-13 (6d) 
queen14-14 (6d) 
queen15-15 (6d) 
queenl6-16 (6d) 
queen5-5 (6d) 
queen6-6 (6d) 
queen7-7 (6d) 
queen8-12 (6d) 
queen8-8 (6d) 
queen99 (6d) 
myciel3 (7) , 
I .  
myciel4 (7) 
myciel5 (7) " 
myciel6 (7) 
myciel7 (7) 
mug88-1 (8) 
mug8825 (8) 
mug100-1 (8) 
mug10025 (8) 
abb313GPIA (9) 
ash331GPIA (9) 
ash608GPIA (9) 
ash958GPIA (9) 
willl99GPIA (9) 
1-Insertionsd (10) 
1-Insertions-5 (10) 
I 1-Insertionss (10) 
2-Insertions3 (10) 
2-InsertionsA (10) 
Tabla 7.1: Instancias DIMACS 
7.1 Instancias de Prueba l0lL 
* 
Problema vbrtices aristas LJ 2 x Problema vkrtices aristas LJ 2 x 
3-Insertions3 (1 0) 56 110 2 4 4 4-FullIns-4 (10) 690 6650 6 8 ? 
Tabla 7.2: Instancias DIMACS 
( 1 )  Grafos generados a1 azar (David Johnson). 
(2 )  Problemas reales de alocacidn de registros (Gary Lewandowski). 
(3) Grafos Leighton generados con nlimero cromAtico conocido (Cmig Morgenstern). 
(4 )  Problemas de asignaci6n de aulas (Gary Lewandowski). 
(5) Grafos Latin square (Gary Lewandowski). 
(6a) Grafos de  libros: dado un libro, cada personaje es representado por un vkrtice. Dos vkrtices son adyacentes si los personajes 
se encuentran durante la historia. Los libros son Anna Karenina, David Copperfield, Homero, Huckleberry Finn y Los Miserables 
(Donald Knuth). 
(6b)  Grafos deportivos: para un campeonato deportivo se crea un vQtice por cada equipo y una arista entre equipos que 
compiten. En particular, es el grafo de la temporada futboistica de 1990 en USA (Donald Knuth). 
(6c) Grafos geogr&icos: 10s vkrtices representan un conjunto de ciudades. Dos vkrtices son adyacentes si la distancia entre las 
ciudades correspondientes es menor a un valor fijo (Donald Knuth). 
(6d) Grafos Reina: se considera un tablero de ajedrez con n2 casillas. Por cada casilla se define un v a i c e .  Dos v a i c e s  son 
adyacentes si las casillas se encuentran en la misma fila, columna o diagonal (Donald Knuth). 
(7) Grafos Mycielski: grafas para los que la medida de una clique m b i m a  es 2 pero el nhmero crom&tico aurnenta en l a  medida 
del grafo (Michael Trick). 
(8) Grafos casi bcoloreables con clique m k i m a  de medida 4 muy diicil de encontrar (Kuzonori Mimno). 
(9) Grafos obtenidos para determinar matrices Jacobinas ralas (Shahadat Hossain). 
(10) Generalizaciones de grafos Mycielski (M.  Cammia y P. Dell'Olmo). 
(11) Problemas reales de diieiio de redes de fibra dptica (Ar ie  Koster). 
112) Grafos Latin square (Carla Comes) 
Tambi6n usamos instancias propias generadas a1 azar, G(n, p), donde n es la cantidad de vdrtices. 
Estos grafos fueron generados de tal manera que todo par u, v de virtices, tiene probabilidad p de 
ser adyacentes. De esta manera, la densidad del grafo es aproximadamente 100p. 
Hay instancias para las cuales el tamaiio de la relajaci6n lineal es muy grande. El tiempo utiliza- 
do por las rutinas de CPLEX para resolverlas es casi prohibitivo e incluso se presentan problemas 
de memoria. Esto hace que sea imposible abordar el problema con un algoritmo Branch-and-Cut. 
El proceso de eliminaci6n de virtices resulta en muchos casos una etapa esencial para la resolu- 
ci6n del problema. La eliminaci6n de vtrtices fue significativa en las instancias de DIMACS. No se 
repite la misma la situaci6n con 10s grafos al azar. Por la forma en que son generados, estos grafos 
tienen 10s grados de 10s virtices muy similares. Debido a esta propiedad, 10s criterios aplicados para 
la eliminaci6n de virtices son satisfechos por muy pocos o por ningiin vdrtice del grafo. 
,' -% -'-' Para ilustrar la importancia de esta etapa, en la Tabla 7.3 mostramos 10s tamaiios de las 
. + - 7 
L+-'- ( 
relajaciones antes y despu6s de la reducci6n de virtices correspondientes a 5 instancias DIMACS. 
Como puede observarse, la reducci6n es muy significativa en grafos de distintas densidades. '3 - I 
I 
Problema % Dens Var Restricc Var .Restrict 
fpsol2i-1 9 20749 21630 2288 2519 
4FullIns-3 8 540 404 756 560 
zeroin-i-1 24 5460 5944 82 122 
miles1500 63 2315 2428 84 111 
DS JC500-lc 97 6756 7611 5348 6023 
Tabla 7.3: Relajaciones Reducidas 
- .  .J, 
* - 
En la Tabla 7.4 mostrarnos las instancias DIMACS en las que logramos disminuir el tamaiio del d, I 
grafo. En la columna 2 aparece la densidad y en la tercera columna la cantidad original de virtices. - 
En la cuarta columna la cantidad de vdrtices que queda despuk del proceso de eliminaci6n. En la 
iiltima columna indicamos el porcentaje de la disminuci6n de virtices. Si bien hay instancias de 
variada densidad, en general, el proceso tiene mayor incidencia en 10s grafos con densidad baja o alta. 
. - .' .' i J I C i . 1  , - 
7 Este preprocesamiento es imprescindible cuando queremos resolver instancias medianas a grandes. 
- 
Sin esta etapa hay instancias para las cuales no es posible aplicar BC-Col o los tiempos de resolu- 
ci6n son prohibitivos. 
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DSJR500-1C 
DSJR500-5 
fpsol2i-1 
fpso12i-2 
fpso12i-3 
inithx.i.1 
inithx.i.2 
inithx.i.3 
latinsquare-10 
le450-15a 
le450-15b 
le45025a 
le45025b 
le45025c 
le45025d 
mulsol.i.1 
mulsol.i.2 
mulsol.i.3 
mulsol.i.4 
mulsol.i.5 
school1 
schoollnsh 
zeroin.i.1 
zeroin.i.2 
zeroin.i.3 
anna 
david 
homer 
huck 
Problema % Dens. n A % Red. 
DSJR500-1 3 500 109 78 
jean 
Problema % Dens. n A %Red. 
miles1000 39 128 50 61 
Tabla 7.4: Reduccidn de Vdrtices 
7.3. Variable de Branching y Estrategia de Recorrido 
Si bien el tarnaiio del hrbol de blisqueda depende tambikn de 10s cortes que se implementen, en 
nuestra experimentacidn inicial observamos que el comportamiento de las estrategias de Branching 
y recorrido era similar se aplicaran o no planos de corte. Por este motivo, para presentar nuestra 
evaluacidn de dichas estrategias hemos decidido no considerar la aplicacibn de planos de corte en 
B C- Col. 
Las estrategias de seleccidn de variable de Branching que comparamos son 'VBI y VB2 com- 
binadas con las estrategias de recorrido 01,02,03 y 04. Adem& consideramos VBO-1, regla de 
Branching por dicotomia en la variable m& fraccionaria con blisqueda en profundidad. 
Las estrategias de recorrido basadas en blisqueda a lo ancho o mejor cota las descartamos. Las 
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experiencias preliminares mostraron riipidamente que pueden presentarse problemas de memoria 
por el tamaiio del kbol. . I  
donsiderarnos grafos generados a1 mar con densidades 30%, 50010, 70% y 90%. Para cada 
estrategia, resolvimos 10 instancias de cada densidad y tomamos el promedio de tiempo y cantidad 
de nodos del kbol. Los Gracos 7.1 resumen 10s resultados de nuestra experimentacibn. 
>-,~: , 
. 4, ..I 1. 
Si fijamos la estrategia de recorrido, en casi todos 10s casos la cantidad de nodos y el tiempo 
fue inferior con VB2. En [73], Sewell propone un algoritmo enumerativo que utiliza VB2+01 para 
la generaci6n del kbol. De acuerdo a su experiencia, el tamaiio del hbol de blisqueda es inferi- 
or al tamaiio del hrbol generado por el algoritmo DSATUR que utilizaVBf +Of. Sin embargo, en 
muchas instancias el tiempo es mayor. Esto es consecuencia del mayor trabajo requerido para elegir 
un vdrtice con la estrategia VB2 que con VBl. Si bien nuestra experiencia con estos algoritmos 
enumerativos confirma 10s resultados de Sewell, no observamos el mismo comportamiento a1 con- 
siderarlos en un esquema Branch-and-Bound. rv. <.-., I 
' I L .  - , ! 1 
Respecto a las estrategias de recorrido, en tQminos general- podemos afirmar que con 0 2  se 
obtuvieron mejores resultados. A1 comienzo de nuestra experirnentacion teniamos confianza en que 
las alternativas 03 y 04  funcionaran bien. Suponiamos que tal vez requirieran mayor tiempo, per0 
esperAbamos una reducci6n en el tamaiio del Qbol. Los resultados nos probaron lo contrario. Sabe- 
mos que las soluciones factibles que se encuentran a lo largo del proceso de bkqueda brindan cotas 
superiores del6ptimo. htas se usan para podar el kbol. Con 0 2  se recorre en primer lugar la rarna 
correspondiente a un color nuevo. Esto posibilita encontrar soluciones factibles m h  fkilrnente pues 
se dispone de mayor cantidad de colores para colorear el grafo. Nuestra experiencia demuestra que 
este proceder goloso de 0 2  da buenos resultados. 
Basados en este aniilisis, nuestra propuesta para la elecci6n de variable de Branching y recorrido 
del 6bo l  es VB2 + 02.  
, I  
Por liltimo, en 10s Gracos 7.2 comparamos la estrategia clhica de dicotomia VBO-I con la peor 
' y la mejor de nuestras estrategias. ~ s t a  es la estrategia clbica utilizada por la mayoria de 10s paque- 
tes de optimizaci6n, presentkdose variaciones en el criterio de selecci6n de la variable de branching. 
La experiencia con la estrategia de dicotomia confirm6 la superioridad de las estrategias pro- 
puestas. La performance es claramente inferior al resto, presenthdose casos que superaron el limite 
de tiempo de CPU impuesto (5hs), en particular para grafos de media densidad. Este resultado no 
nos estrG6. En el capitulo anterior ya mencionamos la caracteristica poco balanceada del tirbol 
q a , , - t -', . ' !-, que explica esta baja performance. "" ' ~ * . ,  I:. ! :.;,,yf:, : ?F.. ,.,;! - , l , . i ; j 5  
+ 4-: -2 F,' , 
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Grkfico 7.1: Variable de Branching + Estrategias de Recorrido 
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T l e m p o  Nodos  
8 0 - 1  
Grgfico 7.2: 0-1 vs Mejor vs Peor 
7.4. Evaluaci6n de las Desigualdades Vglidas 
Una manera de evaluar la calidad de 10s planos de corte es observar el increment0 producido en ? : 
+*, la cota inferior cuando son agregados a la relajaci6n lineal. A mayor incremento, mejor la calidad de 
la desigualdad vzilida. Sin embargo, hay que buscar un balance entre diferentes aspectos. Si 10s cortes 
son muy densos, se incrementa el requerimiento de memoria y la resolucidn de la relajaci6n es m6s 
lenta. Si 10s algoritmos de separaci6n insumen mucho tiempo en relaci6n al beneficio obtenido en el 
incremento de la cota inferior, no vale la pena incluirlos en el algoritmo. A continuacidn mostrarnos 
el andisis sobre distintos aspectos que hicimos de las desigualdades vdidas que fundamenta nuestro 
juicio sobre las mismas. ' 
7.4.1. Evoluci6n de la Cota Inferior 
La primera evaluaci6n de las diferentes familias de cortes fue realizada considerando el mejo- 
ramiento de la cota inferior a nivel nodo raiz. Utilizamos grufos al azar de 60, 70, 100 y 125 v6rtices 
y generamos instancias para densidades bajas (menores a 30 %), densidades medias (entre 40 % y 
60 %) y densidades altas (mayores a 70 %). Realizamos 50 iteraciones del algoritmo de planos de 
corte, con un mhximo por iteraci6n de 300 cortes Clique, 50 Anula Color, 300 p-color Clique, 
300 Camino Multicolor y 300 Agujero. 
Como la funci6n objetivo es entera, el redondeo a1 entero superior del valor 6ptimo fraccionario 
de la relajaci6n lineal brinda una cota inferior del nlimero cromzitico. Esto permite fijar en 1 el 
valor de las variables wj cuyos indices son menores o iguales a dicha cota. Las desigualdades v&lidas 
tienen mayor posibilidad de ser violadas en el caso de la presencia de variables wj fraccionarias. Esto 
nos llev6 a plantearnos la alternativa de redondear y fijar variables despuQ de finalizada la etapa 
de cutting o hacerlo despuQ de cada relajacidn lineal. Un comportamiento tipico del algoritmo en 
ambas situaciones puede observarse en 10s Graces 7.3. Los datos corresponden a un grafo de 100 
v4rtices y 70 % de densidad donde se aplicaron todos 10s cortes durante 50 iteraciones del algoritmo. 
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Si bien pudimos detectar que la cantidad de cortes encontrados cuando no redondeamos es 
mayor, el crecimiento de la funci6n objetivo es m& rApido con la segunda opci6n. En general, se 
alcanza la misma cota en la misma cantidad de iteraciones, per0 se tarda m& como consecuencia 
del tiempo involucrado en la separaci6n de las desigualdades. 
GrSco 7.3: Redondear vs No Redondear 
2 0  - 
I 9  - 
p I S  - 
- 
* 
1 7  - 
c 
0 
Z 1 6  - 
c 
a 
P 
1 5  - 
1 4  -( 
Como disponemos de 5 familias de cortes, cabe preguntarse si existe alguna combinaci6n entre 
ellas que tenga una mejor performance comparada con las otras. De todos 10s factores que estudia- 
mos, este fue el de mayor dificultad y que nos llev6 el mayor tiempo de estudio para obtener una 
respuesta. Experimentamos con muchas instancias de diferente cantidad de v6rtices y densidades, 
buscando alguna caracteritica que nos indicara la ventaja de un corte sobre otro. 
En las Tablas 7.5, 7.6 y 7.7 reportamos nuestra experiencia sobre grafos de 125 v6rtices. In- 
dicamos el valor de la cota inferior, el tiempo total y n6mero de iteraci6n en la que es obtenida y 
el tiempo correspondiente a1 proceso de separaci6n. 
La primera conclusi6n categ6rica es que sin las desigualdades Clique, el algoritmo de planos de 
corte no logra la misma calidad en la cota inferior. La presencia de estas desigualdades es clave 
para mejorar las relajaciones, por lo tanto descartamos rotundamente cualquier combinaci6n de 
planos de corte que no las incluye. 
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C o n  Redondeo 
, 
Experiencia Cornputacional 
Clique 
Clique+Anula Color 
Clique+Camino Mulicolor 
Clique+p-color Clique 
Clique+Anula Color+Camino Mulicolor 
Clique+Anula Color+p-color Clique 
Clique+Camino Mulicolor+pcolor Clique 
Clique+AnuIa Color+Camino Mulicolor+p-color Clique 
Cliaue+Ac~riero 
Clo Clique+Anula Color+Agujero 
C11 Clique+Camino Mulicolor+Agujero 
Clz Clique+p-color Clique+Agujero 
Cl3 Clique+Anula Color+CaminoMulticolor+Agujero 
C14 Clique+Anula Color+p-color Clique+Agujero 
C15 Clique+Camino Mulicolor+p-color Clique+Agujero 
C16 Clique+Anula Color+Camino Mulicolor+p-color Clique+Agujero 
C17 Anula ColorfCamino Mulicolor+p-color Clique+Agujero 
I1 I2 I3 I4 
B 2 Op-Rel 0 2 I Op-Re1 B Op-Re1 0 I 2 Op-Rel 
6 11 0 6 10 0 6 11 0 5 11 0.074 
CotaInf Tiempo Iter CotaInf Tiempo Iter CotaInf Tiempo Iter CotaInf Tiempo Iter 
c1 1 108 9 1 85 3 1 95 9 2 187 11 
Ca 1 108 9 1 85 3 1 96 9 2 187 11 
c3 1 108 9 1 85 3 1 95 9 2 202 10 
c4 1 109 9 1 86 3 1 96 9 2 221 10 
CS 1 108 9 1 85 3 1 95 9 2 203 10 
c6 1 109 9 1 87 3 1 96 9 2 22 1 10 
c7 1 109 9 1 84 3 1 96 9 2 10 
cs 1 109 9 1 84 3 1 96 9 2 230 
c9 1 142 9 1 266 4 1 131 9 2 208 10 
260 
11 
el0 1 142 9 1 266 4 1 131 9 2 209 10 
c11 1 141 9 1 265 4 1 130 9 2 236 11 
c12 1 142 9 1 265 4 1 130 9 2 234 10 
c13 1 142 9 1 265 4 1 130 9 2 237 11 
c14 1 142 9 1 266 4 1 130 9 2  233 10 
c15 1 142 9 1 268 4 1 131 9 2 26 1 9 
c16 1 142 9 1 268 4 1 131 9 2 26 1 9 
c17 0 27 1 1 64 5 0 23 1 1 48 1 
I5 I6 I7 I8 1 
B 2 Op-Re1 B 2 Op-Re1 3 2 Op-Re1 3 2 OpRel 
6 12 0 7 13 0 7 12 0 6 12 0 062 
CotaInf Tiempo Iter CotaInf Tiempo Iter CotaInf Tiempo Iter CotaInf Tiempo Iter 
c1 2 347 23 1 131 10 1 154 12 2 213 12 
c2 2 348 23 1 131 10 1 154 12 2 213 12 
c3 2 406 23 1 134 10 1 155 12 2 178 11 
c4 2 423 24 1 134 10 1 155 12 2 204 11 
c5 2 406 23 1 131 10 1 153 12 2 210 11 
c6 2 424 24 1 134 10 1 155 12 204 11 
c7 2 407 22 1 132 10 1 153 12 194 9 
c8 2 407 22 1 133 10 1 153 12 2 194 9 
c9 2 407 26 1 119 8 1 195 13 2 250 13 
el0 2 407 26 1 119 8 1 195 13 2 250 13 
Cl 1 2 424 21 1 120 8 1 195 13 2 285 11 
el2 2 451 24 1 120 8 1 195 13 2 290 12 
c13 2 425 21 1 120 8 1 195 13 2 240 11 
c14 2 451 24 1 120 8 1 195 13 2 290 12 
CIS 2 447 22 1 120 8 1 195 13 2 261 11 - 
cl6 2 447 22 1 120 8 1 195 13 2 262 11 
el7 1 129 3 0 26 1 0 21 ; 1 1 38 1 
Tabla 7.5: Planos de Corte en Grafos de Baja Densidad P. 
En 10s grcrfos de baja densidad, el valor 6ptimo de la relajaci6n inicial es generalmente nulo. La 
cota inferior no mejora sustancialmente y es alcanzada en las primeras iteraciones del algoritmo 
despub de las cuales se estabiliza. Incluso hay instancias en las que el algoritmo termina antes 
del limite de 50 iteraciones por no encontrar cortes violados. No hay una marcada diferencia en el 
nlimero de iteraci6n en la que cada combinaci6n alcanza la cota, per0 se evidencia un aumento del 
tiempo en las combinaciones que incorporan a las desigualdades Agujero. 
En 10s grafos de media densidad, la relajacibn inicial tampoco otorga una cota inferior de buena 
calidad. Sin embargo, la incorporaci6n de 10s cortes mejora el valor 6ptimo de la relajaci6n. En 
ningitn caso la diferencia de 10s valores 6ptimos correspondientes a iteraciones sucesivas es supe- 
rior a 1. En general, la primera mejora de la cota se produce durante las primeras iteraciones del 
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Tabla 7.6: Planos de Corte en Grafos de Media Densidad 
I 
c 1  
CZ 
c 3  
c 4  
CS 
c 6  
c 7  
c 8  
c 9  
CIO 
c 1 1  
ClZ 
c 1 3  
c 1 4  
c 1 5  
C l 6  
c 1 7  
c 1  
c 3  
c 3  
c 4  
c 5  
c 6  
c 7  
c8 
c 9  
C l 0  
cll 
ClZ 
c 1 3  
c 1 4  
c 1 5  
c 1 6  
c 1 7  
algoritmo, luego se estabiliza, vuelve a mejorar promediando el nlimero de iteraciones y finaliza 
estabilizada. No se presentaron casos en 10s cuales el algoritmo finaliz6 por no poder encontrar 
cortes violados. 
Para 10s grafos de alta densidad el valor 6ptimo de la relajaci6n incrementa sustancialmente la 
cota inferior inicial que adem& mejora en las sucesivas iteraciones del algoritmo. Hay una mayor 
diferencia en el nlimero de iteracibn donde cada combinaci6n alcanza la cota per0 varia de una 
instancia a otra sin evidenciarse relaci6n entre las mismas. No hay una combinaci6n que prime 
sobre otra, aunque la incorporaci6n de las desigualdades Agujero empeora 10s tiempos. 
Para complementar nuestro estudio con otro an&lisis de 10s datos, decidimos utiliiar una rnedida 
de eficiencia. Nuestra idea es medir c u b  lejos se encuentra una determinada combinaci6n respecto 
de la mejor combinaci6n para cada una de las instancias. Para eso, para cada instancia i, sea 
~ i e m ~ o p  el tiempo en obtener la cota inferior por la combinaci6n Cj de cortes. Notamos por 
C. Mejori a min{Tiempoi ' , j = 1, .  . . $16). Para cada combinaci6n Cj calculamos Pj, la suma sobre 
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Iter 
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3102 
2551 
2691 
1571 
1 
110 Experiencia Camputacional 
-- I, 
2 Op-Re1 3 
31 1.646 15 
Tiempo Iter CotaInf 
2500 27 5 
.. 
X 
49 
Tiempo 
2067 
1989 
2395 
2349 
1710 
2334 
2258 
3188 
2046 
1697 
2488 
2209 
2103 
3288 
2313 
2634 
Tabla 7.7: P l a ~  
I2 
- 
X 
29 
Tiempo 
3005 
2848 
4072 
3039 
3322 
4979 
2159 
4233 
3213 
3140 
2639 
1976 
2864 
4690 
1926 
3767 
84 
- 
I6 
X 
48 
Tiempo 
1430 
1209 
1694 
1388 
1248 
1548 
1501 
1631 
1442 
1376 
1729 
1735 
1514 
2011 
2386 
1772 
79 
0s de ( 
11 I3 H I4 
OP-Re1 11 3 1 2 1 Op-Rcl 1) 0 1 2 I OpRel 
1.138 1.859 16 30 0.746 
49 1752 1678 26 
47 2236 25 1742 
47 1976 27 1685 25 
46 2254 26 4 2194 24 
14 2039 24 4 1698 22 
48 
47 
43 
15 
15 
47 
49 
16 
50 
1 
op-Rcl 
4.469 
Iter 
50 
40 
50 
43 
40 
43 
39 
46 
46 
42 
42 
48 
38 
47 
47 
43 
1 
A. II 
3 I f OpRel B 
32 48 4.184 33 
CotaInf Tiernpo Iter CotaInf 
8 1244 38 8 
8 1576 433 8 
orte en Grafos de Alta Densidad 
las 8 instandas de la diferencia relativa entre ~ i e r n ~ o p  y Mejori. Es decir 
Una combinaci6n que tenga un valor bajo de esta medida, nos indica un buen esquema de corte. 
En el GrSco 7.4 mostramos 10s valores obtenidos. 
Podemos observar que la desigualdad p-color Clique no estb presente entre las combinaciones 
de mejor comportamiento, independientemente de la densidad del grafo. En grafos de alta densidad, 
la presencia de 10s cortes Agujero es notablemente perjudicial. En grafos de media y baja densidad, 
si bien no tan categ6ricamente como en el caso de baja densidad, su presencia no es esencial para 
obtener una buena combinacicin de cortes. 
Para grafos de densidad media, la combinacicin C5 de Cliques, Anula Color y Camino 
lMulticolor resulta la mejor. De acuerdo a nuestra experiencia y a la reportada en muchos trabajos 
de la literatura, el problema de coloreo en grafos de media densidad suele ser m6.s dificil. Es por 
eso que decidimos basar nuestra decisi6n en estos grafos e inclinarnos por la combinaci6n C5. 
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Gr&fico 7.4: Eficiencia de Esquemas de Cortes 
De cualquier manera, esta elecci6n es suficientemente buena para grafos de baja y alta densidad, 
encontrhdose en todos 10s casos no muy alejada de la mejor combinacibn. 
7.4.2. Tiempo de Separaci6n 
Un factor que no influye en nuestra elecci6n es el tiempo correspondiente a 10s procedimientos 
de separaci6n. La Tabla 7.8 muestra para cada una de las combinaciones el tiempo promedio sobre 
las 8 instancias para realizar las 50 iteraciones del algoritmo de planos de corte, el tiempo promedio 
del proceso de separaci6n y su porcentaje sobre el tiempo total . 
Se puede observar que la proporci6n sobre el tiempo total de 10s tiempos de separaci6n no es 
importante, aunque se acrecienta a medida que baja la densidad del grufo. Las relajaciones sobre 
grafos de baja densidad se resuelven m& riipido y por eso la proporci6n de tiempo de separaci6n 
aumenta. El proceso para separar las desigualdades Agujero es factor determinante para el aumento 
de la proporci6n en el tiempo total de separaci6n y en menor medida, el proceso para separar 
desigualdades p-color Clique. Consideramos que el tiempo de 10s algoritmos de separaci6n no es 
un factor decisivo para privilegiar una combinaci6n sobre otra. 
7.4.3. Eficiencia de 10s Algoritmos de Separaci6n 
Para evaluar la eficiencia de 10s algoritmos de separaci6n para encontrar desigualdades violadas 
tomamos como medida el porcentaje de cortes violados sobre la cantidad de cortes analizados por 
cada uno de 10s procedimientos. En la Tabla 7.9 mostramos 10s resultados para 5 iteraciones del 
algoritmo de planos de corte en grafos de distinta densidad. 
Las desigualdades Anula Color y Camino Multicolor tienen posibilidad de estar violadas 
linicamente en el caso que la variables wk que se encuentran en la respectiva restricci6n tienen valor 
fraccionario. Si esto no ocurre el algoritmo de separaci6n no es llamado. Un signo * en la tabla 
Experiencia Gomputacional 
Alta densidad .. Media densidad Baja densidad 
Total Separaci6n % Total Separaci6n % Total Separaci6n % 
C 1  2363 55 2 1274 46 4 236 33 14 
C2 2243 56 2 1381 46 3 236 33 14 
C3 2541 64 3 1351 53 4 247 34 14 
C4 2722 82 3 1581 60 4 258 36 14 
C5 2405 62 3 1275 54 4 248 34 14 
C6 3032 83 3 1448 6 1 4 258 36 14 
C7 2720 85 3 1478 56 4 263 40 15 
C8 2821 86 3 1494 56 4 259 40 15 
C9 2306 111 5 1450 98 7 309 74 24 
C10 2327 113 5 1395 99 7 309 74 24 
C11 2420 127 5 1483 105 7 327 8 1 25 
C12 3309 179 5 1560 118 8 331 7n 24 
C13 2493 126 5 1329 103 8 326 25 
C14 3580 178 5 1626 118 7 331 79 24 
C15 3017 192 6 1487 123 8 347 90 26 
C16 3147 190 6 1642 124 8 346 90 26 
C17 1004 43 4 725 111 15 242 99 4 1 
Tabla 7.8: Tiempo de Separaci6n vs Tiempo Total , , , 
indica esta situaci6n. El proceso de separaci6n de la desigualdad Camino Mdticolor tielit: ouen 
indice de eficiencia, independientemente de la densidad del gmfo. Las desigualdades Anula Color 
son exploradas por medio de fuerza bruta y el porcentaje de las que se encuentran violadas es muy 
bajo. A pesar de esto, como el procecimiento es muy riipido y su inclusi6n muestra beneficios en la 
performance del algoritmo, se justifica su inclusi6n. 
El proceso de separaci6n miis ineficiente corresponde a las desigualdades p-color Clique. Es 
un proceso heuristic0 y estos porcentajes pueden llevar a concluir que tal vez no sea una buena 
estrategia la utilizada. Sin embargo, la experimentacibn hecha sobre grafos con menor cantidad 
de vbrtices haciendo una blisqueda miis exahustiva no mostr6 mejores resultados. Todo parece 
indicar que no son desigualdades que Sean frecuentemente violadas por las soluciones 6ptimas de 
las relajaciones. 
La eficiencia de la separaci6n de Agujero aumenta a medida que disminuye la densidad del 
grafo y la de Cliques mantiene un indice parejo independientemente de la densidad. 
Son varios 10s criterios que utilizamos para evaluar las desigualdades vadas:  evoluci6n de la 
cota inferior, tiempos de los algoritmos de separaci6n y un indice de eficiencia. Todos ellos est6.n 
relacionados y nos inducen a conclusiones que no entran en conflicto. Es indispensable la presencia 
de las desigualdades Clique, que junto con las Anula Color y Camino Mdticolor se combinan 
dando un buen esquema de planos de corte. Las desigualdades p-color Clique y Agujero n 
tienen caracteristicas que justifiquen su inclusi6n. ' : . ' . . !I 1 ? -  ,) r,: ,-; :a. l ' ,  .:w 
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Tabla 7.9: Eficiencia Algoritmos de Separaci6n 
7.5. ~Cortes  6 Branching? 
Ciclos 
94.9 
91.8 
91.1 
87.0 
Las decisiones de cliando y por cliantas iteraciones aplicar un algoritmo de planos de corte antes 
de realizar un Brunching es un factor crucial en la performance del algoritmo. Los planos de corte 
son muy efectivos desde el punto de vista del incremento de la cota inferior. Sin embargo, dentro 
de un esquema Branch-and-Cut, hay que lograr un equilibrio entre dicho beneficio y el tiempo 
requerido. A continuaci6n analizamos posibles alternativas. 
21.5 11.6 7.9 * 11.5 1.5 0.2 * 82.0 
22.0 0.0 73.3 24.7 0.0 89.3 
19.9 0.6 2.0 62.1 19.9 8.1 53,3 0.0 91.2 
20.2 0.0 53.3 23.4 0.0 85.3 
80.0 
21.5 0.0 21.6 83.0 26.5 86.4 
20.2 0.3 8.0 73.4 25.5 0.0 85.4 
* * 
7.5.1. Iteraciones del Algoritmo de Planos de Corte 
Camino 
70.0 
24.0 
40.6 
* 
Inicialmente, nuestra cota inferior estb dada por el tamaiio de una clique maximal obtenida 
por la heuristica golosa. Las experiencias presentadas en la secci6n anterior sobre el mejoramiento 
de la cota inferior en la relajaci6n inicial, nos inducen a considerar en BC-Col que vale la pena 
invertir esfuerzo en el nodo raiz realizando m k  de una iteraci6n del algoritmo de planqs de corte. 
En relaci6n al tamaiio de 10s grafos que consideramos en nuestra experimentaci6n, y teniendo en 
cuenta 10s valores de tiempo y las iteraciones en las que se producen 10s incrementos, 20 iteraciones 
en el nodo raiz resulta un valor que logra cierto equilibrio entre el beneficio y el tiempo. 
Anula 
Color 
1.3 
* 
0.0 
* 
Dens 
% 
90 
Una segunda etapa de nuestro andisis se enfoc6 en la determinacibn del nfimero de iteraciones 
en el resto de 10s nodos del 6rbol. Esto es manejado a trav6s del pa rhe t ro  IPC. En general, 
obtenido un incremento signficativo en el nodo raiz, 10s cambios en el valor de la cota inferior no 
son tan marcados en el resto de 10s nodos. Por lo tanto, no se justifica realizar muchas iteraciones 
del algoritmo de planos de corte salvo para el nodo raiz. 
p-Color 
14.6 
0.1 
3.5 
0.0 
Dens 
% 
50 
Clique 
31.4 
29.6 
27.6 
25.9 
p-Color 
31.4 
3.9 
0.0 
0.0 
Experimentamos con BC-Col con diferentes valores de IPC. En 10s Grficos 7.5 presentamos 
nuestros resultados con 20 iteraciones en el nodo raiz y 1, 2, 4 y 6 iteraciones en el resto de 10s 
nodos del kbol. Consideramos las desigualdades Clique, Anula Color y Camino Multicolor 
como planos de corte. Los resultados estbn dados sobre el promedio de 10 instancias de densidad 
Clique 
20.2 
24.2 
20.7 
22.4 
Camino 
80.0 
* 
* 
* 
Anula 
Color 
0.8 
* 
* 
* 
Ciclos 
29.5 
26.4 
21.3 
13.6 
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30, 50, 70 y 90% respectivamente. Por la diferencia de escala entre 10s tiempos de las diversas 
densidades, normalizamos a 1 el tiempo requerido por BC-Col con 2 iteraciones por nodo. 
T iem po I lter 
. 2 Iter N o d o s  
n 
I lter 
.2 lter 
0 4 lter 
W 6 lter 
Gr&co 7.5: Parcimetro IPC 
, - ' I  
Los griificos reflejan claramente que a medida que aplicamos m6.s iteraciones del algoritmo de 
planos de corte, mayor es la reducci6n en la cantidad de nodos explorados del &bol. Sin embargo, 
10s tiempos de ejecuci6n aumentan, evidenciando que el tiempo de resolver las relajaciones no se 
ve compensado por la disminuci6n del tamaiio del kbol. Con 2 iteraciones del algoritmo de planos 
de corte se obtiene el equilibrio buscado: reducci6n de nodos y tiempo. Esta es la opci6n que mejor 
performance tiene. 
7.5.2. Skip Factor 
En una segunda etapa analizamos cutindo aplicar planos de corte. Uno de 10s criterios m b  
usuales es relacionar esta decisi6n con 10s nodos del &bol. Es decir, establacer cada cliantos nodos 
explorados (skip factor) se decide aplicar planos de corte antes del Brunching. Para poder analizar 
el comportamiento de nuestro algoritmo frente a diferentes valores del skip factor experimentamos 
con grafos de 60 y 70 vkrtices con densidades 30, 50, 70 y 90 %. En 10s Grficos 7.6 mostramos -- 
el tiempo y cantidad de nodos para valores de skip factor de 1, 2,  4 y 8 respectivarnente. Los 
resultados son 10s promedios sobre 10 instancias de cada una de las densidades. Por problemas de i 
escala, normalizamos a 1 10s valores correspondientes a BC-Col con skip factor igual a 1.  
Se evidencia un claro dominio del valor 1 para el skip factor, ya sea desde el punto de vista del 
tiempo como del tamaiio del &rbol de btisqueda. Esta conclusi6n refuerza nuestra valoraci6n sobre 
10s planos de corte. La influencia sobre las relajaciones justifica usarlos en todos 10s nodos. 
7.6. Cornparando Relaj aciones 
En el Capitulo 4 definimos 4 poliedros: SCP, CP, CPr y CP". El poliedro SCP estd asociado a la 
formulaci6n clkica del problema de coloreo. Los poliedros CP, CPr y CP" corresponden a1 conjunto 
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T ie rnpo  N o d o s  
GrAfico 7.6: Skip Factor 
de soluciones de 10s tres modelos que presentamos con diferentes criterios para la eliminacion de 
simetria. 
Desde el punto de vista del estudio poliedral, ya hemos seiialado la dificultad que presentan 10s 
poliedros CP' y C P .  Sin embargo, como ambos poliedros estAn incluidos en CP, las desigualdades 
vdidas que surgieron de nuestro estudio tambi6n lo son para estos poliedros. Por otro lado, algunas 
desigualdades vAlidas que derivamos para SCP en 1181 son cornpartidas con CP. Por ejemplo, las 
desigualdades Clique. 
De acuerdo a nuestra experiencia, la inclusi6n de las desigualdades Clique en un algoritmo de 
planos de corte resulta fundamental para mejorar la cota inferior que otorga el valor 6ptimo de la 
relajacidn lineal. Por este motivo, nos parece razonable utilizar estas desigualdes en un algoritmo 
de planos de corte para comparar las diferentes relajaciones. 
Utilizamos grafos a1 azar de 125 virtices y de densidades 30, 50, 70 y 90 %. En las 4 formulaciones 
fijamos la coloraci6n de la clique maximal. Las restricciones que eliminan soluciones simktricas 
fueron consideradas para 10s ve'rtices restantes y para 10s colores con indice superior a 3. Hicimos 
50 iteraciones de un algoritmo de planos de corte con las desigualdades Clique. En 10s Grficos 7.7 
mostramos la evoluci6n del la funcidn objetivo para las 4 relajaciones. 
La relajaci6n lineal de SCP es la de peor comportamiento y no alcanza a obtener 10s mismos 
valores de la cota inferior. La gran cantidad de soluciones sim6tricas que se encuentran en el poliedro 
son la causa del lento progreso en el increment0 de la funci6n objetivo e incluso de1 tiempo que 
demora cada iteraci6n del algoritmo de planos de corte. 
Las otras tres relajaciones tienen un comportamiento similar desde el punto de vista del meje 
ramiento de la cota inferior. Sin embargo, el tiempo de resoluci6n de las relajaciones en cada 
iteraci6n es superior para C F  .Esto resulta Mgico pues C P  tiene (n - 3)(2 - &) restricciones m b  
que CP. 
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Grace 7.7: Comparando Relajaciones 
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En algunos casos, la relajaci6n de CP' super6 a CP. Este comportamiento se evidencia gene- 
ralmente en gmfos donde 5 y 2 tienen gran diferencia. En vistas de este comportamiento, imple- 
mentamos un Branch-and-Cut usando la relajaci6n de CP'. La mayor dificultad la encontramos 
en la etapa de Branching. Despuks de elegir un v~rtice del gmfo, nuestro algoritmo abre un hijo 
para cada color factible entre 10s ya usados y un nuevo color en algunos casos. Las restricciones 
que eliminan soluciones simktricas en CP' imponen que el conjunto de vkrtices coloreados con el 
color j tenga cardinal mayor o igual al del conjunto de 10s v6rtices pintados con j + 1. Por lo tanto, 
si aplicamos nuestra estrategia de Brunching podemos estar eliminando las soluciones factibles de 
CP'. Para asegurarnos de no perder las soluciones factibles, debemos abrir un hijo por cada color 
factible entre 1 y 2. De esta manera se construye un kbol con m& ramas que las que surgen 
con la relajacibn de CP. Esta diferencia se acentlia justamente en 10s gnrfos donde la relajaci6n 
de C P  es superior a la de CP. Nuestra experiencia nos mostr6 que a pesar que la relajaci6n es 
mejor, no alcanza a compensar el increment0 de tiempo causado por el aumento en el tamaiio del 
kbol. Tampoco trajo buenos resultados la estrategia de dicotomoia en una variable. A pesar de 10s 
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resultados negativos de considerar a CP' dentro de un esquema Branch-and-Cut, rescatamos esta 
relajaci6n para aquellos casos en 10s cuales buscamos s61o cotas inferiors aplicando un algoritmo 
de planos de corte. 
7.7. Branch-and-Bound vs BC- Col 
Si bien de alguna manera se desprende del andlisis que hacemos sobre el skip factor, nos parece 
interesante remarcar el beneficio de incluir planos de corte. Para eso comparamos nuestro algoritmo 
BC-Col con skip factor igual a 1 con un algoritmo Branch-and-Bound. La comparaci6n estd hecha 
sobre la misma implementaci6n, simplemente no llamamos a las rutinas de separaci6n. En 10s 
Grtilicos 7.8 queda evidenciada la mejor performance del algoritmo que incluye 10s planos de corte. 
Estos resultados son 10s promedios sobre 10 instancias para cada densidad. 
Grdfico 7.8: Branch-and-Bound vs BC-Col 
2:OO:OO 1 Tiempo .B&C 25000 1 
 odds .BLC 
/ O B k B  /I/ 3 .B.B I m 1:30:00 - 10000 4 N -  d /d 
1:15:00 - 
1500 - 
1:~oo:oo - 
0:45:00 - 
0:30:00 - 
0:15:00 - 
La reducci6n obtenida por BC-Col en 10s tiempos de ejecuci6n es notable. Se logran resolver 
instancias que sin 10s planos de corte superan el limite de 2hs. Cabe seiialar que para poder obtener 
resultados con Branch-and-Bound dentro de las 2 hs tuvimos que reducir el tamaiio de 10s grafos 
de experimentaci6n a 50 y 60 virtices. Para grafos con mayor cantidad de ve'rtices, la inclusi6n de 
planos de corte resulta esencial para resolver el problema. 
7.8. CPLEX vs BC-Col 
A1 implementar un Branch-and-Cut es natural plantearse la comparaci6n contra a l g h  algorit- 
mo de prop6sito general.  vale la pena todo el esfuerzo invertido en una implementaci6n ad-hoc? 
~ P o r  quk no usar la implementaci6n de un buen paquete de optimizaci6n? Para responder a esta 
pregunta, utilizamos CPLEX [23] sobre el que corrimos instancias de 50 y 60 ve'rtices con densidades 
30, 50 70 y 90 %. En la Tabla 7.10 presentamos 10s resultados correspondientes a 10 instancias para 
cada densidad. Reportamos 10s tiempos y cantidad de nodos para cada uno de 10s algoritmos. Un 
signo ***** en la tabla indica que la instancia no pudo ser resuelta dentro del limite impuesto 
70% 
S5 
22144 
50% 
6 8 0  
14852 
0:00:00 - C 90% 
i 7 
i 3 5 8  0:09:i5 
90 % 
0:00:22 
B L B  
B L C  
B L B  1:44:07 1:23:07 
B L C  951 
9870 
2:38:57 
50 % 
0:24:44 
30% 
0:30:07 
70 % 
0:02:41 
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de 2 hs. Las corridas con CPLEX se realizaron utilizaido toda las ventajas que el paquete ofrece: 
Tabla 7.10: CPLEX vs BC-Col 
pre-procesamiento, cortes clique y cortes cover. La estrategia de blisqueda es en profundidad y el 
Branching dicot6mico en la variable mds infactible. 
La ventaja de BC-Col se acenttia en grafos de densidades medias, donde el CPLEX super6 el 
tiempo limite en la mayoria de las instancias. 
Si comparamos la relaci6n tiempo-cantidad de nodos explorados, CPLEX genera mayor cantidad 
de nodos por unidad de tiempo. BC-Col tiene una relaci6n mucho menor. Esto se debe a varios 
factores. Los algoritmos de separaci6n y las iteraciones del algoritmo de cortes aumentan el tiempo 
invertido en cada subproblema. En BC- Col implementamos, gracias a cierta flexibilidad del entorno 
ABACUS, estructuras y procedimientos especificos para el problema. Estos facilitan la generaci6n 
de cortes y la definici6n de las estrategias de recorrido y Branching per0 traen como consecuencia 
un procedimiento de manejo del &bol mucho m6s lento. Sin embargo, 10s resultados son m b  que 
elocuentes. A pesar de la robustez y eficiencia de la implementaci6n de CPLEX, 10s planos de corte 
y todas las estrategias especificas que desarrollamos para BC-Col conforman un algoritmo exitoso. 
7.9. Resultados Finales 
Despuk de analizados 10s factores que consideramos importantes en nuestra implementaci6n, 
estamos en condiciones de presentar nuestro resultados finales. Para determinar la eficiencia de BC- 
Col, comparamos contra el algoritmo DS ATUR [lo] con la modificaci6n propuesta por Sewell [73]. 
Usamos el c6digo de Mike1 Trick disponible en http://mat.gsia.cmu.edu/COLOR/solvers/trick~c ..:? > I   -- . 1 
Los valores de 10s parametros y 10s criterios usados en BC-Col son: i -1 
.L - 
IPC-Iteraciones de planos de corte: Nodo raiz:20 Otros nodos:3 
Skip factor: 1 
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Seleccidn de variable de Branching: VB2 
Estrategia de recorrido: 0 2  + Profundidad 
Planos de corte: Clique + Anula Color +Camino Multicolor 
Mhxima cantidad de cortes por iteracidn: 300 + 100 + 300 
Tiempo limite: 2hs 
Experimentamos con grafos generados a1 mar y la libreria de instancias DIMACS. Los grafos gene- 
rados a1 azar estiin presentes en todos 10s trabajos de la literatura sobre algoritmos para el problema 
de coloreo de grafos. La experiencia reportada sobre ellos 10s caracteriza como 10s grafos m& dificiles 
de colorear. En general, si se trata de un algoritmo exacto, se limitan a instancias menores a 70 
ve'rtices acentuhndose la dificultad en el caso de grafos de densidad media. Compartimos esta 
apreciacibn, aunque pudimos trabajar con grafos de hasta 90 ve'rtices. 
Tabla 7.11: BC-Col en Grafos a1 Azar 
" 
Los resultados muestran que, en general, 10s grafos a1 azar de densidad baja (menor a1 30%) 
se resuelven m& riipidamente con un esquema de enumeraci6n completa. Esto no s610 se debe a 
la buena performance de DSATUR, sin0 tambi6n a1 bajo impacto que tienen 10s planos de corte 
en BC-Col. Ya hemos visto el rol fundamental de 10s cortes Clique para el mejoramiento de la 
cota inferior. En grafos a1 azar de baja densidad, el impacto en la evoluci6n de la cota dismi- 
nuye por varias razones: las cotas inferior y superior iniciales no tienen una marcada diferencia, 
las cliques no son de gran tamaiio y 3 difiere poco de x(G). Esto trae como consecuencia que el 
proceso de Bound no sea tan efectivo y el kbo l  de btisqueda no pueda ser podado significativamente. 
Los grafos de media densidad (entre el 30 % y 70 %) son 10s m& dificiles para DSATUR. En 
estos grafos se presentan mayores diferencias entre las cotas iniciales y entre x(G) y LJ. La blisqueda 
en el k b o l  de enumeraci6n es m& exhaustiva y el nlimero de subproblemas explorados aumenta ex- 
ponencialmente. Con esta densidad, instancias que no pueden ser resueltas dentro del tiempo limite 
de 2hs, surgen en grafos de apenas 70 ve'rtices. Esta medida nos da una clara idea de la dificultad de 
G(80,40) 
DSATUR 
939 
***** 
4209 
216 
***** 
6447 
720 
***** 
195 
***** 
G(125,lO) 
DSATUR 
48 
5240 
1 
61 
30 
4081 
120 
2199 
411 
4 
BC-Col 
343 
3835 
1291 
192 
698 
2308 
347 
4953 
206 
2015 
BC-Col 
221 
2767 
86 
43 
64 
830 
685 
1280 
180 
63 
G(70.50) 
DSATUR 
560 
1814 
125 
48 1 
1023 
72 
383 
767 
4065 
268 
G(80,20) 
DSATUR 
2 
1 
3 
18 
8 
6 
2 
1 
5 
4 
G(75.70) 
DSATUR 
3443 
5171 
***** 
***** 
1389 
1443 
3200 
***** 
***** 
5975 
G(9030) 
DSATUR 
24 
4043 
162 
***** 
***** 
****a 
***** 
1174 
3890 
****I 
G(75,50) 
DSATUR 
440 
6027 
866 
***** 
2037 
580 
5825 
5655 
995 
2181 
G(80,30) 
DSATUR 
308 
12 
152 
3778 
15 
101 
588 
152 
8 
182 
BC-Col 
742 
94 
91 
302 
336 
205 
203 
950 
213 
BC-Col 
40 
19 
66 
51 
44 
56 
70 
57 
11 
63 
G(70,70) 
DSATUR 
247 
767 
2197 
1559 
1010 
****I 
290 
1208 
286 
1057 
G(80,90) 
DSATUR 
30 
14 
284 
11 
1173 
60 
6291 
353 
***** 
540 
BC-Col 
597 
2978 
1778 
2058 
545 
576 
2087 
1933 
1914 
***** 
BC-Col 
5 
2146 
69 
****I 
***** 
5496 
395 
284 
1065 
3307 
BC-Col 
2135 
1631 
5754 
6393 
3545 
3294 
4414 
4141 
994 
429 
BC-Col 
228 
99 
177 
1187 
85 
337 
135 
153 
106 
128 
BC-Col 
85 
65 
449 
511 
362 
674 
34 
238 
57 
186 
BGCol 
10 
6 
50 
2 
2764 
13 
1114 
70 
1840 
160 
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esta clase de grafos. Por el contrario, BC-Col muestra muy buena performance, pudiendo resolver 
instancias que con DSATUR no fue posible. Esta situaci6n es m&s frecuente a medida que aumenta 
la densidad del grafo. 
Los grafos de alta densidad (m&s de 70 %) son 10s que muestran un comportamiento m k  err6tic0, 
encontrhdose instancias que se resuelven en pocos segundos y otras que superan las 2hs. No encon- 
tramos una explicaci6n convincente de este fendmeno. La performance de BC- Col fue muy buena, 
incluso resolviendo instancias a nivel del nodo raiz. 
A mod0 de resumen, en la Tabla 7.12 mostramos el tiempo promedio sobre las instancias 
resueltas por los dos algoritmos y el porcentaje de instancias que superaron las 2hs de CPU para 
cada uno de 10s algorimtos. Cabe destacar el bajo porcentaje de instancias no resueltas por BC-Col 
comparado con DSATUR y la buena performance reflejada en 10s tiempos promedio. 
G(80,40) 1 G(70,50) I G(75,50) G(70,70) I G(75,70) 
Tiempo Promedio 
DSATUR / BC-Col I DSATUR I BGCol I DSATUR I BC-Col I DSATUR I BGCol 1 DSATUR I BCCol 
2121 1 866 ( 956 1 348 1 2734 1 2926 1 958 1 221 1 3437 1 1357 
Porcentaje de instancias no resueltas 
40 I 0 I 0 I 0 I 10 0 I 10 I 0 I 40 I 10 
G(125,lO) I G(80,20) I G(80,30) G(80,90) I G(90,90) 
Tiempo Promedio 
DSATUR I BC-Col 1 DSATUR / BC-Col I DSATUR I BGCol 1 DSATUR I BGCol 1 DSATUR I BCCol 
606 1 1220 1 7 1 48 1 530 1 264 1 973 1 465 1 1859 1 714 
Porcentaje de instancias no resueltas 
0 I 0 I 0 I 0 I 0 I 0 I 10 I 0 I 50 ) 20 
Tabla 7.12: Tiempos Promedio sobre Grafos a1 Azar 
DIMACS es un centro de investigaci6n product0 de la colaboraci6n de Rutgers University, 
Princeton University, AT&T Labs Research, Bell Labs and NEC Research Institute. Entre sus 
objetivos se encuentra fomentar el anhlisis experimental de algoritmos. En particular, en 1993, 
se realiz6 un encuentredesafio sobre algoritmos para el problema de clique m&ma, coloreo y 
satisfactibilidad [29]. Con este prop6sit0, se reuni6 una colecci6n de instancias de prueba prove- 
nientes de diversas fuentes. En el reciente 2002 Computational Symposium: Graph Coloring and 
its Generalizations, este conjunto de instancias se actualiz6 y se us6 para la comparaci6n de 10s 
distintos algoritmos. En dicho congreso presentamos parcialmente 10s resultados computacionales ' ,  J '  
de nuestro algoritmo, siendo &tos muy competitivos [64]. ,-? 
J 
- 
Dividimos nuestra presentaci6n en dos grupos. La Tabla 7.13 corresponde a las instancias que 
pudieron ser resueltas dentro del limite de 2 horas de CPU. Las primeras 10 se resolvieron en el no- 
do raiz, sin necesidad de ingresar en un proceso de Branching. El resto de las instancias requiri6 de 
una exploraci6n del hbol. La Tabla 7.14 corresponde a instancias en las que no pudo alcanzarse 
la optimalidad dentro de las 2 horas de CPU. En estos casos, reportamos la mejor cota inferior y 
d 
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superior obtenida dentro de ese tiempo por cada uno de 10s algoritmos. 
Los grQfos sobre 10s cuales BC-Col no pudo obtener ning6n resultado tienen alguna de las 
siguientes propiedades: 
Grafos a1 azar con m& de 500 vkrtices: Son instancias muy dificiles de resolver y que presen- 
taron problemas de memoria. Esthn pensadas para experimentar con heuristicas. 
= Grafos con m& de 1000 vkrtices: para experimentacibn con heuristicas. 
Grafos Reina: son grafos muy regulares de densidad media (ver referencia en Tabla 7.2. No 
hemos encontrado en la literatura algoritmos exactos que resuelvan el problema para m& de 
80 vkrtices . 
Tabla 7.13: Instancias DIMACS: Solucibn optima 
Problema 
DSJC125-1 
fpsol2i-1 
fpso12i-2 
fpso12i-3 
miles1000 
miles1 500 
ash33lGPIA 
3-FullIns-3 
4-FullIns-3 
5-FullIns-3 
mug88-1 
mug88-25 
mug100-1 
mug100-25 
3-InsertionsS 
1-FullIns-4 
2-FWlIn~-3 
queen8-8 
n 
125 
496 
451 
425 
128 
128 
662 
80 
114 
154 
88 
88 
100 
100 
56 
93 
52 
64 
m 
736 
11654 
8691 
8688 
3216 
5198 
4185 
346 
541 
792 
146 
146 
166 
166 
110 
593 
201 
728 
n-cli 
4 
55 
29 
29 
41 
71 
3 
5 
6 
7 
3 
3 
3 
3 
2 
3 
4 
8 
);. 
5 
65 
30 
30 
42 
73 
4 
6 
7 
8 
4 
4 
4 
4 
4 
5 
5 
10 
x 
5 
65 
30 
30 
42 
73 
4 
6 
7 
8 
4 
4 
4 
4 
4 
5 
5 
9 
BC-Col 
2.00 
29.00 
9.00 
9.00 
0.02 
0.14 
2719.0 
1.00 
3.00 
3.00 
485.00 
1690.0 
4029.0 
5498.0 
10.00 
703.00 
3.00 
96.00 
DSATUR 
0.10 
0.30 
0.20 
0.20 
0.10 
0.10 
1.70 
***** 
***** 
***** 
***** 
***** 
***** 
***** 
12.70 
***** 
2558 
46.00 
Tabla 7.14: Instancias DIMACS: Mejoramiento de Cotas 
1 *.' 
Problema 
DSJC125-5 
DSJC125-9 
DSJC250-1 
DS JC250-5 
DSJC250-9 
DSJR500-lc 
queen9-9 
myciel6 
myciel7 
1-Insertionsd 
1-Insertions-6 
2-InsertionsA 
2-Insertions5 
%InsertionsA 
3-Insertions-5 
4Insertions-3 
4Insertions-4 
1-FullIns-5 
2-FullIns-4 
2-FullIns-5 
3-FullIns-4 
3-FullIns-5 
4FullIns-4 
En este Capitulo hemos presentado nuestra experiencia computational con BC-Col que de- 
muestra su efectividad tanto en gmfos generados al mar como en instancias provenientes de apli- 
caciones de la vida real. La mayoria de 10s algoritmos usados para el pmblema de coloreo de grafos 
son procedimientos heuristicos. Estos brindan cotas superiores del nlimero cromdtico. La cota in- 
ferior que suele considerarse es el tamaiio de una clique maximal. En muchos casos, la diferencia 
entre las cotas es grande y no sirve como criterio para saber si la heuristics es buena. BC-Col es 
un algoritmo exacto que mejora las cotas inferior y superior iniciales. De esta manera, aunque no 
alcance la optimalidad dentro de un tiempo limite permite reducir el interval0 donde se encuentra 
el valor 6ptimo. Esto da una herramienta m6.s eficiente para medir la calidad de la cotas. 
n 
125 
125 
250 
250 
250 
500 
81 
95 
191 
202 
607 
149 
597 
281 
1406 
79 
475 
282 
212 
852 
405 
2030 
690 
m 
3891 
6961 
3218 
15668 
27897 
121275 
2112 
755 
2360 
1227 
6337 
541 
3936 
1046 
9695 
156 
1795 
3247 
1621 
12201 
3524 
33751 
6650 
n-cli 
9 
32 
4 
11 
38 
72 
9 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
3 
4 
4 
5 
5 
6 
20 
47 
9 
36 
88 
87 
11 
8 
6 
7 
6 
5 
6 
5 
6 
7 
7 
8 
8 
x 
? 
? 
? 
? 
? 
? 
10 
7 7 5  
8 
? 
? 
5 ? 4  
? 
? 
? 
4 4 3  
? 
? 
6 ? 5  
? 
? 
? 
? 
Inf 
9 
29 
4 
9 
34 
70 
9 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 
3 
4 
4 
5 
5 
6 
Inf 
13 
42 
5 
13 
47 
76 
9 
5 
4 
4 
3 
3 
3 
3 
4 
5 
6 
6 
7 
DSATUR 
Super 
19 
45 
9 
35 
85 
88 
10 
7 
8 
6 
7 
5 
6 
5 
6 
4 
5 
6 
6 
7 
7 
8 
8 
BC-Col 
Super 
20 
47 
9 
36 
88 
88 
10 
7 
8 
6 
7 
5 
6 
5 
6 
4 
5 
6 
6 
7 
7 
8 
8 
Capitulo 8 
Conclusiones 
En esta tesis abordamos la resoluci6n del problema de coloreo de grafos utilizando modelos de 
programaci6n lineal entera binaria. Nuestro principal objetivo fue superar una importante dificul- 
tad que tiene este tip0 de enfoque para muchos problemas combinatorios: la simetria en el conjunto 
de soluciones factibles. 
Debido a la indistinguibilidad de 10s colores, hay un gran nlimero de coloreos del grafo que son 
equivalentes o simdtricos,-es decir utilizan la misma cantidad de colores. Si todos estos coloreos 
se encuentran representados en el conjunto de soluciones factibles del modelo de programacidn 
lineal entera, esta simetria se traslada a1 modelo. Esta propiedad influye negativamente en la per- 
formance de la principal herramienta para resolver estos modelos: 10s algoritmos Branch-and-Cut. 
Con el prop6sito de mejorar esta situaci6n trabajamos en varios puntos: modelaje, estudio poliedral 
y desarrollo de un algoritmo Branch-and- Cut que denominamos BC- Col. 
Propusimos nuevos modelos que, con distintos criterios, eliminan parcialmente soluciones simdtri- 
cas. Analizamos sus ventajas y desventajas tanto desde un punto de vista poliedral como algoritmi- 
co. De 10s tres modelos propuestos en esta tesis, uno de ellos result6 ser el mQ conveniente para 
realizar un estudio poliedral. Los otros dos modelos tienen asociados poliedros muy complejos que 
dependen de algunas propiedades del grafo que hacen muy dificil su caracterizacibn. Gran parte de 
este trabajo estuvo abocado a realizar este estudio. Encontramos varias familias de desiguddades 
vhlidas que bajo ciertas condiciones definen facetas del poliedro. Claramente no hemos logrado una 
caracterizaci6n completa. Debido a la complejidad del problema, lejos estaba &te de ser nuestro 
ob 'etivo 
b d E l i , h  : ,,,,, !-. .>-,e,,>q ,? . , ,-I. < - , . ,  . .  . ' - .  :I : /  . . I ' 
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Una de las desigualdades obtenidas que tiene un rol fundamental desde el punto de vista al- 
goritmico es la desigualdad Clique. Estas desigualdades son vhlidas para todos 10s poliedros, incluso 
para el asociado a1 modelo clbico. Esto nos permiti6 comparar las relajaciones lineales usando un 
algoritmo de planos de corte. La evoluci6n de la cota inferior en 10s nuevos modelos es mejor y mQ 
rhpida. 
La segunda parte del trabajo estuvo centrada en el desarrollo del algoritmo BC-Col. Es un 
algoritmo Branch-and-Cut en el que tuvimos en cuenta factores que consideramos esenciales para 
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una buena performance. 
m Una etapa inicial de preprocesamiento que reduce el n6mero de vidices del grafo, permitiendo 
resolver grafos de mayor tamafio. 
Heuristicas iniciales para el ctilculo de cotas inferior- y superiores que reducen el espacio de 
blisqueda y la cantidad de variables y restricciones del modelo. 
Disminuci6n de la cantidad de restricciones de la relajacidn lineal, reeemplazando las de- 
sigualdades de adyacencia por una versi6n relajada de las desigualdades de Vecindad. De esta 
manera se reducen 10s tiempos de resoluci6n de las relajaciones en cada nodo del hbol. 
Procedimientos de separacibn rtipidos y eficientes para varias de las familias de desigualdades 
vdidas obtenidas de nuestro estudio poliedral. 
Estrategias de selecci6n de variable de branching y recorrido del kbol  que guian la blisqueda 
evitando explorar sobre soluciones simetricas. 
Para cada uno de estos factores consideramos distintas alternativas. Mediante la experimentacibn 
con grafos generados a1 azar y de la recopilaci6n de instancias DIMACS, buscamos identificar aque- 
llas alternativas que brindan la mejor performance. En algunos casos surgi6 claramente cud es la 
mejor opci6n. En otros, no pudimos llegar a una conclusi6n determinante. Esta situaci6n es com- 
prensible por la diversidad de estructuras que tienen 10s grafos. Ciertas propiedades del grafo fa- 
vorecen la buena performance del algoritmo y otras lo dificultan. Las desigualdades vdidas surgidas 
del estudio poliedral constituyen un factor decisivo en la performance del algoritmo implementado. 
La incorporaci6n de las mismas en la etapa de cutting permite mejorar sustancialmente el valor 
de la cota inferior y reducir el tamaiio del kbol  de blisqueda. La comparaci6n que hicimos en el 
Capitulo 7 con Branch-and-Bound da muestras m k  que evidentes de esta afirmaci6n donde obser- 
vamos una reducci6n notable en 10s tiempos de ejecuci6n. Las estrategias propuestas para selecci6n 
de variable de Branching y recorrido son claves para la generaci6n de un kbol  de menor tamaiio. 
La experimentaci6n con 10s criterios clkicos de dicotomia mostraron muy mala performance. 
BC-Col es un algoritmo exacto que tiene la caracteristica de ir mejorando las cotas inferior y 
superior durante el tiempo de ejecuci6n. De esta manera, a6n en el caso que no logremos alcanzar 
el 6ptimo dentro del tiempo limite establecido, tenemos un interval0 donde tenemos garantia que 
se encuentra el nlimero crom6.tico. Esto es muy importante para evaluar la calidad de una solucidn 
obtenida por uan heuristica. 
Nuestro trabajo sobre el estudio poliedral y el algoritmo BC-Col deja espacio para futuros 
estudios: 
Usando ZeroOne [59], un programa que enumera las soluciones 0-1 de un poliedro y PORTA 
[15j, un programa que calcula la dpsula convexa de un conjunto de puntos de coordenadas 
0-1, hemos obtenido la caracterizaci6n completa del poliedro para grafos muy pequeiios. Los 
resultados nos confirman que alin hay muchas familias de facetas para estudiar. Tambi6n 
hemos encontrado instancias para las cuales la descripcidn con una o varias de las desigual- 
dades obtenidas es completa. Queda abierta la identificaci6n de familias de grafos con esta 
propiedad. 
= Nuestro antilisis del algoritmo evidencia el rol fundamental de 10s planos de corte. El desarrollo 
de algoritmos de separacidn para otras desigualdades 6 incluso mejorar 10s propuestos puede 
lograr una mejor performance de BC- Col. 
En nuestra experimentaci6n hemos encontrado instancias m6s dificiles de colorear que otras. 
iQu6 es lo que provoca la marcada diferencia de performance de BC-Col entre una instancia 
y otra? ~ P o r  qu6 10s grafos generados a1 azar son tan dificiles? y 10s Reina? Seria muy litil 
entender las causas de las dificultades para mejorar el algoritmo. 
= Los modelos de programaci6n lineal entera y el estudio poliedral de esta tesis pueden servir 
como base para problemas de coloreo generalizado. En [62] definimos el problema de k-i 
coloreo de grafos. Un k - icoloreo asigna a cada ve'rtice del grafo k colores de manera tal que 
no comparte m6s de i colores con cada uno de sus virtices adyacentes. El problema de k-i 
coloreo es determinar la minima cantidad de colores necesarias para un k-i colorear un grafo. 
En [62] presentamos algunas propiedades te6ricas del problema y un modelo de programaci6n 
entera. No hay en la literatura un estudio poliedral del modelo y tampoco existe un algoritmo 
Branch-and-Cut para resolverlo. Consideramos que 10s resultados de esta tesis facilitarhn el 
estudio del problema y el desarrollo e implementaci6n de un algoritmo. 
El problema de coloreo de grafos ha sido tratado por muchos investigadores y dia a dia aparecen 
nuevos resultados que aumentan el conocimiento del problema. Esperamos haber contribuido a 
despertar el inter& para trabajar en este Area y estimular la discusi6n de las lineas de investigaci6n 
presentes y futuras. 
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