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Zusammenfassung
In dieser Arbeit werden metastabile Oxide und Oxidnitride der U¨bergangsmetalle Vana-
dium und Zirkonium mit periodischen quantenchemischen Verfahren unter Verwendung der
Dichtefunktionaltheorie (DFT) untersucht. Dabei kommen neben reinen Dichtefunktionalen
auch DFT-Hartree-Fock-Hybridmethoden zum Einsatz, die sich besser fu¨r die Beschreibung
der komplizierten Elektronenstrukturen von U¨bergangsmetallverbindungen mit lokalisierten
d-Orbitalen eignen. Durch den Einsatz von Pseudopotentialen la¨sst sich einerseits der Rechen-
aufwand verringern und andererseits eine indirekte Beru¨cksichtigung relativistischer Effekte
na¨herungsweise ermo¨glichen. Eine Referenzimplementierung zur Berechnung der entsprechen-
den Integrale ist im Rahmen dieser Arbeit erstellt worden. Fu¨r die Strukturoptimierung der
periodischen Systeme werden speziell fu¨r die Verwendung in Festko¨rperrechnungen angepasste
Basissa¨tze erzeugt. Die Eignung verschiedener Kombinationen aus Dichtefunktional, Pseudo-
potential und Basissatz wird anhand von umfangreichen Benchmarks sowohl fu¨r molekulare
U¨bergangsmetallkomplexe als auch fu¨r kristalline Verbindungen der Nebengruppenelemente
evaluiert.
Vor wenigen Jahren wurde erstmals die Synthese eines neuen V2O3-Polymorphs mit Bixbyit-
struktur berichtet. Die neue Modifikation wird in dieser Arbeit bezu¨glich ihrer magnetischen
und thermodynamischen Eigenschaften untersucht. In U¨bereinstimmung mit dem Experiment
ist die Bixbyit-Phase gema¨ß den auf DFT-Niveau erhaltenen Relativenergien metastabil. Die
ermittelte energetische Abfolge wird mit einem Quanten-Monte-Carlo-Verfahren, welches eine
genauere Beru¨cksichtigung der Korrelationsenergie gestattet, anhand von Superzellenmodellen
besta¨tigt. Bei der Darstellung der metastabilen Phase traten einerseits Vanadiumoxidnitride
und andererseits nicht-sto¨chiometrische Vanadiumoxide auf, die ebenfalls in der Bixbyitstruktur
kristallisierten. Anhand von Strukturrelaxationen wird gezeigt, dass der Anionen-U¨berschuss
in beiden Fa¨llen auf das Vorliegen von Sauerstoffionen in speziellen Lagen zuru¨ckgeht, die in
sto¨chiometrischem V2O3 unbesetzt sind. Mittels Frequenzrechnungen wird die Thermodyna-
mik des Sauerstoff-Einbaus untersucht und der Sauerstoff-Partialdruck als Syntheseparameter
quantifiziert. Schließlich ergibt die Untersuchung eines weiteren neuartigen Vanadiumoxids,
V3O5 mit Anosovitstruktur, das Vorliegen einer metastabilen Verbindung mit einem hohen
kovalenten Bindungsanteil.
Des Weiteren werden die Eigenschaften von N-dotiertem Zirkoniumdioxid untersucht. Durch
die Substitution von Sauerstoff- durch Stickstoffionen werden analog zur Dotierung mit alio-
valenten Kationen Fehlstellen im Anionenuntergitter erzeugt. Es wird nachgewiesen, dass auf
diese Weise stabilisiertes ZrO2 mit kubischer Fluoritstruktur eine erho¨hte Anionenleitfa¨higkeit
aufweist. Bei der Inkorporation von Stickstoff aus der Gasphase stellt die Adsorption von
Moleku¨len wie N2 oder NH3 an der ZrO2-Oberfla¨che einen notwendigen ersten Schritt dar.
Daher wird unter Verwendung von Schichtmodellen die thermodynamisch stabile Oberfla¨che
des kubischen Zirkoniumdioxids bestimmt und zur Untersuchung von Adsorptionsvorga¨ngen
eingesetzt. Insbesondere mit NH3 werden dabei stabile Adsorptionsstrukturen erhalten. Der
Einbau von Stickstoff in den ZrO2-Festko¨rper erfordert stark reduzierende Bedingungen, was
die Bildung von Sauerstoff-Fehlstellen begu¨nstigt. Es wird gezeigt, dass diese aufgrund der
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1 Einleitung
Zu den interessantesten anorganischen Festko¨rpern geho¨ren die U¨bergangsmetalloxide auf-
grund ihrer großen Vielfalt an Strukturen und Eigenschaften. Diese umfassen neben dielektri-
schen auch metallische, halbleitende oder sogar supraleitende Verbindungen, so dass sie zu
den wichtigsten technisch genutzten Materialien geho¨ren.[1] Die ungewo¨hnliche Diversita¨t
innerhalb dieser Substanzklasse ist auf die d-Elektronen in der ha¨ufig offenschaligen Valenz
der Nebengruppenelemente zuru¨ckzufu¨hren. Aufgrund der geringen U¨berlappung zwischen
den d-Orbitalen des U¨bergangsmetalls und den p-Orbitalen des Sauerstoffs sind fu¨r kristalline
U¨bergangsmetalloxide oft schmale Ba¨nder mit geringen Bandbreiten in der Gro¨ßenordnung
von 1–2 eV charakteristisch.
Seit einigen Jahren ru¨cken daru¨ber hinaus Oxidnitride der U¨bergangsmetalle in den Fokus.
Ha¨ufig la¨sst sich, insbesondere bei Verbindungen mit einem geringen Stickstoffanteil, eine
enge Verwandtschaft mit den entsprechenden reinen Oxiden beobachten, was eine Folge der
partiellen Substitution von O2−- durch N3−-Ionen ist. In vielen Systemen kann dieser Vorgang
mittels der Kro¨ger-Vink-Notation




beschrieben werden.[2] Oftmals weisen die Oxidnitride im Vergleich zu den U¨bergangsmetall-
oxiden weniger stark ionische Bindungsanteile und kleinere Bandlu¨cken auf. Dadurch ergeben
sich neue potentielle Anwendungsgebiete im Bereich der Photokatalyse, als Farbpigmente
oder als schnelle Stickstoffionenleiter.
Um die physikalischen Besonderheiten dieser Systeme sowie ihr chemisches Verhalten zu
verstehen, ist die theoretische Beschreibung der experimentell gefundenen Pha¨nomene sowie
die Untersuchung neuartiger, bislang unbekannter Phasen von großer Bedeutung. Einen
zunehmend ho¨heren Stellenwert nehmen dabei moderne quantenchemische Verfahren ein,
die auf der Dichtefunktionaltheorie (DFT) basieren und heutzutage eine voraussetzungsfreie
Berechnung der Elektronenstruktur sowohl von molekularen als auch kristallinen Systemen
ermo¨glichen. Vorteilhaft ist hier die Verwendung eines LCAO(Linear Combination of Atomic
Orbitals)-Ansatzes, wodurch sich die lokalisierten d-Orbitale mit geringerem Aufwand darstel-
len lassen im Vergleich zu den ha¨ufig in der Festko¨rperphysik eingesetzten ebenen Wellen.[3]
Durch die Verwendung atomzentrierter Basisfunktionen ist es zudem einfacher mo¨glich, auf
wellenfunktionsbasierte Verfahren wie die Hartree-Fock(HF)-Methode zuru¨ckzugreifen.
Insbesondere DFT-HF-Hybridmethoden, die mit deutlich ho¨heren Anspru¨chen bezu¨glich
der beno¨tigten Rechenzeit einhergehen, haben sich fu¨r die Beschreibung von U¨bergangs-
metalloxiden etabliert. Der Grund dafu¨r liegt im Selbstwechselwirkungsfehler der Standard-
Dichtefunktionale, der ha¨ufig zu einer unzureichenden Beschreibung der lokalisierten d-
Elektronen fu¨hrt und in der Folge zu erheblichen qualitativen Fehlern in den berechneten
Bandstrukturen und Zustandsdichten. Mit DFT-HF-Hybridmethoden, wie sie in dieser Arbeit
verwendet werden, kann dieser Fehler allerdings deutlich verringert werden. Eine kurze Zu-
sammenstellung der Grundlagen von HF- und DFT-basierten quantenchemischen Verfahren
fu¨r periodische Systeme erfolgt im zweiten Kapitel.
2Ein wichtiger praktischer Aspekt in quantenchemischen Untersuchungen von U¨bergangsmetall-
verbindungen besteht in der Verwendung geeigneter Pseudopotentiale. Ein Pseudopotential
ersetzt die Wechselwirkungen zwischen Rumpf- und Valenzelektronen sowie die Orthogo-
nalita¨tsbedingungen aufgrund des Pauli-Prinzips im Rahmen der Ein-Teilchen-Na¨herung in
Form eines atomzentrierten repulsiven Potentials.[4] Durch die Beschra¨nkung auf die che-
misch aktiven Valenzelektronen wird eine Reduktion des Rechenaufwands erreicht, was sich
insbesondere in periodischen Rechnungen auswirkt aufgrund der ho¨heren Anzahl an Zwei-
Elektronen-Integralen zur Beschreibung von Coulomb- und Austauschwechselwirkung. Zudem
ko¨nnen durch eine geeignete Parametrisierung der Pseudopotentiale relativistische Effekte
indirekt beru¨cksichtigt werden, was vor allem bei schwereren Elementen ab der vierten bzw.
fu¨nften Periode von Bedeutung ist.
In LCAO-Verfahren, die auf Basissa¨tzen aus Gaußfunktionen basieren, wird u¨blicherweise
die auf Kahn, Baybutt und Truhlar zuru¨ckgehende Methode der ab initio effektiven Rumpf-
potentiale (Effective Core Potentials, ECPs) verwendet.[5] Wa¨hrend die fru¨her eingesetzten
Modellpotentiale darauf ausgelegt waren, ausgewa¨hlte, ha¨ufig aus dem Experiment bekannte
Eigenschaften eines konkreten chemischen Systems zu reproduzieren, werden die ECPs direkt
aus atomaren All-Elektronen-Rechnungen erhalten. In ihrer ga¨ngigsten Form werden sie als
Linearkombination aus Gaußfunktionen dargestellt, was zu einer u¨bersichtlichen Parame-
terdarstellung fu¨hrt. Im Gegensatz zu Pseudopotentialen, die in Rechnungen mit ebenen
Wellen eingesetzt werden, bieten ECPs in Kombination mit atomzentrierten Funktionen den
Vorteil, dass auch die Beru¨cksichtigung von Elektronen in Semi-Core-Orbitalen ohne einen
u¨berma¨ßigen Anstieg der Rechenzeit mo¨glich ist. Auf die Grundlagen der Pseudopotentiale im
Allgemeinen und der ECPs im Besonderen sowie die algorithmischen Details der Berechnung
von ECP-Integralen wird im dritten Kapitel eingegangen.
Die Leistungsfa¨higkeit von DFT-basierten All-Elektronen(AE)- und Pseudopotentialrechnun-
gen ist fu¨r Verbindungen der Hauptgruppenelemente bereits gut dokumentiert. Dies ist unter
anderem darauf zuru¨ckzufu¨hren, dass deren elektronische Struktur im Vergleich zu U¨ber-
gangsmetallsystemen oftmals weniger kompliziert ist.[6, 7] Weiterhin liegt fu¨r diese Systeme
eine Vielzahl an sehr genauen experimentellen Referenzdaten vor. Um die Qualita¨t quan-
tenchemischer Rechnungen an U¨bergangsmetallverbindungen auf Dichtefunktionalniveau zu
evaluieren, werden im Rahmen dieser Arbeit die Ergebnisse aus Geometrieoptimierungen unter
Verwendung zahlreicher Kombinationen aus ECP, Basissatz und Dichte- oder Hybridfunk-
tional fu¨r einen Referenzsatz an U¨bergangsmetallverbindungen pra¨sentiert. Dazu werden die
Abweichungen berechneter Bindungsla¨ngen von Moleku¨lkomplexen bzw. der Gitterkonstanten
kristalliner Systeme von experimentellen Referenzwerten statistisch ausgewertet.
Der erste Testsatz an Strukturdaten geht dabei auf eine Studie zuru¨ck, die in Kooperation mit
Professor Dr. Michael Bu¨hl entstanden ist.[8] Er umfasst insgesamt 76 Komplexverbindungen
der U¨bergangsmetalle (erste bis dritte Reihe) und deckt ein breites Spektrum unterschiedlicher
Bindungstypen ab. Die zweite Datensammlung besteht aus 53 kristallinen Nitriden, Oxiden
und Fluoriden der 3d-Elemente. Es kommen sowohl magnetisch geordnete als auch diama-
gnetische Phasen vor mit unterschiedlichen Anteilen an kovalenten und ionischen Bindungen,
so dass sich die anfangs bereits erwa¨hnte Vielfalt an Strukturen und Eigenschaften unmit-
telbar widerspiegelt. Die Ergebnisse fu¨r molekulare und periodische Systeme sind getrennt
voneinander ausgewertet worden und werden im vierten Kapitel diskutiert.
In den folgenden Kapiteln werden die strukturellen, elektronischen und energetischen Ei-
genschaften von neuartigen Verbindungen aus dem Bereich der U¨bergangsmetalloxide und
-oxidnitride untersucht. Dazu werden Ergebnisse aus periodischen quantenchemischen Rech-
nungen herangezogen, die mit dem CRYSTAL-Programmpaket[9, 10] auf DFT- und HF-DFT-
Hybridniveau unter Verwendung von ECPs und atomzentrierten Gauß-Basissa¨tzen durch-
3 1 Einleitung
gefu¨hrt worden sind. Das erste hier untersuchte System, Vanadiumsesquioxid, geho¨rt zur
Klasse der magnetisch geordneten Mott-Hubbard-Isolatoren. Es liegt bei Raumtemperatur
als paramagnetischer elektrischer Leiter vor, der im rhomboedrischen Korundtyp kristallisiert.
Bei T≈ 155 K findet eine Phasenumwandlung in einen antiferromagnetischen Isolator mit
monokliner Kristallstruktur (M1-Phase) statt. Die Existenz des Metall-Isolator-U¨bergangs
ist ein deutliches Indiz fu¨r das Vorliegen von Korrelationseffekten, welche eine Lokalisierung
der d-Elektronen des Vanadiums in der Tieftemperaturmodifikation bewirken. Die beiden
V2O3-Phasen sind aufgrund dieser Besonderheiten seit mehr als 40 Jahren Gegenstand der
Forschung.
Umso bemerkenswerter ist die vor wenigen Jahren publizierte Synthese eines sto¨chiome-
trischen metastabilen Polymorphs, das in der Bixbyitstruktur kristallisiert.[11] Im fu¨nften
Kapitel wird diese Phase zuna¨chst hinsichtlich ihrer magnetischen Eigenschaften sowie ihrer
thermodynamischen Stabilita¨t charakterisiert. Unter Verwendung aufwa¨ndiger Quanten-Monte-
Carlo-Verfahren, die eine Berechnung der Korrelationsenergie auch im Fall von periodischen
Systemen ermo¨glichen und damit einen direkten Zugang zu stark korrelierten Systemen
bieten, erfolgt eine Einordnung des neuen Polymorphs bezu¨glich der M1-Phase. V2O3 mit
Bixbyitstruktur ist experimentell zuna¨chst mit einem geringen Sauerstoff-U¨berschuss erhalten
worden. Zwischen diesen nicht-sto¨chiometrischen Verbindungen und den experimentell gut
charakterisierten Vanadiumoxidnitriden mit Bixbyitstruktur besteht eine enge strukturelle
Verwandtschaft, die sich auf theoretischer Seite zur Verifizierung der untersuchten Struktur-
modelle einsetzen la¨sst. Die Diskussion der nicht-sto¨chiometrischen Vanadiumoxide wird mit
der Untersuchung einer neuen Vanadiumoxid-Magne´li-Phase mit der Summenformel V3O5
abgeschlossen.
Das sechste Kapitel bescha¨ftigt sich mit den Eigenschaften von kubisch stabilisiertem Zirkoni-
umdioxid. Wa¨hrend sto¨chiometrisches ZrO2 bei Raumtemperatur als monokline Modifikation
mit Baddeleyitstruktur vorliegt, kann eine Stabilisierung der kubischen Fluoritstruktur durch
Anionenleerstellen erreicht werden. Die Fehlstellen im Anionenuntergitter ko¨nnen einerseits
durch Dotierung mit aliovalenten Kationen wie Y oder Sc und andererseits u¨ber die Substitu-
tion von O2−-Ionen durch ho¨her geladene Nitridionen erzeugt werden. Kubisch stabilisiertes
Zirkoniumdioxid zeigt eine hohe Sauerstoffionen-Leitfa¨higkeit, was in technischen Anwendun-
gen wie Sauerstoffsensoren und Brennstoffzellen ausgenutzt wird.[12]
Die Pra¨paration von N-dotiertem ZrO2 erfordert sowohl die Reduktion als auch den Einbau
von molekularem Stickstoff aus der Gasphase in den Festko¨rper, was beispielsweise auf
elektrochemischem Weg oder durch Festko¨rper-Gas-Reaktion in Stickstoff- oder Ammoniak-
atmospha¨re erfolgen kann. Dabei bestehen die initialen Schritte des Stickstoff-Einbaus in
der Adsorption von gasfo¨rmigem N2 oder NH3 an der Oberfla¨che von Zirkoniumdioxid. Aus
diesem Grund werden die Wechselwirkungen dieser Adsorbate mit der thermodynamisch
stabilen Oberfla¨che von kubischem ZrO2 in dieser Arbeit mit quantenchemischen Methoden
untersucht. Im Anschluss kann die Dissoziation in anionische Stickstoffspezies sowie die
Diffusion in den ZrO2-Festko¨rper erfolgen.
In auf diese Weise erzeugtem Stickstoff-dotiertem ZrO2 besteht prinzipiell auch fu¨r N
3−-Ionen
die Mo¨glichkeit zur Anionenwanderung. Allerdings sind sowohl auf experimenteller als auch
theoretischer Seite ho¨here Aktivierungsbarrieren im Vergleich zur Sauerstoffdiffusion gefunden
worden, was auf die unterschiedlichen Formalladungen und Ionenradiien zuru¨ckgefu¨hrt worden
ist.[13, 14] Wa¨hrend die urspru¨nglich antizipierte Anwendung als Stickstoffionenleiter damit
unwahrscheinlich ist, erweist sich die Nutzung der Zirkoniumoxidnitride als Katalysator fu¨r
die Ammoniakzersetzung als vielversprechend.[15, 16] NH3 ist als Wasserstofflieferant fu¨r die
Verwendung in Brennstoffzellen im Gespra¨ch.

2 Theoretische Grundlagen
Ein Kristall kann formal durch Translation einer Elementarzelle in Richtung der Basisvektoren aj
(j = 1,2,3) des zugrundeliegenden Bravaisgitters aufgebaut werden. Fu¨r kristalline Festko¨rper
gilt folglich das Prinzip der Translationsinvarianz: Wird eine Verschiebung entlang eines
Translationsvektors T = n1a1 + n2a2 + n3a3 (nj ganzzahlig) vorgenommen, bleiben neben der
Struktur lokale physikalische Gro¨ßen wie die Elektronendichte unvera¨ndert.[17] Eine beliebige
Funktion f (r), die invariant unter der Translation T sein soll, muss daher periodisch in
Richtung der drei Kristallachsen sein.
f (r + T) = f (r) (2.1)









i K·re i K·T (2.2)
entwickelt, mu¨ssen folglich die Vektoren K so gewa¨hlt werden, dass die Invarianzbedingung der
Gl. (2.1) erfu¨llt ist. Dazu wird K = K1b1 +K2b2 +K3b3 (Kj ganzzahlig) als Linearkombination
eines Satzes an Basisvektoren bj ausgedru¨ckt, die so gewa¨hlt werden, dass sie die Beziehung
bj · ak = 2piδjk (2.3)











konstruieren. Hier ist V =
∣∣a1 · (a2 × a3)∣∣ das Volumen einer Elementarzelle im reellen Raum.
2.1 Periodische Randbedingungen
Im Folgenden soll ein periodisches System durch eine Superzelle mit den Kanten N1a1, N2a2
und N3a3 beschrieben werden (Ni ganzzahlig). Dazu werden periodische Randbedingungen
angenommen, so dass bei einer Translation um N = n1N1a1 + n2N2a2 + n3N3a3 Atome,
die u¨ber eine Grenze hinausgeschoben werden, gedanklich an der gegenu¨berliegenden Seite
wieder eintreten.[19] Die in dieser Hauptregion (HR) des Kristalls mo¨glichen N = N1 ·N2 ·N3
unterschiedlichen Translationen T bilden eine abelsche Gruppe mit den eindimensionalen
irreduziblen Darstellungen
D(k)(T) = e ikT . (2.5)










, κi ganzzahlig (2.6)
definiert. Die Anzahl an verschiedenen irreduziblen Darstellungen ist gleich der Menge an
Symmetrieoperationen in der zugrundeliegenden Translationengruppe, so dass sich Beschra¨n-
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kungen fu¨r die Koeffizienten κi ergeben. Aus Gl. (2.5) folgt, dass fu¨r zwei Vektoren k, k
′
identische irreduzible Darstellungen erhalten werden, wenn sich k und k′ um das ganzzahlige
Vielfache eines Gittervektors K unterscheiden. Daher besteht eine geeignete Wahl fu¨r k in
der Beschra¨nkung auf die irreduzible Brillouinzone (IBZ), was der Menge an Vektoren mit
dem ku¨rzesten Abstand zum Ursprung entspricht (Wigner-Seitz-Zelle).[20] Jedem k-Punkt
kann ein kleines Parallelepiped mit den Kanten bj/Nj und dem Volumen
νk = (b1/N1) · (b2/N2)× (b3/N3) = VIBZ/N (2.7)
zugewiesen werden. VIBZ = b1 · (b2 × b3) ist dabei das Volumen der IBZ. Fu¨r den Grenzfall
unendlich großer Superzellen (N1,N2,N3 →∞) werden die Absta¨nde zwischen den k-Punkten
im reziproken Raum infinitesimal klein und k als Variable kontinuierlich.
2.2 Blochtheorem
Der elektronische Hamiltonoperator Hˆ fu¨r einen kristallinen Festko¨rper beru¨cksichtigt Trans-
lations- und Punktsymmetrie der Atomkerne,[3] so dass Hˆ mit den entsprechenden Sym-
metrieoperatoren kommutiert. In Methoden wie dem Hartree-Fock(HF)-Verfahren, wo eine
Separation in Ein-Elektron-Funktionen (Orbitale) erfolgt, bewirkt dann die Symmetrie des
Fockoperators, dass Kristallorbitale ψkn analog zu irreduziblen Darstellungen der Raumgruppe
des Kristalls transformieren. Sie sind einerseits durch den Wellenvektor k gekennzeichnet, der
auf die zugeho¨rige irreduzible Darstellung verweist, und andererseits durch den Index n, der
die Eigenfunktionen des Hamiltonoperators nummeriert. Aufgrund der Kommutatorrelation
zwischen Hamiltonoperator und einem Translationsoperator TˆT, welcher das Argument seines
Operanden um T verschiebt,
TˆTHˆψ
k
n(r) = Hˆ(r + T)ψ
k
n(r + T) = Hˆ(r)ψ
k
n(r + T) = HˆTˆT ψ
k
n(r) (2.8)
mu¨ssen die Kristallorbitale so gewa¨hlt werden, dass sie zugleich Eigenfunktionen von Hˆ
und Tˆ sind. In Analogie zum LCAO-Verfahren in molekularen Systemen werden auch die









Fu¨r die Basisfunktionen wird ein Produktansatz aus einer ebenen Welle mit Wellenvektor k
und einer gitterperiodischen Funktion ukn(r) gewa¨hlt.
φkµ(r) = e
i k·r ukµ(r) (2.10)
Durch Anwendung des Translationsoperators auf φkµ ergibt sich das Blochtheorem
Tˆφkµ(r) = φ
k
µ(r + T) = e
i k·T φkµ(r) . (2.11)
Die Basisfunktionen φkµ werden auch als Blochfunktionen bezeichnet und erfu¨llen die Be-
dingung der Gl. (2.5). Da die Translationen auf die HR beschra¨nkt worden sind, mu¨ssen




µ(r + Njaj) , j = 1,2,3 (2.12)
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eingehalten werden mu¨ssen (Born-von-Ka´rma´n-Bedingung).[18] Durch Anwenden des Bloch-
theorems auf Gl. (2.12) unter Beru¨cksichtigung der Gl. (2.3) und (2.6)
φkµ(r + Njaj) = e
iNj k·ajφkµ(r) = e
i κjajbjφkµ(r) = φ
k
µ(r) (2.13)
kann gezeigt werden, dass Blochfunktionen diese Randbedingungen erfu¨llen.
2.3 Basisfunktionen
In der Entwicklung der Kristallorbitale ko¨nnen einerseits ebene Wellen
φkµ(r) ≡ φkKµ(r) = e i r·(k+Kµ) (2.14)






e i k·T ϕµ(r − Aµ − T) (2.15)
verwendet werden. In Gl. (2.15) bezeichnet ϕµ ein Atomorbital (AO) in der Referenzzelle
(Elementarzelle mit T = 0) und Aµ ist die Position des Atoms, an dem ϕµ lokalisiert ist. Durch
die Summe u¨ber alle Translationsvektoren der Superzelle erhalten alle translationsa¨quivalenten
Atome den gleichen Satz an Orbitalen. Daher fallen atomzentrierte Blochfunktionen auch
in sehr großer Entfernung vom Kern Aµ nicht gegen Null ab, so dass eine Normierung nur
bezu¨glich der Hauptregion des Kristalls erfolgen kann.
Atomzentrierte Basisfunktionen und ebene Wellen haben deutlich unterschiedliche Eigenschaf-
ten. So werden Atomorbitale elementspezifisch eingesetzt, wa¨hrend ebene Wellen universell
sind. Zudem ha¨ngt die Anzahl an ebenen Wellen (unterhalb eines vorgegebenen Grenzwerts
der kinetischen Energie) nur von der Form und Gro¨ße der Elementarzelle ab, wa¨hrend sich
die Anzahl an unterschiedlichen lokalisierten Basisfunktionen aus der Zahl und Art der sich
darin befindenden Atome ergibt.[20] Schließlich sind zwei ebene Wellen φkK(r) und φ
k
K′(r) mit
K 6= K′ automatisch orthogonal zueinander im Gegensatz zu atomzentrierten Funktionen.
2.4 Hartree-Fock-Methode fu¨r periodische Systeme
Da das Blochtheorem fu¨r Kristallorbitale erfu¨llt ist, kann im realen Raum eine Beschra¨nkung
auf die Elementarzelle (NA Atome, Ne Elektronen) vorgenommen werden. In diesem Fall
mu¨ssen allerdings die Hartree-Fock-Gleichungen fu¨r jeden k-Vektor in der IBZ separat gelo¨st
werden, so dass die Matrixgleichung fu¨r den periodischen geschlossenschaligen Fall
FkCk = SkCkEk (2.16)
lautet. Die Eigenfunktionen des Fockoperators Fˆ sind wie im molekularen Fall in der Matrix der
Orbitalexpansionskoeffizienten Ck und die Eigenwerte  in der Diagonalmatrix Ek enthalten.
Fock- (Fk) und U¨berlappmatrix (Sk) liegen jeweils in einer Basis aus Blochfunktionen vor. Es
wird im Folgenden die Abku¨rzung µT ≡ ϕµ(r−Aµ −T) verwendet (µ0 kennzeichnet explizit
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e ikT 〈µ0|Fˆ |νT〉 =
∑
T




e ikT 〈µ0|νT〉 (2.19)
Aufgrund der Verwendung einer symmetrieadaptierten Basis nehmen die Matrizen im rezipro-
ken Raum eine Blockdiagonalform an, da die Matrixelemente nur dann von Null verschieden
sind, wenn die zugeho¨rigen Blochfunktionen zur gleichen irreduziblen Darstellung der Transla-
tionengruppe geho¨ren.[21] Die Dimension der einzelnen Blo¨cke ist dabei durch die Anzahl M
an Basisfunktionen in der Referenzzelle festgelegt.[3]
Die Fockmatrix im reziproken Raum Fk wird wa¨hrend des SCF(Self Consistent Field)-Verfah-
rens mittels Fouriertransformation aus der entsprechenden Matrix des direkten Raums FT
erhalten.[20] Deren Elemente F Tµν ergeben sich als Summe aus Ein-Elektron- (Beitra¨ge der
kinetischen Energie der Elektronen T Tµν sowie der Kernanziehung Z
T
µν) und Zwei-Elektronen-
Termen (Coulomb- und Austauschbeitra¨ge JTµν und K
T
µν). Im Unterschied zu molekularen
HF-Rechnungen mu¨ssen auch Beitra¨ge von Orbitalen an translationsa¨quivalenten Atomen













∣∣∣∣∣ −ZA∣∣r − A− T′∣∣
∣∣∣∣∣ νT
〉





























Die Elemente der Dichtematrix Pλσ werden durch Integration u¨ber den Bereich der ersten









C kσi θ(F − ki ) (2.24)
berechnet und ha¨ngen u¨ber die Stufenfunktion θ von der Fermi-Energie F ab.
[20] Die


















Fu¨r N →∞ werden unendlich viele Kristallorbitale erhalten, deren Orbitalenergien so dicht bei-
einander liegen, dass sie zu M kontinuierlichen Ba¨ndern verschmelzen.[3] Allerdings divergieren
in diesem Fall die unendlichen Gittersummen in der Berechnung der Kernanziehungs- und Cou-
lombterme. Dieses Problem kann gelo¨st werden, indem die langreichweitigen Wechselwirkungen
vom Coulombtyp zusammengefasst und nach Multipolentwicklung mittels Ewaldsummation
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ausgewertet werden.[20] Eine weitere Schwierigkeit stellt das reziproke Volumenintegral in
der Beziehung (2.24) fu¨r die Dichtematrix dar, welches sich nur durch Approximation als
gewichtete Summe u¨ber einen endlichen Satz an k-Punkten lo¨sen la¨sst.[3] Ein Verfahren zur
Auswahl geeigneter Punkte in der IBZ wird im na¨chsten Abschnitt beschrieben.
2.5 Monkhorst-Pack-Gitter
Bei der Berechnung von Festko¨rpereigenschaften wie beispielsweise der Gesamtenergie wird
die Integrationen u¨ber die IBZ im einfachsten Fall durch eine Summation u¨ber wenige diskrete
k-Punkte ersetzt. Die beno¨tigte Rechenzeit ist dann proportional zu deren Anzahl, so dass
die Selektion der Punkte im reziproken Raum entscheidend fu¨r die Anzahl an Rechenschritten
ist, die zum Erreichen einer vorgegebenen Genauigkeit durchgefu¨hrt werden mu¨ssen. Der
Integrand f (k) ist diesen Fa¨llen stets eine im reziproken Raum periodische Funktion und kann











e i k·T . (2.26)
Im letzten Schritt der Gl. (2.26) sind die Translationsvektoren des Ortsraums gema¨ß ihrer
Symmetrie sortiert worden, so dass Vektoren gleicher La¨nge, die durch eine Symmetrieoperation





mT0 | m = 1, ... ,NS
}
(2.27)
Mit ansteigendem Index n soll dabei auch die La¨nge der Vektoren in den Schalen zunehmen.
Der erste Fourierkoeffizient f0 entspricht gerade dem Mittelwert f¯ von f (k) u¨ber die IBZ[22]





dk f (k) = f0 . (2.28)
Um zu einem einfachen Ausdruck fu¨r die Berechnung von f0 zu gelangen, wird zuna¨chst fu¨r




e i k·T (2.29)




ωjAn(kj) = 0 und
Nk∑
j=1
ωj = 1 , n = 1,2, ... ,Np . (2.30)












Fu¨r große Werte von n gehen die Werte der Fourierkoeffizienten fn im Allgemeinen schnell




ωj f (kj) (2.32)
ergibt. Prinzipiell ko¨nnen die Koordinaten der Nk der Punkte im reziproken Raum bereits
aus den Bedingungen der Gl. (2.30) erhalten werden. Eine systematische Vorschrift, die auf
a¨quidistant angeordneten Punkten im reziproken Raum basiert, wurde von Monkhorst und
Pack durch Beru¨cksichtigung der Periodizita¨t sowie der Symmetrie der Fourierkomponenten
An(k) abgeleitet.[23] In ihrem Verfahren werden insgesamt d3 Punkte im reziproken Raum
gema¨ß
kqrs = uqb1 + urb2 + usb3 (2.33)
uj =
2j − d − 1
2d
mit j = 1,2, ... ,d (2.34)
berechnet. Liegt ein Punkt kqrs innerhalb der IBZ, so wird er als spezieller Punkt klassifiziert
und sein Wichtungsfaktor gleich eins gesetzt. Falls er außerhalb dieses Bereichs liegt, wird
der Wichtungsfaktor des entsprechenden a¨quivalenten Punkts innerhalb der IBZ um eins
erho¨ht. Zuletzt werden die Wichtungsfaktoren normiert, indem durch d3 geteilt wird. Ab-
schließend bleibt zu zeigen, dass der auf die Weise generierte Satz an k-Punkten tatsa¨chlich












nachgewiesen, die besagt, dass die Funktionen An(k) auch auf einem Gitter aus diskreten k-
Punkten orthogonal zueinander sind.[23] (Nm, Nn ist die Anzahl an unterschiedlichen Vektoren
in der jeweiligen Schale, so dass sich Gl. (2.30) als Spezialfall fu¨r m = 0 und n 6= 0 ergibt.)








W abt (d) (2.36)














Da sowohl d als auch die Komponenten der Bravaisgittervektoren Ta,b ganzzahlig sind,
ergeben sich fu¨r W abt folgende Mo¨glichkeiten:
[23]
W abt (d) =

1,
∣∣(Tb)j − (Ta)j ∣∣ = 0, 2d , 4d , ...
(−1)d+1, ∣∣(Tb)j − (Ta)j ∣∣ = d , 3d , 5d , ...
0, in allen anderen Fa¨llen.
(2.38)
Die maximale La¨nge der Translationsvektoren kann durch entsprechende Wahl von Np
gesteuert werden. Insbesondere kann Np so gewa¨hlt werden, dass fu¨r die Komponenten der
Vektoren
∣∣(Ta,b)t∣∣ < d/2 und damit ∣∣(Tb)t − (Ta)t∣∣ < d gilt. In diesem Fall kann Smn aber
nur fu¨r (Ta)t = (Tb)t von Null verschiedene Werte annehmen, die Vektoren Ta und Tb
mu¨ssen also die gleiche La¨nge haben. Dies ist nur mo¨glich, wenn m = n gilt, so dass die
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Orthogonalita¨tsbedingung der Gl. (2.35) gezeigt ist.
2.6 Dichtefunktionaltheorie
Die Dichtefunktionaltheorie (DFT) wird seit mehr als 40 Jahren in der Festko¨rperphy-
sik verwendet. Studien auf Dichtefunktionalniveau wurden bereits fru¨her im Rahmen des
Thomas-Fermi-Modells[24, 25] sowie der Xα-Methode[26] durchgefu¨hrt, eine exakte theoreti-
sche Begru¨ndung jedoch erst durch zwei Theoreme von Hohenberg und Kohn etabliert.[27]
Nach dem ersten Theorem ist das externe Potential Vext (bis auf eine additive Konstante)
durch die Elektronendichte ρ (und umgekehrt) festgelegt (V -Repra¨sentierbarkeit). Da der
Hamilton-Operator im Rahmen der Born-Oppenheimer-Na¨herung durch Spezifikation von
Elektronenzahl Nel und externem Potential vollsta¨ndig definiert ist, sind damit auch Wel-
lenfunktion und alle abgeleiteten Observablen des Grundzustands eindeutig definiert. Die
Gesamtenergie kann daher als Funktional der Elektronendichte formuliert werden.
E [ρ(r)] =T [ρ(r)] + Eext[ρ(r)] + Vee [ρ(r)] + ENN [ρ(r)]
≡FHK[ρ] + Eext[ρ] + ENN [ρ]
(2.39)
In dieser Gleichung ist T [ρ] der Beitrag der kinetischen Energie, Eext[ρ] die Wechselwirkung
mit dem externen Potential und ENN [ρ] die Kern-Kern-Abstoßung. Vee = EJ [ρ(r)] + Exc [ρ(r)]
entha¨lt die Coulombwechselwirkung EJ [ρ] sowie gesammelt die Beitra¨ge von Austausch- und
Korrelationsenergie Exc [ρ]. U¨blicherweise werden kinetische Energie sowie Elektron-Elektron-
Wechselwirkungen im universellen Hohenberg-Kohn-Funktional FHK zusammengefasst, dessen
explizite Form nicht bekannt ist.[28] Nach dem zweiten Hohenberg-Kohn-Theorem nimmt
das Energiefunktional fu¨r die exakte Elektronendichte einen minimalen Wert an.[3] Das
ero¨ffnet prinzipiell die Mo¨glichkeit, eine Na¨herung fu¨r ρ zu verwenden und diese variationell
durch Minimierung des Energieausdrucks der Gl. (2.39) zu verbessern. Allerdings muss der
Ansatz fu¨r die Elektronendichte in diesem Fall entweder V -repra¨sentierbar sein oder sich
alternativ zumindest von einer bestimmten N-Elektronen-Wellenfunktion ableiten lassen
(N-Repra¨sentierbarkeit).[28]
Das u¨bliche Na¨herungsverfahren zur Berechnung der Grundzustandseigenschaften besteht in
der Methode von Kohn und Sham.[29] Hier wird ein fiktives Referenzsystem aus untereinander
nicht wechselwirkenden Elektronen angenommen, welches die gleiche Elektronendichte wie
das entsprechende reale System haben soll. Die Wellenfunktion ist in diesem Fall eine









∣∣∣ψki (r)∣∣∣2 . (2.40)
berechnet. Der entscheidende Vorteil dieser Vorgehensweise besteht darin, dass die kinetische
Energie des Referenzsystems T kKS exakt berechnet werden kann.
[28]







∣∣∣∇2 ∣∣∣ψki 〉 (2.41)
Die Energiedifferenz zwischen realem und wechselwirkungsfreiem System wird gesammelt als
Austausch-Korrelationsenergie E kxc bezeichnet.
E kxc [ρ] =
(








Die zur Berechnung der Elektronendichte beno¨tigten KS-Orbitale werden in einem iterativen
Verfahren als Eigenfunktionen der Kohn-Sham-Gleichungen erhalten.[3]










Im Rahmen der exakten Kohn-Sham-Theorie stellen die molekularen Orbitalenergien der
besetzten Valenzorbitale eine sehr gute Na¨herung an experimentelle Ionisierungsenergien dar,
wa¨hrend der Abstand zwischen dem ho¨chsten besetzten und dem niedrigsten unbesetzten
Orbital eine gute Approximation fu¨r die erste optische Anregungsenergie bildet.[30]
Da die genaue Form des Korrelations-Austauschpotentials V kxc in der Regel unbekannt ist,
wurde es in Gl. (2.44) lediglich als erste Variation von E kxc nach der Dichte angegeben. Die
Qualita¨t der Ergebnisse in Dichtefunktionalmethoden ha¨ngt in erster Linie von der gewa¨hlten
Na¨herung fu¨r dieses Funktional ab. Im einfachsten Fall wird die lokale Dichteapproximation
(LDA) verwendet, welche E kxc als Summe aus Austausch- und Korrelationsbeitra¨gen des
homogenen Elektronengases berechnet.[7] An jedem Punkt im Raum ha¨ngt dann der Wert des
Korrelations-Austauschfunktionals nur vom lokalen Betrag der Elektronendichte ab. Dies ist
fu¨r chemische Systeme unrealistisch, so dass eine naheliegende Erweiterung des Modells darin
besteht, zusa¨tzlich Beitra¨ge des Dichtegradienten zu beru¨cksichtigen (generalized gradient
approximation, GGA).
2.7 Hybridmethoden
Eine weitere Verbesserung der mittels Dichtefunktionaltheorie erzielbaren Ergebnisse kann
durch Verwendung orbitalabha¨ngiger Funktionale erreicht werden. Bei systematischer Fort-
fu¨hrung der Gradientenerweiterung werden dazu zweite Ableitungen der Elektronendichte
hinzugezogen (Meta-GGA), welche analog zur kinetischen Energie nicht nur explizit von ρ,
sondern auch von den Kohn-Sham-Orbitalen abha¨ngen.[3] Ein anderer Ansatz, der sich in der
Praxis besser bewa¨hrt hat, besteht in der Verwendung von HF-DFT-Hybrid-Funktionalen, in
denen das Austauschfunktional mit einem meist geringen Anteil a an HF-Austausch vermischt
wird. Eine Begru¨ndung fu¨r dieses Vorgehen liefert der Begriff der adiabatischen Verbindung,
wonach der Anteil der Elektron-Elektron-Wechselwirkung im Hamiltonoperator








u¨ber einen Parameter λ eingestellt werden kann.[31] Wa¨hrend sich die Eigenfunktionen
dieses Hamiltonoperators im Allgemeinen mit λ a¨ndern, bleibt die Elektronendichte konstant.
Unter Verwendung des Hellmann-Feynman-Theorems kann gezeigt werden,[32] dass sich die









V λee − EJ
)
(2.46)
berechnen la¨sst. Fu¨r den Grenzfall λ = 0 gibt es keine Elektronenkorrelation und E 0x ≡ E 0xc kann
exakt berechnet werden, wa¨hrend fu¨r λ = 1 (reales System) E 1xc gerade der um den kinetischen
Anteil verringerte Beitrag zur Austausch-Korrelationsenergie ist.[33] Unter Verwendung eines
mo¨glichst genauen Dichtefunktionals sowie der exakten, u¨ber Kohn-Sham-Orbitale berechneten
Austauschenergie E HFx ≡ Eλ=0x kann die Hybrid-Austausch-Korrelationsenergie in erster
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Na¨herung durch lineare Interpolation berechnet werden.[32]
E hybxc = aE
HF
x + (1− a)Eλ=1xc (2.47)
Weite Verbreitung gefunden haben semiempirische Varianten, in denen zum einen ha¨ufig
Austausch- und Korrelationsenergie unterschiedlich gewichtet und zum anderen Beitra¨ge
mehrerer Dichtefunktionale vermischt werden. Beispielsweise ist das B3LYP-Funktional[34]
mit drei empirisch bestimmten Parametern (B88 Austauschfunktional,[35] LYP Korrelations-













E LYPc − E LDAc
)
(2.48)
eines der meist verwendeten Hybridfunktionale in der molekularen Quantenchemie.[7] In
neueren Entwicklungen wird zunehmend versucht, die Anzahl an empirischen Parametern zu
minimieren. Im PBE0-Funktional[37] (PBE Austausch- und Korrelationsfunktional,[38] a=0,25)
E PBE0xc = a(E
HF
x − E PBEx ) + E PBExc (2.49)
wurde der einzige freie Parameter anhand theoretischer U¨berlegungen bestimmt.

3 Pseudopotentiale
Eine Verringerung des Rechenaufwands in quantenchemischen Rechnungen kann dadurch er-
reicht werden, dass bei der Lo¨sung der Schro¨dingergleichung nur die Valenzelektronen explizit
beru¨cksichtigt werden (
”
Frozen Core“-Na¨herung).[39] Eine solche Vorgehensweise entspricht
der chemischen Anschauung, wonach die Chemie eines Elements in erster Linie durch dessen
Valenzelektronen bestimmt wird. Die Rumpfschalen des Systems mu¨ssen dabei aus einem
anderen Referenzsystem u¨bernommen werden, beispielsweise aus einer All-Elektronen(AE)-
Rechnung am freien Atom. Aus quantenmechanischer Sicht ist die Unterteilung eines Systems
in Rumpf und Valenz aufgrund der Ununterscheidbarkeit der Elektronen zwar nicht gerechtfer-
tigt. Im Rahmen effektiver Ein-Teilchen-Na¨herungen wie der Hartree-Fock(HF)-Methode kann
aber eine Trennung in Rumpf- und Valenzorbitale erfolgen, wobei als Kriterien beispielsweise





In einem System aus n Elektronen und N Atomkernen ha¨ngt die Anzahl an Rumpfelektronen
nc und Valenzelektronen nv u¨ber die Beziehung
nv = n − nc = n −
N∑
A
(ZA − Z effA ) (3.1)
mit den Kernladungen ZA und den Valenzladungen Z
eff
A zusammen. Die Rumpfelektronen
sollen nun im Rahmen der
”
Frozen Core“-Na¨herung durch einen geschlossenschaligen Ein-




















Durch das Auftreten des Rumpfpotentials Uc in Gl. (3.2) mu¨ssen auch im Rahmen der ”
Frozen
Core“-Na¨herung weiterhin alle Basisfunktionen in der Integralberechnung beru¨cksichtigt
werden. Um eine deutliche Verringerung des Rechenaufwands zu erreichen, ist aber eine
Reduktion auf einen kleineren Valenzbasissatz erforderlich. Eine Mo¨glichkeit, auf die im
na¨chsten Abschnitt eingegangen wird, besteht in der Definition eines Pseudoorbitals, aus dem
die Rumpfkomponenten durch spezielle Projektionsoperatoren entfernt worden sind.
3.2 Die Pseudopotential-Methode
Die Pseudopotential-Methode geht zuru¨ck auf die Arbeiten von Hellmann und Schwarz.[43–46]
Hellmanns Abstoßungspotential diente na¨herungsweise als Ersatz fu¨r das Ausschlussprinzip
nach Pauli im Thomas-Fermi-Modell, was a¨quivalent mit der Forderung nach Orthogonalita¨t
zwischen Valenz- und Rumpforbitalen ist.[43, 47] Die erste exakte Pseudopotentialtheorie wurde
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spa¨ter von Sze´pfalusy (S) im Rahmen der HF-Methode entwickelt.[48] Bekannt wurde das
Verfahren allerdings erst durch eine Vero¨ffentlichung von Phillips und Kleinman (PK).[49]
Fu¨r den Fall eines einzelnen Elektrons außerhalb eines geschlossenschaligen Atomrumpfes
wird im Folgenden gezeigt, wie die Orthogonalita¨tsbedingung fu¨r das Valenzorbital in eine
Pseudopotential-Theorie umgewandelt werden kann.
Dazu wird eine Slaterdeterminante Φ aus (nc + 1) Orbitalen φi gebildet, wobei formal eine
Unterteilung in nc Rumpforbitale φc und ein einfach besetztes Valenzorbital φv vorgenommen
wird. Die (nc + 1) Orbitale seien als Lo¨sungen der HF-Gleichungen Fˆφi = iφi gewa¨hlt, so
dass sie orthogonal zueinander sind. Aus der Orthogonalita¨tsbedingung fu¨r das Valenzorbital
folgt dann
φv = ψ −
nc∑
i=1
ciφi ; ci = 〈φi |ψ〉 . (3.3)
In Gl. (3.3) ist das Pseudoorbital (PO) ψ der nicht-orthogonale Anteil des Valenzorbitals, so











ci (v − i )φi = vψ (3.5)
umgeschrieben werden kann. Um eine Eigenwertgleichung fu¨r ψ zu erhalten, wird ein Pseudo-
potential (PP) VˆPP eingefu¨hrt
(Fˆ + VˆPP)ψ = vψ . (3.6)






ci (v − i )φi
ψ
, (3.7)






(v − i ) |φi 〉 〈φi | (3.8)
Die auf diese Weise festgelegten Pseudopotentiale sind a¨quivalent zueinander. Die Bedeutung
des lokalen PK-Pseudopotentials liegt insbesondere in der leichten Visualisierbarkeit, wa¨hrend
der nicht-lokale Operator fu¨r die formale Ableitung der Eigenschaften von VˆPP geeigneter ist.
Durch Anwenden des Pseudopotential-Fockoperators aus Gl. (3.6) auf ein Rumpforbital φc
wird sofort ersichtlich, dass alle Rumpforbitale Eigenfunktionen dieses Operators sind.Fˆ + nc∑
i=1
(v − i ) |φi 〉 〈φi |
φc = cφc + nc∑
i=1
(v − i ) |φi 〉 〈φi |φc〉 = vφc (3.9)
Zudem haben sie den gleichen Eigenwert wie das Pseudoorbital, so dass der Energieeigenwert
v (nc + 1)-fach entartet ist. Dieses Ergebnis bedeutet im Umkehrschluss, dass die Eigen-
wertgleichung (3.6) auch nach Beimischung von beliebigen Rumpforbitalanteilen zu ψ noch
erfu¨llt wird. Die so gewonnene Flexibilita¨t in der Wahl des Pseudoorbitals kann genutzt
werden, um beispielsweise die kinetische Energie von ψ zu minimieren, so dass Oszillationen
im Rumpfbereich reduziert werden.
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3.3 Atomare Systeme mit einem Valenzelektron
Durch Lo¨sen der HF-Gleichungen fu¨r z.B. das Natrium-Atom mit einem 3s–Valenzelektron und
den Rumpforbitalen 1s, 2s, 2p kann ein konkretes Pseudopotential gema¨ß Gl. (3.7) bestimmt
werden. Allerdings enthielte dieses Pseudopotential lediglich den Beitrag der Rumpfelektronen,
der auf das Pauli-Prinzip zuru¨ckgeht. Um alle Wechselwirkungen des Rumpfes mit der
Valenz zu beschreiben, mu¨ssen auch Kernanziehungs-, Coulomb- und Austauschpotentiale







+ Uˆc + VˆPP (3.10)



















Da der Austauschoperator Kˆc nicht-lokal ist, muss sein Beitrag analog zu Gl. (3.7) u¨ber die
lokalisierte Variante (Kˆcψ)/ψ berechnet werden, damit Vˆ
M
insgesamt als lokales Potential
betrachtet werden kann.[4, 39]
Fu¨r die Raumorbitale φi bzw. ψ kann fu¨r den hier betrachteten Fall eines Valenzelektrons
außerhalb eines geschlossenschaligen Rumpfes eine Separation in Radialanteil Rnl und Kugel-
fla¨chenfunktion Y ml vorgenommen werden.
[39]




Wird dieser Ansatz fu¨r Valenz- und Rumpforbitale in der Definition von Vˆ
M
beru¨cksichtigt,
so zeigt sich, dass das in Uˆc enthaltene kugelsymmetrische Coulombpotential unabha¨ngig
von den Quantenzahlen n,l ,m ist, wa¨hrend das Austauschpotential eine Abha¨ngigkeit von
n und l aufweist. Da die Austauschwechselwirkung im Vergleich zu den Kern-Elektron-
und Coulombbeitra¨gen klein ist, ist die Auswirkung von n und l auf Vˆ
M
von dieser Seite
her gering.[4] Das Pseudopotential VˆPP in Gl. (3.8) ist aufgrund der Orbitalenergie des




(nv lv − ni li ) |Rni li Y mili 〉 〈Rni li Y
mi
li
|RnlY ml 〉 (3.13)
In der Summe sind aufgrund der Orthogonalita¨tsrelationen der Kugelfla¨chenfunktionen[50] nur
jene Terme von Null verschieden, in denen Rumpf- und Pseudoorbital den gleichen Wert von
l annehmen. Die n-Abha¨ngigkeit ist demgegenu¨ber nur schwach ausgepra¨gt, da die Rumpfor-
bitalenergien ni li betragsma¨ßig dominieren. Wird die lokale Variante des Pseudopotentials
gema¨ß Gl. (3.7) verwendet, so wurde von PK gezeigt, dass der Beitrag des Pseudoorbitals im
Nenner die Form des Pseudopotentials nicht nachhaltig beeinflusst.[4, 49, 51]
Es bietet sich daher an, fu¨r Vˆ
M
einen semilokalen Ansatz vorzunehmen, in dem fu¨r jeden Wert










|Y ml (ϑ,ϕ)〉 〈Y ml (ϑ,ϕ)| (3.14)
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Ist (L− 1) der ho¨chste in den Rumpforbitalen vorkommende Wert von l , so entha¨lt Vˆl nur fu¨r
l < L einen Beitrag des Pseudopotentials VˆPP. Gema¨ß Gl. (3.10) besteht Vˆl fu¨r alle Werte
l ≥ L nur noch aus den Termen fu¨r Kernanziehung, Coulomb- und Austauschwechselwirkung
und weist entsprechend eine schwache Abha¨ngigkeit von n und l auf.
Eine ga¨ngige Vereinfachung besteht in atomaren Modellpotentialen darin, die wenig ausge-
pra¨gte n,l-Abha¨ngigkeit fu¨r l ≥ L komplett zu vernachla¨ssigen. In diesem Fall la¨sst sich der
Ausdruck fu¨r das approximierte Modellpotential V˜
M
unter Beru¨cksichtigung der Orthogonalita¨t








(Vˆl − VˆL) |Y ml 〉 〈Y ml | . (3.15)
Fu¨r Vˆl bzw. VˆL kann ein Ansatz in Form analytischer Funktionen vorgenommen und u¨ber freie
Parameter so eingestellt werden, dass in Rechnungen mit den konstruierten Modellpotentialen
die Energieeigenwerte den Ergebnissen von exakten HF-Pseudopotentialrechnungen entspre-
chen und die Eigenfunktionen die Form der exakten Pseudoorbitale mo¨glichst gut anna¨hern.
In der Literatur sind verschiedene derartige Ansa¨tze verzeichnet, u.a. von Abarenkov und
Heine,[52] Bingel, Koch und Kutzelnigg[53] oder Schwerdtfeger, Stoll und Preuss.[54]
3.4 Verallgemeinerung auf mehrere Valenzelektronen
Fu¨r ein Atom mit nc Rumpf- und nv Valenzelektronen lauten die Fockgleichungen fu¨r die
(untereinander nicht orthogonalisierten) Valenzorbitale




Die iv sind Lagrange-Multiplikatoren, welche die Orthogonalita¨t zwischen Rumpf- und Valenz-
orbitalen herstellen.[5, 55] Im Vergleich zum Fockoperator des Atoms mit einem Valenzelektron
entha¨lt Fˆv auch Beitra¨ge Uˆv aufgrund der Wechselwirkung zwischen Valenzelektronen. Unter




|φi 〉 〈φi | (3.17)
kann Gl. (3.16) in eine Pseudo-Eigenwertgleichung umgeschrieben werden.
Fˆvφv = vφv + PˆFˆvφv ⇔ (1− Pˆ)Fˆvφv = vφv (3.18)
Analog zu Gl. (3.3) werden nun Pseudoorbitale ψv u¨ber die Beziehung φv = (1 − Pˆ)ψv
definiert.
(1− Pˆ)Fˆv (1− Pˆ)ψv = v (1− Pˆ)ψv (3.19)
Durch Umordnen der Terme wird der Ausdruck
(Fˆv − Fˆv Pˆ− PˆFˆv + PˆFˆv Pˆ + v Pˆ)ψv = vψv (3.20)
erhalten, was unter Beru¨cksichtigung der allgemeinen Definition des Pseudopotentials nach
Weeks und Rice[56]
VˆPP = −Fˆv Pˆ− PˆFˆv + PˆFˆv Pˆ + v Pˆ (3.21)
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die vereinfachte Schreibweise
(Fˆv + VˆPP)ψv = vψv (3.22)
gestattet. Ebenfalls in Analogie zum Atom mit einem Valenzelektron kann gezeigt werden, dass
sowohl Valenz- als auch Rumpforbitale wieder Eigenfunktionen der Operatoren Fˆv + VˆPP sind
mit den Eigenwerten v . Auch hier werden daher die Pseudoorbitale ψv als Linearkombinationen
mit einer beliebigen Beimischung an Rumpforbitalen erhalten.[4]
ψv = cvφv +
nc∑
i=1
ciφi (v = 1,2, ... ,nv ) (3.23)
Analog zu Gl. (3.10) wird ein modifiziertes Rumpfpotential Vˆ
M









+ Uˆc + VˆPP
)
ψv (3.24)
definiert, welches ausschließlich die Wechselwirkungen eines Valenzelektrons mit dem Rumpf
beschreibt. Fu¨r eine numerische Bestimmung von Vˆ
M
v bietet es sich an, Gl. (3.22) mit













Die einzelnen Terme der Gl. (3.25) ko¨nnen beispielsweise aus atomaren HF-Rechnungen in
Verbindung mit einer konkreten Pseudoorbital-Transformation erhalten werden.
3.5 Effektive Rumpfpotentiale
Kahn, Baybutt und Truhlar (KBT) haben auch fu¨r das effektive Rumpfpotential Vˆ
M
v im Fall
mehrerer Valenzelektronen eine ausgepra¨gte Abha¨ngigkeit von der Drehimpulsquantenzahl
l festgestellt,[5] so dass ein Ansatz analog zu Gl. (3.15) verwendet werden kann. Unter


















erhalten, wobei Rnl wieder der Radialteil des Pseudoorbitals ist. Da Uˆv per Definition von
den HF-Valenzorbitalen φv abha¨ngt, aufgrund der Austauschterme aber zugleich von den
Pseudoorbitalen ψv , ergeben sich komplizierte Integralausdru¨cke.
[5] A¨hnliche Probleme treten
auch im generalisierten Phillips-Kleinman-Pseudopotential der Gl. (3.21) auf. Eine einfache
Na¨herung besteht darin, die Berechnung der Valenzelektronenpotentiale fu¨r den Fall l < L
u¨ber die Pseudoorbitale und fu¨r den Fall l ≥ L u¨ber die entsprechenden HF-Valenzorbitale
durchzufu¨hren.[57]
Es kann schnell gezeigt werden, dass sich die Ergebnisse auch auf beliebige variationelle
Valenzwellenfunktionen Ψv erweitern lassen, so lange der Rumpf weiterhin durch eine oder
mehrere Determinanten aus Spinorbitalen χi(x) beschrieben wird. Der Vektor x fasst Orts-
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kann die Valenzwellenfunktion zu den Rumpforbitalen orthogonalisiert werden, wobei hier das
Kriterium der strengen Orthogonalita¨t zur Anwendung kommt.[4, 39]∫
dxj φ
∗
i (xj)Φv (x1,x2, ... ,xnv ) = 0 ; Φv = ΩˆΨv (3.28)
Unter Ausnutzung der Hermitezita¨t sowie der Idempotenz der Projektionsoperatoren kann
nun analog zu Gl. (3.19) die Orthogonalita¨tsbedingung von der Valenzwellenfunktion auf den
Hamiltonoperator fu¨r die Valenz Hˆv u¨bertragen werden.
[4, 5]
〈Φv |Hˆv |Φv 〉 = 〈Ψv |ΩˆHˆv Ωˆ|Ψv 〉 = Ev 〈Ψv |Ωˆ|Ψv 〉 (3.29)














Pˆi Pˆj + ...
)∣∣∣∣∣Ψv
〉
/ 〈Ψv |Ψv 〉 (3.30)
Werden die Projektionen explizit durchgefu¨hrt, so entha¨lt der Ausdruck fu¨r den Hamilton-
operator viele komplizierte Vielteilchenoperatoren und ist nicht la¨nger wie gewo¨hnlich in
Summen aus Ein- und Zweielektronenoperatoren unterteilbar. Eine sinnvolle Na¨herung besteht
daher in der Vernachla¨ssigung von Produkten aus mehreren Projektionsoperatoren sowie der









hˆv (i) + Uˆc(i)
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Im letzten Schritt ist Vˆeff ein effektives Rumpfpotential (Effective Core Potential, ECP) und
beinhaltet, analog den modifizierten Potentialen, Coulomb- und Austauschwechselwirkungen
mit den Rumpfelektronen sowie Beitra¨ge aufgrund der Rumpf-Valenz-Orthogonalita¨t und der
Kern-Elektron-Anziehung. Das ECP ist fu¨r den Fall der Eindeterminantenna¨herung identisch
mit dem oben vorgestellten modifizierten Potential nach KBT.
Die ab initio ECPs nach KBT unterscheiden sich von den in Abschnitt 3.3 kurz erwa¨hnten
Modellpotentialen dadurch, dass keine Anpassung an theoretische oder experimentelle Daten
u¨ber freie Parameter erfolgt. Vielmehr werden die modifizierten Potentiale der Gl. (3.24)
in numerischer Form direkt aus Termen erhalten, die durch das Lo¨sen der HF-Gleichungen
zuga¨nglich sind. An dieser Stelle stellt sich allerdings die Frage, ob Rumpfpotentiale, die aus
HF-Rechnungen des freien Atoms gewonnen worden sind, von großem Nutzen sind. Zwar bieten
diese den Vorteil, dass sie eine Na¨herung zu einem exakt definierten Referenzfall darstellen, so
dass sich im Zweifelsfall die Qualita¨t von Pseudopotentialrechnungen schnell durch Vergleich
mit einer All-Elektronen-Rechnung sichern la¨sst. Allerdings lassen sich folgende praktische
Gru¨nde gegen diesen Ansatz anfu¨hren:[39] Zum einen gibt es gerade fu¨r Elemente mit hoher
Hauptquantenzahl nur wenige AE-Basissa¨tze, gerade hier ist aber der Rechenzeitgewinn durch
die Verwendung von Rumpfpotentialen besonders hoch. Zum anderen ist die Auswirkung
von relativistischen Effekten im Rumpf auf die elektronische Struktur der Valenz bei diesen
Elementen von besonderer Bedeutung, so dass deren implizite Beru¨cksichtigung u¨ber eine
geeignete Parametrisierung des ECPs wu¨nschenswert ist. Daher werden in der Praxis vor
allem solche Modellpotentiale eingesetzt, die relativistische Beitra¨ge der Rumpfelektronen
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beinhalten und gleichzeitig eine nicht-relativistische Betrachtung der Valenz ermo¨glichen.
3.6 Analytische Darstellung der Potentiale
Um einen analytischen Ausdruck fu¨r die Rumpfpotentiale zu erhalten, wird fu¨r die radialen









Die Anpassung an die numerische Form des Pseudopotentials erfolgt u¨ber die Kontraktions-
la¨nge Kl sowie die Werte fu¨r dkl , nkl und ζkl . KBT haben daru¨berhinaus festgestellt, dass

























vorgenommen wird, da diese u¨ber den gesamten Definitionsbereich endlich sind und fu¨r große
Werte von r exponentiell abfallen.[5] Die Verwendung von Gaußfunktionen bietet sich an, da
die Berechnung der ECP-Integrale im Allgemeinen mit Basissa¨tzen erfolgt, die ebenfalls aus
kontrahierten (kartesischen) Gaußfunktionen (KGF) φa bestehen.





Hier kennzeichnet der Index a die Zugeho¨rigkeit der Gaußfunktion zum Atomrumpf A =
(Ax , Ay , Az) mit Drehimpulsvektor a = (ax , ay , az). Ka ist der Kontraktionsgrad, dia der
Kontraktionskoeffizient und ζia der Orbitalexponent der primitiven Gaußfunktion mit Index i .
Die Basisfunktionen sind hier in nicht normierter Form gegeben, so dass Integrale, die u¨ber
diese Funktionen berechnet werden, im Anschluss noch normiert werden mu¨ssen.
3.7 Berechnung der ECP-Integrale
In der Notation von McMurchie und Davidson[58] wird die Projektion der Gl. (3.15) u¨ber
















Wie zuvor ist L − 1 der gro¨ßte im Atomrumpf vorkommende Drehimpuls. Die orthonor-
mierten reellen Kugelfla¨chenfunktionen Sml sind u¨ber die assoziierten Legendre-Polynome















cos(|m|φ), m > 0
2−
1
2 , m = 0
sin(|m|φ), m < 0
(3.38)
Fu¨r die Berechnung der Matrixelemente des ECP-Operators Vˆeff in einer Basis aus Gauß-
funktionen mu¨ssen zwei verschiedene Typen von Integralen (Typ-1 und Typ-2) ausgewertet
werden. Das lokale Typ-1-Integral resultiert aus dem VˆL-Potentialterm und wird im Folgenden
mit χab bezeichnet.
χab ≡ 〈φa(r)| VˆL(r)− nc/r |φb(r)〉 (3.39)
Das Typ-2-Integral γab wird als semilokal klassifiziert, da bei der Integration des Radialanteils
die lokalen Pseudopotentiale Vˆl und VˆL auftreten, wa¨hrend fu¨r die azimutale Integration die









Die analytische Berechnung dieser Integrale beginnt mit der Transformation der Exponential-
terme von φa und φb in ein lokales Koordinatensystem mit dem Potentialzentrum C als
Ursprung.[58]
r2A = (r − A)2 = (rC + CA)2 = r2C + 2rCCA +|CA|2 , CA = C− A (3.41)
Diese Umformung ermo¨glicht im Folgenden eine Separation in angulare und radiale Terme.
3.7.1 Typ-1-Integral
Fu¨r die Auswertung des Typ-1-Integrals werden zuna¨chst die Gaußexpansionen fu¨r φa, φb und
(VˆL(r)−nc/r) in Gl. (3.39) eingesetzt, wobei die Transformationsvorschrift (3.41) angewandt
wird. Das Sortieren der Terme nach Argumenten der Exponentialfunktionen liefert fu¨r das










































































η = ζia + ζjb + ζkL
s = −2 (ζiaCA + ζjbCB)
verwendet worden sind. Als na¨chstes werden die Terme xA, yA, zA, xB , yB , zB in das lokale
Koordinatensystem transformiert.


























Es verbleibt noch, den letzten Exponentialterm der Gl. (3.42), exp (s rC ), in Radial- und
Angularterme zu separieren, was sich u¨ber eine Entwicklung in Bessel-Funktionen erreichen
la¨sst.[5, 58]








λ (ϑC ,ϕC ) (3.44)












Durch Verwenden der Beziehungen (3.43) und (3.44) ko¨nnen nun Radialbeitra¨ge in QNλ

















i y˜ j z˜k (3.47)





























































Fu¨r die Summe u¨ber λ in Gl. (3.48) ergibt sich eine obere Grenze, da fu¨r λ > α + β der
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Ausdruck fu¨r Ωijkλ gleich Null wird.
[58] Die Angularintegrale sind analytisch lo¨sbar, indem




ulmlx ly lz x˜
lx y˜ ly z˜ lz (3.49)
und anschließend die Winkelintegration gema¨ß der Beziehung
∫
Ω
dΩ x˜ i y˜ j z˜k =
0 i , j oder k ungerade4pi (i−1)!!(j−1)!!(k−1)!!(i+j+k+1)!! i , j und k gerade (3.50)







verwendet worden ist. Die Koeffizienten ulmlx ly lz lassen sich gema¨ß

















(−1)i (2l − 2i)!













1 m > 0, |m| − lx gerade
1/
√
2 m = 0, lx gerade
1 m < 0, |m| − lx ungerade
(3.51)
j = (lx + ly −|m|)/2 (3.52)
berechnen.[59, 60] Fu¨r nicht-ganzzahlige Werte von j ergibt sich ulmlx ly lz = 0.
3.7.2 Typ-2-Integral
Das semilokale Typ-2-Integral wird analog zum vorigen Abschnitt umgeformt, d.h. es wird
zuna¨chst eine Transformation in ein lokales Koordinatensystem vorgenommen und anschließend












dϕC φa(rC ) S
m




























































Dabei sind die Abku¨rzungen
s1 = −2ζiaCA , s2 = −2ζjbCB (3.54)
verwendet worden. Aufgrund der angularen Projektionsoperatoren sind zwei separate Win-
kelintegrationen notwendig, so dass diesmal zwei Exponentialterme, es1rC und es2rC , in Bessel-
Funktionen entwickelt werden mu¨ssen. Anschließende Sortierung in reine Radialbeitra¨ge









































































(s1, s2, η) .
(3.55)
Wieder sind die Radialbeitra¨ge in Qα+β+nklλ1λ2 zusammengefasst worden






















dϕ x˜ i y˜ j z˜kSµλ (ϑ,ϕ)S
m
l (ϑ,ϕ) (3.57)
Die obere Grenze fu¨r die Summen u¨ber λ1,2 in Gl. (3.55) ergeben sich aus der Bedingung, dass
die Angularintegrale gleich Null werden fu¨r λ > l + i + j + k .[60] Die analytische Auswertung












dϕ x˜ i+lx y˜ j+ly z˜k+lz Sµλ (ϑ,ϕ)
(3.58)
Als na¨chstes werden die Polynome in Kugelfla¨chenfunktionen entwickelt,
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dΩ x˜ i+lx x˜ j+ly x˜k+l−lx−ly (3.61)
berechnet werden.[60]
3.7.3 Berechnung der Radialintegrale
Die Radialintegration ist der aufwendigste Teil der ECP-Integralberechnung. Es sind verschie-
dene Ansa¨tze vorgeschlagen worden, in denen entweder eine Potenzreihenentwicklungen fu¨r
die Bessel-Funktionen vorgenommen oder die Integration numerisch durchgefu¨hrt wird.[58]
Im Folgenden wird auf die numerische Auswertung eingegangen, da sie abgesehen von der
verha¨ltnisma¨ßig einfachen Computerimplementierung sowohl eine hohe numerische Stabilita¨t
als auch Effizienz bietet.[60]
Die numerische Integration der Typ-1-Radialintegrale stellt aufgrund ihrer geringen Anzahl
kein gro¨ßeres Problem dar. Im Fall der semilokalen Radialintegrale aber ist es sinnvoll, die
Anzahl an Schritten in der Berechnung so gering wie mo¨glich zu halten. Dazu werden zuna¨chst









−ζia|CA|2−ζjb|CB|2Qα+β+nklλ1λ2 (s1, s2, η) (3.62)
Der Ausdruck der Gl. (3.62) muss nur einmal fu¨r jede Kombination von Basisfunktionen,
die zur gleichen Schale geho¨ren, ausgewertet werden. Eine weitere Effizienzsteigerung kann




















Durch die Vermeidung von Doppelberechnungen reduziert sich die Anzahl an notwendigen
Berechnungen von Fλa auf NF = NSchalen × (LmaxBasis + L).[60]
3.7.4 Gauß-Chebyshev-Quadratur
Fu¨r die numerische Integration der Radialteile wird die Gauß-Chebyshev-Quadratur verwendet,
welche eine Approximation fu¨r das Integral einer Funktion der Form f (x)
√
1− x2 auf dem
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Die Wichtungsfaktoren ωni und die Abszissen x
n
















Durch U¨bergang zur Variablen z gema¨ß der Vorschrift








1− z2)] z√1− z2 − arccos(z)) (3.68)
















i ) ≡ In (3.69)
Die Abszissen und Wichtungsfaktoren werden jetzt u¨ber die Beziehungen



































Bevor die numerische Integration des semilokalen Radialintegrals der Gl. (3.62) unter Verwen-
dung der tabellierten Werte Fλa (r) erfolgen kann, muss eine Transformation der Abszissen










⇔ xi = 1− 21−ri , (3.72)
einer parameterfreien Version des urspru¨nglich von Treutler und Ahlrichs vorgeschlagenen
Verfahrens.[60, 61] Die numerische Integration erfolgt dann mit einer Variante der Gauß-
Chebyshev-Quadratur, die auf Pe´rez-Jorda´, San-Fabian und Moscardo´ zuru¨ckgeht.[62, 63] Die
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2i+1 ) . (3.75)
Diese Beziehung wird genutzt, um die Integralapproximation In sukzessive zu verbessern:
Ist nach n Schritten keine Konvergenz erreicht, so mu¨ssen nur (n + 1) weitere Terme
ω2n+12i+1 f (x
2n+1
2i+1 ) ausgewertet werden, um I2n+1 zu erhalten. Auf diese Weise wird im Verlauf
der Integration die Folge I1, I3, I7, ... , I2n+1 gebildet. Zur Beurteilung der Konvergenz kann
na¨herungsweise die Beziehung
(I2n+1 − In)2 ≤
∣∣∣I2n+1 − I(n−1)/2∣∣∣  (3.76)
verwendet werden, wobei  die gewu¨nschte Toleranz angibt.[62]
In seltenen Fa¨llen kann es dazu kommen, dass der Integrand von Tα+βλ1λ2 nur auf einem sehr
schmalen Intervall [rmin, rmax] von Null nennenswert verschiedene Werte hat.
[60] Dann liefert
die Mehrzahl an Abszissen keinen Beitrag zur Integralapproximation, so dass die numerische
Integration u¨ber die Terme Fλa nicht konvergiert. Es ist in diesem Fall erforderlich, die
Integrationsgrenzen auf den wesentlichen Bereich des Integranden anzupassen.
2ri = (rmax − rmin)xi + rmax + rmin (3.77)
Im Anschluss wird die numerische Integration direkt u¨ber die primitiven Gaußfunktionen
durchgefu¨hrt, da fu¨r die neuen Abszissen ri keine abgespeicherten Werte fu¨r F
λ
a vorliegen.
Die Quadratur erfolgt diesmal nach einem etwas abgewandelten Schema, welches eine kon-
servativere Fehlerabscha¨tzung ermo¨glicht.[63] Zusa¨tzlich zu der Folge an Integralna¨herungen












sowohl fu¨r die Berechnung von In als auch von I2m+1 beno¨tigt werden. Fu¨r die Wichtungsfak-





Da alle Abszissen von In auch Abszissen von I2m+1 sind, kann fu¨r die Berechnung der
(2m + 1)-Quadratur die Folge I2, I1, I5, I3, ... , I(n−1)/2, Im, In, I2m+1 herangezogen werden, was
eine sukzessive Verbesserung der Integralapproximation erlaubt. Dazu wird unter Beru¨cksich-






















Der zweite Summand ergibt sich unter Verwendung der Gl. (3.78), (3.79) und (3.75) als
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Damit mu¨ssen fu¨r die Ermittlung von I2m+1 lediglich
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Abweichend vom ersten Verfahren wird die Fehlerabscha¨tzung jetzt u¨ber die konservativeren
Bedingungen
 > |I2m+1 − Im| oder  > |Im − In| (3.83)
vorgenommen, je nachdem, welche Integralapproximation (I2m+1 oder In) zuletzt berechnet
worden ist. Hier zeigt sich der Vorteil gegenu¨ber dem zuerst aufgefu¨hrten Ansatz, der aus-
schließlich auf der Folge I1, I3, I7, ... , I2n+1 basiert: Angenommen, die Quadratur I2n+1 sei
mit Blick auf die weniger strikte Fehlerabscha¨tzung der Gl. (3.76) bereits eine hinreichende
Na¨herung fu¨r das Integral I . Dann ist es trotzdem mo¨glich, dass die konservativeren Bedingun-
gen der Gl. (3.83) noch nicht erfu¨llt sind, was zwangsla¨ufig die Berechnung weiterer Glieder
I4n+3, ... bedeutet. Da sich mit jeder na¨chsten Integralna¨herung die Anzahl an Abszissen
ungefa¨hr verdoppelt, kann sich die beno¨tigte Rechenzeit durch die genauere Fehlerbestim-
mung deutlich erho¨hen. Bei der Verwendung zweier Folgen I1, I3, ... , In und I2, I5, ... , Im, I2m+1
hingegen steigt die Anzahl an Punkten fu¨r den Schritt Im → In ungefa¨hr um den Faktor 4/3
an und fu¨r den Schritt In → I2m+1 um den Faktor 3/2. Folglich mu¨ssen bei Verwendung des
auf zwei Folgen basierenden Verfahrens weniger Funktionswerte ausgewertet werden, bis eine
erneute U¨berpru¨fung der Konvergenz erfolgt. Da zum einen die Ermittlung der Funktionswerte
im Allgemeinen rechenzeitbestimmend ist und zum anderen die Anzahl an Gitterpunkten mit
zunehmenden Werten von n und m schnell ansteigt, ist dieses Verfahren bei anspruchsvollen
Integranden vorteilhaft.
3.8 Analytische Ableitungen der ECP-Integrale
Fu¨r die Berechnung des Gradienten werden die ersten Ableitungen der ECP-Integrale nach
den Kernkoordinaten Ri (i = x ,y ,z) beno¨tigt, so dass in einem System aus N Atomkernen


















∣∣∣∣ Vˆeff ∣∣∣∣ ∂φb∂Ri
〉
(3.84)
Um die komplizierte Auswertung der Ableitung des Potentials zu vermeiden, kann das Prinzip
der Translationsinvarianz ausgenutzt werden, wonach ein M-Zentren-Integral I bei einer
Verschiebung der Kerne entlang des Vektors T unvera¨ndert bleiben muss.[64, 65]
I (R1, R2, ... , RM) = I (R1 − T, R2 − T, ... , RM − T) (3.85)
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Im Fall einer infinitesimalen Translation kann die rechte Seite der Gl. (3.85) in eine Taylorreihe
entwickelt werden.









Damit diese Gleichung erfu¨llt sein kann, mu¨ssen die linear unabha¨ngigen partiellen Ableitungen






erfu¨llen. Fu¨r die hier nicht beru¨cksichtigten Terme ho¨herer Ordnung ergeben sich analoge
Ausdru¨cke.[65] Die ECP-Integrale umfassen bis zu M = 3 unterschiedliche atomare Zentren,
wobei wie zuvor die Basisfunktionen an den Atompositionen A und B und das Pseudopotential
an Atom C lokalisiert sein sollen. Durch Kombination von Gl. (3.87) mit dem Gradienten
in Gl. (3.84) ist ersichtlich, dass die Ableitung des Potentials durch Terme, die nur die











∣∣∣∣ Vˆeff ∣∣∣∣φb〉−〈φa ∣∣∣∣ Vˆeff ∣∣∣∣ ∂φb∂Bi
〉
(3.88)
Damit verbleibt die Bestimmung der Ausdru¨cke fu¨r die Ableitung einer KGF bezu¨glich ihrer
Kernkoordinaten. Der Gradient hat die Form
∂φa
∂Ax











mit analogen Beziehungen fu¨r die u¨brigen kartesischen Variablen. Aus Gl. (3.89) geht unmit-
telbar hervor, dass fu¨r die Beru¨cksichtigung von Ableitungen beliebiger Ordnung nur geringe
A¨nderungen in den ECP-Integralalgorithmen vorgenommen werden mu¨ssen. Die Ableitung
einer KGF ergibt stets eine Linearkombination aus Gaußfunktionen mit vera¨nderten Exponen-
ten bezu¨glich der kartesischen Polynome (in Gl. (3.89) sind dies die Komponenten ax − 1 und
ax + 1). Wa¨hrend bei der Berechnung des Gradienten nur Verschiebungen um +1 oder −1
vorkommen, treten bei ho¨heren Ableitungen weitere Unterschiede bezu¨glich der Exponenten
auf.
In der Radialintegration besteht die einzige notwendige A¨nderung in der Bereitstellung eines
zusa¨tzlichen Faktors ζnia, der im Fall einer positiven Verschiebung +n beno¨tigt wird. Daher
sind in allen Fa¨llen, in denen Ableitungen berechnet werden, fu¨r jede Schalenkombination
mehrere Durchla¨ufe des ECP-Integrators notwendig (z.B. im Fall der Gradientenberechnung
die um +1/− 1 modifizierten Exponenten an jedem Zentrum A, B).
Explizite Ausdru¨cke fu¨r die ersten und zweiten Ableitungen sind bereits publiziert worden[66, 67]
und sollen daher an dieser Stelle nicht erneut aufgefu¨hrt werden.
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3.9 Implementierung
Die in den vorigen Abschnitten dargestellten Gleichungen zur Berechnung der ECP-Integrale
χab und γab wurden einerseits im Quantenchemieprogramm ORCA
[68] sowie andererseits in
der frei verfu¨gbaren Programmbibliothek libECP[69] implementiert.
Die beiden Varianten basieren bis auf technische Details auf den gleichen Algorithmen. Eine
Ausnahme bildet die numerische Integration der Radialintegrale: Wa¨hrend in der ORCA-
Implementierung noch die zuerst vorgestellte Gauß-Chebyshev-Quadratur der Gln. (3.75)
und (3.76) sowohl fu¨r die Berechnung u¨ber die Fλa -Terme gema¨ß Gl. (3.63) als auch fu¨r die
Integration u¨ber primitive Gaußfunktionen angewandt wird, erfolgt in libECP die Integration
u¨ber die Primitiven nach dem zweiten Integrationsverfahren.
Die analytische Typ-2-Winkelintegration wird in zwei Schritten durchgefu¨hrt. Zuna¨chst wird







dϕ x˜ i y˜ j z˜kSµλ (ϑ,ϕ)S
m
l (ϑ,ϕ) (3.90)
fu¨r alle Kombinationen i + j + k ∈ [0, LBasismax ] und alle Werte 0 ≤ λ ≤ L + LBasismax , −λ ≤ µ ≤ λ,
0 ≤ l ≤ L und −l ≤ m ≤ l berechnet und abgespeichert. Die insgesamt zu berechnende




noch reduziert. Da zudem die Koeffizienten vλµi+lx ,j+ly ,k+lz der Gl. (3.60) gleich Null sind
fu¨r den Fall, dass i + j + k + l − λ ungerade ist, verringert sich die Anzahl tatsa¨chlich
auszuwertender Terme weiter.[60] Als zweiter Schritt wird dann der vollsta¨ndige Winkelbeitrag
gema¨ß Gl. (3.57) fu¨r jede Schale ausgewertet.
Bei der Berechnung der Radialintegrale ist die numerisch exakte Bestimmung der Bessel-
Funktionswerte Mλ von großer Bedeutung. Da der Funktionswert von Mλ exponentiell ansteigt,
ko¨nnen insbesondere bei großen Argumenten numerische Probleme auftreten.[60] Dies kann
durch Multiplikation mit einem exponentiellen Faktor
Kλ(z) = e
−zMλ(z) (z ≥ 0) (3.92)
vermieden werden, da so der Wertebereich auf das Intervall [0, 1] beschra¨nkt wird. Die






Bei der numerischen Berechnung der Funktionswerte von Kλ werden drei Fa¨lle unterschieden.







gena¨hert. Fu¨r sehr kleine Argumente (z < 10−7) wird die Beziehung





verwendet. Im verbleibenden Bereich wird Kλ in eine Taylorreihe entwickelt, die nach wenigen
Gliedern abgebrochen werden kann. Die dabei beno¨tigten Ableitungen K
(n)

















Durch Linearkombination von Rumpf- und Valenzorbitalen analog Gl. (3.3) kann das Auftreten
radialer Knoten im Rumpfbereich unterbunden werden. Es zeigte sich allerdings in fru¨hen ECP-
Entwicklungen, dass die erhaltenen Pseudoorbitale nach Renormierung zu stark kontrahiert
waren im Vergleich zu den urspru¨nglichen Valenzorbitalen.[57, 70] Dies hatte eine verringerte
Coulomb-Abstoßung in der Valenzregion zur Folge und fu¨hrte zu Fehlern in molekularen
Rechnungen, die sich beispielweise in Form deutlich verku¨rzter Bindungsla¨ngen bemerkbar
machten.[71]
Zur Lo¨sung dieses Problems wurde die Verwendung Form-angepasster Pseudoorbitale vor-
geschlagen, die im Bereich der Valenz (r ≥ rc , rc : Rumpfradius) die gleiche Form wie
die urspru¨nglichen Valenzorbitale haben, wa¨hrend der Rumpfanteil (r < rc) durch eine
gleichfo¨rmige, knotenlose Polynomentwicklung ersetzt wird.[70] Das Polynom wird u¨ber freie
Parameter so eingestellt, dass das Pseudoorbital Normierungs- und Kontinuita¨tsbedingungen
am Punkt rc erfu¨llt. Unter Verwendung der generierten Pseudoorbitale und der zugeho¨rigen
Orbitalenergien kann das bislang unbekannte Pseudopotential analog Gl. (3.26) fu¨r jeden
Wert von l bestimmt werden. Die auf diese Weise erhaltenen Potentiale liegen zuna¨chst in
tabellierter Form vor und werden anschließend als Linearkombinationen aus Gaußfunktionen
gema¨ß der Gln. (3.34) und (3.35) dargestellt. Bekannte Parametrisierungen, die auf diese
Weise generiert worden sind, gehen beispielsweise auf Hay und Wadt (LANL-ECP[72–74]) und
Christiansen, Ermler et al.[42, 75–82] zuru¨ck. Durch die Inversion der Fockgleichungen, die bei
dieser Technik zur Erzeugung Drehimpuls-abha¨ngiger Pseudopotentiale durchgefu¨hrt werden
muss, wird meistens eine große Zahl an Gaußfunktionen beno¨tigt. Eine Ausnahme bilden hier
die kompakten ECPs der Toulouse-Gruppe.[83–85]
Sofern eine skalar- oder quasi-relativistische HF- oder eine Dirac-HF-Rechnung zur Erzeugung
der Referenzdaten durchgefu¨hrt worden ist, treten die relativistischen Effekte in spa¨teren
Pseudopotentialrechnungen indirekt durch die Form des Pseudoorbitals sowie die Orbitalener-
gien wieder auf.[40] In molekularen Rechnungen werden die entsprechenden AE-Valenzorbitale
zu verschiedenen l-Quantenzahlen fu¨r r ≥ rc sowie die zugeho¨rigen Orbitalenergien in der
Regel mit hoher Genauigkeit reproduziert.
In Energie-konsistenten Pseudopotentialen hingegen werden die adjustierbaren Parameter so
gewa¨hlt, dass bestimmte quantenmechanische Observablen reproduziert werden. Die Anpas-
sung der Gauß-Entwicklung erfolgt nach der Methode der kleinsten Fehlerquadrate und liefert
verglichen mit dem oben beschriebenen Verfahren in der Regel kleinere Kontraktionsla¨ngen
Kl .
[86] Die Referenzwerte werden u¨blicherweise aus Multi- und Einzel-Referenz-Rechnungen
auf HF- und Dirac-HF-Niveau erhalten, in denen Valenzenergien fu¨r eine große Anzahl an
elektronischen Konfigurationen und Zusta¨nden des neutralen Atoms sowie niedrig geladener
Ionen berechnet werden.[40] Die bekannteste und vollsta¨ndigste Parametrisierung Energie-
konsistenter ECPs geht auf Arbeitsgruppen an den Universita¨ten in Stuttgart, Dresden und
Ko¨ln zuru¨ck (SD[87–107]). Eine aktuelle Entwicklung stellen die ab initio-ECPs dar, die von
Dolg und Mitarbeitern speziell zur Verwendung in Quanten-Monte-Carlo-Rechnungen generiert
worden sind (Cai[108, 109]).
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3.11 Schlussfolgerungen
In diesem Kapitel wurde ein Algorithmus zur Berechnung von ECP-Integralen vorgestellt und
im Rahmen der libECP-Implementierung realisiert. Da das Verfahren keine Einschra¨nkun-
gen bezu¨glich des Drehimpulses oder der Radialexponenten aufweist, ko¨nnen vielgenutzte
Parametersammlungen wie beispielsweise die LANL- oder die SD-ECPs direkt genutzt werden.
Eine Besonderheit von ECPs im Vergleich zu Pseudopotentialen, wie sie beispielsweise in
Verbindung mit ebenen Wellen eingesetzt werden, besteht in der einfachen Erweiterbarkeit der
Valenzregion auf die sogenannten
”
Semi-Core“-Orbitale. Dies ist insbesondere fu¨r Systeme
mit U¨bergangsmetallen von Bedeutung, wa¨hrend fu¨r Hauptgruppenelemente ha¨ufig eine
einfache und intuitive Trennung in Rumpf- und Valenzschalen genu¨gt. Beispielsweise ko¨nnen
bei Kohlenstoff gute Ergebnisse durch Beru¨cksichtigung der 2s- und 2p-Valenzorbitale erzielt
werden, wenn die 1s-Schale durch ein Pseudopotential ersetzt wird.[40]
Bei Nebengruppenelementen hingegen reicht es ha¨ufig nicht aus, nur eine minimale Valenz-
schale explizit in die Rechnung miteinzubeziehen. So fu¨hrt die Betrachtung von Titan als
System mit vier Valenzelektronen (3d2, 4s2) im Allgemeinen nicht zu quantitativ verwert-
baren Ergebnissen.[41] Der Grund dafu¨r ist die Anwesenheit der nicht vollsta¨ndig besetzten
3d-Valenzschalen, deren Hauptquantenzahl bereits in den Rumpforbitalen (3s, 3p) vorkommt:
Das Maximum der radialen Dichte der Ti 3d-Schale liegt in der Na¨he der Maxima der 3s- und
3p-Schale. Daher kann eine Vera¨nderung in der Valenzelektronenkonfiguration, beispielsweise
durch einen angeregten Zustand oder die Ausbildung einer chemischen Bindung hervorgerufen,
zu einer deutlich unterschiedlichen Kernabschirmung fu¨r die 3s- und 3p-Orbitale fu¨hren.[42]
Eine verla¨sslichere Trennung in Rumpf- und Valenzschalen erfolgt daher auf der Basis der
Hauptquantenzahl, d.h. bei Ti mu¨ssen die
”
Semi-Core“-Orbitale 3s und 3p in die Valenz
einbezogen werden. Solche Pseudopotentiale werden als Small-Core(SC)-ECPs bezeichnet und
in den folgenden Kapiteln bevorzugt bei der Berechnung von U¨bergangsmetallverbindungen
eingesetzt.

4 Benchmark: Strukturoptimierungen von
Moleku¨len und Festko¨rpern
Zur Beurteilung der Qualita¨t von Ergebnissen, die in quantenchemischen Rechnungen auf
Dichtefunktionalniveau erreichbar sind, werden im Folgenden Resultate aus Strukturoptimie-
rungen von einerseits molekularen und andererseits kristallinen Systemen diskutiert. Dazu
werden fu¨r eine Reihe von U¨bergangsmetallverbindungen mittlere und absolute Abweichungen
der aus DFT-Rechnungen erhaltenen Strukturdaten von den jeweiligen experimentellen Werten
herangezogen. Der molekulare Referenzsatz umfasst Komplexverbindungen der U¨bergangsme-
talle (erste bis dritte Reihe) und geht auf eine Studie zuru¨ck, die in Kooperation mit Professor
Dr. Michael Bu¨hl entstanden ist.[8] Fu¨r die Festko¨rperphasen wurde eine Auswahl an bina¨ren
kristallinen Nitriden, Oxiden und Fluoriden der 3d-Elemente beru¨cksichtigt.
Alle Rechnungen wurden mit ausgewa¨hlten Dichtefunktionalen bzw. Hybridmethoden durch-
gefu¨hrt. Eine Abscha¨tzung des Fehlers in Rechnungen mit ECPs, der auf die Frozen-Core-
Na¨herung zuru¨ckzufu¨hren ist, erfolgt durch Vergleich mit All-Elektronen(AE)-Rechnungen.
Im Fall der molekularen Systeme ermo¨glicht der Vergleich mit den Resultaten aus skalarrelati-
vistischen AE-Rechnungen eine direkte Beurteilung, inwiefern relativistische Effekte durch
entsprechend parametrisierte ECPs korrekt wiedergegeben werden.
4.1 Molekulare U¨bergangsmetallkomplexe
Fu¨r einen Referenzsatz, bestehend aus 76 Komplexverbindungen der U¨bergangsmetalle (3d : 32,
4d : 19, 5d : 25), wurden Geometrieoptimierungen auf Dichtefunktionalniveau durchgefu¨hrt.[8]
Analog zu fru¨heren Arbeiten von Helgaker et al.[110, 111] wurde die Auswirkung verschiedener
Kombinationen von Dichtefunktionalen und Pseudopotentialen bzw. AE-Basissa¨tzen unter-
sucht, indem mittlere und absolute Fehler sowie Standardabweichungen der berechneten
Bindungsla¨ngen von den experimentellen Referenzwerten ermittelt wurden.
Fu¨r die gewa¨hlten Komplexverbindungen liegen ausnahmslos hochwertige experimentelle
Strukturdaten vor, die entweder u¨ber Elektronenbeugung in der Gasphase, Mikrowellen- oder
hochauflo¨sende Ramanspektroskopie erhalten worden sind (vgl. Tab. 4.1).[8, 112, 113] Zudem
wurden lediglich Komplexverbindungen beru¨cksichtigt, bei denen zumindest eine Metall–
Ligand-Bindungsla¨nge mit einer Genauigkeit von mindestens 1 pm experimentell bestimmt
worden ist. Die Anzahl an unterschiedlichen Bindungstypen umfasst neben hochgeladenen Me-
tallionen mit entsprechend elektronegativen Liganden auch organometallische Verbindungen,
Komplexe mit Hydrid- oder Phosphin-Liganden und Metall-Metall-Bindungen. Bei einigen
Komplexen konnten formal nicht-a¨quivalente Bindungsla¨ngen experimentell nicht separat
aufgelo¨st werden, so dass lediglich Mittelwerte beru¨cksichtigt werden konnten. In diesen
Fa¨llen sind die zugeho¨rigen Eintra¨ge in Tab. 4.1 mit dem Superskript
”
mean“ gekennzeichnet.
4.1.1 ECPs, Basissa¨tze und Methoden
Die Geometrieoptimierungen mit SD-ECP und LANL/LANLDZ (nur 4d- und 5d-Komplexe)
sowie ein Teil der nicht-relativistischen AE-Rechnungen (nur 3d-Komplexe) wurden von
Tabelle 4.1: Experimentell ermittelte Bindungsla¨ngen r (pm) von Komplexverbindungen der U¨bergangsmetalle in der
Gasphase. Fu¨r jede Verbindung ist die Multiplizita¨t (Mult.) angegeben.
Verbindung (Mult.) Parameter r (pm) Ref.
Sc(acac)3 (1) r(Sc–O) 207,6(4) [115]
TiCl4 (1) r(Ti–Cl) 216,9 [116]
TiMeCl3 (1) r(Ti–C) 204,7(6) [117]
r(Ti–Cl) 218,5(3)
TiMe2Cl2 (1) r(Ti–C) 205,8(4) [118]
r(Ti–Cl) 219,6(3)
Ti(BD4)3 (2) r(Ti–B) 217,5(4) [119]
r(Ti–Dbr ) 198,4(5)





VOCl3 (1) r(V=O) 157,3(8) [122]
r(V–Cl) 213,8(2)
V(NMe2)4 (2) r(V–N) 187,9(4) [123]
V(Cp)(CO)4 (1) r(V–C
CO) 196,3(7) [124]
CrO2F2 (1) r(Cr=O) 157,4(2) [125]
r(Cr–F) 171,9(2)
CrO2Cl2 (1) r(Cr=O) 157,7(2) [126]
r(Cr–Cl) 212,2(2)
CrO2(NO3)2 (1) r(Cr=O) 158,4(2) [127]
r(Cr–O) 195,4(5)




Cr(NO)4 (1) r(Cr–N) 175,0(2) [130]











Fe(CO)2(NO)2 (1) r(Fe–C) 187,2 [130]
r(Fe–N) 167,4






5-P5) (1) r(Fe–P) 237,7(5) [137]
CoH(CO)4 (1) r(Co–C
eq) 179,8(2) [138]
Co(CO)3(NO) (1) r(Co–N) 165,8(6) [139]
r(Co–C) 183,0(3)
Ni(CO)4 (1) r(Ni–C) 182,5(2) [140]
Ni(acac)2 (1) r(Ni–O) 187,6(5) [141]
Ni(PF3)4 (1) r(Ni–P) 209,9(3) [142]
CuCH3 (1) r(Cu–C) 188,41(2) [143]
CuCN (1) r(Cu–C) 183,231(7) [144]
Cu(acac)2 (2) r(Cu–O) 191,4(2) [145]
ZrCl4 (1) r(Zr–Cl) 232,8(5) [146]














MoF6 (1) r(Mo–F) 182,0(3) [152]
MoOF4 (1) r(Mo=O) 165,0(7) [153]
r(Mo–F) 183,6(3)
MoOCl4 (1) r(Mo=O) 165,8(5) [154]
r(Mo–Cl) 227,9(3)






Mo(CO)6 (1) r(Mo–C) 206,3(3) [157]




RuCp2 (1) r(Ru–C) 219,6(3) [135]




CdMe (2) r(Cd–C) 222,1(7) [162]
CdMe2 (1) r(Cd–C) 211,2(4) [163]
HfCl4 (1) r(Hf–Cl) 231,6(5) [164]




TaMe3F2 (1) r(Ta–C) 212,5(5) [167]
r(Ta–F) 186,3(4)
WF6 (1) r(W–F) 182,9(2) [168]
WOF4 (1) r(W=O) 166,6(7) [169]
r(W–F) 184,7(2)




W(CO)6 (1) r(W–C) 205,9(3) [172]
W(Cp)2(H)2 (1) r(W–H) 170,3(2) [173]
Re2F8 (1) r(Re–Re) 226,9(5) [174]
r(Re–F) 183,0(4)
ReOCl4 (2) r(Re=O) 166,3(9) [175]
r(Re–Cl) 227,0(5)
ReO3Me (1) r(Re=O) 170,9(3) [176]
r(Re–C) 206,0(9)




OsO4 (1) r(Os=O) 171,2(2) [178]








IrF6 (4) r(Ir–F) 183,9(2) [168]
Pt(PF3)4 (1) r(Pt–P) 222,9(5) [182]
Au(CO)Cl (1) r(Au–Cl) 221,72(6) [183]
r(Au–C) 188,4(2)
Au(Me)(PMe3) (1) r(Au–P) 228,0(5) [184]
Hg(Me)Cl (1) r(Hg–Cl) 228,5(3) [185]
r(Hg–C) 205,2(5)
Hg(CF3)2 (1) r(Hg–C) 210,6(5) [186]
Hg(Me)(CN) (1) r(Hg–CCN) 203,69(2) [187]
r(Hg–CMe) 205,63(1)
acac: Acetylacetonat, Me: Methyl, Cp: Cyclopentadienyl, Et: Ethylen, tmm: Trimethylenmethan, br : verbru¨ckend, ax : axial,
eq: a¨quatorial, cent: zentral, mean: gemittelt, OAc: Acetat
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Tabelle 4.2: U¨bersicht der eingesetzten Kombinationen von effektive Rumpfpotentiale (ECPs) und
Basissa¨tzen fu¨r die U¨bergangsmetalle
U¨M ECP Basissatz Beschreibung
3d ,4d ,5d SDa SDD [6s5p3d] Valenzbasissatz[87, 90]
LANLb LANLDZ [3s3p2d] Doppel-Zeta-Valenzbasissatz (Cd+Hg: [2s2p2d])[72–74]
LANLTZ [5s5p3d] Rekontraktion von LANLDZ (Cd+Hg: [3s3p3d])[214]
LANL08 dekontrahierter LANLDZ-Valenzbasissatz[214]
4d ,5d SDa SVP [5s3p2d1f]-Valenzbasissatz mit Polarisationsfunktion[215]
TZVP [6s4p3d1f]-Valenzbasissatz mit Polarisationsfunktion[215]
QZVP [7s5p4d3f1g]-Valenzbasissatz mit Polarisationsfunktionen[210]
a SD: Stuttgart-Dresden ECP[87, 90]
b LANL: Los Alamos National Laboratory ECP[72–74]
Michael Bu¨hl mit dem Gaussian03-Programmpaket[114] durchgefu¨hrt. Fu¨r alle u¨brigen LANL-
ECP- (mit den Basissa¨tzen LANLDZ fu¨r die Komplexe der 3d-Elemente, LANL08 und
LANLTZ fu¨r alle Verbindungen) und AE-Rechnungen (skalar- und nicht-relativistisch) wurde
die Quantenchemiesoftware ORCA[68] verwendet. Die jeweils berechneten Bindungsla¨ngen
der untersuchten Komplexverbindungen werden im Folgenden nicht explizit wiedergegeben,
sind aber fu¨r einige Methoden in den entsprechenden Vero¨ffentlichungen aufgefu¨hrt.[8, 112, 113]
In den Originalstudien wurde eine Vielzahl an Kombinationen aus Standard-Dichtefunktionalen,
ECPs und Basissa¨tzen getestet, von denen in dieser Arbeit nur eine Auswahl verwendet
wird. Die in der folgenden Analyse genutzten Dichtefunktionale sind LSDA,[27, 29, 188, 189] die
GGA-Funktionale BLYP,[35, 36, 190] BP86,[35, 191] BPW91[35, 192–196] und PBE,[38, 197] das meta-
GGA-Funktional TPSS[198] sowie die Hybridfunktionale B3P86,[189, 191, 199] B3LYP,[36, 189, 199]
B3PW91,[189, 192–196, 199] TPSSh[198] und PBE0.[37] Des Weiteren werden hier, erga¨nzend zu
den bereits vero¨ffentlichten Ergebnissen, auch das PW91-GGA-Funktional[192–194] sowie die
PW1PW-Hybridmethode[200] herangezogen.
Nicht-relativistische AE-Rechnungen wurden nur fu¨r Komplexverbindungen mit Metallen
der ersten und zweiten U¨bergangsreihe durchgefu¨hrt. Hier sind verschiedene segmentier-
te Basissa¨tze zum Einsatz gekommen, einerseits ein augmentierter Wachters-Basissatz
([8s7p4d])[201] fu¨r die U¨bergangsmetalle (U¨M) in Kombination mit 6-31G* bzw. 6-31G**
fu¨r die Ligandenatome (diese Kombination wird im Folgenden analog zu Ref. [112] als AE1
bezeichnet) und andererseits die Ahlrichs-AE-Basis TZVP.[202] Die skalarrelativistischen AE-
Rechnungen basieren auf dem ZORA(Zeroth Order Regular Approximation)-Ansatz[203–206]
und sind im Rahmen der Ein-Zentren-Na¨herung durchgefu¨hrt worden.[207] Fu¨r die 5d-Elemente
wurden die SARC(Segmented All-electron Relativistically Contracted)-TZVP-Basissa¨tze[208]
(Valenz-Tripel-Zeta mit Polarisation) verwendet und fu¨r alle u¨brigen Elemente SARC-Rekon-
traktionen der TZVP-Basen.
Fu¨r die Pseudopotentialrechnungen ist eine U¨bersicht der hier beru¨cksichtigten Varianten an
ECPs und Basissa¨tzen fu¨r die U¨bergangsmetalle in Tab. 4.2 gegeben. Fu¨r die Liganden wurden
ausschließlich AE-Basissa¨tze verwendet, entweder die entsprechende Ahlrichs-AE-Basis (SVP,
TZVP oder QZVP[202, 209, 210]) oder die Valenz-Doppel-Zeta(VDZ)-Basis 6-31G* (6-31G**
bei Hf(BH4)4, WCp2H2).
[211–213]
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4.1.2 Statistische Auswertung
Die Abweichungen der berechneten Bindungsla¨ngen von den experimentell bestimmten Refe-
renzdaten ∆i = r
calc
i − r expi wurden fu¨r die n = 120 Parameter der Tab. 4.1 und ausgewa¨hlte
Kombinationen von ECPs/Basissa¨tzen/Dichtefunktionalen ermittelt. Die statistische Auswer-













(∆i − ∆¯)2 , (4.2)







sowie die maximalen Fehler ∆max
∆max = max|∆i | . (4.4)
Durch die mittleren Fehler sowie deren Standardabweichungen ist die Verteilung um den Mit-
telwert gekennzeichnet. Die Angabe der mittleren absoluten Fehler sowie der maximalen Fehler
gibt erga¨nzend die tatsa¨chliche Gro¨ßenordnung der Abweichungen von den experimentellen
Referenzwerten wieder.
4.1.3 Auswirkungen verschiedener ECPs und Basissa¨tze
Um einen ersten Eindruck von der Leistungsfa¨higkeit verschiedener AE- bzw. ECP-Basissa¨tze
zu bekommen, wurde eine Reihe von Strukturoptimierungen fu¨r den kompletten Satz an 3d-,
4d- und 5d-Komplexverbindungen mit dem BP86-Funktional durchgefu¨hrt. Die Ergebnisse
der statistischen Auswertung sind in Tab. 4.3 gegeben.
Die gro¨ßten Fehler werden bei Verwendung der LANL-ECP fu¨r die 3d-, 4d- und 5d-U¨ber-
gangsmetalle erhalten (∆¯>1,8 pm, ∆¯abs>2,9 pm, ∆std>3,7 pm). Auffa¨llig sind die sehr
großen maximalen Fehler, die vor allem auf eine sehr schlechte Beschreibung aller Hg-
Komplexverbindungen zuru¨ckgehen. Zwar lassen sich die Werte fu¨r ∆¯, ∆¯abs sowie ∆max durch
den U¨bergang von den LANLDZ-Basissa¨tzen zu den dekontrahierten Varianten LANLTZ und
LANL08 verbessern, gleichzeitig nimmt allerdings die Standardabweichung in beiden Fa¨llen
um fast 0,5 pm zu. Die Valenzbasissa¨tze LANLTZ und LANL08 geben praktisch identische
Ergebnisse, erreichen aber nicht die Qualita¨t der SD/SDD-Variante in Geometrieoptimie-
rungen. Dies steht im Gegensatz zu den vergleichsweise guten Ergebnissen, die Roy et al.
mit LANL08 bzw. LANLTZ bei der Berechnung von Dissoziationsenergien ausgewa¨hlter
U¨bergangsmetallkomplexe erzielt haben.[214]
Die Verwendung von SD-ECP in Verbindung mit den SDD-Basissa¨tzen ergibt etwas ho¨here
Werte fu¨r ∆¯abs und ∆std als die Kombination AE1(3d)+SD/ SDD(4d+5d), allerdings einen
um 0,4 pm geringeren mittleren Fehler. Eine systematische Verbesserung der absoluten
mittleren Fehler sowie der Standardabweichungen la¨sst sich mit den Karlsruher Basissa¨tzen
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Tabelle 4.3: Statistische Auswertung der Geometrieoptimierungen mit dem BP86-Funktional zum
direkten Vergleich des Einflusses verschiedener ECPs (SD, LANL), nicht-relativistischer
(nur 3d-Komplexe) oder skalarrelativistischer AE-Rechnungen (ZORA/TZVP). In den
ersten beiden Spalten sind jeweils die eingesetzten ECPs (sofern keine AE-Basis ver-
wendet wurde) und Basissa¨tze fu¨r die U¨bergangsmetalle (U¨M) aufgefu¨hrt. Angegeben
sind mittlere Fehler ∆¯, Standardabweichungen ∆std, mittlere absolute Fehler ∆¯abs so-
wie maximale Fehler ∆max (jeweils in der Einheit pm) der Abweichungen berechneter
Gleichgewichtsbindungsla¨ngen von den Referenzwerten der Tab. 4.1.
3d-U¨M (4d ,5d)-U¨M ∆¯ ∆std ∆¯abs ∆max
LANL/LANLDZ LANL/LANLDZ 2,65 3,71 4,59 21,0a
LANL/LANLTZ LANL/LANLTZ 1,85 4,20 2,92 18,5a
LANL/LANL08 LANL/LANL08 1,84 4,20 2,92 18,5a
SD/SDD SD/SDD 1,40 2,63 2,41 7,5b
AE1 SD/SDD 1,80 2,32 2,37 7,5b
SVP SD/SVP 1,16 2,40 2,13 8,0b
TZPV SD/TZVP 1,39 2,19 2,04 6,7c
QZVP SD/QZVP 0,93 1,99 1,72 6,8c
TZVP ZORA/TZVP 1,24 2,29 2,05 8,6c





SVP, TZVP und QZVP (3d : AE-BS, 4d+5d : SD-ECP) erreichen: Wa¨hrend die SVP-Basis
noch verha¨ltnisma¨ßig hohe Fehler liefert (∆¯abs = 2,13 pm und ∆std = 2,40 pm), nehmen
diese kontinuierlich ab und erreichen bei der QZVP-Basis ein Minimum (∆¯abs = 1,72 pm und
∆std = 1,99 pm). Die mittleren Abweichungen bewegen sich ebenfalls auf niedrigerem Niveau
als in den u¨brigen ECP-Rechnungen, wobei der maximale mittlere Fehler bei Verwendung der
TZVP-Basis erhalten wird (∆¯ = 1,39 pm).
Bemerkenswerterweise erzielen die aufwendigeren skalarrelativistischen ZORA-Rechnungen
zwar eine niedrigere mittlere Abweichung als die Variante TZVP(3d)+ SD/TZVP(4d+5d),
allerdings fa¨llt der absolute mittlere Fehler etwas ho¨her aus. Die ebenfalls geringfu¨gig gro¨ßere
Standardabweichung weist zudem auf eine breitere Streuung der Fehler hin. Eine leichte Ver-
besserung der Werte fu¨r ∆std und ∆¯abs la¨sst sich durch eine nicht-relativistische Betrachtung
der 3d-Komplexe in Verbindung mit den AE-TZVP-Basissa¨tzen erreichen, was jedoch mit
einem um 0,26 pm ho¨heren mittleren Fehler einhergeht.
In Tab. 4.4 werden diese Befunde fu¨r die Rechungen mit SD-ECPs und SDD- bzw. TZVP-
Basissa¨tzen aufgeschlu¨sselt, indem explizit zwischen 3d-, 4d- und 5d-Komplexverbindungen
unterschieden wird. Hieraus wird deutlich, dass die Fehler fu¨r die Variante SD/SDD mit
zunehmender Hauptquantenzahl (3 → 4 → 5) kontinuierlich ansteigen. Insbesondere die
Strukturen der 5d-Komplexe werden deutlich schlechter beschrieben, was sich anhand der
verha¨ltnisma¨ßig großen Werte fu¨r ∆¯ und ∆¯abs bemerkbar macht. Eine signifikante Verbesse-
rung bringt in diesem Fall der U¨bergang zur TZVP-Basis in Verbindung mit den SD-ECPs, die
allerdings nur fu¨r die 4d- und 5d-U¨M verfu¨gbar sind. Dies verdeutlicht, dass mit ausreichend
flexiblen Basissa¨tzen sehr gute Ergebnisse auch auf ECP-Niveau erhalten werden ko¨nnen.
Die Auswirkung relativistischer Korrekturen auf die Strukturoptimierungen la¨sst sich aus
den Ergebnissen der Rechnungen mit AE-TZVP-Basissa¨tzen ablesen. Im Vergleich zu den













U¨M Methode ∆¯ ∆std ∆¯abs ∆max
3d SD/SDD[112] -0,63 1,88 1,55 5,8a
TZVP 0,34 1,91 1,55 5,1a
ZORA/TZVP -0,30 2,10 1,69 6,2a
4d SD/SDD[113] 2,41 2,03 2,57 6,5b
SD/TZVP[113] 1,64 2,10 2,03 6,8c
TZVP 3,67 2,18 3,78 7,2c
ZORA/TZVP 2,44 2,15 2,70 6,4b
5d SD/SDD[8] 3,10 2,21 3,39 7,5d
SD/TZVP[8] 2,33 2,21 2,67 6,7e
ZORA/TZVP 1,50 2,39 2,20 8,6e
nicht-relativistischen TVZP-Ergebnissen sind die Werte fu¨r ∆¯ der ZORA/TZVP-Resultate
kleiner, was im Mittel einer Abnahme der Bindungsla¨ngen entspricht. Wa¨hrend bei den
3d-Komplexen nur geringe Unterschiede zwischen den nicht-relativistischen Ergebnissen und
der ZORA-Variante auftreten, ist bereits bei den Verbindungen der 4d-U¨M eine relativistische
Korrektur unerla¨sslich.
Die Kombination aus ZORA-Korrektur und SARC-TZVP-Basis liefert hier das einheitlichste
Bild. Wa¨hrend die mittleren Fehler eine Schwankung zwischen -0,30 pm (3d) und 2,44 pm
(4d) aufweisen, vera¨ndern sich die Standardabweichungen (2,10 pm≤∆std≤ 2,39 pm) sowie
die mittleren absoluten Fehler (1,69 pm≤ ∆¯abs≤ 2,70 pm) weitaus weniger. Zudem bietet
die ZORA/TZVP-Variante den Vorteil, dass sie fu¨r alle hier betrachteten Elemente verfu¨gbar
ist. Aus diesen Gru¨nden werden im Folgenden ausschließlich Resultate diskutiert, die mit der
ZORA-Korrektur sowie den zugeho¨rigen SARC-TZVP-Basissa¨tzen erhalten worden sind.
4.1.4 Auswirkungen verschiedener Funktionale
Unter Verwendung der SARC-TZVP-Basissa¨tze sowie der ZORA-Korrektur wurden die Geo-
metrieoptimierungen fu¨r den vollsta¨ndigen Referenzsatz aus 76 Komplexverbindungen mit
einer Reihe von Dichtefunktionalen und Hybridmethoden durchgefu¨hrt. Die Ergebnisse der
statistischen Auswertung sind in Tab. 4.5 aufgefu¨hrt.
Alle GGA-Funktionale u¨berscha¨tzen im Mittel die Bindungsla¨ngen (∆¯>0 pm), wa¨hrend
die meisten Hybridmethoden negative mittlere Abweichungen aufweisen. Lediglich B3LYP
(∆¯ = 1,17 pm) weicht klar von dieser Regel ab. Die zweite Ausnahme, TPSSh (∆¯ = 0,04 pm),
weist hingegen den niedrigsten mittleren Fehler aller untersuchten Funktionale auf.
Die gro¨ßten Fehler in allen Kategorien werden mit LSDA und BLYP erzielt (∆¯abs>2,6 pm,
∆std>2,9 pm). Dabei profitieren die LSDA-Werte von dem unerwartet guten Abschneiden
bei den Strukturoptimierungen der 5d-Komplexe, was allerdings durch die Ma¨ngel bei den
3d- und 4d-Komplexen klar kompensiert wird.[8] LSDA neigt im Mittel dazu, Bindungsla¨ngen
zu unterscha¨tzen (∆¯ =−2,63 pm), wa¨hrend die Verwendung von BLYP gerade das Gegenteil
bewirkt (∆¯ = 3,11 pm).
Generell werden die niedrigsten Fehler bei Verwendung von Hybridmethoden erzielt. Eine
Ausnahme bildet allerdings B3LYP, welches als einziges Hybridfunktional signifikant gro¨ßere
Fehler aufweist und sogar hinter die GGA-Funktionale (bis auf BLYP) zuru¨ckfa¨llt. Innerhalb der
verbleibenden Gruppe, bestehend aus TPSSh, PW1PW, PBE0, B3PW91 und B3P86, treten
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Funktional ∆¯ ∆std ∆¯abs ∆max
LSDA -2,63 2,65 2,96 11,9a
BLYP 3,11 2,86 3,44 9,1b
BPW91 1,00 2,46 2,11 8,4a
BP86 0,98 2,47 2,11 8,6a
PW91 0,70 2,41 1,97 8,8a
PBE 0,73 2,43 2,00 8,5a
TPSS 0,77 2,38 1,91 10,4a
B3LYP 1,17 2,50 2,15 8,3a
TPSSh 0,04 2,23 1,69 10,7a
PW1PW -0,72 2,11 1,70 9,7a
PBE0 -1,05 2,11 1,81 9,7a
B3PW91 -0,46 2,18 1,71 9,4a
B3P86 -0,48 2,19 1,71 9,6a
Tabelle 4.5:
Statistische Auswertung der Abweichungen be-
rechneter Gleichgewichtsbindungsla¨ngen von
den Referenzwerten der Tab. 4.1. Angegeben
sind mittlere Fehler ∆¯, Standardabweichungen
∆std, mittlere absolute Fehler ∆¯abs sowie ma-
ximale Fehler ∆max (jeweils in der Einheit pm).
Alle Rechnungen wurden mit den SARC-





nur geringe Unterschiede bezu¨glich der absoluten mittleren Fehler, der Standardabweichungen
sowie der maximalen Fehler auf.
Das Meta-GGA-Funktional TPSS la¨sst sich nicht klar von den GGA-Funktionalen abgrenzen.
Zwar werden geringfu¨gig niedrigere Werte fu¨r den mittleren absoluten Fehler (∆¯abs = 1,91 pm)
sowie die Standardabweichung (∆std = 2,38 pm) erhalten, diese werden aber von einem ho¨heren
maximalen Fehler (∆max = 10,4 pm) begleitet. Der mittlere Fehler (∆¯ = 0,77 pm) liegt im
Bereich der GGA-Resultate (0,7 pm≤ ∆¯GGA≤ 1,0 pm, ausgenommen BLYP).
Unter den GGA-Funktionalen ergeben die
”
parameterfreien“ Varianten PW91 und PBE stets
geringfu¨gig kleinere Abweichungen als die semi-empirischen Funktionale BPW91 und BP86.
Allerdings sind die Unterschiede von geringer Ausgepra¨gung, lediglich BLYP stellt diesbezu¨glich
eine Ausnahme dar. Alle u¨brigen GGAs weisen relativ niedrige mittlere Fehler (∆¯≤ 1,0 pm)
mit sehr a¨hnlichen Standardabweichungen (2,4 pm<∆std < 2,5 pm) und maximalen Fehlern
(8,4 pm<∆max < 8,8 pm) auf.
Auffa¨llig sind die bei allen untersuchten Funktionalen auftretenden hohen maximalen Feh-
ler (∆max>8 pm). Es zeigt sich bei na¨herer Analyse, dass die maximalen Abweichungen
stets entweder auf die verbru¨ckende Hf–H-Bindung in Hf(BH4)4 oder die Au–P-Bindung
in Au(Me)(PMe3) zuru¨ckzufu¨hren sind. Insbesondere die schlechte Beschreibung der Hf–H-
Bindung, die auf DFT-Niveau deutlich unterscha¨tzt wird, war zuvor bereits bei einer auf die
5d-Komplexe beschra¨nkten statistischen Auswertung aufgefallen. Wurde diese Bindungsla¨nge
explizit nicht einbezogen, so wurden signifikant niedrigere Standardabweichungen fu¨r die Kom-
plexverbindungen der dritten Reihe erhalten.[8] Gleichwohl sind die maximalen Abweichungen
auch bei Vernachla¨ssigung der Hf–Hbr-Bindung immer noch hoch und signalisieren, dass nach
wie vor ein Bedarf an besseren Austausch-Korrelationsfunktionalen fu¨r die Beschreibung von
U¨bergangsmetallkomplexen besteht.
4.1.5 Schlussfolgerungen
Die Ergebnisse des letzten Abschnitts zeigen, dass die Mehrzahl an Methoden akzeptable
Ergebnisse bei Strukturoptimierungen von Komplexverbindungen der U¨bergangsmetalle auf
Dichtefunktionalniveau liefert. Im Mittel wurden mit Hybridfunktionalen geringere Fehler
erhalten als mit GGA-Funktionalen. Eine Ausnahme bildete das B3LYP-Funktional, welches
Fehler im Bereich der reinen GGA-Funktionale lieferte und daher bei Geometrieoptimierungen
4.2 Kristalline Verbindungen der 3d-U¨bergangsmetalle 42
keine Vorzu¨ge bietet. Die maximalen Fehler aller untersuchten Funktionale lagen in der
gleichen Gro¨ßenordnung, so dass im Einzelfall entschieden werden muss, ob sich der ho¨here
Rechenaufwand einer Hybridmethode lohnt. Zwei Dichtefunktionale, LSDA und BLYP, fu¨hrten
durchga¨ngig zu signifikant ho¨heren Abweichungen von den Referenzstrukturen, so dass ihr
Einsatz in Geometrieoptimierungen an U¨bergangsmetallkomplexen nicht empfohlen werden
kann.
Im Vergleich zu den Resultaten, die mit wesentlich anspruchsvolleren ab initio Methoden
bei Strukturoptimierung von Verbindungen aus leichten Hauptgruppenelementen erzielbar
sind (vgl. Ref. [110], z.B. CCSD(T)/cc-pVQZ: ∆¯ =−0,19 pm, ∆std = 0,30 pm), weisen die
hier gezeigten auf DFT-Niveau optimierten Bindungsla¨ngen eine wesentlich ho¨here Streuung
(∆std≥ 2 pm) um die Referenzwerte auf. Die Ursache fu¨r die hohen Standardabweichungen
muss allerdings nicht ausschließlich in den verwendeten Dichtefunktionalen liegen, sondern
kann im Einzelfall auch auf Fehler in den experimentellen Verfahren beruhen, beispielsweise
bei unentdeckten Zersetzungsreaktionen wa¨hrend des Verdampfens der Probe.[8]
Die detailliertere Analyse am Beispiel des BP86-Funktionals belegt die Notwendigkeit, Ba-
sissa¨tze von ausreichender Flexibilita¨t zu verwenden. Gute Ergebnisse ließen sich mit den
TZVP-Basen erzielen, unabha¨ngig davon, ob die Rechnungen mit SD-ECPs oder der ZORA-
Korrektur durchgefu¨hrt worden waren. Hingegen wurden bei Rechnungen mit kleineren
Basissa¨tzen insbesondere fu¨r die 5d-Komplexverbindungen signifikant schlechtere Resultate
erzielt.
Wurden die Ergebnisse aufgeschlu¨sselt nach den einzelnen U¨bergangsmetallreihen ausgewertet,
so wurden etwas niedrigere mittlere absolute Fehler und Standardabweichungen erhalten, wenn
die 3d-Komplexverbindungen in nicht-relativistischen AE-Rechnungen optimiert worden waren.
Die Beru¨cksichtigung skalarrelativistischer Beitra¨ge fu¨r die 3d-U¨bergangsmetallverbindungen
bewirkte im Mittel eine Abnahme der Bindungsla¨ngen (∆¯ verringert sich um 0,64 pm im
Vergleich zur nicht-relativistischen Optimierung der 3d-Komplexe) in U¨bereinstimmung mit
den Ergebnissen anderer Studien.[216, 217] Zugleich vergro¨ßerten sich aber die Werte fu¨r
die Standardabweichung sowie den absoluten mittleren Fehler, so dass zumindest fu¨r die
betrachteten 3d-Komplexe die relativistischen Beitra¨ge nur im Einzelfall zu Verbesserungen
fu¨hrten. Die Vernachla¨ssigung relativistischer Effeke bei den 4d-Komplexverbindungen fu¨hrte
hingegen erwartungsgema¨ß zu großen Fehlern.
Die Ergebnisse erlauben keine klare Empfehlung hinsichtlich der Verwendung von SD-ECP
oder skalarrelativistischer Korrekturen fu¨r die betrachteten U¨bergangsmetallverbindungen.
Nennenswerte Vorteile bezu¨glich der beno¨tigten Rechenzeit treten fu¨r gewo¨hnlich erst bei
Systemen mit vielen ECP-Zentren auf und ließen sich hier entsprechend nicht beobachten.
Die Verwendung der LANL-Parametersa¨tze kann auf der Basis der ECP-Rechnungen mit
dem BP86-Funktional nicht empfohlen werden. Diese lieferten auch mit flexiblen Valenz-
Tripel-Zeta-Basissa¨tzen erhebliche Abweichungen in allen Kategorien und sollten daher in
Strukturoptimierungen von U¨bergangsmetallkomplexen nicht eingesetzt werden.
4.2 Kristalline Verbindungen der 3d-U¨bergangsmetalle
Analog zur Vorgehensweise im vorigen Abschnitt wurden fu¨r insgesamt 53 bina¨re, kristalline
Verbindungen der 3d-U¨bergangsmetalle Strukturoptimierungen auf Dichtefunktionalniveau
durchgefu¨hrt. Viele der untersuchten Systeme stellen wichtige technisch genutzte Materialien
dar und decken dabei ein breites Anwendungsspektrum ab. Beispielsweise wird TiO2 als
Weißpigment und Photokatalysator eingesetzt, TiN aufgrund seiner hohen Ha¨rte und Korro-
sionsbesta¨ndigkeit bei der Beschichtung von Werkzeugen, V2O5 als Katalysator bei der Schwe-
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felsa¨ureherstellung nach dem Kontaktverfahren, CrO2 als Bestandteil von Magnetba¨ndern,
Cr2O3 als Schleifmittel, Cu2O aufgrund seiner Giftigkeit fu¨r Algen in Schiffsanstrichen, ZnO
als Halbleitermaterial in LEDs und TFTs sowie ZnF2 als Holzschutzmittel.
Die große Zahl an unterschiedlichen Eigenschaften ist eine Folge der ha¨ufig ungepaart
vorliegenden d-Elektronen, welche die Valenzschale der U¨bergangsmetalle konstituieren.
Aufgrund der geringen U¨berlappung zwischen den d-Orbitalen des U¨Ms und den p-Orbitalen
der Liganden kommt es in vielen Fa¨llen zur Ausbildung von sehr schmalen Ba¨ndern, in denen
die d-Elektronen quasi lokalisiert vorliegen. Diese Besonderheiten stellen selbst fu¨r moderne
periodische Methoden der Quantenchemie eine Herausforderung dar. In diesem Kapitel wird
gezeigt, dass sich auch solche Systeme zumindest na¨herungsweise durch Einsatz von EPCs in
Verbindung mit angepassten Basissa¨tzen beschreiben lassen.
4.2.1 Auswahl der Referenzsysteme
Auch in diesem Abschnitt werden ausschließlich die Ergebnisse aus Strukturrelaxationen zur
Beurteilung unterschiedlicher Basissa¨tze und Dichtefunktionale herangezogen. Als Bezugssys-
teme dienen 53 kristalline U¨bergangsmetallverbindungen, deren Gitterparameter experimentell
mit einer Messungenauigkeit von weniger als 1 pm behaftet sind (Tab. 4.6). Im Idealfall
stammen die Referenzdaten aus Messungen, die bei mo¨glichst tiefen Temperaturen und an
Einkristallen durchgefu¨hrt worden sind. Allerdings erfu¨llt nur eine Minderheit der Parameter
in Tab. 4.6 diese strengen Kriterien, wa¨hrend die Mehrzahl aus Pulverdaten stammt, die
bei Raumtemperatur erhalten worden sind. Um einen realistischen Eindruck von der Leis-
tungsfa¨higkeit gegenwa¨rtiger Dichtefunktional-Methoden zu erhalten, die ohnehin wesentlich
sta¨rker fehlerbehaftet sind als rechenaufwa¨ndige ab initio-Verfahren, ist aber die Verwendung
einer breiter angelegten Datenbank sinnvoller als die Beschra¨nkung auf wenige qualitativ sehr
hochwertige Werte.
Die hier untersuchten Nitride, Oxide und Fluoride der 3d-U¨bergangsmetalle weisen eine
Vielzahl unterschiedlicher Strukturen sowie eine große Varieta¨t an magnetischen Ordnungen
auf. Darunter befinden sich in Hinblick auf ihre physikalischen Eigenschaften bemerkenswerte
Systeme wie der Ladungstransfer-Isolator NiO, die Mott-Hubbard-Verbindung V2O3, der
metallische Ferromagnet CrO2 und der ladungsgeordnete Ferrimagnet Fe3O4. Wa¨hrend im
allgemeinen nur die Tieftemperaturphase beru¨cksichtigt worden ist, wurden jeweils zwei
Polymorphe fu¨r TiO2 (Rutil, RG P42/mnm und Anatas, RG I 41/amd) und MnO2 (Pyrolusit,
RG P42/mnm und Ramsdellit, RG Pnma) einbezogen. Im Fall der Titandioxide ist dies darauf
zuru¨ckzufu¨hren, dass sowohl fu¨r Rutil als auch Anatas qualitativ hochwertige Daten aus
Neutronenbeugungs-Experimenten vorliegen, die bei sehr niedrigen Temperaturen (T = 15 K)
erhalten worden sind.[218] Hingegen wurde die Brookit-Phase nicht einbezogen, da die bislang
in der Literatur verzeichneten Strukturparameter von geringerer Qualita¨t sind[219] und es
sich fernerhin nicht um die stabilste TiO2-Modifikation bei T = 0 K handelt.
[220] Bei den
Mangan(IV)-oxiden ist nicht gekla¨rt, welche der experimentell aufgefundenen Strukturen bei
niedrigen Temperaturen thermodynamisch stabil ist.
4.2.2 Atomzentrierte Basissa¨tze in periodischen Rechnungen
Im Gegensatz zu molekularen Rechnungen, fu¨r die eine große Anzahl an Standard-Basissa¨tzen
definierter Qualita¨t aus kontrahierten Gauß-Funktionen zur Verfu¨gung steht,[221, 222] ist bei pe-
riodischen Festko¨rperrechnungen die Auswahl deutlich geringer.[10] Erfahrungsgema¨ß ko¨nnen
molekulare Basissa¨tze ha¨ufig nicht unvera¨ndert fu¨r kristalline Systeme genutzt werden.[10, 223]
Tabelle 4.6: Experimentell ermittelte Gitterparameter (A˚, Standardabweichung in Klammern) von kristallinen,
bina¨ren U¨bergangsmetallverbindungen. Zu jeder Phase ist die Raumgruppe (RG) angegeben.
Phase (RG) Nr. Exp. Ref.
Sc2O3 (Ia3¯) a 1 9,8446(4) [225]
ScF3 (Pm3¯m) a 2 4,023 98(150)
∗ [226]
ScN (Fm3¯m) a 3 4,5092(2) [227]
TiO2 (P42/mnm) a 4 4,586 66(4) [218]
c 5 2,954 07(3)
TiO2 (I41/amd) a 6 3,782 16(3) [218]
c 7 9,502 26(12)
Ti2O3 (R 3¯c) arh 8 5,433(1) [228]
β-Ti3O5 (C2/m) a 9 9,7568(2) [229]
b 10 3,800 77(9)
c 11 9,4389(1)
TiF2 (Fm3¯m) a 12 5,1555(2) [230]
TiF3 (R 3¯c) a 13 5,4338(7) [231]
c 14 13,6421(24)
TiF4 (Pnma) a 15 22,8110(30) [232]
b 16 3,848(1)
c 17 9,568(1)
TiN (Fm3¯m) a 18 4,241 29(3) [233]
VO2 (P2/c) a 19 5,7529(3) [234]
b 20 4,5263(3)
c 21 5,3825(3)
V2O3 (I2/a) a 22 7,2660(4) [235]
b 23 5,0024(3)
c 24 5,5479(3)
V3O5 (P2/c) a 25 9,859(1) [236]
b 26 5,0416(5)
c 27 6,991(1)
V4O7 (P 1¯) a 28 5,503(1) [237]
b 29 6,997(2)
c 30 12,256(2)
V2O5 (Pmmn) a 31 11,512(3) [238]
b 32 3,564(1)
c 33 4,368(1)
VF2 (P42/mnm) a 34 4,7977(8) [239]
c 35 3,2469(10)
VF3 (R 3¯c) a 36 5,168(2) [240]
c 37 13,438(5)
VF4 (P21/n) a 38 5,381(3) [241]
b 39 5,170(2)
c 40 5,340(3)
α-CrO2 (P42/mnm) a 41 4,416 32(4) [242]
c 42 2,917 36(4)
CrO3 (C2cm) a 43 4,789(5) [243]
b 44 8,557(4)
c 45 5,743(4)
Cr2O3 (R 3¯c) a 46 4,9570(3) [244]
c 47 13,5923(2)
CrF3 (R 3¯c) a 48 4,9863(2) [245]
c 49 13,2142(7)
CrF4 (P42/mnm) a 50 8,296(1) [246]
c 51 3,737(1)
CrF5 (Pbcm) a 52 7,8299(19) [247]
b 53 7,534(2)
c 54 5,5181(14)




MnO (R 3¯m) a 58 3,1536(1) [249]
c 59 7,6028(4)
MnO2 (P42/mnm) a 60 4,4041(1) [250]
c 61 2,8765(1)
MnO2 (Pnma) a 62 9,2734(7) [251]
b 63 2,8638(2)
c 64 4,5219(3)
Mn2O3 (Pbca) a 65 9,4157(3) [252]
b 66 9,4233(3)
c 67 9,4047(3)
Mn3O4 (I41/amd) a 68 5,765(1) [253]
c 69 9,442(3)
MnF2 (P42/mnm) a 70 4,8736(2) [254]
c 71 3,3000(2)
MnF3 (C2/c) a 72 8,904(3) [255]
b 73 5,037(2)
c 74 13,448(5)
MnF4 (I41/a) c 75 6,049(5) [256]
Mn3N2 (I4/mmm) a 76 4,189(1) [257]
c 77 12,104(4)
FeO (R 3¯) arh 78 6,132(3) [258]
Fe2O3 (R 3¯c) a 79 5,034 171(4) [259]
c 80 13,732 10(11)
Fe3O4 (P2/c) a 81 5,944 407(14) [260]
b 82 5,924 701(17)
c 83 16,775 15(14)
FeF2 (P42/mnm) a 84 4,7000(4) [261]
c 85 3,3100(3)
FeF3 (R 3¯c) a 86 5,1980(5) [262]
c 87 13,338(2)
CoO (C2/m) a 88 5,1738(9) [249]
b 89 3,0119(1)
c 90 6,0258(14)
Co3O4 (F33¯m) a 91 8,0850(9) [263]
CoF2 (P42/mnm) a 92 4,6941(1) [264]
c 93 3,1698(1)
CoF3 (R 3¯c) a 94 5,0423(6) [265]
c 95 13,218(2)
NiO (R 3¯m) a 96 2,9517(2) [266]
c 97 7,2170(4)
NiF2 (Pnnm) a 98 4,648 44(4) [267]
b 99 4,647 19(4)
NiF3 (R 3¯) arh 100 5,1481(1) [268]
CuO (C2/c) a 101 4,6833(2) [269]
b 102 3,4208(1)
c 103 5,1294(2)
Cu2O (Pn3¯m) a 104 4,2685(5) [270]
CuF2 (P2/c) a 105 3,294(3) [271]
b 106 4,568(4)
c 107 5,358(5)
ZnO (P63mc) a 108 3,2417(8) [272]
c 109 5,1876(8)
Zn3N2 (Ia3¯) a 110 9,7691(1) [273]
ZnF2 (P42/mnm) a 111 4,7038(15) [274]
c 112 3,1336(7)
∗ Standardabweichung approximiert gema¨ß den Angaben in Ref. [226]
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Probleme ko¨nnen insbesondere bei der Verwendung von Gaußfunktionen mit kleinen Exponen-
ten (ζ . 0,2) auftreten, die in molekularen Systemen beno¨tigt werden, um die Ausla¨ufer der
Wellenfunktion im Vakuum zu beschreiben.[20] In perfekten kristallinen Verbindungen kommen
solche Vakuumzusta¨nde hingegen nicht vor, da im Festko¨rper jedes Atom in der Elementarzelle
eine Vielzahl an Nachbaratomen bei kurzen und mittleren interatomaren Absta¨nden hat. Daher
ist das Risiko, Probleme mit linear abha¨ngigen Basissa¨tzen aufgrund von Gaußfunktionen mit
kleinen Exponenten zu bekommen, in periodischen Systemen wesentlich gro¨ßer.[224]
Im Prinzip lassen sich derartige Probleme durch Erho¨hung der numerischen Genauigkeit
vermeiden, da lediglich dafu¨r gesorgt werden muss, dass die U¨berlappung diffuser Funktionen
an verschiedenen Zentren mit ho¨herer Pra¨zision ausgewertet wird.[10] Allerdings fu¨hrt das
Erho¨hen der numerischen Genauigkeit zu einem deutlichen Anstieg der beno¨tigten Rechenzeit,
da Screeningverfahren in der Integralberechnung weniger effektiv genutzt werden ko¨nnen. Am
Beispiel des Quantenchemie-Programms CRYSTAL[9, 10] la¨sst sich dieser Sachverhalt beson-
ders gut nachvollziehen (andere Programme wie Gaussian[114] oder MondoSCF/FreeON[275]
sind allerdings gleichermaßen von der Problematik betroffen[276]). In CRYSTAL basiert das
Screening auf einer Integralapproximation
(ab|cd) = SabScdTabcd , (4.5)
wonach ein Zweielektronenintegral als Produkt aus U¨berlappungsintegralen Sab und Scd sowie
einem angularen Faktor Tabcd geschrieben werden kann.
[3] Um eine schnelle Abscha¨tzung fu¨r
die U¨berlappungsterme zu erhalten, werden diese u¨ber s-Funktionen berechnet mit einem
Orbitalexponenten, der dem kleinsten Exponenten der jeweiligen Schale entspricht. Der
absolute Wert des entsprechenden Integrals wird durch diese Konstruktion bei mittleren
und langen Reichweiten approximativ wiedergegeben.[223] Auf der Basis der berechneten
Werte fu¨r Sab und Scd wird entschieden, ob das zugeho¨rige Zweielektronenintegral exakt
berechnet, gena¨hert oder vernachla¨ssigt wird.[3] Aus diesem Grund fu¨hren sowohl diffuse
Basisfunktionen als auch eine Erho¨hung der numerischen Genauigkeit automatisch zu einem
ho¨heren Rechenaufwand bei der Integralauswertung. Des Weiteren fu¨hrt die Beru¨cksichtigung
periodischer Randbedingungen dazu, dass durch die Verwendung von Blochfunktionen eine
atomare Gauß-Basis an jedem translationsa¨quivalenten Atom repliziert wird, was die Anzahl
an auszuwertenden Integralen vergro¨ßert. Daher erfordern periodische Festko¨rperrechnungen
im Allgemeinen eine sorgfa¨ltige Abwa¨gung, ob atomzentrierte Basisfunktionen mit sehr kleinen
Exponenten tatsa¨chlich fu¨r die Beschreibung eines konkreten Systems von Bedeutung sind.
Ein weiterer Grund fu¨r die begrenzte Anwendbarkeit von molekularen Basissa¨tzen in periodi-
schen Rechnungen besteht in der gro¨ßeren Vielfalt an unterschiedlichen Bindungsarten in
Festko¨rpern. Beispielsweise erfordern ionische Kristalle einerseits und Metalle andererseits
ga¨nzlich unterschiedliche Valenzschalen und lassen sich daher im Allgemeinen nicht optimal
durch einen einheitlichen Basissatz beschreiben. In ionischen Verbindungen ist meistens eine
Anpassung der Basissa¨tze an den jeweiligen Kristall erforderlich, da speziell hochgeladene
Anionen erst durch das Kristallfeld stabilisiert werden und im Vergleich zum neutralen Atom
etwas kleinere Exponenten zur Stabilisierung der U¨berschussladung beno¨tigt werden. In Me-
tallen hingegen ist die vollsta¨ndige Delokalisation der Valenzelektronen charakteristisch, was
sich nur durch diffuse Basissa¨tze in Verbindung mit einer sehr exakten Integralauswertung
erreichen la¨sst.
Gleichwohl bieten die zahlreichen und systematischen Sammlungen an molekularen Basissa¨tzen
eine gute Ausgangslage fu¨r die Optimierung von Exponenten ζi und Expansionskoeffizienten
di in Festko¨rperanwendungen. Dazu ist es im Allgemeinen erforderlich, die diffusen Funktionen
mit ζi < 0,2 (Ausnahme: metallische Systeme) zu entfernen und zumindest die Exponenten
der Valenzschalen anzupassen. Die Optimierung der Basissatz-Parameter {ζi , di} erfolgt
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vorzugsweise unter Ausnutzung des Variationsprinzips, wobei in einer Reihe von Einzelpunkt-
rechnungen an ausgewa¨hlten Referenzsystemen die elektronische Energie minimiert wird. In
der Praxis hat sich zudem die Faustregel bewa¨hrt, dass sich die Exponenten aufeinanderfol-
gender primitiver Gaußfunktionen um den Faktor zwei bis drei voneinander unterscheiden
sollen, um ausgeglichene (well-tempered) Basissa¨tze zu approximieren. Fu¨r die Durchfu¨hrung
der Parameteroptimierung mit CRYSTAL existieren zwei Skripte, die einerseits auf einer
Liniensuche (ohne Beru¨cksichtigung des Gradienten, erstellt von M. D. Towler, 1991[277]) und
andererseits auf einer mehrdimensionalen Variante des Verfahrens der konjugierten Gradienten
nach Polak-Ribie`re (erstellt von C. Zicovich-Wilson, 1996[278]) basieren. Beide Verfahren
haben allerdings den Nachteil, dass sie keine automatische Beschra¨nkung der Exponenten auf
ein bestimmtes Intervall vornehmen ko¨nnen.
Im Rahmen dieser Arbeit wurde daher ein neues Optimierungsskript erstellt, welches durch
Verwendung des MINUIT-Programmpakets[279–281] eine effiziente Optimierung von Exponen-
ten und Expansionskoeffizienten gleichzeitig mit oder ohne Nebenbedingungen ermo¨glicht. Mit
der Methode wurde ein Valenz-Basissatz fu¨r die 3d-Elemente generiert, der auf den SD-ECPs
basiert, sowie passende AE-Basissa¨tze fu¨r die Nichtmetalle N, O und F. Das Skript wurde
des Weiteren von Peintinger et al. zur Erzeugung eines AE-TZVP-Basissatzes[282] eingesetzt,
der auf den Ahlrichs-TZVP-Basen basiert, sowie von Ferro Diaz et al. zur Nachjustierung der
AE-VDZ(P)-Basen aus der CRYSTAL-Basissatz-Bibliothek.[283]
4.2.3 ECPs, Basissa¨tze und Methoden
Einzelpunktrechnungen und Geometrieoptimierungen
Strukturrelaxationen fu¨r 53 bina¨re U¨bergangsmetallverbindungen (Tab. 4.6) wurden mit dem
CRYSTAL09-Programmpaket[9, 10] auf DFT- und HF/DFT-Hybridniveau durchgefu¨hrt. In den
periodischen Elektronenstruktur-Rechnungen wurden verschiedene Dichtefunktionale verwen-
det, die auf der lokalen Dichtena¨herung (LSDA[27, 29, 188, 189]), der generalisierten Gradientenap-
proximation (PBE,[38, 197] PBESOL,[284, 285] BLYP,[35, 36, 190] BP86,[35, 191] BPW91,[35, 192–196]
PW91,[192–194] SOGGA[286]) oder dem HF/DFT-Hybrid-Ansatz (PBE0,[37] B3LYP,[36, 189, 199]
B3P86,[189, 191, 199] B3PW91,[189, 192–196, 199] PW1PW[200]) basieren.
In allen Rechungen wurden sehr große Monkhorst-Pack-Gitter verwendet. In CRYSTAL09
werden diese durch die Angabe von sogenannten Schrumpfungsfaktoren generiert, welche
mindestens zu (6,12) in hexagonalen Systemen und (8,16) in allen anderen Fa¨llen gesetzt
wurden. In den meisten Systemen musste die Spinpolarisation beru¨cksichtigt werden. Dazu
wurde die Differenz zwischen der Anzahl an α- und β-Elektronen wa¨hrend des SCF-Verfahrens
konstant gehalten. Fu¨r alle Phasen, die in dieser Studie beru¨cksichtigt worden sind, wurde
zuna¨chst die aus energetischen Gru¨nden bevorzugte magnetische Kopplung ermittelt, indem
Einzelpunktrechnungen auf PBE- und PBE0-Niveau durchgefu¨hrt wurden. Dabei musste eine
Reduktion der Symmetrie lediglich fu¨r einige Polymorphe vorgenommen werden, in denen
eine antiferromagnetische Spinanordnung begu¨nstigt wurde.
Alle Rechnungen wurden mit einem neu generierten ECP-Basissatz durchgefu¨hrt, der auf den
SD-ECPs basiert (SD-VDZP). Um dessen Leistungsfa¨higkeit beurteilen zu ko¨nnen, wurden
fu¨r die Funktionale PBE und PBE0 die Geometrieoptimierungen mit zwei unterschiedlichen
AE-Basissa¨tzen wiederholt. Dabei handelt es sich zum einen um einen vor kurzem vero¨ffent-
lichten AE-TZVP-Basissatz[282] sowie zum anderen um eine AE-VDZ(P)-Basis, die ausgehend
von Parametern aus der CRYSTAL-Basissatz-Bibliothek[283] durch Optimierung der Valenz-
schalen erzeugt worden ist.[287] Die Kontraktionsschemata sind in Tab. 4.7 aufgefu¨hrt. Die













Fu¨r den ECP-Basissatz ist die Anzahl an
vernachla¨ssigten Rumpfelektronen durch
Verweis auf die entsprechende Edel-
gaskonfiguration in eckigen Klammern
angegeben.
Optimierungsmethode, mit der alle hier eingesetzten Basissa¨tze erzeugt worden sind, wird im
na¨chsten Abschnitt beschrieben.
Basissatz-Optimierung
Die Optimierung der Basissatz-Parameter erfolgt unter Verwendung des MIGRAD-Algorithmus,
der Bestandteil des MINUIT-Optimierers[279–281] ist und auf dem Variable-Metrik-Verfahren
nach Davidson, Fletcher und Powell[288] basiert. Die Exponenten ζ der Gaußfunktionen ko¨nnen
optional auf einen bestimmten Wertebereich [a,b] eingeschra¨nkt werden. Dabei verwendet
MINUIT intern die Transformationen
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, (4.7)
so dass der interne Parameter ζ ′ wa¨hrend der Optimierung einen beliebigen Wert annehmen
kann, wa¨hrend der Exponent ζ stets auf das Intervall [a,b] beschra¨nkt ist.[280]
In Abha¨ngigkeit von der Gu¨te des zugrundeliegenden molekularen Basissatzes gelingt auf
diese Weise die gleichzeitige Optimierung aller Valenzexponenten und Kontraktionskoef-
fizienten fu¨r beliebige (vorzugsweise ionische) Systeme ha¨ufig im ersten Durchgang. Das
Optimierungsskript, welches diese Prozedur in Kombination mit CRYSTAL09 implementiert,
ist frei verfu¨gbar[289] und kann zudem leicht fu¨r die Verwendung mit anderen Quantenchemie-
Programmen angepasst werden.
Mittels der beschriebenen Methode wurden Valenz-Doppel-Zeta-Basissa¨tze fu¨r N, O, F sowie
die 3d-U¨bergangsmetalle generiert. In allen Fa¨llen wurde eine Beschra¨nkung der Exponenten
vorgenommen (a = 0,2). Die Basissa¨tze fu¨r die Elemente der 1. Nebengruppe basieren auf den
SD-ECPs (SD10MDF[87, 101]), wa¨hrend fu¨r die Nichtmetalle AE-Basen erzeugt worden sind.
4.2.4 Statistische Auswertung
Erneut wird der Ansatz von Helgaker et al.[110, 290] herangezogen, der bereits im letzten
Abschnitt fu¨r die statistische Auswertung der Geometrieoptimierungen der U¨bergangsmetall-
komplexe verwendet worden ist. Da jedoch die in diesem Kapitel betrachteten Gitterparameter
einen gro¨ßeren Wertebereich abdecken als die zuvor betrachteten molekularen interatomaren
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Absta¨nde, werden hier die prozentualen Abweichungen (∆%) der theoretischen Ergebnisse




Unter Verwendung aller n = 112 Parameter (Tab. 4.6) wurden verschiedene Kombinationen
aus ECPs bzw. AE-Basissa¨tzen und Dichtefunktionalen getestet. Fu¨r die erhobenen Daten
wurden die mittleren prozentualen Fehler (∆
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sowie die maximalen prozentualen Fehler ∆%max
∆%max = max
i
∣∣∣∆%i ∣∣∣ . (4.11)
Wie zuvor ist die Verteilung der Fehler um den jeweiligen Mittelwert ∆
%
durch ∆%std gege-






4.2.5 Auswirkungen verschiedener ECPs und Basissa¨tze
Unter den kristallinen U¨bergangsmetallverbindungen der Tab. 4.6 befinden sich viele offenscha-
lige Systeme mit einer Vielzahl unterschiedlicher magnetischer Strukturen. Die magnetischen
Kopplungen wurden im Rahmen der spinpolarisierten Kohn-Sham-Theorie na¨herungsweise
beru¨cksichtigt. In CRYSTAL09, wo lediglich kolineare Spinanordungen unterstu¨tzt werden,
ko¨nnen neben diamagnetischen Phasen auch ferro- und antiferromagnetische Ordnungen
sowie Ferrimagnete untersucht werden. Aus diesem Grund lassen sich nicht alle experimentell
aufgekla¨rten magnetischen Strukturen reproduzieren (vgl. Tab. 4.8). Insbesondere bei VF2
(helikale bzw. spirale Spinstruktur), VO2 und MnF3 (paramagnetisch) sowie VF4, NiF2 und
CuF2 (verkanteter Antiferromagnetismus) ko¨nnen nur Na¨herungslo¨sungen angegeben werden.
Die nach Geometrieoptimierung mit dem PBE0- sowie dem PBE-Funktional energetisch
gu¨nstigsten magnetischen Strukturen sind in Tab. 4.8 aufgeschlu¨sselt nach den verwendeten
Basissa¨tzen aufgefu¨hrt. Obwohl zu einigen Verbindungen keine experimentellen Angaben
bezu¨glich der magnetischen Eigenschaften vorliegen (TiF2, TiN, VF3, CrF4, CrF5, MnF4) bzw.
diese nicht gesichert sind (TiF3, NiF3, Ti2O3, CrF3), sind die Resultate der theoretischen
Rechnungen dennoch zu Referenzzwecken in der Tabelle angegeben. Ebenso sind Systeme
aufgelistet, die im Experiment ein komplizierteres magnetisches Verhalten zeigten, dass sich
in Rechnungen mit kolinearem Spin nicht reproduzieren la¨sst. In manchen Fa¨llen ko¨nnen die
verwendeten Funktionale, PBE0 und PBE, unterschiedliche Spinanordungen energetisch nicht
Tabelle 4.8:
Spinanordnungen bei den magnetischen






Die energetisch gu¨nstigste magnetische
Kopplung wurde fu¨r verschiedene Basissa¨tze
jeweils mit den Funktionalen PBE und PBE0
ermittelt.
Ein Energieunterschied von weniger als
1 kJ/mol nach Geometrieoptimierung ist
durch die Relation ∼ gekennzeichnet.
Experimentell nicht eindeutig aufgekla¨rte
magnetische Wechselwirkungen sind in
Klammern angegeben.
Phase Experiment PBE0 PBE
SD-VDZP AE-VDZ(P) AE-TZVP SD-VDZP AE-VDZ(P) AE-TZVP
Ti2O3 dm,
[228] afm[291] afm afm afm dm dm dm
Ti3O5 afm
[292] afm afm afm dm dm dm
TiF2 – afm∼fm afm afm afm∼fm afm afm
TiF3 (fm)
[231] fm afm fm fm fm fm
TiN – afm afm afm dm dm dm
VO2 pm
[293] fm∼afm fm∼afm fm∼afm fm fm fm
V2O3 afm
[294] afm afm afm afm afm afm
V3O5 afm
[295] fm fm afm∼fm fm fm fm
V4O7 afm
[293] afm afm afm fm fm fm
VF2 helikale/spirale Spinstruktur
[296] afm afm∼fm afm∼fm afm fm∼afm fm∼afm
VF3 – afm∼fm afm∼fm afm∼fm fm fm fm
VF4 afm (verkantet)
[297] afm afm∼fm afm∼fm afm afm∼fm afm
CrO2 fm
[298, 299] fm fm fm fm fm fm
Cr2O3 afm
[300] afm afm afm afm afm afm
CrF3 fim;
[301] fm[302] afm∼fim afm∼fim afm∼fim∼fm afm∼fim∼fm afm∼fim∼fm fm∼fim∼afm
CrF4 – afm∼fm afm∼fm afm afm∼fm afm∼fm afm∼fm
CrF5 – afm∼fm afm∼fm afm∼fm afm∼fm afm∼fm fm
Cr2F5 afm
[303] afm afm afm afm fm∼afm fm
MnO afm[304] afm afm afm afm afm afm
MnO2 afm
[305] afm afm afm afm afm afm
Mn2O3 afm
[252] afm afm∼fm afm∼fm fm fm∼afm afm∼fm
Mn3O4 fim
[306] fim fim fim fim fim fim
MnF2 afm
[305] afm afm afm afm afm afm
MnF3 pm
[307] fm∼afm fm∼afm fm∼afm fm fm fm
MnF4 – afm fm∼afm fm∼afm afm fm∼afm fm∼afm
Mn3N2 afm
[308] afm afm afm afm afm afm
FeO afm[309] afm afm fm fm∼afm fm∼afm
Fe2O3 afm
[310] afm afm afm afm afm afm
Fe3O4 fim
[311] fim fim fim fim fim fim
FeF2 afm
[312] afm fm afm afm afm afm
FeF3 afm
[313] afm afm afm afm afm afm
CoO afm[249] afm afm afm fm afm afm
Co3O4 afm
[314] afm∼fm afm afm afm afm afm
CoF2 afm
[315] afm afm afm fm afm afm
CoF3 afm
[316] afm fm fm afm afm dm
NiO afm[317] afm afm afm afm afm afm
NiF2 afm (leicht verkantet)
[318] afm afm afm afm afm afm
NiF3 (fm)
[319] fm fm fm fm fm fm∼afm
CuO afm[320] afm afm afm dm∼afm dm∼afm dm∼afm
CuF2 afm (leicht verkantet)
[321] afm afm afm fm∼afm fm fm∼afm
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Tabelle 4.9: Statistische Auswertung der Strukturrelaxationen zum Vergleich der Auswirkungen
verschiedener Basissa¨tze. Angegeben sind jeweils die mittleren prozentualen Fehler sowie
die zugeho¨rigen Standardabweichungen, die mittleren absoluten prozentualen Fehler und
die maximalen prozentualen Abweichungen der berechneten Gitterparameter von den








PBE SD-VDZP -0,45 1,92 1,28 9,97 (102)
AE-VDZ(P) 0,74 2,28 1,68 8,83 (102)
AE-TZVP 0,91 2,69 1,70 15,04 (53)
PBE0 SD-VDZP -0,81 1,15 1,10 4,72 (75)
AE-VDZ(P) 0,39 1,95 1,25 7,79 (33)
AE-TZVP 0,40 3,14 1,48 19,84 (43)
unterscheiden (∆E < 1 kJ/mol). Dies ist insbesondere bei den Chromfluoriden CrF3, CrF4
und CrF5 der Fall.
Um die Auswirkungen der verschiedenen Basissa¨tze zu analysieren, werden im Folgenden die
Systeme mit unklarem experimentellem Befund bezu¨glich des Magnetismus nicht herangezogen.
Erwartungsgema¨ß wird mit dem Hybridfunktional eine qualitativ recht gute U¨bereinstimmung
gefunden. Mit dem ECP-Basissatz wird lediglich ein fehlerhaftes Resultat erzielt, indem V3O5
als Ferromagnet beschrieben wird, wa¨hrend im Experiment antiferromagnetisches Verhalten
beobachtet worden ist.[295, 322, 323] Die AE-TZVP-Basis ergibt ebenfalls eine Abweichung
(CoF3). Allerdings sind bei V3O5 antiferromagnetische und ferromagnetische Spinanordung
gleichermaßen stabil (∆E = 0,01 kJ/mol), so dass dieses Resultat strenggenommen gleichsam
nicht den experimentellen Befund wiedergibt. Der kleine AE-VDZ(P)-Basissatz liefert mit
drei Fehlern ein etwas schlechteres Ergebnis (V3O5, FeF2, CoF3).
Mit dem PBE-Funktional wird hingegen eine gro¨ßere Zahl an Abweichungen erhalten. Bei
Verwendung der SD-VDZP-Valenzbasis werden sechs Phasen falsch beschrieben, wa¨hrend die
AE-TZVP-Basis in fu¨nf Fa¨llen fehlerhafte magnetische Wechselwirkungen ergibt. Auf den
ersten Blick wird das beste Ergebnis fu¨r das GGA-Funktional mit dem AE-VDZ(P)-Basissatz
erhalten (Fehler bei Ti3O5, V3O5 und V4O7). Bei genauerer Betrachtung allerdings sind die
Angaben fu¨r Cr2F5, Mn2O3 und FeO ebenfalls nicht korrekt, da praktisch keine Unterschiede
zwischen ferro- und antiferromagnetisch geordneten Phasen gefunden werden.
Des Weiteren wurde die Auswirkung der verschiedenen Basissa¨tze auf die in den Struktur-
relaxationen erhaltenen Gitterparameter untersucht (Tab. 4.9). Die Unterschiede zwischen
den Basissa¨tzen sind nicht u¨berma¨ßig stark ausgepra¨gt, insbesondere die mittleren absoluten
prozentualen Fehler liegen in einem engen Bereich zwischen 1,09 % und 1,70 %. Generell
liefert der TZVP-Basissatz, der die kleinsten Exponenten entha¨lt und damit auch die la¨ngs-
ten Rechenzeiten beansprucht, in den meisten Kategorien etwas schlechtere Ergebnisse als
die Doppel-Zeta-Basen. Auch die maximalen Fehler fallen bei der Verwendung der TZVP-
Basis durchweg hoch aus. Die Ursache dafu¨r liegt wahrscheinlich in den weniger gut auf
U¨bergangsmetallverbindungen angepassten Basissa¨tzen fu¨r die Nichtmetalle.
Die ECP-Basis liefert bei Verwendung des PBE-Funktionals die niedrigsten mittleren Abwei-
chungen, lediglich der maximal auftretende Fehler ist mit fast 10 % etwas gro¨ßer als bei
AE-VDZ(P). In Kombination mit PBE0 wird ein etwas schlechterer Wert fu¨r die mittlere
prozentuale Abweichung erhalten als mit den AE-Basen, gleichzeitig werden jedoch in den
u¨brigen Fehlerkategorien die besten Resultate erzielt. Die Verwendung von SD-VDZP ergibt
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Tabelle 4.10: Statistische Auswertung der Strukturrelaxationen zum Vergleich der Auswirkungen
verschiedener Dichtefunktionale und Hybridmethoden. Alle Rechnungen wurden mit
den SD-VDZP-Basissa¨tzen durchgefu¨hrt. Angegeben sind die statistisch ausgewerteten
Abweichungen der berechneten Gitterparameter von den experimentellen Referenzwerten
der Tab. 4.6 (alle Angaben in %). Da die Strukturrelaxation von CuO insbesondere bei
den GGAs zu hohen Fehlern fu¨hrte, sind in runden Klammern die Werte angegeben,








LDA -3,81 (-3,85) 3,11 (3,08) 3,94 (3,94) 15,25a (15,25a)
PBE -0,45 (-0,49) 1,92 (1,54) 1,28 (1,15) 9,97b (5,91c)
BLYP 0,44 (0,37) 2,70 (1,53) 1,41 (1,14) 20,30b (7,15g )
BP86 -0,43 (-0,48) 2,43 (1,55) 1,35 (1,13) 16,25b (6,33g )
BPW91 0,25 (0,22) 2,78 (2,27) 1,64 (1,46) 14,38b (11,75e)
PW91 -0,62 (-0,68) 2,70 (1,77) 1,56 (1,32) 17,80b (6,60f )
PBESOL -2,06 (-2,09) 1,84 (1,78) 2,18 (2,16) 9,02c (9,02c)
SOGGA -2,21 (-2,22) 1,84 (1,86) 2,27 (2,28) 10,56c (10,56c)
PBE0 -0,81 (-0,80) 1,15 (1,17) 1,10 (1,10) 4,72d (4,72d)
B3LYP -0,04 (-0,11) 2,54 (1,29) 1,18 (0,92) 19,19b (4,44h)
B3P86 -1,27 (-1,28) 1,23 (1,15) 1,40 (1,37) 5,95d (5,95d)
B3PW91 -0,23 (-0,24) 1,64 (1,54) 1,13 (1,07) 7,52e (7,52e)
PW1PW -0,87 (-0,87) 1,40 (1,39) 1,21 (1,19) 6,85f (6,85f )
a FeF2 c (Nr. 85)
e CrO3, b (Nr. 44)
b CuO, b (Nr. 102) f CoF3, a (Nr. 94)
c Mn3N2, a (Nr. 76)
g MnF3, b (Nr. 73)
d MnF4, c (Nr. 75)
h VO2, a (Nr. 19)
im Mittel geringfu¨gig zu kurze Gitterparameter, wa¨hrend die AE-Basissa¨tze diese tendenziell
leicht u¨berscha¨tzen. Zugleich sind die absoluten Abweichungen der ECP-Resultate geringer als
die der All-Elektronen-Rechnungen, was sich in geringeren Streuungen um den Mittelwert und
kleineren Werten fu¨r ∆
%
abs bemerkbar macht. Da die ECP-Methode zudem kurze Rechenzeiten
garantiert, werden im Folgenden die Strukturrelaxationen mit weiteren Dichtefunktionalen
und Hybridmethoden aussschließlich mit dieser Basis durchgefu¨hrt.
4.2.6 Auswirkungen verschiedener Funktionale
Die Strukturrelaxationen wurden mit den verbleibenden Methoden und der SD-VDZP-Basis
fu¨r alle 53 kristallinen U¨bergangsmetallverbindungen durchgefu¨hrt. Dabei wurde in den
Rechnungen mit reinen Dichtefunktionalen fu¨r offenschalige Systeme die zuvor mit PBE
bestimmte magnetische Ordnung angesetzt, wa¨hrend bei Optimierungen mit Hybridmethoden
die mit PBE0 ermittelte Spinanordnung verwendet wurde. Die Ergebnisse der statistischen
Auswertung sind in Tab. 4.10 dargestellt.
Mit dem LDA-Funktional werden die gro¨ßten Fehler erhalten. Zwar liegt auf den ersten
Blick der maximale Fehler mit 15,25 % noch unter den GGA-Werten fu¨r ∆%max. Allerdings
beruhen die meisten maximalen Abweichungen bei den GGAs auf einer einzigen Verbindung
(CuO), wa¨hrend mit LDA mehrere Gitterparameter verschiedener Systeme mit Fehlern > 10 %
erhalten werden.
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Unter den GGAs fa¨llt zuna¨chst das gute Abschneiden von PBE auf. Wa¨hrend die mittleren
prozentualen Fehler fast aller GGAs niedrig sind (lediglich PBESOL und SOGGA fallen hier
mit im Mittel deutlich zu kurzen Werten fu¨r die Gitterparameter aus dem Rahmen), werden
mit PBE auch gute Werte fu¨r die Standardabweichung (1,92 %) sowie die mittlere absolute
prozentuale Abweichung (1,28 %) erhalten. Zudem fa¨llt der maximale Fehler bei PBE mit
knapp 10 % (< 6 % ohne CuO) vergleichsweise niedrig aus. Eine Sonderstellung nehmen




abs im Vergleich mit den
u¨brigen Dichtefunktionalen gute Werte fu¨r ∆%std zeigen. Allerdings lassen sich die Ergebnisse
fu¨r die u¨brigen GGAs deutlich verbessern, indem CuO als Sonderfall aus der statistischen
Analyse ausgeschlossen wird (Angaben in runden Klammern in Tab. 4.10). In diesem Fall
liegen PBE, BLYP und BP86 in allen Fehlerkategorien sehr dicht beieinander, wa¨hrend PW91
geringfu¨gig schlechtere Mittelwerte liefert. BPW91 weist auch ohne die Beru¨cksichtigung
der CuO-Gitterparameter eine hohe Standardabweichung (∆%std = 2,27 %) und einen hohen
maximalen Fehler (∆%max = 11,75 %) auf. Die Werte von PBESOL und SOGGA bleiben fast
unvera¨ndert.
Mit Hybridfunktionalen lassen sich die niedrigsten Fehler in allen Kategorien erzielen. Lediglich
B3LYP bildet hier eine Ausnahme aufgrund der sehr schlechten Beschreibung der Gitterpara-
meter von CuO, was praktisch allein verantwortlich fu¨r die große Standardabweichung sowie
den hohen maximalen Fehler ist. Die u¨brigen Hybridmethoden zeigen in dieser Hinsicht keine





max von allen betrachteten Funktionalen liefert. Werden die unter Ausschluss
von Kupfer(II)-oxid erhaltenen Resultate mit denen der GGAs verglichen, so zeigt sich, dass
die Unterschiede zwischen den Hybridmethoden und den besten Dichtefunktionalen (PBE,
BLYP, BP86) nicht sehr groß sind, so dass in den meisten Fa¨llen die Verwendung der weniger
rechenintensiven GGA-Funktionale gerechtfertigt werden kann. Es sei betont, dass sich diese
Schlussfolgerung ausschließlich auf die Gu¨te der hier betrachteten Gitterparameter bezieht
und im Allgemeinen nicht ohne weiteres auf andere berechenbare Gro¨ßen u¨bertragbar ist.
4.2.7 Schlussfolgerungen
Wie bereits fu¨r die U¨bergangsmetallkomplexe konstatiert lassen sich auch die Strukturen
kristalliner Verbindungen der 3d-Elemente mit den meisten Methoden zufriedenstellend
beschreiben. Auch hier werden im Mittel mit Hybridfunktionalen geringere Fehler erhalten als
mit reinen GGAs. Insbesondere liefern nur die Hybridmethoden mit der Ausnahme von B3LYP
ein universell gutes Resultat fu¨r den gesamten Testsatz, wa¨hrend einige Dichtefunktionale große
Fehler speziell bei der Geometrieoptimierung von CuO ergeben. LDA weist die ho¨chsten Fehler
auf und sollte daher fu¨r die untersuchten Phasen nicht in periodischen Rechnungen verwendet
werden. Auf der Basis des letzten Abschnitts kann eine grobe Empfehlung ausgesprochen
werden, welche Funktionale bzw. Hybridmethoden zur Durchfu¨hrung periodischer Rechnungen
besonders geeignet erscheinen. Nach absteigender Qualita¨t geordnet wird die Reihe PBE0 >
B3P86 ≈ B3PW91 ≈ PW1PW & B3LYP ≈ PBE & BP8 & BLYP & PW91 > BPW91 >
PBESOL & SOGGA > LDA erhalten.
Der Vergleich der Basissa¨tze hat gezeigt, dass zumindest in Strukturrelaxationen bereits die
Verwendung von Doppel-Zeta-Basen ausreichend ist, sofern diese fu¨r die Beschreibung von
periodischen Systemen angepasst worden sind. Der AE-TZVP-Basissatz, welcher fu¨r wesentlich
mehr Elemente verfu¨gbar ist, liefert bei diesen speziellen Systemen deutlich schlechtere
Ergebnisse und kann fu¨r die untersuchten U¨bergangsmetallverbindungen nicht empfohlen
werden. Wie schon zuvor bei den Komplexverbindungen sind auch hier die ECP-Ergebnisse
qualitativ den AE-Rechnungen zumindest als gleichwertig anzusehen.
5 Metastabile Vanadiumoxide und
-oxidnitride
Eine große Anzahl an experimentellen und theoretischen Studien hat sich seit mehr als 40 Jah-
ren mit den zahlreichen ungewo¨hnlichen physikalischen Eigenschaften von Vanadiumsesquioxid
auseinandergesetzt.[294, 324–328] Bei niedrigen Temperaturen liegt V2O3 als antiferromagne-
tischer Isolator (AFI) mit einer monoklinen Kristallstruktur vor (M1), wa¨hrend es sich bei
T≈ 155 K in einen paramagnetischen elektrischen Leiter (PMM) mit einer rhomboedrischen
Struktur vom Korundtyp umwandelt.[329–331] Die Existenz des Metall-Isolator-U¨bergangs
(metal–insulator transition, MIT) ist eine Konsequenz der starken Kopplung zwischen Elek-
tronen in lokalisierten d-Orbitalen.[332] V2O3 wird daher ha¨ufig als stark korreliertes Material
bezeichnet.
Vor wenigen Jahren wurde erstmals die Darstellung von Vanadiumoxidnitriden mit einer Zusam-
mensetzung im Bereich V2O3,08N0,02 bis V2O3,07N0,13 beschrieben, die im Bixbyitstrukturtyp
kristallisieren.[333] Kurze Zeit spa¨ter erfolgte auch die erfolgreiche Synthese des bina¨ren
Bixbyit-Polymorphs von Vanadiumsesquioxid.[11] Diese neuartige Phase wurde als metastabil
klassifiziert, da bei hohen Temperaturen eine Umwandlung in das Polymorph mit Korund-
struktur erfolgt. In diesem Kapitel wird gezeigt, dass sich diese Einstufung unter Verwendung
quantenchemischer Methoden besta¨tigen la¨sst. Dazu werden strukturelle, elektronische und
magnetische Eigenschaften der Bixbyitphase theoretisch auf Dichtefunktionalniveau bestimmt.
Von Interesse sind weiterhin nicht-sto¨chiometrische Oxide und Oxidnitride, die bei der Synthe-
se in Abha¨ngigkeit von den eingestellten Reaktionsbedingungen auftreten ko¨nnen. Fu¨r eine
Reihe solcher Systeme wird die Verteilung die U¨berschussanionen auf unbesetzte Gitterpla¨tze
der Bixbyit-Raumgruppe Ia3¯ untersucht. Zudem wird gezeigt, wie aus der thermodynami-
schen Stabilita¨t gegenu¨ber Oxidation in Sauerstoffatmospha¨re der Sauerstoffpartialdruck
als Syntheseparameter bestimmt und quantifiziert werden kann. Schließlich wird nach einer
kurzen Diskussion der Vanadiumoxid-Magne´li-Phasen eine neuartige, metastabile Verbindung
mit Summenformel V3O5, welche im Anosovitstrukturtyp kristallisiert,
[334] vorgestellt und
bezu¨glich ihrer elektronischen Eigenschaften charakterisiert.
5.1 Berechnungsmethoden
Periodische spinpolarisierte DFT-Rechnungen mit atomzentrierten Gauß-Basissa¨tzen wur-
den mit dem CRYSTAL09-Programmpaket durchgefu¨hrt.[9, 10] In Strukturrelaxationen und
Frequenzrechnungen wurden neben dem Perdew-Wang Austausch-Korrelationsfunktional
(PW91)[193] auch zwei darauf basierende Hybridfunktionale (PWXPW: 12 %,[335] PW1PW:
20 % Hartree-Fock-Austausch[200]) verwendet. In Abha¨ngigkeit von der konkreten Fragestel-
lung spielten verschiedene Parameter wie Genauigkeit der Ergebnisse, Effizienz bezu¨glich der
Rechenzeit oder Vergleichbarkeit mit Resultaten aus Rechnungen mit ebenen Wellen eine
Rolle. Daher kam neben den AE-TZVP-[336] und SD-VDZP-Basissa¨tzen,[87, 101] die bereits im
letzten Kapitel vorgestellt worden sind, ein weiterer ECP-Basissatz zum Einsatz, der auf der
Basis der Cologne ab initio ECPs[108, 109] erzeugt worden ist (Cai-VDZP). Fu¨r die Berechnung
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Abbildung 5.1: Konventionelle Elementarzelle von V2O3 mit Bixbyitstruktur (gro¨ßere blaue Kugeln:
V, kleine rote Kugeln: O). Die gru¨nen Oktaeder kennzeichnen die 8b-Wyckoff-Position
(links), wa¨hrend die gelben Tetraeder die 16c-Punktlage markieren (rechts). Wird
die 16c-Lage vollsta¨ndig mit Sauerstoff-Ionen besetzt, wird ein VO2-Polymorph mit
verzerrter Fluoritstruktur erhalten.
der Gibbs-Energie G wurden Nullpunktsenergie und thermische Beitra¨ge im Rahmen der
quasi-harmonischen Na¨herung mittels Frequenzrechnungen am Γ-Punkt ermittelt.[337, 338]
5.2 Kristallstrukturen der Vanadiumsesquioxide
Die bei Raumtemperatur vorliegende PMM-Phase kristallisiert in der Korundstruktur (RG R 3¯c),
bei der die Anionen eine verzerrte hexagonal dichteste Kugelpackung ausbilden. Vanadium-
ionen besetzen 2/3 der Oktaederlu¨cken des Anionengitters in geordneter Weise, so dass jeweils
auf zwei einander benachbarte, gefu¨llte Oktaeder ein unbesetztes folgt. Auf diese Weise liegen
in hexagonaler c-Richtung fla¨chenverknu¨pfte Oktaeder mit einem verha¨ltnisma¨ßig kurzen V–V-
Abstand vor (d(V–V) = 2,712 A˚[331]), wa¨hrend mit drei weiteren Kationen Kantenverknu¨pfung
mit deutlich la¨ngerem V–V′-Abstand auftritt (d(V–V′) = 2,878 A˚).
Diese Form der Oktaederanordnung bleibt auch in der monoklinen AFI-Phase (M1, RG
I 2/a) erhalten, in welche sich sto¨chiometrisches V2O3 bei T≈ 155 K umwandelt. Verglichen
mit der Hochtemperaturphase verla¨ngert sich der V–V-Abstand bezu¨glich der fla¨chenver-
knu¨pften Oktaeder geringfu¨gig (d(V–V) = 2,761 A˚). Die im rhomboedrischen Polymorph
aus Symmetriegru¨nden gleichlangen V–V′-Absta¨nde betragen nun 2,985 A˚, 2,908 A˚ und
2,847 A˚,[331] so dass auch hier im Mittel (d¯(V–V′) = 2,913 A˚) die Entfernungen zwischen den
Kationen leicht zugenommen haben. Die Sauerstoff-Oktaeder sind stark verzerrt mit V–O-
Absta¨nden im Bereich 1,924 A˚ bis 2,101 A˚.[331] In beiden Phasen liegt jedes Vanadium-Ion
von sechs Sauerstoff-Ionen koordiniert vor und hat vier weitere Kationen als u¨berna¨chste
Nachbarn. Durch die Fla¨chenverknu¨pfung der Oktaeder treten in beiden Fa¨llen charakteristi-
sche V–V-Paare auf, was in der Literatur mitunter als Dimerisierung bezeichnet wird.[339]
Beim Phasenu¨bergang PMM→AFI liegt keine Peierls-Verzerrung vor, die zwangsla¨ufig eine
Verdopplung der Elementarzelle implizieren wu¨rde.
Die Kristallstruktur des neuen Bixbyitpolymorhs (RG Ia3¯) la¨sst sich am einfachsten u¨ber ihre
Verwandtschaft zur Fluoritstruktur beschreiben. In dieser bilden die Anionen eine einfache
kubische Anordnung aus mit einem Kation im Zentrum alternierender Wu¨rfel. Eine idealisierte
Beschreibung des Bixbyittyps wird durch Entfernen eines Viertels der Anionen erhalten, so
dass die Leerstellen auf sich nicht u¨berkreuzenden dreiza¨hligen Achsen liegen.[340] Hyde
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und Eyring haben darauf hingewiesen, dass diese Achsen entlang 〈111〉 orientiert sind.[341]
Eine alternative Beschreibung, welche die Anionenvakanzen in Form kubisch-raumzentriert
gepackter Ro¨hren visualisiert, wurde von O’Keeffe und Andersson gegeben.[342] Tatsa¨chlich
liegt die Bixbyitstruktur aufgrund der Anion-Anion-Abstoßung verzerrt von der idealisierten
Anordnung vor,[341] wie sich in Abb. 5.1 erkennen la¨sst. Hier sind die Kationen u¨ber zwei
kristallographisch verschiedene Wyckoff-Positionen (V1: 8a, V2: 24d) verteilt, wa¨hrend die
Anionen die allgemeine 48e-Punktlage besetzen. Auch hier ist Vanadium verzerrt-oktaedrisch
von Sauerstoff-Ionen koordiniert, im Gegensatz zu den anderen beiden Strukturen folgen
in der na¨chsten Koordinationsspha¨re aber sechs Kationen. Dabei hat V1 ausschließlich
V2-Atome als u¨berna¨chste Nachbarn (d(V1–V2) = 3,115 A˚), wa¨hrend V2 sowohl von V1
(d(V2–V1) = 3,115 A˚) als auch V2 (d(V2–V2) = 3,130 A˚) im Verha¨ltnis 1 : 2 koordiniert
wird. Alle V–V-Absta¨nde sind deutlich la¨nger verglichen mit den entsprechenden Werten in
M1- und Korundphase, wa¨hrend sich die Entfernungen zwischen na¨chsten Nachbar-Atomen
(d(V–O) = 2,025, 1,962, 2,021 bzw. 2,104 A˚) im Mittel nicht deutlich unterscheiden.
Fu¨r alle drei V2O3-Polymorphe wurde eine Reihe von Strukturrelaxationen durchgefu¨hrt, wobei
sowohl Basissatz und Pseudopotential als auch das Dichtefunktional variiert worden sind. Die
optimierten Gitterparameter, eine Auswahl an interatomaren Absta¨nden sowie die zugeho¨rigen
experimentellen Referenzwerte sind in Tab. 5.1 aufgefu¨hrt. Insgesamt werden die Struktu-
ren mit guter Genauigkeit wiedergegeben, wobei die Hybridmethoden durchga¨ngig mittlere
absolute prozentuale Fehler (MAPF) unter 1 % liefern, wa¨hrend das GGA-Funktional stets
Abweichungen u¨ber 1 % produziert. Die Unterschiede zwischen den einzelnen Basissa¨tzen sind
sehr gering. Die Anforderungen an die Rechenzeit sind fu¨r die VDZP-Basissa¨tze vergleichbar,
wobei insbesondere bei der Bixbyitphase, welche 40 Atome in der primitiven Elementarzelle
entha¨lt, durch Verwendung von Pseudopotentialen noch eine Beschleunigung der Geometrie-
optimierungen erreicht werden kann. Die AE-TZVP-Basissa¨tze stellen hingegen wesentlich
ho¨here Anforderungen an den Rechenaufwand, was sich in der Genauigkeit der Strukturpa-
rameter nur begrenzt niederschla¨gt: Wa¨hrend bei Verwendung des PW91-Funktionals der
niedrigste Fehler in der Gruppe der GGA-Methoden erhalten wird, sind die Abweichungen bei
den Hybridmethoden etwas ho¨her als bei den Doppel-Zeta-Basen.
Bei genauerer Betrachtung der interatomaren Absta¨nde fa¨llt auf, dass die beschriebenen
Trends bezu¨glich der V–V-Distanzen nicht korrekt reproduziert werden. So ist beispielsweise
keine Kombination aus Funktional und Basissatz in der Lage, die La¨ngenzunahmen von d(V–
V) und d¯(V–V′) beim U¨bergang von der Korund- in die M1-Phase wiederzugeben. Zudem
schafft es keine Variante, Strukturparameter fu¨r die monokline sowie die rhomboedrische
Phase mit der gleichen Genauigkeit zu berechnen. Stattdessen gelingt erwartungsgema¨ß mit
dem GGA-Funktional eine sehr gute Beschreibung der metallischen Korundphase, wa¨hrend
die Hybridfunktionale die nicht-leitende M1-Phase mit kleineren Fehlern reproduzieren. Hier
bietet sich die neue Hybridmethode PWXPW als Mittelweg an, die aufgrund ihres gegenu¨ber
PW1PW verringerten Hartree-Fock-Anteils in der Lage ist, auch das leitende System mit relativ
geringen Abweichungen zu beschreiben. Aus diesem Grund liefert das PWXPW-Funktional
fu¨r die untersuchten V2O3-Phasen auch insgesamt die niedrigsten Fehler. Die Ursachen fu¨r
die Abweichungen bezu¨glich der Strukturparameter liegen in der starken Kopplung zwischen
den d-Elektronen des Vanadiums, worauf im na¨chsten Abschnitt eingegangen wird.
Fu¨r die Bixbyitphase werden die besten Ergebnisse unter Verwendung des PW1PW-Funktionals
in Verbindung mit den AE-TZVP-Basen erhalten. Die Unterschiede zu den u¨brigen Methoden
sind aber gering, so dass die Bixbyitstruktur generell von allen eingesetzten Methoden
mit guter Genauigkeit (MAPF(Bixbyit)< 1 %) wiedergegeben wird. Aufgrund der hohen
Anzahl an Atomen in der Bixbyit-Elementarzelle wird daher im Folgenden versta¨rkt die
ressourcenschonende Cai-VDZP-Basis zum Einsatz kommen.
Tabelle 5.1: Experimentelle und berechnete Strukturparameter der V2O3-Phasen mit M1-, Korund- und Bixbyitstruktur (alle Angaben in A˚).
Polymorph Parameter Experiment AE-TZVP SD-VDZP Cai-VDZP
PW91 PWXPW PW1PW PW91 PWXPW PW1PW PW91 PWXPW PW1PW
M1 a 7,2660(4) 7,325 7,246 7,262 7,298 7,243 7,261 7,306 7,242 7,258
b 5,0024(3) 4,908 5,032 5,056 4,936 5,026 5,038 4,919 5,013 5,033
c 5,5479(3) 5,556 5,563 5,520 5,504 5,517 5,487 5,519 5,545 5,513
β 96,760(2) 98,1 96,6 96,2 98,1 96,8 96,4 98,3 97,0 96,6
d(V–O1) 1,924(4) 1,969 1,966 1,964 1,960 1,959 1,958 1,963 1,964 1,962
d(V–O1′) 2,021(4) 1,997 2,022 2,023 1,995 2,016 2,011 1,994 2,014 2,019
d(V–O1′′) 2,063(4) 2,032 2,027 2,029 2,028 2,021 2,028 2,028 2,023 2,022
d(V–O1′′′) 2,101(4) 2,060 2,080 2,074 2,046 2,067 2,063 2,046 2,069 2,065
d(V–O2) 1,931(4) 1,955 1,938 1,942 1,951 1,932 1,937 1,953 1,933 1,937
d(V–O2′) 2,091(4) 2,053 2,104 2,103 2,052 2,098 2,095 2,049 2,098 2,098
d(V–V) 2,761(2) 2,645 2,767 2,779 2,632 2,749 2,762 2,628 2,746 2,761
d¯(V–V′) 2,913 2,856 2,922 2,937 2,857 2,912 2,923 2,851 2,906 2,921
Korund a 4,9424(2) 4,951 5,022 5,040 4,968 5,008 5,016 4,967 5,004 5,016
c 14,0161(6) 14,076 13,903 13,823 14,013 13,867 13,792 14,059 13,928 13,841
d(V–O) 1,953(4) 1,976 1,980 1,979 1,970 1,972 1,971 1,971 1,975 1,975
d(V–O′) 2,082(4) 2,052 2,067 2,073 2,064 2,067 2,064 2,067 2,067 2,065
d(V–V) 2,712(1) 2,679 2,796 2,797 2,696 2,771 2,776 2,703 2,777 2,779
d(V–V′) 2,878(1) 2,878 2,939 2,951 2,891 2,928 2,935 2,890 2,920 2,934
Bixbyit a 9,3947(1) 9,397 9,422 9,408 9,333 9,364 9,353 9,350 9,381 9,371
d(V1–O) 2,025 2,022 2,029 2,024 2,018 2,021 2,017 2,020 2,024 2,020
d(V2–O) 1,962 1,968 1,982 1,981 1,960 1,970 1,969 1,961 1,973 1,973
d(V2–O′) 2,021 2,038 2,027 2,024 2,021 2,013 2,011 2,028 2,019 2,016
d(V2–O′′) 2,104 2,082 2,087 2,083 2,058 2,073 2,070 2,062 2,075 2,072
d(V1–V2) (3,115)† 3,103 3,119 3,114 3,064 3,093 3,091 3,073 3,101 3,098
d(V1–V2) (3,130)† 3,119 3,135 3,130 3,085 3,110 3,107 3,092 3,117 3,114
MAPF 1,12 0,82 0,93 1,22 0,80 0,92 1,24 0,74 0,85
† berechnet ausgehend von experimentellen Strukturdaten
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5.3 Stark korrelierte Systeme
Vanadiumsesquioxid geho¨rt zu den prominentesten Beispielen magnetisch geordneter Isolatoren.
Diese Verbindungen, zu denen viele U¨bergangsmetalloxide wie etwa NiO und auch VO2
geho¨ren, weisen insbesondere bei tiefen Temperaturen eine Bandlu¨cke auf, obwohl das
einfache Ba¨ndermodell aufgrund der nur teilweise besetzten d-Ba¨nder metallisches Verhalten
erwarten la¨sst. Die theoretische Untersuchung dieser Systeme ist schwierig, da neben Elektron-
Elektron-Wechselwirkungen auch kleine strukturelle A¨nderungen des Kristallgitters fu¨r die
Beschreibung der unterschiedlichen Phasen sowie des Phasenu¨bergangs von Bedeutung sein
ko¨nnen.
Das einfachste System, das in der Theorie einen Metall-Isolator-U¨bergang zeigt, besteht
aus einem kubischen Gitter aus Wasserstoffatomen. In einer Betrachtung, die auf Mott
zuru¨ckgeht,[343, 344] wird angenommen, dass die Gitterkonstante variabel einstellbar sein soll.
Bei sehr großen Absta¨nden liegen dann praktisch isolierte, neutrale Wasserstoffatome vor und
das System ist insgesamt ein Isolator. Damit ein Strom fließen kann, muss ein Elektron von
einem Gitterplatz zu einem anderen transportiert werden. Dazu ist aber eine Aktivierungsener-
gie erforderlich, die gerade der Differenz zwischen Ionisierungsenergie und Elektronaffinita¨t
entspricht.[345] Der Elektronentransport erfolgt dann gewissermaßen u¨ber einen angeregten
Zustand, und die Anregungsenergie entspricht der Bandlu¨cke im Ba¨ndermodell. In der Folge
werden formal ein Proton sowie ein negativ geladenes Hydridion erzeugt. Dabei muss die
Abstoßungsenergie zwischen zwei 1s-Elektronen u¨berwunden werden, die na¨herungsweise




∣∣∣ 1r12 ∣∣∣φ1sφ1s〉 entspricht.[346] Dieses Einzentren-Coulombintegral wird
fu¨r gewo¨hnlich mit U bezeichnet und kann gleichfalls als Maß fu¨r die Bandlu¨cke herangezo-
gen werden. Fu¨r 3d-Elektronen in Mott-Hubbard-Systemen liegt U typischerweise in einer
Gro¨ßenordnung von 10 eV vor.[345]
Bei Verringerung der Gitterkonstante des Wasserstoffsystems ko¨nnen die einzelnen Atomorbi-
tale miteinander u¨berlappen, so dass ein 1s-Band mit der Bandbreite W entsteht. Dies fu¨hrt
zwangsla¨ufig zu einer Verringerung der Bandlu¨cke g = U −W /2. Wa¨hrend also bei großer
Gitterkonstante und entsprechend kleinen Werten fu¨r W die Coulombabstoßung U fu¨r eine
Lokalisierung der Elektronen sorgt, nimmt W bei kleinen Absta¨nden große Werte an und
u¨berfu¨hrt das System schließlich in einen metallischen Zustand.[345]







(cˆ†i ,σ cˆj ,σ + cˆ
†





i ,cˆi , (5.1)
herangezogen werden.[347] Hier beschreibt der erste Term auf der rechten Seite den Beitrag
der kinetischen Energie von Elektronen, die sich von Gitterplatz j zu einem benachbarten
Atom i bewegen ko¨nnen. Der Parameter t entspricht dem aus dem Tight-Binding-Modell
bekannten Hopping -Parameter und entspricht der Rate, mit der ein Elektron die Position
wechselt. cˆ†i ,σ und cˆi ,σ sind Erzeugungs- und Vernichtungsoperatoren eines Elektrons am
Gitterplatz i mit Spin σ ∈ { , }. Die Bandbreite ha¨ngt fu¨r einfache kubische Gitter u¨ber die
Beziehung W = 2zt mit dem Hopping -Parameter zusammen, wobei z die Anzahl an na¨chsten
Nachbarn ist.[345] Der zweite Term beschreibt die Coulombwechselwirkung U zwischen zwei
Elektronen, die sich am gleichen Atom i befinden. In Abha¨ngigkeit vom Verha¨ltnis von U zu
t wird von schwacher (U  zt) oder starker Kopplung (U ≥ zt) gesprochen.[332]
Analytische Lo¨sungen des Hubbard-Modells sind trotz der vorgenommenen Na¨herungen
nur fu¨r wenige Grenzfa¨lle bekannt.[348] Auch numerisch exakte Berechnungen sind nur fu¨r
relativ kleine Systeme bis zu einer Gro¨ße von ≈20 Gitterpla¨tzen mo¨glich.[349] Zudem ist
die U¨bertragung von Elektronen zwischen verschiedenen Ba¨ndern (z.B. aus dem p-Band




















Abbildung 5.2: Schema der Relativenergien von d-Ba¨ndern des U¨bergangsmetalls (besetzt: blau,
unbesetzt: weiß) und p-Ba¨ndern der Sauerstoffionen (rot) in U¨bergangsmetalloxiden
in Abha¨ngigkeit der Parameter U und ∆ (reproduziert nach [352])
des Liganden in unbesetzte d-Ba¨nder des Metalls) nicht vorgesehen, wie sie bei vielen
U¨bergangsmetalloxiden auftreten.[350] Eine moderne Methode, welche diese Beschra¨nkungen
u¨berwindet, ist die Dynamische Mean-Field-Theorie (DMFT), welche das Hubbard-Modell
als lokales Vielteilchenproblem beschreibt, das in ein dynamisches Feld eingebettet ist.[351]
In Abha¨ngigkeit eines Wechselwirkungsparameters U ist mit diesem Verfahren eine exakte
Beschreibung der elektronischen Korrelationen und damit des Mott-Hubbard-U¨bergangs
mo¨glich.
Fu¨r einen direkteren Zugang zu stark korrelierten Systemen bietet es sich an, auf pha¨nomenolo-
gische Parameter zur Beschreibung der essentiellen Wechselwirkungen zuru¨ckzugreifen.[353, 354]
Eine stark vereinfachte, qualitative Beschreibung der Verha¨ltnisse, wie sie in vielen U¨ber-
gangsmetalloxiden vorliegen, gelingt bereits durch die Beru¨cksichtigung der Energiedifferenz
zwischen besetzten und unbesetzten 3d-Ba¨ndern (U) sowie der Ladungsu¨bertragung (∆)
aus dem p-Band der Sauerstoffionen in die unbesetzten d-Ba¨nder des U¨bergangsmetalls
(Abb. 5.2). In der schematischen Auftragung wurde die Position des Sauerstoff-2p-Bandes mit
Bandbreite W festgehalten. Bei Variation der Parameter U und ∆ ergeben sich verschiedene
Grenzfa¨lle.[354] Liegen die Sauerstofforbitale bei niedrigeren Energien als die d-Ba¨nder, so
ist die Bandlu¨cke ausschließlich durch den Parameter U bestimmt. Ist die Wechselwirkung
zwischen den d-Elektronen schwach, so ist U vernachla¨ssigbar und es wird ein metallischer
Zustand (d-Metall) erhalten. Dies trifft beispielsweise fu¨r die Hochtemperaturphasen von
Ti2O3 und V2O3 zu. Gro¨ßere Werte von U bedeuten eine zunehmende Lokalisierung der
d-Elektronen und das Auftreten der Bandlu¨cke in Mott-Hubbard-Isolatoren wie TiO oder
YTiO3.
[355]
Werden die besetzten d-Orbitale bis auf das Niveau der p-Orbitale abgesenkt (U ≈ ∆),
so liegt ein U¨bergangsbereich vor, in dem sowohl die Wechselwirkungen der d-Elektronen
untereinander als auch die Anregung aus dem p-Band eine Rolle spielen. In diesen Bereich
fallen viele Systeme wie z.B. die Tieftemperaturphase von V2O3 oder Cr2O3, die bis vor
einigen Jahren als reine Mott-Hubbard-Isolatoren klassifiziert wurden.[355] Wird der Prozess
fortgesetzt, so liegen die besetzten d-Ba¨nder schließlich energetisch unter den p-Orbitalen und

















Abbildung 5.3: Zustandsdichten aus Einzelpunktrechnungen fu¨r die antiferromagnetische M1-Phase
mit dem PW91-Funktional (links), der PWXPW-Hybridmethode (Mitte) sowie dem
Hartree-Fock-Verfahren (rechts). Es ist lediglich der Anteil der α-Elektronen aufge-
tragen. Das Fermi-Level EF ist als gestrichelte Linie markiert.
der Parameter fu¨r die p-d-Ladungsu¨bertragung ∆ bestimmt allein die Gro¨ße der Bandlu¨cke.
Dieser Fall liegt bei Ladungstransferisolatoren wie NiO vor.[356, 357] Sind schließlich die
unbesetzten d-Ba¨nder bis auf die Ho¨he der p-Ba¨nder abgesenkt worden, so liegt erneut ein
leitendes System vor, wobei die beweglichen Ladungstra¨ger in diesem Fall ihren Ursprung in
Valenzorbitalen der Anionen haben (Beispiele fu¨r solche p-Metalle sind CuS oder NiSe).
Ein weiterer wichtiger Aspekt stark korrelierter Systeme ist das Auftreten magnetischer
Ordnung. Tatsa¨chlich ko¨nnen die meisten U¨bergangsmetallverbindungen mit lokalisierten
d-Elektronen auch den magnetischen Isolatoren zugeordnet werden.[345] Allerdings ist der Zu-
sammenhang zwischen magnetischem Verhalten und anderen elektronischen Eigenschaften in
vielen Fa¨llen nicht offensichtlich. Beispielsweise weist Vanadiumdioxid eine Peierls-Verzerrung
beim U¨bergang von elektrisch leitender Rutil- zu monokliner Halbleiterphase auf und ist
bei allen Temperaturen paramagnetisch.[358] NiO ist auch oberhalb der Ne´el-Temperatur
(TN = 523 K) weiterhin ein Isolator, so dass die Abwesenheit langreichweitiger magnetischer
Ordnung hier keinen Einfluss auf die Bandlu¨cke hat.[359] Seltener anzutreffen sind stark
korrelierte ferromagnetische Systeme wie EuO oder CrBr3.
[346]
Einen Spezialfall unter den magnetischen Isolatoren bildet Vanadiumsesquioxid, da MIT, struk-
tureller Phasenu¨bergang und magnetische Umwandlung konzertiert stattfinden (PMM→AFI
bei TN = 155 K). Die im letzten Abschnitt beschriebene Verla¨ngerung der V–V-Absta¨nde
beim U¨bergang von der leitfa¨higen Korund- in die AFI-Phase scheint eine U¨bereinstimmung
mit dem Mott-Hubbard-Modell zu signalisieren. Da aber die langreichweitige magnetische
Ordnung verloren geht, wird die mit dem Metall-Isolator-U¨bergang verbundene Struktura¨nde-
rung lediglich als eine Art von Magnetostriktion betrachtet[346] und nicht als Gitteraufweitung
im Sinn des Mott-Hubbard-Bildes.
Die elektronischen Eigenschaften der M1-Phase sind sowohl experimentell als auch theo-
retisch detailliert untersucht worden. Daher lassen sich die in dieser Arbeit eingesetzten,
quantenchemischen Methoden (PW91-GGA-Funktional, PWXPW-Hybridfunktional, Hartree-
Fock-Verfahren) bezu¨glich der elektronischen Eigenschaften dieses magnetischen Isolators
hervorragend evaluieren. Die zu diesem Zweck aus Einzelpunktrechnungen unter Verwendung
der Cai-VDZP-Basissa¨tze erhaltenen Zustandsdichten sind in Abb. 5.3 dargestellt. Fu¨r die
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optische Bandlu¨cke Eg ist experimentell ein Wert von ≈ 0,5 eV ermittelt worden.[328] Diese
Gro¨ßenordnung wird lediglich vom Hybridfunktional na¨herungsweise reproduziert (Eg = 0,9 eV),
wa¨hrend mit der Hartree-Fock-Methode ein wesentlich ho¨herer Wert (Eg = 14,0 eV) und mit
PW91 ein elektrischer Leiter erhalten wird. Die Ursache fu¨r die großen Abweichungen bei der
Berechnung der Bandlu¨cke lassen sich anhand des Hubbard-Parameters U erkla¨ren. Dieser
wird vom reinen GGA-Funktional aufgrund des Selbstwechselwirkungsfehlers unterscha¨tzt,[332]
so dass das System fa¨lschlich als d-Metall erhalten wird (Abb. 5.3, links). Das Hartree-Fock-
Verfahren hingegen liefert aufgrund der Vernachla¨ssigung von Korrelationseffekten viel zu
große Werte fu¨r U und beschreibt die M1-Phase als Ladungstransfer-Isolator (Abb. 5.3, rechts).
Lediglich die Hybridmethode (Abb. 5.3, Mitte) ist in der Lage, sowohl Polarisations- als auch
Abschirmungseffekte zu beru¨cksichtigen und ergibt in U¨bereinstimmung mit dem Experiment
eine Dominanz der d-Orbitale am Fermi-Niveau.[328] Auch die Lage der Sauerstoff-Ba¨nder
wird vom PWXPW-Funktional qualitativ korrekt wiedergegeben.
5.4 Magnetische Eigenschaften
Es wird zuna¨chst ein kurzer U¨berblick der aus dem Experiment bekannten magnetischen
Eigenschaften gegeben und im Anschluss anhand von Einzelpunktrechnungen u¨berpru¨ft,
inwieweit die gewa¨hlten theoretischen Methoden diese reproduzieren ko¨nnen. Dazu werden
im Folgenden Relativenergien der einzelnen Systeme mit unterschiedlichen Spinanordnungen
verglichen.
Die magnetischen Eigenschaften der antiferromagnetischen M1-Phase wurden bereits 1970 von
Moon aufgekla¨rt.[324] Die Spins der V–V-Paare sind parallel zueinander ausgerichtet[360] und
die Vanadium-Dimere untereinander wiederum antiferromagnetisch gekoppelt. Die Korund-
Phase ist paramagnetisch, was mit den hier eingesetzten, auf kolinearen Spins beruhenden
theoretischen Verfahren nicht umsetzbar ist. Stattdessen werden auch fu¨r dieses Polymorph
langreichweitig geordnete Spins angenommen und die daraus resultierenden Energieunter-
schiede betrachtet. Fu¨r die metastabile Bixbyitphase ist bei T< 50 K ein verkanteter Antifer-
romagnetismus oder ein Spin-Glas-a¨hnliches Verhalten detektiert worden.[11]
Anhand von Einzelpunktrechnungen mit verschiedenen Spinanordnungen unter Verwendung
des Cai-VDZP-Basissatzes wurden Energieunterschiede ∆E = E FM − E AF zwischen ferroma-
gnetischen (FM) und antiferromagnetischen (AF) V2O3-Phasen berechnet (Tab. 5.2). Die
Energieunterschiede beziehen sich jeweils auf eine Formeleinheit. Negative Werte bedeuten,
dass Ferromagnetismus energetisch begu¨nstigt ist, wa¨hrend positive Werte entsprechend eine
Pra¨ferenz der antiferromagnetischen Phase implizieren. Die untersuchten antiferromagneti-
schen Spinstrukturen entsprechen entweder den vorhandenen experimentellen Ergebnissen
(M1-Phase) oder wurden so konstruiert, dass mo¨glichst viele Symmetrieoperationen der
zugrundeliegenden Raumgruppe beibehalten worden sind (Korund- und Bixbyitphase). In den
berechneten Ferromagneten wurde von der maximal mo¨glichen Zahl an ungepaarten α-Spins
ausgegangen.
Tabelle 5.2:
Energieunterschiede ∆E = E FM−E AF (kJ·mol−1)
zwischen ferromagnetischen (FM) und antiferro-
magnetischen (AF) V2O3-Phasen. Alle Werte
basieren auf Einzelpunktrechnungen unter Verwen-




M1 10,4 5,6 4,5
Korund -1,8 -2,5 -2,1
Bixbyit -10,8 0,6 3,5
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In U¨bereinstimmung mit dem Experiment liegt die M1-Phase Methoden-unabha¨ngig als
Antiferromagnet vor. Bemerkenswerterweise erfa¨hrt die antiferromagnetische Phase bei Ver-
wendung des PW91-Funktionals die gro¨ßte Stabilisierung. Bei der Korundphase ist das Ergebnis
weniger eindeutig, da die Energieunterschiede nur noch ≈ 2 kJ·mol−1 betragen. Hier ergeben
alle Methoden eine leichte Bevorzugung der ferromagnetischen Phase. Dieses Ergebnis ist
insofern stimmig, dass eine schwache Wechselwirkung beobachtet wird, was mit dem beob-
achteten paramagnetischen Verhalten vereinbar ist. Eine a¨hnliche Situation liegt bei V2O3 mit
Bixbyitstruktur vor, wo PW1PW eine leichte Pra¨ferenz fu¨r eine antiferromagnetische Spinan-
ordnung liefert und PWXPW praktisch keine Unterschiede ergibt. Mit dem GGA-Funktional
hingegen ergibt sich eine klare Bevorzugung des Ferromagnetismus, was eine Abweichung von
den experimentellen Befunden darstellt, wo eine magnetische Fernordnung nicht eindeutig
nachgewiesen werden konnte. Die PW91-Resultate fu¨r die Bixbyitphase stimmen mit einer
parallel durchgefu¨hrten Studie unter Verwendung ebener Wellen qualitativ u¨berein.[335]
5.5 Metastabilita¨t von V2O3 mit Bixbyitstrukur
Experimentell wurde die neue V2O3-Phase durch Erhitzen von Vanadiumtrifluorid fu¨r 2,5 h
auf T = 873 K in Reaktionsgasatmospha¨re (10 vol-% H2 in Ar, wassergesa¨ttigt) hergestellt.
[11]
Dabei wurden stets geringe Mengen der Korundphase als Nebenprodukt erhalten. Im Vergleich
zu M1- und Korundphase ist die Dichte (ρ= 4,79 g·cm−3) verringert (M1: ρ= 4,98 g·cm−3,
Korund: ρ= 5,04 g·cm−3), so dass eine Umwandlung in die Bixbyit-Modifikation nicht durch
Erho¨hung des Drucks hervorgerufen werden kann.[11] Diese Befunde deuten auf das Vorliegen
eines metastabilen Polymorphs hin, was im Folgenden mittels quantenchemischer Rechnungen
unter Verwendung des PWXPW-Funktionals sowie der Cai-VDZP-Basissa¨tze weitergehend
untersucht werden soll. Dazu wurden zum einen die Relativenergien ∆E der drei V2O3-
Polymorphe nach Geometrieoptimierung bestimmt und zum anderen die Unterschiede in den
Gibbs-Energien ∆G (Abb. 5.4), die ausgehend von Frequenzrechnungen am Γ-Punkt erhalten
worden sind.
Bei T = 0 K unter Vernachla¨ssigung der Nullpunktsschwingung ist die monokline Phase
in U¨bereinstimmung mit dem Experiment energetisch bevorzugt gegenu¨ber der Korund-
(∆E = 7,3 kJ·mol−1) sowie der Bixbyitphase (∆E = 20,8 kJ·mol−1, Abb. 5.4 links). Auf GGA-











































Abbildung 5.4: Links: Relativenergien der V2O3-Polymorphe als Funktion der Dichte im Vergleich zu
experimentellen Werten (rote gestrichelte Linien). Rechts: Relative Gibbs-Energien
bei T = 298 K .
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Niveau sind M1- und Korundphase energetisch fast nicht unterscheidbar[11] im Unterschied zu
den hier gezeigten Ergebnissen, die auf der Hybridmethode PWXPW basieren. Die Dichten von
V2O3 mit M1- und Bixbyitstruktur werden erwartungsgema¨ß nur leicht u¨berscha¨tzt, wa¨hrend
der Wert fu¨r die Korundphase aufgrund der gro¨ßeren Fehler bezu¨glich der strukturellen
Parameter um 1,5 % zu niedrig ist.
Die fu¨r alle Phasen mit dem PWXPW-Funktional durchgefu¨hrten Schwingungsrechnungen er-
gaben ausschließlich reelle Frequenzen, so dass alle betrachteten Polymorphe auch tatsa¨chlich
Minima auf der Potentialfla¨che darstellen. Auf diese Weise wurden zudem Schwingungs- und
Entropiebeitra¨ge im Temperaturbereich 0–1098 K erhalten. Die daraus berechneten relativen
Gibbs-Energien ∆G unter Standardbedingungen (T = 298 K) sind in Abb. 5.4, rechts aufge-
tragen. Im Vergleich zu den elektronischen Energien bei T = 0 K wird das Bixbyitpolymorph
gegenu¨ber den anderen beiden V2O3-Phasen weiter destabilisiert, so dass bei Raumtemperatur
der Unterschied in der Gibbs-Energie bezogen auf die M1-Phase 24,1 kJ·mol−1 betra¨gt. Damit
besta¨tigen die thermodynamischen Daten die Metastabilita¨t der Bixbyitphase.
Gleichzeitig erho¨hen die thermodynamischen Beitra¨ge die Stabilita¨t der rhomboedrischen
Hochtemperaturphase, allerdings ist entgegen dem experimentellen Befund bei T = 298 K
nach wie vor die M1-Phase am stabilsten. Erst bei T > 1000 K liegt auf der Grundlage
der durchgefu¨hrten Frequenzrechnungen die Korundphase als stabilstes Polymorph vor. Die
Ursache fu¨r diesen Fehler liegt in der ungenauen Beschreibung der stark korrelierten Elektronen
im Rahmen von DFT sowie Hartree-Fock, so dass die Verwendung eines Ab-initio-Verfahrens
zur Berechnung der Elektronenkorrelation erforderlich ist. Fu¨r Festko¨rper stehen allerdings
nur wenige Post-HF-Methoden zur Verfu¨gung, die zudem auf Systeme mit kleinen Elementar-
zellen beschra¨nkt sind. Stattdessen wird im Folgenden ein Quanten-Monte-Carlo-Verfahren
genutzt.[361] Diese Methode erfordert leider einen sehr hohen Rechenaufwand, so dass sie
gegenwa¨rtig fu¨r die Beschreibung von gro¨ßeren Systemen nur dann anwendbar ist, wenn die
erreichbare statistische Genauigkeit eine untergeordnete Rolle spielt.
5.6 Einfluss der d -Orbitalbesetzung
Bei der Durchfu¨hrung von Einzelpunktrechnungen mit der HF-Methode hat sich gezeigt,
dass die initiale Besetzung der d-Orbitale einen großen Einfluss auf die UHF-Wellenfunktion
von V2O3 mit Bixbyitstruktur hat. Am einfachsten la¨sst sich der Effekt durch Vergleich der
SCF-Gesamtenergien zeigen, die mit verschiedenen atomaren Startdichten erhalten worden
sind. In allen Fa¨llen wurde eine atomare d2-Konfiguration fu¨r Vanadium angenommen, so
dass die ungepaarten Spins an einem V-Atom parallel zueineinander ausgerichtet sind. Die
Verteilung der Spins auf unterschiedliche d-Orbitale fu¨hrte zu großen Energieunterschieden
bei V2O3 mit Bixbyitstruktur (Tab. 5.3). Bemerkenswerterweise tritt kein vergleichbarer Effekt
bei der M1- oder der Korundphase auf.
Von besonderer Bedeutung sind die Relativenergien der Konfigurationen (dz2 , dyz) und
(dz2 , dx2−y2), da in diesen Fa¨llen die Bixbyitphase um mehr als 50 kJ·mol−1 gegenu¨ber
der M1-Phase stabilisiert wird. Da das HF-Verfahren variationell ist, liegen die berechneten
Energien stets oberhalb der exakten Gesamtenergie, so dass nur die niedrigsten Werte dem
HF-Grundzustand entsprechen. Folglich wird das Bixbyit-Polymorph auf HF-Niveau fa¨lschlich
als stabilste Modifikation wiedergegeben, was nicht dem experimentellen Befund entspricht.
Der gleiche Trend tritt unabha¨ngig vom verwendeten Basissatz sowie der magnetischen
Ordnung auf, auch die Nullpunktsenergie hat praktisch keinen Einfluss. Zudem la¨sst sich
der Fehler nicht auf die Spinkontamination der UHF-Wellenfunktion zuru¨ckfu¨hren, da die
gleichen Effekte auch bei periodischen ROHF-Rechnungen mit CRYSTAL98 auftraten.
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Bei Verwendung von reinen GGA-Funktionalen ist keine Abha¨ngigkeit der SCF-Energie von
der initialen d-Besetzung zu beobachten. Werden Standard-Hybridfunktionale wie PBE0 oder
B3LYP eingesetzt, so treten die Unterschiede wieder auf, allerdings mit einer wesentlich
geringeren Streuung der Werte. Folglich muss fu¨r eine bestimmte Menge an HF-Austausch ein
Punkt erreicht werden, an dem sich die Stabilita¨t von M1- und Bixbyitphase gerade umkehrt.
Wa¨hrend PW1PW qualitativ noch die gleiche Stabilita¨tsabfolge wie die HF-Methode zeigt,
weist das PWXPW-Hybridfunktional bereits die experimentelle Reihenfolge auf, so dass bei
12 % exaktem Austausch in Verbindung mit dem PW91-Funktional dieser Punkt bereits
u¨berschritten worden ist. Fu¨r eine korrekte Beschreibung der Relativenergien verschiedener
V2O3-Phasen ist folglich die Beru¨cksichtigung der Korrelationsenergie notwendig.
Korrelationseffekte, die in HF-Rechnungen nicht hinreichend beru¨cksichtigt werden, las-
sen sich in kristallinen Festko¨rpern systematisch weniger leicht erfassen als in Moleku¨len.
Eine Mo¨glichkeit zur Berechnung der Korrelationsenergie besteht in der Verwendung von
aufwa¨ndigen Quanten-Monte-Carlo(QMC)-Verfahren, welche prinzipiell in der Lage sind, auch
in periodischen Systemen den exakten Grundzustand zu ermitteln. Die am ha¨ufigsten fu¨r
chemische Systeme verwendeten QMC-Verfahren sind die Variationelle-Monte-Carlo(VMC)-
sowie die Diffusions-Monte-Carlo(DMC)-Methode. Im Rahmen der VMC-Methode wird der
Korrelationsbeitrag durch Hinzunahme eines sogenannten Jastrow-Faktors beru¨cksichtigt, der
unter anderem die Absta¨nde zwischen zwei Elektronen explizit entha¨lt. Auf diese Weise ko¨nnen
u¨blicherweise 70–90 % der Korrelationsenergie erhalten werden.[362] Die DMC-Methode ist prin-
zipiell in der Lage, eine numerisch exakte Lo¨sung der Schro¨dingergleichung zu liefern, beno¨tigt
dazu allerdings erheblich mehr Rechenzeit als das vergleichsweise schnelle VMC-Verfahren.
Sowohl die VMC- als auch die DMC-Methode sind im CASINO-Code[363] implementiert, der
im Folgenden zur Abscha¨tzung der Korrelationsenergien der beiden V2O3-Phasen verwendet
wird.
Da in QMC-Rechnungen an Festko¨rpern die Verwendung ausreichend großer Zellen eine
wichtige Voraussetzung fu¨r die erzielbare Genauigkeit darstellt, wurden sowohl fu¨r die M1-
als auch fu¨r die Bixbyitphase V32O48-Superzellen konstruiert. Fu¨r die Superzellen wurden
zuna¨chst HF-Einzelpunktrechnungen mit CRYSTAL durchgefu¨hrt, wobei die Konvergenz
bezu¨glich des Monkhorst-Pack-Gitters getestet wurde. Bei Verwendung von acht (M1) bzw.
vier (Bixbyit) k-Punkten sind die SCF-Energien auf weniger als 1 kJ·mol−1 konvergiert. Damit
wird fu¨r den Gammapunkt-Ansatz, wo lediglich ein k-Punkt beru¨cksichtigt wird, ein maximaler
Fehler von weniger als 18 kJ·mol−1 erhalten. Aufgrund der endlichen Gro¨ße der Superzelle
sind alle QMC-Ergebnisse mit diesem Fehler behaftet.
Fu¨r jede der beiden Strukturen wurde in einem mehrstufigen Verfahren unter Verwendung












Einfluss der initialen d-Orbitalbesetzung auf
die Gesamtenergie in Einzelpunktrechnungen
mit der UHF-Methode.
Die Energieunterschiede zwischen M1- und
Bixbyitphase ∆E = E Bixbyit − E M1 beziehen
sich auf eine Formeleinheit V2O3 und sind
in kJ·mol−1 angegeben. E M1 zeigt keine
Abha¨ngigkeit von der Anfangskonfiguration
der 3d-Elektronen.
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der VMC-Methode ein eigener Jastrow-Faktor optimiert. Abschließend wurden u¨ber DMC-
Simulationen die Gesamtenergien fu¨r beide V2O3-Polymorphe ermittelt. Nach jeweils 30000
Schritten wurde fu¨r die V32O48-Superzellen ein Energieunterschied ∆E = E
Bixbyit − E M1 =
146 kJ·mol−1 erhalten bei einem verbleibenden Standardfehler von weniger als 25 kJ·mol−1.
Dies entspricht einer Stabilisierung der M1-Phase um 9 kJ·mol−1 pro Formeleinheit V2O3
gegenu¨ber der metastabilen Bixbyitphase. Unter Beru¨cksichtigung der immanenten Fehler
aufgrund der verwendeten Pseudopotentiale, des Superzellenansatzes sowie der statistischen
Ungenauigkeit besta¨tigt dieses Ergebnis die zuvor auf PWXPW/Cai-VDZP-Niveau berechneten
Relativenergien.
5.7 Vanadiumoxidnitrid mit Bixbyitstruktur
Auf experimenteller Seite ist vor wenigen Jahren Vanadiumoxidnitrid mit Bixbyitstruktur
(V2O3,07N0,13) untersucht worden.
[333] Die Verbindung weist gegenu¨ber dem sto¨chiometri-
schen V2O3 einen Anionenu¨berschuss auf, der im Experiment nicht eindeutig strukturell
zugeordnet werden konnte. Dieser kann einerseits in Form von Vanadium-Fehlstellen (durch
Entfernen von Vanadiumatomen aus den vollsta¨ndig besetzten Kationenlagen 8a und 24d der
Raumgruppe Ia3¯) und andererseits in Form zusa¨tzlicher Anionen auf unbesetzten Gitterpla¨tze
vorliegen. Dazu wurden verschiedene Strukturmodelle, zuna¨chst ausgehend von der primiti-
ven Bixbyit-Elementarzelle (V16O24), mit den Zusammensetzungen V16O24N (V2O3N0,125),
V16O25N (V2O3,125N0,125) und V15O23N (V2O3,067N0,133) konstruiert. Fu¨r diese Struktu-
ren wurden Geometrieoptimierungen unter Verwendung des PW91-Funktionals sowie der
Cai-VDZP-Basissa¨tze durchgefu¨hrt, wobei das kubische Gitter durch Beschra¨nkungen in
den erlaubten Zelldeformationen festgehalten wurde. Bei allen untersuchten Phasen wurde
eine ferromagnetische Kopplung der ungepaarten d-Elektronen des Vanadiums angesetzt.
Eine U¨bersicht der berechneten Gitterparameter, mittleren V–O-Absta¨nde und Dichten der
einzelnen Phasen ist in Tab. 5.4 gegeben.
Das in diesem Kontext einfachste Modellsystem stellt V16O24N dar, in dem alle 48e-Lagen
durch Anionen besetzt sind. Ein weiteres Anion nimmt eine 16c-Position ein, so dass alle
Sauerstoff- und Stickstoffionen tetraedrisch koordiniert vorliegen. Demgegenu¨ber ist die Beset-
zung anderer Punktlagen wie der 8b-Position energetisch wesentlich ungu¨nstiger. Bezu¨glich
der Anionenverteilung la¨sst sich feststellen, dass N-Atome die 48e- gegenu¨ber der 16c-
Wyckoff-Position bevorzugen, wobei der Energieunterschied der Anordnungen zwischen 2,9
und 6,6 kJ·mol−1 variiert. In einer parallel durchgefu¨hrten Studie unter Verwendung ebener
Tabelle 5.4: Vergleich von kubischem Gitterparameter a (A˚), mittleren V–N/O-Absta¨nden d¯ (A˚) und
Dichte ρ (g·cm−3) fu¨r verschiedene Vanadiumoxidnitride. Die Angaben fu¨r V2O3,07N0,13
(linke Spalte) stammen aus dem Experiment, die u¨brigen Werte wurden durch Struktur-
relaxationen auf theoretischem Weg gewonnen.
Parameter V2O3,07N0,13 V2O3N0,125 V2O3,125N0,125 V2O3,067N0,133
(Experiment) (V16O24N) (V16O25N) (V15O23N)
a 9,397(1) 9,367 9,388 9,313
d¯(V–N/O) 1,902(25) 1,966 1,951 1,933
d¯(V–N/O′) 1,998(3) 2,013 2,012 2,005
d¯(V–N/O′′) 2,026(1) 2,071 2,077 2,063
ρ 4,89(2) 4,90 4,93 4,71
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Wellen und des PBE-Funktionals wurde fu¨r das System V2O3N0,125 ebenfalls eine Bevorzugung
der 48e-Lage durch Stickstoff gefunden, allerdings mit einem geringeren Energieunterschied
von weniger als 1 kJ·mol−1.[364] Die Strukturparameter der energetisch gu¨nstigsten N/O-
Verteilung sind in Tab. 5.4 aufgefu¨hrt und weisen insgesamt eine gute U¨bereinstimmung mit
den experimentellen Referenzdaten auf. Wa¨hrend der Gitterparameter leicht unterscha¨tzt
wird, sind die erhaltenen V–O-Absta¨nde durchweg etwas zu groß. Die Abweichungen von
den experimentellen Daten sind den unterschiedlichen Zusammensetzungen der Phasen, den
Vereinfachungen bezu¨glich der magnetischen Wechselwirkungen sowie der Vernachla¨ssigung
des Temperatureinflusses in den Rechnungen geschuldet.
Da in der primitiven Bixbyit-Elementarzelle lediglich acht verschiedene 16c-Positionen vorlie-
gen, wurden alle V16O24N-Konfigurationen ausgewertet, in denen ein N-Atom eine 48e-Lage
besetzt und ein O-Atom eine der 16c-Lagen einnimmt. Die optimierten Varianten liegen
energetisch dicht beieinander, der Energieunterschied zwischen stabilster und instabilster
Struktur betra¨gt lediglich 4 kJ·mol−1. Das N-Atom auf der 48e-Lage ist stets tetraedrisch
von vier V-Atomen als na¨chsten Nachbarn umgeben, wobei die interatomaren Absta¨nde im
Bereich 1,894–1,977 A˚ liegen und damit ku¨rzer sind als die mittleren V–N/O-Distanzen (vgl.
Tab. 5.4). Dieses Ergebnis passt zu der Annahme, dass Stickstoff als N3−-Anion eingebaut
worden ist, so dass die verku¨rzten Absta¨nde eine Folge der im Vergleich zu O2− ho¨heren
Formalladung sind. Das O2−-Ion auf der 16c Wyckoff-Position nimmt aufgrund der elek-
trostatischen Abstoßung einen vom N3−-Ion mo¨glichst weit entfernten Gitterplatz ein. In
den energetisch ungu¨nstigsten Strukturen hingegen befindet sich Stickstoff in unmittelbarer
Nachbarschaft des 16c-Sauerstoffions.
Bei der anderen Phase mit Anionenu¨berschuss, V16O25N, wurden aufgrund der bisher auf-
gefu¨hrten Ergebnisse ausschließlich Strukturen untersucht, bei denen das Stickstoff-Atom
eine 48e-Lage besetzte und entsprechend zwei Sauerstoff-Atome u¨ber die 16c-Positionen
verteilt waren. Trotz des im Vergleich zum Experiment leicht erho¨hten Sauerstoffanteils weisen
auch in diesem Fall die Strukturparameter sowie die Dichte eine gute U¨bereinstimmung mit
den Referenzwerten auf. Dies ist ein deutliches Indiz, dass tatsa¨chlich eine Besetzung der
16c-Lage mit Sauerstoffionen erfolgt, wie es auch bei anderen Oxidnitriden mit Bixbyitstruk-
tur wie Zr2ON2 und Hf2ON2 gefunden worden ist.
[333] In diesem Fall la¨sst sich bereits ein
Energieunterschied in Ho¨he von 12 kJ·mol−1 zwischen stabilster und instabilster Variante
feststellen, wobei aufgrund der großen Zahl an denkbaren Varianten nur eine Auswahl an
O/N-Konfigurationen ausgewertet wurde. Auch hier sind Strukturen mit großen N–O16c-
sowie O16c–O16c-Absta¨nden energetisch gu¨nstiger.
Bei der Vanadium-defizita¨ren Phase V15O23N sind Gitterkonstante und insbesondere die Dichte
deutlich gegenu¨ber den experimentellen Referenzwerten erniedrigt. Die mittleren V–N/O-
Absta¨nde weisen hingegen etwas geringere Abweichungen auf als die Werte der Phasen mit
Anionenu¨berschuss. Da in diesem Modell insgesamt 24 Anionen pro primitiver Elementarzelle
vorliegen, sind alle 48e-Lagen besetzt, so dass alle Varianten mit unterschiedlicher Lage
der Vanadium-Fehlstellen VV bezu¨glich des Stickstoff-Ions N48e ausgewertet worden sind.
Auch hier ist der Energieunterschied zwischen stabilster und instabilster Konfiguration mit
4,4 kJ·mol−1 klein.
Insgesamt zeigen die Strukturen mit Anionenu¨berschuss eine bessere U¨bereinstimmung mit
den experimentellen Vergleichswerten als die Variante mit Vanadiumdefizit. Mit zunehmendem
Anionenu¨berschuss ist demnach ein Ansteigen von Gitterparameter und Dichte zu erwarten. Die
untersuchten Verteilungen von Sauerstoff- und Stickstoff-Ionen u¨ber die Wyckoff-Positionen
48e und 16c unterscheiden sich nur um wenige kJ·mol−1, so dass anzunehmen ist, dass
sich bei ho¨heren Temperaturen aufgrund von Entropieeffekten experimentell keine geordnete
Anionenstruktur nachweisen la¨sst.
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5.8 Nicht-sto¨chiometrische Vanadiumoxide
5.8.1 Vanadiumoxide mit Bixbyitstruktur
V2O3 mit Bixbyitstruktur nimmt bereitwillig kleine Mengen an Sauerstoff auf, so dass fu¨r
die Darstellung des sto¨chiometrischen Sesquioxids eine sorgfa¨ltige Regulierung der Synthese-
Parameter erforderlich ist.[11] Um diesen experimentellen Befund zu quantifizieren und eine
Prognose des Sauerstoffpartialdrucks zu erhalten, der zur Stabilisierung von sto¨chiometri-
schem Vanadiumsesquioxid beno¨tigt wird, werden im Folgenden die Ergebnisse periodischer
quantenchemischer Rechnungen zur Thermodynamik des Sauerstoffeinbaus herangezogen.
Dazu wurden zuna¨chst Strukturrelaxationen sowie Frequenzrechnungen mit dem PW91-
Funktional unter Verwendung der Cai-VDZP-Basissa¨tze durchgefu¨hrt. Wie in den letzten
Abschnitten wurden aufgrund des damit verbundenen geringeren Rechenaufwands ausschließ-
lich ferromagnetische Spinanordnungen beru¨cksichtigt. Die in diesem Kontext diskutierten





 V2O3+x . (5.2)
Die aus Strukturrelaxation verschiedener nicht-sto¨chiometrischer Vanadiumoxide mit Bixbyit-
struktur erhaltenen Gesamtenergien werden gema¨ß Gl. (5.2) als Funktion von x betrachtet
und zur Bestimmung des unter experimentellen Bedingungen relevanten Intervalls von x
verwendet. Zur Reduktion der beno¨tigten Rechenzeit wurde zuna¨chst die maximal mo¨gliche
Anzahl an Symmetrieoperationen beibehalten.
Die einfachsten nicht-sto¨chiometrischen Strukturen V2O3+x sind solche, in denen entweder
ein Atom von seiner kristallographischen Lage entfernt oder ein zusa¨tzliches Atom auf einer
unbesetzten Gitterposition eingesetzt worden ist. Gema¨ß dieser Prozedur wurden zuna¨chst
einige Sauerstoff-defizita¨re Phasen untersucht, die entweder durch Entfernen eines O-Atoms
von der allgemeinen Punktlage (48e) oder durch Hinzufu¨gen zusa¨tzlicher V-Atome in die 8b
und 16c Positionen der Raumgruppe Ia3¯ erzeugt worden sind. Phasen mit Sauerstoffu¨berschuss
wurden konstruiert, indem entweder Vanadium-Fehlstellen erzeugt (Entfernung von V-Atomen
aus der 8a oder 24d Position) oder indem zusa¨tzliche O-Atome auf unbesetzten speziellen
Lagen (8b and 16c) eingefu¨gt wurden. Um kleine Werte fu¨r x zu erhalten, wie sie unter
experimentellen Bedingungen auftreten, wurde stets nur ein Atom zur gleichen Zeit in die
primitive Bixbyit-Elementarzelle (V16O24) eingebaut bzw. aus dieser entfernt, was zu einer
Erniedrigung der Symmetrie des Systems fu¨hrte. Auf diese Weise wurden Defektstrukturen mit
den Zusammensetzungen V17O24 (x =−0,176), V16O23 (x =−0,125), V16O25 (x = 0,125),
V15O24 (x = 0,200) und V16O26 (x = 0,250) erhalten.
Die Reaktionsenergien in Bezug auf die perfekte, sto¨chiometrische Phase sind in Tab. 5.5 gege-
ben. Es la¨sst sich direkt ablesen, dass Phasen mit Sauerstoffdefizit (x < 0) in O2-Atmospha¨re
energetisch instabil bezu¨glich sto¨chiometrischem V2O3 sind und daher wahrscheinlich keine
Rolle spielen. Andererseits ist sto¨chiometrisches V2O3 mit Bixbyitstruktur weniger stabil als
die entsprechenden Vanadiumoxide mit x > 0, was darauf hindeutet, dass V3+ verha¨ltnisma¨ßig
leicht oxidiert wird.
Die Reaktionsenergien fu¨r x > 0 erlauben aufgrund der unterschiedlichen Werte fu¨r den Sau-
erstoffu¨berschuss x keine unmittelbare Schlussfolgerung, ob die Hinzunahme von Sauerstoff
oder die Entfernung von Vanadium bevorzugt ist. Die Verwendung passender Superzellen,
um identische V:O-Verha¨ltnisse fu¨r die unterschiedlichen Defekte (VV und Oi) einzustellen,
ist aufgrund des damit verbundenen Anstiegs der Rechenzeit nicht mo¨glich. Stattdessen kann
wie zuvor bei den Vanadiumoxidnitriden ein Vergleich der Dichten erfolgen, die direkt aus
den Strukturrelaxation erhalten werden ko¨nnen. Die berechnete Dichte der sto¨chiometrischen
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x ∆RE ρ
+V(8b) −0,176 94 4,97
+V(16c) −0,176 91 4,98
−O(48e) −0,125 89 4,75
+O(8b) +0,125 -11 4,91
+O(16c) +0,125 -32 4,90
−V(8a) +0,200 -63 4,70
−V(24d) +0,200 -63 4,71
+2 O(16c) +0,250 -68 4,93
Tabelle 5.5:
Reaktionsenergien (T = 0 K, Nullpunktsenergie
sowie thermische Beitra¨ge nicht beru¨cksichtigt)
∆RE (kJ·mol−1) und Dichten ρ (g·cm−3) der
nicht-sto¨chiometrischen Vanadiumsesquioxide
V2O3+x , berechnet gema¨ß Gl. (5.2).
Die linke Spalte beschreibt die Hinzunah-
me (+) oder Entfernung (−) von Atomen in/aus
die/den angegebenen Punktlagen der primitiven
Bixbyit-Elementarzelle.
Bixbyitphase betra¨gt ρ= 4,87 g·cm−3, was eine gute Na¨herung zum experimentellen Ver-
gleichswert (ρ= 4,79 g·cm−3) darstellt. Fu¨r die nicht-sto¨chiometrischen Phasen liegen keine
Referenzwerte vor, allerdings kann der bei der Untersuchung der Oxidnitride beobachtete
Trend herangezogen werden, wonach eine Steigerung des Anionenu¨berschusses eine Zunahme
der Dichte bewirkt. Trotz der Unterschiede bezu¨glich der Ionenradien sowie der Massen
von Stickstoff und Sauerstoff, die einen direkten Vergleich beeintra¨chtigen, ist daher fu¨r
x > 0 ein Anstieg von ρ im Vergleich zu sto¨chiometrischem V2O3 zu erwarten. In der Tat
la¨sst sich Tab. 5.5 entnehmen, dass auch hier die Dichte des Vanadium-defizita¨ren Systems
mit x = 0,200 abnimmt, wa¨hrend sie fu¨r Systeme mit Sauerstoffu¨berschuss (x = 0,125 und
x = 0,250) zunimmt. Aus diesem Grund werden im Folgenden die Strukturen vernachla¨ssigt,
bei denen Vanadiumatome entfernt worden sind.
Gema¨ß Gl. (5.2) werden die 16c-Punktlagen nach und nach mit Sauerstoff besetzt und fu¨r die
generierten Strukturen der allgemeinen Zusammensetzung V2O3+x mit x im Intervall [0,1]
strukturelle und thermodynamische Eigenschaften ermittelt. Unter der Annahme, dass jedes
zusa¨tzlich eingefu¨gte Sauerstoff-Atom als O2−-Ion vorliegt, wird die Anzahl an ungepaarten
Elektronen schrittweise reduziert, so dass mit Zunahme von x ein gro¨ßer werdender Anteil
an V3+-Ionen (s0d2) oxidiert wird und sich formal in V4+-Ionen (s0d1) umwandelt. Fu¨r
x = 1 wird Vanadiumdioxid auf der Produktseite erhalten mit einer verzerrten Kristallstruktur
vom Fluorittyp. Da diese VO2-Phase ein unrealistisches, energiereiches Polymorph darstellt,
ist zu erwarten, dass es wa¨hrend der Geometrieoptimierung zu großen Auslenkungen der
Atomkoordinaten kommt.
Fu¨r jedes Modell sind zwei Strukturrelaxationen durchgefu¨hrt worden, wobei die atomaren
Positionen ohne Symmetriebeschra¨nkungen optimiert worden sind und gleichzeitig entweder
kubische Zelldeformationen erzwungen wurden (nur ein Gitterparameter akubisch variabel) oder
alle Gitterparameter (a, b, c , α, β, γ) unabha¨ngig voneinander variiert werden konnten. Auf
diese Weise wurde die Abha¨ngigkeit des kubischen Gitterparameters vom Sauerstoffu¨berschuss
x ermittelt. Diese Ergebnisse sind in Abb. 5.5 (Ordinate links, Punktauftragung) dargestellt.
Fu¨r kleine Werte von x erfa¨hrt der kubische Gitterparameter eine beinahe lineare Zunahme,
die von relativ geringen Abweichungen zwischen den Strukturparametern aus beschra¨nkten
und beschra¨nkungsfreien Geometrieoptimierungen begleitet wird (Abb. 5.5, Ordinate rechts,
Balkendiagramm). Relaxationen, die sta¨rkere Auslenkungen vom kubischen Startpunkt mit
sich bringen, tauchen erst fu¨r Werte x > 0,7 auf. Das Abflachen der Kurve bei x = 0,5 ha¨ngt
mit dem Auftreten einer Vanadiumoxidphase vom Bixbyittyp mit der Summenformel V4O7
zusammen. Allerdings ist dieses spezielle Vanadiumoxid nicht mit der bekannten Magne´li-
Phase gleicher Zusammensetzung zu verwechseln, welche bei Strukturrelaxation mit dem
PW91-Funktional und den Cai-VDZP-Basissa¨tzen ungefa¨hr 124 kJ·mol−1 stabiler ist. Es



























Abbildung 5.5: Abha¨ngigkeit der berechneten Gitterparameter vom Parameter fu¨r den Sauerstoffu¨ber-
schuss x . Der Gitterparameter akubisch (Ordinate links, Kreise) wurde aus Struktur-
relaxationen erhalten, in denen lediglich kubische Zelldeformationen erlaubt waren.
Der mittlere absolute prozentuale Fehler (MAPF) der Gitterparameter a, b, c, die
aus den entsprechenden beschra¨nkungsfreien Geometrieoptimierungen stammen, in
Bezug auf akubisch nimmt mit x → 1 zu (Ordinate rechts, graue Balken).
ist anzunehmen, dass eine Aktivierungsbarriere von nicht geringer Ho¨he vorliegt, welche
die Umwandlung von V4O7 mit vom Bixbyittyp abgeleiteter Struktur in die Magne´li-Phase
behindert.
Unter Verwendung der vollsta¨ndig relaxierten Strukturen wurden Frequenzrechnungen am
Γ-Punkt durchgefu¨hrt, um Schwingungs- und Entropiebeitra¨ge zur Gibbs-Energie G pro
Formeleinheit unter Standardbedingungen (T = 298 K) zu erhalten.




Dabei wurden Nullpunktsenergie und thermische Beitra¨ge zur elektronischen Energie u¨ber
die quasiharmonische Na¨herung berechnet.[337, 338] Frequenzrechnungen wurden sowohl fu¨r
Phasen mit erzwungenem kubischem Gitter als auch fu¨r unbeschra¨nkt optimierte Strukturen
durchgefu¨hrt. Sowohl die Reaktionsenergie ∆RE (T = 0 K) als auch die Gibbs-Energie ∆RG
(T = 298 K) sind in Abb. 5.6 als Funktion des Sauerstoffu¨berschusses x dargestellt.
Verglichen mit den elektronischen Reaktionsenergien verringert die Beru¨cksichtigung von
Nullpunktsenergie, Schwingungsbeitra¨gen und Entropie die Stabilisierung von Phasen mit
x > 0 nur geringfu¨gig. Erkennbare Unterschiede zwischen ∆RE und ∆RG zeigen sich erst
bei gro¨ßeren Werte von x , die aber im Experiment keine Rolle spielen. Fu¨r x > 0,8 treten
zudem deutliche Abweichungen zwischen den Gibbs-Energien der kubisch beschra¨nkten so-
wie der unbeschra¨nkten Strukturen auf, was eine Folge der zuvor diskutierten sta¨rkeren
Strukturrelaxationen in dieser Region ist. Bemerkenswert ist die Abnahme der Gibbs-Energie
um einen nahezu konstanten Betrag (≈ 30 kJ·mol−1) fu¨r jedes Sauerstoffatom, das zur
primitiven Elementarzelle hinzugefu¨gt wird (∆x = 0,125, fu¨r x-Werte im Interval [0,0; 0,5]).
Die kleinen A¨nderungen der Relativenergien, die durch die Beru¨cksichtigung von Tempe-
ratureffekten hervorgerufen werden, sind nicht ausreichend, um V2O3 mit Bixbyitstruktur
gegenu¨ber den entsprechenden nicht-sto¨chiometrischen, sauerstoffreichen Vanadiumoxiden
bei Standardbedingungen zu stabilisieren.
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Abbildung 5.6: Abha¨ngigkeit der berechneten Reaktionsenergien ∆RE (weisse Symbole) und Gibbs-
Energien ∆RG (graue Symbole) vom Sauerstoffu¨berschuss x . In den zugrundeliegen-
den Geometrieoptimierungen wurde entweder ein kubisches Gitter erzwungen (Kreise)
oder aber es waren alle Zelldeformationen erlaubt (Dreiecke).
5.8.2 Einfluss des Sauerstoffpartialdrucks
Bisher entsprechen die ermittelten Werte fu¨r die Gibbs-Energien einem Gleichgewicht von
V2O3+x mit einer Sauerstoffatmospha¨re, welche einen unrealistisch hohen Partialdruck in
Ho¨he von 1 bar aufweist. Um zu einem Ausdruck auf der Basis der DFT-Ergebnisse zu
gelangen, der den O2-Partialdruck beinhaltet, ist es erforderlich, das chemische Potential fu¨r
Sauerstoff explizit in der Berechnung der Gibbs-Energie zu beru¨cksichtigen.[365]
V2O3 mit Bixbyitstruktur ist potentiell ein Mitglied der Familie stark korrelierter Materialien,
so dass eine bessere Beschreibung der elektronischen Struktur mit Hybridmethoden erreicht
werden kann.[366, 367] Daher wurde fu¨r die folgenden Ergebnisse das PWXPW-Hybridfunktional
anstelle des PW91-Funktionals in Frequenzrechnungen mit x = 0 und x = 0,125 verwendet.
Es stellte sich jedoch heraus, dass der Verlauf von G (x) bei niedrigen Temperaturen bei
Verwendung von PW91 oder PWXPW sehr a¨hnlich ist. Aufgrund des quasi-linearen Verhaltens
von G (x) (Abb. 5.6) fu¨r kleine Werte von x wurde darauf verzichtet, gro¨ßere Superzellen zu
konstruieren, um den Grenzwert fu¨r x → 0 zu approximieren.
Unter der Annahme, dass fu¨r den gasfo¨rmigen Sauerstoff das ideale Gasgesetz gilt, lautet der
Ausdruck fu¨r die Abha¨ngigkeit der Gibbs-Energie von Temperatur und Sauerstoff-Partialdruck





Die numerischen Werte fu¨r GO2(T , p
0) bei einer gegebenen Temperatur wurden direkt aus
Frequenzrechnungen fu¨r das O2-Moleku¨l erhalten. Sie ko¨nnen aber auch aus Thermochemie-
Datenbanken[368, 369] entnommen werden, wie es beispielsweise von Reuter und Scheffler
praktiziert worden ist.[370]
Die Auswirkungen des Sauerstoffpartialdrucks auf die Gibbs-Energie ist in Abb. 5.7 gezeigt,
wo ∆RG als Funktion von ln p/p
0 fu¨r x = 0,125 aufgetragen worden ist. Die sto¨chiometrische
V2O3-Phase wird fu¨r ∆RG > 0 kJ·mol−1 stabilisiert, was nur bei hohen Temperaturen und
niedrigem Sauerstoff-Partialdruck mo¨glich ist. Gema¨ß den PWXPW-Ergebnissen wird V2O3
mit Bixbyitstruktur unter Synthese-Bedingungen (T = 873 K)[11] daher bei O2-Partialdru¨cken
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Abbildung 5.7: Abha¨ngigkeit der Gibbs-Energie ∆RG vom Logarithmus des Sauerstoff-Partialdrucks
ln p/p0 fu¨r den Temperaturbereich 773–973 K (x = 0,125). Positive Werte fu¨r ∆RG
entsprechen einer Stabilisierung von sto¨chiometrischem V2O3 mit Bixbyitstruktur.
pO2 < 10
−17 bar stabilisiert. Bei noch ho¨heren Temperaturen ist zu erwarten, dass das
Druck-Limit zu ho¨heren Werten verschoben wird (z.B. ist pO2 < 10
−13 bar ausreichend fu¨r
T = 973 K).
Im Experiment werden diese Bedingungen durch das H2/H2O-Gleichgewicht bestimmt, wobei
Titan als Reduktionsmittel eingesetzt wird. Wa¨hrend der Synthese wird Sauerstoff in-situ
erzeugt durch die Dissoziation von Wasser gema¨ß
2H2O
 2H2 + O2 , (5.5)
so dass sich der O2-Partialdruck pO2 unter Synthesebedingungen im Gleichgewicht mit den








Numerische Werte fu¨r die Gleichgewichtskonstante Kp sind beispielsweise in Ref. [368]
verfu¨gbar, so dass prinzipiell pO2 als Funktion von pH2O · p−1H2 bestimmt werden kann.
Leider la¨sst die konkrete Durchfu¨hrung der Synthese, bei der ein Gasgemisch aus H2 in Ar
durch eine wassergefu¨llte Waschflasche geleitet wird, aufgrund der großen Zahl an externen
Parametern wie beispielsweise dem Gasdurchfluss keine exakte Ermittlung des Partialdruck-
verha¨ltnisses H2/H2O zu.
[371] Unter Verwendung bekannter Metall/Metalloxid-Gleichgewichte
kann allerdings eine Abscha¨tzung des Sauerstoff-Partialdrucks unter den gleichen Versuchs-
bedingungen erlangt werden. Aus entsprechenden Versuchen mit Co3O4, Fe2O3 und NiO
wurde auf diese Weise eine untere Grenze pO2 = 10
−19 bar erhalten,[371] so dass der auf
theoretischem Weg ermittelte Wert eine gute Na¨herung an den tatsa¨chlich zu erwartenden
Wert fu¨r pO2 darstellt.
71 5 Metastabile Vanadiumoxide und -oxidnitride
5.8.3 Magne´li-Phasen
Die Leistungsfa¨higkeit der verwendeten quantenchemischen Methoden in Bezug auf das stark
korrelierte System V2O3 wurde bereits in vorigen Abschnitten eruiert. An dieser Stelle soll die
Qualita¨t der Funktionale PW91 sowie PWXPW in Verbindung mit den Cai-VDZP-Basissa¨tzen
in Strukturrelaxationen fu¨r eine weitere Gruppe an Vanadiumoxiden V2O3+x (0≤ x ≤ 1)
u¨berpru¨ft werden, in denen Vanadium in zwei Wertigkeitsstufen vorliegt und die zur homologen
Reihe der Magne´li-Phasen geho¨ren.[372] Da die Strukturrelaxationen der Magne´li-Phasen sehr
rechenintensiv sind, werden im Folgenden nur die Phasen V3O5, V4O7, V5O9, V6O11 und
V7O13 sowie die sto¨chiometrischen Oxide M1-V2O3 und M1-VO2 ohne Beru¨cksichtigung
von Temperatureffekten untersucht. Verglichen mit den experimentellen Werten fu¨r die
Gitterkonstanten[234–237, 373, 374] zeigen die berechneten Werte in allen Fa¨llen einen mittleren
absoluten prozentualen Fehler (MAPF) von weniger als 1 % (Abb. 5.8). Folglich reproduzieren
sowohl das GGA-Funktional als auch die Hybridmethode die strukturellen Daten dieser
stark korrelierten Vanadiumoxide mit guter Genauigkeit. Insbesondere liefert das PWXPW-
Hybridfunktional fu¨r x ≤ 0,5 etwas bessere Ergebnisse und zeigt bei den verbleibenden Phasen
etwas gro¨ßere Fehler, wa¨hrend PW91 fu¨r x > 0,5 geringfu¨gig bessere Resultate liefert.
Weiterhin wurden, ausgehend von tabellierten Werten fu¨r die Standardbildungsenthalpien
der untersuchten Vanadiumoxide,[375] Atomisierungsenthalpien ∆aH bestimmt. Anschlie-
ßend wurden unter Verwendung der berechneten DFT-Gesamtenergien theoretische Werte
fu¨r ∆aH mit beiden Funktionalen ermittelt, wobei Nullpunktsschwingung und Entropiebei-
tra¨ge unberu¨cksichtigt blieben (Tab. 5.6). Dabei wurden die Basissa¨tze in den atomaren
Einzelpunktrechnungen bis zur Energiekonvergenz um diffuse Schalen erweitert. Die Atomi-
sierungsenthalpien wurden bezu¨glich der Summenformel VO(3+x)/2 berechnet und zeigen
einen beinahe linearen Anstieg mit x . Insbesondere die mit PW91 erzielten Resultate liegen
sehr nahe an den Referenzwerten. Allerdings werden mit dem GGA-Funktional die Werte fu¨r
∆aH fu¨r x < 0,5 etwas unterscha¨tzt, wa¨hrend sie fu¨r x > 0,6 u¨berscha¨tzt werden, so dass sich
die Stabilita¨t der Oxide mit der formalen Oxidationsstufe von Vanadium besta¨ndig erho¨ht.
PWXPW andererseits unterscha¨tzt die Referenzwerte der Atomisierungsenthalpien um einen
beinahe konstanten Betrag von im Mittel 82 kJ/mol. Daher ist zu erwarten, dass Energieun-
terschiede zwischen zwei verschiedenen Magne´li-Phasen mit der Hybridmethode aufgrund
















Abbildung 5.8: Mittlerer absoluter prozentualer Fehler (MAPF) der berechneten Gitterparameter in
Bezug auf die experimentellen Referenzwerte fu¨r Vanadiumoxide V2O3+x (Magne´li-
Phasen von links nach rechts: M1-V2O3, V3O5, V4O7, V5O9, V6O11, V7O13, M1-VO2)
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Tabelle 5.6:
Vergleich von berechneten Atomi-
sierungsenthalpien ∆aH (kJ·mol−1) fu¨r
mehrere Magne´li-Phasen VO(3+x)/2 mit
experimentellen Referenzwerten.[375]
x Phase ∆aH (kJ·mol−1)
Exp. PWXPW PW91
0,000 VO3/2 1499 1419 1476
0,333 VO5/3 1591 1502 1571
0,500 VO7/4 1625 1534 1611
0,600 VO9/5 1643 1561 1645
0,667 VO11/6 1655 1568 1662
0,714 VO13/7 1663
† 1586 1674
1,000 VO2/1 1723 1649 1742
† Berechnung aus Giauque-Funktion[375]
von Fehlerkompensation mit ho¨herer Genauigkeit erhalten werden. Zusammenfassend wer-
den strukturelle sowie energetische Eigenschaften der Vanadiumoxid-Magne´li-Phasen sowohl
mit dem reinen PW91-Dichtefunktional als auch mit der PWXPW-Hybridmethode in guter
Genauigkeit erhalten. Es ist allerdings zu erwarten, dass ausschließlich die Hybridmethode
aussagekra¨ftige Ergebnisse in Bezug auf elektronische Eigenschaften wie die Zustandsdichte
oder den zugrundeliegenden Magnetismus liefert.
5.8.4 V3O5 mit Anosovitstruktur
Das Vanadiumoxid mit der Summenformel V3O5 liegt wie alle bisher vorgestellten Vanadium-
oxide in einer Tief- und einer Hochtemperaturform vor. Auch diese Verbindung weist einen
MIT auf mit einer Umwandlungstemperatur von T = 428 K, wobei die Niedrigtemperatur-
phase (lt-V3O5) ein Halbleiter ist und die Hochtemperaturphase (ht-V3O5) als schlechter
metallischer Leiter beschrieben wird.[376] Die Phasenumwandlung ist allerdings nicht wie bei
Vanadiumsesquioxid mit der Ausbildung einer magnetischen Ordnung verbunden. Vielmehr
liegt V3O5 erst unterhalb der Ne´el-Temperatur TN = 75 K als Antiferromagnet vor
[322, 323]
und zeigt oberhalb von TN paramagnetisches Verhalten.
Beide V3O5-Phasen weisen eine monokline Kristallstruktur auf, wobei lt-V3O5 in der Raum-
gruppe P2/c vorliegt[236] und ht-V3O5 in der Raumgruppe I 2/c .
[377] Das Anionenuntergitter
besteht aus einer raumfu¨llenden, regelma¨ßigen Anordnung von Sauerstoffoktaedern,[339] wobei
die Sauerstoffionen eine verzerrte, hexagonal dichteste Kugelpackung ausbilden. 3/5 der
auf diese Weise gebildeten Oktaederlu¨cken sind mit Vanadiumionen besetzt. Dabei lassen
sich einerseits Oktaederblo¨cke beobachten, in denen Ecken- und Kantenverknu¨pfung der
Koordinationspolyeder vorliegt analog der Rutilstruktur von VO2. Andererseits sind diese Rutil-
abschnitte an ihren Grenzen u¨ber gemeinsame Oktaederfla¨chen verknu¨pft, was der Anordnung
in der V2O3-Korundphase entspricht.
[348]
Vor kurzem konnte ein weiteres V3O5-Polymorph synthetisiert werden, das im orthorhom-
bischen Anosovittyp (RG Bbmm) kristallisiert.[334] In dieser Kristallstruktur liegen zwei
unterschiedliche, stark verzerrte VO6-Oktaeder mit vierfacher (V1, Wyckoff-Position 4c) bzw.
achtfacher (V2, Wyckoff-Position 8f ) Multiplizita¨t vor, die u¨ber Ecken und Kanten in einer
komplizierten Weise miteinander verbunden sind: Einerseits fu¨hrt Kantenverknu¨pfung zur
Ausbildung von Ba¨ndern entlang der kristallographischen b-Achse (Abb. 5.9 links), anderer-
seits werden durch Eckenverknu¨pfungen Schichten parallel zur 〈010〉-Richtung gebildet, die
wiederum durch gemeinsame Kanten in b-Richtung verbunden werden (Abb. 5.9 rechts).[378]
Ausgehend von den experimentell bekannten V3O5-Phasen wurden Strukturrelaxationen und
Frequenzrechnungen mit dem PW91-Funktional sowie den Hybridfunktionalen PWXPW und
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Abbildung 5.9: V3O5-Elementarzelle im Anosovit-Strukturtyp. Die verzerrte oktaedrische Koordinati-
on der nicht-a¨quivalenten Vanadiumatome (hellblau: V1, dunkelgru¨n: V2) sind aus
zwei Perspektiven gezeigt. Aus der linken Abbildung wird die Kantenverknu¨pfung
von V1- mit V2-Oktaedern in b-Richtung deutlich, wa¨hrend die rechte Abbildung die
Eckenverknu¨pfung der V2-Oktaeder untereinander zeigt.
PW1PW unter Verwendung der Cai-VDZP-Basissa¨tze durchgefu¨hrt. Die optimierten Gitter-
parameter sowie eine Auswahl an interatomaren Absta¨nden sind in Tab. 5.7 aufgelistet. Die
gro¨ßten prozentualen Abweichungen von den experimentellen Referenzwerten ergeben sich bei
Verwendung von PW91 (MAPF = 1,06 %). Insbesondere ist das GGA-Funktional nicht in der
Lage, die strukturellen Details der Tieftemperaturphase zu reproduzieren. Stattdessen wird
nach der Geometrieoptimierung fu¨r beide monoklinen Phasen praktisch die gleiche Struktur
erhalten, die insbesondere aufgrund der berechneten Bindungsla¨ngen eine etwas gro¨ßere
A¨hnlichkeit mit der Hochtemperaturmodifikation aufweist. Hierbei muss allerdings beru¨ck-
sichtigt werden, dass alle experimentellen Werte aus Messungen bei T = 298 K oder ho¨heren
Temperaturen stammen, wa¨hrend weder Temperatureffekte noch Nullpunktsschwingungen
ohne Weiteres in die Geometrieoptimierungen einbezogen werden ko¨nnen.
Demgegenu¨ber werden werden die Strukturparameter von den Hybridmethoden wie auch
in den vorigen Abschnitten mit guter Genauigkeit wiedergegeben. Der mittlere absolute
prozentuale Fehler der PWXPW-Ergebnisse (MAPF = 0,52 %) ist nur geringfu¨gig niedri-
ger als der Wert der PW1PW-Rechnungen (MAPF = 0,60 %), so dass sich die Hybride
erwartungsgema¨ß kaum voneinander unterscheiden. Die mit PWXPW erhaltenen mittleren V–
O-Absta¨nde im Anosovitpolymorph (d¯(V1–O) = 2,017 A˚, d¯(V2–O) = 1,973 A˚) unterscheiden
sich nur sehr wenig von denen der monoklinen V3O5-Phasen. Hingegen sind die ku¨rzesten V–
V-Absta¨nde in V3O5 mit Anosovitstruktur (d(V1–V1) = 3,120 A˚, d(V2–V2) = 2,877 A˚) etwas
la¨nger als die entsprechenden interatomaren Distanzen in lt-V3O5 (d(V1–V1) = 2,820 A˚ bzw.
d(V2–V2) = 2,762 A˚) und ht-V3O5 (d(V1–V1) = 2,784 A˚).
Zur Untersuchung der elektronischen Struktur der V3O5-Phase mit Anosovitstruktur wird
die berechnete Zustandsdichte (PWXPW/Cai-VDZP) in Abb. 5.10 herangezogen, die auf
einem System aus ferromagnetisch gekoppelten Spins basiert. In Abwesenheit ungepaarter
Elektronen mit β-Spin ergibt sich dabei ein ferromagnetisches Halbmetall. Antiferromagneti-
sche Anordnungen erfordern eine Reduktion der Punktsymmetrie des Systems. Rechnungen
mit verschiedenen Spinanordnungen ergaben nur geringe Unterschiede in der elektronischen
Energie von weniger als 3 kJ·mol−1. Dies deutet auf die Abwesenheit regula¨r geordneter
kolinearer Spins hin, was gut zu Messungen der magnetischen Suszeptibilita¨t passt, die auch
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Tabelle 5.7: Vergleich experimenteller und berechneter Strukturparameter der V3O5-Phasen (alle
Angaben in A˚). In der letzten Zeile ist der mittlere absolute prozentuale Fehler (MAPF)
als Maß fu¨r die Abweichung der berechneten Werte von den Referenzangaben aufgefu¨hrt.
Polymorph Parameter Experiment PW91 PWXPW PW1PW
lt-V3O5
[236] a 9,859(1) 9,849 9,836 9,830
b 5,0416(5) 4,966 5,057 5,065
c 6,991(1) 7,066 6,961 6,944
β 109,478(6) 109,4 109,1 109,2
d¯(V1–O) 1,9640 1,989 1,966 1,958
d¯(V2–O) 2,0162 1,989 2,012 2,014
d¯(V3–O) 2,0083 1,994 2,007 2,009
d¯(V4–O) 2,0061 1,995 2,005 2,005
d¯(V1–V1) 2,8171(4) 2,769 2,820 2,816
d¯(V2–V2) 2,7632(4) 2,769 2,762 2,756
d¯(V1–V3) 2,9708(3) 2,926 3,001 3,003
d¯(V2–V4) 2,9730(3) 2,926 2,974 2,976
d¯(V1–V3′) 3,0239(3) 2,981 3,024 3,030
d¯(V2–V4′) 3,0020(3) 2,981 3,014 3,019
ht-V3O5
[377] a 9,846(2) 9,845 9,772 9,771
b 5,0268(4) 4,965 5,056 5,054
c 7,009(1) 7,071 6,952 6,949
β 109,536(15) 109,4 108,4 108,8
d¯(V1–O) 1,9899 1,989 1,984 1,978
d¯(V2–O) 2,0003 1,994 2,006 2,004
d(V1–V1) 2,7794(7) 2,767 2,784 2,790
d(V1–V2) 2,9734(2) 2,924 2,979 2,979
d(V1–V2′) 2,9869(2) 2,980 3,008 2,999
Anosovit[334] a 9,7187(4) 9,639 9,708 9,697
b 9,9376(5) 9,802 9,951 9,930
c 3,7002(2) 3,747 3,680 3,675
d(V1–O1) 1,980(4) 2,002 1,981 1,978
d(V1–O2) 1,911(8) 1,882 1,918 1,928
d(V1–O3) 2,173(8) 2,125 2,153 2,144
d(V2–O1) 2,132(6) 2,083 2,132 2,126
d(V2–O2) 1,853(8) 1,862 1,885 1,877
d(V2–O2′) 1,955(7) 1,971 1,901 1,891
d(V2–O3) 1,912(2) 1,938 1,912 1,910
d(V2–O3′) 2,208(8) 2,121 2,143 2,138
MAPF (%) 1,06 0,52 0,60
Punktlagen
lt-V3O5: V1+V2 (4g), V3 (2c), V4 (2d)
ht-V3O5: V1 (8f ), V2 (4b)
Anosovit: V1+O1 (4c), V2+O2+O3 (8f )
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bei sehr niedrigen Temperaturen bis T = 3 K nicht auf magnetische Ordnung hinweisen.[334]
Auf PWXPW-Niveau ist die Verbindung ein elektrischer Leiter mit geringer Zustandsdichte
an der Fermikante (Abb. 5.10). Bei Erho¨hung des Anteils an Hartree-Fock-Austausch stellt
sich eine kleine Bandlu¨cke g ein (PW1PW: g < 0,4 eV), indem besetzte Orbitale unterhalb
des Fermi-Niveaus energetisch abgesenkt werden. Allerdings liegen keine experimentellen
Befunde bezu¨glich der Leitfa¨higkeit des Anosovitpolymorphs vor, so dass die verwendeten
Hybridfunktionale diesbezu¨glich nicht weitergehend evaluiert werden ko¨nnen. Die besetzten
Kristallorbitale am Fermi-Niveau gehen auf die Vanadiumatome zuru¨ck, die die Wyckoff-
Position 8f (V2) einnehmen (Abb. 5.10, rechts). Die Beitra¨ge der u¨brigen Vanadium- (V1)
und Sauerstoffatome sind demgegenu¨ber vernachla¨ssigbar.
Ein weiterer interessanter Aspekt der Anosovit-Struktur besteht in der Frage, ob sich Va-
nadiumatome mit den formalen Wertigkeiten +4 und +3 gezielt jeweils einer der beiden
Oktaederlagen zuweisen lassen. Die Multiplizita¨t der Punktlagen erfordert, dass in diesem Fall
V1 als vierfach geladenes und V2 als dreifach geladenes Kation vorla¨ge, wobei zugrundegelegt
worden ist, dass die Sauerstoffatome O2−-Ionen ausbilden. Eine Mulliken-Analyse des mit
PWXPW optimierten Anosovitpolymorphs ergibt allerdings nur kleine Unterschiede zwischen
den Spinpopulationen an V1 (1,89) und V2 (1,61). Demnach ist das klassische ionische Bild
eines geordneten Vorliegens von V3+- und V4+-Ionen nicht anwendbar. Dieser Befund passt
zu der experimentellen Beobachtung, wonach die beiden kristallographisch unterscheidba-
ren Vanadium-Lagen nur verha¨ltnisma¨ßig geringe Unterschiede bezu¨glich der oktaedrischen
Koordination durch Anionen zeigen.[334]
Um zu u¨berpru¨fen, ob es sich bei dem Polymorph mit Anosovitstruktur um eine (meta)stabile
Phase handelt, wurden zuna¨chst Frequenzrechnungen am Γ-Punkt durchgefu¨hrt. Dabei wurden
jedoch, unabha¨ngig vom verwendeten Dichtefunktional, imagina¨re Frequenzen gefunden, was
eine Folge der bislang vernachla¨ssigten Phononendispersion sein kann. Fu¨r weitere Frequenz-
rechnungen wurde daher ein Superzellenansatz unter Verwendung der Transformationsmatrix
L1 =
1 0 00 1 0
0 0 2
 (5.7)
herangezogen. Aufgrund des vergleichsweise hohen Rechenaufwands wurden diese Rechnungen
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Abbildung 5.11: Links: Relativenergien der V3O5-Polymorphe als Funktion der Dichte im Vergleich zu
experimentellen Werten (rote gestrichelte Linien). Rechts: Relative Gibbs-Energien
bei T = 298 K .
reelle Frequenzen erhalten, so dass die Anosovitphase ein lokales Minimum der Potentialhy-
perfla¨che darstellt. Die Unterschiede bezu¨glich der Nullpunktsenergie zwischen einfachem und
Superzellenansatz sind gering (∆E 0 = 2,6 kJ·mol−1), so dass im Folgenden die Phononen-
dispersion nicht weiter beru¨cksichtigt wird.
Ein Vergleich der relativen Stabilita¨ten der drei V3O5-Polymorphe bei Verwendung des
PWXPW-Funktionals ist in Abb. 5.11 gegeben. In der linken Ha¨lfte sind die berechneten
Energien bei 0 K ohne Beru¨cksichtigung der Nullpunktsenergie gegen die Dichte aufgetragen.
In U¨bereinstimmung mit dem Experiment sind die monoklinen V3O5-Phasen am stabilsten.
Tief- und Hochtemperaturphase liegen energetisch sehr dicht beieinander (∆E < 1 kJ·mol−1),
was eine Folge der geringen strukturellen Unterschiede zwischen beiden Polymorphen ist. Der
Energieunterschied zwischen der thermodynamisch stabilsten Form und der Anosovitpha-
se betra¨gt 14 kJ·mol−1. Eine Besonderheit von V3O5 mit Anosovitstruktur besteht in der
niedrigeren Dichte im Vergleich zu den monoklinen Phasen, was die Synthese dieses neuen
Polymorphs u¨ber eine Hochdruckroute ausschließt.[334] Die berechneten Dichten u¨berscha¨tzen
die experimentellen Referenzwerte (markiert durch gestrichelte rote Linien in Abb. 5.11)
geringfu¨gig um maximal 0,02 g·cm−3, reproduzieren den Trend bezu¨glich der einzelnen Phasen
aber korrekt. In der rechten Ha¨lfte von Abb. 5.11 sind die berechneten Unterschiede in den
Gibbs-Energien bei Standardbedingungen (T = 298 K) von lt-V3O5, ht-V3O5 und V3O5 mit
Anosovitstruktur aufgetragen. Temperatureffekte und Nullpunktsschwingung haben einen
geringen Einfluss und erniedrigen den Energieunterschied zwischen der thermodynamisch
stabilsten Phase und dem Anosovitpolymorph um 3 kJ·mol−1 im Vergleich zu den Ergeb-
nissen der reinen Strukturoptimierung (∆G = 11 kJ·mol−1, PWXPW/Cai-VDZP). Dieses
Resultat unterstu¨tzt die experimentellen Ergebnisse, wonach V3O5 mit Anosovit-Struktur ein
metastabiles Polymorph ist.
5.9 Schlussfolgerungen
In diesem Kapitel wurde gezeigt, dass sich durch die Verwendung des speziell angepassten
Hybridfunktionals PWXPW sowie eines optimierten VDZP-Valenzbasissatzes in Kombination
mit den Cai-ECPs die Merkmale der stark korrelierten Vanadiumoxide reproduzieren lassen.
Neben strukturellen Parametern wurden thermodynamische Eigenschaften mit guter Genauig-
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keit berechnet. Auf diese Weise ließ sich die Metastabilita¨t von zwei neuen Phasen, V2O3 mit
Bixbyitstruktur und V3O5 mit Anosovitstruktur, auf theoretischem Weg nachweisen.
Beim Vergleich der relativen Stabilita¨ten der drei aus dem Experiment bekannten Phasen
von Vanadiumsesquioxid wurde mit dem PWXPW- sowie dem PW91-Funktional die gleiche
energetische Abfolge gefunden (E M1 <E Korund <E Bixbyit). Bei Verwendung der Hartree-Fock-
Methode wurde jedoch im Fall des Bixbyitpolymorphs eine Abha¨ngigkeit der Gesamtenergie
von der initialen d-Orbitalbesetzung gefunden, was bei dieser Phase zu einer deutlichen
Erniedrigung der Gesamtenergie fu¨hrte. Der Effekt ließ sich nicht bei M1- und Korundphase
nachweisen und ist eine Folge der auf HF-Niveau vernachla¨ssigten Elektronenkorrelation, wie
sich unter Verwendung eines Quanten-Monte-Carlo-Verfahrens nachweisen ließ. Die explizite
Beru¨cksichtigung der Korrelationsenergie im Rahmen der DMC-Methode fu¨hrte zu einer
deutlichen Absenkung der Gesamtenergie der M1- im Vergleich zur Bixbyit-Phase. Dies belegt
einerseits die hohe Bedeutung von Korrelationseffekten insbesondere fu¨r die Beschreibung
der monoklinen Tieftemperaturphase und besta¨tigt andererseits die zuvor auf DFT-Niveau
ermittelten Relativenergien.
In weiteren Rechnungen wurde die Auswirkung des O2-Partialdrucks auf die Stabilita¨t von
Vanadiumoxiden mit Sauerstoff-U¨berschuss untersucht, die sich strukturell vom Bixbyittyp
ableiten. Die Aufnahme von bis zu 0,7 A¨quivalenten an Sauerstoff ist ohne ausgepra¨gte struk-
turelle A¨nderungen mo¨glich. Verbindungen mit einem hohen Sauerstoffu¨berschuss treten auch
bei V2O3-Nanopartikeln mit Bixbyitstruktur auf,
[379] wo die hier untersuchten nicht-sto¨chio-
metrischen Vanadiumoxide als Strukturvorschla¨ge bei der Untersuchung der Phasenstabilita¨t
in Luft dienen ko¨nnen.

6 Stickstoffdotiertes Zirkoniumdioxid
Zirkoniumdioxid ist ein wichtiges Material aufgrund seines technologischen Nutzens, bei-
spielsweise in Keramiken, Katalysatoren, Sauerstoffsensoren und Brennstoffzellen.[12] Bei
Raumtemperatur hat reines ZrO2 eine monokline Struktur (Baddeleyit, Raumgruppe P21/c),
die bei T = 1170 °C zuna¨chst in eine tetragonale Phase (t-ZrO2, Raumgruppe P42/nmc)
u¨bergeht und sich schließlich bei Temperaturen >2300 °C in die kubische Fluoritstruktur
(c-ZrO2, Raumgruppe Fm3¯m) umwandelt. Die kubische Phase la¨sst sich allerdings bei nied-
rigeren Temperaturen durch Anionenleerstellen stabilisieren, die z.B. durch Dotierung mit
aliovalenten Kationen wie Y, Ca oder Sc erzeugt werden ko¨nnen.[380] Kubisch stabilisiertes
Zirkoniumdioxid zeigt eine hohe Sauerstoffionen-Leitfa¨higkeit, die von der Konzentration an
Anionenvakanzen abha¨ngt.[381]
Zahlreiche theoretische Studien haben sich bereits mit den chemischen Eigenschaften von
Zirkoniumdioxid auseinandergesetzt. In Arbeiten auf DFT- und HF/DFT-Hybrid-Niveau wur-
de gezeigt, dass sich Geometrien und Energien fu¨r die Festko¨rperphasen pra¨zise berechnen
lassen.[382–384] Sto¨chiometrische und fehlstellenhaltige Oberfla¨chen wurden auf HF- und
DFT-Niveau fu¨r alle ZrO2-Phasen (monoklin, tetragonal und kubisch) eruiert.
[385–390] Die
Adsorption von Metallatomen an c-ZrO2 wurde von Sanz et al.
[391] sowie Alfredsson und Cat-
low[392] erforscht. Fu¨r Kationen-dotiertes c-ZrO2 wurde neben den Verteilungen von Dotanden
und Defekten auch die Auswirkung von Verunreinigungen auf die elektronische Struktur unter-
sucht.[383, 393] Kationen- und Anionendiffusion wurde unter Verwendung klassischer Potentiale
untersucht.[394]
Eine Alternative zur Stabilisierung von c-ZrO2 durch Kationendotierung besteht in der Sub-
stitution von O2−-Ionen mit aliovalenten Anionen wie N3−. In diesem Fall werden Sauerstoff-
Fehlstellen V··O gema¨ß der Kro¨ger-Vink-Notation[395]




im Anionenuntergitter erzeugt. Experimentell kann die Nitridierung durch Festko¨rper-Gas-
Reaktion in Stickstoff-Atmospha¨re bei Temperaturen zwischen 1400 und 2200 °C,[396] elek-
trochemisch bei Temperaturen um 700 °C,[397] durch Tempern im NH3-Strom
[398] oder durch
PLD (pulsed laser deposition) in N2-Atmospha¨re
[399] durchgefu¨hrt werden.
Modellsysteme mit unterschiedlichem Stickstoffgehalt wurden bereits mit Blick auf die lokale
Defektstruktur studiert.[400] Auch die Anionendiffusion in stickstoffdotiertem c-ZrO2 ist sowohl
experimentell[381] als auch theoretisch[13] untersucht worden. Es zeigte sich u¨bereinstimmend,
dass die Diffusionsbarrieren fu¨r Sauerstoffionen niedriger sind als fu¨r Stickstoffionen, was in
erster Linie auf die unterschiedlichen Ionenladungen und -radien zuru¨ckgefu¨hrt wurde.[13, 14]
Gleichwohl stellt N-dotiertes Zirkoniumdioxid ein vielversprechendes Material im Bereich der
Stickstoffionenleiter dar und gilt als mo¨glicher Bestandteil zuku¨nftiger Brennstoffzellen sowie
Katalysatoren zur Ammoniakzersetzung.[16]
In dieser Arbeit wird der Einbau von Stickstoff in c-ZrO2 mit periodischen quantenchemischen
Rechnungen auf DFT-Niveau untersucht. Dazu wird zuna¨chst ein neuer Valenzbasissatz
fu¨r Zirkonium auf der Basis eines Stuttgart/Dresden-SCECP vorgestellt, der sehr gute
Ergebnisse fu¨r die sto¨chiometrischen ZrO2-Phasen liefert. Auf der Basis einer fru¨heren
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Publikation zum Thema Stickstoffsubstitution in kubischem Zirkoniumdioxid[400] werden fu¨r
ausgewa¨hlte stickstoffhaltige c-ZrO2-Phasen Aktivierungsbarrieren fu¨r O- und N-Diffusion
ermittelt. Abschließend wird anhand von Oberfla¨chenmodellen die Adsorption von molekularem
Stickstoff sowie Ammoniak untersucht.
6.1 Berechnungsmethoden
Periodische Rechnungen an Festko¨rper- und Schichtmodellen wurden mit dem Programmpa-
ket CRYSTAL[9, 10, 401] durchgefu¨hrt. In Strukturoptimierungen wurde einerseits das PW91-
Funktional[193, 194] sowie andererseits das PW1PW-Hybridfunktional[200] verwendet. Fu¨r die
Durchfu¨hrung der numerischen Integration im Rahmen des Dichtefunktionalteils wurden 75
radiale und 434 angulare Punkte angesetzt. Die numerische Genauigkeit bei der Berechnung
der Zweielektronenintegrale wurde um den Faktor 10 gegenu¨ber der Standardeinstellung
erho¨ht.
Es wurden insgesamt drei verschiedene Basissa¨tze verwendet. BS-I wurde aus einer fru¨heren
Publikation zur Stickstoffsubstitution im c-ZrO2-Festko¨rper u¨bernommen
[400] und umfasst
ein Hay-Wadt-SCECP fu¨r Zirkonium in Kombination mit einer Doppel-Zeta-Valenzbasis
([Kr]311/311/31) und All-Elektronen(AE)-Basissa¨tzen fu¨r die leichteren Atome (O: 8411/411,
N: 7311/311, H: 31/1). In einigen Rechnungen wurden versuchsweise Polarisationsfunktionen
hinzugefu¨gt (BS-II, Zr: [Kr]311/311/31/1, O: 8411/411/1, N: 7311/311/1). BS-III kam
vor allem in DFT-Rechnungen mit dem PW91-Funktional zum Einsatz und besteht aus
einem Stuttgart/Dresden-SCECP (SD28MWB[90]) mit einem Doppel-Zeta-Valenzbasissatz
([Kr]311/221/41/1) fu¨r Zirkonium sowie den in Abschnitt 4.2.2 vorgestellten AE-Doppel-
Zeta-Basen fu¨r Sauerstoff und Stickstoff (O: 841/41/1, N: 841/41/1).
Die Berechnung von Migrationsbarrieren fu¨r die Sauerstoff- bzw. Stickstoff-Diffusion wurde
mittels der in CRYSTAL09 implementierten U¨bergangszustandssuche durchgefu¨hrt.[402] Zum
Auffinden des U¨bergangszustands wurde das
”
eigenvector-following“-Verfahren verwendet,
wobei der zum kleinsten Eigenwert der Hesse-Matrix geho¨rende Eigenvektor herangezogen
wurde. Da die Berechnung der Hesse-Matrix numerisch erfolgte, wurde fu¨r diese Rechnungen
ausschließlich das PW91-Funktional eingesetzt und nicht die rechenintensivere Hybridmethode.
6.2 Festko¨rpereigenschaften von Zirkoniumoxid, -oxidnitrid und
-nitrid
In diesem Abschnitt werden die beschriebenen Methoden auf ihre Qualita¨t bezu¨glich der Re-
produktion von Festko¨rpereigenschaften von Zirkoniumoxid, -oxidnitrid und -nitrid u¨berpru¨ft.
Nach einer kurzen Beschreibung der Kristallstrukturen werden zuna¨chst die im Rahmen von
Strukturrelaxationen optimierten Gitterparameter sowie die zugeho¨rigen Kompressionsmodule
mit experimentellen Referenzwerten verglichen. Fu¨r die sto¨chiometrischen Zirkoniumdioxid-
phasen, auf welchen alle folgenden Rechnungen in diesem Kapitel basieren, wird zudem
analog zu Ref. [400] die Eignung der Methoden fu¨r die Berechnung der Bandlu¨cken sowie der
Atomisierungsenthalpie getestet.
Kubisches Zirkoniumdioxid (c-ZrO2) liegt in der Fluoritstruktur (CaF2) vor, in welcher die
Anionen ein primitives und die Kationen ein fla¨chenzentriertes kubisches Untergitter ausbilden
(Abb. 6.1a). Die Sauerstoffionen sind daher vierfach tetraedrisch (4t) von Zirkoniumionen
koordiniert und die Metallkationen wu¨rfelfo¨rmig (8c) von Anionen umgeben. In Strukturopti-
mierungen ist die kubische Gitterkonstante a der einzige freie Parameter.
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a b c
Abbildung 6.1: Konventionelle Elementarzellen fu¨r (a) c-ZrO2, (b) t-ZrO2 und (c) m-ZrO2 (Blick-
richtung jeweils entlang des Gittervektors a, kleine graue Kugeln: Zr, große rote
Kugeln: O)
Die tetragonale Struktur la¨sst sich ausgehend von der kubischen konstruieren, indem Reihen
von Sauerstoffatomen in c-ZrO2 entlang der 〈001〉-Richtung alternierend auf oder ab bewegt
werden.[12] Die dadurch auftretende tetragonale Verzerrung fu¨hrt zu einer 4+4-Koordination
von Zr durch O2−-Ionen (Abb. 6.1b). Die tetragonale Form la¨sst sich bei Raumtemperatur
stabilisieren, indem beispielsweise wenige Prozent Y2O3 zugesetzt werden.
[403]
Die unter Normalbedingungen stabile ZrO2-Modifikation ist das Mineral Baddeleyit. In dieser
monoklinen Form sind die Zr4+-Ionen siebenfach von O2−-Ionen und die Sauerstoffionen
entweder dreifach (O1) oder vierfach (O2) von Zr koordiniert (Abb. 6.1c).[404] Im Fall
von O1 liegt eine praktisch koplanare Anordnung der drei Zr-Atome vor (im Mittel ist
d¯(Zr–O1) = 2,1 A˚), wa¨hrend O2 quasi-tetraedrisch von Zr umgeben ist mit einem mittleren
Zr–O2-Abstand von 2,2 A˚.
Das Zirkoniumoxidnitrid mit der Zusammensetzung Zr2ON2 liegt in der Bixbyitstruktur
(Raumgruppe Ia3¯) vor, in welcher alle Kationen oktaedrisch von Nichtmetallen umgeben und
die Sauerstoff- bzw. Stickstoffionen tetraedrisch von Zr koordiniert sind. Diese Kristallstruktur
ist, wie im letzten Kapitel beschrieben, eine verzerrte Defektvariante des Fluorittyps, bei der
insgesamt 1/4 aller Anionen entfernt worden sind. Sauerstoff- und Stickstoffatome besetzen
statistisch verteilt die 48e-Wyckofflage.[405, 406]
Die Kristallstruktur des orthorhombischen Zirkoniumnitrids Zr3N4 (Raumgruppe Pnam
[407])
ist kompliziert und soll hier nicht im Detail beschrieben werden. Es liegen drei kristallographisch
unterschiedliche Zr-Atome vor, die einerseits oktaedrisch (Zr1 und Zr3) und andererseits
trigonal-prismatisch (Zr2) jeweils von sechs N-Atomen umgeben sind. Die oktaedrische
Umgebung von Zr3 ist stark verzerrt. Die Zr–N-Bindungsla¨ngen variieren zwischen 2,07 und
2,43 A˚.
Das kubische Zirkoniumnitrid c-Zr3N4 (Raumgruppe I 4¯3d) liegt in der Th3P4-Struktur vor
und weist eine ungewo¨hnliche achtfache Koordination der Zr-Kationen durch Stickstoff
auf.[408] Die Stickstoffionen sind sechsfach von Zr-Atomen umgeben. Die Zr–N-Absta¨nde
betragen in dieser Anordnung 2,19 und 2,49 A˚. Die hohe Koordinationszahl der Metallkationen
fu¨hrt zu einer ho¨heren Dichte im Vergleich zum orthorhombischen Zr3N4.
Die Ergebnisse aus Strukturoptimierungen mit der PW1PW-Methode und BS-II fu¨r die
monokline (m), tetragonale (t) und kubische (c) Phase wurden bereits in Ref. [400] diskutiert.
Da BS-II eine Erweiterung von BS-I darstellt, werden an dieser Stelle lediglich die Resultate aus
Geometrieoptimierungen mit BS-I und BS-III unter Verwendung des PW91-GGA- sowie des
PW1PW-Hybridfunktionals aufgefu¨hrt (Tab. 6.1). Die Spannbreiten in den experimentellen
Referenzwerten der Zirkoniumoxide in Tab. 6.1 sind eine Folge verschiedener Syntheseverfahren
und der daraus resultierenden unterschiedlichen Fehlstellen- und Dotandenkonzentrationen
sowie der verwendeten Messmethoden. Insbesondere fu¨r die tetragonale Phase liegen Werte vor,
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Tabelle 6.1: Berechnete Gitterparameter (A˚) verschiedener Zirkoniumoxide, -oxidnitride und -nitride
im Vergleich zu experimentellen Werten. Die prozentuale Abweichung der berechneten
Werte vom Mittelwert der experimentellen Gitterparameter ist in der letzten Zeile
aufgefu¨hrt (MAPF).
Parameter Experiment PW91 PW1PW
BS-I BS-III BS-I BS-III
m-ZrO2 Ref. [409–411]
a 5,144–5,151 5,232 5,146 5,202 5,125
b 5,205–5,212 5,270 5,270 5,232 5,238
c 5,311–5,317 5,403 5,306 5,361 5,273
β 99,10–99,23 99,3 99,0 99,2 99,0
t-ZrO2 Ref. [411–415]
a 3,596–3,612 3,643 3,616 3,617 3,593
c 5,129–5,212 5,258 5,236 5,196 5,180
c-ZrO2 Ref. [414, 415]
a 5,104–5,115 5,152 5,107 5,115 5,076
Zr2ON2 Ref. [405]
a 10,125 10,252 10,141 10,193 10,103
Zr3N4 Ref. [416]
a 9,729 9,859 9,763 9,771 9,704
b 10,818 10,924 10,835 10,865 10,792
c 3,281 3,317 3,279 3,304 3,270
c-Zr3N4 Ref. [408]
a 6,740 6,807 6,767 6,766 6,739
MAPF 1,16 0,36 0,50 0,35
die aus Messungen einerseits an metastabilem ZrO2-Pulver
[412, 413] und andererseits an mittels
Dotierung stabilisierten Phasen (z.B. mit der Zusammensetzung (ZrO2)1−x(Y2O3)x und
idealerweise mit Extrapolation x → 0[415]) stammen. Ein Referenzwert fu¨r den Gitterparameter
a der kubischen Phase kann ausschließlich auf letzterem Weg erhalten werden.[414, 415]
Generell werden alle Strukturparameter mit guter Genauigkeit von den einzelnen Basissatz/
Funktional-Kombinationen wiedergegeben. Die gro¨ßten prozentualen Abweichungen werden
mit der Variante PW91/BS-I fu¨r den a-Parameter der monoklinen Phase erhalten und liegen
hier bei 1,6 %. Es fa¨llt auf, dass bei gleichem Basissatz mit der Hybridmethode durchga¨ngig
etwas kleinere Werte fu¨r die Gitterparameter a, b, c erhalten werden als mit dem GGA-
Funktional. Gleichermaßen liefert der etwas flexiblere Basissatz BS-III im Schnitt kleinere
Betra¨ge fu¨r die La¨ngen der Gittervektoren als BS-I. Im Fall der Zirkoniumoxide fu¨hren beide
Effekte in Kombination dazu, dass bei Verwendung von BS-I das Hybridfunktional eine
etwas bessere Beschreibung der Struktur liefert, wa¨hrend bei Verwendung von BS-III das
GGA-Funktional im Mittel kleinere Abweichungen von den experimentellen Referenzwerten
aufweist. Die Strukturen von Zr2ON2 sowie der Zirkoniumnitride werden generell mit der
Hybridmethode geringfu¨gig besser beschrieben. In Tab. 6.1 ist zusa¨tzlich der mittlere absolute
prozentuale Fehler (MAPF) fu¨r alle untersuchten Gitterparameter angegeben, wobei in einigen
Fa¨llen der Mittelwert der experimentellen Angaben als Referenz verwendet wurde. Bezogen
auf diese Gesamtstatistik werden mit BS-III stets geringere Abweichungen erhalten als mit
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Tabelle 6.2: Weitere berechnete ZrO2-Festko¨rpereigenschaften: Kompressionsmodule B (GPa),
Bandlu¨cke Eg (eV), Atomisierungsenthalpie ∆aH (eV) bzw. Energieunterschied bezu¨glich
m-ZrO2 ∆E
m (eV).
Eigenschaft Experiment PW91 PW1PW
BS-I BS-III BS-I BS-III
m-ZrO2
B 192–201;[417, 418] 212[419] 172 168 187 178
Eg 5,8
a; 4,2b 3,4 3,7 5,3 5,6
∆aH 22,86
[420, 421] 22,28 23,06 21,57 22,42
t-ZrO2
B 148c ; 172d ; 198d 186 177 206 194
Eg 5,8
a; 4,2b 3,8 4,0 5,6 5,9
∆Em -0,056[422] -0,032 -0,117 -0,004 -0,094
c-ZrO2
B 201–203e , 242f 237 251 258 269
Eg 6,1
a; 4,6b 3,2 3,4 5,0 4,5
∆Em -0,091[423] -0,099 -0,190 -0,049 -0,149
a UV-Spektroskopie von Y-dotiertem ZrO2
[424]
b EEL(Electron Energy Loss)-Spektroskopie von Y-dotiertem ZrO2
[425]
c ZrO2 mit 12 Mol-% Ce-Dotierung
[426]
d undotiertes nanokristallines ZrO2
[427]
e ZrO2 mit 8, 10, 15 bzw. 20 Gewichts-% Y-Dotierung
[428, 429]
f (ZrO2)1−x(Y2O3)x , Extrapolation x → 0[430, 431]
BS-I, wobei der Unterschied fu¨r das PW91-Funktional deutlicher ist.
Analog zu Ref. [400] wurden weitere Eigenschaften berechnet, zu denen experimentelle Refe-
renzdaten vorlagen (Tab. 6.2). Relativ große Abweichungen von den Vergleichswerten zeigen
die ermittelten Kompressionsmodule (bis zu 13 %, B(m-ZrO2), PW91/BS-III). Allerdings
weisen die experimentellen Angaben untereinander mit Schwankungsbreiten von 10–30 %
bereits große Unterschiede auf. Fu¨r m-ZrO2 liegt die Hybridmethode etwas na¨her am Bereich
der Vergleichsdaten, wa¨hrend fu¨r die tetragonale und kubische Phase die GGA-Resultate eine
bessere U¨bereinstimmung aufweisen.
Fu¨r eine approximative Berechnung der Bandlu¨cken wurde jeweils der Energieunterschied
zwischen dem ho¨chsten besetzten sowie dem niedrigsten unbesetzten Band herangezogen. Auf
diese Weise wird eine gute U¨bereinstimmung mit den Referenzdaten erreicht, was allerdings
in erster Linie darauf zuru¨ckzufu¨hren ist, dass zu jeder Phase zwei verschiedene Datensa¨tze
vorliegen (Indizes a und b in Tab. 6.2). Wa¨hrend die mit PW1PW ermittelten Werte sehr gut
zu den mittels UV-Spektroskopie erhaltenen Werten passen, liegen die GGA-Resultate na¨her
an den mit EELS gemessenen optischen Bandlu¨cken. In allen Fa¨llen wird fu¨r t-ZrO2 die gro¨ßte
Bandlu¨cke mit 5,6–5,9 eV (PW1PW) bzw. 3,8–4,0 eV (PW91) erhalten, was im Unterschied
zum experimentellen Befund steht, wonach die kubische Phase den ho¨chsten Wert aufweisen
sollte. Allerdings sind die Messungen an dotierten Zirkoniumoxiden durchgefu¨hrt worden, was
die Vergleichbarkeit der Ergebnisse beeintra¨chtigt. Zudem weisen die Referenzwerte je nach
Messmethode einen Unterschied von bis zu 1,6 eV auf, so dass von einer weitergehenden
Beurteilung der theoretischen Bandlu¨cken abgesehen wird.
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Die fu¨r die monokline Phase berechneten Atomisierungsenthalpien ∆aH passen gut zu
dem aus Literaturdaten ermittelten Referenzwert bei einer maximalen Abweichung von
5,6 % (BS-I, PW1PW). Die Vergleichswerte fu¨r die relativen Stabilia¨ten von t-ZrO2 und
c-ZrO2 Phase bezu¨glich der monoklinen Phase sind unter Verwendung von experimentell
bestimmten Phasenumwandlungsenthalpien ermittelt worden.[422, 423] Es fa¨llt auf, dass große
prozentuale Abweichungen von den Referenzwerten (bis zu 109 % mit PW91/BS-III) fu¨r
die beiden Hochtemperaturphasen erhalten werden. Die beste U¨bereinstimmung mit den
Vergleichsdaten wird mit der Kombination PW91/BS-I erreicht, aber auch hier betra¨gt der
maximale prozentuale Fehler fast 43 %. Andererseits sind die betrachteten Energieunterschiede
so klein, dass im Rahmen der angewandten Dichtefunktional- bzw. Hybridmethode keine
ho¨here Genauigkeit erwartet werden kann. Qualitativ mit dem Experiment u¨bereinstimmend
ist die Stabilita¨tsabfolge, da m-ZrO2 die stabilste Phase darstellt, gefolgt von t-ZrO2 und
c-ZrO2.
Die verschiedenen Kombinationen aus ECP/Basissatz/Dichte- bzw. Hybridfunktional weisen
insgesamt nur geringe Unterschiede voneinander auf. Das PW91-Funktional liefert in Ver-
bindung mit BS-III gute Strukturdaten bei moderatem Rechenaufwand und wird daher im
Folgenden u.a. fu¨r die Berechnung von Wanderungspfaden eingesetzt. Die Hybridmethode
zeigt eine etwas geringere Abha¨ngigkeit vom verwendeten ECP und Basissatz, so dass sie
bevorzugt mit dem kleinsten Basissatz (BS-I) zur Verringerung der Rechenzeiten angewandt
wird. Da erfahrungsgema¨ß die elektronische Struktur mit PW1PW besser beschrieben wird
als mit reinen GGA-Funktionalen,[200] wird die Variante PW1PW/BS-I bevorzugt bei der
Untersuchung von Adsorptionsvorga¨ngen eingesetzt, wo die Auswirkung der Oberfla¨che auf
die Zustandsdichte von Interesse ist.
6.3 Sauerstoffdefizita¨re Zirkoniumoxide
Im Folgenden wird der Einfluss von neutralen Anionenvakanzen untersucht, indem Defektbil-
dungsenergien Ed gema¨ß der Reaktionsgleichung
ZrnO2n(s) −→ ZrnO2n−1(s) + O(g) (6.2)
berechnet werden. Im Unterschied zu Ref. [400] wird zur Berechnung von Ed hier das PW91-
Funktional und BS-III verwendet. Analog zu den fru¨heren Ergebnissen mit der PW1PW-
Hybridmethode ist ein geschlossenschaliger Singulett-Zustand fu¨r die Superzellenmodelle
mit Sauerstoff-Fehlstelle energetisch gu¨nstiger als ein Triplett-Zustand.[400] Die Defektbil-
dungsenergie wird von Wechselwirkungen zwischen den Sauerstoffdefekten beeinflusst, so
dass der Einfluss der Fehlstellenkonzentration durch Verwendung von Superzellenmodellen
untersucht werden muss. Fu¨r die Defektkonzentrationen 6,3 % (Zr8O15), 3,1 % (Zr16O31) und
1,6 % (Zr32O63) sind die Defektbildungsenergien der drei ZrO2-Modifikationen in Tab. 6.3
aufgelistet. Wa¨hrend die Werte fu¨r die monokline und die tetragonale Phase nur eine geringe
Abha¨ngigkeit von der Defektkonzentration c aufweisen, wird bei der kubischen Phase eine
Tabelle 6.3:
Defektbildungsenergien Ed (eV) fu¨r die Bil-
dung von Sauerstoffdefekten in verschiedenen
ZrO2-Modifikationen (PW91/BS-III).
c (%) Ed (eV)
m-ZrO2 t-ZrO2 c-ZrO2
6,3 10,4 10,3 10,3
3,1 10,6 10,3 9,5
1,6 10,5 10,1 8,9
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Sauerstoff-Fehlstelle leichter bei kleineren Werten von c erzeugt. Insbesondere ist die Defekt-
bildungsenergie bei c-ZrO2 fu¨r die Defektkonzentrationen 3,1 % und 1,6 % niedriger als bei
den u¨brigen Polymorphen, so dass die kubische Phase durch das Vorliegen von Sauerstoff-
Fehlstellen stabilisiert wird. Dieses Ergebnis stimmt qualitativ mit den Resultaten fru¨herer
theoretischer Arbeiten u¨berein.[400, 432] Allerdings wurde in Ref. [400] bei den Rechnungen auf
PW1PW-Niveau eine Stabilisierung von c-ZrO2 vor allem bei hohen Werten von c gefunden.
Der Effekt war aber nicht sonderlich ausgepra¨gt (Ed(c = 1,6 %)− Ed(c = 6,3 %) = 0,1 eV)
und la¨sst sich zudem anhand von Testrechnungen (PW91 und PW1PW, BS-I und BS-III)
darauf zuru¨ckfu¨hren, dass in Ref. [400] die Gittervektoren in den Strukturrelaxationen der
Defekt-Superzellen festgehalten wurden.
6.4 Beweglichkeit von Sauerstoff- und Stickstoffionen
Das Vorliegen von Sauerstoff-Fehlstellen begu¨nstigt den Transport von Sauerstoffionen durch
den Festko¨rper, worauf die hohe Ionenleitfa¨higkeit dotierter Zirkoniumoxide zuru¨ckzufu¨hren
ist.[433] Dieser Prozess ist bereits in mehreren Publikationen theoretisch untersucht worden,
wobei eine Aktivierungsenergie in Ho¨he von 1,0–1,5 eV fu¨r die O2−-Wanderung ermittelt
wurde.[433–436]
Um eine Abscha¨tzung fu¨r die Aktivierungsbarrieren bei der Ionenwanderung in den hier betrach-
teten Modellsystemen zu erhalten, wurden U¨bergangszusta¨nde fu¨r die verschiedenen linearen
Diffusionspfade in den Systemen Zr8O15 und Zr8O13N2 berechnet (Defektkonzentration
jeweils 6,3 %). Fu¨r diese Form der Ionenwanderung ist es no¨tig, dass die zu transportierende
Spezies eine Gitterstelle besetzt, die einer Fehlstelle unmittelbar benachbart ist. Das einfachste
Modell fu¨r den gesuchten U¨bergangszustand besteht dann in der Platzierung des wandernden
Anions auf der von zwei Zirkonium-Kationen koordinierten Position, so dass es sich gerade
auf der Mitte der zuru¨ckzulegenden Wegstrecke befindet (vgl. Abb. 6.2). Unter Verwendung
von CRYSTAL09 wurde von dieser Struktur ausgehend mittels U¨bergangszustandssuche die
Aktivierungsbarriere fu¨r die Wanderung von O2− zwischen zwei Gitterpositionen in Zr8O15
zu 1,3 eV bestimmt (PW91/BS-III). Experimentell bestimmte Aktivierungsenthalpien lie-
gen in Yttrium-stabilisiertem Zirkoniumdioxid (YSZ) zwischen 0,8 und 1,1 eV.[381, 434] Im
System ZrO2–MgO liegt der Wert fu¨r die Migrationsenergie von Sauerstoff bei 1,0 eV (MgO-
Konzentration 3,125 %).[433] Daru¨ber hinaus fu¨hren ho¨here Dotandenkonzentrationen zu
niedrigeren Aktivierungsbarrieren in Magnesium-stabilisiertem Zirkoniumdioxid, so dass der
hier fu¨r das undotierte System berechnete Wert plausibel ist.
Fu¨r die Bestimmung der Aktivierungsbarrieren fu¨r die Stickstoff-Wanderung in Zr8O13N2 ist
es erforderlich, die Relativenergien der zahlreichen unterschiedlichen Systeme zu kennen, die
sich voneinander in der Anordnung von N3−-Ionen und Anionenvakanzen unterscheiden. Eine
systematische Studie wurde bereits 2007 von Thomas Bredow durchgefu¨hrt,[400] auf deren
Resultate hier Bezug genommen wird. Insbesondere wurde eine Nomenklatur zur Benennung
Abbildung 6.2:
Modell eines linearen Diffusionspfads unter Verwendung
von Fehlstellen in stickstoffdotiertem, kubischem ZrO2.
Zr-Atome sind grau eingefa¨rbt, O-Atome rot, das N-Atom
blau.
Die wa¨hrend der Migration unbesetzten Lagen sind schwarz
markiert.





























Abbildung 6.3: Denkbare Anordnungen zweier Stickstoffatome ( ) sowie einer Sauerstoff-Fehlstelle
(2) in der Zr8O13N2-Elementarzelle. Die Konfigurationen werden dem Abstand
zwischen den N-Atomen entsprechend als N1 (a+b), N2 (c+d), N3 (e+f) bzw. N4 (g)
klassifiziert. Die unterschiedlichen Positionen der Sauerstoff-Fehlstelle werden jeweils
durch Angabe der Buchstaben A,B,C,D gekennzeichnet. Ein Apostroph markiert
Konfigurationen, in denen sich die Punktdefekte in einer Anordnung ohne zentrales
Zr-Atom befinden (b+d+f). Abbildungen und Nomenklatur stammen aus Ref. [400].
der Zr8O13N2-Konfigurationen eingefu¨hrt, die im Folgenden aufgegriffen wird (Abb. 6.3).
Ausgehend von den Daten in Ref. [400] gibt es im System Zr8O13N2 nur wenige unterschied-
liche Mo¨glichkeiten, Stickstoffionen entlang eines linearen Diffusionspfads in Richtung einer




N2B’ (→ N3A’)→ N3B’ .
Im letzten Fall, der von der N2B’-Struktur (Abb. 6.3d) ausgeht, endet der aus geometrischen
Gru¨nden plausible Wanderungspfad zuna¨chst mit der N3A’-Konfiguration (Abb. 6.3f), welche
allerdings instabil ist und sich direkt in die N3B’-Anordnung (Abb. 6.3f) umwandelt. Die
N3B’-Konfiguration stellt die energetisch stabilste Struktur dar (PW91/BS-III), was mit den
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Als Ansatz fu¨r den U¨bergangszustand wurde in allen Fa¨llen das gleiche Prinzip wie bei der
O2−-Ionenbewegung angewandt. Die berechneten Aktivierungsbarrieren sind in Abb. 6.4
in blau dargestellt. Zusa¨tzlich zu den genannten Ionenbewegungen fu¨r Stickstoff wurde zu
Vergleichszwecken eine Auswahl an Wanderungspfaden fu¨r Sauerstoff in Zr8O13N2 untersucht
(rote Barrieren in Abb. 6.4). Es fa¨llt auf, dass die hier berechneten Aktivierungsbarrieren fu¨r
Sauerstoff stets niedriger sind als fu¨r Stickstoff. Dieser Befund stimmt mit den Ergebnissen
aus Neutronenbeugungs- und Isotopendiffusionsexperimenten u¨berein,[381, 437] wo fu¨r die
Wanderung von Sauerstoff (Em(O)≈ 1,1 eV) eine deutlich niedrigere Aktivierungsenthalpie
erhalten wurde als fu¨r Stickstoff (Em(N)≈ 2,0–2,5 eV). Eine besondere Bedeutung hat
die stabilste Anordnung N3B’: Da sich die benachbarte N3A’-Konfigurationen barrierelos
in diese Struktur umwandelt, kann sie als Endpunkt bei der Wanderung von Stickstoff
auftreten und eine weitere Diffusion effektiv unterbinden. In Kombination mit den ho¨heren
Aktivierungsenergien fu¨r die Bewegung von N3−-Ionen ergibt sich damit eine plausible
Erkla¨rung fu¨r die im Experiment beobachtete geringe Geschwindigkeit der Stickstoffdiffusion,
die bis zu vier Gro¨ßenordnungen langsamer verla¨uft als die Sauerstoffdiffusion in YSZ.[437]
6.5 Eigenschaften von Oberfla¨chen des kubischen
Zirkoniumdioxids
Die Pra¨paration von N-dotiertem c-ZrO2 involviert sowohl die Reduktion als auch den
Einbau von molekularem Stickstoff aus der Gasphase in den Festko¨rper. In elektrochemischen
Untersuchungen zum Stickstoff-Einbau[397, 438, 439] wurde gezeigt, dass dieser in mehreren
wohldefinierten Schritten erfolgt, wobei jeder einzelne mit einem Elektronentransfer von der
(Yttrium-dotierten) ZrO2-Elektrode zu der Stickstoffspezies verbunden ist. Es ist jedoch
gegenwa¨rtig noch unklar, in welchem Abschnitt des Prozesses
N2(g)→ N2(Oberfla¨che) 6e
−−−→ 2N3− (6.3)










bisher nicht aufgekla¨rt worden.
Um die initialen Schritte des Stickstoff-Einbaus in ZrO2 aufzukla¨ren, wird in den folgenden
Abschnitten die Adsorption von N2 und NH3 an der thermodynamisch stabilsten Oberfla¨che
von c-ZrO2 untersucht. In CRYSTAL werden Oberfla¨chen anhand von Schichtmodellen
(engl. slab models) untersucht, welche in zwei Dimensionen periodisch fortgesetzt werden,
in der dritten Dimension jedoch endlich sind. Dies ist ein entscheidender Unterschied zu
Ansa¨tzen, die mit ebenen Wellen arbeiten, welche grundsa¨tzlich in drei Dimensionen periodisch
sind und daher zur Modellierung von Oberfla¨chen große Vakuumzonen beno¨tigen. Die hier
verwendeten unrelaxierten Schichtmodelle sind konstruktionsbedingt symmetrisch bezu¨glich
eines Inversionszentrums und haben daher zwei identische Oberfla¨chen.
Fu¨r c-ZrO2 ko¨nnen mehrere Oberfla¨chen mit niedrigen (hkl)-Indizes konstruiert werden,
wobei fru¨heren theoretischen Arbeiten zufolge die (111)-Oberfla¨che stabiler als die (100)- und
(110)-Variante ist.[387] Die (111)-Oberfla¨che zeichnet sich dadurch aus, dass jede Schicht
der primitiven Elementarzelle aus einem einzelnen Atom besteht. In z-Richtung ergibt sich
die Sequenz O–Zr–O–· · · –O–Zr–O, so dass eine sto¨chiometrische Lage aus drei Schichten

























besteht. Die (100)-Oberfla¨che besteht aus alternierenden Schichten, die sich jeweils aus einem
Zr-Atom und zwei O-Atomen zusammensetzen, so dass das Schichtmodell sowohl Zr- als
auch O-terminiert vorliegen kann. In letzterem Fall muss die Ha¨lfte der Sauerstoffatome
der a¨ußeren Schicht an beiden Seiten entfernt werden, um die passende Sto¨chiometrie zu
erzeugen. In der vorliegenden Arbeit wurden ausschließlich Sauerstoff-terminierte Oberfla¨chen
in Betracht gezogen. Die (110)-Oberfla¨che schließlich besteht aus einer ZrO2-Einheit pro
Schicht, so dass die Grenzfla¨chen sowohl Zr- als auch O-Atome enthalten.
Die Qualita¨t der Oberfla¨chenmodelle wird in erster Linie durch die Anzahl an atomaren
Schichten bestimmt. Dieser Parameter muss daher u¨ber Konvergenztests von Eigenschaften wie
der Oberfla¨chenenergie oder der Bildungsenergie von Sauerstoffdefekten sorgfa¨ltig eingestellt








berechnet. In Gl. (6.5) ist A die Fla¨che des doppelseitigen Schichtmodells, Eslab die elektro-
nische Energie des Schichtmodells mit N Schichten und EZrO2 die Energie des Festko¨rpers
(normiert auf eine Formeleinheit). In seltenen Fa¨llen kann es aufgrund numerischer Ungenauig-
keiten dazu kommen, dass die nach Gl. (6.5) berechnete Oberfla¨chenenergie nicht konvergiert.
In diesem Fall wird eine numerisch stabilere Variante herangezogen, die aber im Allgemeinen







Eslab(N)− Eslab(N − 1)
])
(6.6)
In Gl. (6.6) wurde der Term fu¨r die Energie des Festko¨rpers durch den Ausdruck Eslab(N)−
Eslab(N − 1) ersetzt, der fu¨r genu¨gend große Werte von N gegen EZrO2 konvergiert. Wenn die
Berechnung von Eslab(N) und Eslab(N − 1) mit der gleichen numerischen Genauigkeit erfolgt,
kann in vielen Fa¨llen eine Fehlerkompensation und damit eine verbesserte Konvergenz bei der
Berechnung von Es erreicht werden.
Zur Berechnung von Eslab ist fu¨r jeden Wert von N ein entsprechendes Schichtmodell zu
konstruieren und eine vollsta¨ndige Relaxation aller Atompositionen vorzunehmen. Fu¨r die
bereits vorgestellten Oberfla¨chen des kubischen Zirkoniumdioxids ist der Zusammenhang
zwischen der Anzahl an Formeleinheiten und der Oberfla¨chenenergie in Abb. 6.5 dargestellt
(BS-III). Sowohl mit PW1PW als auch mit PW91 wird die gleiche Stabilita¨tsabfolge der
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N m relaxierte Schichten
0 6 7 8 N
12 1,26 1,23 1,23 1,22 1,23
15 1,26 1,23 1,23 1,23 1,23
18 1,26 1,22 1,23 1,23 1,23
Tabelle 6.4:
Oberfla¨chenenergien (J/m2) von einseitigen
Schichtmodellen fu¨r c-ZrO2 (111)-Oberfla¨chen
als Funktion der Schichtzahl N sowie der Anzahl
an relaxierten Schichten m (BS-I, PW1PW).
Der Fall m = 0 entspricht dem unrelaxierten
Referenzmodell.
Oberfla¨chen erhalten, Es(111) < Es(100) < Es(110). Mit dem Hybridfunktional werden
etwas niedrigere Werte erhalten (E PW1PWs = 1,21, 1,67, 1,73 J·m−2) als mit dem GGA-
Funktional (E PW91s = 1,14, 1,47, 1,58 J·m−2). Unter Verwendung von BS-I werden fu¨r die
Oberfla¨chenenergien auf PW1PW-Level na¨herungsweise die Grenzwerte 1,23 eV (111), 1,5–1,7
eV (100) sowie 1,88 J/m2 (110) erhalten.[441]
In U¨bereinstimmung mit allen fru¨heren theoretischen Arbeiten ist die (111)-Oberfla¨che am
stabilsten. Die Stabilita¨tsabfolge wird von Ballabio et al. nach Rechnungen auf LDA-Niveau
als (111)< (110)< (100) angegeben.[387] Der mit PW1PW berechnete Wert fu¨r die (111)-
Oberfla¨che liegt zwischen den HF-Ergebnissen von Gennard et al.[386] (1,49 J/m2) und
den LDA-Werten von Ballabio et al.[387] (1,19 J/m2). Der Wert fu¨r die (110)-Oberfla¨che
fa¨llt mit allen Methoden kleiner aus als in fru¨heren theoretischen Studien (Ref. [386]:
Es(110) = 2,41 J/m
2, Ref. [387]: Es(110) = 2,29 J/m
2). Unter Verwendung von ebenen
Wellen beobachteten Christensen und Carter bei mehreren c-ZrO2-Oberfla¨chen eine Rekon-
struktion der Schichtmodelle, die einem U¨bergang von der kubischen zur tetragonalen Phase
entsprach.[388] Diese Rekonstruktionen konnten aber weder im Rahmen dieser Arbeit noch in
der Hartree-Fock-Studie von Catlow et al.[386] nachgewiesen werden.
Zur Reduktion des Rechenaufwands wurden Beschra¨nkungen in die Strukturoptimierung
einbezogen. Im einseitigen Oberfla¨chenmodell werden die Atomkoordinaten auf der einen Seite
des Schichtmodells auf den Gitterpositionen des Festko¨rpers festgehalten, wa¨hrend alle u¨brigen
Atome ohne jegliche Symmetriebeschra¨nkungen relaxieren ko¨nnen. Die Oberfla¨chenenergie
muss in diesem Fall u¨ber eine Na¨herungsformel ermittelt werden, welche auf der Beobachtung
basiert, dass im Innern eines genu¨gend großen Schichtmodells nur sehr kleine Verschiebungen
gegenu¨ber den Positionen im perfekten Kristall auftreten. Dazu muss zuna¨chst die Oberfla¨chen-
Relaxationsenergie des doppelseitigen Modells Erlx bestimmt werden, welche die Differenz
zwischen vollsta¨ndig relaxiertem und unrelaxiertem Modell ist. Die Oberfla¨chenenergie des











berechnet, so dass formal zur Oberfla¨chenenergie des einseitigen Schichtmodells die Ha¨lfte der
Relaxationenergie des doppelseitigen Systems als Korrektur addiert wird. Die auf diese Weise
ermittelten Werte fu¨r E 1s konvergieren schnell mit der Zahl an relaxierten Schichten (Tab.
6.4). Fu¨r die (111)-Oberfla¨che wird mit E 1s = 1,23 J/m
2 der Grenzwert des doppelseitigen
Modells erreicht, was die Validita¨t der Na¨herung demonstriert.
6.5.1 Sauerstoffdefekte
Wa¨hrend in den inneren Schichten der vorgestellten Oberfla¨chenmodelle alle Sauerstoffatome
vierfach koordiniert (4c) sind, liegt an der a¨ußeren Schicht auch eine dreifach koordinierte (3c)
Spezies vor. Daher werden im Folgenden zwei verschiedene Arten von Sauerstoff-Fehlstellen
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Abbildung 6.6:






konstruiert, wobei einerseits ein O3c - bzw. ein O4c -Atom aus einer oberfla¨chennahen Schicht
entfernt wird (Abb. 6.6). In beiden Fa¨llen la¨sst sich die Defektbildungsenergie Ed gema¨ß
Ed = E
−O
slab + EO − E 1slab (6.8)
berechnen. In Gl. (6.8) bezeichnet E−Oslab die elektronische Energie eines Schichtmodells mit
Sauerstoff-Fehlstelle, E 1slab ist die Energie des zugeho¨rigen sto¨chiometrischen, einseitigen
Schichtmodells und EO die Energie eines Sauerstoffatoms (
3O).








erzeugt. Hieraus resultiert eine Oberfla¨chenzelle mit doppelter Gro¨ße im Vergleich zur primi-
tiven Elementarzelle und folglich θd(L1) = 1/2. Fu¨r einseitige Schichtmodelle mit N = 12,
15 und 18 atomaren Schichten sind die Defektbildungsenergien in Tab. 6.5 aufgefu¨hrt (BS-
I, PW1PW). In allen untersuchten Fa¨llen war Ed bereits fu¨r m = 7 relaxierte Schichten
konvergiert.
Die O3c -Fehlstelle in der oberen Schicht ist energetisch betrachtet 1,6 eV weniger stabil als
eine tiefergelegene O4c -Fehlstelle, deren Defektbildungsenergie E
O4c
d = 8,81 eV bereits nahe
am entsprechenden Wert des Festko¨rpers (9,14 eV)[400] liegt. In der c-ZrO2-Festko¨rperphase
bewirken O4c -Fehlstellen eine A¨nderung in der Koordinationsspha¨re der benachbarten Zir-
koniumatome, indem die Zahl an Sauerstoff-Nachbarn von acht auf sieben erniedrigt wird.
Es wurde vorgeschlagen, dass dieser strukturelle Effekt fu¨r die Stabilisierung der kubischen
Phase bei niedrigeren Temperaturen verantwortlich ist,[432] da eine weniger symmetrische
Umgebung von Zr dessen siebenfacher Koordination in der bei Raumtemperatur thermodyna-
misch stabilen monoklinen Modifikation a¨hnelt. An der sto¨chiometrischen (111)-Oberfla¨che
Tabelle 6.5:
Defektbildungsenergien Ed (eV) fu¨r
Schichtmodelle der (111)-Oberfla¨che mit
N = 12, 15 und 18 atomaren Schichten
als Funktion der Anzahl an relaxierten
Schichten m (BS-I, PW1PW)
Defekt N m relaxierte Schichten
0 6 7 8
O3c 12 10,90 10,46 10,43 10,43
15 10,53 10,47 10,44 10,44
18 10,34 10,47 10,44 10,44
O4c 12 9,39 8,80 8,80 8,80
15 9,39 8,81 8,81 8,81
18 9,04 8,82 8,81 8,81






















Abbildung 6.7: Zustandsdichte der perfekten Oberfla¨che (links), mit O3c - (Mitte) und mit O4c -Defekt
(rechts). Die gestrichelte horizontale Linie markiert die Fermi-Energie EF .
von c-ZrO2 sind die Zr-Atome ebenfalls siebenfach von Sauerstoffatomen koordiniert, so dass
das Entfernen eines O3c -Atoms zu sechsfacher Koordination fu¨hrt, was energetisch weniger
gu¨nstig ist. Die bei der Bildung von O4c -Fehlstellen beobachtete leichte Verringerung von Ed
im Vergleich zur (ansonsten a¨quivalenten) Defektbildung im Festko¨rper la¨sst sich auf den
unterschiedlichen Einfluss des Madelungfelds in der Na¨he der Oberfla¨che zuru¨ckfu¨hren.
Um sicherzustellen, dass die Relaxationen von Atomen in tiefen Schichten in der Na¨he der
unrelaxierten Schichten auch in Gegenwart von Oberfla¨chendefekten gering sind, wurde fu¨r
die im na¨chsten Abschnitt diskutierten Adsorptionsrechnungen ein Schichtmodell (N = 15)
mit m = 7 relaxierten Schichten als Grundlage gewa¨hlt (diese Kombination wird im Folgenden
abku¨rzend mit 15(7) bezeichnet). Fu¨r das 15(7)-Modell wurden auch mit BS-II/PW1PW
Defektbildungsenergien (E O3cd = 10,32 eV, E
O4c
d = 8,73 eV) berechnet, die nur geringe Un-
terschiede zu den mit BS-I erzielten Ergebnissen aufweisen und damit nur einen geringen
Einfluss von Polarisationsfunktionen implizieren. Um die ohnehin langen Rechenzeiten nicht
unno¨tig auszuweiten, wurden daher die u¨brigen Rechnungen nur noch mit BS-I durchgefu¨hrt.
Der Effekt lateraler Defekt-Defekt-Wechselwirkungen wurde unter Verwendung gro¨ßerer












Mit diesen Transformationsmatrizen lassen sich die Fehlstellenkonzentrationen an der Ober-
fla¨che θd(L2) = 1/4 und θd(L3) = 1/8 realisieren. Die Unterschiede zwischen den einzelnen
Modellen sind verha¨ltnisma¨ßig klein, was darauf hindeutet, dass die Defekte bereits bei
θd = 1/2 fast vollsta¨ndig voneinander abgeschirmt vorliegen. Im Fall des O3c -Defekts verrin-
gert sich die Defektbildungsenergie um lediglich 0,2 eV, wenn θd von 1/2 auf 1/8 reduziert
wird (O4c -Defekt: ∆Ed = 0,1 eV). Dies ist eine Folge kleiner abstoßender Defekt-Defekt-
Wechselwirkungen, die auf Relaxationseffekten beruhen und nicht elektrostatischen Ursprungs
sind.
Es ist anzunehmen, dass sich die reduzierenden Eigenschaften der Zirkoniumdioxid-Oberfla¨chen





Die O4c -Fehlstelle ist optisch
hervorgehoben worden (kleine
gru¨ne Kugel).
Eine blaue Fa¨rbung kennzeichnet
Gegenden erho¨hter Elektronen-
dichte im Vergleich zum neutralen
Atom.
auf Sauerstoffdefekte zuru¨ckfu¨hren lassen. Bei der Bildung von Sauerstoff-Fehlstellen im
c-ZrO2-Festko¨rper verbleiben zwei Elektronen im Gitter, die an den Leerstellen ein neutrales
Farbzentrum (F-Zentrum) bilden ko¨nnen.[400] An der Oberfla¨che treten F-Zentren zwar weniger
deutlich hervor, sie lassen sich dennoch in der Zustandsdichte nachweisen (Abb. 6.7). Bei der
perfekten Oberfla¨che liegt das Leitungsband, welches hauptsa¨chlich von Zr-Orbitalen gebildet
wird, 5,5 eV u¨ber dem Valenzband, das in erster Linie aus Sauerstofforbitalen besteht (BS-I,
PW1PW, Abb. 6.7a). Dieser Wert korreliert gut mit der nur geringfu¨gig gro¨ßeren Bandlu¨cke
des Festko¨rpers (Eg = 5,8 eV). Im Fall des O3c - (Abb. 6.7b) und insbesondere des O4c -Defekts
(Abb. 6.7c) erscheinen besetzte Zusta¨nde unterhalb des Leitungsbands, die hauptsa¨chlich auf
Beitra¨ge von Zr-Orbitalen zuru¨ckzufu¨hren sind. Um nachzuweisen, dass keine Reduktion von
Zr4+ zu Zr3+ stattgefunden hat, wurden in Testrechnungen die atomaren Basisfunktionen
der entfernten Sauerstoffatome an den Defektstellen belassen. Es zeigte sich, dass diese
Defektzusta¨nde mit ungefa¨hr 0,6 Elektronen besetzt wurden, wa¨hrend die Besetzung der
Zr-Orbitale verschwand, so dass Elektronen, die aus der Entfernung der neutralen Sauerstoff-
atome stammen, tatsa¨chlich an der Defektstelle lokalisiert sind. Um das O4c -F-Zentrum
zu visualisieren, wurde die Differenzdichte (Elektronendichte des Schichtmodells abzu¨glich
der entsprechenden atomaren Elektronendichten) in Abb. 6.8 aufgetragen, wo die erho¨hte
Elektronendichte an der Defektstelle deutlich sichtbar ist.
Leider ko¨nnen die an der Defektstelle lokalisierten, zusa¨tzlichen Funktionen zu einem linear
abha¨ngigen Basissatz fu¨hren, wenn sich bei Adsorptionsvorga¨ngen das Adsorbat der Vakanz
na¨hert. Daher wird dieser Ansatz im Folgenden nicht weiter verfolgt.
6.5.2 Adsorption von Stickstoff
In dieser Arbeit werden die initialen Schritte des Stickstoff-Einbaus, d.h. die Adsorption von
N2 bzw. NH3, theoretisch untersucht. Dazu wird eine Reihe von Adsorptionsgeometrien des
Stickstoff- bzw. Ammoniakmoleku¨ls an der thermodynamisch stabilen (111)-Oberfla¨che von
c-ZrO2 betrachtet, welche mo¨gliche Intermediate bei der Stickstoffaufnahme darstellen.
Zuna¨chst wurden mehrere Strukturen, in denen N2 auf unterschiedliche Weise zu Atomen
an der Oberfla¨che koordiniert war, als Startpunkte fu¨r Geometrieoptimierungen verwendet,
um in einem ersten Schritt stabile Adsorptionsgeometrien zu ermitteln. Eine U¨bersicht der
Initialstrukturen liefert Abb. 6.9. Die Konfigurationen a–i wurden fu¨r die N2-Adsorption
sowohl an der perfekten als auch an der defekten (O3c und O4c) Oberfla¨che verwendet. In den
u¨brigen Adsorbatstrukturen j–m befindet sich ein Stickstoffatom direkt an der Fehlstelle, so
dass diese Fa¨lle nur fu¨r den O3c -Defekt untersucht werden konnten. Alle Adsorptionsmodelle
sind fu¨r die Superzellen L1 und L2 realisiert worden. Die meisten Optimierungen sind fu¨r
einen geschlossenschaligen Singulett-Grundzustand durchgefu¨hrt worden. Fu¨r ausgewa¨hlte
























































Abbildung 6.9: Schematische Initialstrukturen fu¨r die Adsorption von molekularem Stickstoff an
c-ZrO2(111).
Strukturen wurde ein Triplett-Zustand berechnet, der sich allerdings stets als energetisch
weniger gu¨nstig herausstellte.
Unter Verwendung der berechneten Gesamtenergien E (relaxiertes Schichtmodell bestehend
aus Oberfla¨che und Adsorbat), E 1slab (relaxiertes Schichtmodell ohne Stickstoff) und EN2
(freies N2-Moleku¨l) wird die Adsorptionsenergie gema¨ß
Eads(N2) = E − E 1slab − EN2 (6.11)
berechnet. Negative Werte fu¨r Eads bedeuten, dass das Adsorbat bezu¨glich der getrennten
Referenzsysteme stabilisiert wird. Bei Adsorption an Oberfla¨chen mit Sauerstoffdefekten ist
die Defektbildungsenergie bereits implizit in E 1slab enthalten, was der Annahme entspricht, dass
sich O3c - und O4c -Defekte intrinsisch an der (111)-Oberfla¨che gebildet haben, unabha¨ngig
vom Vorliegen eines Adsorbatmoleku¨ls.
Fu¨r alle relaxierten Adsorbatstrukturen wurde die Auswirkung des Basissatz-Superpositions-
fehlers (basis set superposition error, BSSE) auf die Adsorptionsenergien explizit berechnet.
Zur Berechnung der BSSE-Korrektur E BSSE wird die Adsorbatstruktur zuna¨chst formal in
die zwei Untersysteme Schichtmodell (slab) und adsorbiertes Moleku¨l (N2) unterteilt. Eine
Na¨herung fu¨r E BSSE ist dann durch die Counterpoise-Methode gegeben.[442]
E BSSE = −E ∗slab + E∼slab − E ∗N2 + E∼N2 (6.12)
In Gl. (6.12) beziehen sich alle Energien auf die Geometrie der zugrundeliegenden optimierten
Adsorbatstrukturen. Fu¨r die Berechnung der BSSE-Korrektur werden die Energieunterschiede
beno¨tigt, die auftreten, wenn in Einzelpunktrechnungen ein Untersystem in Anwesenheit der
Basisfunktionen (aber ohne Atomkerne und Elektronen) des anderen Subsystems (Superskript
’∗’) bzw. in vollsta¨ndiger Abwesenheit des letzteren (Superskript ’∼’) betrachtet wird. Konkret
bezeichnet damit E ∗slab die Gesamtenergie des Schichtmodells mit den Basisfunktionen des
N2-Moleku¨ls (ohne dessen Atomkerne und Elektronen), E
∼
slab die Energie des Schichtmodells
ohne Stickstoff, E ∗N2 die Energie des N2-Moleku¨ls in Anwesenheit der Basisfunktionen des
Schichtmodells und E∼N2 die Energie des N2-Moleku¨ls in Abwesenheit der Oberfla¨che.
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In einigen optimierten Adsorbatgeometrien ist der N–N-Abstand wesentlich gro¨ßer als die
Bindungsla¨nge von N2 in der Gasphase, so dass die Berechnung von E
∗
N2
und E∼N2 fu¨r den
Singulett-Zustand dieser Distickstoff-Spezies aufgrund von SCF-Problemen nicht mo¨glich
war. Um dennoch eine aussagekra¨ftige Referenz zu erhalten, wurden die Terme E ∗N2 und E
∼
N2
durch die Energien zweier separater 4N Atome, 2E ∗N und 2E
∼
N , ersetzt. Bei der Berechnung
von E ∗N wurden wie oben beschrieben alle Basisfunktionen des Schichtmodells beibehalten,
wa¨hrend E∼N keine Beitra¨ge der Oberfla¨che entha¨lt. Der bei diesem Vorgehen auftretende
immanente Fehler aufgrund der Vernachla¨ssigung einer weiteren BSSE-Korrektur, die auf das
andere Stickstoffatom zuru¨ckgeht, ist sehr klein (0,01 eV) und tritt ohnehin nur bei kleinen
N–N-Bindungsla¨ngen auf. In den ermittelten Adsorbatstrukturen ist der N–N-Abstand aber
gegenu¨ber dem freien N2-Moleku¨l stets vergro¨ßert.
Schließlich wird bei der Berechnung der BSSE-korrigierten Adsorptionsenergie mit Bezug auf
das freie Stickstoffatom angenommen, dass der BSSE fu¨r Stickstoff nicht von der Struktur
der jeweiligen Oberfla¨che abha¨ngt. Daher wurde die BSSE-Korrektur fu¨r das 4N-Atom mit
einem bezu¨glich der SCF-Energie E ′N konvergierten atomaren 7-311111G Basissatz ermittelt,
der analog zu fru¨heren Arbeiten[400] mit diffusen Funktionen erweitert worden ist.
E ∗N ≈ E ′N (6.13)
Die Gu¨ltigkeit dieser Na¨herung wurde fu¨r eine kleine Anzahl an Testsystemen u¨berpru¨ft, bei
denen sich stets eine sehr geringe Abweichung (< 0,01 eV) ergab.
Der finale Ausdruck fu¨r die BSSE-korrigierte Adsorptionsenergie, bezogen auf die Adsorption
von atomarem Stickstoff an die einseitige (111)-Oberfla¨che, lautet
E BSSEads (2N) = E − E 1slab − E ∗slab + E∼slab − 2E ′N . (6.14)
Wird als Referenzsystem nun wieder gasfo¨rmiges, molekulares N2 gewa¨hlt, so lautet der
entsprechend umgeschriebene Ausdruck fu¨r E BSSEads
E BSSEads (N2) = Eads − E ∗slab + E∼slab (6.15)
unter der Annahme, dass die BSSE-Korrektur fu¨r das N2-Moleku¨l a¨hnlich zu der fu¨r
4N-Atome
in Anwesenheit der Basisfunktionen der Oberfla¨che ist. Eine Abscha¨tzung fu¨r den absoluten
Fehler, der durch die letzte Na¨herung verursacht wird, la¨sst sich u¨ber die Differenz der
N2-Gesamtenergien erhalten, einerseits mit BS-I und andererseits mit dem zuvor erwa¨hnten,
erweiterten 7-311111G Basissatz berechnet. Dieser Unterschied betra¨gt lediglich ungefa¨hr
0,05 eV, so dass der maximale Gesamtfehler aufgrund sa¨mtlicher vorgenommener Na¨herungen
in Bezug auf die BSSE-Korrektur bis zu ±0,07 eV betragen kann.
Defektfreie Oberfla¨che
Fu¨r die defektfreie Oberfla¨che konnte unabha¨ngig vom Bedeckungsgrad keine N2-Adsorption
nachgewiesen werden. Das N2-Moleku¨l entfernte sich wa¨hrend der Geometrieoptimierung
von der Oberfla¨che in allen Fa¨llen, sogar bei Verwendung der Anfangskonfigurationen f–i, in
denen N2 dissoziiert vorlag. Ein Maß fu¨r die Sta¨rke der Wechselwirkung zwischen Stickstoff
und der Oberfla¨che ist der N–N-Abstand, der im freien N2-Moleku¨l 1,12 A˚ betra¨gt (BS-I,
PW1PW). Es ist zu erwarten, dass sich dieser Wert mit abnehmender Sta¨rke der N–N-
Bindung vergro¨ßert, wie es bei Adsorption an eine Oberfla¨che generell zu erwarten ist. In
allen Adsorptionsrechnungen an der perfekten Oberfla¨che ließ sich allerdings in den finalen
Strukturen in guter Na¨herung wieder molekulares N2 nachweisen mit einer nur sehr geringfu¨gig
vom freien Stickstoffmoleku¨l abweichenden Bindungsla¨nge.
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Tabelle 6.6: BSSE-korrigierte Adsorptionsenergien E BSSEads (eV) sowie ausgewa¨hlte interatomare
Absta¨nde d (A˚) fu¨r die Stickstoffadsorption an der c-ZrO2 (111)-Oberfla¨che mit O3c -
und O4c -Defekt. Die Verweise auf eine bestimmte Endstruktur (S1) beziehen sich auf
Abb. 6.10 und die Angaben zu den Startstrukturen (S0) auf Abb. 6.9.
S1 S0 EBSSEads d(N–N) d(Zr–N) d(O3c–N) d(O4c–N)
θ= 1/2
a O3c : d, m -1,34 1,27 2,23; 2,29; 2,25; 2,34
b O3c : c, g, j–l -1,28 1,27 2,22; 2,23; 2,24
d O3c : f -1,07 1,28 2,24; 2,44; 2,48; 2,25
e O3c : a, b, e, h -0,46 1,16 2,18
f O3c : i 1,37 2,08; 2,09; 2,15; 2,31 1,31
θ= 1/4
a O3c : c, f, l -1,74 1,27 2,26; 2,34; 2,26; 2,35
b O3c : d, e, k -1,54 1,27 2,24; 2,27; 2,26
O4c : f, h -0,28 1,23 2,29; 2,29; 2,31
c O3c : g, m -1,39 1,26 2,08; 2,37; 2,37
e O3c : a, h -0,31 1,18 2,13
O4c : a -0,37 1,16 2,15
f O3c : j 1,03 2,06; 2,14; 2,16; 2,33 1,29
g O3c : i 3,11 2,15; 2,21; 2,18; 2,31; 2,32 1,58 1,59
O3c-Defekt
Die BSSE-korrigierten Adsorptionsenergien fu¨r die Adsorption von N2 an der c-ZrO2 (111)-
Oberfla¨che mit Sauerstoffdefekt (O3c und O4c) sind in Tab. 6.6 aufgefu¨hrt. Die Werte fu¨r
E BSSEads beziehen sich auf die finalen Strukturen in Abb. 6.10, in denen Stickstoff nach der
Geometrieoptimierung an die Oberfla¨che gebunden war. Fu¨r die Oberfla¨che mit O3c -Defekt
wurden fu¨nf unterschiedliche, stabile Adsorptionsstrukturen gefunden (Abb. 6.10a–e). Zudem
ließen sich zwei lokale Minima identifizieren, welche interessante strukturelle Details aufweisen,
aber instabil bezu¨glich der separaten Referenzsysteme sind (Abb. 6.10f und g).
Fu¨r den Bedeckungsgrad θ= 1/2 sind die Konfigurationen in Abb. 6.10a und b am stabilsten.
In Struktur 6.10b (E BSSEads = − 1,28 eV) bilden die beiden N-Atome drei Zr–N-Bindungen
a¨hnlicher La¨nge aus (d(Zr–N)≈ 2,23 A˚). Dabei ist ein N-Atom verbru¨ckend in Bezug auf
zwei Zr-Atome in der Na¨he der O3c -Fehlstelle angeordnet, wa¨hrend das andere lediglich zu
einem der beiden Zr-Atome koordiniert ist und von der Oberfla¨che fortweist. Einer Mulliken-
a b c d
e f g
Abbildung 6.10: Optimierte Strukturen fu¨r die N2-Adsorption an c-ZrO2 (111).
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Abbildung 6.11:
Zustandsdichte fu¨r N2-Ad-
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Populationsanalyse zufolge tragen die Stickstoffatome eine Nettoladung von -0,38 bzw.
-0,46 Elektronen, so dass das N2-Moleku¨l insgesamt negativ geladen ist. Dieser Befund wird
durch eine Analyse der N–N-Bindungsla¨nge gestu¨tzt: Der N–N-Abstand des adsorbierten
N2-Moleku¨ls betra¨gt 1,27 A˚, wa¨hrend die interatomaren Absta¨nde der freien Anionen
2N−2
und 1N2−2 1,23 und 1,36 A˚ betragen (optimierte Strukturen, BS-I, PW1PW). Die Struktur
in Abb. 6.10a ist sehr a¨hnlich zu 6.10b und kann aus letzterer na¨herungsweise durch eine
Rotation der N–N-Bindung um eine der Zr–N-Achsen erhalten werden, wodurch das zuvor von
der Oberfla¨che fortweisende N-Atom nach unten gedreht wird und schließlich zwei Bindungen
mit benachbarten Zr-Atomen ausbildet. Das Stickstoffmoleku¨l u¨berbru¨ckt in dieser Position
die O3c -Fehlstelle auf eine unsymmetrische Weise mit unterschiedlichen Zr–N-Absta¨nden. Der
N–N-Abstand betra¨gt auch in dieser Anordnung 1,27 A˚. Fu¨r die Geometrie in Abb. 6.10a
wird eine Adsorptionsenergie von -1,34 eV erhalten, so dass im Rahmen der Genauigkeit der
angewandten Methode keine klare Pra¨ferenz der Struktur 6.10a gegenu¨ber 6.10b konstatiert
werden kann. Die Mehrheit der Startstrukturen mit O3c -Defekt (Abb. 6.9c, d, g, j–m) relaxiert
wa¨hrend der Geometrieoptimierung zu einer dieser beiden finalen Anordnungen, was ihre
Bedeutung fu¨r die N2-Adsorption an c-ZrO2 mit Sauerstoffdefekt untermauert.
Da die Mulliken-Analyse keine quantitativ u¨berpru¨fbaren Gro¨ßen liefert, sind diese nur von
begrenzter Aussagekraft betreffend die elektronische Struktur des anionischen Adsorbats.
In der Zustandsdichte (Abb. 6.11 links) ist der Elektronentransfer vom F-Zentrum zum
N2-Moleku¨l klar ersichtlich, da neue besetzte Zusta¨nde bei E = − 5,5 eV in der Bandlu¨cke
auftreten, die von Stickstofforbitalen dominiert werden. Zusa¨tzlich ko¨nnen die berechneten N
1s-Rumpflevelenergien des Adsorbats mit denen von gasfo¨rmigem N−2 und N
2−
2 verglichen
werden, um einen Hinweis auf die Oxidationsstufe der adsorbierten N2-Spezies zu erhalten.
Die Rumpflevelenergien des Adsorbats sind um +2 eV verschoben, was a¨hnlich zu dem Wert
ist, der fu¨r das N−2 -Moleku¨l erhalten wird.
[441] Auch in einer aktuellen experimentellen Arbeit
wurde ein Wert von +2,3 eV fu¨r die Verschiebung der 1s-Orbitalenergie gefunden.[438] Der
entsprechende Wert fu¨r gasfo¨rmiges N2−2 (+3,6 eV) ist signifikant gro¨ßer. Wa¨hrend N
−
2 - und
N2−2 -Ionen in der Gasphase instabil sind, werden sie an der Oberfla¨che teilweise durch das
Madelungfeld des Substrats stabilisiert.
In einer fru¨heren Arbeit haben Giamello et al. die Bildung des N2-Radikalanions an MgO- und
CaO-Oberfla¨chen mit F+-Zentren untersucht.[443] In der vorliegenden Arbeit hingegen wurden
ausschließlich neutrale F-Zentren betrachtet. Allerdings kann die Existenz einer radikalischen
97 6 Stickstoffdotiertes Zirkoniumdioxid
N2-Spezies an der c-ZrO2-Oberfla¨che auf der Basis der hier vorgestellten Ergebnisse nicht
ausgeschlossen werden.
Abgesehen von den vorgestellten, stabilen Adsorbatstrukturen wurde eine Reihe weniger
stabiler Konfigurationen gefunden. Ausgehend von 6.9f wird nach Geometrieoptimierung die
Anordnung 6.10d erhalten (E BSSEads = − 1,07 eV). Diese Struktur ist ebenfalls eng mit der
in Abb. 6.10b dargestellten verwandt, das N-Atom ist aber in dieser Konfiguration dreifach
koordiniert und na¨her an der Position der O3c Fehlstelle. Die N–N-Bindungsla¨nge betra¨gt
1,28 A˚, was auch hier die Bildung einer anionischen N2-Spezies nahelegt.
Eine andere Struktur (Abb. 6.10e) wird ausgehend von den Modellen 6.9a, b, e und h erhalten.
Das Adsorbat weist nach Geometrieoptimierung einen kurzen N–N-Abstand (1,16 A˚) auf, der
bereits nahe an der Bindungsla¨nge des N2-Moleku¨ls auf PW1PW/BS-I-Niveau liegt. Die Zr–
N-Absta¨nde betragen im Mittel 2,18 A˚. In U¨bereinstimmung mit den strukturellen Parametern
deutet auch die niedrige Adsorptionsenergie in Ho¨he von -0,46 eV auf Physisorption von N2
hin.
Eine Struktur mit positiver Adsorptionsenergie, die dennoch ein lokales Minimum auf der
Potentialhyperfla¨che darstellt, ist in Abb. 6.10f dargestellt. Sie wurde ausgehend von Abb. 6.9i
erhalten. Charakteristisch fu¨r die finale Struktur ist die Ausbildung einer N–O-Bindung
mit einer Bindungsla¨nge von 1,31 A˚, welche dem interatomaren Abstand im freien NO−-
Anion (d(N–O) = 1,32 A˚, PW1PW/BS-I) sehr a¨hnlich ist. Das andere N-Atom besetzt die
O3c -Position und ist von drei Zr-Atomen koordiniert.
Fu¨r den niedrigeren Bedeckungsgrad θ= 1/4 sind erneut die Strukturen 6.10a und b am
stabilsten. Sie werden ausgehend von den Konfigurationen 6.9c, f und l bzw. 6.9d, e und k
erhalten. Die Adsorptionsenergien, E BSSEads = − 1,74 eV bzw. −1,54 eV, sind betragsma¨ßig
niedriger als die entsprechenden Werte fu¨r θ= 1/2. In der Struktur 6.10a (θ= 1/4) weist das
adsorbierte Stickstoffmoleku¨l nur zwei unterschiedliche Zr–N-Bindungsla¨ngen auf, wodurch
das N2-Moleku¨l in unmittelbarer Na¨he der O3c -Fehlstelle platziert ist.
Physisorbiertes N2 (Abb. 6.10e) wird fu¨r θ= 1/4 ausgehend von 6.9a und h erhalten mit einer
Adsorptionsenergie von -0,31 eV. Die Konfiguration 6.10f, die ausgehend von 6.9j erhalten
wird, weist auch in diesem Fall eine positive Adsorptionsenergie auf (E BSSEads = 1,03 eV).
Schließlich wurden fu¨r θ= 1/4 zwei weitere Strukturen gefunden (6.10c und g), die bei
ho¨herer N2-Bedeckung nicht aufgetreten sind. In der Anordnung 6.10c, die ausgehend von
6.9g und m erhalten wird, ist N2 fast exakt u¨ber der O3c -Fehlstelle platziert und bindet daher
an insgesamt drei benachbarte Zr-Atome. Eines der N-Atome bildet eine Einfachbindung
mit einem Zr-Atom aus (d(Zr–N) = 2,08 A˚), wa¨hrend das andere N-Atom zwei gleichlange
Bindungen mit Zr eingeht (d(Zr–N) = 2,37 A˚). Die Adsorptionsenergie betra¨gt in diesem
Fall −1,39 eV, so dass eine schwa¨chere Wechselwirkung zwischen Adsorbat und Oberfla¨che
vorliegt als bei 6.10a und b. In der letzten O3c -Struktur 6.10g (θ= 1/4) liegt Stickstoff
dissoziiert vor und besetzt daher verschiedene Stellen an der Oberfla¨che. Wa¨hrend ein N-
Atom direkt oberhalb eines O4c -Atoms liegt (d(N–O4c) = 1,59 A˚), verbru¨ckt das andere zwei
Zirkoniumatome und nimmt dabei eine Nachbarposition zu einem Sauerstoffatom an der
Oberfla¨che ein (d(N–O3c) = 1,58 A˚). Die O3c -Fehlstelle ist unbesetzt. Wie bei der zuvor
diskutierten Ausbildung von NO-Gruppen ist auch diesmal die Adsorptionsenergie positiv
(E BSSEads = 3,11 eV).
O4c-Defekt
Fu¨r θ= 1/2 ließ sich keine N2-Adsorption beobachten. In allen Fa¨llen kam es wa¨hrend der
Geometrieoptimierung entweder zur Abspaltung von molekularem Stickstoff, oder es wurde


























Abbildung 6.12: Schematische Initialstrukturen fu¨r die Adsorption von molekularem NH3 an
c-ZrO2 (111).
ein hoher positiver Wert fu¨r die Adsorptionsenergie erhalten. Auch bei der gro¨ßeren Super-
zelle (θ= 1/4) erfolgte keine Chemisorption von N2. Lediglich ausgehend von Startstruktur
6.9a erfolgte Physisorption von molekularem Stickstoff (Endstruktur 6.10e). Die zugeho¨rige
Adsorptionsenergie betra¨gt −0,37 eV und ist damit von der gleichen Gro¨ßenordnung wie im
Fall der O3c -Fehlstelle.
Zwei der initialen Adsorptionsstrukturen, 6.9f und h, transformierten unter starken Relaxa-
tionen zu Struktur 6.10b. Diese waren besonders eindrucksvoll bei der Anordnung 6.9f zu
beobachten, welche sich im Verlauf der Optimierung barrierelos in die stabilere O3c -Variante
umwandelte. Dennoch ist die Adsorption (E BSSEads = −0,28 eV) in beiden Fa¨llen viel schwa¨cher
als bei den entsprechenden O3c -Strukturen des letzten Abschnitts, was auf energetisch weniger
gu¨nstige Details der Oberfla¨chengeometrien zuru¨ckzufu¨hren ist. Die Zustandsdichte fu¨r Struk-
tur 6.10b (O4c -Fehlstelle, θ= 1/4) ist in Abb. 6.11 (rechts) dargestellt und zeigt deutlich,
dass die Oberfla¨chenzusta¨nde zwischen Valenz- und Leitungsband von Zr-Orbitalen dominiert
werden. Demzufolge ist die Ladungsu¨bertragung vom F-Zentrum auf die Stickstoff-Spezies
unvollsta¨ndig, was zu der sehr kleinen Adsorptionsenergie passt.
6.5.3 Adsorption von Ammoniak
Die Untersuchung der Ammoniak-Adsorption an der c-ZrO2 (111)-Oberfla¨che ist analog
zu der im letzten Abschnitt beschriebenen Vorgehensweise durchgefu¨hrt worden. Zusa¨tzlich
zu den in Abb. 6.12 aufgefu¨hrten Startstrukturen wurden zwei weitere Konfigurationen
konstruiert, die sich von den in Abb. 6.12a und d dargestellten Anordnungen ableiten, in
denen die Protonen eine gestaffelte Position in Bezug auf die benachbarten O3c -Atome
einnehmen. Die entsprechenden ekliptischen Konformationen (nicht explizit aufgefu¨hrt)
werden im Folgenden als 6.12a’ und d’ bezeichnet. Graphische Darstellungen der finalen
Strukturen nach Geometrieoptimierung befinden sich in Abb. 6.13. Die BSSE-korrigierten
Adsorptionsenergien sowie ausgewa¨hlte interatomare Absta¨nde sind in Tab. 6.7 aufgelistet.
Defektfreie Oberfla¨che
Unabha¨ngig vom Bedeckungsgrad dominiert die in Abb. 6.13c gezeigte Endstruktur, die
ausgehend von den Startgeometrien 6.12a, a’, c (θ= 1/2) bzw. 6.12a, a’ und b (θ= 1/4)
erhalten wird. Das NH3-Moleku¨l ist leicht gekippt, so dass eine O–H-Bru¨cke auf Kosten der
u¨brigen zwei O–H-Absta¨nde verku¨rzt wird. Dieser Effekt ist fu¨r θ= 1/2 sta¨rker ausgepra¨gt,
so dass die drei O–H-Distanzen klar voneinander abzugrenzen sind (d(O–H) = 1,80, 2,30
und 2,62 A˚). Fu¨r θ= 1/4 steht die Zr–N-Bindung beinahe senkrecht auf der Oberfla¨che und
die Unterschiede in den O–H-Absta¨nden sind wesentlich kleiner (d(O–H) = 2,22, 2,26 und
2,29 A˚). Der Betrag der entsprechenden BSSE-korrigierten Adsorptionsenergie ist fu¨r θ= 1/4
ungefa¨hr 12 % gro¨ßer verglichen mit dem Wert fu¨r die ho¨here NH3-Bedeckung (θ= 1/2:
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Abbildung 6.13: Optimierte Strukturen fu¨r die NH3-Adsorption an c-ZrO2 (111).
E BSSEads = − 0,81 eV, θ= 1/4: E BSSEads = − 0,92 eV). Die Zustandsdichte (θ= 1/4, Abb. 6.14a)
weist breite Ba¨nder mit Beitra¨gen von N und H auf, welche die starke Adsorption an der
defektfreien Oberfla¨che besta¨tigen.
Fu¨r θ= 1/2 fu¨hrte die Relaxation ausgehend von Struktur 6.12b zu einer energetisch wesentlich
weniger gu¨nstigen Geometrie im Vergleich zur niedrigeren NH3-Bedeckung, die in Abb. 6.13e
dargestellt ist. Diese Adsorptionsstruktur wurde fu¨r θ= 1/4 nicht realisiert. Die vom Betrag
her niedrige Adsorptionsenergie (E BSSEads = − 0,13 eV) passt zu der erhaltenen Struktur, in der
nur eine einzelne O–H-Bru¨cke ausgebildet wird, wa¨hrend der Rest des Ammoniak-Moleku¨ls
von der Oberfla¨che fortweist.
Tabelle 6.7: BSSE-korrigierte Adsorptionsenergien E BSSEads (eV) und Strukturparameter (A˚) fu¨r die
Adsorption von molekularem NH3 auf der c-ZrO2 (111)-Oberfla¨che. Ein Verweis auf
die jeweilige optimierte Struktur (S1, vgl. Abb. 6.13) ist in der ersten Spalte gegeben,
wa¨hrend die zugeho¨rigen Startstrukturen (S0, vgl. Abb. 6.12) in der zweiten Spalte
referenziert werden.
S1 S0 EBSSEads d(Zr-N) d(N-H) d(O3c-H) d(Zr-H)
θ= 1/2
a O3c : d; d’ -2,25 2,32; 2,32 1,02; 1,03; 2,53 1,87
b O3c : e -2,20 2,14; 2,26; 2,26 1,02 1,01; 2,30 1,95; 2,46
c a; a’; c -0,81 2,40 1,01; 1,01; 1,03 1,80; 2,30
O3c : a; a’; b -0,59 2,36 1,01; 1,02; 1,10
O4c : a; a’; b; c -0,90 2,42 1,01; 1,01; 1,04 1,77; 2,28;
d O3c : c -0,67 2,11 1,01; 1,02; 2,14 0,97
e b -0,13 1,01; 1,01; 1,01 2,11
θ= 1/4
a O3c : d; d’ -2,62 2,34; 2,35 1,02; 1,03 1,87
b O3c : e -1,91 2,28; 2,28; 2,30 1,02 0,96 1,84
c a; a’; b -0,92 2,33 1,01; 1,01; 1,02 2,22; 2,26; 2,29
O3c : a; a’; b -0,59 2,36 1,01; 1,01; 1,02
O4c : a; a’; b -1,35 2,35 1,01; 1,01; 1,04 1,74
d c -0,56 2,13 1,01; 1,01; 1,74 1,00
O3c : c -0,49 2,09 1,01; 1,02; 2,56 0,97
O4c : c -0,12 2,17 1,01; 1,01; 1,61 1,03
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Eine Dissoziation von NH3 ließ sich ausgehend von Struktur 6.12c fu¨r θ= 1/4 beobachten. In
der finalen Geometrie (Abb. 6.13d) ist ein Proton zu einem Sauerstoffatom der Oberfla¨che
transferiert worden. Die resultierende Adsorptionsenergie (E BSSEads = − 0,56 eV) ist vom
Betrag her niedrig, was darauf hindeutet, dass an der perfekten Oberfla¨che die Existenz
von anionischen Spezies wie NH−2 energetisch weniger gu¨nstig ist als die Bildung von drei
Wasserstoffbru¨ckenbindungen.
O3c-Defekt
Wie bereits bei der N2-Adsorption beobachtet, steigt die Anzahl an unterschiedlichen Adsorp-
tionsstrukturen fu¨r die Oberfla¨che mit O3c -Defekt. Auch hier hat der Bedeckungsgrad nur
einen geringen Einfluss auf die Adsorptionsenergien.
Die stabilste Adsorptionsstruktur ist in Abb. 6.13a abgebildet. Sie wird ausgehend von den
Modellen 6.12d und d’ unabha¨ngig von θ erhalten. Das NH3-Moleku¨l, welches anfa¨nglich die
O3c -Fehlstelle eingenommen hat, ist wa¨hrend der Geometrieoptimierung spontan dissoziiert.
Die Adsorption von Ammoniak (E BSSEads = − 2,25 eV, θ= 1/2) ist um etwa 0,4 eV sta¨rker
exotherm, wenn der Bedeckungsgrad auf θ= 1/4 verringert wird. Die finalen Strukturen
sind allerdings beinahe identisch: Eine NH2-Gruppe verbru¨ckt zwei Zr-Atome, wobei zwei
Zr–N-Bindungen mit einer mittleren Bindungsla¨nge von 2,3 A˚ ausgebildet werden. Die N–H-
Absta¨nde betragen 1,02 und 1,03 A˚. Das verbleibende Wasserstoffatom ist an ein benachbartes
Zr-Atom koordiniert (d(Zr–H) = 1,87 A˚). Dieses H-Atom tra¨gt eine negative Partialladung,
wie aus der berechneten Zustandsdichte hervorgeht (Abb. 6.14c), welche besetzte Zusta¨nde
oberhalb des Valenzbands aufweist, die von Zr- und H-Orbitalen dominiert werden.
Eine Struktur mit einer betragsma¨ßig niedrigeren Adsorptionsenergie wird ausgehend von
Modell 6.12e erhalten (θ= 1/2: E BSSEads = − 2,20 eV, θ= 1/4: E BSSEads = − 1,91 eV). In der
resultierenden Adsorbatstruktur (Abb. 6.13b (θ= 1/4), fu¨r θ= 1/2 tragen alle N- und O-
Atome der Oberfla¨che ein Proton sowie jedes zweite Zr-Atom) ist das NH3-Moleku¨l in eine
Zr-gebundene N–H-Gruppe, ein Proton (gebunden als Oberfla¨chen-O–H-Gruppe) sowie ein
Zr-gebundenes Hydridion dissoziiert. Fu¨r θ= 1/2 ist das sauerstoffgebundene Proton auf ein
benachbartes Zr-Atom ausgerichtet, wa¨hrend fu¨r θ= 1/4 alle Wasserstoffatome Positionen
senkrecht zur Oberfla¨che einnehmen. Die Ursache fu¨r diese Unterschiede, welche in erster
Linie fu¨r die um etwa 0,3 eV stabilere NH3-Adsorption fu¨r θ= 1/4 verantwortlich sind, liegt





























Abbildung 6.14: Zustandsdichten fu¨r NH3-Adsorption an der c-ZrO2 (111)-Oberfla¨che (θ= 1/4).
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Bemerkenswerterweise werden die zwei Strukturen (6.13a und b) mit den vom Betrag her
ho¨chsten Adsorptionsenergien nur ausgehend von solchen Startstrukturen erhalten, bei denen
das N-Atom direkt an die Position der O3c -Fehlstelle gesetzt wurde. In den verbleibenden
Fa¨llen werden die weniger stabilen Adsorbate 6.13c und d gefunden. Unabha¨ngig von θ wird
6.13c ausgehend von den Modellen 6.12a, a’ und b sowie 6.13d ausgehend von 6.12c erhalten.
Die ermittelten Geometrien und Adsorptionsenergien sind praktisch identisch fu¨r θ= 1/2 und
θ= 1/4. Fu¨r Struktur 6.13c, in welcher der Zr–N-Abstand 2,36 A˚ betra¨gt, wird eine positive
Adsorptionsenergie von 0,59 eV berechnet. Die drei N–H-Bindungen sind weitestgehend
erhalten mit Bindungsla¨ngen zwischen 1,0 und 1,1 A˚. In Struktur 6.13d liegt das NH3-Moleku¨l
dissoziiert vor, so dass eine NH2-Gruppe eine Bindung mit einem Zr-Atom eingeht und das
verbleibende Proton eine Oberfla¨chen-Hydroxylgruppe bildet. Fu¨r diese Konfiguration werden
in Abha¨ngigkeit von der NH3-Konzentration zwei geringfu¨gig verschiedene Adsorptionsenergien
erhalten (θ= 1/2: E BSSEads = − 0,67 eV, θ= 1/4: E BSSEads = − 0,49 eV). Der Unterschied beruht
darauf, dass bei θ= 1/2 eine Wasserstoffbru¨ckenbindung zwischen Stickstoff und dem Proton
der Hydroxylgruppe ausgebildet wird, was sich bei niedrigerem NH3-Bedeckungsgrad nicht
beobachten la¨sst. Zwar liegt das NH3-Moleku¨l dissoziiert in die formal geladenen Bestandteile
NH−2 und H
+ vor, aber insgesamt ist das Adsorbat neutral, was sich in der Zustandsdichte
dadurch zeigt, dass das F-Zentrum nach wie vor bei ca. -3,5 eV existiert (Abb. 6.14b).
O4c-Defekt
Wie bereits bei der perfekten Oberfla¨che beobachtet, ist die molekulare Form des Adsorbats vor-
herrschend (Abb. 6.13c) mit a¨hnlichen Strukturparametern. Die entsprechende Zustandsdichte
ist in Abb. 6.14d gezeigt. Das F-Zentrum ist noch vorhanden (−3,8 eV), was zu der Adsorption
von neutralem NH3 passt. Die Valenzorbitale des Ammoniak-Moleku¨ls (−14,1 eV) liegen
an der unteren Kante des ZrO2-Valenzbands. Auch hier liegt das NH3-Moleku¨l fu¨r θ= 1/2
sta¨rker gekippt vor als fu¨r θ= 1/4. Die Adsorptionsenergien sind entsprechend fu¨r die ho¨here
Ammoniakkonzentration vom Betrag her etwa 30 % niedriger (θ= 1/2: E BSSEads = − 0,90 eV,
θ= 1/4: E BSSEads = − 1,35 eV). Im Vergleich mit den Werten, die fu¨r die perfekte Oberfla¨che
erhalten wurden, ist die Adsorption an der Oberfla¨che mit O4c -Defekt sta¨rker.
Fu¨r θ= 1/4 ergab die Relaxation der Startstruktur 6.12c, in der sich eine NH2-Gruppe u¨ber
einem Zr-Atom und ein H-Atom u¨ber einem O-Atom der Oberfla¨che befand, die dissoziierte
Struktur der Abb. 6.13d. Die Adsorptionsenergie (E BSSEads = − 0,12 eV) ist jedoch vom Betrag
her wesentlich niedriger an der Oberfla¨che mit O4c -Defekt. Der Grund dafu¨r liegt in der
ausgepra¨gteren Neigung der NH2-Gruppe in Bezug auf die Oberfla¨che, was zugleich zu einer
Verla¨ngerung der Zr–N-Bindung fu¨hrt.
6.6 Schlussfolgerungen
In diesem Kapitel ist gezeigt worden, dass u¨ber die N-Dotierung von c-ZrO2 Fehlstellen im
Anionenuntergitter erzeugt werden ko¨nnen, was eine Voraussetzung fu¨r die Beweglichkeit
von Sauerstoff- und Stickstoffionen in diesem Material ist. Unter der Annahme, dass die
Anionenwanderung u¨ber lineare Migrationspfade verla¨uft, wurden Aktivierungsenergien fu¨r die
Anionendiffusion berechnet. In U¨bereinstimmung mit dem Experiment sind die Energiebarrieren
fu¨r den Transport von O2−- im Vergleich zu N3−-Ionen niedriger.
Als initialer Schritt fu¨r den Einbau von Stickstoff in kubisches Zirkoniumdioxid wurde die
Adsorption von N2 und NH3 an der thermodynamisch stabilen (111)-Oberfla¨che untersucht.
Dabei zeigte sich, dass Sauerstoff-Fehlstellen eine zentrale Rolle einnehmen, indem sie
6.6 Schlussfolgerungen 102
entweder die Bildung stabiler N2-Adsorbatstrukturen oder die dissoziative Adsorption von
NH3 ermo¨glichen. Die Aktivita¨t der O3c -Defekte in den neutralen Oberfla¨chenmodellen liegt
in der Ausbildung von F-Zentren begru¨ndet.
Die Reduktion von Stickstoff kann nur bei sehr niedrigen Sauerstoffaktivita¨ten erfolgen und
beginnt gema¨ß der in den vorangehenden Abschnitten beschriebenen Ergebnisse mit einem
Elektronentransfer von der Oberfla¨che zu N2 und Adsorption von anionischen Spezies wie N
−
2
in der Na¨he von O3c -Fehlstellen. Im Anschluss kann nach weiteren Reduktionsschritten bis
zum N3−-Ion die Diffusion in den ZrO2-Festko¨rper erfolgen.
N2(g) + 6e
− + 2V ··O → 2N′O (6.16)
Eine Steigerung des Stickstoff-Einbaus kann gema¨ß Gl. (6.16) durch eine Erho¨hung der
Fehlstellen- oder der Elektronenkonzentration erreicht werden. Wa¨hrend sich im Experiment
selbst bei hohen Temperaturen nur geringe Abweichungen von der perfekten Sto¨chiometrie
ergeben,[444, 445] ist die Bereitstellung von Elektronen unter stark reduzierenden Bedingungen
beispielsweise auf elektrochemischem Weg mo¨glich.[2]
Fu¨r ein tiefergehendes Versta¨ndnis des Stickstoff-Einbaus in den ZrO2-Festko¨rper ist eine
detailliertere Betrachtung der Dissoziationsvorga¨nge an der Oberfla¨che erforderlich. Von großer
Bedeutung ist zudem die Beru¨cksichtigung von thermischen Beitra¨gen, um zu einer realisti-
scheren Beschreibung von Reaktionswegen und den damit verbundenen U¨bergangszusta¨nden
zu gelangen. Daher bieten sich fu¨r weitere Untersuchungen in erster Linie Molekulardynamik-
basierte Verfahren an, die einen direkten Zugang zu thermodynamischen Zustandsgro¨ßen
ermo¨glichen.
7 Zusammenfassung und Ausblick
Den Schwerpunkt der vorliegenden Arbeit stellten die Untersuchungen der Oxide und Oxid-
nitride von Vanadium und Zirkonium mit periodischen quantenchemischen Methoden unter
Verwendung der Dichtefunktionaltheorie (DFT) dar. Insbesondere die Magne´li-Phasen des
Vanadiums erfordern moderne theoretische Verfahren, die in der Lage sind, die komplizierten
Elektronenstrukturen in stark korrelierten Materialien korrekt zu beschreiben. Zwar ist es
gegenwa¨rtig nur in Ausnahmefa¨llen mo¨glich, die Elektronenkorrelation in Festko¨rpern explizit
zu berechnen, jedoch bieten DFT-Hartree-Fock(HF)-Hybridmethoden in vielen Fa¨llen einen
guten Kompromiss zwischen der Genauigkeit der Resultate und der beno¨tigten Rechenzeit.
Die Berechnung des nicht-lokalen HF-Austausches, die in diesen Verfahren geschwindig-
keitsbestimmend ist, wird insbesondere durch Verwendung atomzentrierter Basisfunktionen
vereinfacht. Daher wurde dieser Ansatz in der vorliegenden Arbeit unter Verwendung des
periodischen Quantenchemie-Programms CRYSTAL genutzt. Eine weitere Effizienzsteigerung
wurde durch den Einsatz von ECPs in Verbindung mit speziell an die Gegebenheiten des
Festko¨rpers angepassten Basissa¨tzen erreicht.
Im Bereich der Methodenentwicklung wurde im zweiten Kapitel ein Algorithmus zur Berech-
nung von ECP-Integralen vorgestellt. Das im Rahmen dieser Arbeit realisierte Verfahren ist
unbeschra¨nkt bezu¨glich des Drehimpulses sowie der Radialexponenten, so dass etablierte
Parametrisierungen wie beispielsweise die Stuttgart-Dresden-ECPs unvera¨ndert eingesetzt
werden ko¨nnen. Trotz der Verwendung eines semianalytischen Ansatzes kann die Qualita¨t der
Radialintegration zur Laufzeit durch lediglich zwei Parameter eingestellt werden, wodurch sich
zugleich das Verha¨ltnis von Rechengeschwindigkeit zu numerischer Genauigkeit variieren la¨sst.
Die ECP-Integralroutinen wurden zum einen in das frei verfu¨gbare Quantenchemie-Programm
ORCA[68] und zum anderen in der quelloffenen Integralbibliothek libECP[69] implementiert.
Die Auswirkungen von ECPs im Vergleich zu skalar- und nicht-relativistischen All-Elektro-
nen(AE)-Rechnungen wurden anhand eines Benchmarks aus U¨bergangsmetallkomplexen
untersucht. Dazu wurden Geometrieoptimierungen fu¨r 76 Komplexverbindungen unter Ver-
wendung von AE-Basissa¨tzen auf der einen Seite und ECPs auf der anderen Seite durchgefu¨hrt.
In den AE-Rechnungen kam im Allgemeinen die skalarrelavistische ZORA-Korrektur zum
Einsatz, lediglich im Fall der 3d- sowie testweise der 4d-Komplexverbindungen wurden auch
nicht-relativistische Resultate beru¨cksichtigt. Im Rahmen einer statistischen Auswertung
wurden die Unterschiede ausgewa¨hlter berechneter Bindungsla¨ngen von experimentellen
Referenzwerten ermittelt. Die Resultate zeigen eine klare Verbesserung der Ergebnisse bei
Verwendung von Hybridfunktionalen mit Ausnahme des B3LYP-Funktionals. Hingegen brach-
te die Verwendung der skalarrelavistischen Korrekturen praktisch keine Vorteile gegenu¨ber
den etwas effizienteren ECP-Rechnungen, sofern flexible Basissa¨tze wie beispielsweise die
Ahlrichs-Basen eingesetzt wurden.
Fu¨r einen zweiten Testsatz, der sich aus 53 kristallinen 3d-U¨bergangsmetalloxiden, -nitriden
und -fluoriden zusammenensetzte, wurden Strukturrelaxationen mit CRYSTAL09 durchgefu¨hrt.
Da fu¨r die Durchfu¨hrung der periodischen Rechnungen nur eine geringe Anzahl an Basissa¨tzen
zur Verfu¨gung stand, wurden mittels einer im Rahmen dieser Arbeit entwickelten Optimierungs-
routine neue Valenzbasissa¨tze fu¨r die 3d-Elemente auf der Basis der Stuttgart/Dresden-ECPs
erzeugt. Zur statistischen Auswertung der Resultate wurden ausgewa¨hlte Gitterparameter
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herangezogen, fu¨r die experimentelle Referenzwerte in hoher Qualita¨t vorlagen. Da sich unter
den betrachteten Systemen viele magnetisch geordnete Verbindungen befanden, wurde zudem
die Auswirkung von ECP, Basissatz und eingesetztem Funktional (PBE oder PBE0) auf die
energetisch gu¨nstigste Spinanordnung untersucht. Sowohl die Gitterparameter als auch die
magnetischen Strukturen wurden im Mittel von den Hybridmethoden mit ho¨herer Genauigkeit
wiedergegeben als mit reinen Dichtefunktionalen. Auch hier war die ECP-Basis in allen Fa¨llen
den AE-Resultaten zumindest gleichwertig.
Im Folgenden wurde unter Verwendung optimierter Basissa¨tze fu¨r Vanadium und Sauerstoff
gezeigt, dass sich auch stark korrelierte Systeme wie die Vanadiumoxide mit ausgewa¨hlten
Hybridfunktionalen sehr gut beschreiben lassen. Insbesondere strukturelle Parameter werden
mit hoher Genauigkeit im Vergleich zu experimentellen Referenzwerten reproduziert, aber
auch magnetische Eigenschaften und qualitative Aspekte der Zustandsdichte sind zuga¨nglich.
Die besonderen Eigenschaften von V2O3 traten insbesondere bei der Untersuchung der
neuartigen metastabilen Phase mit Bixbyitstruktur hervor. Bei Einzelpunktrechnungen mit der
HF-Methode wurde eine starke Abha¨ngigkeit der SCF-Energie von der d-Orbitalbesetzung
gefunden. Insbesondere traten Elektronenkonfigurationen auf, die mit einer unrealistischen
Stabilisierung des Bixbyit-Polymorphs im Vergleich zur thermodynamisch stabilen M1-Phase
einhergingen. Mit Hilfe von aufwa¨ndigen Quanten-Monte-Carlo-Rechnungen ließ sich dieser
Effekt praktisch ausschließlich auf die Vernachla¨ssigung der Elektronenkorrelation in den
HF-Rechnungen zuru¨ckfu¨hren.
Zur Ermittlung der thermodynamischen Stabilita¨t der verschiedenen V2O3-Polymorphe wur-
den daru¨ber hinaus Frequenzrechnungen am Γ-Punkt durchgefu¨hrt und die Beitra¨ge von
Nullpunktsenergie und Entropie im Temperaturbereich von 0–1098 K bestimmt. Durch die
Abwesenheit negativer Eigenwerte in der Hessematrix wurde die experimentell postulierte
Metastabilita¨t der Bixbyitphase besta¨tigt. Diese Rechnungen dienten als Ausgangspunkt fu¨r
die Untersuchung von Vanadiumoxiden mit Sauerstoff-U¨berschuss, die sich strukturell vom
Bixbyittyp ableiteten. Dabei stellte sich heraus, dass die Bildung von nicht-sto¨chiometrischen
Verbindungen V2O3+x bei Standardbedingungen in Sauerstoff-Atmospha¨re thermodynamisch
begu¨nstigt war. Wa¨hrend mit zunehmendem Anionen-U¨berschuss Phasen erhalten wurden,
die verglichen mit den Magne´li-Phasen gleicher Zusammensetzung instabil waren, ging der
Einbau von kleinen Mengen Sauerstoff sogar ohne ausgepra¨gte strukturelle A¨nderungen
vonstatten. Eine Stabilisierung der sto¨chiometrischen Bixbyit-Modifikation wurde unter Reak-
tionsbedingungen durch eine drastische Erniedrigung des Sauerstoff-Partialdrucks ermo¨glicht.
Anhand der berechneten Gibbs-Energien ließ sich dieser Effekt nachweisen und quantifizieren.
Experimentell ko¨nnen solche niedrigen Partialdru¨cke durch in-situ-Erzeugung der reaktiven
Sauerstoffspezies aufgrund der Dissoziation von Wasser erreicht werden.
Ein weiteres metastabiles Vanadiumoxid stellt V3O5 mit Anosovitstruktur dar. Wird fu¨r diese
Verbindung eine rein ionische Wechselwirkung angenommen, so sind fu¨r die Kationen die
formalen Wertigkeiten V3+ und V4+ im Verha¨ltnis 2:1 zu erwarten. Aus den berechneten Spin-
populationen ließen sich allerdings nur geringe Unterschiede zwischen den kristallographisch
unterscheidbaren Vanadium-Atomen ablesen, was auf einen hohen kovalenten Bindungsanteil
hinweist. Des Weiteren konnte in U¨bereinstimmung mit dem Experiment keine Pra¨ferenz fu¨r
eine bestimmte magnetische Ordnung festgestellt werden.
Auch bei der Berechnung der Eigenschaften der Zirkoniumoxide und -oxidnitride wurden
speziell angepasste Basissa¨tze in Verbindung mit ECPs fu¨r das U¨bergangsmetall verwendet.
Neben der guten Beschreibung der kristallinen Verbindungen ließ sich die Auswirkung von
Sauerstoff-Fehlstellen auf die Stabilisierung der kubischen Form c-ZrO2 mittels eines Super-
zellenansatzes nachweisen. Anhand von Schichtmodellen wurden im Anschluss verschiedene
Oberfla¨chenmodelle des kubischen Zirkoniumdioxids untersucht. In U¨bereinstimmung mit
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anderen theoretischen Arbeiten wies die (111)-Oberfla¨che die geringste Oberfla¨chenenergie
auf und wurde daher fu¨r weitergehende Untersuchungen herangezogen.
Bei der Untersuchung der Adsorption von molekularem Stickstoff zeigte sich, dass das Vorliegen
von O3c -Fehlstellen an der c-ZrO2 (111)-Oberfla¨che eine notwendige Voraussetzung darstellte.
Allerdings waren diese Sauerstoffdefekte in der oberen Lage energetisch deutlich weniger stabil
als O4c -Vakanzen, so dass sich O3c -Fehlstellen im YSZ-Festko¨rperelektrolyten nur unter Ein-
fluss reduzierender Bedingungen bilden. In den neutralen Oberfla¨chenmodellen mit O3c -Defekt
ließen sich schwache F-Zentren nachweisen, die aufgrund der lokal erho¨hten Elektronendichte
ein vergro¨ßertes Reduktionspotential aufwiesen und entsprechend als Elektronenquelle bei der
Reduktion der Adsorbate hervortraten. O4c -Sauerstoffdefekte in innenliegenden Schichten
hatten hingegen keinen ausgepra¨gten Effekt auf die Adsorption von N2. Allerdings wandelten
sie sich in Anwesenheit von Stickstoff barrierelos in die reaktiveren O3c -Konfigurationen um.
Der Einbau von Stickstoff gelang wesentlich leichter durch Verwendung von Ammoniak. Sogar
an der defektfreien Oberfla¨che ließ sich eine Adsorption von molekularem NH3 beobachten.
In Anwesenheit von Sauerstoffdefekten erfolgte die Dissoziation in anionische Adsorbate wie
NH−2 oder NH
2−. Dieser Vorgang wurde vor allem durch Anwesenheit von O3c -Leerstellen,
bis zu einem gewissen Grad aber auch durch O4c -Vakanzen, gefo¨rdert. Daher waren starke
reduzierende Bedingungen keine Voraussetzung fu¨r die Adsorption von NH3 im Gegensatz zu
den Ergebnissen fu¨r die N2-Adsorption. Allerdings war die Anwesenheit von Sauerstoffdefekten
an der Oberfla¨che notwendig, um die Dissoziation von Ammoniak zu erreichen. In diesem
Fall stellte der Einbau von NH2− anstelle von N3− einen essentiellen Schritt im Mechanismus
der Stickstoffinkorporation dar.
Neben den in dieser Arbeit vorgestellten U¨bergangsmetalloxiden und -oxidnitriden werden
gegenwa¨rtig eine Reihe weiterer Systeme untersucht, bei denen in der Vergangenheit trotz
ihrer verha¨ltnisma¨ßig einfachen chemischen Zusammensetzung keine weiteren metastabilen
Phasen gefunden worden sind. Als Beispiel ist die neue Phase δ-TaON zu nennen, die eine
vom Anatastyp abgeleitete Struktur aufweist und erst vor kurzem phasenrein hergestellt
werden konnte. Des Weiteren wurden die ersten Oxidnitride des fu¨nfwertigen Molybda¨ns
synthetisiert,[446] die Vorla¨ufer der bisher unbekannten Verbindung Mo2O5 darstellen ko¨nnten.
Tatsa¨chlich deuten erste theoretische Arbeiten darauf hin, dass diese Verbindung in der Tat
energetisch stabil ist. Des Weiteren versprechen erste Tests bisher unbekannter Strukturen





A Basissa¨tze fu¨r periodische Festko¨rper-
rechnungen
Die im Rahmen dieser Arbeit optimierten Basissa¨tze sind im Folgenden im CRYSTAL09-
Format aufgefu¨hrt. Sofern ein ECP verwendet worden ist, sind die zugeho¨rigen Pseudopotential-
Parameter ebenfalls angegeben.
Element Basissatz Kontraktion Verwendung in Kapitel
N, O, F AE-VDZP 831/41/1 4, 5, 6
Sc–Zn SD-VDZP [Ne]311/221/41/1 4, 5
Zr SD-VDZP [Kr]311/221/41/1 6
N, O Cai-VDZP [He]41/41/1 4
V Cai-VDZP [Ne]311/321/31/1 4
1. Stickstoff, AE-VDZP
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0.61280430 1.0
0 2 2 6.0 1
49.94343800 0.10681577
11.62836457 -2.42365508
0 2 2 0.0 1
2.81504094 0.33656742
1.15267033 0.45359752
0 2 1 0.0 1
0.41545706 1.0





0 3 1 0.0 1
0.46914468 1.0
















0 0 1 2.0 1
1.52675036 1.0
0 0 1 0.0 1
0.50346155 1.0
0 2 2 6.0 1
43.52860480 0.40286464
13.85888660 -5.24134156
0 2 2 0.0 1
2.97709406 0.33637828
1.18065257 0.41532390
0 2 1 0.0 1
0.40292397 1.0





0 3 1 0.0 1
0.47619329 1.0
















0 0 1 2.0 1
1.58826378 1.0
0 0 1 0.0 1
0.44085777 1.0
0 2 2 6.0 1
45.47137765 0.18914170
15.84390589 -2.14168562
0 2 2 0.0 1
3.16302428 0.31411106
1.19867661 0.35944804
0 2 1 0.0 1
0.36036891 1.0





0 3 1 0.0 1
0.42359389 1.0
















0 0 1 2.0 1
1.80240725 1.0
0 0 1 0.0 1
0.57773597 1.0
0 2 2 6.0 1
47.71271258 0.98884907
17.86621573 -10.91296641
0 2 2 0.0 1
3.58649529 0.30704227
1.37982666 0.35819661
0 2 1 0.0 1
0.45337580 1.0





0 3 1 0.0 1
0.47359486 1.0






















0 0 1 0.0 1
2.12625734 1.0
0 0 1 0.0 1
0.81450770 1.0
0 2 2 6.0 1
42.91917019 0.16940824
21.33366840 -1.00417123
0 2 2 0.0 1
3.51850090 0.27825334
1.20208081 0.25898216
0 2 1 0.0 1
0.20000016 1.0





0 3 1 0.0 1
0.32293934 1.0






















0 0 1 2.0 1
2.06648670 1.0
0 0 1 0.0 1
0.61022558 1.0
0 2 2 6.0 1
50.90621607 0.38365836
23.09301035 -3.15754849
0 2 2 0.0 1
3.82020880 0.46302280
1.30728720 0.42777394
0 2 1 0.0 1
0.20018470 1.0





0 3 1 0.0 1
0.59447549 1.0


















0 0 1 2.0 1
0.60182119 1.0
0 0 1 0.0 1
0.20377161 1.0
0 2 2 6.0 1
2.48903403 -4.14239961
2.39782207 4.14146901
0 2 2 0.0 1
0.77056600 0.79429803
0.32616217 0.41744080
0 2 1 0.0 1
0.20000010 1.0





0 3 1 0.0 1
0.20000016 1.0















0 0 1 0.0 1
0.20000801 1.0





0 2 1 0.0 1
0.20000035 1.0















0 0 1 0.0 1
0.20000003 1.0





0 2 1 0.0 1
0.20000023 1.0















0 0 1 2.0 1
0.58647580 1.0
0 0 1 0.0 1
1.38192700 1.0




0 2 2 0.0 1
1.94526309 0.42814125
0.82597664 0.45258223
0 2 1 0.0 1
0.30680204 1.0




0 3 1 0.0 1
0.36709948 1.0
0 4 1 0.0 1
0.46808711 1.0
B Eingesetzte Computerprogramme
 CRYSTAL in den Versionen 06[401] und 09[9, 10] zur Durchfu¨hrung periodischer quantenchemi-
scher Rechnungen
 CASINO in der Version 2.12.1[363] zur Durchfu¨hrung der Quanten-Monte-Carlo-Rechnungen
 ORCA in der Version 2.6[68] fu¨r die Geometrieoptimierungen der U¨bergangsmetallkomplexe
 MINUIT[279, 280] sowie die darauf aufbauende Python-Schnittstelle[281] bei der Optimierung von
Basissa¨tzen
 deMon2k in der Version 2.3.1[447] zum Testen der ECP-Integralroutinen
 Information zu Raumgruppen und Wyckoff-Positionen wurden mit dem Bilbao Crystallographic
Server[448–450] erhalten.
 Die Inorganic Materials Database[451] diente als Datenquelle fu¨r Kristallstrukturen.
 VESTA in der Version 3.1.0[452] zur Visualisierung von Kristallstrukturen
 XCrySDen in der Version 1.5.21[453] zur Visualisierung von Strukturen und Elektronendichten
 Als Textsatzsystem wurde LATEX 2ε verwendet.
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