There are themes running through the book, notably how statistics in the presence of uncertainty should be presented for optimal clarity, and the pitfalls to be avoided. Also, how people's memories work, and do not work, is described in detail. Thirdly, on the subject of how to take a decision, two methods are contrasted: intuitive thinking versus logical reasoning. The book's overall title includes that it is a field guide. This aspect is to do with 'identifying biases in the wild', and the final chapter (The field guide: general conclusion and spotters guide to biases) is an extensive tabulation and excellent summary of the diverse information presented in the book. I did take exception to one specific, strongly made, point in the book, in Chapter 3, that ' . . . people receiving communications from scientists can interpret the additional information and clarity of expression required in precise scientific communication as undermining the strength of any statement'. As counter examples I would mention that a member of the public asking for directions when they are lost does want precise clear information. Likewise, when they hear a politician's evasiveness in response to a question they in fact prefer clarity. So, I would disagree with that piece of advice. The context of one's discourse with a member of the public would, of course, be all important.
An issue highlighted by both Bishop (2019) and this book is the phenomenon of HARKing, namely making a hypothesis after the research outcome is known. This is due to the need to get published, and so scientists do their best to write up a rational account with as stunning a conclusion as possible, but which may have little to do with the starting hypothesis. The antidote to this, it is suggested, is to require a research proposal to be judged by a journal in advance. The journal would then state whether they could at the end of the research accept an article submission or not. This would obviously be a major change in the research process. Some mention of the fact that unexpected discoveries do happen would have added balance to the description of this topic.
In keeping with the book's title, and mission, it seeks to root out bias and false communication, but in so doing it overlooks all the positives of science and its discoveries and applications. Max Perutz (1991) asked Is science necessary?, and answered, with specific examples, a very strong yes, science is necessary, be it science and food production, science and health, or science and energy. One can worry over issues of truth and certainty, and bias, but science delivers, as is obvious from our computers, smartphones and medicines to name a few examples from daily life.
Overall, though, I did like the book. I learnt a lot about the various pitfalls in science communication in particular. I especially liked the description of trained 'elicitors of science who elicit the facts from scientists', i.e. who may be biased in some way, unconsciously or consciously, and stray into advocacy
