We consider the periodic Schro¨dinger operator ÀD þ VðxÞ in R d ; d53 with potential V in the Morrey class. Let O be a periodic cell for V: We show that, for p 2 ððd À 1Þ=2; d=2; there exists a positive constant e depending only on the shape of O; p and d such that, if lim sup r!0 sup x2O r 2 1 jBðx; rÞj Z Bðx;rÞ jV ðyÞj p dy 1=p oe;
INTRODUCTION
Consider the Schro¨dinger operator
with a real periodic potential V : In a celebrated work [27] , Thomas showed that, if d ¼ 3 and V 2 L 2 loc ðR 3 Þ; the spectrum of ÀD þ V is purely absolutely continuous. Thomas' result was extended subsequently by Reed-Simon [20] , Danilov [7] , Hempel-Herbst [10, 11] , Birman-Suslina [1] [2] [3] , Morame [19] , and Sobolev [22] . We remark that Danilov [7] studied the Dirac operator with a periodic scalar potential and [1-3, 10, 11, 19, 22] investigated the magnetic Schro¨dinger operator ðÀir À aðxÞÞ 2 þ V ðxÞ with periodic potentials a and V : In particular, the results in [2, 3] , pertaining to the case a ¼ 0; 1 Research supported in part by the NSF Grant DMS-9732894. give the absolute continuity of ÀD þ V for V 2 L r loc ðR d Þ where r > 1 if d ¼ 2; r ¼ d=2 if d ¼ 3 or 4, and r ¼ d À 2 if d55: Recently in [21] , the author was able to establish the absolute continuity of ÀD þ V for V 2 L d=2 loc ðR d Þ; d53: In the context of L p spaces, this is best possible. Ref. [21] also gives the optimal condition for the absolute continuity of ÀD þ V with periodic potentials in Lorentz spaces. See [21, Theorem 1.2] .
The purpose of this paper is to study the spectral properties of the periodic Schro¨dinger operators with potentials in the Morrey class. Our result improves that in [21] . This implies that F q loc ðR d Þ = F p loc ðR d Þ if 14poq4d=2 and d53: Let D ¼ Àir and DAD T ¼ P j;k D j a jk D k where A ¼ ða jk Þ is a d Â d matrix.
The following is the main result of the paper. then the spectrum of DAD T þ V is purely absolutely continuous. Note that, by a change of coordinates, we may assume that V is periodic with respect to the lattice ð2pZÞ d : Our general approach to the main theorem is similar to that used in [21] . The main new ingredient is a weighted L 2 estimate in the place of the crucial L p À L q uniform Sobolev estimate in [21] . To describe this new idea, we fix a; b 2 R d and consider a family of operators
Using the Floquet decomposition and following Thomas' idea, we reduce the proof of the main theorem to the problem of showing that, for some appropriate chosen weight function o; we have c r jjcjj 
where p > ðd À 1Þ=2; H 0 ðzÞ ¼ ðD þ za þ bÞAðD þ za þ bÞ T ; and C depends only on p; A and d:
We remark that (1.11) should be considered as a weighted L 2 uniform Sobolev inequality on the d-torus. In the case of R d ; similar estimates were established by Chanillo and Sawyer [4] and Chiarenza and Ruiz [6] in the study of unique continuation problems. The weighted L 2 estimates in [4, 6] for the operator D þ a Á r þ b extend the uniform L p À L q estimates obtained in [14] by Kenig et al. We refer the reader to [13] for an excellent survey on the topic of unique continuation and uniform Sobolev inequalities.
To show (1.11), we will appeal to the localization argument developed in [14] . It reduces (1.11) to the following estimate:
where p > ðd À 1Þ=2; x 2 C and Re ffiffi ffi x p 5c 0 > 0: Estimate (1.12) will be proved by using the Stein complex interpolation theorem, together with a weighted norm inequality for a fractional integral. See Theorem 4.3. However, in the localization process, we will need the following weighted spectral projection estimate for the elliptic operator DAD T on the d-torus, Á jjðDAD T À k 2 À ikÞcjj L 2 ðT d ;dxÞ :
ð1:14Þ
Finally, we establish (1.14) by proving a weighted version of the Stein oscillatory integral theorem [25] . We remark that for a compact manifold without boundary, Sogge obtained the L p -L q estimates for the spectral projection associated with a second order elliptic operator in [23] . The observation that certain uniform Sobolev inequality implies the spectral projection estimate is taken from [23] . The paper is organized as follows. In Section 2, we study the properties of periodic functions which are locally in the Morrey class. In particular, we show that the self-adjoint operator DAD T þ V may be defined by a quadratic form under the assumption that V is periodic and satisfies (1.4) for some p > 1: In Section 3, we use the Thomas approach to prove that our main theorem follows from estimate (1.11). Sections 4-6 are devoted to the proof of (1.11) (Theorem 3.10). In Section 4 we give the proof of (1.12) (Theorem 4.3). Section 5 contains the proof of the weighted spectral projection estimate (1.13) . See Theorem 5.1. Finally, in Section 6 we use a localization argument to deduce (1.11) from (1.12) and (1.13) .
Throughout the rest of this paper, we will assume that d53; O ¼ ½0; 2pÞ d ; and V is periodic with respect to the lattice ð2pZÞ d : We will use C to denote positive constants which may depend on d; p and the matrix A; which are not necessarily the same at each occurrence.
THE MORREY CLASS
We begin with the definition of the self-adjoint operator DAD T þ V on
where I a denotes the Riesz potential 
To define the self-adjoint operator DAD T þ V ; we consider the quadratic form
Theorem 2.6. Let V be a real periodic function and V 2 F p loc ðR d Þ for some p 2 ð1; d=2: Then there exists a positive constant e depending only on A; p and d such that, if V satisfies condition (1.4), then there exists a unique self-adjoint operator, which we denote by DAD T þ V ; such that
The following lemma will be needed in the proof of Theorem 2.6. 
If r5r 0 ; we have
where we have used the assumption p4d=2: Thus, sup 0oro1 x2O
as N ! 1: From this, the lemma follows easily. ]
We now give the Proof of Theorem 2.6. Let c 2 C 1 0 ðR d Þ: In view of (2.4) and Lemma 2.7, we have Z
if N is large. This implies that, if e is small so that Ceo1=2; the symmetric quadratic form q is semi-bounded from below and closable on H 1 ðR d Þ:
Hence, it defines a unique self-adjoint operator. ]
In the rest of this section, we will establish two propositions concerning the periodic functions which are locally in the Morrey class. They will be used in the subsequent sections. Proof of Proposition 2.8. We shall adapt an argument in [8] . Also see [4] .
Since p=q > 1; by the well-known estimates for the maximal function [24] ,
Recall that w 2 ðxÞ ¼ fMðjV 2 j q ÞðxÞg 1=q and V 2 ¼ 0 on Qðx 0 ; 2r 0 Þ: It is not hard to see that o 2 ðxÞ4Co 2 ðx 0 Þ for any x 2 Q: Thus,
:
In view of (2.11), we may assume that t42p: We obtain 
where I ¼ ða; bÞ and C depends only on q (e.g. see [25] ). That is, o n ðÁ;
Proof of Proposition 2.13. We follow an argument in [4] . Fix Q ¼ Qðx; rÞ with 0oro1: Let N be an integer so that 2p42 N ro4p:
. . . ; y d Þ: 2 jÀ1 r4jy 1 À x 1 jo2 j r; jy ' À x ' jor; ' ¼ 2; . . . ; dg for j ¼ 1; 2; . . . ; N and
We have
ðow R j Þ n þ j n :
Note that j n ðyÞ ¼ 0 if y 2 Qðx; rÞ: ZHONGWEI SHEN For j ¼ 0; we use the L p estimate for the one-dimensional maximal function to obtain ;
where we used the assumption p > ðd À 1Þ=2 in the last inequality. Thus, we have proved that 
THE THOMAS APPROACH
We begin with the definition of ðD þ kÞAðD þ kÞ T þ V on L 2 ðT d Þ for k 2 C d :
As in [21] , let 
for any e > 0: This implies that, if e is so small that Ceo1=2; the form qðkÞ is strictly m-sectorial. Hence, there exists a unique closed operator, which we denote by ðD þ kÞAðD þ kÞ T þ V ; such that For a fixed b 2 L; we consider the family of operators Proof. See [21, 20] .
PERIODIC SCHRÖ DINGER OPERATORS
To show that fH V ðzÞ; z 2 Cg has no common eigenvalue under the assumptions of the main theorem, we consider H V ðd 0 þ irÞ for r 2 R; where
We will show that fH V ðd 0 þ irÞ: r 2 Rg has no common eigenvalue. This will be done by establishing certain uniform estimates for where jrj51 and C does not depend on r and c o :
where c r ! 1 as jrj ! 1:
We now give the Proof of the Main Theorem, Assuming Theorems 3.10 and 3.13. In view of Proposition 3.9, we suppose that E is an eigenvalue for H V ðzÞ for all z 2 C: Let z ¼ d 0 þ ir: There exists c r 2 DomainðH V ðzÞÞ such that where r51 and C 0 depends only on p; q; A and d: In view of (3.18), we see that, if e is chosen so small that C 0 e41=2; we have jjH 0 ðd 0 þ irÞc r jj We obtain a contradiction since c r ! 1 as r ! 1:
This shows that fH V ðzÞ: z 2 Cg has no common eigenvalue. By Proposition 3.9, the spectrum of DAD T þ V on L 2 ðR d Þ is purely absolutely continuous. ]
We end this section with the proof of Theorem 3.13. The proof of Theorem 3.10 is much more involved, as we discussed in the introduction. It will be given in Sections 4-6.
Proof of Theorem 3.13. Theorem 3.13 is a consequence of Theorem 2.1 in [21] . Indeed, it follows from Theorem 2.1 in [21] 
where c r ! 1 as jrj ! 1; 14p 0 42 if d ¼ 3 and 2ðd À 2Þ=dop 0 42 if d54:
Note that, by Ho¨lder's inequality,
where p ¼ p 0 =ð2 À p 0 Þ: It is easy to see that 14p 0 42 if 14p41; and 2ðd À 2Þ=dop 0 42 if ðd À 2Þ=2op41: It follows that c r jjcjj 
ð4:4Þ
where C depends only on p, d; A; and c 0 :
Proof. For x 2 C; we consider two analytic families of operators, 
where q > 1: Note that, since c and o are periodic, we have Finally, we write
It follows from (4.7), (4.10) and the Stein interpolation theorem [25, p. 385 ] that jjT 1 cjj L 2 ðO;dxÞ 4Cjjojj F p ðT d Þ jjcjj L 2 ðO;dxÞ :
A WEIGHTED L 2 ESTIMATE FOR THE SPECTRAL PROJECTION
The goal of this section is to establish the following theorem for the spectral projection associated with the operator DAD T on the d-torus.
Theorem 5.1. Let o 2 L p ðT d Þ for some p 2 ððd À 1Þ=2; d=2: Suppose that o5c o > 0 and jjojj F p ðT d Þ o1: Then, for any c 2 L 2 ðT d ; dxÞ and k50;
50 and C depends only on p, d and A:
It is not hard to see that (5.2) is a direct consequence of the weighted L 2 inequality in the next theorem. where l 2 R; jlj51 and C depends only on p, d and the size of finite many derivatives of the function a.
Proof. We adapt an argument of Stein found in [25, pp. 380-386] .
First, note that, using partition of unity and (5.7), we may assume that supp a & fðx; yÞ 2 R d Â R d : jx À x 0 jod; jy À y 0 jod and 1=24jx À yj42g 
where Re ffiffi ffi z p 51 and C depends only on p, d; B and the size of finite many derivatives of Z:
Proof. Theorem 5.33 follows from Theorem 5.5 by using partition of unity and standard rescaling argument. We omit the details. See [23, pp. 134-135] for the case of L 2 ! L q estimates.
We are now ready to give the Proof of Theorem 5.3. Let c 2 C 1 ðT d Þ: Fix x 0 2 O: We choose * Z Z 2 C 1 0 ðQðx 0 ; 1=2ÞÞ such that * Z Z 1 on Qðx 0 ; 1=4Þ: Then, for z ¼ Àðk þ iÞ 2 with k51;
where 
As in [21] , we write c ¼
# c cðnÞe inx : ð6:3Þ Proposition 6.4. If estimate (6.1) holds for c j with a constant C independent of j, then it holds for c:
Proof. Let o n be defined by (2.14) . Note that o n 5o: By Proposition 2.13 and Remark 2.16, jjo n jj F p ðT d Þ 4Cjjojj F p ðT d Þ and o n ðÁ; x 2 ; . . . ; x d Þ; o n ðÁ; x 2 ; . . . ; d d Þ À1 are A 2 ðRÞ weights uniformly in x 0 ¼ ðx 2 ; . . . ; x d Þ 2 T dÀ1 : This, together with the weighted one-dimensional Littlewood-Paley theory on T 1 [28, 17] , gives jjH 0 ðd 0 þ irÞ À1 cjj L 2 ðT d ;odxÞ 4 jjH 0 ðd 0 þ irÞ À1 cjj L 2 ðT d ;o n dxÞ 4 C X 1 j¼À1 jH 0 ðd 0 þ irÞ À1 c j j 2 We will give the estimate of H 0 ðd 0 þ irÞ À1 c j for j51 in details. The case j40 may be handled in the same manner.
To this end, we note that, by (3.6) and (3.7), ðn þ kÞAðn þ kÞ T ¼ jðn þ bÞBj 2 þ 2d 0 ðn 1 þ b 1 Þs 0 þ ðd 2 À r 2 Þa 1 s 0 þ 2irðn 1 þ 1 2 Þs 0 ; ð6:5Þ
where B ¼ ffiffiffi ffi A p : Fix j51; let z j ¼ Àr 2 a 1 s 0 þ 2ir2 j s 0 : ð6:6Þ
Since Re ffiffiffi ffi z j p 5c minð2 j ; ffiffiffiffiffiffiffiffi ffi jrj2 j p Þ5c 0 > 0 (see [21] ), by Theorem 4.3, we have Using the Minkowski's inequality, we can bound the left-hand side of (6.8) by in the first and third inequalities, respectively. Estimate (6.1) now follows from the estimate X 1
M¼1
M sup n2Z d jnBj2½MÀ1;MÞ jrj2 j fjjðn þ bÞBj 2 À r 2 a 1 s 0 j þ 2 j jrjg 2 4C ð6:10Þ
which was proved in [21, (5.10) ]. The proof of Theorem 3.10 is finally complete. ]
