In this paper the performance of different information criteria for simultaneous model class and lag order selection is evaluated using simulation studies. We focus on the ability of the criteria to distinguish linear and nonlinear models. In the simulation studies, we consider three different versions of the commonly known criteria AIC, SIC and AICc. In addition, we also assess the performance of WIC and evaluate the impact of the error term variance estimator. Our results confirm the findings of different authors that AIC and AICc favor nonlinear over linear models, whereas weighted versions of WIC and all versions of SIC are able to successfully distinguish linear and nonlinear models. However, the discrimination between different nonlinear model classes is more difficult. Nevertheless, the lag order selection is reliable. In general, information criteria involving the unbiased error term variance estimator overfit less and should be preferred to using the usual ML estimator of the error term variance.
Introduction
In time series analysis the identification of a model that is able to appropriately describe special features of a given data set, like cyclical behavior or persistence of shocks in the series, is crucial. This is due to the fact that fitting a misspecified model to the data will lead to biased estimates and all further inference based on previous results, e.g. forecasting, will be misleading.
In order to identify the best fitting model there are two different strands of procedures in the literature, namely hypothesis testing and model selection using information criteria. In the context of linear time series models it is common practice to determine the lag order using information criteria. However, when nonlinear models are considered, the testing approach is preferred. So, instead of calculating information criteria for different models, linearity tests are applied (cf. Luukkonen, Saikkonen, and Teräsvirta 1988a,b; Tong 1990) . In a first step a linear AR process is fitted to the data which lag length is determined using information criteria. Afterwards, this specification is tested against a nonlinear alternative (cf. Luukkonen, Saikkonen, and Teräsvirta 1988a) . Pitarakis 2006 shows that the lag order selection can seriously influence the power properties of linearity tests since the linear model will be misspecified if the true data generating process (DGP) is actually nonlinear. Moreover, Luukkonen, Saikkonen, and Teräsvirta (1988b) show that linearity tests designed to detect a certain kind of nonlinearity may also have power against other nonlinear models. Hence, the rejection of the null of a linear model may not tell which nonlinear model should be used to model the data.
Despite these drawbacks of testing, there are probably two reasons why the testing approach is preferred to model selection for nonlinear models. Firstly, it may not be clear how to calculate the value of an information criterion if a multiple regime model is fitted to the data. Information criteria can be easily calculated for single regimes, but then, these values have to be combined into one index in order to obtain one value for the whole model. Secondly, there exists no general rule if and how additional parameters of the nonlinear model have to be incorporated into the penalty terms of information criteria. Hence, the application of information criteria to nonlinear models may not result in the selection of optimal models (cf. Clements and Krolzig 1998) .
Nonetheless, in the literature there exist some examples of the application of information criteria to nonlinear time series models. Emiliano, Vivanco, and De Menezes (2014) assess the performance of information criteria for lag order selection in linear time series models and model selection in nonlinear growth models. Lag order selection is treated in Kapetanios (2001) for SETAR and MSAR models, in Smith, Naik, and Tsai (2006) for MSAR models and in Tong (1983) , Wong and Li (1998) and Li (1988) for SETAR models. Hamaker (2009) and Gonzalo and Pitarakis (2002) use information criteria to distinguish between linear AR models and single-and multiple-regime SETAR models. Further selection of the model class is considered among others in Psaradakis et al. (2009) and in Kapetanios (2001) . Though, in contrast to Psaradakis et al. (2009) and Gonzalo and Pitarakis (2002) , Kapetanios (2001) incorporates the threshold parameters of the SETAR models into the penalty terms of information criteria. Additional to the usual information criteria Hamaker (2009) also considers a version for change-point estimation, which penalizes thresholds as additional parameters.
In most works the lag orders and other relevant parameters, like the delay parameter of SETAR and STAR models, are treated as given. Thus, the results are obtained under ideal conditions. In fact, if information criteria are applied to empirical data, the parameter values are unknown in advance and have to be estimated first. The resulting estimation errors can influence further calculations and hence, deteriorate the performance of the information criteria so that former results are not valid anymore. Therefore, in this work we apply different information criteria to select the optimal model class, the corresponding lag order and additional parameters simultaneously. The performance of the information criteria in different scenarios is assessed in several simulation studies. There, we will take three different versions of the respective criteria into account. Special focus will be on the fact, whether the criteria are able to successfully distinguish between linear and nonlinear time series models.
The rest of the paper is organized as follows. In Section 2 the nonlinear models which are considered in the simulation studies are explained. In Section 3 we shortly repeat the intuition of information criteria and introduce the four criteria we use. In Section 4 the simulation set-up and the simulation results are presented. Finally, Section 5 concludes.
Nonlinear time series models
There exists a variety of different nonlinear time series models in the literature. In our simulation studies we focus on regime-switching models with switches in the mean equation. Hence, the class of ARCH (cf. Engle 1982) and GARCH (cf. Bollerslev 1986) models is not considered. The selection of ARCH/GARCH orders is treated e.g. in Hughes and King (2003) and Hughes, King, and Kwek (2004) .
Instead, we focus on SETAR and STAR models since they are frequently applied and have a similar switching mechanism. Actually, the LSTAR model nests the SETAR model for γ→∞. In addition to SETAR and STAR models there also exists the class of Markov-switching autoregressive (MSAR) models (cf. Hamilton 1989 Hamilton , 1994 . However, in contrast to SETAR and STAR models, where the change of regime is governed by an endogenous variable, the regime shift in MSAR models is controlled by an exogenous, unobservable state variable. Due to this difference we do not consider MSAR models in our simulation studies but focus on the the ability of the information criteria to discriminate between linear and nonlinear models and to detect the correct form of the transition function.
The SETAR model
Self-exciting threshold autoregressive models were introduced in Tong and Lim (1980) and Tong (1983 ) (cf. also Tong 1990 . Since linear AR models are not able to capture certain nonlinear features of the data, but are easy to specify, the SETAR model is a natural extension of the linear model to the nonlinear case. SETAR models combine multiple piecewise linear regimes, which are separated by threshold parameters, into one model. Hence, SETAR models may be locally linear, but due to the regime changes, which can be interpreted as breaks in the series, the model is globally nonlinear. A two regime SETAR model with p 1 and p 2 lags respectively can be written as
where ε t~i id(0, σ 2 ) and 1 {·} denotes the indicator function. The dependent variable y t falls into the first regime, if the threshold variable y t−d exceeds the threshold c. Otherwise y t falls into the second regime. In SETAR models the threshold variable is a lagged value of the dependent variable. The lag d is called the delay parameter and does not exceed the largest lag length (cf. Pitarakis 2006).
The STAR model
In contrast to the SETAR models, in STAR models the regime switches are not discrete jumps but smooth transitions. Therefore, the indicator function in Equation (1) is replaced by the transition function F t (·), which takes values in the unit interval. This implies that each observation does not lie in one single regime but is a weighted mixture of both regimes, where the transition function attaches the weights 1-F t (·) and F t (·) to the first and second regime respectively. Depending on the form of the transition function, the STAR model is a logistic STAR (LSTAR) or an exponential STAR (ESTAR) model, 2 1/( 1 exp( ( ))), for LSTAR; ( , , ) 1 exp( ( ) ), for ESTAR.
Like in SETAR models c denotes the threshold and d the delay parameter. The parameter γ regulates the speed of the transition between the regimes. For a value of γ = 0 there exists no regime shift, instead the model is linear, for γ→∞ the LSTAR model becomes a two-regime SETAR model, whereas the ESTAR model reduces to a linear model (cf. Luukkonen, Saikkonen, and Teräsvirta 1988a; Teräsvirta 1994; van Dijk, Teräsvirta, and Franses 2002) .
Information criteria
The idea of information criteria is to balance the goodness of fit and the complexity of a model using a loss function Wu and Sepulveda 1998) . The first term of the loss function accounts for the goodness of fit and depends on an estimate of the unknown error term variance. The smaller the estimated variance of the error terms, the better is the model fit. The second term is the penalty term which depends on the sample size n and on the number of parameters p. Minimizing the loss function guarantees that if two models yield the same model fit, the model which contains fewer parameters is preferred. This is also known as the principle of parsimony (cf. Akaike 1974; Schwarz 1978) . 
The traditional information criteria
The AIC has a rather weak penalty term which can result in overfitting (selecting too many parameters) in finite samples (cf. Hurvich and Tsai 1989) , whereas the SIC has a stronger penalty term in order to prevent overfitting which can lead to underfitting (selection of too few parameters) in small samples. Since the AIC is biased and therefore tends to overfit in finite samples, Hurvich and Tsai (1989) introduced a bias-corrected version of the AIC, the corrected Akaike Information Criterion (AICc),
For small samples the AICc has a stronger penalty term than the AIC to solve the problem of overfitting. Asymptotically both versions are equivalent. Wu and Sepulveda (1998) introduced the Weighted Average Information Criterion (WIC) in order to combine the strengths of different criteria to obtain a criterion which performs well not depending on the sample size,
The WIC is a weighted version of the AICc and the SIC. Setting the weights equal to the penalty terms of the respective criteria guarantees that the WIC behaves like AICc in small samples and like SIC in large samples. Since both criteria perform well in the respective sample size, these properties of WIC may be very valuable if we apply WIC separately to the regimes e.g. of a SETAR model with a dominant regime. In this case, one regime contains significantly more observations than others. But due to the independence of the sample size, WIC should perform well in all regimes. We will further discuss and evaluate this point in Section 4.
The versions of information criteria
As already mentioned in Section 1, it is not clear how to calculate the value of an information criterion for multiple-regime models. Since each information criterion depends on an estimated error term variance and the number of parameters of the model under consideration, it would be straightforward to estimate the error term variance using the residual sum of squares of the whole model and add the number of parameters of all regimes in order to obtain the number of parameters of the whole model (cf. Pitarakis 2006) . We call the resulting information criteria Overall Model Criteria. However, it is not clear whether information criteria maintain their optimality properties of linear specification, when they are applied to nonlinear models (cf. Clements and Krolzig 1998) . Thus, we also follow another approach. We consider two additional versions of information criteria, where we separate the models into their regimes. Due to the fact that the single regimes are linear, information criteria are supposed to select optimal lag orders of the regimes. Following the approach of Tong (1983) , for the Equally Weighted Criteria we calculate the information criteria separately for each regime and then combine these values into one model information criterion, where each regime gets the equal weight 
For SETAR models the weights can simply be determined by the the number of observations that fall into the respective regime divided by the total number of observations. In STAR models, the value of the transition function can be used as a weight, since in STAR models, the observations do not fall in one regime only but are a weighted sum of both regimes.
The differentiation between these three versions is only meaningful for regime-switching models. Hence, for the linear AR model, which only consists of one single regime, all three versions are equivalent.
The role of the error term variance estimator
All previously introduced information criteria depend on an estimate of the error term variance. Generally, the Maximum Likelihood estimator
where ε is the vector of residuals and n denotes the sample size, is used to calculate the values of the information criteria. However, 
Simulation study
In the following simulation studies we evaluate the information criteria and their different versions presented in Section 3.
Data generation
In order to identify factors that influence the performance of the information criteria we generate data from different linear and nonlinear models and vary the sample size, the persistence parameters, the degree of dominance and the number of regimes. The models of the basic set-up are tabulated in the Supplementary Material, where the ε t form a Gaussian white noise process. Following Kapetanios (2001) for every sample size, we simulate 200 additional observations for each DGP, which are discarded afterwards to avoid a starting value bias. All initial values are set to zero. The simulation results are based on 1000 replications.
Model estimation
After generating the data, we fit different linear and nonlinear models to the data, calculate the different versions of the information criteria and choose the model, which minimizes the respective information criterion.
Throughout, we assume that the error terms ε t are Gaussian. In order to minimize the computational effort, we set a maximum lag length of p max = 4 for the models fitted to the data. Thus, the largest AR model is an AR(4) and the largest regime switching models consist of an AR(4) specification in each regime. According to Luukkonen, Saikkonen, and Teräsvirta (1988a) a lag order exceeding p = 3 is rather unlikely for a small sample size of n = 50, but probable for larger samples. In order to make the results among different sample sizes comparable, we choose p max = 4 for all sample sizes (cf. also Tong and Lim 1980; Pitarakis 2006 ). The effective sample size used to fit the models to the data and in all further calculations is thus n-p max (cf. Tong and Lim 1980; Wong and Li 1998) .
Parameter estimation is done by (conditional) least squares. For the threshold and delay parameter grids are constructed and the remaining parameters are estimated for each grid point. Following Hansen (1997) the grid of the threshold consists of the interval from the 15% to the 85% quantile of y t . Disregarding the lower and upper 15% quantiles should guarantee that at least 15% of the data lie in each regime and hence, the number of observations in each regime is sufficient for persistence parameter estimation. The grid of the delay simply consists of integer values from 1 to p max . For each model the parameter combination which minimizes the residual sum of squares is selected and the corresponding values of the information criteria are calculated. In STAR models the grid search is done conditional on γ. According to Teräsvirta (1994) it is possible to standardize the exponent of the transition function and choose γ = 1 as a starting value. After determining all parameters the value of γ is adjusted by minimizing the residual sum of squares with respect to γ. For ESTAR models the exponent of the transition function is divided by the variance of y t , whereas for LSTAR models the standard deviation of y t is appropriate.
As already mentioned there exists no general rule if and how additional parameters of nonlinear models like the threshold and the delay should be incorporated into the penalty terms of information criteria. We decide to follow the approach of Kapetanios (2001) and add all additional parameters of the nonlinear models to the number of parameters. The intuition is that if the true DGP is nonlinear, then a nonlinear model will provide a better fit to the data. Hence, the values of the information criteria will decrease. However, the computational effort will increase. Since the information criteria are supposed to balance model fit and complexity, additional parameters are incorporated. As a result, the nonlinear model will only be selected if it provides a substantially better fit than a simpler model. For all three nonlinear models the additional parameters are the threshold parameter c as well as the delay parameter d. In STAR models we also consider the transition parameter γ as an additional parameter in the penalty term.
Simulation results
In the following scenarios we assess the ability of the different information criteria to select the correct model. The figures and tables display the respective selection frequencies. In order to evaluate the performance let the power of an information criterion be defined as the relative frequency of selecting the correct model.
Lag order selection
This paragraph focuses on lag order selection within a certain model class. Hence, the following figures display the power of the information criteria when only the lag order (combination) within the true model class has to be determined. Although the assumption of knowing the correct model class will not be met if the information criteria are applied to real data, the power results will be helpful to correctly interpret the performance of the information criteria in further simulation studies. This is due to the fact, that if the criteria are not able to determine the correct lag order (combination) within the true model class, we cannot expect them to point to the correct model when also the model class has to be selected. In Figure 1 the power of the three variants of information criteria are depicted when the true DGP is the LSTAR(1,1) model. It shows first characteristics of the information criteria. The regime weighted criteria perform worse than their equally weighted and overall counterparts. So, the selection frequencies vary between 30% and 80% in large samples. In contrast, the equally weighted and overall versions have correct selection frequencies of about 60% to 100% in large samples. Thus, the regime weighted information criteria are clearly outperformed which is also true for small samples.
Furthermore, all versions of AIC and AICc cannot select the correct model with a probability approaching 1 when the sample size increases. This is due to the fact, that AIC and AICc are not consistent information criteria (cf. Shibata 1986) . Instead of the correct lag order combination AIC and AICc tend to overfit and choose larger lag order combinations. However, AICc performs better than AIC in small and moderate samples (cf. also Wong and Li 1998) . Using the unbiased error term variance estimator 2 σ reduces the probability of overfitting. So, the versions of AIC and AICc involving 2 σ improve up to 20 percentage points (cf. Figure 1B and C) . In general, all information criteria perform better in small models. With increasing lag order combinations, there is a tendency to underestimate the lag order of one regime independent of the error term variance estimator. Naturally, AIC and AICc outperform SIC and WIC in these cases due to their tendency to overfit. However, underfitting can occur due to weakly identifiable models (cf. McQuarrie, Shumway, and Tsai 1997) . If the largest lag order only has a minor influence, it may be neglected and a smaller model is preferred.
For lag order selection we recommend to apply equally weighted and overall SIC and WIC. In small samples AICc( 2 σ ) also performs well.
Dominant regimes
The idea to include the regime weighted information criteria and also the WIC into the simulation study is that they may lead to better results if one regime is dominant in the model. Therefore, we consider some modified DGPs. From the SETAR(1,1) and the SETAR(2,1) model we generate data with five different thresholds, resulting in a first regime with a share of observations varying from 38% to 81%. Afterwards, we fit SETAR models to the data and assess the effect of dominant regimes.
In Figure 2 we see that the power of the regime weighted AIC with the unbiased error term variance estimator 2 σ is highest if the first regime is not more dominant than the second. So, the best performance is achieved if 52% of the observations fall into the first regime for the SETAR(1,1) and 48% for the SETAR(2,1), respectively. But in fact, the size of the effect is quite different. Although for the SETAR(1,1) the fair separation of regimes is definitely the best, the difference between the best and the worst separation (with 69% of the observations in the first regime) only amounts to approximately 15 percentage points in large samples. In contrast, for the SETAR(2,1) model the fair separation yields similar results as if 58% and asymptotically similar results as if 38% of the observations lie in the first regime. Nevertheless, the difference between the best and the worst separation (with 77% of the observations in the first regime) amounts to 50 percentage points in large samples. In small samples, the difference between dominant and fair regimes is rather small. The comparison points out another fact: The worst separation is not always the one with one very dominant regime (cf. Figure 2A ). These considerations are valid for all regime weighted information criteria. Though, the effects are more pronounced for AIC and AICc. The equally weighted and overall information criteria are more independent from the dominance of the regimes. So asymptotically all separations yield the same power results. For moderate samples the effect is mostly pronounced. Hence, the performance of the regime weighted information criteria is not proportional to the degree of dominance of one regime. Instead, the equally weighted and overall criteria outperform their regime weighted counterparts.
Size of discriminating linear and nonlinear model
The main part of this paper focuses on power properties of the information criteria. In fact, good power results are only meaningful if the size of the information criteria is under control. Therefore, we briefly illustrate the size properties of the information criteria under consideration. Figure 3 displays the selection frequencies of a nonlinear model if the true DGP is linear. It points out that weighted versions of AIC and AICc never select the linear model. The overall AIC and AICc are still oversized. All regime weighted information criteria are heavily oversized (size ≥ 0.5) and thus not very reliable. The size even increases with an increasing number of observations. The equally weighted SIC and WIC are oversized but perform better than their regime weighted counterparts. The size difference amounts to 15 percentage points. The overall SIC and WIC have a size of below 0.2 in small samples which further decreases with an increasing number of observations and finally approaches zero.
Hence, the equally weighted information criteria may have a tendency to favor nonlinear models whereas the overall versions may select the linear models more often. The following simulation results will further assess this point.
According to the size properties, the overall SIC and WIC should be preferred for model class selection. Equally weighted SIC and WIC can be applied, whereas AIC, AICc and regime weighted criteria are clearly outperformed.
Power of discriminating linear and nonlinear models
In this paragraph we assess the performance of the information criteria for selecting between the linear and the correct nonlinear model. Due to the fact that the regime weighted information criteria are inferior in terms of size and power and cannot outperform the other versions in dominant regimes, we will focus on the per- formance of the equally weighted and the overall information criteria. We only give an extract of the whole tables for n = 100 and n = 1000. Further results for n = 250 and n = 500 and for the regime weighted versions can be found in the Supplementary Material. In the following tables the blue row indicates the correct model, whereas the bold numbers mark the models with the highest selection frequency for the respective criterion.
In Table 1 the selection frequencies are given when the data is generated by a SETAR(1,1) process. It strikes again that weighted versions of AIC and AICc never select a linear model. Although it is the correct decision in this setting, this behavior is spurious. This fact is also pointed out by Gonzalo and Pitarakis (2002) and Pitarakis (2006) . In contrast, SIC and WIC have the tendency to select the linear model for a small sample of n = 100 (cf. Psaradakis et al. 2009 ). However, taking into account the results for n = 1000, it becomes obvious that this is a problem in small samples due to the fact that for the increased sample size all criteria prefer the correct model. Comparing these results with Table 2 , it becomes evident that the tendency to select linear models also depends on the true model structure. So, in symmetric models, where the lag order is equal in both regimes, SIC and WIC tend to prefer the linear over the nonlinear model. If the lag orders differ among regimes, it 
100 1000 100 1000 100 1000 100 1000 100 1000 100 1000 100 1000 100 1000 becomes easier to detect the nonlinearity in small samples. However, the overall SIC and WIC still tend to select the linear model. Table 2 also picks up the problem of underfitting already mentioned in the previous paragraph. The larger lag order combination is not estimated correctly. However, this might be due to identification problems.
The previous remarks on SETAR models are also valid for the selection between AR and STAR models. However, the differentiation between linear and nonlinear models is slightly better for LSTAR than for ESTAR models. This is due to the asymptotic behavior concerning the transition parameter γ. ESTAR models converge to linear models for both extremes γ→0 and γ→∞, whereas LSTAR models only become linear for γ→0. Thus, the parameter estimate of the transition variable plays an important role. This will be further discussed in the context of discrimination between nonlinear models.
According to the power properties, equally weighted SIC and WIC perform the best. In small samples the overall AIC( 2 σ ) and AICc( 2 σ ) can be applied as well. Overall SIC and WIC also perform well in large samples, but tend to select linear models in small samples. This is in line with Emiliano, Vivanco, and De Menezes (2014).
Effects of the persistence parameters
According to Psaradakis et al. (2009) the performance of the information criteria to select between the linear and the nonlinear model is better when the persistence parameters among the regimes differ. The following figures display this fact and the dependence on the sample size. The true DGP is a SETAR(1,1) model with persistence parameters varying from -0.8 to 0.8 by 0.2. Since the error terms of both regimes are iid normally distributed, the SETAR(1,1) reduces to an AR(1) model if the persistence parameters are equal. For a small sample size of n = 100 the selection frequency of a SETAR(1,1) model increases with the distance between the persistence parameters (cf. Figure 4A ). This confirms the findings of Psaradakis et al. (2009) that the differentiation between linear and nonlinear models becomes easier the more the regimes differ. On the diagonal the persistence parameters are equal and the model reduces to an AR(1) process. On this diagonal the selection frequency for the SETAR(1,1) is lowest. However, the selection frequency of the SETAR(1,1) model is already relatively low when the regimes are not equal but quite similar. This is confirmed by Figure 4B which depicts the respective selection frequency of an AR(1) model. On the diagonal the true model is actually the AR(1) model and there the selection frequency is the highest. Close to the diagonal, the selection frequency is still rather high. This implies that the linear model is preferred to the nonlinear model. For distinct regimes the AR(1) model is clearly inferior to the SETAR(1,1) model.
With an increasing sample size the differentiation between linear and nonlinear models is more reliable. In Figure 4C the selection frequency of the SETAR(1,1) model approaches 1 if the regimes are distinct. The more similar the regimes become, the lower is the selection frequency. Again, it is minimal on the diagonal where the model reduces to the linear case. Additionally, in Figure 4D the respective selection frequencies of the AR(1) model are presented. For distinct persistence parameters the linear model is never selected. The more similar the regimes become, the higher is the selection frequency. Nevertheless, the regimes have to Table 2 : Selection frequencies of the equally weighted information criteria: AR vs. SETAR models for SETAR(2,3) DGP.
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All versions of SIC and WIC have these properties. The overall versions of AIC and AICc are able to detect linearity but especially in small samples have a tendency to prefer the nonlinear over the linear model. The weighted versions of AIC and AICc cannot detect linearity. They spuriously select the nonlinear model and never the linear model independent of the sample size and the distance between regimes. Thus, these results emphasize the previous findings that weighted versions of AIC and AICc should not be applied if the collection of models includes linear models.
Discriminating nonlinear models
So far we have only considered the selection between linear and nonlinear models, focussing on one nonlinear model class. Now, the collection of models includes also other nonlinear model classes in order to assess the ability of the information criteria to determine the form of the transition function. In a first step we only consider the LSTAR and the ESTAR models (cf. Tables 3 and 4). Our results point out that there are two important factors that influence the information criteria: The sample size and the transition parameter γ. As already pointed out by Psaradakis et al. (2009) , it is difficult to determine the switching mechanism when only a small number of observations is available. Moreover, the selection results are better for a small value of γ = 1 than for γ = 20. In fact, in small samples the equally weighted and the overall criteria tend to a spurious selection of the ESTAR model class for larger γ (cf. Table 4), whereas the regime weighted criteria favor LSTAR models. However, the selected lag orders are always similar to the lag order combination preferred if only the correct model class is considered. With an increasing sample size both, lag order and model class selection, improve for all versions of information criteria. Nevertheless, the selection frequencies of the correct model are higher if γ = 1.
In the next step we also allow for SETAR models in the collection of models. As a result, we find another spurious behavior of the information criteria. In small samples all equally weighted and overall information criteria as well as the regime weighted SIC and WIC select the SETAR model. This might be due to the fact that SETAR models have a smaller penalty term since the transition parameter γ does not have to be estimated. Hence, this spurious behavior can be interpreted as some kind of underfitting. The regime weighted versions of AIC and AICc prefer LSTAR models, even if the true DGP is a SETAR model. In larger samples the information criteria select the true model class. Again, the transition parameter γ is a key factor of the performance. For large values of γ the LSTAR model becomes a SETAR model. Then, it is impossible to distinguish these two model classes. The information criteria tend to favor the SETAR model in these cases, since the penalty term is smaller due to the missing transition parameter. For smaller values of γ the performance of the information criteria improves and especially for larger samples the differentiation between the different types of transition functions is reliable. Although in some cases a wrong model class is selected, the lag order coincides with the one preferred if only the correct model class is considered.
Finally, linear models are included into the collection of models. Then, the problem of distinguishing between linear and nonlinear models becomes relevant again. As already shown, weighted versions of AIC and AICc cannot detect linearity. SIC and WIC tend to favor linear models although the model is nonlinear. This is especially a problem in small samples. The equally weighted and the overall versions of the information criteria often select the SETAR models. However, as already mentioned earlier, the performance improves with an increasing sample size. Regime weighted AIC and AICc spuriously select LSTAR models. Lag order selection works well. Even if the correct model class is not selected, the lag order combination corresponds to the artificial case with the correct model class. Table 3 : Selection frequencies of the information criteria: ESTAR vs. LSTAR models for LSTAR(2,2) DGP with γ = 1.
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In order to correctly determine the form of the transition function, equally weighted and overall SIC and WIC should be applied. In small samples also AIC( 2 σ ) and AICc( 2 σ ) can be used. However, it should be kept in mind that the results are not very reliable in small samples.
Discriminating regimes
Finally, we evaluate whether the information criteria can also be used to select the number of regimes. In this paragraph we only consider SETAR models with two or three regimes (cf. Clements and Krolzig 1998; Gonzalo and Pitarakis 2002; Hamaker 2009 ) and reduce the maximum lag order to two, which yields eight lag order combinations for the three regime model. Furthermore, we also change the grid for thresholds. In this simulation study the grid consists of all quantiles from the 10% to the 90% quantile of y t . Although this grid might be rough, we choose it because it guarantees that even if two consecutive grid points are chosen as thresholds, there will lie 10% of the observations in the middle regime. The estimation procedure of the thresholds is the sequential approach from Gonzalo and Pitarakis (2002) . We consider the 1-step and the 2-step approach, i.e. we estimate the first threshold and given this threshold the second threshold. In the 1-step approach we keep these two estimates. In contrast, in the 2-step approach the first threshold is reestimated given the second threshold and finally the second threshold is reestimated given the refined first threshold (cf. Gonzalo and Pitarakis 2002) . For the three regime SETAR models the number of additional parameters increases to three (two thresholds, one delay parameter). Gonzalo and Pitarakis (2002) do not account for the number of thresholds in the penalty term, whereas Liu, Wu, and Zidek (1997) incorporate thresholds as additional parameters into the penalty term. Hamaker (2009) uses one criterion which accounts for additional parameters. Table 5 presents the selection frequencies of the information criteria if the true model is an AR(2) process and the 1-step approach is applied. The corresponding results for the 2-step approach can be found in the Supplementary Material. The weighted versions of the 1-step approach lead to more correct selections of the AR(2) model than the weighted criteria of the 2-step approach. The weighted versions of AIC and AICc never select the true model, but versions of SIC and WIC detect the linearity. The corresponding information criteria of the 2-step algorithm prefer a three regime SETAR model. Both approaches work well if the overall information criteria are applied. Then, the 2-step approach is even slightly superior. For the 1-step approach the selection frequencies of the true model vary between 0.492 for the overall ÂIC( ) σ and 0.826 for the overall ŴIC( ) σ in the small sample. In the large sample the selection frequencies further increase to 0.695 for the overall ÂIC( ) σ and 1 for overall SIC and WIC. In Table 6 the results for the SETAR(1,1) process are tabulated. In small samples weighted versions of SIC and WIC and the overall information criteria of the 1-step approach favor the linear models, whereas the respective versions of AIC and AICc favor the SETAR(1,1,1). For the 2-step approach equally weighted and overall SIC and WIC select the linear model. The other criteria prefer the SETAR (1,1,1) . With an increasing sample size the weighted versions of SIC and WIC and all overall information criteria select the correct model when the 1-step approach is applied. For the 2-step approach only the overall criteria favor the correct model. The other versions prefer the SETAR(1,1,1). Table 5 : Selection frequencies of the equally weighted information criteria: AR vs. SETAR(2; ·,·) vs. SETAR(3; ·,·,·) models for AR(2) DGP (1-step Estimation).
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AR ( Bold numbers mark the models with the highest selection frequency for the respective criteria.
In the Supplementary Material the results for the SETAR(2,2,2) model can be found. Even in a small sample all versions of information criteria identify the correct model when the 1-step algorithm is applied. In large samples the selection frequencies converge towards 1. In case of the 2-step approach the weighted versions select the correct model class though not the correct lag order combination when the sample size is small. For a larger sample the correct model is selected. The overall information criteria favor a two regime SETAR model in small samples and an underfitted three regime SETAR model in the larger sample.
Taking into account all these results, we cannot find one superior approach. In general, we would expect the 2-step algorithm to outperform the 1-step approach. However, this is not always case, which is probably due to the grid. Li (1988) points out that the choice of the grid has an effect on the threshold estimates. Thus, a finer grid might improve the results, but the computational effort would increase enormously. This problem may be solved by applying a 2-step grid search algorithm. In the first step a rough grid is used to find a first threshold estimate. In the second step, a finer grid is built around this point and the estimate is refined. As a result, it would be unnecessary to do a global fine grid search. Instead, the computational effort would only increase locally.
Generally, information criteria can be used to distinguish between SETAR models with a different number of regimes. In particular the overall criteria perform well but in small samples there is the possibility of underfitting, especially for SIC and WIC. Therefore, we recommend to apply overall AIC( 2 σ ) and AICc( 2 σ ) or equally weighted SIC and WIC in small samples. In large samples equally weighted and overall SIC and WIC should be used.
However, since the computational effort of estimating nonlinear models with more than two regimes is rather high, Gonzalo and Pitarakis (2002) recommend first to use a collection of models consisting only of linear and two regime models. If the information criteria select the nonlinear model, in a second step the two regime models and the three regime models are evaluated. If in contrast the linear model is preferred, it is not necessary to estimate the three regime models. Thus, model selection can be understood as an iterative process. Figure 5 illustrates the steps of the model selection approach and the respective information criteria which should be applied.
Conclusion
In this paper we evaluate the performance of different information criteria for simultaneous lag order and model class selection of nonlinear models. We focus on SETAR and STAR models due to the fact that they Table 6 : Selection frequencies of the information criteria: AR vs. SETAR(2; ·,·) vs. SETAR(3; ·,·,·) models for SETAR(1,1) DGP (1-step Estimation).
100 1000 100 1000 100 1000 100 1000 100 1000 100 1000 100 1000 100 1000 have a similar switching mechanism and are frequently applied. Our set of information criteria consists of the commonly known criteria AIC, SIC and AICc. Furthermore, we also apply WIC which is supposed to perform well independent of the sample size. All in all, we consider 24 different information criteria with varying penalty terms, error term variance estimators and regime weightings. Our aim is to identify one or more criteria that can be used to select a best fitting model among different nonlinear model classes. Strictly speaking, information criteria cannot be employed in order to select between different model classes, because they are developed under the assumption that all models under consideration belong to the same parametric family (cf. Kapetanios 2001) . Nevertheless, this approach can be a valuable alternative to linearity tests since it does not depend on a (possibly misspecified) lag order estimate under the assumption of linearity and will lead to a definite model choice.
Our results show that the information criteria perform well in general. However, there are some key factors that seriously influence the performance of the criteria: the sample size, the identifiability of the true model, the distance between regimes, and the shape of the transition functions. In small samples some criteria adopt a spurious behavior. Especially overall SIC and WIC tend to select a simple model. Depending on the collection of models, this results in underfitting, the selection of linear models, although the true model is nonlinear, or a model with fewer additional parameters. In large samples the information criteria perform well. The identifiability of the true model influences the lag order selection. If the largest lag has only a minor influence, the model is weakly identifiable (cf. McQuarrie, Shumway, and Tsai 1997) and underfitting occurs. Hence, underfitting is not necessarily a drawback of the information criteria but is due to the true DGP. The distance between regimes concerns the identifiability as well. If the regimes are very similar, a simpler model will be preferred. Especially in small samples the selection frequencies of the correct model are quite low. Asymptotically there are only few incorrect selections. The distance of regimes plays an important role for the discrimination between linear and nonlinear models. We have shown that weighted versions of AIC and AICc cannot detect linearity and therefore, should not be applied, if linear models are among the collection of models, since they spuriously point to the nonlinear model (cf. also Gonzalo and Pitarakis 2002; Pitarakis 2006) . Finally, the shape of the transition functions of STAR models depends on the transition parameter γ. For small values both STAR models converge to AR models, whereas for large values the LSTAR model converges to a SETAR model and the ESTAR model reduces to a linear model. In these extreme cases it is difficult to distinguish the different model types. Due to the smaller penalties AR and SETAR models will be preferred to STAR models. Again a large sample size facilitates the selection process. For a larger number of observations, the differentiation of the type of transition function becomes more reliable (cf. also Psaradakis et al. 2009 ). The selection of the lag order combination does not suffer from misspecified model classes. Instead, it corresponds to the one selected if only the true model class is considered. To conclude, we have shown that the regime weighted information criteria are outperformed by their equally weighted and overall counterparts independent of the dominance of the regimes and thus should not be applied. If the collection of models includes linear models, the weighted versions of AIC and AICc will spuriously point to the nonlinear model. So, other criteria should be preferred. Finally, the probability of overfitting of AIC and AICc can be reduced by employing the unbiased variance estimator. Table 7 briefly summarizes which information criteria should be employed in small samples depending on the aim of application. In large samples the equally weighted and overall SIC and WIC perform well in all application areas.
It should be kept in mind that the discrimination of the transition function is not very reliable in small samples (cf. also Psaradakis et al. 2009 ).
Although there are some criteria performing better in certain situations, we cannot generally advise the use of one single information criterion. Instead, several criteria should be applied in order to balance the individual strengths and weaknesses, like the tendency to over-or underfit. However, our results show that the performance of the information criteria is not deteriorated if model specific parameters like threshold, delay or transition parameters are unknown and have to be estimated. Hence, the application of information criteria to empirical data in order to identify the best fitting model is an alternative approach to linearity tests. Number of regimes Overall AIC( σ 2 ), AICc( σ 2 ) and equally weighted SIC, WIC
