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Abstract
In low-rank approximation, an important method is to truncate the singular value decomposi-
tion (SVD) of a matrix A to obtain a low-rank matrix Â, which approximates A in the sense that
A− Â has small norm. However, in many applications like graph regularity, CUR decomposition,
approximation algorithms, spectral sparsifiers, etc., one needs additional structure on Â: not only
is it low rank, but it must specifically be a linear combination of rank one matrices vwT taken
from a restricted domain of vector pairs P = {vwT }.
We propose a new method for achieving such an approximation, which we call the Projection
Value Decomposition (PVD). The PVD implies a nonlinear generalization of low-rank approxima-
tion by the SVD: its truncations automatically give this stronger form for Â, in exchange for only
controlling the operator norm of A−Â over vector pairs from P . We then apply this approximation
theorem to the area of sparse graph regularity, gaining a unified proof of the Szemere´di regularity
lemma, the weak regularity lemma of Frieze and Kannan, and many various extensions and new
regularity lemmas for well-studied classes of sparse graphs. As applications we prove PTASes for
MAX-CUT, MAX-BISECTION, MIN-BISECTION, and MAX-CSP for new expanded classes of
input graphs (none of these problems admits a PTAS in the general case).
Beyond this we show extensions of the PVD to tensors and we show additional applications to
CUR decomposition (with non-standard approximation guarantees).
∗Supported in part by NSF awards CCF-1717349, DMS-183932 and CCF-1909756.
{gregory.bodwin,vempala}@cc.gatech.edu.
1 Introduction
Matrix decompositions are, broadly speaking, methods to write a matrix as a linear combination of
rank one matrices in ways that reveal something about its structure. Probably the most important
example is the Singular Value Decomposition (SVD), where for a matrix A we write
A = σ1v1w
T
1 + · · ·+ σnvnwTn ,
greedily choosing singular values {σi} and singular vector pairs {(vi, wi)} to capture the most possible
of the remaining mass of A. A fundamental fact about the SVD is that its truncations give the best
possible low-rank approximations of A. More specifically, we have the following control on operator
(spectral) norm:
Theorem 1 (SVD Approximation). For any matrix A and nonnegative integer r, there is a rank r
matrix Â satisfying ∥∥∥A− Â∥∥∥
2
≤ ‖Λ
(r)‖2√
r + 1
≤ ‖A‖F√
r + 1
where Λ(r) denotes the leading r singular values. (Specifically, Â is the truncation of the SVD at the
first r terms.)
Theorem 1 has direct applications to Principal Component Analysis (PCA), image processing,
clustering, machine learning, and so on (see books [7, 29]). However, in other applications, one needs
more structure on the approximating matrix Â than what is offered by Theorem 1: Â must be not just
low-rank, but also expressible as a linear combination of a small number of rank one matrices vwT
from a certain restricted domain of vector pairs P = {(v, w)}. To give some examples:
• In PCA, the goal is essentially to find a low-rank matrix Â that approximates a data set A. It
is often useful to require that Â is made not from outer products of arbitrary vectors, but only
those that can be directly interpreted as data [37, 18].
• In graph regularity and graph limits, the goal is essentially to partition the nodes of a graph into
a few parts, so that the statistics of graph cuts between any two parts are similar to that of a
random graph [45, 21, 2, 35, 44]. This corresponds to approximating the adjacency matrix A
with a matrix Â that is a linear combination of a few outer products of binary (“cut”) vectors
[44, 46].
• In CUR decomposition, the goal is to approximate a matrix A with a matrix Â = CUR where
C,R are small subsets of the columns, rows from A [17, 15, 19, 38, 30, 28]. This is roughly the
same as requiring that Â is a linear combination of a few matrices crT where c, r is a single
column, row from A.
• In spectral sparsification, given a graph G, the goal is to find a sparse reweighted subgraph
H so that the Laplacian matrix LH approximates the Laplacian matrix LG [43, 6]. This is
equivalent to approximating LG with a matrix LH = L̂G made from a linear combination of
outer products of edge boundary vectors (i.e. for an edge (u, v), the corresponding boundary
vector has xu = 1, xv = −1, and xi/∈{u,v} = 0).
Most existing methods for these problems can be described broadly as “SVD-and-round:” one either
tries to round the vectors of an SVD truncation like Theorem 1 to the appropriate form (e.g., [44, 46]),
or one does a probabilistic version of this such as leverage score sampling, where each potential vwT
matrix is randomly included according to its spectral significance (e.g., [43, 16] and references within,
among many others).
The other less common approach to these problems is to develop alternate matrix decompositions,
beside the SVD, that project A directly onto the rank one matrices of interest. Thus the truncations Â
automatically fit the desired form for A, but one is not guaranteed all the structure of the SVD. This
approach was first used in a seminal paper of Frieze and Kannan with applications to graph regularity
[21], and later Lova´sz and Szegedy proved a highly generalized version of this decomposition [36] (c.f.
Lemma 4.1). This work continues these ideas by introducing a new matrix decomposition that we call
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the projection value decomposition (PVD). From a technical standpoint, the PVD is similar in flavor
to [21, 36], but conceptually it contains a few new points of flexibility that unlock applications to the
above domains. To state our approximation theorem and its consequences more concretely, we will
first describe the PVD itself.
1.1 The Projection Value Decomposition
Relative to a unit domain (set of pairs of unit vectors) P , the PVD of a matrix A ∈ Rm×n is obtained
by the following greedy process, which we describe more formally in Section 1.1. In each step we choose
the pair (v, w) ∈ P maximizing the quantity vTAw and then we remove the largest (in Frobenius norm)
component of A that can be expressed as a linear combination of the matrices {vwT }, for all pairs
(v, w) chosen so far. The projection values {σi} are the Frobenius norms of the removed components.
Viewing P as a restricted domain, it is natural to consider two matrices equivalent if they have the
same products on pairs from P , in which case we can view this method as a matrix decomposition
(the PVD):
A =
mn∑
i=1
ΠP (i) (A)−ΠP (i−1) (A) ,
where ΠP (i) (A) is the projection of A onto the span of the rank 1 matrices from the first i pairs in
the “greedy” ordering of P sketched above. The PVD shares a few useful properties with the SVD:
mainly, the summed matrices are pairwise orthogonal in Frobenius inner product (and thus the sum
of squares of projection values is the Frobenius norm of the matrix), and the projection values control
the operator norm on P of the remaining terms in the sum. Together, these facts imply the following
new approximation theorem:
Theorem 2 (PVD Approximation). For any matrix A, nonnegative integer r, and unit domain P ,
there is a matrix Â that is a linear combination of r matrices of the form vwT , (v, w) ∈ P , satisfying∥∥∥A− Â∥∥∥
P
≤ ‖ς
(r+1)‖2√
r + 1
≤ ‖A‖F√
r + 1
where ς(r+1) denotes the leading r projection values and ‖·‖P denotes the operator norm over pairs
from P , max(v,w)∈P
∣∣∣vT (A− Â)w∣∣∣. (Specifically, Â is the truncation of the PVD at the first r terms.)
Theorem 2 also extends naturally to tensors; see Theorem 14. There are three useful differences
between Theorem 2 and comparable matrix approximations in prior work [21, 36]:
• First, the PVD is amenable to any inner product : that is, given a matrix A ∈ Rm×n and inner
product(s) 〈·, ·〉 over Rm,Rn (not necessarily the standard Euclidean ones), one can run the
PVD over a domain P holding unit vectors from these inner product spaces. The use of a non-
standard inner product space changes the meaning of ‖ · ‖F (see Section 2.3 for details), but not
the meaning of ‖ · ‖P except for the renormalization of the vectors from P . This provides a more
flexible way to control the operator norm over P that will be used centrally in our applications
(e.g., as compared to [36], where the left-hand side of the approximation changes more seriously
with respect to alternate inner products).
• The second difference is mostly conceptual: by making the PVD an explicit matrix decomposition
and defining projection values, we are able to use the inequality∥∥∥A− Â∥∥∥
P
≤ ‖ς
(r+1)‖2√
r + 1
.
As we shall see shortly, it is often significantly more powerful to be able to control ‖·‖P using
only the leading projection values, rather than the entire Frobenius norm of the matrix as in
[21, 36].
• Finally, the PVD seems to have better algorithmic properties than the decomposition implied
by [36]. The difference is that the PVD selects the pair (v, w) ∈ P maximizing vT
(
A− Â
)
w
2
in each round, whereas [36] selects the pair (v, w) capturing the most remaining mass of the
matrix, as measured by Frobenius norm. For the case where P holds normalized binary (“cut”)
vectors, used in graph regularity, the former is algorithmic but the latter may not be. The PVD
is exactly computable in polynomial time by a simple LP-rounding algorithm of Charikar [10]
(we extend this to work with alternate inner products in Appendix A), but we are not aware
of an algorithm that finds the cut vectors capturing the most Frobenius mass. The PVD may
also have a slight algorithmic advantage over the approach in [21]: these methods typically try
to solve MAX-CUT on the matrix A in each round [23, 1], which is NP-hard but approximable
to a constant factor by a nice semidefinite-programming-based algorithm of Alon and Naor [4]
(or, due to Frieze and Kannan [21], by faster methods for dense graphs on Ω(n2) edges).
Our best applications of Theorem 2 are to graph regularity, where the “restricted domain” view
of the unit domain P is indeed natural (here P holds pairs of normalized binary vectors, called “cut”
vectors in this context). We will survey our applications to this area shortly, but for now, we will just
point out that the following key lemma of [21] emerges as an immediate corollary of Theorem 2.
Corollary 3 (Cut Decomposition [21]). For any unweighted n-node graph with adjacency matrix A
and ε > 0, there is Â that is a sum of O(ε−2) cut matrices (i.e., scaled outer products of cut vectors)
such that ∥∥∥A− Â∥∥∥

= O
(
εn2
)
where ‖·‖

denotes the max cut value of the matrix, i.e., magnitude of the sum of entries on any S×T
block.
Proof. Apply Theorem 2 with P as pairs of unit-normalized cut vectors and r = ⌈ε−2⌉, and notice
that ‖A‖F ≤ n and
∥∥∥A− Â∥∥∥

≤ n
∥∥∥A− Â∥∥∥
P
.
For CUR decomposition and PCA, the restricted domain view is reasonable but non-standard. For
example, most papers on CUR decomposition give comparisons of the form
‖A− CUR‖F ≈
∥∥∥A− Â∥∥∥
F
,
where CUR is the matrix obtained from CUR decomposition and Â is the matrix of the same rank
that would be obtained from a truncated SVD. Instead, we get the following, which illustrates the
power of using a pair set.
Corollary 4 (Non-Standard CUR Decomposition). For any A ∈ Rm×n and ε > 0, there is Â that is
a linear combination of O(ε−2) matrices of the form crT , where c, r are a column, row from A, such
that
cT
‖c‖
(
A− Â
) r
‖r‖ ≤ ε ‖A‖F .
for any column, row c, r of A.
This is a new kind of approximation guarantee, which is not directly comparable to the other results
in the literature. To motivate Corollary 4, the usual idea behind CUR decomposition is to measure
self-expressiveness of data: viewing A as a data matrix, it is often more meaningful to project A into
a basis of data points from A, rather than the abstract spectral basis whose singular vectors may
not have any real-world interpretation (this point is discussed thoroughly e.g. in [38, 28]). By similar
logic, it seems reasonable to measure similarity between A and the approximating matrix Â by their
products with the data from A only, as in Corollary 4.
For spectral sparsifiers, SVD-and-round methods are currently preferable to decomposition meth-
ods. Given a graph G, by applying Theorem 2 in the inner product space 〈x, y〉 := xTLGy, we can
prove the existence of a reweighted subgraph H on O(nε−2) edges satisfying
xTLHx ∈ (1± ε)xTLGx
for any edge indicator vector x. In [6], following [43], the authors prove the same result over all vectors
x, which is strictly stronger. It remains an interesting future direction to extend the decomposition
framework enough to prove the stronger theorem.
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1.2 Applications to Sparse Graph Regularity
The PVD serves as a tool to unify existing regularity lemmas and develop new ones. We begin with a
brief introduction to regularity.
In graph regularity, the goal is roughly to partition the nodes of a graph G = (V,E) into a few
parts so that the graph looks like a random bipartite graph between any pair of parts. The area was
pioneered by a classic lemma of Szemere´di [45], which guarantees the existence of a good partition for
any sufficiently dense input graph. This Szemere´di regularity lemma has many deep algorithmic and
combinatorial applications [33]. It has also spawned a line of work on regularity lemmas themselves;
notable examples include the weak regularity lemma of Frieze and Kannan [21] and the strong regularity
lemma of Alon, Fischer, Krivelevich and Szegedy [2], among others. These lie at the center of a deep
mathematical theory of graph limits [3, 35].
More formally, let Π = {V1, . . . , Vq} be a vertex partition of an unweighted graph G with adjacency
matrix A, and let A(S, T ) denote the sum of entries on its S × T block. We define two measures of
“irregularity,” which are essentially two different ways to quantify the amount the induced subgraphs
between parts in Π look like random graphs:
weakirr(Π) := min
Â
max
S,T⊆V
∣∣∣A(S, T )− Â(S, T )∣∣∣ ,
sze´mirr(Π) := min
Â
∑
Vi,Vj∈Π
max
S⊆Vi,T⊆Vj
∣∣∣A(S, T )− Â(S, T )∣∣∣ ,
where in both Â ranges over the matrices that are constant in their Vi×Vj block for each Vi, Vj ∈ Π.1
Corresponding to these are two regularity lemmas:
Theorem 5 (Weak Regularity Lemma [21]). For any ε > 0 and n-node graph G = (V,E), there is a
partition of V into |Π| = exp(ε−2) parts satisfying weakirr(Π) = O(εn2).
Theorem 6 (Szemere´di Regularity Lemma [45, 36]). For any ε > 0 and n-node graph G = (V,E),
there is a vertex partition Π into |Π| = tower(ε−2) parts2 satisfying sze´mirr(Π) = O(εn2).
Szemere´di irregularity of a partition always upper bounds weak irregularity, and indeed there are
applications (e.g., subgraph counting and certain approximation algorithms, among others [1, 33])
where a control on Szemere´di-type irregularity is required. Both measures are always upper bounded
by |E|. Thus, the given irregularity controls of O(εn2) in Theorems 5 and 6 are nontrivial only when
|E| is basically quadratic in n (say, |E| ≥ n2−o(1)) to begin with. A version that is nontrivial for
sparser graphs would need an improved irregularity control of O(ε|E|); a result of this type is called
a sparse regularity lemma. Sparse regularity lemmas are not possible for all input graphs [24, 20, 39],
but they can be proved for certain special types of input graphs. We next discuss some of these graph
classes.
Definition 1 (Lp Upper Regularity, rephrased from [8, 9]). An n-node graph G = (V,E) is (η, C)
upper Lp regular if, for any vertex partition Π = {Vi}qi=1 into q ≤ η−1 parts, we have ∑
Vi,Vj∈Π
( |Vi||Vj |
n2
)(
e(Vi, Vj)
|Vi||Vj |
)p1/p ≤ C |E|
n2
.
A theory of graph limits for Lp upper regular graphs was developed in a pair of twin papers by Borgs,
Chayes, Cohn, and Zhao [8, 9]. The initial work on the subject specifically concerned p = ∞ (which
amends the above “Lp norm” of densities between parts with a max in the usual way) by Kohayakawa
[32] and Ro¨dl [41], and later by Coja-Oghlan et al. [12], under the name boundedness. A related
“degree-normalized” version of L∞ upper regularity was studied in [1] (also called boundedness), and
a certain “normalized” Szemere´di-type regularity lemma was given, which differs somewhat from the
1For weakirr, this definition is slightly nonstandard, in that some definitions additionally require Â to take the
average value of A on each Vi×Vj block even if this is not the way to minimize the global difference in cuts. For sze´mirr
we have rephrased the definition similarly, but it is not hard to prove that it differs by at most a constant factor from
the version with this “averaging” constraint.
2Recall that tower(x) = 22
2...
with total height x.
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Graph
Class
Sparse
Szemere´di
Regularity?
Sparse
Weak
Regularity?
Dense
(Ω(n2) edges)
X [45] X [21]
L∞ Upper
Regular
X [32, 41] X [32, 41]
Lp Upper
Regular
XX X [8, 9]
Low Threshold
Rank
XX X [23]
Core
Dense
XX X [29]
Table 1: Sparse regularity lemmas for various graph classes in prior work are indicated with checkmarks.
Our main application gives a unified proof that every possible entry in this table is attainable, thus
recovering all checkmarks and proving the double checkmarks as new results.
usual form. Upper L∞ regular graphs include the notable special case of jumbled graphs [47, 48, 11, 34],
which in turn include (n, d, λ) graphs ; these cases are studied in particular because they enjoy some
expanded applications over the general case [22, 14]. Various sparse regularity lemmas have been
proved for these graphs; see Table 1. Beside this theory, there is another line of sparse regularity
lemmas for different spectrally-motivated classes of input graphs. These include the following.
Definition 2 (Threshold Rank [5, 25, 26, 27, 23]). For a graph G, let A be its adjacency matrix, D its
diagonal matrix of node degrees, and A = D−1/2AD−1/2 its normalized adjacency matrix. For ε > 0,
the ε threshold rank of G is
tε(G) :=
∑
λ an eigenvalue of A,λ>ε
λ2.
We say that G has low ε-threshold rank if tε(G) = O(1).
Definition 3 (Core Strength [29]). The core strength of a graph G with adjacency matrix A and
diagonal degree matrix D is the quantity∑
i,j
Aij
(deg(i) + d)(deg(j) + d)
where d is the average node degree. We say that G is core dense if its core strength is O(1).
Core density also has a natural extension to tensors; we refer to [29] for details. Some weak
regularity lemmas are known for these graphs, which can again be found in Table 1.
Our contribution is to show that the PVD gives a unifying framework that allows one to prove
all these types of sparse regularity lemmas for all these types of input graphs simultaneously. In the
sequel, a cut vector is a nonzero vector with 0/1 entries. First we define a new class of graphs:
Definition 4 (Cut Pseudorandomness). A graph G = (V,E) is r cut pseudorandom if there exists a
diagonal inner product 〈·, ·〉 over Rn (not necessarily the standard Euclidean one) such that∥∥∥ς(r)∥∥∥
2
= O
( |E|
〈1, 1〉D
)
where a diagonal inner product is one of the form 〈x, y〉D := xTDy for a diagonal matrix D with
nonnegative entries, 1 denotes the vector with all 1 entries, and ς(r) is the leading r projection values
under the given inner product with respect to the domain of normalized cut vectors (by the norm
associated to the chosen inner product).
The point of cut pseudorandomness is that it simultaneously captures all of the graph classes
mentioned previously:
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Theorem 7 (See Section 3.1 for more detail). All of the following graph classes are r cut pseudoran-
dom: dense graphs, Lp upper η-regular (for some r = r(η, p)), graphs of low ε-threshold rank (for some
r = r(ε)), and core dense graphs (for any r).
Next, building on the analytic approach to regularity lemmas developed in [44, 20, 46], we prove:
Theorem 8 (Main Application).
• Any graph that is r = O(ε−2) cut pseudorandom has a sparse weak regularity lemma (i.e.,
Theorem 5 with weakirr(Π) = O(ε|E|)).
• Any graph that is r = tower(O(ε−2)) cut pseudorandom has a sparse Szemere´di regularity lemma
(i.e., Theorem 6 with sze´mirr(Π) = O(ε|E|)).
This is a one-shot proof that all previously-mentioned graph classes have weak and Szemere´di-type
regularity lemmas, giving all possible entries in Table 1 as corollaries, some of which are new. These
results extend naturally to graphs with positive edge weights, but we leave these details to the body
of the paper. We further prove that Theorem 8 and its corollaries are all algorithmic, in the sense that
vertex partitions implementing Theorem 8 can be computed for any n-node input graph in poly(n)
time.
As a final note on prior work, we mention that there is another important type of sparse “approxi-
mate” regularity lemma that we do not cover here. An approximate regularity lemma is one where we
are allowed to change some parts of the input graph before finding a partition with good irregularity.
Scott [42] proved an approximate sparse Szemere´di-type regularity lemma that holds for all sparse
graphs after deleting an ε fraction of vertices,3 and Moshkovitz and Shapira [40] proved a similar one
with exponentially improved partition size, after adding or deleting an ε fraction of the edges.
1.3 Algorithmic Applications
A key use of regularity lemmas and related theory is to provide approximation algorithms for NP-hard
problems that can be related in some way to graph cuts. The obvious example is MAX-CUT. It is
NP-Hard to find a MAX-CUT PTAS for general graphs [31], but an important consequence of the
weak regularity lemma of Frieze and Kannan [21] is that one can have a MAX-CUT PTAS that holds
for any n-node input graph on Ω(n2) edges. Roughly, the strategy is to use the regularity lemma to
turn the graph into a “simple” one, which is then easy to analyze.
A natural direction for followup work is to determine what other classes of graphs have a PTAS
for MAX-CUT. Oveis Gharan and Trevisan [23] gave an improved MAX-CUT PTAS for graphs of low
threshold rank, using a version of Corollary 3 and following prior PTASes in [5, 25, 26, 27]. Kannan and
Vempala [29] gave one for core dense graphs, which also generalizes to give a PTAS for MAX-k-CSP
for instances represented by a core dense tensor (for some natural higher-dimensional generalization of
the definition of core strength). We observe that our unified view of regularity extends these results,
and others, to broader graph classes.
Theorem 9. For any ε > 0 and any n-node unweighted graph G = (V,E) that is r = O(ε−2) cut
pseudorandom, one can solve any of the following problems in 2O˜(1/ε
3) + poly(n) time:
• MAX-CUT within ±ε|E| error,
• MAX-BISECTION within ±ε|E| error, and
• MIN-BISECTION within ±ε|E| error.
For example, this implies that Lp upper regular graphs have PTASes for all these problems, whereas
none was previously known. These results were all proved specifically for graphs of low threshold rank
in [23]. Their proof involves two steps: they prove Corollary 16 for graphs of low threshold rank,
and then they introduce some additional clever technical ideas to convert the approximation to an
3Szemere´di’s original regularity lemma had this phrasing, with an “exceptional set” of vertices that do not count
towards irregularity. In the case of dense input graphs on Ω(n2) edges, the contribution to irregularity of the exceptional
vertices can be controlled by a union bound, so this approximate regularity lemma is equivalent to a control on sze´mirr.
But for sparser graphs, approximate regularity lemmas vs. bounded sze´mirr are fundamentally different paradigms.
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algorithm. To prove Theorem 9, we simply observe that Corollary 16 holds more generally for cut
pseudorandom graphs. After this point, all the lifting is done by ideas from [23].
Similarly, the PTAS of [29] for core dense instances of MAX-CSP is achieved by combining a tensor
decomposition theorem with some additional algorithmic ideas. Our tensor PVD gives a shorter proof
of the tensor decomposition piece as a corollary. Combined with algorithmic ideas in [29], this gives:
Theorem 10 ([29]). Let ε > 0 and consider an instance of MAX-k-CSP represented by a tensor T .
If the tensor T is core-dense (see [29] for details of the extended definition), then there is a PTAS for
MAX-k-CSP on this instance.
It is likely that the PTAS holds for a broader class of input tensors, but we leave the necessary
tensor generalizations of cut pseudorandomness and related concepts as a direction for future work.
These results are all discussed in more detail in Section 5.
2 The Projection Value Decomposition
2.1 The Basic PVD
For a unit domain
P ⊆ {(v, w) ∈ Rm × Rn | ‖v‖ = ‖w‖ = 1} ,
we define the P -norm over matrices A ∈ Rm×n as
‖A‖P := max
(v,w)∈P
∣∣vTAw∣∣ .
For some choices of P this is technically only a seminorm since we can possibly have ‖A‖P = 0, A 6= 0,
but this is not important. The projection of A ∈ Rm×n onto P , written ΠP (A), is the projection of A
(as a vector in Rm×n) into the subspace
span
{
vwT | (v, w) ∈ P} ⊆ Rm×n.
Relative to an ordering of P , let P (j) denote the prefix of length j. We define the greedy ordering of
P inductively as follows: having determined P (j), the next element is
pj+1 := arg max
(v,w)∈P
∣∣vT (A−ΠP (j) (A))w∣∣
(with ties broken arbitrarily). In the following we will assume that all unit domains are greedily ordered
in this way, and thus we reference prefixes like P (j) directly. The projection values of A with respect
to P are
σj := ‖ΠP (j) (A)−ΠP (j−1) (A)‖F
for positive integers j. (Recall that ‖ ·‖F is the Frobenius norm, i.e., the sum of squares of the singular
values.) To phrase this as a matrix decomposition, we can write4
A =
mn∑
i=1
ΠP (i) (A)−ΠP (i−1) (A) ,
noting that the matrices in this sum are rank 1, pairwise orthogonal, and the ith one can be phrased as
a linear combination of outer products from the first i pairs in P . Since Rm×n is an mn-dimensional
space, only the first mn projection values can possibly be nonzero, so we stop this projection value
decomposition (PVD) at the firstmn terms and do not include the following zeroes. We now prove some
useful linear-algebraic facts about the PVD. In the following let P be a unit domain and A ∈ Rm×n
with projection values ς = (σ1, . . . , σmn), and again ς
(r) is a prefix of length r.
Lemma 11. ‖ς‖2 = ‖ΠP (A)‖F .
4This assumes A ∈ span{vwT | (v, w) ∈ P}, which is the case for all A, P used in this paper. Otherwise, we need
ΠP (A) on the left.
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Proof. We have:
‖ς‖22 =
mn∑
i=1
σ2i
=
mn∑
i=1
‖ΠP (j) (A)−ΠP (j−1) (A)‖2F .
These matrices are pairwise orthogonal (in Frobenius inner product). Thus we may continue
=
∥∥∥∥∥
mn∑
i=1
ΠP (j) (A)−ΠP (j−1) (A)
∥∥∥∥∥
2
F
= ‖ΠP (mn) (A)−ΠP (0) (A)‖2F
= ‖ΠP (A)‖2F .
Lemma 12. For all j, we have σj ≥ ‖A−ΠP (j−1) (A)‖P .
Proof. We compute:
‖A−ΠP (j−1) (A)‖P = max
(v,w)∈P
∣∣vT (A−ΠP (j−1) (A))w∣∣
= max
(v,w)∈P
∣∣vTΠP (j−1)∪{(v,w)} (A−ΠP (j−1) (A))w∣∣
= max
(v,w)∈P
∣∣vT (ΠP (j−1)∪{(v,w)} (A)−ΠP (j−1) (A))w∣∣
≤ max
(v,w)∈P
∥∥ΠP (j−1)∪{(v,w)} (A)−ΠP (j−1) (A)∥∥2
≤ max
(v,w)∈P
∥∥ΠP (j−1)∪{(v,w)} (A)−ΠP (j−1) (A)∥∥F
= σj .
Theorem 13. Let A ∈ Rm×n, let P be a unit domain, and let r be a nonnegative integer. Then there
is Â that is a linear combination of r rank one matrices of the form vwT , (v, w) ∈ P , satisfying∥∥∥A− Â∥∥∥
P
≤
∥∥ς(r+1)∥∥
2√
r + 1
≤ ‖A‖F√
r + 1
.
Proof. The latter inequality is immediate from Lemma 11. To prove the former, notice that some
index i ≤ r + 1 must satisfy σi ≤
∥∥ς(r+1)∥∥
2
/
√
r + 1, and so by Lemma 12 we have
‖A−ΠP (i−1) (A)‖P ≤ σi ≤
∥∥ς(r+1)∥∥
2√
r + 1
.
Thus Â := ΠP (i−1) (A) satisfies the lemma.
2.2 The PVD for Tensors
A tensor T ∈ Rn1×n2×...ns is an s-dimensional array. It is often of interest to decompose a tensor into
a small number of rank 1 tensors, i.e., outer products of vectors of the corresponding dimensionalities
T =
∑
i
αiu
1
i ⊗ u2i ⊗ . . .⊗ usi .
While there is no direct analog of SVD for tensors (e.g., one cannot generally have orthogonality of the
vectors u′ji ), we observe that the PVD extends naturally. For a tensor T as above, define its Frobenius
norm as
‖T ‖F =
√ ∑
i1,...,ir
T 2i1,...,is
8
and the s-form
T (x1, . . . , xs) =
n1,...,ns∑
i1,i2,...,is=1
Ti1,...,irx
1
i1 . . . x
r
is .
Then for a unit domain
P ⊆ {(x1, . . . , xs) ∈ Rn1 × . . .× Rns | ‖x1‖ = · · · = ‖xs‖ = 1} ,
we can define the P -norm of T as
‖T ‖P := max
(u1,...,us)∈P
∣∣T (u1, . . . , us)∣∣ .
The span of a set of tuples P is the span of the vector space of the rank 1 tensors formed by outer
products of each tuple in P , and the projection ΠP (T ) is again the projection to its span. Then,
analogous to matrices, for a given tensor T we can define an ordering on the elements of P by greedily
extracting rank 1 tensors with the highest P -norm. Letting pj be the j
th pair in the ordering, we
iteratively define
pj+1 := arg max
pj+1∈P
(
ΠP (j)∪{pj+1} (T )−ΠP (j) (T )
)
(pj+1) ,
the projection values are ς = (σ1, . . . , σn1n2...ns) where
σj := ‖ΠP (j) (T )−ΠP (j−1) (T )‖F ,
and we can write the PVD of T as
T =
n1n2...ns∑
i=1
ΠP (i) (T )−ΠP (i−1) (T ) .
Then following the above lemmas, which do not need any material changes in their proofs, we get:
Theorem 14. Let T ∈ Rn1×...×ns , let P be a unit domain, and let r be a nonnegative integer. Then
there is T̂ that is a linear combination of r rank one tensors formed by outer products of tuples from
P , satisfying ∥∥∥T − T̂∥∥∥
P
≤
∥∥ς(r+1)∥∥
2√
r + 1
≤ ‖T ‖F√
r + 1
.
2.3 The PVD Under Non-Euclidean Inner Products
The PVD can be executed in inner product spaces beside the standard Euclidean one 〈x, y〉 = xT y.
Recall that any vector inner product can be written in the form
〈x, y〉M = xTMy
for a positive definite matrix M . Let A ∈ Rm×n and let 〈·, ·〉M1 , 〈·, ·〉M2 be inner products in Rm,Rn,
defined by matricesM1,M2 respectively. The vectors in (x, y) ∈ P must then be unit vectors according
to the associated norms
‖x‖M1 = ‖y‖M2 = 1.
In the following, we will mostly consider matrices in Rn×n, in which case we only define one inner
product with the understanding that it is applied on both sides.
The proofs of Lemma 11 and 12 and Theorem 2 go through exactly as before, so long as one notes
that the meaning of spectral norm ‖ · ‖2 and Frobenius norm/inner product must be updated in the
natural way for the new inner product space. The spectral norm is simply the operator norm:
‖A‖2 = maxx,y
xTAy
‖x‖M1‖y‖M2
;
under the change of variables u =M
1/2
1 x, v =M
1/2
2 y we have
‖A‖2 = maxu,v
uTM
−1/2
1 AM
−1/2
2 u
‖u‖2‖v‖2 ,
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so this may be equivalently viewed as the top singular value of the matrix M
−1/2
1 AM
−1/2
2 , if desired.
Similarly, the new Frobenius inner product over matrices X,Y ∈ Rm×n is
〈X,Y 〉F = Tr
((
M
−1/2
1 XM
−1/2
2
)(
M
−1/2
1 YM
−1/2
2
)T)
,
which can thus be viewed as the “standard” Frobenius inner product of the matrices
M
−1/2
1 XM
−1/2
2 ,M
−1/2
1 YM
−1/2
2 ,
and the associated Frobenius norm ‖A‖F can be viewed as the 2-norm of singular values ofM−1/21 AM−1/22 .
Hence we still have ‖A‖F ≥ ‖A‖2.
3 Cut Pseudorandomness of Some Graph Classes
3.1 Cut Pseudorandomness
A cut vector is a nonzero vector with 0/1 entries, a cut matrix is constant on an S×T block and zero
elsewhere (i.e., it is the scaled outer product of two cut vectors), and the cut norm of a matrix A is
‖A‖

:= max
s,t cut vectors
∣∣sTAt∣∣ .
We will say cut PVD and cut projection values to mean that the underlying unit domain P is all pairs
of normalized cut vectors. This is all defined with respect to an inner product space 〈·, ·〉, which does
not change the meaning of the cut norm, but which changes the cut projection values (it also changes
the normalization of the cut vectors, and hence possibly the order in which they are selected by the
PVD). We will specifically use various diagonal inner products in the content to follow:
Definition 5 (Diagonal Inner Product). A diagonal inner product over Rn is one that can be written
in the form 〈x, y〉M = xTMy for some diagonal matrix M with nonnegative entries.
The restriction to diagonal inner products is just because we can prove that the cut PVD is
algorithmic specifically for diagonal inner products, and all of our applications happen to use diagonal
inner products so this is not really restrictive. We remark that our choice of underlying inner product
will not affect the statements of the regularity lemmas proved in the next section; it is just used to
analyze graph classes in this section.
Theorem 15. The cut PVD can be computed in polynomial time under any diagonal inner product.
Proof. Charikar [10] gave an LP that solves the problem under the standard Euclidean inner product;
we simply show that a natural extension of this LP extends solves the problem for diagonal inner
products. See Appendix A for details, which also contains a discussion of the dependence on runtime
of the inner product itself – this detail is a bit subtle, but not too important towards the content to
follow.
We will study cut pseudorandom graphs in this section. Recall from the introduction (Definition
4) that a graph is r cut pseudorandom if there exists a diagonal inner product 〈·, ·〉 such that, letting
ς be the corresponding cut projection values, we have∥∥∥ς(r)∥∥∥
2
= O
(‖A‖

〈1, 1〉
)
where 1 denotes the vector with all 1 entries. Cut pseudorandom graphs are useful because they are
broad enough to capture many previous pseudorandomness concepts for sparse graphs (as we will prove
shortly), but they are also narrow enough to imply associated regularity lemmas. To help motivate
the latter point, we have the following consequence:
Corollary 16 (PVD Cut Decomposition, based on [21]). For any ε > 0 and any r = O(ε−2) cut
pseudorandom graph with adjacency matrix A, there is Â that is the sum of r cut matrices such that∥∥∥A− Â∥∥∥

= O (ε ‖A‖

) .
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Proof. Let 〈·, ·〉 be a diagonal inner product that makes the graph cut pseudorandom. From Theorem
13, we have Â as described satisfying∥∥∥A− Â∥∥∥
P
= O
(
ε
∥∥∥ς(r)∥∥∥
2
)
,
and so, by definition of cut pseudorandomness, we have∥∥∥A− Â∥∥∥
P
= O
(
ε
‖A‖

〈1, 1〉
)
.
The corollary then follows by noticing that
∥∥∥A− Â∥∥∥
P
= max
s,t cut vectors
sT
(
A− Â
)
t
‖s‖‖t‖
≥ max
s,t cut vectors
sT
(
A− Â
)
t
‖1‖‖1‖ ‖1‖ ≥ ‖s‖, ‖t‖ for diagonal inner products
=
∥∥∥A− Â∥∥∥

〈1, 1〉 .
In the following, all graphs may have any nonnegative edge weights, and so we always have ‖A‖

=
1TA1.
3.2 Upper Regular Graphs
Definition 6 (Lp Upper Regularity [8, 9]). An n-node graph with adjacency matrix A is Lp upper
η-regular if, for any vertex partition Π = {Vi}qi=1 into q ≤ η−1 parts,5 we have ∑
Vi,Vj∈Π
|Vi||Vj |
n2
∣∣∣∣A(Vi, Vj)|Vi||Vj |
∣∣∣∣p
1/p = O(‖A‖
n2
)
,
where A(Vi, Vj) is the sum of entries on the Vi × Vj block.
Theorem 17. For any r, p > 1, there is η = 2Op(−r) such that any n-node graph that is Lp upper
η-regular is r cut pseudorandom.
Proof. We will prove cut pseudorandomness via the standard Euclidean inner product. Let us start
by considering the case p = 2. Let A be the adjacency matrix of G, and let
A =
n2∑
i=1
ΠP (i) (A)−ΠP (i−1) (A)
be the cut PVD under this inner product with cut projection values ς = {σi}. From Lemma 11 we
have ∥∥∥ς(r)∥∥∥2
2
= ‖ΠP (r) (A)‖2F .
Now, consider the vertex partition Π = {Vi} that is the common refinement of all cut vectors used in
P (r) (so |Π| = 2O(r)), and let Q be the set of pairs of cut vectors corresponding to parts in Π. Choose
η such that |Q| ≤ η−1. We clearly have
span
{
vwT | (v, w) ∈ P (r)
}
⊆ span{vwT | (v, w) ∈ Q}
5The inversion of η here is to maintain the parameter conventions of [8, 9]. Their definition requires every part in Π
to have size ≥ ηn; this definition is equivalent up to constant factors in η, since we can merge smaller parts and control
their contribution with a union bound.
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and hence ∥∥∥ς(r)∥∥∥2
2
≤ ‖ΠQ (A)‖2F .
Since ΠQ (A) is in the span of the matrices in Q, it is constant on each Vi × Vj block for Vi, Vj ∈ Q.
Let AVi,Vj denote the cut matrix that agrees with ΠQ (A) on the Vi × Vj block and is 0 elsewhere;
note that these matrices {AVi,Vj | Vi, Vj ∈ Q} sum to ΠQ (A) and are pairwise orthogonal in Frobenius
norm, and thus we continue
‖ΠQ (A)‖2F =
∑
Vi,Vj∈Q
∥∥AVi,Vj∥∥2F
=
∑
Vi,Vj∈Q
|Vi||Vj |
(
A(Vi, Vj)
|Vi||Vj |
)2
= n2 ·
∑
Vi,Vj∈Q
|Vi||Vj |
n2
(
A(Vi, Vj)
|Vi||Vj |
)2
= O
(
n2
(‖A‖

n2
)2)
G is L2 upper regular, |Q| ≤ η−1
= O
(
‖A‖2

n2
)
.
The lemma now follows (for p = 2) by taking the square root of both sides. It is observed in [8]
that Lp′>p upper regularity is a strictly stronger condition than Lp upper regularity, so this proof also
covers all p > 2. For 1 < p < 2, by Ho¨lder’s inequality a graph that is Lp upper η-regular is L2 upper
polyp(η)-regular, and the theorem follows.
3.3 Graphs of Low Core Strength and Threshold Rank
Here we let D be the diagonal (weighted) degree matrix of the graph being considered, i.e., if A is the
adjacency matrix then Dii := di =
∑
j Aij . Let d denote the average (weighted) node degree.
Definition 7 (Threshold Rank [5, 25, 26, 27, 23]). The ε-threshold rank of a graph with adjacency
matrix A is the quantity ∑
λ is an eigenvalue of D−1/2AD−1/2,λ>ε
λ2.
Definition 8 (Core Density [29]). The core density of a graph with adjacency matrix A is the quantity
∑
i,j
A2ij(
di + d
) (
dj + d
) .
We start with threshold rank:
Theorem 18. For any positive integer r, there is ε = O(r−1/2) such that any graph with ε-threshold
rank O(1) is r cut pseudorandom.
Proof. Let A be the adjacency matrix and let Λ = {λi} be the projection values of A in the inner
product space 〈x, y〉 = xTDy, where D is the diagonal matrix of node degrees, and the unit domain
is all pairs of unit vectors in Rn. Let ς the cut projection values in the same inner product space.
Notice that Λ majorizes ς , since its domain is a superset of the normalized cut vectors, and thus we
have ‖ς(r)‖2 ≤ ‖Λ(r)‖2. So it suffices to bound ‖Λ(r)‖2. Recall that Λ may be equivalently viewed as
the eigenvalues of D−1/2AD−1/2, so by hypothesis we have∑
λ∈Λ(r),λ>ε
λ2 = O (1) .
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By a union bound, we have ∑
λ∈Λ(r),λ≤ε
λ2 ≤ rε2 = O(1).
Thus, as long as we choose ε ≤ r−1/2, we have∥∥∥ς(r)∥∥∥
2
≤
∥∥∥Λ(r)∥∥∥
2
= O (1) .
Finally, appealing to the definition of cut pseudorandomness, we notice that
‖A‖

〈1, 1〉 =
1TA1
1TD1
= 1,
and hence the graph is r cut pseudorandom.
Theorem 19. Any graph with core density O(1) is r cut pseudorandom for any r.
Proof. Notice that core density is the same as ‖A‖2F under the inner product 〈x, y〉 := xT (D + dI)y.
From there, the proof is essentially the same as Theorem 18, although the union bound part of the
proof can be omitted since there is no thresholding involved in graphs of low core strength.
4 Applications to Graph Regularity
4.1 Sparse Weak Regularity Lemma
Definition 9 (Weak Irregularity [21]). For a graph with adjacency matrix A and a vertex partition
Π = {Vi}, we define For a graph with adjacency matrix A and vertex partition Π = {Vi}, we define
weakirr(Π) := min
Â
∥∥∥A− Â∥∥∥

,
where Â ranges over the matrices that are constant on their Vi × Vj block for each Vi, Vj ∈ Π.
Theorem 20. For any ε > 0, there is r = O
(
ε−2
)
such that for every r cut pseudorandom graph with
adjacency matrix A, there is a partition Π = {Vi}pi=1 of V into p = 2O(ε
−2) parts satisfying
weakirr(Π) = O (ε ‖A‖

) .
Proof. Apply Corollary 16 with r =
⌈
ε−2
⌉
, and so
Â = C1 + · · ·+ Cr,
where each Ci is a cut matrix and ∥∥∥A− Â∥∥∥

= O (ε ‖A‖

) .
Each Ci is the outer product of two cut vectors, each giving a bipartition of the dimensions [n]. Take
Π to be the common refinement of all bipartitions used in any Ci, which thus has size
p ≤ 22r ≤ 2O(ε−2),
and note that Â is constant on any Vi×Vj block for Vi, Vj ∈ Π, implying that weakirr(Π) = O (ε ‖A‖).
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4.2 Sparse Szemere´di Regularity Lemma
Definition 10 (Szemere´di Irregularity (implicit in [45], explicit in [36, 20])). For a graph with adja-
cency matrix A and vertex partition Π = {Vi}, we define
sze´mirr(Π) := min
Â
∑
Vi,Vj∈Π
max
S⊆Vi,T⊆Vj
∣∣∣A(S, T )− Â(S, T )∣∣∣ ,
where again Â ranges over the matrices that are constant on their Vi × Vj block for each Vi, Vj ∈ Π.
Theorem 21. For any ε > 0, there is r = tower(O(ε−2)) such that for every r cut pseudorandom
graph with adjacency matrix A, there is a vertex partition Π = {Vi}pi=1 into p = tower(O(ε−2)) parts
satisfying
sze´mirr(Π) = O(ε ‖A‖

).
Proof. This proof builds on an analytic approach to the Szemere´di regularity lemma that also appears
in [44, 36]. This particular exposition is influenced by [46]. Let q be an integer and let f an increasing
function, both of which we will choose later in the proof. Compute a cut PVD of A in the inner
product space that makes it cut pseudorandom. By the same argument as in Corollary 16, for any
given value of f(q), there is r ≤ f(q) and a matrix Â′, which is the truncation of the PVD at the first
r terms, such that ∥∥∥A− Â′∥∥∥

= O
(
‖A‖
√
f(q)
)
.
Additionally, let Â be the truncation of the PVD at the first min{q, r} terms. As before, Â is a linear
combination of q cut matrices, each of which defines two bipartitions of the vertices. Let Π be the
common refinement of these bipartitions, which thus has 2O(q) parts, so that Â is constant on each
Vi × Vj block where Vi, Vj ∈ Π. We then have
sze´mirr(Π) ≤
∑
Vi,Vj∈Π
max
S⊆Vi,T⊆Vj
∣∣∣A(S, T )− Â(S, T )∣∣∣
≤
∑
Vi,Vj
max
S,T
∣∣∣(A− Â′) (S, T )∣∣∣ (first term)
+
∑
Vi,Vj
max
S,T
∣∣∣(Â′ − Â) (S, T )∣∣∣ (second term).
We will now control these two terms separately.
The First Term. To control the first term, we leverage our freedom to choose f . We compute:
p∑
i,j=1
max
S⊆Vi,T⊆Vj
∣∣∣(A− Â′) (S, T )∣∣∣ ≤ 2O(q) ∥∥∥A− Â′∥∥∥

=
2O(q)
f(q)1/2
‖A‖

.
If we choose f to be an exponential function of the form f(q) = cq with a large enough base c, then
we have
2O(q)
f(q)1/2
≪ 1
2q
= o(ε),
so we have
p∑
i,j=1
max
S⊆Vi,T⊆Vj
∣∣∣(A− Â′) (S, T )∣∣∣ = o (ε ‖A‖) (first term control).
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The Second Term. To control the second term, we leverage our freedom to choose q. In the case
where r ≤ q, we notice that Â′ = Â and so this term is identically zero. So we will assume in the
following that r > q. Let f (i) denote the function f iterated i times, and so by the pigeonhole principle
there is 0 ≤ i < ε−2 satisfying∥∥Π
P f
(i+1)(0) (A)−ΠP f(i)(0) (A)
∥∥2
F
≤ ε2
∥∥∥Â′∥∥∥2
F
.
(Note these are the Frobenius norms/products with respect to the chosen inner product.) We set
q := f (i)(0) accordingly, and so the above inequality becomes∥∥∥Â′ − Â∥∥∥2
F
≤ ε2
∥∥∥Â′∥∥∥2
F
.
Now let D be the diagonal matrix used for the current inner product, and let Dii =: di.
∥∥∥Â′ − Â∥∥∥2
F
=
n∑
i,j=1
∣∣∣∣(Â′ − Â)ij
∣∣∣∣2
didj
≥
 n∑
i,j=1
didj
−1 n∑
i,j=1
∣∣∣∣(Â′ − Â)ij
∣∣∣∣
2 Cauchy-Schwarz Inequality
=
1
〈1, 1〉2
 n∑
i,j=1
∣∣∣∣(Â′ − Â)ij
∣∣∣∣
2
≥ 1〈1, 1〉2
 ∑
Vi,Vj∈Π
max
S⊆Vi,T⊆Vj
∣∣∣(Â′ − Â) (S, T )∣∣∣
2
and so, rearranging, we have∑
Vi,Vj∈Π
max
S⊆Vi,T⊆Vj
∣∣∣(Â′ − Â) (S, T )∣∣∣ = O (ε〈1, 1〉∥∥∥Â′∥∥∥
F
)
.
Finally, since A is r cut pseudorandom and Â′ is the truncation of the PVD at the first r terms, we
have ∥∥∥Â′∥∥∥
F
= O
(‖A‖

〈1, 1〉
)
.
Putting these together, we get∑
Vi,Vj∈Π
max
S⊆Vi,T⊆Vj
∣∣∣(Â′ − Â) (S, T )∣∣∣ = O (ε ‖A‖) (second term control).
The first control requires us to choose f to be exponential, and the second control sets q by O(ε−2)
iterations of f , leading to the claimed tower-type size in |Π| and r.
5 Algorithmic Applications
Here we will survey some of the algorithmic applications that arise from our new regularity lemmas.
First, from [23] (following [5, 25, 26, 27]), we have:
Theorem 22 ([23]). Let ε > 0 and let G = (V,E) be an unweighted n-node graph with adjacency
matrix A. Suppose that, in poly(n) time, one can compute Â that is a linear combination of O(ε−2)
cut matrices such that
∥∥∥A− Â∥∥∥

≤ ε|E|. Then in 2O˜(1/ε3) + poly(n) time, one can find any of:
• A MAX-CUT on G within ±ε|E| error,
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• A MAX-BISECTION on G within ±ε|E| error, and
• A MIN-BISECTION on G within ±ε|E| error.
Note that MAX-CUT, MAX-BISECTION, and MIN-BISECTION all have OPT = Θ(|E|), so this
algorithm is an efficient FPTAS. Theorem 22 is highly nontrivial; the proof includes a number of
detailed and clever technical ideas that we will not recap here. In [23], the authors observe that graphs
of low threshold rank satisfy the premises, and so they enjoy these approximation algorithms. We
observe that, more generally, by Corollary 16 the premises of Theorem 22 hold for all r = O(ε−2) cut
pseudorandom graphs. Hence we have:
Corollary 23. For any ε > 0 and any unweighted graph that is r = O(ε−2) cut pseudorandom
under any inner product (which thus includes all mentioned in this paper, with appropriate parameter
choices), one can compute MAX-CUT, MAX-BISECTION, and MIN-BISECTION with an efficient
FPTAS.
We next consider algorithms for MAX-k-CSP, which generalize MAX-CUT (in the sense that
MAX-CUT = MAX-2-CSP). In [29], the authors prove:
Theorem 24 ([29]). Let ε > 0 and consider an instance of MAX-k-CSP represented by a tensor T .
If the tensor T is core-dense (which is a natural higher-dimensional analog of Definition 8; see [29]
for details), then there is a PTAS for MAX-k-CSP on this instance.
The core of this proof is the following decomposition theorem:
Theorem 25 ([29]). For any ε > 0 and tensor T , there is a tensor T̂ that is a linear combination of
r = O(ε−2) rank one tensors satisfying ∥∥∥T − T̂∥∥∥
2
≤ ε ‖T ‖F .
We note that our tensor PVD approximation of Theorem 14 immediately implies 25, with a sig-
nificantly shorter proof. Thus it gives Theorem 24 as a corollary, combined with some additional
algorithmic ideas from [29]. It is very likely that the FPTAS is available for a broader class of tensors,
using the techniques shown in this paper for the case of matrices, but we will leave this possibility to
future work.
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A Cut Norm Maximization
Here, we prove that the cut PVD is computible in polynomial time under any diagonal inner product
〈x, y〉 = xTDy. This requires us to compute
max
S,T⊆[n]
sTAt√
〈s, s〉〈t, t〉 = maxS,T⊆[n]
sTAt√∑
i∈S
di
∑
j∈T
dj
in polynomial time for arbitrary matrices A, where s, t denote the cut vectors corresponding to S, T
and di := Dii. To this end, we prove:
Theorem 26. There is an algorithm that, given A ∈ Rn×n and nonnegative vector of integers d ∈ Zn,
returns S∗, T ∗ ⊆ [n] exactly solving
max
S,T⊆[n]
A(S, T )√∑
i∈S
di
∑
j∈T
dj
in time polynomial in n, the description length of A (number of bits) and
∑
i∈[n] di.
Proof. We verify that the proof of Charikar [10] works with slight extensions to edge and vertex
weights. Let c =
∑
i∈S di/
∑
j∈T dj and enumerate all possible values of c. For each value, consider
the following linear program.
max
∑
i,j∈[n]
xij
s.t.
xij ≤ Aijdisi, Aijdjtj for all i, j∑
i∈[n]
disi ≤
√
c
∑
j∈[n]
djtj ≤ 1√
c
First, take any two subsets S, T . Then for the LP solution we set
x =
√
c∑
i∈S di
=
1√
c
∑
j∈T dj
and xij = Aij · c, si = x, tj = x for i ∈ S, j ∈ T respectively, and all other variables to zero. Then,∑
ij
xij = (
∑
i∈S,j∈T
Aij) · x
=
A(S, T )√
c
∑
j∈T dj
=
A(S, T )√∑
i∈S di
∑
j∈T dj
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Thus the LP solution has value at least as large. n Now for the converse, take any solution to the LP.
We can assume that xij = min{Aijdisi, Aijdjtj}. Define the following subsets for any r ≥ 0
S(r) = {i ∈ [n] : disi ≥ r} T (r) = {j ∈ [n] : djtj ≥ r}
Also, let E(r) = {(i, j) : xij ≥ Aijr if Aij ≥ 0;xij ≤ Aijr if Aij < 0}. Then, (i, j) ∈ E(r) implies that
i ∈ S(r), j ∈ T (r). And since xij = minAijdisi, Aijdjtj , it follows that E(r) is precisely the set of
edges (i, j) between S(r) and T (r) with weights Aij .
Next, note that ∫ ∞
0
(
∑
i∈S(r)
di) dr =
∑
i∈[n]
disi ≤
√
c.
Similarly, ∫ ∞
0
(
∑
j∈T (r)
di) dr =
∑
j∈[n]
djtj ≤ 1√
c
.
Therefore, by Cauchy-Schwarz,
∫ ∞
0
√ ∑
i∈S(r)
di
∑
j∈T (r)
dj dr ≤
∫ ∞
0
∑
i∈S(r)
di dr
∫ ∞
0
∑
j∈T (r)
dj dr
1/2 ≤ 1.
Also, ∫ ∞
0
∑
ij∈E(r)
Aij dr =
∑
i,j
xij .
Therefore, if there is an LP solution of value v, then∫∞
0
∑
ij∈E(r) Aij dr∫∞
0
√∑
i∈S(r) di
∑
j∈T (r) dj dr
≥
∑
ij
xij ≥ v.
And hence there exists an r s.t. ∑
ij∈E(r)Aij√∑
i∈S(r) di
∑
j∈T (r) dj
≥ v
as claimed. Thus we can solve the problem using the LP, and then scanning for the best value of r.
Notice that the runtime of this algorithm really depends polynomially on the number of possible
values of 〈s,s〉〈t,t〉 where s, t range over cut vectors. Thus, when d holds integers, this number of possible
values depends polynomially on
∑
i∈[n] di, as claimed. This implies that one can compute the cut PVD
of unweighted graphs in polynomial time, at least with respect to all inner products of interest in this
paper.
One can relax all these conditions with the following observation. If a (1+ ε)-approximation to the
maximization problem suffices (for some fixed ε > 0), then one can bucket the range of possibilities
for 〈s,s〉〈t,t〉 into parts of multiplicative width (1 + ε), giving O
(
log(
∑
i∈[n] di)
)
total buckets and hence
logarithmic dependence on
∑
i∈[n] di. Indeed, for algorithmic purposes one can define an “approximate”
PVD by peeling off a pair (v, w) ∈ P that approximately maximizes vTAw up to a constant factor.
All relevant proofs still go through, at least up to constant factors, without needing any significant
changes.
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