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The Reidemeister torsion of high-dimensional long
knots from configuration space integrals
David Leturcq
Abstract
In a previous article, we gave a more flexible definition of an invariant
(Zk)k∈N\{0,1} of Bott, Cattaneo, and Rossi, which is a combination of inte-
grals over configuration spaces for long knots Rn →֒ Rn+2, for odd n ≥ 3.
This extended the definition of the invariant (Zk)k∈N\{0,1} to all long knots
in asymptotic homology Rn+2, for odd n ≥ 3. In this article, we obtain
a formula for Zk in terms of linking numbers of some cycles of a surface
bounded by the knot and we express the Reidemeister torsion of the knot
complement in terms of (Zk)k∈N\{0,1}, when n ≡ 1 mod 4.
1 Introduction
In [Bot96], Bott introduced an isotopy invariant Z2 of knots S
n →֒ Rn+2 in odd
dimensional Euclidean spaces. The invariant reads as a linear combination of
configuration space integrals associated to graphs by integrating some forms as-
sociated to the edges, which represent directions in Rn or in Rn+2. The involved
graphs have four vertices of two kinds, and four edges of two kinds.
This invariant was generalized to a whole family (Zk)k∈N\{0,1} of isotopy invari-
ants of long knots Rn →֒ Rn+2, for odd n ≥ 3, by Cattaneo and Rossi in [CR05] and
by Rossi in his thesis [Ros02]. The invariant Zk involves graphs with 2k vertices
of two kinds and 2k edges of two kinds.
In [Wat07, Corollary 4.9], Watanabe proved that these so-called Bott-Cattaneo-
Rossi (BCR for short) invariants are finite type invariants with respect to some
operations on long ribbon knots. His study allowed him to prove that the invariants
Zk are not trivial for even k ≥ 2, and that they are related to the Alexander
polynomial for long ribbon knots. He obtained an exact formula for Z2 in terms
of the Alexander polynomial for any long ribbon knot.
In [Let19], we introduced more flexible definitions for the invariants Zk. Our
definitions allowed us to generalize these invariants in the larger setting of long
knots inside asymptotic homology Rn+2 when n is odd ≥ 3.
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In this article, we obtain a formula for the generalized Zk invariant in terms of
linking numbers of some cycles of a surface bounded by the knot, which holds at
least when n ≡ 1 mod 4. Theorem 2.24 gives this formula for the rectifiable knots
of Definition 2.20, which are particular long knots. More generally, Corollary 2.25
extends this formula to virtually rectifiable knots, which are the long knots ψ such
that the connected sum ψ♯ · · · ♯ψ of r copies of ψ is rectifiable for some r ≥ 1.
Section 5 shows that the connected sum of any long knot with three copies of itself
is rectifiable when n ≡ 1 mod 4.
In Theorem 2.29, we use Corollary 2.25 to express the Reidemeister torsion
Tψ(t), for virtually rectifiable knots, as the following combination of integrals over
configuration spaces:
Tψ(eh) = exp
−∑
k≥2
Zk(ψ)h
k
 .
This formula also determines the invariant Zk as an explicit function of the Alexan-
der polynomials of the knot. To our knowledge, our induced explicit determination
of (Zk)k≥2 is the first complete computation of an invariant defined from configura-
tion space integrals in degree higher than five. Our formula for (Zk)k≥2 extends and
refines the forementioned result of Watanabe [Wat07, Corollary 4.9] for virtually
rectifiable knots.
In Section 2, we first give a self-contained definition of the invariant Zk of
[Let19] using intersection numbers of preimages of propagators, where propagators
are special chains in the two-point configuration space of the ambient asymptotic
homology Rn+2, which are presented in Definition 2.9. We state all the foremen-
tioned theorems in this section. Section 3 describes how to obtain the formula for
Zk in terms of linking numbers, for rectifiable knots, using some suitable propaga-
tors. The details of the construction of such propagators for any rectifiable knot
are presented in Section 4. In Section 6, we derive the formula of Theorem 2.29
for the Reidemeister torsion from Corollary 2.25.
I thank my advisor Christine Lescop for her help with the redaction of this
article.
2 Definition of (Zk)k≥2 and main statements
2.1 Parallelized asymptotic homology Rn+2 and long knots
In this article, n is an odd integer ≥ 3, and M is an (n + 2)-dimensional closed
smooth oriented manifold, such that H∗(M ;Z) = H∗(S
n+2;Z). Such a manifold is
called a homology (n+2)-sphere. In such a homology sphere, choose a point∞ and
a closed ball B∞(M) around this point. Fix an identification of this ball B∞(M)
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with the complement B∞ of the open unit ball of R
n+2 in Sn+2 = Rn+2 ∪ {∞},
such that this smooth identification extends from a neighborhood of B∞(M) to a
neighborhood of B∞ in S
n+2. LetM◦ denote the manifoldM\{∞} and let B◦∞(M)
denote the punctured ball B∞(M)\{∞}, which is identified with the complement
B◦∞ of the open unit ball in R
n+2. Let B(M) denote the closure of M◦ \ B◦∞,
so that the manifold M◦ can be seen as M◦ = B(M) ∪ B◦∞, where B◦∞ ⊂ Rn+2.
The manifold M◦ endowed with the decomposition M◦ = B(M)∪B◦∞ is called an
asymptotic homology Rn+2.
Long knots of such a spaceM◦ are smooth embeddings ψ : Rn →֒ M◦ such that
ψ(x) = (0, 0, x) ∈ B◦∞ when ||x|| ≥ 1, and ψ(x) ∈ B(M) when ||x|| ≤ 1.
Definition 2.1. A parallelization of an asymptotic homology Rn+2 is a bundle
isomorphism τ : M◦ × Rn+2 → TM◦ that coincides with the canonical trivializa-
tion τ0 : R
n+2×Rn+2 → TRn+2 of TRn+2 on B◦∞×Rn+2. An asymptotic homology
Rn+2 with such a parallelization is called a parallelized asymptotic homology Rn+2.
An asymptotic homology Rn+2 that admits a parallelization is called paralleliz-
able. Given a parallelization τ and a point x ∈ M◦, τx denotes the isomorphism
τ(x, ·) : Rn+2 → TxM◦.
2.2 BCR diagrams
In this section, we describe the diagrams involved in the definition of the invariant
Zk, which are the BCR diagrams of [Let19, Section 2.2].
Definition 2.2. A BCR diagram is an oriented connected graph Γ, defined by a
set V (Γ) of vertices, decomposed into V (Γ) = Vi(Γ) ⊔ Ve(Γ), and a set E(Γ) of
ordered pairs of distinct vertices, decomposed into E(Γ) = Ei(Γ) ⊔ Ee(Γ), whose
elements are called edges1, where the elements of Vi(Γ) are called internal vertices,
those of Ve(Γ) external vertices, those of Ei(Γ) internal edges, and those of Ee(Γ)
external edges, and such that, for any vertex v of Γ, one of the five following
properties holds:
1. v is external, with two incoming external edges and one outgoing external
edge, and one of the incoming edges comes from a univalent vertex.
2. v is internal and trivalent, with one incoming internal edge, one outgoing
internal edge, and one incoming external edge, which comes from a univalent
vertex.
3. v is internal and univalent, with one outgoing external edge.
1Note that this implies that our graphs have neither loops nor multiple edges with the same
orientation.
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4. v is internal and bivalent, with one incoming external edge and one outgoing
internal edge.
5. v is internal and bivalent, with one incoming internal edge and one outgoing
external edge.
In the following, internal edges are depicted by solid arrows, external edges by
dashed arrows, internal vertices by black dots, and external vertices by white dots,
as in Figure 1, where all the five behaviors of Definition 2.2 appear.
Figure 1: An example of a BCR diagram of degree 6
Definition 2.2 implies that any BCR diagram consists of one cycle with some
legs attached to it, where legs are external edges that come from a (necessarily
internal) univalent vertex, and where the graph is a cyclic sequence of pieces as
in Figure 2 with as many pieces of the first type than of the second type. In
particular, a BCR diagram has an even number of vertices.
Figure 2
For any positive integer k, set k = {1, . . . , k}.
Definition 2.3. Define the degree of a BCR diagram Γ as deg(Γ) = 1
2
Card(V (Γ)),
and let Gk denote the set of all BCR diagrams of degree k. Note that a degree k
BCR diagram has 2k edges.
A numbering of a BCR diagram Γ of degree k is a bijection σ : E(Γ) → 2k.
A numbered BCR diagram is a pair (Γ, σ) where Γ is a BCR diagram and σ is a
numbering of Γ. Let G˜k denote the set of numbered BCR diagrams up to numbered
graph isomorphisms.
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2.3 Two-point configuration spaces
Let X be a d-dimensional closed smooth oriented manifold, let∞ be a point of X,
and set X◦ = X \ {∞}. We give a short overview of a compactification C2(X◦) of
the two-point configuration space C02(X
◦) = {(x, y) ∈ (X◦)2 | x 6= y}, as defined
in [Les15, Section 2.2].
If P is a submanifold of a manifold Q, such that P is transverse to ∂Q and ∂P =
P ∩ ∂Q, its normal bundle NP is the bundle whose fibers are NxP = TxQ/TxP .
A fiber UNxP of the unit normal bundle UNP of P is the quotient of NxP \ {0}
by the dilations2.
Here, we use the blow-up in differential topology, which replaces a compact
submanifold P of a compact manifold Q as above with its unit normal bundle
UNP . The obtained manifold is a smooth compact manifold. It is diffeomorphic
to the complement in Q of an open tubular neighborhood of P . Its interior is
Q \ (∂Q ∪ P ), and its boundary is UNP ∪ (∂Q \ ∂P ) as a set.
Define the space C1(X
◦) as the blow-up of X along {∞}. It is a compact
manifold with interior X◦ and with boundary the unit normal bundle Sd−1∞ X to X
at ∞.
Blow up the point (∞,∞) in X2. In the obtained manifold, blow up the
closures of the sets {∞} ×X◦, X◦ × {∞} and ∆X◦ = {(x, x) | x ∈ X◦}.
The obtained manifold C2(X
◦) is compact and it comes with a canonical map
pb : C2(X
◦)→ X2. Its interior is canonically diffeomorphic to the open configura-
tion space C02(X
◦) = {(x, y) ∈ (X◦)2 | x 6= y}, and C2(X◦) has the same homotopy
type as C02 (X
◦). The manifold C2(X
◦) is called the two-point configuration space
of X◦. Its boundary is the union of:
• the closed part p−1b ({(∞,∞)}),
• the unit normal bundles to X◦×{∞} and {∞}×X◦, which are X◦×Sd−1∞ X
and Sd−1∞ X ×X◦,
• the unit normal bundle to the diagonal ∆X◦ , which is identified with the unit
tangent bundle UX◦ via the map [(u, v)](x,x) ∈ UN(x,x)∆X◦ 7→ [v − u]x ∈
UxX
◦.
The following lemma can be proved as [Les15, Lemma 2.2].
Lemma 2.4. When X◦ = Rd, the Gauss map
C02(R
d) → Sd−1
(x, y) 7→ y−x
||y−x||
extends to a smooth map G : C2(R
d)→ Sd−1.
2Dilations are homotheties with positive ratio.
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We now define an analogue of G on the boundary of C2(M
◦) for any parallelized
asymptotic homology Rn+2.
Definition 2.5. Let (M◦, τ) be a parallelized asymptotic homology Rn+2. Identify
the sphere Sn+1∞ M with S
n+1 in such a way that u ∈ Sn+1 is the limit when t
approaches +∞ of the map t ∈
[
1
||u||
,+∞
[
7→ t.u ∈ B◦∞ ⊂ Rn+2. The boundary of
C2(M
◦) is the union of:
• the closed part ∂∞,∞C2(M◦) = p−1b ({∞ × ∞}), which identifies with the
similar part ∂∞,∞C2(R
n+2) ⊂ C2(Rn+2),
• an open3 face ∂∞,M◦C2(M◦) = p−1b ({∞}×M◦) = Sn+1∞ M×M◦ = Sn+1×M◦.
• an open face ∂M◦,∞C2(M◦) = p−1b (M◦ × {∞}) = M◦ × Sn+1.
• an open face ∂∆C2(M◦) = p−1b (∆M◦) = UM◦.
Define the smooth map Gτ : ∂C2(M
◦)→ Sn+1 by the following formula:
Gτ (c) =

G(c) if c ∈ ∂∞,∞C2(M◦) = ∂∞,∞C2(Rn+2),
−u if c = (u, y) ∈ ∂∞,M◦C2(M◦) = Sn+1 ×M◦,
u if c = (x, u) ∈ ∂M◦,∞C2(M◦) =M◦ × Sn+1,
τ−1x (u)
||τ−1x (u)||
if c = [u]x ∈ UxM◦ ⊂ UM◦ = ∂∆C2(M◦).
In order to simplify the notations, for any configuration in one of the three above
open faces, we write c = (x, y, u) where (x, y) = pb(c), and u denotes the coordinate
in the previous definition, which is either in Sn+1 or in UxM
◦.
2.4 Configuration spaces
Let Γ be a BCR diagram, and let M◦ be an asymptotic homology Rn+2. Fix a
long knot ψ : Rn →֒ M◦. Let C0Γ(ψ) denote the open configuration space
C0Γ(ψ) = {c : V (Γ) →֒ M◦ | There exists ci : Vi(Γ) →֒ Rn such that c|Vi(Γ) = ψ◦ci}.
An element c of C0Γ(ψ) is called a configuration. Note that ci is uniquely
determined by c. By definition, the images of the vertices under a configuration
are pairwise distinct, and the images of the internal vertices are on the knot.
This configuration space is a non-compact smooth manifold. It admits a com-
pactification CΓ(ψ), which is defined in [Ros02, Section 2.4, pp. 51-61].
Theorem 2.6 (Rossi). There exists a compact manifold with ridges and edges
CΓ(ψ), such that:
3as a subset of ∂C2(M
◦).
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• its interior is canonically diffeomorphic to C0Γ(ψ),
• for any two internal vertices v and w, the map
(
c ∈ C0Γ(ψ) 7→ (ci(v), ci(w)) ∈
C2(R
n)
)
extends to a smooth map piv,w : CΓ(ψ)→ C2(Rn),
• for any two vertices v and w, the map
(
c ∈ C0Γ(ψ) 7→ (c(v), c(w)) ∈ C2(M◦)
)
extends to a smooth map pev,w : CΓ(ψ)→ C2(M◦),
• for any vertex v, the map
(
c ∈ C0Γ(ψ) 7→ c(v) ∈ C1(M◦)
)
extends to a smooth
map pv : CΓ(ψ)→ C1(M◦).
Definition 2.7. For any edge f of Γ, which goes from a vertex v to a vertex w,
Cf denotes the configuration space C2(R
n) if f is internal, and C2(M
◦) if f is
external, and pf : CΓ(ψ)→ Cf denotes the map piv,w if f is internal, and pev,w if f
is external.
Orient the space CΓ(ψ) as follows. For any i ∈ n, let dY vi denote the i-
th coordinate form of the internal vertex v (parametrized by Rn) and for any
i ∈ n + 2, let dXvi denote the i-th coordinate form of the external vertex v (in an
oriented chart of M◦). Split any external edge e in two halves: the tail e− and the
head e+. Define a form Ωe± for any half-edge e± of an external edge e, as follows:
• for the head e+ of a leg going to an external vertex v, Ωe+ = dX1v ,
• for the head e+ of an edge that is not a leg, going to an external vertex v,
Ωe+ = dX
2
v ,
• for the tail e− of an edge coming from an external vertex v, Ωe− = dX3v ∧
· · · ∧ dXn+2v ,
• for any external half-edge e± adjacent to an internal vertex v, Ωe± = dY 1v ∧
. . . ∧ dY nv .
Let NT,i(Γ) denote the number of internal trivalent vertices, and define the sign
of a BCR diagram as ε(Γ) = (−1)NT,i(Γ)+Card(Ee(Γ)). The orientation of CΓ(ψ) is
Ω(Γ) = ε(Γ)
∧
e∈Ee(Γ)
Ωe, where Ωe = Ωe− ∧ Ωe+ for any external edge e.
Lemma 2.8. Let Γk be the degree k BCR diagram of Figure 3.
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w1 w2 w3 wk
v1 v2 v3 vk
f1 f2
fk
ℓ1 ℓ2 ℓ3 ℓk
Figure 3: The graph Γk
Then, −CΓk(ψ) is oriented by the coordinates (ci(vj), c(wj))j∈k ∈ (Rn ×M◦)k.
Proof. For any j ∈ k, let j+ denote the integer
j+ =
j + 1 if j < k,1 if j = k.
First note that ε(Γk) = 1 since there are 2k external edges and no internal trivalent
vertices. For any j ∈ k, ℓj denotes the leg from vj to wj , and fj denotes the
external edge of the cycle from wj to wj+ as in Figure 3. Set dYvj =
n∧
i=1
dY ivj ,
dXwj =
n+2∧
i=3
dX iwj and dXwj =
n+2∧
i=1
dX iwj . We have Ωℓj = dYvj ∧ dX1wj and Ωfj =
dXwj ∧ dX2wj+ . Then,
Ω(Γk) =
k∧
j=1
(dYvj ∧ dX1wj ∧ dXwj ∧ dX2wj+ )
= dYv1 ∧ dX1w1 ∧ dXw1 ∧
k∧
j=2
(dX2wj ∧ dYvj ∧ dX1wj ∧ dXwj) ∧ dX2w1
= −
k∧
j=1
(dX2wj ∧ dYvj ∧ dX1wj ∧ dXwj) = −
k∧
j=1
(dYvj ∧ dXwj ).
2.5 Conventions about orientations and rational chains
From now on, homology groups are taken with rational coefficients unless other-
wise mentioned, all the manifolds are oriented, and their boundaries are oriented
with the "outward normal first" convention. The ordered products of manifolds
are naturally oriented, and this orientation does not depend on the order if the
manifolds are even-dimensional. The fibers of the normal bundle of an oriented
submanifold P of a manifold Q are oriented in such a way that the orientation
of NxP followed by the orientation of TxP is the orientation of TxQ. The orien-
tation of NxP is called the coorientation of P . The preimages of submanifolds
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are oriented in such a way that coorientations are preserved. The intersection
A∩ =
r⋂
i=1
Ar of submanifolds is oriented in such a way that NA∩ is oriented as
r⊕
i=1
NAi. If A is an oriented manifold, −A denotes the same manifold, with op-
posite orientation. In this article, an embedded rational d-chain A of a manifold
X is a finite rational combination of compact oriented d-submanifolds with ridges
and corners with pairwise disjoint interiors of X. The support Supp(A) of A is
the union of these submanifolds, and the interior int(A) of A is the union of their
interiors.
2.6 Propagators and first definition of Zk
In this section, we define Zk for long knots in parallelized asymptotic homology
Rn+2. Let (M◦, τ) be a parallelized asymptotic homology Rn+2.
Definition 2.9. An internal propagator4 is an embedded rational (n+1)-chain A
in C2(R
n) such that ∂A = 1
2
(G|∂C2(Rn))
−1({−xA,+xA}) for some xA ∈ Sn−1.
An external propagator of (M◦, τ) is an embedded rational (n+ 3)-chain B in
C2(M
◦) such that ∂B = 1
2
(Gτ )
−1({−xB,+xB}) for some xB ∈ Sn+1.
For any k ≥ 2, a k-family F∗ = (Ai, Bi)i∈2k of propagators of (M◦, τ) is the
data of 2k internal propagators (Ai)i∈2k and 2k external propagators (Bi)i∈2k of
(M◦, τ).
The existence of such propagators follows from [Let19, Section 4.2]. We recall
the discrete definition of the invariant Zk from our previous article [Let19, Sections
2.7-2.8].
Let ψ be a long knot of M◦. Consider a k-family F∗ = (Ai, Bi)i∈2k of propaga-
tors of (M◦, τ). For any BCR diagram Γ, let PΓ be the product map
PΓ : CΓ(ψ) 7→ ∏
e∈Ei(Γ)
C2(R
n)× ∏
e∈Ee(Γ)
C2(M
◦) =
∏
e∈E(Γ)
Ce
c → (pe(c))e∈E(Γ)
.
The k-family F∗ is in general position for ψ if, for any numbered BCR diagram
(Γ, σ) ∈ G˜k, and for any c ∈ CΓ(ψ) such that PΓ(c) ∈ ∏
e∈Ei(Γ)
Aσ(e) × ∏
e∈Ee(Γ)
Bσ(e)
• for any internal edge e, pe(c) ∈ int(Aσ(e)),
• for any external edge e, pe(c) ∈ int(Bσ(e)),
4In [Let19], propagators were called propagating chains.
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• the following transversality property is satisfied.
ε(c)TPΓ(c)
 ∏
e∈E(Γ)
Ce

= TcPΓ(TcCΓ(ψ)) +
 ∏
e∈Ei(Γ)
Tpe(c)int(Aσ(e))×
∏
e∈Ee(Γ)
Tpe(c)int(Bσ(e))
 ,
where ε(c) = ±1 is called the sign of the intersection point c, and where the
above equality is an equality between oriented vector spaces.
In the following, DF∗e,σ denotes the chain p
−1
e (Aσ(e)) if e is internal, and the chain
p−1e (Bσ(e)) if e is external. The chain D
F∗
e,σ lies in CΓ(ψ).
[Let19, Theorem 4.3] guarantees the existence of k-families of propagators in
general position for any ψ and any k. In [Let19, Theorem 2.13], we proved that the
extended BCR invariant Zk of [Let19, Theorem 2.10] can be computed as follows.
Theorem 2.10. Let (M◦, τ) be a parallelized asymptotic homology Rn+2, and let
ψ be a long knot of M◦. Let F∗ = (Ai, Bi)i∈2k be a k-family of propagators of
(M◦, τ) in general position for ψ.
For any numbered BCR diagram (Γ, σ) ∈ G˜k, the algebraic intersection number
IF∗(Γ, σ, ψ) of the chains (DF∗e,σ)e∈E(Γ) inside CΓ(ψ) makes sense.
5 Furthermore,
Zk(ψ) =
1
(2k)!
∑
(Γ,σ)∈G˜k
IF∗(Γ, σ, ψ).
In [Let19, Theorem 2.10], we proved that this quantity depends neither on the
choice of the propagators nor on the parallelization, and is invariant under ambient
diffeomorphisms. In particular, it is an isotopy invariant for long knots.
2.7 Connected sum and general definition of Zk
In this section, we review the connected sum defined in [Let19, Section 2.9].
Let M◦1 and M
◦
2 be two asymptotic homology R
n+2, respectively decomposed
as B(M1) ∪ B◦∞ and B(M2) ∪ B◦∞. Let B◦∞,2 be the complement in Rn+2 of the
two open balls B1 and B2 of radius
1
4
and with respective centers (0, 0, . . . , 0,−1
2
)
and (0, 0, . . . , 0, 1
2
). For i ∈ {1, 2} and x in ∂B(Mi) ⊂ Rn+2, define the map
ϕi(x) =
1
4
x+ (−1)i 1
2
, which is a diffeomorphism from ∂B(Mi) to ∂Bi.
5This intersection number counts the intersection points of these chains with the previously
defined signs and the coefficients of the rational chains. For more details, see [Let19, Section
4.1].
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Set M◦1 ♯M
◦
2 = B
◦
∞,2 ∪ B(M1) ∪ B(M2), where B(Mi) is glued to ∂Bi via the
map ϕi. Set B(M
◦
1 ♯M
◦
2 ) = B(M
◦
1 ) ∪ B(M◦2 ) ∪ (B◦∞,2 \B◦∞). This defines an
asymptotic homologyRn+2, with two canonical injections ιi : B(Mi) →֒ B(M◦1 ♯M◦2 )
for i ∈ {1, 2}.
If M◦1 and M
◦
2 contain two long knots ψ1 and ψ2, define the long knot ψ1♯ψ2 of
M◦1 ♯M
◦
2 by the following formula, for any x ∈ Rn:
(ψ1♯ψ2)(x) =

ι2(ψ2(4.x1, . . . , 4.xn−1, 4.xn − 2)) if ||x− (0, . . . , 0, 12)|| ≤ 14 ,
ι1(ψ1(4.x1, . . . , 4.xn−1, 4.xn + 2)) if ||x− (0, . . . , 0,−12)|| ≤ 14 ,
(0, 0, x) ∈ B◦∞,2 otherwise.
Similarly, any two parallelizations τ1 and τ2 of M
◦
1 and M
◦
2 induce a paral-
lelization τ1♯τ2 of M
◦
1 ♯M
◦
2 , which is well-defined up to homotopy. In particular, if
M◦1 and M
◦
2 are parallelizable, then M
◦
1 ♯M
◦
2 is also parallelizable in the sense of
Definition 2.1. We recall the result of [Let19, Theorem 2.17].
Theorem 2.11. For any long knots ψ1 : R
n →֒M◦1 and ψ2 : Rn →֒M◦2 ,
Zk(ψ1♯ψ2) = Zk(ψ1) + Zk(ψ2).
Let us state [Let19, Proposition 2.18].
Proposition 2.12. For any positive odd integer n, the connected sum of any
asymptotic homology Rn+2 with itself is parallelizable in the sense of Definition
2.1.
This allows us to extend Zk as follows.
Definition 2.13. Let ψ be a long knot in an asymptotic homology Rn+2. Define
Zk(ψ) =
1
2
Zk(ψ♯ψ), where Zk is the invariant of Theorem 2.10.
[Let19, Prop 2.20] implies that Theorem 2.11 is still valid for this extended Zk.
2.8 Linking number
We use the following definition and basic properties of the linking number.
Definition 2.14. Let Xd and Y n+1−d be two disjoint cycles of our homology
(n + 2)-sphere M , with d ∈ n. Let WX and WY be two chains with respective
boundaries X and Y , such that WX and WY are transverse to each other. The
linking number of X and Y is defined as the intersection number 〈X,WY 〉M , so
that
lk(X, Y ) = 〈X,WY 〉M = (−1)d+1〈WX , Y 〉M .
Furthermore, since n is odd, lk(Xd, Y n+1−d) = (−1)d+1lk(Y n+1−d, Xd).
11
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These linking numbers will appear in the computation of our invariant Z2 be-
cause of the following lemma, which relates external propagators to linking num-
bers.
Lemma 2.15. Let Xd and Y n+1−d be two disjoint cycles of M◦. For any external
propagator B,
lk(X, Y ) = 〈X × Y,B〉C2(M◦).
Proof. The class of the cycle X × Y is an element of Hn+1(C2(M◦)). [Let19,
Lemma 3.3] implies that Hn+3(C2(M
◦)) = 0. Therefore, the intersection number
〈X × Y,B〉C2(M◦) only depends on the homology class [X × Y ]. Let WX and
WY be chains such that ∂WX = X and ∂WY = Y as above. For the proof,
assume that WX and WY are manifolds (the general case follows easily). Let W
′
X
be obtained from WX by removing a little ball D
d+1
x with boundary S
d
x around
each point x ∈ WX ∩ Y . Then, ∂(W ′X × Y ) = X × Y −
∑
x∈WX∩Y
Sdx × Y , and
[X × Y ] = ∑
x∈WX∩Y
[Sdx × Y ].
For any x ∈ WX∩Y , assume that Dd+1x meetsWY transversely along an interval
[x, x′]. For any x ∈ WX ∩ Y , remove a little ball Dn+2−dx′ with boundary Sn+1−dx′
around the point x′ (which is the intersection of Sdx and WY ) from WY , in order
to get [X × Y ] = ∑
x∈WX∩Y
[Sdx × Sn+1−dx′ ].
It suffices to prove that (−1)d+1〈Sdx × Sn+1−dx′ , B〉C2(M◦) is the sign of the in-
tersection point x in WX ∩ Y . Since the balls Dd+1x and Dn+2−dx′ can be taken
arbitrarily small, assume without loss of generality that M◦ = Rn+2,
Sdx = {(x1, . . . , xd+1, 0, . . . , 0) | (x1)2 + . . .+ (xd+1)2 = 1},
Sn+1−dx′ = {(0, . . . , xd+1, . . . , xn+2) | (xd+1 − 1)2 + (xd+2)2 + . . .+ (xn+2)2 = 1},
and B = 1
2
(G−1({−ed+1}) +G−1({+ed+1})) ,
where ed+1 is the (d + 1)-th vector of the canonical basis of R
n+2. Now 〈Sdx ×
Sn+1−dx′ , B〉C2(Rn+2) is the degree of the Gauss map Sdx × Sn+1−dx′ → Sn+1, which is
(−1)d. Since 〈Bd+1x , Sn+1−dx′ 〉Rn+2 = −1, this concludes the proof.
2.9 Seifert surfaces and matrices
Definition 2.16. A Seifert surface for a long knot ψ : Rn →֒ M◦ is an oriented
connected (n+1)-submanifold Σ ofM◦ such that ∂Σ = ψ(Rn), such that Σ∩B(M)
is compact, and such that Σ ∩ B◦∞ = {(r cos(θ), r sin(θ), x) | x ∈ Rn, r ≥ 0} ∩ B◦∞
for some θ ∈ R.
Let ψ be a long knot, let Σ be a Seifert surface for ψ, and, for any d ∈ n, let
bd denote the d-th Betti number of Σ. Let Σ
+ denote a parallel surface obtained
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from Σ by slightly pushing it in the positive normal direction. For any cycle z in
Σ, let z+ denote the image of z in the parallel surface Σ+.
Definition 2.17. Let Σ be a Seifert surface for a long knot ψ. For any d ∈ n, let
([adi ])i∈bd and ([z
d
i ])i∈bd be two bases of Hd(Σ). We say that the bases B = ([adi ])i,d
and B˜ = ([zdi ])i,d of the reduced homology H∗(Σ) are dual to each other if, for
any d ∈ n, and any (i, j) ∈ (bd)2, 〈[adi ], [zn+1−dj ]〉Σ = δi,j , where 〈·, ·〉Σ denotes the
intersection pairing of Σ and δi,j denotes the Kronecker delta. Given such a pair
(B, B˜) of dual bases of H∗(Σ), for any d ∈ n, define the Seifert matrices
V +d (B, B˜) = (lk(zdi , (an+1−dj )+))1≤i,j≤bd
V −d (B, B˜) = (lk((zdi )+, an+1−dj ))1≤i,j≤bd
and set Lk,ν(B, B˜) = 1k
∑
d∈n
(−1)(d+1)Tr(V +d (B, B˜)νV −d (B, B˜)k−ν) for any k ≥ 2 and
any ν ∈ {0, . . . , k}.
Note that pairs of dual bases as above exist thanks to Poincaré duality. The
following immediate lemma describes how the Lk,ν behave under connected sum.
Lemma 2.18. Let Σ1 and Σ2 be Seifert surfaces for two long knots ψ1 and ψ2.
For i ∈ {1, 2}, let (Bi, B˜i) be a pair of dual bases of H∗(Σi) as in Definition 2.17.
There exists a natural Seifert surface Σ1,2 for the connected sum ψ1♯ψ2 and a
pair (B1,2, B˜1,2) of dual bases of H∗(Σ1,2) such that, for any d ∈ n,
V ±d (B1,2, B˜1,2) =
(
V ±d (B1, B˜1) 0
0 V ±d (B2, B˜2)
)
.
In particular, for any k ≥ 2 and any ν ∈ {0, . . . , k},
Lk,ν(B1,2, B˜1,2) = Lk,ν(B1, B˜1) + Lk,ν(B2, B˜2).
2.10 Rectifiability and virtual rectifiability
Let I(Rn,Rn+2) denote the space of injections Rn →֒ Rn+2, and let ι0 be the
standard injection x ∈ Rn 7→ (0, 0, x) ∈ Rn+2. Let Dn be the unit ball of Rn, and
see πn(I(Rn,Rn+2), ι0) as the set [(Rn,Rn \ Dn), (I(Rn,Rn+2), ι0)] of homotopy
classes of maps Rn → I(Rn,Rn+2) that map Rn \ Dn to ι0 among such maps.
Lemma 2.19. Let M◦ be a parallelizable asymptotic homology Rn+2 and let ψ be
a long knot of M◦. For any parallelization τ of M◦, the tangent map Tψ induces
a map ι(τ, ψ) : x ∈ Rn 7→ (τψ(x))−1 ◦ Txψ ∈ I(Rn,Rn+2).
The class
[ι(τ, ψ)] ∈ πn(I(Rn,Rn+2), ι0)
is independent of the parallelization τ .
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Proof. Let τ and τ ′ be two parallelizations of M◦. [Let19, Theorem 6.2] implies
the existence of a smooth family (τt)t∈[0,1] of parallelizations ofM
◦ such that τ0 = τ
and that τ1 and τ
′ coincide on ψ(Rn). This yields an homotopy (ι(τt, ψ))t∈[0,1] from
ι(τ, ψ) to ι(τ ′, ψ).
Definition 2.20. Under the assumptions of Lemma 2.19, the class ι(ψ) = [ι(τ, ψ)] ∈
πn(I(Rn,Rn+2), ι0) is called the rectifiability obstruction of ψ. The long knot ψ is
rectifiable if its rectifiability obstruction is zero.
In Section 5.1, we prove the following lemma.
Lemma 2.21. For any rectifiable knot ψ of a parallelizable asymptotic homology
Rn+2, there exists a parallelization τ such that ι(τ, ψ) is the constant map with
value ι0.
For long knots in a possibly non-parallelizable asymptotic homology Rn+2, we
have the following weaker definition.
Definition 2.22. LetM◦ be an asymptotic homology Rn+2. A long knot ψ : Rn →֒
M◦ is virtually rectifiable if there exists a positive integer r such that the connected
sum ψ(r) = ψ♯ · · · ♯ψ of r copies of ψ is rectifiable.
In Section 5, we establish the following lemma.
Lemma 2.23. If n ≡ 1 mod 4, then any long knot in an asymptotic homology
Rn+2 is virtually rectifiable.
2.11 A formula for Zk in terms of linking numbers
In Section 3, we prove the following theorem.
Theorem 2.24. For any rectifiable knot ψ in an asymptotic homology Rn+2, any
Seifert surface Σ for ψ, and any pair (B, B˜) of dual bases of H∗(Σ),
Zk(ψ) =
k−1∑
ν=1
λk,νLk,ν(B, B˜),
where λk,ν =
1
(k−1)!
Card({σ ∈ Sk−1 | Card{i ∈ k − 2 | σ(i) < σ(i+ 1)} = ν − 1}),
and where Lk,ν(B, B˜) is introduced in Definition 2.17.
Theorem 2.24 yields the following more general corollary.
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Corollary 2.25. For any virtually rectifiable knot ψ in an asymptotic homology
Rn+2, any Seifert surface Σ for ψ, and any pair (B, B˜) of dual bases of H∗(Σ),
Zk(ψ) =
k−1∑
ν=1
λk,νLk,ν(B, B˜).
In particular, this formula holds for any long knot when n ≡ 1 mod 4.
Proof. Let ψ be a virtually rectifiable knot, and let r be an integer such that ψ(r)
is rectifiable. Let Σ, B and B˜ be as in the theorem. From Theorem 2.11, we
get that Zk(ψ
(r)) = rZk(ψ). For any k ≥ 2 and ν ∈ k − 1, Lemma 2.18 yields
Lk,ν(Br, B˜r) = rLk,ν(B, B˜), where (Br, B˜r) is a pair of dual bases of the reduced
homology of a Seifert surface for ψ(r). On the other hand, Theorem 2.24 implies
that Zk(ψ
(r)) =
k−1∑
ν=1
λk,νLk,ν(Br, B˜r). This concludes the proof of Corollary 2.25.
Lemma 2.23 ensures that the theorem holds for all knots when n ≡ 1 mod 4.
2.12 Alexander polynomials and Reidemeister torsion
We use the following formula of [Lev66, p.542] as a definition of Alexander poly-
nomials.
Theorem 2.26 (Levine). The Alexander polynomials of the Seifert surface Σ are
defined, for d ∈ n, by the formula6
∆d,Σ(t) = det
(
t−
1
2V +d (B, B˜)− t
1
2V −d (B, B˜)
)
and do not depend on the choice of the pair (B, B˜) of dual bases of H∗(Σ).
Furthermore, for any d ∈ n, V +d (B, B˜)− V −d (B, B˜) = Ibd , so that ∆d,ψ(1) = 1.
If Σ and Σ′ are two Seifert surfaces for ψ, then there exists an integer a ∈ Z
such that7 ∆d,Σ′(t) = t
a
2 .∆d,Σ(t).
Lemma 2.27. For any Seifert surface Σ, and any d ∈ n, ∆d,Σ(t−1) = ∆n+1−d,Σ(t).
Furthermore, for any pair (B, B˜) of dual bases of the reduced homology of Σ,∑
d∈n
(−1)d+1
(
Tr(V +d (B, B˜)) + Tr(V −d (B, B˜))
)
= 0,
and ∑
d∈n
(−1)d+1Tr(V −d (B, B˜)) =
χ(Σ)− 1
2
.
6With the notations of [Lev66, Theorem 1], our Alexander polynomial ∆d,Σ is the product∏
i∈bd
λdi .
7This follows from the fact that the (λdi ) from [Lev66] are defined from the knot up to
multiplication by a monomial.
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Proof. There exists a pair (B, B˜) of dual bases B = ([adi ])i,d and B˜ = ([zdi ])i,d
of H∗(Σ) such that a
d
i = z
d
i for d >
n+1
2
, and such that zdi = (−1)dadi for d <
n+1
2
. It follows that for d 6= n+1
2
, TV ±d (B, B˜) = −V ∓n+1−d(B, B˜). This implies that
∆d,Σ(t
−1) = ∆n+1−d,Σ(t). Let B′ be the basis defined from B by replacing a
n+1
2
i
with (−1)n+12 z
n+1
2
i for any i ∈ {1, . . . , bn+1
2
}, and let B˜′ be the basis defined from
B˜ by replacing z
n+1
2
i with a
n+1
2
i , so that (B′, B˜′) is a pair of dual bases of H∗(Σ).
We have TV ±n+1
2
(B, B˜) = −V ∓n+1
2
(B′, B˜′), hence ∆n+1
2
,Σ(t
−1) = ∆n+1
2
,Σ(t). The first
point of the lemma follows.
This implies that for any d ∈ n, ∆′d,Σ(1) + ∆′n+1−d,Σ(1) = 0, so∑
d∈n
(−1)d+1
(
Tr(V +d (B, B˜)) + Tr(V −d (B, B˜))
)
= 0.
On the other hand, since V +d (B, B˜)− V −d (B, B˜) = Ibd for any d ∈ n, we have∑
d∈n
(−1)d+1
(
Tr(V +d (B, B˜))− Tr(V −d (B, B˜))
)
= 1− χ(Σ).
The two equations above imply the second and third point of the lemma. Note
that since the Alexander polynomials do not depend on the choice of the bases,
neither do these equalities.
We use [Mil68, Theorem p.131] to compute the Reidemeister torsion of the
knot (i.e. the Reidemeister torsion of the knot complement) as follows.
Definition 2.28. The Reidemeister torsion Tψ(t) of a long knot ψ is defined as
Tψ(t) =
∏
d∈n
(∆d,Σ(t))
(−1)d+1 ∈ Q(t),
where Σ is a Seifert surface for ψ. We have Tψ(1) = 1 and Tψ(t−1) = Tψ(t), so that
the torsion does not depend on the surface Σ.
2.13 The Reidemeister torsion in terms of BCR invariants
The following theorem is proved in Section 6.2.
Theorem 2.29. For any virtually rectifiable knot ψ of an asymptotic homology
Rn+2, we have the following equality in Q[[h]]:
Ln(Tψ(eh)) =
n∑
d=1
(−1)d+1Ln(∆d,Σ(eh)) = −
∑
k≥1
Zk(ψ)h
k.
If n ≡ 1 mod 4, this formula holds for any long knot.
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3 Computing Zk from admissible propagators
3.1 Admissible propagators
Let M◦ be a fixed parallelizable asymptotic homology Rn+2 and let ψ : Rn →֒M◦
be a fixed long knot. Let ψ0 : x ∈ Rn 7→ (0, 0, x) ∈ Rn+2 denote the trivial knot.
Fix a real number R ≥ 3.
For 1 ≤ r ≤ R, let N0r denote the following neighborhood of the trivial knot
N0r = {x ∈ Rn+2 | x12 + x22 ≤ r2 or ||x|| ≥ 2R
2
r
}.
Choose a neighborhood NR of ψ(R
n) in M◦ such that NR ∩ B◦∞ = N0R ∩ B◦∞,
and such that NR ∩ B(M) is a tubular neighborhood of ψ(Rn) ∩ B(M). Choose
a diffeomorphism Θ: N0R → NR such that Θ reads as the identity function on
N0R ∩ B◦∞ and such that Θ is a bundle isomorphism on N0R ∩ B(M) such that
Θ ◦ ψ0 = ψ.
Lemma 3.1. The knot ψ is rectifiable if and only if there exists a parallelization
τ of M◦ such that, for any x ∈ N0R, TxΘ ◦ (τ0)x = τΘ(x), where τ0 denotes the
canonical parallelization of Rn+2 introduced in Definition 2.1.
Proof. If there exists such a τ , then Tψ0(x)Θ◦Txψ0 = τΘ(ψ0(x))◦ι0, so τψ(x)◦ι0 = Txψ.
Therefore, ι(τ, ψ) = ι0 and ψ is rectifiable.
Let us prove the converse. Suppose that ψ is rectifiable, and let τ1 be a paral-
lelization such that ι(τ1, ψ) is the constant map of value ι0. Recall that if (X,A)
and (Y,B) are two topological pairs, [(X,A), (Y,B)] denotes the set of homo-
topy classes of maps X → Y that map A to B. Let Dn denote the unit ball
of Rn. The map
(
x ∈ N0R 7→ (τ1)−1Θ(x) ◦ TxΘ ◦ (τ0)x ∈ GL+n+2(R)
)
induces an ele-
ment κ(τ1) of the set [(N
0
R, N
0
R ∩ B◦∞), (GL+n+2(R), In+2)] ∼= [(N0R ∩ B(M), N0R ∩
∂B(M)), (GL+n+2(R), In+2)]. Since N
0
R ∩ B(M) is a disk bundle over ψ0(Rn) ∩
B(Sn+2) = ψ0(D
n), the restriction map
[(N0R ∩ B(M), N0R ∩ ∂B(M)), (GL+n+2(R), In+2)]
→ [(ψ0(Dn), ψ0(∂Dn)), (GL+n+2(R), In+2)] ∼=[(Dn, Sn−1), (GL+n+2(R), In+2)]
is an isomorphism, and [(N0R, N
0
R ∩B◦∞), (GL+n+2(R), In+2)] ∼= πn(GL+n+2(R), In+2).
The fibers of the fibration
(
g ∈ GL+n+2(R) 7→ g|{0}2×Rn ∈ I(Rn,Rn+2)
)
have the
homotopy type of SO(2). Since n ≥ 3, this fibration induces an isomorphism
πn(GL
+
n+2(R), In+2)→ πn(I(Rn,Rn+2), ι0). The obtained isomorphism [(N0R, N0R∩
B◦∞), (GL
+
n+2(R), In+2)]
∼= πn(I(Rn,Rn+2), ι0) maps κ(τ1) to [ι(τ1, ψ)]. By defi-
nition of τ1, ι(τ1, ψ) = ι0, and κ(τ1) is trivial. This proves the existence of a
parallelization τ : NR × Rn+2 → TNR homotopic to τ1 such that, for any x ∈
N0R, τ
−1
Θ(x) ◦ TxΘ ◦ (τ0)x = In+2. Since τ1|NR×Rn+2 extends to M◦×Rn+2, it is imme-
diate to see that τ also does.
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Note that the previous proof also yields the following lemma, since GL+n+2(R)
and SO(n+ 2) have the same homotopy type.
Lemma 3.2. For n ≥ 3, πn(I(Rn,Rn+2), ι0) is isomorphic to πn(SO(n+2), In+2).
Suppose now that ψ is rectifiable, and fix the identification Θ and the par-
allelization τ as in Lemma 3.1. For any r ∈ [1, R], let Er denote the closure of
M◦ \Nr. With the identification induced by Θ, M◦ reads N0r ∪ Er.
Notation 3.3. In NR = N
0
R, use the coordinates x = (x1, x2, x) ∈ R × R × Rn.
For r ∈ [1, R], Dµ(r) denotes the disk {(x1, x2, 0) | x12 + x22 ≤ r2} ⊂ Nr. For
θ ∈ R, set L±θ (r) = {±(ρ cos(θ), ρ sin(θ), 0) | ρ ≥ 2R
2
r
}, Lθ(r) = L+θ (r) + L−θ (r),
and orient these lines by dρ.
Let Θ2 denote the diffeomorphism C2(N
0
R) → C2(NR) induced by Θ. We now
define the main objects of this article, which will be used to compute Zk.
Definition 3.4. Fix θ ∈ R. Fix Seifert surfaces Σ+ and Σ− with disjoint interiors
such that Σ± ∩ NR = (θΣ±)0 ∩ NR, where (θΣ±)0 = {±(r cos(θ), r sin(θ), x) | x ∈
Rn, r ≥ 0}. For any r ∈ [1, R], let Σ(r) denote the submanifold Er ∩ (Σ+ ∪ Σ−).
The restriction of the Gauss map of C2(R
n+2) to C2(N
0
1 ) and the identification
C2(N1) ∼= C2(N01 ) given by Θ2 induce a map G0 : C2(N1)→ Sn+1.
An external propagator B is called R-admissible (with respect to (Σ+,Σ−, ψ))
if:
• B ∩ p−1b (N1 ×N1) = 12G0−1({−(cos(θ), sin(θ), 0),+(cos(θ), sin(θ), 0)}).
• If c ∈ B∩p−1b (ψ(Rn)×M◦), then p2(c) lies in the closure Σ+ ∪ Σ− of Σ−∪Σ+
in C1(M
◦), where p2 is the smooth map p2 : C2(M
◦)→ C1(M◦) that extends
(x, y) ∈ C02(M◦) 7→ y ∈M◦ ⊂ C1(M◦).
• For any r ∈]1, R − 1],
B ∩ p−1b (Nr × Er+1) =
1
2
(
Dµ(r)× Σ(r + 1)− p−1b (Lθ(r)× Er+1)
)
.
• If T denotes the smooth map of C2(M◦) such that for any (x, y) ∈ C02(M◦),
T (x, y) = (y, x), then T (B) = B. In particular, for any r ∈]1, R− 1],
B ∩ p−1b (Er+1 ×Nr) =
1
2
(
Σ(r + 1)× Dµ(r) + p−1b (Er+1 × Lθ(r))
)
.
In Section 4, we prove the following technical lemma.
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Lemma 3.5. For any integer k ≥ 1, any long knot ψ, any pairwise distinct real
numbers (θi)i∈2k in [0, π[, and any Seifert surfaces (Σ
−
i ,Σ
+
i )i∈2k such that Σ
±
i ∩
NR = (θiΣ
±)0 ∩ NR, there exist external propagators (BR(Σ+i ,Σ−i , ψ))i∈2k, such
that for any i ∈ 2k, the propagator BR(Σ+i ,Σ−i , ψ) is R-admissible with respect to
(Σ+i ,Σ
−
i , ψ).
Furthermore, we can fix such propagators (BR((θiΣ
+)0, (θiΣ
−)0, ψ0))i∈2k for the
trivial knot such that Θ2 maps the chain B
R((θiΣ
+)0, (θiΣ
−)0, ψ0)∩ p−1b (N0R ×N0R)
to BR(Σ+i ,Σ
−
i , ψ) ∩ p−1b (NR ×NR) for any i ∈ 2k.
3.2 Use of admissible propagators to compute Zk
3.2.1 Three reduction lemmas
We work with the following notations, and we fix the following setting for Section
3.2.
Setting 3.6. • The integer k ≥ 2 is fixed.
• The real number R of the previous subsection is fixed to some arbitrary value
R ≥ k + 1.
• The numbers (θi)i∈2k are such that 0 ≤ θ1 < θ2 < · · · < θ2k < π.
• For any i ∈ 2k, (Σ±i )0 = (θiΣ±)0.
• (Σ±i )i∈2k are pairwise isotopic and parallel8 Seifert surfaces for ψ, such that
Σ±i ∩NR = (Σ±i )0 ∩NR, and such that for any (i, ε) ∈ 2k × {±} \ {(1,+)},
Σεi ∩ E1 is obtained from Σ+1 ∩ E1 by pushing it in the positive normal
direction, so that the order of these surfaces in the positive normal direction
is (Σ+1 , . . . ,Σ
+
2k,Σ
−
1 , . . . ,Σ
−
2k).
• With the notations of Lemma 3.5, F 0∗ = (Ai, B0i )i∈2k is a k-family of propa-
gators of (Rn+2, τ0) in general position for ψ0, such that for any i ∈ 2k, B0i
is an arbitrarily small perturbation of BR((Σ+i )
0, (Σ−i )
0, ψ0).
• With the notations of Lemma 3.5, F∗ = (Ai, Bi)i∈2k is a k-family of propa-
gators of (M◦, τ) in general position for ψ such that for any i ∈ 2k, Bi is an
arbitrarily small perturbation of BR(Σ+i ,Σ
−
i , ψ) and Bi ∩ pb−1(NR × NR) is
the image of B0i ∩ pb−1(N0R ×N0R) under the identification Θ2.
8They only meet along the knot.
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For any edge e of a numbered degree k BCR diagram (Γ, σ) as in Definition
2.3, define the chains De,σ ⊂ CΓ(ψ) and D0e,σ ⊂ C0Γ(ψ) as
De,σ =
pe−1(Aσ(e)) if e is internal,pe−1(Bσ(e)) if e is external, and D0e,σ =
pe
−1(A0σ(e)) if e is internal,
pe
−1(B0σ(e)) if e is external.
Lemma 3.7. If Γ has an external edge from an internal vertex to an internal
vertex, then, for any numbering σ,
⋂
f∈E(Γ)
Df,σ = ∅, and ⋂
f∈E(Γ)
D0f,σ = ∅.
Proof. We first ignore the perturbations of the external propagators. Let e = (v, w)
be an external edge between two internal vertices of a numbered BCR diagram
(Γ, σ). For a configuration c in De,σ, set c(v) = pv(c) and c(w) = pw(c), where pv
and pw are the maps defined in Theorem 2.6. Since v and w are internal, we have
G0(pe(c)) ∈ {0}2×Sn−1. On the other hand, by Definition 3.4 of admissible propa-
gators, since (c(v), c(w)) ∈ N1×N1, we have G0(pe(c)) = ±(cos(θσ(e)), sin(θσ(e)), 0).
Thus, De,σ = ∅ and ⋂
f∈E(Γ)
Df,σ = ∅. Similarly, ⋂
f∈E(Γ)
D0f,σ = ∅.
Now, note that the properties
⋂
f∈E(Γ)
Df,σ = ∅ and ⋂
f∈E(Γ)
D0f,σ = ∅ are stable
under small perturbations since the Df,σ and the D
0
f,σ are compact.
Lemma 3.8. Let Γ ∈ Gk \ {Γk}, where Γk is the degree k BCR diagram of Figure
3. For any numbering σ of Γ,
⋂
e∈E(Γ)
De,σ = ∅ and ⋂
e∈E(Γ)
D0e,σ = ∅.
Proof. Fix a numbering σ. If Γ has only internal vertices, conclude with Lemma
3.7. If Γ 6= Γk and Ve(Γ) 6= ∅, then Γ contains a maximal sequence (w1, . . . , wp)
of consecutive external vertices with p ≥ 1 like in Figure 4. Let a be the bivalent
vertex such that there is an external edge from a to w1 and let b be the bivalent
vertex such that there is an external edge from wp to b, and note that a 6= b.
a bw1 wi wp
v1 vi vp
f1 f2 fi fi+1
ℓ1 ℓi ℓp
fp fp+1
Figure 4: Notations for Lemma 3.8
As in the previous proof, we first ignore the perturbations. Let c in
⋂
e∈E(Γ)
De,σ.
For any i ∈ p, since pℓi(c) ∈ Bσ(ℓi) and vi is internal, c(wi) = pwi(c) lies in the
closure Σ+θσ(ℓi)
∪ Σ−θσ(ℓi) of Σ
+
θσ(ℓi)
∪ Σ−θσ(ℓi) in C1(M
◦). Similarly, since a is internal,
c(w1) ∈ Σ+θσ(f1) ∪ Σ
−
θσ(f1)
. Then, c(w1) lies in the closure ψ(Rn) of ψ(R
n) in C1(M
◦).
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The same argument now proves that c(w2) is in ψ(Rn). By induction, c(wi) lies in
ψ(Rn) for any i ∈ p.
By construction of CΓ(ψ), c is the limit of configurations (ct)t∈]0,1] of the in-
terior of CΓ(ψ) when t approaches 0. Since c(wi) is in ψ(Rn) for any i ∈ p
when t = 0, we can assume that ct maps all the vertices (wi)i∈p in N1 ⊂ Rn+2,
for any t ∈]0, 1]. For any t ∈]0, 1], the vector ct(b) − ct(a) is the sum of the
vectors ct(w1) − ct(a), ct(w2) − ct(w1), . . . , ct(wp) − ct(wp−1), and ct(b) − ct(wp).
Since the propagators are admissible, and since c(a), c(b) and the (c(wi))i∈p are
in N1, this implies that G0(ct(a), ct(b)) is a linear combination of the vectors
((cos(θσ(fi)), sin(θσ(fi)), 0))i∈p+1. Thus, G0(ct(a), ct(b)) is in S
1 × {0}n for any
t ∈]0, 1]. But since a and b are internal, for any t ∈]0, 1], G0(ct(a), ct(b)) reads
(0, 0, xt) for some xt ∈ Sn−1. This is a contradiction, so ⋂
e∈E(Γ)
De,σ = ∅. Similarly,⋂
e∈E(Γ)
D0e,σ = ∅.
Again, this property is stable since the De,σ and the D
0
e,σ are compact.
The two above lemmas allow us to reduce our study to the graph Γk. The
following lemma will help us in this study in the next subsection.
Lemma 3.9. Let Γk be the BCR diagram of Figure 3. If c is a configuration of⋂
e∈E(Γk)
De,σ (resp. of
⋂
e∈E(Γk)
D0e,σ), and if there exists j ∈ k such that c(wj) ∈ Ek+1
(resp. c(wj) ∈ E0k+1), then c(wi) 6∈ N2 for any i ∈ k.
Proof. It suffices to prove the statement on
⋂
e∈E(Γk)
De,σ, the proof for
⋂
e∈E(Γk)
D0e,σ
is the same. Let us first ignore the perturbations, and assume without loss of
generality that j = k, so that c(wk) ∈ Ek+1.
Since vk is internal, and since the propagators are admissible, c(wk) ∈ Σσ(ℓk)(k+
1). Let us prove that c(wk−1) 6∈ Nk. Assume by contradiction that c(wk−1) ∈
Nk. Since the external propagators are admissible, pfk−1(c) = (c(wk−1), c(wk)) ∈
Dµ(k)×Σσ(fk−1)(k + 1)∪ p−1b (Lθσ(fk−1)(k)×Ek+1). Since the surfaces Σσ(fk−1)(k +
1) and Σσ(ℓk)(k + 1) are disjoint, c(wk) 6∈ Σσ(fk−1)(k + 1). Thus, c(wk−1) ∈
Lθσ(fk−1)(k) ⊂ C1(M◦). But since vk−1 is internal, c(wk−1) ∈ Σσ(ℓk−1)(k) ⊂ C1(M◦),
which is impossible since Lθσ(fk−1)(k) and Σσ(ℓk−1)(k) do not intersect in C1(M
◦).
Thus, c(wk−1) 6∈ Nk. By induction, we prove that c(wi) 6∈ N1+i for any i ∈ k.
Since the set pwk
−1(Ek+1) ∩
( ⋃
j∈k
pwj
−1(N2)
)
is compact, the property of the
lemma is stable under small perturbations and the lemma is therefore true for
small enough perturbations.
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3.2.2 A first formula for the contribution of Γk
For any (Γ, σ) ∈ G˜k, set ∆Γ,σZk = IF∗(Γ, σ, ψ)− IF 0∗ (Γ, σ, ψ0), so that
Zk(ψ)− Zk(ψ0) =
1
(2k)!
∑
(Γ,σ)∈G˜k
∆Γ,σZk.
Lemma 3.8 implies that ∆Γ,σZk = 0 if Γ is not isomorphic to Γk.
Since R ≥ k+ 1, Bi ∩ pb−1(Nk+1×Nk+1) = Θ2(B0i ∩ pb−1(N0k+1×N0k+1)). This
yields the following lemma.
Lemma 3.10. Let 〈·, . . . , ·〉X denote the algebraic intersection of several chains
of a manifold X such that their codimensions add up to dim(X). Let X1(Γk)
(respectively X01 (Γk)) denote the subset of CΓk(ψ) (respectively CΓk(ψ0)), whose
elements are the configurations that map at least one vertex to Ek+1. For any edge
e of Γk, set D
(1)
e,σ = De,σ ∩X1(Γk) and D(1),0e,σ = D0e,σ ∩X01 (Γk).
The chains (D(1)e,σ)e∈E(Γk) and (D
(1),0
e,σ )e∈E(Γk) are transverse, and
∆Γ1,σZk = 〈(D(1)e,σ)e∈E(Γk)〉X1(Γk) − 〈(D(1),0e,σ )e∈E(Γk)〉X01 (Γk).
In this subsection, we prove the following lemma.
Lemma 3.11. Label Γk as in Figure 3. Fix a pair (B, B˜) of dual bases of H∗(Σ+1 )
and set B = ([adi ])d∈n,i∈bd and B˜ = ([zdi ])d∈n,i∈bd. For any i ∈ k, set
i+ =
i+ 1 if i < k,1 if i = k.
For any i ∈ k, any numbering σ of Γk, and any εˆ : k → {±1}, set σεˆ(ℓi) =
σ(ℓi) + (1− εˆ(i))k and
εεˆ,σ(i) =
+1 if σεˆ(ℓi) < σεˆ(ℓi+),−1 otherwise.
The invariant Zk reads
Zk(ψ) =
1
k(2k)!2k
∑
σ∈Num(Γc)
∑
εˆ : k→{±}
∑
d∈n
∑
p : k→bd
(−1)d+1∏
j∈k
lk
(
zdp(j), (a
n+1−d
p(j+) )
εεˆ,σ(i)
)
.
The rest of this section is devoted to the proof of Lemma 3.11.
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Lemma 3.12. Let Y (σ) denote the manifold
∏
i∈k
Σσ(ℓi)(2). Similarly, set Y
0(σ) =∏
i∈k
Σ0σ(ℓi)(2). For any i ∈ k, set Yi(σ) = Σσ(ℓi)(2) × Σσ(ℓi+ )(2) and Bi,σ = Bσ(fi) ∩
Yi(σ) and similarly define Y
0
i (σ) and B
0
i,σ = B
0
σ(fi)
∩Y 0i (σ). Let πi denote the pro-
jection map Y (σ)→ Yi(σ), and set Pi,σ = π−1i (Bi,σ). Similarly define π0i : Y 0(σ)→
Y 0i (σ) and P
0
i,σ.
The chains (Pi,σ)i∈k are transverse, the chains (P
0
i,σ)i∈k are transverse, and
∆Γk,σZk = −
1
2k
(
〈P1,σ, · · · , Pk,σ〉Y (σ) − 〈P 01,σ, . . . , P 0k,σ〉Y 0(σ)
)
.
Proof. Let X2(Γk) denote the set of configurations such that all the external ver-
tices are mapped to E2, and set D
(2)
e,σ = 2De,σ ∩X2(Γk). For simplicity, we assume
that D(2)e,σ is a variety. Similarly define X
0
2 (Γk) and D
(2),0
e,σ . Lemma 3.9 ensures
that the intersection of the supports of the D(1)e,σ is contained in
⋂
e∈E(Γk)
D(2)e,σ. On
the other hand,
( ⋂
e∈E(Γk)
D(2)e,σ
)
\
( ⋂
e∈E(Γk)
Supp(D(1)e,σ)
)
is contained in p−1b ((NR)
k).
Then,
〈D(1)e,σ〉X1(Γk) =
1
22k
〈D(2)e,σ〉X2(Γk) + ρ0,
where ρ0 does not depend on the knot. This implies that
∆Γk,σZk =
1
22k
(
〈D(2)e,σ〉X2(Γk) − 〈D(2),0e,σ 〉X02 (Γk)
)
.
Let us check that
(
ϕ : c ∈ ⋂
i∈k
D
(2)
ℓi,σ
7→ (c(wi))i∈k ∈ Y (σ)
)
is well-defined and is
an orientation-reversing diffeomorphism.
The definition of X2(Γk) and of admissible propagators implies that if c ∈⋂
i∈k
D
(2)
ℓi,σ
, then (c(vi), c(wi)) ∈ Bσ(ℓi) for any i ∈ k. Then, for any i ∈ k, since vi
is internal and because of Definition 3.4, c(wi) ∈ Σσ(ℓi)(2). This implies that ϕ
is actually valued in Y (σ). It is a diffeomorphism since the disk Dµ(1) meets the
knot in exactly one point.
Let us check that ϕ reverses the orientations. Let ni(x) denote the positive
normal direction to Σσ(ℓi) at x. The normal bundle to
⋂
i∈k
D
(2)
ℓi,σ
at c is
Nc
⋂
i∈k
D
(2)
ℓi,σ
 =∏
i∈k
(
Tc(vi)ψ(R
n)×R.ni(c(wi))
)
,
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and we proved in Lemma 2.8 that CΓk(ψ) is oriented as
TcCΓk(ψ) = −
∏
i∈k
(
Tc(vi)ψ(R
n)× Tc(wi)M◦
)
= −∏
i∈k
(
Tc(vi)ψ(R
n)×R.ni(c(wi))× Tc(wi)Σσ(ℓi)
)
= −
∏
i∈k
(
Tc(vi)ψ(R
n)× R.ni(c(wi))
)×
∏
i∈k
Tc(wi)Σσ(ℓi)
 ,
where the last equality comes from the fact that the Seifert surfaces are even-
dimensional. This proves that DL,σ =
⋂
i∈k
D
(2)
ℓi,σ
is oriented as −ϕ−1(Y (σ)).
Let us state without proof the following easy lemma, which we will use in the
rest of this proof.
Lemma 3.13. Let P and Q be two oriented submanifolds of an oriented manifold
R. Let NQ(P ∩Q) denote the normal bundle of P ∩Q as a submanifold of Q. For
any x ∈ P ∩Q,
N
Q
x (P ∩Q) = (−1)(dim(R)−dim(Q))(dim(R)−dim(P ))NxP.
For any i ∈ k, the coorientation of the submanifolds D(2)fi,σ ∩DL,σ in DL,σ and
of the submanifolds D
(2)
fi,σ
in CΓ(ψ) differ by a factor (−1)k(n+1)(n+1) = 1, so〈(
D(2)e,σ
)
e∈E(Γk)
〉
X1(Γk)
=
〈
D
(2)
f1,σ
∩DL,σ, . . . , D(2)fk,σ ∩DL,σ
〉
DL,σ
= −
〈
ϕ(D
(2)
f1,σ
∩DL,σ), . . . , ϕ(D(2)fk,σ ∩DL,σ)
〉
Y (σ)
,
where the sign comes from the fact that ϕ reverses the orientation.
Now, for any i ∈ k, ϕ(D(2)fi,σ ∩ DL,σ) is cooriented as Dfi,σ = p−1fi (Bσ(fi)), i.e.
as Bσ(fi) in C2(M
◦). On the other hand, Pi,σ is cooriented as Bσ(fi) ∩ (Σσ(ℓi)(2)×
Σσ(ℓi+ )(2)) in Σσ(ℓi)(2) × Σσ(ℓi+ )(2), i.e. as (−1)2(n+1)Bσ(fi) = Bσ(fi) in C2(M◦).
Because of the 2 factors in the definition of the D
(2)
fi,σ
, this yields〈(
D(2)e,σ
)
e∈E(Γk)
〉
X2(Γk)
= −2k〈P1,σ, · · · , Pk,σ〉Y (σ).
Similarly,
〈(
D(2),0e,σ
)
e∈E(Γk)
〉
X02 (Γk)
= −2k〈P 01,σ, · · · , P 0k,σ〉Y 0(σ).
We are going to define a manifold Y (σ) in which the chains Pi,σ and P
0
i,σ embed,
in order to compute intersection numbers of the previous chains with boundaries
in terms of intersection numbers of cycles inside one common manifold.
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Lemma 3.14. For i ∈ 2k, let S±i denote the gluing of Σ±i ∩E2 and −
(
(Σ±i )
0 ∩E02
)
along their boundaries, set Si = S
+
i ⊔ S−i , and let S≤3i denote the set of points of
Si that come from a point in N3 or N
0
3 before the gluing. For any i ∈ k, set
Yi(σ) = Sσ(ℓi) × Sσ(ℓi+ ), and set Y (σ) =
∏
i∈k
Sσ(ℓi). There exist canonical projection
maps πi : Y (σ)→ Yi(σ) for any i ∈ k. The chains (Pi,σ)i∈k and (P 0i,σ)i∈k naturally
embed into Y (σ), and the chains (Bi,σ)i∈k and (B
0
i,σ)i∈k naturally embed into Yi(σ).
With these notations,
• the boundaries ∂Bi,σ and ∂B0i,σ lie in S≤3σ(ℓi) × S≤3σ(ℓi+ ),
• for any i ∈ k, there exists an (n + 1)-chain Bˆi,σ in S≤3σ(ℓi) × S≤3σ(ℓi+ ) such that
∂Bˆi,σ = ∂B
0
i,σ − ∂Bi,σ.
The manifold S≤3σ(ℓi)×S≤3σ(ℓi+ ) does not depend on the knot. The chains (Bˆi,σ)i∈k can
be chosen such that they do not depend on the knot, either.
Proof. Fix i ∈ k. Since the Seifert surfaces are parallel, the chain Bi,σ does not
meet Yi(σ)∩ (N2 ×E3) or Yi(σ)∩ (E3 ×N2). Then, ∂Bi,σ is necessarily contained
in ∂Yi(σ) ∩ (N3 × N3). The same argument proves that ∂B0i,σ is contained in
∂Y 0i (σ) ∩ (N03 × N03 ). Therefore, the chain Qi,σ = ∂B0i,σ − ∂Bi,σ is a cycle of
S≤3σ(ℓi)×S≤3σ(ℓi+ ). Since the propagators are standard inside pb
−1(N3×N3), the cycle
Qi,σ does not depend on the knot.
For any j ∈ k, let ℓ±j denote the boundary ∂(Σ±j ∩E2), which is involved in the
gluing in the definition of S±j , and let x
±
j ∈ ℓ±j . Since the product S≤3σ(ℓi) × S≤3σ(ℓi+ )
retracts onto (ℓ+σ(ℓi) ⊔ ℓ−σ(ℓi)) × (ℓ+σ(ℓi+ ) ⊔ ℓ
−
σ(ℓi+ )
), Hn(S
≤3
σ(ℓi)
× S≤3σ(ℓi+ )) = Q
8, with a
basis given by the eight spheres [ℓεσ(ℓi)×xε
′
σ(ℓi+ )
] and [xεσ(ℓi)× ℓε
′
σ(ℓi+ )
] for ε, ε′ ∈ {±}.
Let (sr)1≤r≤8 denote these spheres.
The manifold S≤3σ(ℓi) × S≤3σ(ℓi+ ) contains T
0
1 = (S
≤3
σ(ℓi)
× S≤3σ(ℓi+ )) ∩ (Σ
0
σ(ℓi)
(2) ×
Σ0σ(ℓ
i+ )
(2)) and T1 = (S
≤3
σ(ℓi)
× S≤3σ(ℓ
i+ )
) ∩ (Σσ(ℓi)(2) × Σσ(ℓi+ )(2)). T 01 and T1 are
diffeomorphic to each other because the surfaces Σ0j and Σj are identical inside N3
for any j. Denote by ΘT : T
0
1 → T1 the induced diffeomorphism.
Note that the eight chains (sr)1≤r≤8 also define bases ([sr])1≤r≤8 of Hn(T
0
1 )
and Hn(T1). The definition of the spheres (sr)1≤r≤8 implies that ΘT (sr) = sr for
any 1 ≤ r ≤ 8. Since the propagators do not depend on the knot inside N3 ×N3,
ΘT (∂B
0
i,σ) = ∂Bi,σ. The cycle ∂B
0
i,σ defines a class inHn(T
0
1 ) = Hn(S
≤3
σ(ℓi)
×S≤3σ(ℓi+ )).
This class reads [∂B0i,σ] =
8∑
r=1
αi,r[sr] for some rational numbers (αi,r)1≤r≤8. Apply
ΘT to this identity to get [∂Bi,σ] =
8∑
r=1
αi,r[sr]. This means that [Qi] = 0 in
Hn(S
≤3
σ(ℓi)
× S≤3σ(ℓi+ )) and proves the existence of Bˆi,σ.
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Since the cycle Qi ⊂ S≤3σ(ℓi) × S≤3σ(ℓi+ ) is independent of the knot, the chain Bˆi,σ
can be chosen independently of the knot.
Lemma 3.15. Let bd denote the d-th Betti number of S
+
1 . It is possible to choose
two families of cycles ((ad1,j)
+)0≤d≤n+1,j∈bd and ((z
d
1,j)
+)0≤d≤n+1,j∈bd in S
+
1 such that:
• For any d ∈ n, and any j ∈ bd, [(ad1,j)+] = [adj ] and [(zd1,j)+] = [zdj ], where the
cycles (adj )j,d and (z
d
j )j,d are defined in Lemma 3.11.
For d = n + 1, (an+11,1 )
+ = (zn+11,1 )
+ = S+1 . For d = 0, (a
0
1,1)
+ = (z01,1)
+ is a
point.
In particular, for any d ∈ {0, . . . , n + 1}, ([(ad1,j)+])j∈bd and ([(zd1,j)+])j∈bd
are bases of Hd(S
+
1 ), and for any (j, j
′) ∈ bd2, we have the duality relation
〈[(ad1,j)+], [(zn+1−d1,j′ )+]〉S+1 = δj,j′.
• For any d ∈ n, the cycles ((ad1,j)+)j∈bd and ((zd1,j)+)j∈bd are contained in
Σ+1 ∩Ek+1 ⊂ S+1 .
• The point (a01,1)+ = (z01,1)+ is in ∂(Σ+1 ∩E2).
• For any d > n+1
2
, and any j ∈ bd, (ad1,j)+ = (zd1,j)+, and for any d < n+12 and
any j ∈ bd, (zd1,j)+ = (−1)d(ad1,j)+.
Since all the Seifert surfaces (Σ±i )i∈k are obtained from Σ
+
1 by pushing Σ
+
1 in the
positive normal direction, these families yield similar families ((adi,j)
±)0≤d≤n+1,j∈bd
and ((zdi,j)
±)0≤d≤n+1,j∈bd in H∗(S
±
i ).
Proof. It is possible to choose two families such that the first three properties
hold because the map Hd(Σ
+
1 ∩ E3) → Hd(S+1 ) induced by the inclusion is an
isomorphism for 0 ≤ d ≤ n, which can be deduced from Mayer-Vietoris formula.
Due to the symmetry (and antisymmetry) properties of the intersection num-
ber, we can also choose these chains such that the last property holds.
Lemma 3.16. For any i ∈ k, define the cycle Bi,σ = Bi,σ −B0i,σ + Bˆi,σ of Yi(σ).
Its class in Hn+1(Yi(σ)) reads
[Bi,σ] =
∑
d∈n
∑
(p,q,ε,ε′)∈(bd)2×{±}2
lk
(
(zn+1−dσ(ℓi),p )
ε, (adσ(ℓi+ ),q)
ε′
) [
(adσ(ℓi),p)
ε × (zn+1−dσ(ℓi+ ),q)
ε′
]
+RBi,σ,
where RBi,σ reads
∑
d∈{0,n+1}
∑
(ε,ε′)∈{±}2
α
(i)
d,1,1,ε,ε′
[
(adσ(ℓi),1)
ε × (zn+1−dσ(ℓi+ ),1)
ε′
]
, with rational
coefficients (α
(i)
d,1,1,ε,ε′)d∈{0,n+1},(ε,ε′)∈{±}2 independent of the knot.
26
March 24, 2020
Proof. The families of chains ((adσ(ℓi),p)
+)0≤d≤n+1,p∈bd and ((z
d
σ(ℓ
i+ ),p
)+)0≤d≤n+1,p∈bd
induce the two following bases of Hn+1(Yi(σ)):(
[(adσ(ℓi),p)
ε × (zn+1−dσ(ℓ
i+ ),q
)ε
′
]
)
0≤d≤n+1,1≤p,q≤bd,(ε,ε′)∈{±}2
,
and
(
[(zn+1−dσ(ℓi),p )
ε × (adσ(ℓi+ ),q)
ε′]
)
0≤d≤n+1,1≤p,q≤bd,(ε,ε′)∈{±}2
.
These bases are dual is the sense that for any p, p′, q, q′, d, d′, ε, ε′, η, η′,〈
[(adσ(ℓi),p)
ε × (zn+1−dσ(ℓi+ ),q)
ε′ ], [(zn+1−d
′
σ(ℓi),p′
)η × (ad′σ(ℓi+ ),q′)
η′ ]
〉
Y (σ)
= δ
(d′,p′,q′,η,η′)
(d,p,q,ε,ε′) ,
where δyx is the Kronecker delta. There exist coefficients such that[
Bi,σ
]
=
n+1∑
d=0
∑
(p,q,ε,ε′)∈(bd)2×{±}2
α
(i)
d,p,q,ε,ε′
[
(adσ(ℓi),p)
ε × (zn+1−dσ(ℓi+ ),q)
ε′
]
.
For any d ∈ n, and any (p, q, ε, ε′) ∈ (bd)2 × {±}2,
α
(i)
d,p,q,ε,ε′ =
〈[
Bi,σ
]
,
[
(zn+1−dσ(ℓi),p )
ε × (adσ(ℓ
i+ ),q
)ε
′
]〉
Yi(σ)
=
〈
Bσ(fi),
[
(zn+1−dσ(ℓi),p )
ε × (adσ(ℓi+ ),q)
ε′
]〉
C2(M◦)
= lk
(
(zn+1−dσ(ℓi),p )
ε, (adσ(ℓ
i+ ),q
)ε
′
)
,
where the first equality comes from the duality of the bases above, the second one
comes from the second point of Lemma 3.15, and the third one comes from Lemma
2.15.
Set RBi,σ =
∑
d∈{0,n+1}
∑
(ε,ε′)∈{±}2
α
(i)
d,1,1,ε,ε′
[
(adσ(ℓi),1)
ε × (zn+1−dσ(ℓ
i+ ),1
)ε
′
]
. The duality al-
lows us to compute the coefficients that appear in RBi,σ, too. First, α
(i)
0,1,1,ε,ε′ =
〈[Bi,σ], [Sεσ(ℓi) × (a0σ(ℓi+ ),1)
ε′]〉Yi(σ). The chain Sεσ(ℓi) × (a0σ(ℓi+ ),1)
ε′ is contained in
Sεσ(ℓi)× ∂(Σε
′
σ(ℓ
i+ )
∩E2). Then, it only meets Bi,σ inside Σσ(ℓi)(2)× ∂(Σε′σ(ℓ
i+ )
∩E2).
Let us prove that Bi,σ ∩ (Σσ(ℓi)(2)× ∂(Σε′σ(ℓ
i+ )
∩E2)) lies in p−1b (N3×N3). If a con-
figuration in this intersection was in E3×∂N2, it would be in (Σσ(fi)(3)×Dµ(2))∪
(E3×Lθσ(fi)(2)). Since Σσ(fi)(2)∩Σσ(ℓi)(2) = ∅ and Σσ(ℓi+ )(2)∩Lθσ(fi)(2) = ∅, this
is impossible. Then, 〈Bi,σ, Sεσ(ℓi)× (a0σ(ℓi+ ),1)ε
′〉Sσ(ℓi)×Sσ(ℓi+) only counts intersection
points in p−1b (N3×N3). By construction, this implies that this intersection number
does not depend on the knot. Similarly, 〈B0i,σ, Sεσ(ℓi)× (a0σ(ℓi+ ),1)
ε′〉Sσ(ℓi)×Sσ(ℓi+) does
not depend on the knot, and 〈Bˆi,σ, Sεσ(ℓi)×(a0σ(ℓi+ ),1)
ε′〉Sσ(ℓi)×Sσ(ℓi+) does not depend
on the knot because of Lemma 3.14. This proves that α
(i)
0,1,1,ε,ε′ does not depend
on the knot. The same argument proves that α
(i)
n+1,1,1,ε,ε′ does not depend on the
knot, so that the coefficients of RBi,σ do not depend on the knot.
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Lemma 3.17. Let J denote the set of tuples (d, p, q, εˆ) such that d ∈ n, (p, q) ∈
(bd)
2, and εˆ is a map εˆ : k → {±}. For any i ∈ k, set Pi,σ = Pi,σ−P 0i,σ+πi−1(Bˆi,σ).
With these notations,
[Pi,σ] = Ri,σ
+
∑
(d,p,q,εˆ)∈J
lk
(
zn+1−dσ(ℓi),p )
εˆ(i), (adσ(ℓ
i+ ),q
)εˆ(i
+)
) (adσ(ℓi),p)εˆ(i) × (zn+1−dσ(ℓi+ ),q)εˆ(i+) × ∏
j 6∈{i,i+}
S
εˆ(j)
σ(ℓj)
 ,
where Ri,σ reads
Ri,σ =
∑
d∈{0,n+1}
∑
εˆ : k→{±}
α
(i)
d,εˆ
(adσ(ℓi),1)εˆ(i) × (zn+1−dσ(ℓi+ ),1)εˆ(i+) × ∏
j 6∈{i,i+}
S
εˆ(j)
σ(ℓj)
 ,
with coefficients (α
(i)
d,εˆ)d,εˆ that do not depend on the knot.
Proof. We have Pi,σ = πi
−1(Bi,σ), so Lemma 3.16 implies
Pi,σ = Ri,σ
+
∑
d∈n
∑
(p,q,ε,ε′)∈bd
2×{±}2
lk
(
zn+1−dσ(ℓi),p )
ε, (adσ(ℓi+ ),q)
ε′
) [
πi
−1
(
(adσ(ℓi),p)
ε × (zn+1−dσ(ℓi+ ),q)
ε′
)]
,
with Ri,σ as in the lemma with α
(i)
d,εˆ = α
(i)
d,1,1,εˆ(i),εˆ(i+). But for any d ∈ n, any p and
q in bd, and any (ε, ε
′) ∈ {±}2,
πi
−1
(
(adσ(ℓi),p)
ε × (zn+1−dσ(ℓi+ ),q)
ε′
)
=
∑
εˆ : k\{i,i+}→{±}2
ηεˆ
(adσ(ℓi),p)ε × (zn+1−dσ(ℓi+ ),q)ε′ × ∏
j 6∈{i,i+}
S
εˆ(j)
σ(ℓj)

for some signs (ηεˆ)εˆ. Since for any εˆ the chain (a
d
σ(ℓi),p
)ε× (zn+1−dσ(ℓi+ ),q)
ε′× ∏
j 6∈{i,i+}
S
εˆ(j)
σ(ℓj )
is cooriented by (zn+1−dσ(ℓi),p )
ε× (adσ(ℓi+ ),q)ε
′
, the signs (ηεˆ)εˆ are all positive. The lemma
follows.
Lemma 3.18. Let J ′ denote the set of tuples (d, p, q, εˆ) such that d ∈ {0, . . . , n+1},
(p, q) ∈ (bd)2, and εˆ : k → {±}. (We have J ⊂ J ′.) For (di, pi, qi, εˆi)i∈k ∈ (J ′)k,〈(adiσ(ℓi),pi)εˆi(i) × (zn+1−diσ(ℓi+ ),qi)εˆi(i+) × ∏
j 6∈{i,i+}
S
εˆi(j)
σ(ℓj)

i∈k
〉
=
(−1)d1 if d1 = . . . = dk, εˆ1 = . . . = εˆk, and for any i ∈ k, qi = pi+,0 otherwise.
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Proof. If we do not have εˆ1 = . . . = εˆk the intersection is empty. If we do not
have d1 = . . . = dk, there exists an integer i ∈ k such that di > di+ and the chains
(zn+1−diσ(ℓ
i+ ),qi
)εˆi(i) and (a
d
i+
σ(ℓ
i+ ),pi+
)εˆi+ (i) do not intersect, up to small perturbations, so
the intersection number of the lemma is zero. Let us now assume εˆ1 = . . . = εˆk = εˆ
and d1 = . . . = dk = d. The chain (a
d
σ(ℓi),pi
)εˆ(i) × (zn+1−dσ(ℓi+ ),qi)
εˆ(i+) × ∏
j 6∈{i,i+}
S
εˆ(j)
σ(ℓj)
is
cooriented by (−1)dN(adσ(ℓi),pi)εˆ(i) ×N(zn+1−dσ(ℓi+ ),qi)
εˆ(i+). Then, the normal bundle of
the intersection of the lemma is oriented as∏
i∈k
(
(−1)dN(adσ(ℓi),pi)εˆ(i) ×N(zn+1−dσ(ℓi+ ),qi)
εˆ(i+)
)
=(−1)kdN(adσ(ℓ1),p1)εˆ(1) ×
(
k−1∏
i=1
(
N(zn+1−dσ(ℓi+ ),qi
)εˆ(i
+) ×N(adσ(ℓ
i+ ),pi+
)εˆ(i
+)
))
×N(zn+1−dσ(ℓ1),qk)εˆ(1)
=(−1)(k+1)dN(zn+1−dσ(ℓ1),qk)εˆ(1) ×N(adσ(ℓ1),p1)εˆ(1) ×
k−1∏
i=1
(
N(zn+1−dσ(ℓi+ ),qi
)εˆ(i
+) ×N(adσ(ℓi+ ),pi+ )
εˆ(i+)
)
=(−1)d∏
i∈k
(
N(adσ(ℓi+ ),pi+ )
εˆ(i+) ×N(zn+1−dσ(ℓ
i+ ),qi
)εˆ(i
+)
)
.
This implies that〈(adσ(ℓi),pi)εˆ(i) × (zn+1−dσ(ℓi+ ),qi)εˆ(i+) × ∏
j 6∈{i,i+}
S
εˆ(j)
σ(ℓj)

i∈k
〉
= (−1)d∏
i∈k
〈
(adσ(ℓi+ ),pi+ )
εˆ(i+), (zn+1−dσ(ℓ
i+ ),qi
)εˆ(i
+)
〉
S
ε(i+)
σ(ℓ
i+
)
= (−1)d∏
i∈k
δqi,pi+
and concludes the proof.
Lemma 3.19. For any numbering σ of Γk,
∆Γk,σZk =
1
2k
∑
d∈n
∑
εˆ : k→{±}
∑
p : k→bd
(−1)(d+1)∏
i∈k
lk
(
(zn+1−dσ(ℓi),p(i))
εˆ(i), (adσ(ℓi+ ),p(i+))
εˆ(i+)
)
.
Proof. Lemmas 3.17 and 3.18 imply that
〈P1,σ, · · ·, Pk,σ〉Y (σ)
=
∑
d∈n
∑
εˆ : k→{±}
∑
p : k→bd
(−1)d∏
i∈k
lk
(
(zn+1−dσ(ℓi),p(i))
εˆ(i), (adσ(ℓ
i+ ),p(i
+))
εˆ(i+)
)
+ ρ1,
where ρ1 = 〈R1,σ, . . . , Rk,σ〉Y (σ) does not depend on the knot. For any i ∈ k and
j ∈ {0, 1, 2}, set
Pi,σ(j) =

Pi,σ if j = 0,
P 0i,σ if j = 1,
P̂i,σ = πi
−1(Bˆi,σ) if j = 2,
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so that Pi,σ = Pi,σ(0) − Pi,σ(1) + Pi,σ(2). By transversality, ⋂
i∈k
Supp(Pi,σ) ⊂⋂
i∈k
(int(Pi,σ(0)) ⊔ int(Pi,σ(1)) ⊔ int(Pi,σ(2))), so that
〈P1,σ, · · · , Pk,σ〉Y (σ) =
∑
j : k→{0,1,2}
(−1)j(1)+...+j(k)〈(Pi,σ(j(i)))i∈k〉Y (σ).
For r ∈ [3, R−1], let S≤ri denote the set of points of Si that come from a point
of Nr or N
0
r in the gluing that defines Si in Lemma 3.14. Let us prove that for a
configuration c ∈ ⋂
i∈k
Pi,σ(j(i)), if c(wp) ∈ S≤rσ(ℓp) for some r ∈ [3, R− 1] and p ∈ k,
then c(wp+) ∈ S≤r+1σ(ℓp+ ).
• If j(p) = 0, then (c(wp), c(wp+)) ∈ Bσ(fp). If c(wp+) was in Er+1, then
we would have (c(wp), c(wp+)) ∈ pb−1(Nr × Er+1), so c(wp) ∈ Lθσ(fp)(r) or
c(wp+) ∈ Σσ(fp)(r + 1). Since the Seifert surfaces (Σεj)j∈k,ε=± are pairwise
parallel, this is impossible and c(wp+) ∈ Σσ(ℓp+ )(2) ∩Nr+1 ⊂ S≤r+1σ(ℓp+ ).
• If j(p) = 1, we similarly prove that c(wp+) ∈ Σ0σ(ℓ
p+ )
(2) ∩N0r+1 ⊂ S≤r+1σ(ℓ
p+ )
.
• If j(p) = 2, since Bˆp,σ = πi(P̂p,σ) ⊂ S≤3σ(ℓp) × S≤3σ(ℓp+ ) and r ≥ 2, then c(wp+) ∈
S≤3σ(ℓ
p+ )
⊂ S≤r+1σ(ℓ
p+ )
A finite induction proves that if j takes the value 2, then the intersection number
〈(Pi,σ(j(i)))i∈k〉Y (σ) only counts configurations in
∏
i∈k
S≤Rσ(ℓi), where these chains are
independent of the knot. This implies that
〈P1,σ, · · · , Pk,σ〉Y (σ) = 〈P1,σ, · · · , Pk,σ〉Y (σ) + (−1)k〈P 01,σ, · · · , P 0k,σ〉Y (σ) + ρ2,
where ρ2 is independent of the knot. Note that the quantity ρ3 = −ρ2+((−1)k+1−
1)〈P 01,σ, · · · , P 0k,σ〉Y (σ) does not depend on the knot. Lemma 3.12 reads
∆Γk ,σZk = −
1
2k
(
〈P1,σ, · · · , Pk,σ〉Y (σ) − 〈P 01,σ, . . . , P 0k,σ〉Y 0(σ)
)
= − 1
2k
(
〈P1,σ, · · · , Pk,σ〉Y (σ) + ρ3
)
=
1
2k
∑
d∈n
∑
εˆ : k→{±}
∑
p : k→bd
(−1)d+1∏
i∈k
lk
(
(zn+1−dσ(ℓi),p(i))
εˆ(i), (adσ(ℓ
i+ ),p(i
+))
εˆ(i+)
)
−ρ3 + ρ1
2k
.
If ψ is the trivial knot, this formula yields ρ1 + ρ3 = 0. This concludes the proof
of Lemma 3.19.
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Note that
• for any σ ∈ Num(Γk), there are exactly k numberings σ′ of Γk such that
(Γ, σ) and (Γ, σ′) are isomorphic as numbered graphs,
• for any (σ, i) ∈ Num(Γk)×k, if Σ = Σ+1 , and if Σ+ denote the surface obtained
from Σ by pushing Σ+1 in the positive normal direction, then (Σ
εˆ(i)
σ(ℓi)
,Σ
εˆ(i+)
σ(ℓi+ )
)
is isotopic to (Σ,Σ+) if εεˆ,σ(i) = +1 and to (Σ
+,Σ) if εεˆ,σ(i) = −1.
Therefore, Lemma 3.19 and the definition of the Seifert surfaces in Setting 3.6
imply Lemma 3.11
3.3 Proof of Theorem 2.24
Lemma 3.11 can be rephrased as follows in terms of Seifert matrices.
Lemma 3.20. Fix a pair (B, B˜) of dual bases of H∗(Σ), and set B = ([adi ])0≤d≤n,i∈bd
and B˜ = ([zdi ])0≤d≤n,i∈bd. For any d ∈ n, define the matrices V ±d = V ±d (B, B˜) as
in Definition 2.17. For any numbering σ of Γk and any map εˆ : k → {±}, let εεˆ,σ
be defined as in Lemma 3.11, and let N(εˆ, σ) be the number of integers i ∈ k such
that εεˆ,σ = +1. For any ν ∈ {0, . . . , k}, set
λ
(0)
k,ν =
1
2k(2k)!
Card({(εˆ, σ) ∈ {±}k ×Num(Γk) | N(εˆ, σ) = ν}.
With these notations,
Zk(ψ) =
1
k
k−1∑
ν=1
n∑
d=1
(−1)d+1λ(0)k,νTr((V +d )ν(V −d )k−ν).
Proof. Note that for any k ≥ 2, λ(0)k,0 = λ(0)k,k = 0.
In order to prove Theorem 2.24, it remains to prove the following lemma.
Lemma 3.21. For any k ≥ 2 and any ν ∈ k, λ(0)k,ν = λk,ν with the notations of
Theorem 2.24.
Proof. For any (εˆ, σ) ∈ {±}k × Num(Γk), define
F0(εˆ, σ) : i ∈ k 7→ σ(ℓi) + (1− ε(i))k ∈ 4k,
and let F1(εˆ, σ) ∈ Sk be the permutation such that for any i ∈ k,
F1(εˆ, σ)(i) = 1 + Card ({j ∈ k | F0(εˆ, σ)(j) < F0(εˆ, σ)(i)}) .
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By definition, N(εˆ, σ) is the number of elements i ∈ k such that F0(εˆ, σ)(i) <
F0(εˆ, σ)(i
+). Since for any i ∈ k,(
F0(εˆ, σ)(i) < F0(εˆ, σ)(i
+)
)
⇔
(
F1(εˆ, σ)(i) < F1(εˆ, σ)(i
+)
)
,
N(εˆ, σ) = N1(F1(εˆ, σ)), where for any ρ ∈ Sk,
N1(ρ) = Card({i ∈ k | ρ(i) < ρ(i+)}).
Let ρ ∈ Sk act on (εˆ, σ) ∈ {±}k ×Num(Γk) as
ρ · (εˆ, σ) = (εˆ ◦ ρ−1, σρ), where for any i ∈ k,
σρ(fi) = σ(fi),σρ(ℓi) = σ(ℓρ−1(i)).
With these notations, F1(ρ · (εˆ, σ)) = F1(εˆ, σ)◦ρ−1. This implies that all the fibers
of F1 have same cardinality
2k(2k)!
k!
, so that
λ
(0)
k,ν =
1
k!
Card
(
{σ ∈ Sk | N1(σ) = ν}
)
.
Let σ+ ∈ Sk denote the permutation such that σ+(i) = i+ for any i ∈ k. The
subgroup G generated by σ+ in Sk is cyclic of order k. Let G act on Sk in such a
way that σ+ · σ = σ ◦ (σ+)−1 for any σ ∈ Sk. We have N1(σ) = N1(σ+ · σ) for any
σ ∈ Sk, and each orbit is of cardinality k. The subgroup G′ = {σ ∈ Sk | σ(k) = k}
contains exactly one element of each orbit. For any σ ∈ G′, N1(σ) = 1+N2(σ|k−1),
where for any σ′ ∈ Sk−1, N2(σ′) = Card({i ∈ k − 2 | σ′(i) < σ′(i+1)}) Therefore,
λ
(0)
k,ν =
1
(k − 1)!Card
(
{σ′ ∈ Sk−1 | N2(σ′) = ν − 1}
)
= λk,ν .
4 Construction of admissible propagators
4.1 Preliminary setting
In this section, we prove Lemma 3.5. It suffices to prove the following result.
Lemma 4.1. Fix a rectifiable long knot ψ : Rn →֒ M◦, a diffeomorphism Θ: N0R →
NR as before Lemma 3.1, and a parallelisation τ as in Lemma 3.1. Fix two real
numbers θ ∈ R, and R ≥ 3. Fix Seifert surfaces Σ± such that Σ± ∩ NR =
(θΣ
±)0 ∩NR.
Under these assumptions, there exist R-admissible propagators for (Σ+,Σ−, ψ)
as in Definition 3.4. Furthermore, it is possible to choose R-admissible propagators
B (for (Σ+,Σ−, ψ)) and B0 (for ((θΣ
+)0, (θΣ
−)0, ψ0)) such that Θ2(B0∩p−1b (N0R×
N0R)) = B ∩ p−1b (NR × NR), where Θ2 : C2(N0R) → C2(NR) is the diffeomorphism
induced by Θ: N0R → NR.
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From now on, we assume without loss of generality that θ = 0 and R = 3, and
we prove Lemma 4.1 until the end of Section 4.
Fix Seifert surfaces Σ± as in Definition 3.4. Identify a neighborhood N3 of the
knot with the neighborhood N03 of the trivial knot in R
n+2 defined as the union of
the cylinder {x ∈ Rn+2 | x12 + x22 ≤ 9} and the complement of the open ball of
center 0 and radius 2.3
2
3
= 6. In this setting, (Gτ )|(∂C2(M◦))∩p−1b (N3×N3)
extends to a
smooth map G0 : p
−1
b (N3×N3)→ Sn+1, which is the restriction of the Gauss map
of C2(R
n+2) to pb
−1(N3 ×N3) = pb−1(N03 ×N03 ) ⊂ C2(Rn+2).
Define the following subsets:
X0 = p
−1
b (N1×N1) X1 = p−1b
 ⋃
r∈[1,2]
Er+1 ×Nr
 X2 = p−1b
 ⋃
r∈[1,2]
Nr × Er+1
 ,
Y1 = p
−1
b ((N2 ∩E1)×N1), Y2 = p−1b (N1 × (N2 ∩E1)),
X = X0 ∪X1 ∪X2, Y = Y1 ∪ Y2, and W = C2(M◦) \ (X ∪ Y ).
Figure 5 shows this decomposition of C2(M
◦), where X is in black, Y in gray, and
W in white.
Y1
Y2
X0
X2
X1
W
1 2 3
1
2
3
y ∈ E3
y ∈ N2
x ∈ E1
Figure 5: The used decomposition of C2(M
◦)
Let (ei)1≤i≤n+2 denote the canonical basis of R
n+2. The disks Dµ(r) and the
lines L±0 (r) are defined in Notation 3.3. Define the following chains in X:
• BX0 = G0−1({e1}) ∩ pb−1(N1 ×N1)
• BX1 =
⋃
r∈[1,2]
(
(Σ− ∩ Er+1)× Dµ(r) + pb−1(Er+1 × L+0 (r))
)
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• BX2 =
⋃
r∈[1,2]
(
Dµ(r)× (Σ+ ∩ Er+1)− pb−1(L−0 (r)× Er+1)
)
Note that BX0 is naturally oriented. We orient BX1 such that the inclusions
(Σ− ∩ Er+1) × Dµ(r) + p−1b (Er+1 × L+0 (r)) →֒ BX1 preserve the orientation for
any r ∈ [1, 2]. The chain BX2 is similarly oriented. We are going to define a
chain B ⊂ C2(M◦) such that ∂B = Gτ−1({e1}) and B ∩ int(Xi) = int(BXi) for
i ∈ {0, 1, 2}.
In N3 = N
0
3 ⊂ Rn+2, use the coordinates x = (x1, x2, x) ∈ R×R×Rn. In these
coordinates, and for any r ∈ [1, 3], Nr = {(x1, x2, x) | x12+x22 ≤ r2 or ||x|| ≥ 18r }.
We also define the coordinates x = (x1, x2, hx.ωx), such that hx ∈ R+ and
ωx ∈ Sn−1. This will help us in drawing the next figures in R2 ×R+ with ωx fixed
in Sn−1. For example, Figure 6 depicts Nr.
hr =
√(
18
r
)2 − r2
rRr =
18
r
hx
x1
x2
Figure 6: The neighborhood Nr.
Set Rr =
18
r
and hr =
√
Rr
2 − r2, so that ∂Nr = ∂cNr ∪ ∂sNr, with ∂cNr =
{(x1, x2, hx.ωx) | x12+x22 = r2, hx ≤ hr} and ∂sNr = {(x1, x2, hx.ωx) | x12+x22 =
Rr
2 − hx2, hx ≤ hr}.
We are going to define a chain BY1 ⊂ Y1 such that ∂(BX0 + BY1 + BX1) ⊂
∂(X0 ∪ Y1 ∪X1). For any y ∈ N3, define
D0(y,−e1) = {x ∈ N1 | there exists t ≥ 0 such that x = y − t.e1},
so that BX0 = {(x, y) | y ∈ N1, x ∈ D0(y,−e1)}. We orient D0(y,−e1) with dt, so
that BX0 is oriented by dy ∧ dt.
Lemma 4.2. The boundary ∂BX0 splits into three pieces G
−1
τ ({e1})∩ (∂C2(M◦)∩
p−1b (N1×N1)), ∂1BX0 = BX0 ∩p−1b (∂N1×N1) and ∂2BX0 = BX0 ∩p−1b (N1×∂N1).
The piece ∂1BX0 is exactly {(x, y) | x ∈ D0(y,−e1) ∩ ∂N1, y ∈ N1}. For any
y ∈ N1, define the following points :
• If hy ≤ h1, |y2| ≤
√
R1
2 − hy2, and y1 ≥
√
R1
2 − y22 − hy2, x−s (y) and x+s (y)
are the two9 intersection points of D0(y,−e1) with the sphere {x | ||x|| = R1}.
9They coincide when |y2| =
√
R1
2 − hy2.
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• If hy ≤ h1, |y2| ≤ 1, and y1 ≥
√
R1
2 − y22 − hy2, x−c (y) and x+c (y) are the
two10 intersection points of D0(y,−e1) with the cylinder {x | x21 + x22 = 1}.
• If hy ≤ h1, and y12 + y22 ≤ 1, x−c (y) and x−s (y) are the two11 intersection
points of D0(y,−e1) with the cylinder or the sphere as above.
More precisely, we have the formulas
x±c (y) =
(
±√1− y22, y2, y
)
x±s (y) =
(
±
√
R1
2 − y22 − hy2, y2, y
)
,
when they make sense.
For any y ∈ N1:
D0(y,−e1)∩∂N1 =

∅ if hy > h1 or |y2| >
√
R1
2 − hy2
or ( y1 < 0 and ||y|| > R1),
{x−s (y), x+s (y)} if hy ≤ h1, 1 < |y2| ≤
√
R1
2 − hy2
and y1 ≥
√
R1
2 − y22 − hy2,
{x−c (y), x+c (y), x−s (y), x+s (y)} if hy ≤ h1, |y2| ≤ 1,
and y1 ≥
√
R1
2 − y22 − hy2,
{x−s (y), x−c (y)} if hy ≤ h1 and y12 + y22 ≤ 1.
Figure 7 depicts the four possible cases, with the conventions of Section 4.1.
y
D0(y,−e1)
y
D0(y,−e1)
yx
−
c (y) x
+
c (y)
x+s (y)x
−
s (y)
D0(y,−e1)
y
x−c (y)
x−s (y)
D0(y,−e1)
Figure 7: Picture of the four possible cases in Lemma 4.2
10They coincide when |y2| = 1.
11They coincide when hy = h1.
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Then, ∂1BX0 splits into six faces:
• The faces ∂±s,oBX0 = {(x±s (y), y) | hy ≤ h1, |y2| ≤
√
R1
2 − hy2, y1 ≥
√
R1
2 − y22 − hy2},
oriented by ∓dy.
• The faces ∂±c,oBX0 = {(x±c (y), y) | hy ≤ h1, |y2| ≤ 1, y1 ≥
√
R1
2 − y22 − hy2},
oriented by ±dy.
• The face ∂c,iBX0 = {(x−c (y), y) | hy ≤ h1, y12 + y22 ≤ 1}, oriented by −dy.
• The face ∂s,iBX0 = {(x−s (y), y) | hy ≤ h1, y12 + y22 ≤ 1}, oriented by +dy.
Lemma 4.3. The boundary of BX1 is the union of:
• The face ∂ℓBX1 = ∂(Σ− ∩E2)×Dµ(1).
• The face12 ∂ℓ,µBX1 = −
⋃
r∈[1,2]
∂(Σ− ∩ Er+1)× ∂Dµ(r).
• The face ∂µBX1 = (Σ− ∩ E3)× ∂Dµ(2).
• The face ∂E,LBX1 =
⋃
r∈[1,2]
(∂Er+1)× {(Rr, 0, 0)}.
• The face ∂EBX1 = ∂E2 × L+0 (1).
• The face13 ∂LBX1 = −E3 × ∂L+0 (2).
• The face ∂∞BX1 = Gτ−1({e1}) ∩ pb−1(E2 × {∞}).
Among these faces, ∂ℓBX1 , and ∂EBX1 are contained in ∂Y1. We are going to
extend the half-line D0(y,−e1) inside E1 in order to cancel the faces of ∂1BX0 and
these faces ∂ℓBX1 and ∂EBX1 . The goal of Section 4.2 is to obtain the following
lemma.
Lemma 4.4. There exists a chain BY1 ⊂ Y1 such that the codimension 1 faces of
BY1 are:
• the faces −∂c,iBX0, −∂s,iBX0, −∂±s,oBX0, and −∂±c,oBX0,
• the faces −∂ℓBX1 and −∂EBX1,
• the face ∂∞BY1 = {(x, y =∞, u = e1) | x ∈ N2 ∩ E1}, oriented by −dx,
• faces (∂iBY1)1≤i≤3, which are contained in p−1b ((N2 ∩E1)× ∂N1) ⊂ ∂W and
described in Lemmas 4.5, 4.6, and 4.7.
12The union − ⋃
r∈[1,2]
∂(Σ− ∩ Er+1)× ∂Dµ(r) is oriented as −[1, 2]× ∂(Σ− ∩ Er+1)× ∂Dµ(r).
13In M◦, ∂L+0 (2) reduces to the point (R2, 0, 0) with a negative sign.
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4.2 Construction of the chain BY1
4.2.1 Cancellation of the faces ∂c,iBX0 and ∂s,iBX0
In this section, set Yc = {y ∈ N1 | 0 < hy ≤ h1, y12 + y22 ≤ 1}. Let y be a point
of Yc.
If hy ≥ h2, define D1(y,−e1) = {x − te1 ∈ N2 ∩ E1 | t > 0}, and orient it by
dt. If hy ≤ h2, define D1(y,−e1) as the union of the following oriented arcs.
• The line segment L−c (y) ⊂ N2 from x−c (y) to ∂N2 with direction −e1. Let
xcL(y) = (−2 cos(ηc),−2 sin(ηc), y) be the intersection point of this line with
∂N2 (with ηc ∈ [−π2 , π2 ]).
• The circular arc from xcL(y) to xcΣ(y) = (−2, 0, y) given by the formula t ∈
[0, 1] 7→ (−2 cos((1− t)ηc),−2 sin((1− t)ηc), y).
• The arc of longitude {x ∈ ∂(Σ− ∩ E2) | hx ≥ hy, ωx = ωy}, from xcΣ(y) to
xsΣ(y) =
(
−
√
R2
2 − hy2, 0, y
)
.
• The circular arc from xsΣ(y) to the point xsL(y) =
(
−
√
R2
2 − hy2 − y22, y2, y
)
,
given by t ∈ [0, 1] 7→
(
−
√
R2
2 − hy2 cos(tηs),−
√
R2
2 − hy2 sin(tηs), y
)
, where
ηs ∈ [−π2 , π2 ] satisfies xsL(y) =
(
−
√
R2
2 − hy2 cos(ηs),−
√
R2
2 − hy2 sin(ηs), y
)
.
• The line segment L−s (y) ⊂ N2 from xsL(y) to x−s (y), which has direction −e1.
Figure 8 depicts the curve D(y,−e1) = D0(y,−e1) ∪ D1(y,−e1), where the
dotted part on the right is not in the plane but in the longitude.
y
yxc
L
(y)
xcΣ(y)x
s
Σ(y)
xs
L
(y)x−s (y)
x−c (y)
Figure 8: The curve D(y,−e1) in N3 (left) or in Πy = {x | x = y} (right)
Lemma 4.5. Set Bc = {(x, y) | y ∈ Yc, x ∈ D1(y,−e1)} and orient it by dy ∧ dt,
where dt represents the orientation of D1(y,−e1). The codimension 1 faces of Bc
are:
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• the face −∂c,iBX0,
• the face −∂s,iBX0,
• the face ∂1BY1 = {(x, y) | y ∈ ∂cN1, x ∈ D1(y,−e1)}, oriented by dt ∧
Ω(∂cN1),
• the face −∂ℓBX1 = −∂(Σ− ∩ E2)× Dµ(1).
If (x, y) ∈ Bc, and if y ∈ ψ(Rn), then x ∈ Σ−.
Proof. The first two faces and their orientations directly follow from the construc-
tion of D1(y,−e1). The next two faces correspond to y12+y22 = 1, and hy = 0, re-
spectively. The face corresponding to hy = h1 is of codimension 2, since D
1(y,−e1)
reduces to a point. Note the cancellation at hy = h2 since x
s
Σ(y) = x
c
Σ(y) and
xsL(y) = x
c
L(y) for such a y.
4.2.2 Cancellation of ∂+c,oBX0, ∂
−
c,oBX0, ∂
+
s,oBX0, and ∂
−
s,oBX0
Set Ys = {y | hy ≤ h1, 0 < |y2| ≤
√
R1
2 − hy2, y1 ≥
√
R1
2 − hy2 − y22}.
In this section, for any y ∈ Ys, we are going to extend D0(y,−e1) to a curve
D(y,−e1) in N2 such that ∂D(y,−e1) = −{y} in M◦. In order to do so, we will
connect x−s (y) and x
+
s (y), and, when they exist, we will connect x
−
c (y) and x
+
c (y).
We split Ys in three parts Y1s = {y ∈ Ys | h2 ≤ hy or |y2| ≥
√
R2
2 − hy2},
Y2s = {y ∈ Ys | hy ≤ h2, 2 < |y2| ≤
√
R2
2 − hy2}, and Y3s = {y ∈ Ys | hy ≤ h2, 0 <
|y2| ≤ 2}.
First case: y ∈ Y1s
In this case, the half-line starting at y with direction −e1 is contained in N2,
so we set D(y,−e1) = {x ∈ N2 | G(x, y) = e1}.
Second case: y ∈ Y2s
In this case, the half-line {x ∈ N2 | G(x, y) = e1} meets ∂sN2 in two points
x±s,2(y) as in Figure 9. Let γs(y) denote the circular arc contained in the half-circle
∂sN2 ∩ {x | x2y2 > 0, x = y} from x+s,2(y) to x−s,2(y). Then, the line D(y,−e1) is
the union of {x ∈ N2 | G(x, y) = e1} and γs(y).
Third case: y ∈ Y3s
In this case, the half-line {x ∈ N2 | G(x, y) = e1} meets ∂sN2 in two points
x±s,2(y) and meets ∂cN2 in two
14 points x±c,2(y) as in Figure 9. Let γs(y) be defined
as in the previous case, and let γc(y) be the circular arc from x
−
c,2(y) to x
+
c,2(y) in
the half-circle ∂cN2 ∩ {x | x2y2 > 0, x = y}. Then, the line D(y,−e1) is the union
of {x ∈ N2 | G(x, y) = e1}, γc(y), and γs(y).
14which coincide if |y2| = 2.
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Figure 9 depicts the curves D1(y,−e1) = D(y,−e1) ∩ (N2 ∩ E1) in the plane
Πy = {x | x = y} for different values of y in Ys. The two plain circles depict
the boundary of N1 and the two dotted circles depict the boundary of N2. The
orientations are given in the picture by the arrows.
y(1) ∈ Y1s
y(2) ∈ Y2s
D1(y(1),−e1)
x
−
s,2
(y(2)) x+
s,2
(y(2))
x
−
c,2
(y(3)) x+
c,2
(y(3))
γs(y
(3))
γc(y
(3))
y(3) ∈ Y3s
Figure 9: The curves D1(y,−e1) in Πy.
Lemma 4.6. Set B(1)s = {(x, y) | y ∈ Ys, x ∈ D1(y,−e1)} ⊂ Y1, and orient it with
dy ∧ dt, where dt is the orientation of the lines D(y,−e1). Set Y0s = {y | hy ≤
h2, y1 ≥
√
R1
2 − hy2, y2 = 0}.
The codimension 1 faces of B(1)s are:
• the faces −∂+s,oBX0, −∂−s,oBX0, −∂+c,oBX0, and −∂−c,oBX0,
• the face ∂∞BY1,
• the face ∂2BY1 = {(x, y) | y ∈ Ys, y1 =
√
R1
2 − hy2 − y22, x ∈ D1(y,−e1)},
which is contained in pb
−1((N2 ∩ E1) × ∂N1), and which is oriented by
−dy2 ∧ dhy ∧ dωy ∧ dt,
• the face ∂3B(1)s = {(x, y) | y ∈ Y0s , x ∈ Cs(y) ∪ Cc(y)} where Cs(y) denotes
Πy ∩ ∂sN2, oriented as a direct circle of the plane Πy (i.e. as the boundary
of a disk), and Cc(y) denotes the intersection Πy ∩ ∂cN2, with the opposite
orientation. ∂3B
(1)
s is oriented by dt ∧ dy1 ∧ dhy ∧ dωy, where dt is the
orientation of the circle in which x lies.
Proof. The first four faces follow from the fact that the line D(y,−e1) extends
D0(y,−e1). When y ∈ Y3s and hy = h2, γs(y) and γc(y) cancel each other, so that
there is no face corresponding to hy = h2. Note that there is no discontinuity when
|y2| =
√
R1
2 − hy2 since γs(y) reduces to a point. There is no discontinuity when
|y2| = 2 either since γc(y) reduces to a point.
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When y1 approaches infinity, we obtain the face ∂∞BY1 , when y1 goes to√
R1
2 − hy2 − y22, we obtain the face ∂2BY1 , and when y2 approaches 0, we obtain
the face ∂3B
(1)
s .
4.2.3 Cancellation of the face ∂3B
(1)
s
For any y ∈ Y0s such that hy > 0, define A(y) as the annulus {x ∈ ∂N2 | ωx =
ωy, hx ≥ hy} and orient it in such a way that its boundary is Cs(y) ∪ Cc(y).
Lemma 4.7. Set B(2)s = {(x, y) | y ∈ Y0s , hy > 0, x ∈ A(y)}, and orient this chain
by −Ω(A(y)) ∧ dy1 ∧ dhy ∧ dωy, where Ω(A(y)) denotes the orientation of the
annulus A(y) in which x lies. The codimension 1 faces of B(2)s are :
• The face −∂3B(1)s .
• The face −∂E2 × L+0 (1) = −∂EBX1.
• The face ∂3BY1 = {(x, y) | 0 < hy ≤ h2, y1 =
√
R1
2 − hy2, y2 = 0, x ∈ A(y)},
oriented by Ω(A(y)) ∧ dhy ∧ dωy, and contained in p−1b ((N2 ∩E1)× ∂N1).
Proof. The face −∂3B(1)s corresponds to the boundary of A(y). The face ∂EBX1
appears when hy approaches zero. The face corresponding to hy = h2 is of codi-
mension 2, since A(y) degenerates to a circle. When y1 =
√
R1
2 − hy2, we obtain
the face ∂3BY1 , and when y1 approaches infinity, we obtain a face contained in
{(x, y =∞, u = e1) | x ∈ ∂N2}, thus of codimension at least two.
4.2.4 Proof of Lemma 4.4 and definition of the chain in X ∪ Y
Set BY1 = Bc +B
(1)
s +B
(2)
s . The chain BY1 satisfies the conditions of Lemma 4.4.
Let S : C2(N3)→ C2(N3) and T : C2(M◦)→ C2(M◦) be the smooth maps de-
fined on the interior of their respective domains by the formulas S(x, y) = (−x,−y)
and T (x, y) = (y, x), and set BY2 = −ST (BY1) and BX∪Y = BX0 + BY1 + BX1 +
BY2 +BX2 . By construction, we have the following lemma.
Lemma 4.8. Let Gτ be the map of Definition 2.5.
The chain ∂BX∪Y −G−1τ ({e1}) defines a cycle δW of ∂W ⊂W .
Proof. For any 1 ≤ i ≤ 3, set ∂iBY2 = −ST (∂iBY1). Set ∂LBX2 = −∂L−0 (2)× E3
and ∂µBX2 = (∂Dµ(2))× (Σ+∩E3). Set ∂ℓ,µBX2 = −ST (∂ℓ,µBX1), and ∂E,LBX2 =
−ST (∂E,LBX1), where the faces ∂ℓ,µBX1 and ∂E,LBX1 are defined in Lemma 4.3.
The boundary of BX∪Y is the union of :
• The faces (∂iBY1)1≤i≤3 and (∂iBY2)1≤i≤3.
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• The faces ∂ℓ,µBXi , ∂µBXi, ∂E,LBXi, ∂LBXi for i ∈ {1, 2}.
• The face G−1τ ({e1}) ∩ (X ∪ Y ) = (Gτ |(∂C2(M◦))\UE1)−1({e1}).
All the previous faces except the last one are in ∂W . Making the difference
with G−1τ ({e1}) replaces the last part with −G−1τ ({e1})∩W = −(Gτ |UE1)−1({e1}),
which is contained in ∂W .
4.3 Extension of the chain to W
4.3.1 Construction of BW up to Lemma 4.11
In this section, we prove that the cycle δW of Lemma 4.8 is null-homologous in W .
Lemma 4.9. There exists a chain BW ⊂W such that ∂BW = −δW .
Proof of Lemma 4.1 assuming Lemma 4.9. Let BW be like in the lemma, so that
∂(BW + BX∪Y ) = G
−1
τ ({e1}). Set BT = 12 (BW +BX∪Y + T (BW + BX∪Y )), so
that ∂BT = 1
2
G−1τ ({−e1, e1}). Note also that if c = (x, y) ∈ BT , and if (x, y) ∈
pb−1(ψ(Rn)×M◦), the definition of (BXi)1≤i≤3 and the construction of Bc in
Lemma 4.5 imply that y lies in the closure Σ− ∪ Σ+ of Σ− ∪ Σ+ in C1(M◦).
This proves the first assertion of Lemma 4.1. It remains to prove that admissible
propagators can be chosen standard in p−1b (N3 ×N3) as stated in the second part
of Lemma 4.1.
The previous work with the trivial knot and the surfaces ((0Σ
+)0, (0Σ
−)0),
yields an admissible propagator B0 for ((0Σ
+)0, (0Σ
−)0, ψ0).
Set W2 = p
−1
b (N3 ×N3) ∩W and W3 =W \W2. Set BTW2 = B0 ∩W2.
The chain δTW3 =
1
2
(δW + T (δW )) + ∂B
T
W2
is a cycle of W3, which is null-
homologous in W because of Lemma 4.9. Since W3 is a deformation retract of W ,
this implies that δTW3 is a null-homologous cycle inW3. Therefore, there exists BW3
such that ∂BTW3 = −δTW3 . Since T (δTW3) = δTW3, choose BTW3 such that T (BTW3) =
BTW3 .
Set B = 1
2
(BX∪Y + T (BX∪Y )) +B
T
W2
+BTW3. Since the boundary of
1
2
(BX∪Y +
T (BX∪Y )) + B
T
W2
is 1
2
G−1τ ({−e1, e1}) + 12(δW + T (δW )) + ∂BTW2 , the chain B is as
requested by Lemma 4.1.
The rest of this section is devoted to the proof of Lemma 4.9.
Set W1 = p
−1
b (E1 × E1). Note that W →֒ W1 is a homotopy equivalence. In
order to prove Lemma 4.9, it suffices to prove that the class [δW ] ∈ Hn+2(W1) is
null. Lemma 4.9 directly follows from the following two lemmas.
Lemma 4.10. Let MW denote the cycle p
−1
b ({(x, x) | x ∈ ∂Dµ(2)}) = UM◦|∂Dµ(2).
With these notations, Hn+2(W1) = Q.[MW ].
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Proof. W1 is nothing but C2(E1), and E1 is homotopic to the complement of
ψ(Rn) ∪ {∞} ⊂ Sn+2. Let ∆E1 denote the diagonal of E12. The construction of
the configuration space C2(E1) implies that C2(E1) has the homotopy type of its
interior E1
2 \∆E1 , so that Hn+2(W1) ∼= Hn+2(E12 \∆E1).
The Alexander duality implies that H∗(E1) is non trivial only in degree 0 and
1, and that H1(E1) is generated by [∂Dµ(2)]. Then, H∗(E1
2) = 0 for ∗ > 2, and
the long exact sequence associated to E1
2 \ ∆E1 →֒ E12 yields an isomorphism
from Hn+3(E1
2, E1
2 \∆E1) to Hn+2(E12 \∆E1).
The excision theorem yields an isomorphism between Hn+3(E1
2, E1
2\∆E1) and
Hn+3(N (∆E1),N (∆E1) \∆E1), where N (∆E1) denotes a tubular neighborhood of
∆E1 . SinceM
◦ is parallelizable, N (∆E1) is diffeomorphic to the trivial disk bundle
∆E1 × Dn+2, and
Hn+3(N (∆E1),N (∆E1) \∆E1) ∼= Hn+3(∆E1 × Dn+2,∆E1 × (Dn+2 \ {0}))
∼= H1(∆E1)⊗Hn+2(Dn+2, ∂Dn+2)
∼= H1(∆E1)⊗Hn+1(∂Dn+2)
= Q.[∂Dµ(2)]⊗ [∂Dn+2].
Therefore, Hn+2(W1) ∼= Q.[∂Dµ(2)] ⊗ [∂Dn+2]. This identification maps [MW ] to
±[∂Dµ(2)]⊗ [∂Dn+2].
Lemma 4.11. There exists an (n + 2)-chain DW , with ∂DW ⊂ ∂W1, such that:
• DW is dual to MW : 〈DW ,MW 〉W1 = ±1.
• The intersection number 〈DW , δW 〉W1 is zero.
Since this lemma implies that [δW ] = 0 ∈ Hn+2(W1), it implies Lemma 4.9. We
are left with the proof of Lemma 4.11.
We will construct the chain DW = D1 + D2 + D3 as the sum of a chain D1
defined in Lemma 4.12, a chain D2 defined in Lemma 4.16, and a chain D3 defined
in Lemma 4.17.
4.3.2 Construction of the chain D1
Fix a Seifert surface Σ′0 parallel to those used in the construction of the chain
BX∪Y , such that Σ
′0 ∩ N3 = {(r cos(π6 ), r sin(π6 ), x) | x ∈ Rn, r ≥ 0} ∩N3, and let
Σ′ denote Σ′0 ∩E1. Fix an embedding ϕ : [−1, 1]×Σ′ → E1, such that ϕ(0, x) = x
for any x ∈ Σ′. This allows us to define a normal vector nx = (
∂ϕ
∂t
)(0,x)
||(∂ϕ
∂t
)(0,x)||
for any
x ∈ Σ′. Let Σ′+ denote the parallel surface ϕ({1} × Σ′), and, for any x ∈ Σ′, let
x+ denote the associated point ϕ(1, x) in Σ′+. Assume without loss of generality
that Σ′+ ∩N3 = {(r cos(π3 ), r sin(π3 ), x) | x ∈ Rn, r ≥ 0} ∩ (E1 ∩N3).
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Lemma 4.12. Set D1 = p
−1
b ({(ϕ(0, x), ϕ(t, x)) | (t, x) ∈]0, 1]× Σ′}). The closure
adds the configurations (x, x, [nx]) ∈ ∂∆C2(M◦) where x ∈ Σ′. The intersection
D1 ∩MW consists of the configuration c = (x0, x0, [nx0]) where x0 is the unique
intersection point of ∂Dµ(2) and Σ
′. Orient D1 as [0, 1]× Σ′.
The boundary of D1 is the union of three codimension 1 faces:
• The face ∆(Σ′,Σ′+) = {(x, x+) | x ∈ Σ′}, oriented as Σ′.
• The face ∂1D1 = {(x, x, [nx]) | x ∈ Σ′}, oriented as −Σ′.
• The face ∂2D1 = {(x, ϕ(t, x)) | 0 < t ≤ 1, x ∈ ∂Σ′}, oriented as −[0, 1]×∂Σ′.
Furthermore, the last two faces are contained in ∂W1.
Proof. This is a direct check.
Our chain DW will be defined from D1 by gluing other pieces in order to cancel
the face ∆(Σ′,Σ′+), which is not contained in ∂W1.
4.3.3 Construction of the chain D2
Let S ′ denote the closed surface obtained by gluing a disk Dn+1 and Σ′ along their
boundaries. The surface S ′ is oriented as Σ′ ∪ −Dn+1. Let S ′ × S ′+ denote the
product of two copies of S ′, where the coordinates read (x, y+), so that Σ′×Σ′+ ⊂
W1 naturally embeds into S
′×S ′+. Set ∆(S ′, S ′+) = {(x, x+) | x ∈ S ′}, and orient
it as S ′.
Notation 4.13. Choose two families (adi )0≤d≤n+1,1≤i≤bd and (z
d
i )0≤d≤n+1,1≤i≤bd of
chains of S ′ such that:
• For any d ∈ {0, . . . , n + 1}, the families ([adi ])1≤i≤bd and ([zdi ])1≤i≤bd are two
bases of Hd(S
′).
• For any d ∈ {0, . . . , n+ 1}, and any (i, j) ∈ (bd)2, 〈[adi ], [zn+1−dj ]〉S′ = δi,j .
• For any d ∈ n and any i ∈ bd, the chains adi and zdi are contained in Σ′ ∩E3.
• The chains a01 and z01 are two distinct points of ∂Σ′, and an+11 = zn+11 = S ′.
• For any d > n+1
2
, and any j ∈ bd, adj = zdj , and for any d < n+12 and any
j ∈ bd, zdj = (−1)dadj .
Such a choice is possible as in Lemma 3.15, and the previous chains induce similar
families ((adi )
+)0≤d≤n+1,i∈bd and ((z
d
i )
+)0≤d≤n+1,i∈bd in S
′+.
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Lemma 4.14. We have the following equality in Hn+1(S
′ × S ′+):
[∆(S ′, S ′+)] =
n+1∑
d=0
∑
i∈bd
[adi × (zn+1−di )+].
Proof. The Künneth formula implies that Hn+1(S
′ × S ′+) admits the two families
([adi × (zn+1−dj )+])0≤d≤n+1,(i,j)∈(bd)2 and ([zdi × (an+1−dj )+])0≤d≤n+1,(i,j)∈(bd)2 as bases.
For any (d, d′) ∈ {0, . . . , n+1}2, any (i, j) ∈ (bd)2, and any (i′, j′) ∈ (bd′)2, we have
the following duality property:
〈[adi × (zn+1−dj )+], [zn+1−d
′
i′ × (ad
′
j′ )
+]〉S′×S′+ = δi,i′δj,j′δd,d′
There exist coefficients such that [∆(S ′, S ′+)] =
n+1∑
d=0
bd∑
i=1
bd∑
j=1
αdi,j[a
d
i × (zn+1−dj )+],
and the duality property above and the definition of ∆(S ′, S ′+) yield
αdi,j =
〈
[∆(S ′, S ′+)], [zn+1−di × (adj )+]
〉
S′×S′+
= δi,j.
Let D denote the (n + 1)-disk Dn+1, which we glued to Σ′ above. To express
∆(Σ′,Σ′+) from this lemma, we study ∆(D,D+) = ∆(S ′, S ′+)−∆(Σ′,Σ′+).
Lemma 4.15. There exists a chain Dδ in ∂Σ
′ × ∂Σ′+ such that the chain c1δ =
Dδ − a01 ×D+ − D× (z01)+ +∆(D,D+) is a null-homologous cycle of D× D+.
Proof. Let S (respectively S+) denote the sphere that bounds the disk D (respec-
tively D+), which we glued to Σ′ (respectively Σ′+). Note that S = −∂Σ′. Assume
without loss of generality that a01 is the North Pole PN of the sphere S, and that
z01 is the South Pole PS. Similarly define P
+
S and P
+
N .
For any x ∈ S \ {PN}, there exists a unique shortest geodesic parametrized
with constant speed (y+x (t))0≤t≤1 on the sphere S
+ going from x+ to P+S . Set
Dδ = {(x, y+x (t)) | 0 ≤ t ≤ 1, x ∈ S \ {PN}}, and orient it as [0, 1]× (S \ {PN}).
The boundary of Dδ is the union of three codimension 1 faces:
• The face +{PN} × S+.
• The face +S× {P+S }.
• The face −∂∆(D,D+).
The first face appears when x approaches PN , the second one when t = 1, and the
third one when t = 0. This implies that c1δ is a cycle. Since Hn+1(D×D+) = 0, c1δ
is null-homologous.
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Lemma 4.16. There exists a chain D2 ⊂ Σ′ × Σ′+ ⊂ W1, such that D2 ∩ ∂W1 ⊂
∂D2, and such that
∂D2 =
∑
d∈n
∑
i∈bd
adi × (zn+1−di )+
+ a01 × Σ′+ + Σ′ × (z01)+ +Dδ −∆(Σ′,Σ′+).
Proof. Let c2δ = c
1
δ −∆(S ′, S ′+) +
n+1∑
d=0
∑
i∈bd
adi × (zn+1−di )+.
Lemma 4.14 and 4.15 imply that c2δ is null-homologous in S
′ × S ′+. Now c2δ
reads
c2δ =
∑
d∈n
∑
i∈bd
adi × (zn+1−di )+
+ a01 × Σ′+ + Σ′ × (z01)+ +Dδ −∆(Σ′,Σ′+).
Therefore, c2δ is a cycle of Σ
′ × Σ′+ and the class [c2δ] is null in Hn+1(S ′ × S ′+).
The Künneth formula proves that ([adi × (zn+1−dj )+])1≤d≤n,1≤i,j≤bd is a basis of
Hn+1(Σ
′×Σ′+). Since it is a subfamily of the basis ([adi×(zn+1−dj )+])0≤d≤n+1,1≤i,j≤bd
of Hn+1(S
′×S ′+), the inclusion map Hn+1(Σ′×Σ′+)→ Hn+1(S ′×S ′+) is injective,
and [c2δ ] = 0 in Hn+1(Σ
′ × Σ′+).
At this point, ∂(D1+D2) is the sum of a chain contained in ∂W1 and the chain(∑
d∈n
∑
i∈bd
adi × (zn+1−di )+
)
, which is not contained in ∂W1. It remains to define the
chain D3 in order to cancel
(∑
d∈n
∑
i∈bd
adi × (zn+1−di )+
)
.
4.3.4 Construction of the chain D3
Recall that the unit normal bundle to the diagonal ofM◦×M◦ has been identified
with the unit tangent bundle UM◦ of M◦, and that it is a piece of ∂C2(M
◦).
Lemma 4.17. There exists a chain D3 ⊂ p−1b (E3×E3), which meets ∂p−1b (E3×E3)
only along ∂D3, and such that ∂D3 is the union of:
• The faces −adi × (zn+1−di )+, for d ∈ n and i ∈ bd.
• A finite collection of fibers ε(xi).UxiM ⊂ ∂W1 ∩ ∂C2(M◦), for 1 ≤ i ≤ m.
Furthermore,
m∑
i=1
ε(xi) =
χ(Σ′)−1
2
.
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Proof. Recall that H∗(E3) = H∗(S
1). Then, for any d ∈ {2, . . . , n} and any i ∈ bd,
there exists Ad+1i ⊂ E3 such that ∂Ad+1i = adi .
For any i ∈ b1, there exists (A2i )0 ⊂M◦ such that ∂(A2i )0 = a1i . Since
〈(A2i )0, ψ(Rn) ∪ {∞}〉M = 〈(A2i )0, ∂(Σ′+ ∪ {∞})〉M
= [∂((A2i )
0 ∩ (Σ′+ ∪ {∞})] + 〈a1i ,Σ′+ ∪ {∞}〉M
= 0,
the chain (A2i )
0 meets the knot in an even number of points (x1, . . . , x2r) such that
x2i and x2i+1 have opposite signs. Cut (A
2
i )
0 along a disk δi around each of these
points, and glue an annulus [0, 1]× S1 between ∂δ2i and ∂δ2i+1 for each i, so that
the obtained chain A2i does not meet the knot and the boundary of A
2
i is a
1
i . It
can be assumed that A2i is contained in E3.
Assume without loss of generality that the chains (Ad+1i )i,d have been chosen
such that Ad+1i and (z
n+1−d
i )
+ are transverse for any i and d. Set Ki,d = A
d+1
i ∩
(zn+1−di )
+ and K =
⋃
d∈n
⋃
i∈bd
Ki,d. Define
D3 = −
∑
d∈n
∑
i∈bd
p−1b
((
Ad+1i × (zn+1−di )+
)
\∆
)
,
so that
∂D3 = −
∑
d∈n
∑
i∈bd
adi × (zn+1−di )+ +
∑
x∈K
ε(x).UxM,
where (−1)d+1ε(x) is the sign of the intersection point. For d ∈ n and i ∈ bd,∑
x∈Ki,d
ε(x) = (−1)d+1
〈
Ad+1i , (z
n+1−d
i )
+
〉
M◦
= lk
(
adi , (z
n+1−d
i )
+
)
= (−1)d+1[V −n+1−d]i,i,
where V −n+1−d = V
−
n+1−d(B, B˜) as in Definition 2.17 with B = (adi )i,d and B˜ = (zdi )i,d,
so that
m∑
x∈K
ε(x) =
∑
d∈n
∑
i∈bd
∑
x∈Ki,d
ε(x) =
∑
d∈n
(−1)d+1Tr(V −n+1−d).
Conclude with Lemma 2.27.
4.3.5 End of the proof of Lemma 4.11
Set DW = D1 +D2 +D3. By construction, ∂DW is the union of:
• The faces ∂1D1 and ∂2D1 of Lemma 4.12.
• The faces Dδ, a01 × Σ′+, and Σ′ × (z01)+ of Lemma 4.16.
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• The faces ε(xi)UxiM of Lemma 4.17.
All these faces are contained in ∂W1.
Let us check that 〈DW ,MW 〉W1 = ±1. We already saw that 〈D1,MW 〉W1 = ±1.
Since D2 ⊂ Σ′ × Σ′+, the chain D2 does not meet MW , which is contained in the
diagonal. Since D3 ⊂ pb−1(E3 ×E3), 〈D3,MW 〉W1 = 0, and 〈DW ,MW 〉W1 = ±1.
It remains to check that 〈DW , δW 〉W1 = 0 for the cycle δW of Lemma 4.8. Note
that [δW ] = [δW − ∂(BX∪Y ∩W1)]. But δ′W = δW − ∂(BX∪Y ∩W1) is the union of:
• The faces ∂µ,1B = (Σ− ∩E2)× (∂Dµ(1)) and ∂µ,2B = (∂Dµ(1))× (Σ+ ∩E2).
• The faces −∂L−0 (1)× E2 and −E2 × ∂L+0 (1).
• The faces (∂iBY1)1≤i≤3 and (∂iBY2)1≤i≤3.
• The face −G−1τ ({e1}) ∩W1.
The faces ∂L−0 (1)×E2, E2×∂L+0 (1), ∂µ,1B and ∂µ,2B cannot meet DW : indeed,
they are contained in ∂N1 × E2 or E2 × ∂N1, so they do not meet D1 or D3, and
since the points ∂L±0 (1) are on the Seifert surfaces Σ
+ and Σ−, and since Σ′ and
Σ′+ do not meet the surfaces Σ±, these faces do not meet D2, either.
For 1 ≤ i ≤ 3, let us study the intersection of the faces ∂iBY1 ⊂ p−1b ((N2 ∩
E1)× ∂N1) and ∂iBY2 ⊂ p−1b (∂N1 × (N2 ∩ E1)) with DW :
• They cannot meet D3, which is contained in p−1b (E3 × E3).
• They could meet D1 along D1 ∩ ∂(X ∪ Y ) = ∂2D1, which is composed of
configurations where the two points are in ∂N1. The choice of the longitudes
∂Σ′ and ∂Σ′+, and the description of these faces in Lemmas 4.5, 4.6, 4.7
imply that any configuration c = (x, y) ∈ ∂N1 × ∂N1 in one of these faces
is such that y−x
||y−x||
= e1. Figure 10 shows that this never happens when
(x, y) ∈ ∂2D1.
Σ′
Σ′+
∂N1
∂N1
a01
(z01)
+
Figure 10: Dotted line: The surfaces Σ′ and Σ′+ inside N3 ∩ Πx for any x such
that hx < h1. Dashed line: The points x ∈ N2 ∩E1 such that (x, (z01)+) or (a01, x)
lies in ∂1BYi or ∂2BYi.
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• Eventually, they could meet D2 along a01 ×Σ′+ and Σ′ × (z01)+, which would
necessarily happen inside a01 × (Σ′+ ∩ (N2 ∩ E1)) or (Σ′ ∩ (N2 ∩ E1)) ×
(z01)
+. Assume without loss that a01 = (cos(
π
6
), sin(π
6
), 0) and that (z01)
+ =
(18 cos(π
3
), 18 sin(π
3
), 0). In this case, we get no intersection points, as it can
be seen on Figure 10.
Therefore, these faces do not meet DW .
We are left with the proof that 〈DW ,−G−1τ ({e1}) ∩W1〉 = 0. We will use the
following lemma since this intersection is contained in the faces of DW .
Lemma 4.18. Let P be an oriented manifold with boundary, let Q be a submani-
fold of P , and let R be a submanifold of ∂P . Assume that
• the submanifold Q meets ∂P along its boundary: Q ∩ ∂P ⊂ ∂Q, and this
intersection is transverse,
• the submanifolds Q ∩ ∂P and R are transverse in ∂P .
The submanifolds Q and R are transverse in P and 〈Q,R〉P = 〈∂Q ∩ ∂P,R〉∂P .
Proof. The lemma follows from a direct computation.
The only configurations of DW where the two points collide with u = τx(e1)
are:
• Those coming from the faces ε(xi)UxiM ⊂ ∂D3. Their contribution is
〈D3,−G−1τ ({e1}) ∩W1〉W1 =
〈
m∑
i=1
ε(xi)UxiM,−G−1τ ({e1}) ∩W1
〉
∂W1
= −
m∑
i=1
ε(xi)
=
1− χ(Σ′)
2
• Those coming from ∂1D1. Assume without loss of generality that e1 is a
regular value of the map ϕn : x ∈ Σ′ 7→ τ−1x (nx) ∈ Sn+1. Their contribution
is
〈D1,−G−1τ ({e1}) ∩W1〉W1 = 〈∂1D1,−G−1τ ({e1}) ∩W1〉∂W1
= +dege1(ϕn),
where degy(ϕn) is the differential degree of ϕn at y, and where the plus sign
comes from the fact that the face ∂1D1 of Lemma 4.12 is oriented as −Σ′.
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The proof of Lemma 4.11 is now completed by the following lemma.
Lemma 4.19. Let ϕn be the map x ∈ Σ′ 7→ τ−1x (nx) ∈ Sn+1.
The differential degree of ϕn may be extended to the constant map on S
n+1 with
value χ(Σ
′)−1
2
.
Proof. Note that for any x ∈ Σ′ ∩ N3, ϕn(x) = (cos(2π3 ), sin(2π3 ), 0). All the
boundary of Σ′ is mapped by ϕn to one point in S
n+1. This implies that the
differential degree of ϕn does not depend on the chosen regular value in S
n+1.
Assume without loss that ϕn admits −e1 and e1 as regular values.
For any x ∈ Σ′, define the projection X(x) of τx(e1) on TxΣ′ along the direction
nx (which is the only vector of TxΣ
′ that can be expressed as τx(e1)−λnx for some
λ ∈ R). This defines a tangent vector field X on Σ′, whose zeros are the points
such that ϕn(x) = ±e1. Around such a zero z, ϕn is a local diffeomorphism from a
disk around z to a disk inside Sn+1. In this setting, the index i(X, z) of the zero is
+1 if and only if this local diffeomorphism preserves the orientation. This implies
that
∑
z zero of X
i(X, z) = dege1(ϕn)+ deg−e1(ϕn). Since deg(ϕn) does not depend on
the regular value, deg(ϕn) =
1
2
∑
z zero of X
i(X, z).
Let D ⊂ Σ′ be the set {(r cos(π
6
), r sin(π
6
), x) | 1 ≤ r ≤ 2, x ∈ Rn} ∩ E1, as
depicted in Figure 11. This is an (n + 1)-disk on which X takes a constant value
X0 6= 0. Change the vector field X on D so that it keeps the same value on ∂D\∂Σ′
but is going outwards on all D∩∂Σ′. The obtained vector fieldX ′ is going outwards
on ∂Σ′ and X ′|D is going outwards on ∂D as in Figure 11. The zeros of X
′ are the
union of those of X with same indices (which are in Σ′ \ D) and those of X ′|D.
In this setting, Poincaré-Hopf theorem (see for example [Mil65, Section 6, p 35])
yields
∑
z zero of X′
i(X ′, z) = χ(Σ′ ∪D) = χ(Σ′), and ∑
z zero of X′
|D
i(X ′, z) = χ(D) = 1.
The difference of these two formulas gives
∑
z zero of X
i(X, z) = χ(Σ′) − 1, and
implies the lemma.
D
Σ′
Figure 11: Left: The surface Σ′ with the darker disk D, and the vector field X.
The hashed area depicts Σ′ ∩E2, which is not necessarily a disk as in the picture.
Right: The modified field X ′ on D, which points outwards on the boundary.
49
March 24, 2020
5 On virtual rectifiability
5.1 Proof of Lemma 2.21
Lemma 5.1. Let (It)0≤t≤1 be a homotopy of maps (R
n,Rn\Dn)→ (I(Rn,Rn+2), ι0)
with I0(R
n) = {ι0}. Let G denote the space of smooth maps from Rn to GLn+2(R)
that map Rn \ Dn to In+2.
There exists a continous map t ∈ [0, 1] 7→ gt ∈ G, such that for any (t, x) ∈
[0, 1]× Rn, It(x) = gt(x) ◦ I0(x), and such that, for any x ∈ Rn, g0(x) = In+2.
Proof. Set g0(x) = In+2 for any x. Endow R
n+2 with its canonical Euclidean
structure and let Pt,x denote the orthogonal complement of It(x)(R
n) in Rn+2. Let
πt,x denote the orthogonal projection on Pt,x. Set f(t, t0, x) = min
z∈Pt0,x,||z||=1
||πt,x(z)||.
Since f maps the complement of the compact [0, 1]2 × Bn to 1, it is uniformly
continuous. Fix δ > 0 so that for any (t, t0, x) and (t
′, t′0, x
′) with |t−t′|+ |t0−t′0|+
||x− x′|| < δ, |f(t′, t′0, x′)− f(t, t0, x)| < 12 , and for any j ∈ N, set tj = min(j δ2 , 1).
We are going to define gt on each [tj, tj+1].
Note that P0,x ∩ P⊥t,x = {0} if and only if f(t, 0, x) > 0. Since f(0, 0, x) = 1 for
any x, we have P0,x ∩P⊥t,x = {0} for 0 ≤ t ≤ t1. For 0 ≤ t ≤ t1, define gt(x) by the
following formula:
∀z = (z1, z2, z) ∈ Rn+2 = R× R× Rn, gt(x)(z1, z2, z) = πt,x(π0,x(z)) + It(x)(z)
Since P0,x ∩ P⊥t,x = {0}, πt,x defines an isomorphism from P0,x to Pt,x. Thus, gt(x)
is an isomorphism. For tk ≤ t ≤ tk+1 and x ∈ Rn define gt(x) so that
∀z = (z1, z2, z) ∈ Rn+2, gt(x)(z1, z2, z) = πt,x(πtk ,x(· · ·πt0,x(z) · · · )) + It(x)(z).
Since f(t, tk, x) ≥ f(tk, tk, x) − 12 = 12 , the above method proves that gt(x) is an
isomorphism. This defines a family (gt)0≤t≤1 as required by the lemma.
Proof of Lemma 2.21. Let τ be a parallelization such that the class [ι(τ, ψ)] of
Lemma 2.19 is zero, so that there exists (It)0≤t≤1 as in Lemma 5.1 with I1 =
ι(τ, ψ). Let (g˜t)0≤t≤1 be a smooth approximation of the map (gt)0≤t≤1 of Lemma
5.1, such that for any x ∈ Rn, g˜0(x) = In+2 and I1(x) = ι(τ, ψ)(x) = g˜1(x) ◦
I0(x). Assume without loss of generality that (t ∈ [0, 1] 7→ g˜t ∈ G) is constant on
a neighborhood of {0, 1}. Take a tubular neighborhood N of ψ(Rn) and identify
N with ψ(Rn) × D2 with coordinates (ψ(x), r, θ). For any y = (ψ(x), r, θ) ∈ N ,
set τy = (τe)y ◦ g˜1−r(x). This defines a map τ : N × Rn+2 → TN , which extends
to a map τ ′ : M◦ × Rn+2 → TM◦, by setting (τ ′)y = (τe)y when y 6∈ N . This
construction ensures that ι(τ ′, ψ) = ι0, and τ
′ is a parallelization of M◦.
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5.2 Case n ≡ 5 mod 8
We use the following Bott periodicity theorem, which is proved in [Bot57].
Theorem 5.2. [Bott] For any k ≥ 0, and any N ≥ 1,
πN (SO(N + 2 + k), IN+2+k) =

0 if N ≡ 2, 4, 5 or 6 mod 8,
Z/2Z if N ≡ 0 or 1 mod 8,
Z if N ≡ 3 or 7 mod 8.
This yields the following corollary, which is the first assertion of Lemma 2.23.
Corollary 5.3. Suppose n ≡ 5 mod 8, and let M◦ be an asymptotic homology
Rn+2. If M◦ is parallelizable, then all long knots ψ : Rn →֒ M◦ are rectifiable.
Therefore, for any long knot ψ in a (possibly non-parallelizable) asymptotic ho-
mology Rn+2, ψ♯ψ is rectifiable.
Proof. As stated in Lemma 3.2, πn(I(Rn,Rn+2), ι0) = πn(SO(n+ 2), In+2). Since
n ≡ 5 mod 8, πn(SO(n+ 2), In+2) = 0. Then πn(I(Rn,Rn+2), ι0) = 0, and, if M◦
is parallelizable, the hypothesis of Lemma 2.21 is satisfied for any knot.
In the non-parallelizable case, M◦♯M◦ is parallelizable because of Proposition
2.12, and the previous argument applies to ψ♯ψ.
5.3 Case n ≡ 1 mod 8 and connected sum of long knots
The following lemma concludes the proof of Lemma 2.23.
Lemma 5.4. When n ≡ 1 mod 8, for any long knot ψ in a parallelizable asymp-
totic homology Rn+2, the connected sum ψ♯ψ is rectifiable. Therefore, for any long
knot ψ in a (possibly non-parallelizable) asymptotic homology Rn+2, the connected
sum ψ♯ψ♯ψ♯ψ is rectifiable.
Proof. Let (M◦, τ) be a parallelized asymptotic homology Rn+2, let (M◦♯M◦, τ♯τ)
be the induced connected sum, and fix a long knot ψ : Rn →֒M◦. Since ψ♯ψ is de-
fined by stacking two copies of the knot, ι(τ♯τ, ψ♯ψ) is the map defined by stacking
two copies of ι(τ, ψ). In terms of homotopy classes in [(Rn, B◦∞,n), (I(Rn,Rn+2), ι0)] =
πn(I(Rn,Rn+2), ι0), this implies [ι(τ♯τ, ψ♯ψ)] = 2.[ι(τ, ψ)]. Lemma 3.2 and Theo-
rem 5.2 yield πn(I(Rn,Rn+2), ι0) = Z/2Z. This implies [ι(τ♯τ, ψ♯ψ)] = 0. Lemma
2.21 implies that ψ♯ψ is rectifiable.
In the non-parallelizable case, M◦♯M◦ is parallelizable because of Proposition
2.12, and the previous argument applies to ψ♯ψ.
Note that since πn(SO(n + 2), In+2) = Z for n ≡ 3 mod 4, the same method
implies that ψ♯ψ is virtually rectifiable if and only if ψ♯ψ is rectifiable (otherwise
the class ι(ψ♯ψ) of Definition 2.22 has infinite order). This argument together with
Corollary 5.3 and Lemma 5.4 yields the following remark.
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Remark 5.5. Let M◦ be an asymptotic homology Rn+2 and let ψ be a long knot
of M◦. Then, ψ is virtually rectifiable if and only if ψ♯ψ♯ψ♯ψ is rectifiable.
6 Proof of Theorem 2.29
6.1 A generating series for the (λk,ν)k≥2,ν∈k−1
In this section, we prove the following result for the coefficients (λk,ν)k≥2,ν∈k−1 of
Theorem 2.24.
Lemma 6.1. For any k ≥ 2, set Lk(X) =
k−1∑
ν=1
λk,νX
ν, set L1(X) =
X+1
2
, and
define the formal power series L(X, Y ) =
∑
k≥1
Lk(X)Y
k−1 ∈ Q[[X, Y ]]. Then,
L(X, Y ) =
1−X
2
1 +X exp((1−X)Y )
1−X exp((1−X)Y ) .
In order to prove Lemma 6.1, we first obtain an induction formula for the
coefficients (λk,ν)k≥2,ν∈k−1 in Lemma 6.2. We next derive an induction formula for
the polynomials (Lk)k≥1 in Lemma 6.3, and a differential equation on L(X, Y ) in
Lemma 6.4.
Lemma 6.2. Extend the definition of the coefficients (λk,ν)k≥2,ν∈k−1 to (k, ν) ∈
Z× Z by setting λk,ν = 0 when ν 6∈ {1, . . . , k − 1} or k ≤ 1. For any k ≥ 3,
(k − 1)λk,ν = λk−1,ν + λk−1,ν−1 +
k−2∑
r=2
∑
p≥0
λr,pλk−r,ν−p.
Proof. By definition, for any k ≥ 3 and any ν ∈ k − 1, λk,ν = 1(k−1)!Card({σ ∈
Sk−1 | N(σ) = ν − 1}), where N(σ) = Card{i ∈ k − 2 | σ(i) < σ(i+ 1)}.
Let σ ∈ Sk−1, and set rσ = σ−1(k − 1), Iσ = {1, . . . , rσ − 1}, and Jσ =
{rσ + 1, . . . , k − 1}. Let iσ : σ(Iσ) → Iσ and jσ : σ(Jσ) → Jσ denote the two only
such maps that are strictly increasing bijections. The permutation σ induces two
permutations σ1 = iσ ◦ σ|Iσ ∈ SIσ and σ2 = jσ ◦ σ|Jσ ∈ SJσ .
• If rσ = k − 1, N(σ1) = N(σ)− 1 and σ2 ∈ S∅.
• If rσ = 1, N(σ2) = N(σ), and σ1 ∈ S∅.
• If 2 ≤ rσ ≤ k−2, then N(σ) = 1+N(σ1)+N(σ2), since the elements i ∈ k − 2
such that σ(i) < σ(i + 1) are taken into account in N(σ1) if i < rσ − 1, in
N(σ2) if i ≥ rσ + 1, and since σ(rσ − 1) < σ(rσ) and σ(rσ) > σ(rσ + 1).
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Now, note that σ is equivalent to the data of (rσ, σ(Iσ), σ1, σ2), and that, for a given
rσ, there are
(
k−2
rσ−1
)
possible choices of σ(Iσ). This yields the induction formula of
the lemma.
Lemma 6.3. The polynomial L2(X) is X, and for any k ≥ 3,
Lk(X) =
1
k − 1
k−1∑
r=1
Lr(X)Lk−r(X).
Proof. The first point of the lemma is immediate since λ2,1 = 1. For k ≥ 3,
(k − 1)Lk(X) =
∑
ν∈k−1
(k − 1)λk,νXν
=
∑
ν∈k−1
λk−1,ν + λk−1,ν−1 + k−2∑
r=2
∑
p≥0
λr,pλk−r,ν−p
Xν
= Lk−1(X) +XLk−1(X) +
k−2∑
r=2
∑
ν∈k−1
∑
p≥0
λr,pX
pλk−r,ν−pX
ν−p
= (X + 1)Lk−1(X) +
k−2∑
r=2
Lr(X)Lk−r(X)
=
k−1∑
r=1
Lr(X)Lk−r(X),
since L1(X)Lk−1(X) + Lk−1(X)L1(X) = (X + 1)Lk−1(X).
Lemma 6.4. L(X, Y ) satisfies the differential equation
∂L
∂Y
(X, Y ) = (L(X, Y ))2 −
(
1−X
2
)2
.
Proof. Indeed,
∂L
∂Y
(X, Y ) =
∑
k≥2
Lk(X)(k − 1)Y k−2
= L2(X) +
∑
k≥3
k−1∑
r=1
Lr(X)Y
r−1Lk−r(X)Y
k−r−1
= L2(X) +
∑
k≥1
tk(X)Y
k,
where (L(X, Y ))2 =
∑
k≥0
tk(X)Y
k. Since L(X, Y ) = (X+1)
2
+
∑
k≥2
Lk(X)Y
k−1, we
have t0(X) =
(X+1)2
4
, and
∂L
∂Y
(X, Y ) = X + L(X, Y )2 − (X + 1)
2
4
= L(X, Y )2 −
(
1−X
2
)2
.
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Proof of Lemma 6.1. Since |Lk(x)| ≤ 1 for any x ∈ [−1, 1], L(X, Y ) defines a
power series that converges at least on ] − 1, 1[2. Fix x ∈
]
0, 1
2
[
, and set ux(t) =
L(x, t) for any t ∈] − 1, 1[. The function ux satisfies the equation u′x = (ux)2 −(
1−x
2
)2
. Set a = 1−x
2
, and note that
∫ t
0
u′x(t)
(ux(t))2 − a2dt =
1
2a
(
Ln
(
ux(t)− a
ux(t) + a
)
− Ln
(
ux(0)− a
ux(0) + a
))
,
so that, for any t,
Ln
(
(ux(t)− a)(ux(0) + a)
(ux(t) + a)(ux(0)− a)
)
= 2at.
Since ux(0) =
x+1
2
and a = 1−x
2
, this yields the formula of Lemma 6.1. Both sides of
the formula of Lemma 6.1 are power series with a convergence domain containing
a disk around (0, 0), so that the formula also holds for the formal power series.
6.2 The formula with the Reidemeister torsion
Lemma 6.5. For any virtually rectifiable long knot ψ,∑
k≥2
Zk(ψ)h
k = −Ln(Tψ(eh)).
Proof. Let Σ be a Seifert surface for ψ, let (B, B˜) be a pair of dual bases of H∗(Σ),
and set V ±d = V
±
d (B, B˜). Corollary 2.25 yields
∑
k≥2
Zk(ψ)h
k =
∑
d∈n
∑
k≥2
∑
ν∈k−1
(−1)d+1λk,ν h
k
k
Tr
(
(V +d )
ν(V −d )
k−ν
)
=
∑
d∈n
(−1)d+1Tr
(
M(hV +d , hV
−
d )
)
,
where M(X, Y ) =
∑
k≥2
∑
ν∈k−1
1
k
λk,νX
νY k−ν. Note that
M(X, Y ) =
∫ Y
0
(
L(XY −1, T )− L1(XY −1)
)
dT.
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Lemma 6.1 and basic integral calculus yield
M(X, Y ) =
∫ Y
0
(
1−XY −1
2
1 +XY −1 exp((1−XY −1)T )
1−XY −1 exp((1−XY −1)T ) −
XY −1 + 1
2
)
dT
=
∫ Y
0
(
1−XY −1
2
(
1 +
2X exp((1−XY −1)T )
Y −X exp((1−XY −1)T )
)
− XY
−1 + 1
2
)
dT
=
∫ Y
0
(
−XY −1 + X(1−XY
−1) exp((1−XY −1)T )
Y −X exp((1−XY −1)T )
)
dT
= −X − Ln
(
Y −X exp((1−XY −1)Y )
Y −X
)
= −Ln
(
Y exp(X)−X exp(Y )
Y −X
)
= Ln(X − Y )− Y − Ln(X − Y exp(X − Y )).
For any commuting square matrices (A,B) and any h arbitrarily small, this yields
M(hA, hB) = Ln(A− B)− hB − Ln(A− B exp(h(A− B))),
where Ln(C) is defined for C−I sufficiently small as ∑
k≥1
(−1)k−1
k
(C−I)k. Therefore,
M(hV +d , hV
−
d ) = Ln(V
+
d − V −d )− hV −d − Ln(V +d − V −d exp(hV +d − hV −d ))
= −hV −d − Ln(V +d − ehV −d )
= −h
2
Ibd − hV −d − Ln(e−
h
2V +d − e+
h
2 V −d )
= −h
2
(V +d + V
−
d )− Ln(e−
h
2V +d − e+
h
2V −d ),
so that∑
k≥2
Zk(ψ)h
k =
∑
d∈n
(−1)d+1Tr
(
h
2
(V +d + V
−
d )− Ln(e−
h
2V +d − e+
h
2 V −d )
)
=
∑
d∈n
(−1)dLn(∆d,Σ(eh)) = −Ln(Tψ(eh)),
where the second equality uses Lemma 2.27 and the fact that Tr(Ln(I + H)) =
Ln(det(I +H)) for H ∈Mn(C) sufficiently small.
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