Introd uctio n
Extensive work has been done on understanding the structure of collaborations in co-citation (Bayer, Smart, & McLaughlin, 1990; Marshakova, 1973; Small, 1973; Small & Griffith, 1974; Small & Sweeney, 1985; White & Griffith, 1981) and co-author (Newman, 2004) networks of papers, authors, and journals. While being continually improved upon (Boyack, Börner, & Klavans, 2007; Chen, 1994; Klavans & Boyack, 2006; Small, 2006; Wallace, Gingras, & Duhon, 2009) [0, 1] . Wong and You 1985 (Wong & You, 1985 ) introduced it, and Lin 1991 (Lin, 1991 discusses many properties. The measure is gaining popularity, and has strong interpretations in multiple fields, from intensive mixture entropy in statistical physics to a loglikelihood ratio in mathematical statistics (Grosse et al., 2002) . Most interesting in this case, it can be interpreted as a "capacitory discrimination" measure (Topsoe, 2000) . Besides easy interpretation, the square root of Jensen-Shannon divergence is a metric (Endres & Schindelin, 2003; Osterreicher & Vajda, 2003) (Schvaneveldt, 1990) .
, these approaches require direct evidence to create relationships among the entities. However, many data sets contain interesting information only indirectly evidenced, such as people co-authoring with other people in very similar patterns, but never co-authoring with each other inside the data set. If the primary area of interest is in the relationships directly evidenced by the data, this is not an obstacle, but many times the area of interest is in relationships only implied by the data set. For instance, a lab might be interested in the structure of their collaborations with others, but only have data for their own papers.

A metric projection of Jensen-Shannon divergence provides a distance measure between entities with no clear, direct relationship in the data. The distances reflect the similarity of data items from the perspective of a set of reference data items that they
Community detection that relies on graph structure is good because it avoids transformation from a weighted adjacency matrix to a similarity or distance matrix, which can distort the statistics (Ahlgren, Jarneving, & Rousseau, 2003; Bensman, 2004; Leydesdorff, 2008; Leydesdorff & Vaughan, 2006; White, 2003) . However, when there is already a solid distance or similarity metric, very good results can be obtained through procedures like agglomerative hierarchical clustering (Anderberg, 1973; Everitt, 1974 1 The data is originally from the Science Citation Index by Thomson Scientific, and was compiled and provided by the National Science Library of the Chinese Academy of Sciences. 
Instead of optimizing on Jensen-Shannon divergence as Leydesdorff does on in between group entropy (which is closely related to Jensen-Shannon divergence), this approach takes advantage of the square root of Jensen-Shannon divergence being a metric. Since it is a metric, techniques wellfounded in a metric
