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MODULAR REPRESENTATIONS AND INDICATORS FOR
BISMASH PRODUCTS
ANDREA JEDWAB AND SUSAN MONTGOMERY
Abstract. We introduce Brauer characters for representations of the bismash
products of groups in characteristic p > 0, p 6= 2 and study their properties anal-
ogous to the classical case of finite groups. We then use our results to extend
to bismash products a theorem of Thompson on lifting Frobenius-Schur indicators
from characteristic p to characteristic 0.
1. Introduction
In this paper we study the representations of bismash products Hk = k
G#kF ,
coming from a factorizible group of the form Q = FG over an algebraically closed
field k of characteristic p > 0, p 6= 2. Our general approach is to reduce the problem
to a corresponding Hopf algebra in characteristic 0.
In the first part of the paper, we extend many of the classical facts about Brauer
characters of groups in char p > 0 to the case of our bismash products; our Brauer
characters are defined on a special subset of H of non-nilpotent elements, using the
classical Brauer characters of certain stabilizer subgroups Fx of the group F . In
particular we relate the decomposition matrix of a character for the bismash product
in char 0 with respect to our new Brauer characters, to the ordinary decomposition
matrices for the group algebras of the Fx with respect to their Brauer characters. As
a consequence we are able to extend a theorem of Brauer saying that the determinant
of the Cartan matrix for the above decomposition is a power of p (Theorem 4.14).
These results about Brauer characters may be useful for other work on modular
representations. We remark that the only other work on lifting from characteristic p
to characteristic 0 of which we are aware is that of [EG], and they work only in the
semisimple case.
In the second part, we first extend known facts on Witt kernels for G-invariant
forms to the case of a Hopf algebra H , as well as some facts about G-lattices. We
then use these results and Brauer characters to extend a theorem of J. Thompson
[Th] on Frobenius-Schur indicators for representations of finite groups to the case
of bismash product Hopf algebras. In particular we show that if HC = C
G#CF is
a bismash product over C and Hk = k
G#kF is the corresponding bismash product
over an algebraically closed field k of characteristic p > 0, and if HC is totally
orthogonal (that is, all Frobenius-Schur indicators are +1), then the same is true for
Hk (Corollary 6.6).
The first author was supported by NSF grant DMS 0701291 and the second author by DMS
1001547.
1
2 ANDREA JEDWAB AND SUSAN MONTGOMERY
This paper is organized as follows. Section 2 reviews known facts about bismash
products and their representations, and Section 3 summarizes some basic facts about
Brauer characters for representations of finite groups. In Section 4 we prove our main
results about Brauer characters for the case of bismash products.
In Section 5 we extend the facts we will need on Witt kernels and lattices, and in
Section 6 we combine all these results to prove our extension of Thompson’s theorem.
Finally in Section 7 we give some applications and raise some questions.
Throughout E will be an arbitrary field and H will be a finite dimensional Hopf
algebra over E, with comultiplication ∆ : H → H ⊗H given by ∆(h) =
∑
h1 ⊗ h2,
counit ǫ : H → E and antipode S : H → H .
2. Extensions arising from factorizable groups and their
representations
The Hopf algebras we consider here were first described by G. Kac [Ka] in the
setting of C∗-algebras, in which case E = C, and in general by Takeuchi [Ta], con-
structed from what he called a matched pair of groups. These Hopf algebras can
also be constructed from a factorizable group, and that is the approach we use here.
Throughout, we assume that F and G are finite groups.
Definition 2.1. A group Q is called factorizable into subgroups F,G ⊂ Q if FG = Q
and F ∩ G = 1; equivalently, every element q ∈ Q may be written uniquely as a
product q = ax with a ∈ F and x ∈ G.
A factorizable group gives rise to actions of each subgroup on the other. That is,
we have
⊲ : G× F → F and ⊳ : G× F → G,
where for all x ∈ G, a ∈ F , the images x⊲ a ∈ F and x⊳ a ∈ G are the (necessarily
unique) elements of F and G such that xa = (x⊲ a)(x⊳ a).
Although these actions ⊲ and ⊳ of F and G on each other are not group auto-
morphisms, they induce actions of F and G as automorphisms of the dual algebras
EG and EF . Let {px | x ∈ G} be the basis of E
G dual to the basis G of EG and let
{pa | a ∈ F} be the basis of E
F dual to the basis F of EF . Then the induced actions
are given by
(2.2) a · px := px⊳a−1 and x · pa := px⊲a,
for all a ∈ F , x ∈ G. We let Fx denote the stabilizer in F of x under the action ⊳.
The bismash product Hopf algebra HE := E
G#EF associated to Q = FG uses the
actions above. As a vector space, HE = E
G⊗EF , with E-basis {px#a | x ∈ G, a ∈ F}.
The algebra structure is the usual smash product, given by
(2.3) (px#a)(py#b) = px(a · py)#ab = pxpy⊳a−1#ab = δy,x⊳apx#ab.
The coalgebra structure may be obtained by dualizing the algebra structure of H∗E,
although we will only need here that HE has counit ǫ(px#a) = δx,1. Finally the
antipode of H is given by S(px#a) = p(x⊳a)−1#(x ⊲ a)
−1. One may check that
S2 = id.
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For other facts about bismash products, including the alternate approach of matched
pairs of groups, see [Ma2], [Ma3]. We will consider the explicit example of a factor-
ization of the symmetric group in Section 7.
Observe that for any field E, a distinguished basis of HE over E is the set
(2.4) B := {py#a | y ∈ G, a ∈ F},
and that B has the property that if b, b′ ∈ B, then bb′ ∈ B ∪ {0}. In particular, if
w = py#a, then (2.3) implies that for all k ≥ 2,
(2.5) wk =
{
py#a
k if a ∈ Fy
0 if a /∈ Fy.
Thus if a ∈ Fy and has order m, the minimum polynomial of py#a is
f(Z) = Zm+1 − Z,
and so the characteristic roots of py#a are {0} ∪ {m
th roots of 1}.
Lemma 2.6. (1) B is closed under the antipode S.
(2) The set B′ := {py#a ∈ B | a ∈ Fy} is also closed under S.
(3) If w = py#a ∈ B
′, then S(w) = py−1#ya
−1y−1.
Proof. (1) is clear from the formula for S above. For (2), formula (2.5) shows that
B′ is exactly the set of non-nilpotent elements of B, so it is also closed under S.
For (3), w ∈ B′ implies that a ∈ Fy, and thus y ⊳ a = y. Then
ya = (y ⊲ a)(y ⊳ a) = (y ⊲ a)y
and so y⊲a = yay−1. Substituting in the formula for S, we see S(w) = py−1#ya
−1y−1.

We review the description of the simple modules over a bismash product.
Proposition 2.7. Let H = EG#EF be a bismash product, as above, where now E is
algebraically closed. For the action ⊳ of F on G, fix one element x in each F -orbit
O of G, and let Fx be its stabilizer in F , as above. Let V = Vx be a simple left
Fx-module and let Vˆx = EF ⊗EFx Vx denote the induced EF -module.
Vˆx becomes an H-module in the following way: for any y ∈ G, a, b ∈ F , and v ∈ Vx,
(py#a)[b⊗ v] = δy⊳(ab),x(ab⊗ v).
Then Vˆx is a simple H-module under this action, and every simple H-module arises
in this way.
Proof. In the case of characteristic 0, this was first proved for the Drinfel’d double
D(G) of a finite group G over C by [DPR] and [M]. The case of characteristic p > 0
was done by [?].
For bismash products, extending the results for D(G), the characteristic 0 case
was done in [KMM, Lemma 2.2 and Theorem 3.3]. The case of characteristic p > 0
follows by extending the arguments of [?] for D(G); see also [MoW]. 
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Remark 2.8. The arguments for Proposition 2.7 also show that if we begin with an
indecomposable module Vx of Fx, then Vˆx is an indecomposable module for HE, and
all indecomposable HE-modules arise in this way. This fact is discussed in [W2] after
Proposition 4.4; it could also be obtained from [?], using the methods of Theorem
2.2 and Corollary 2.3 in that paper.
Now fix an irreducible HE-module Vˆ = Vˆx = EF ⊗EFx Vx as in Proposition 2.7. To
compute the values of the character for Vˆ , we use a formula from [JM]; it is a simpler
version of [N2, Proposition 5.5] and is similar to the formula in [KMM, p 898]:
Lemma 2.9. [JM, Lemma 4.5] Fix a set Tx of representatives for the right cosets of
Fx in F . Let χx be the character of Vx. Then the character χˆx of Vˆx may be computed
as follows:
χˆx(py#a) =
∑
t∈Tx and t−1at∈Fx
δy⊳t,xχx(t
−1at),
for any y ∈ G, a ∈ F .
Next we review some known facts about Frobenius-Schur indicators for represen-
tations of Hopf algebras. For a representation V of H , recall that a bilinear form
〈−,−〉 : V ⊗E V → E is H-invariant if for all h ∈ H and v, w ∈ V ,∑
〈h1 · v, h2 · w〉 = ε(h)1E.
It follows that the antipode is the adjoint of the form; that is, for all h, l ∈ H ,
v, w ∈ V ,
〈S(h) · v, l · w〉 = 〈h · v, S¯(l) · w〉 = 〈h · v, S(l) · w〉,
using that S2 = id.
Theorem 2.10. [GM] Let H be a finite-dimensional Hopf algebra over E such that
S2 = id and E splits H. Let V be an irreducible representation of H. Then V has a
well-defined Frobenius-Schur indicator ν(V ) ∈ {0, 1,−1}. Moreover
(1) ν(V ) 6= 0 ⇐⇒ V ∗ ∼= V .
(2) ν(V ) = +1 (respectively -1) ⇐⇒ V admits a non-degenerate H-invariant
symmetric (resp, skew-symmetric) bilinear form.
If in additionH is semisimple and cosemisimple, then in fact ν(V ) can be computed
by the formula ν(V ) = χ(Λ1Λ2), where χ is the character belonging to V and Λ is
a normalized integral of H [LM]. This formula does not work in general, but still
Theorem 2.10 applies to any bismash product since as noted above, it is always true
that S2 = id. Sometimes the indicator is called the type of V .
We remark that, unlike the case for groups, ν(V ) = +1 does not imply that the
character χV is real-valued, even when E = C. However it is still true that if V
∗ ∼= V ,
then χ∗ = χ, that is, χ ◦ S = χ.
Finally we fix the following notation:
Definition 2.11. [CR, p 402]. A p-modular system (K, R, k) consists of a discrete
valuation ring R with quotient field K, maximal ideal p = πR containing the rational
prime p, and residue class field k = R/p of characteristic p.
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We will mainly be interested in the following special case, as in [Th] with a slight
change in notation.
Example 2.12. Let HQ be a Hopf algebra over Q and let L be an algebraic number
field which is a splitting field for HQ. Let P be a prime ideal of the ring of integers
of L containing the rational prime p 6= 2, let R be the completion of the ring of
P-integers of L, K be the field of fractions of R, π be a generator for the maximal
ideal p of R, and k = R/πR.
Then (K, R, k) is a p-modular system.
3. Brauer characters for G
In this section we review the definition of Brauer characters for a finite group [CR],
[Nv] and summarize some of the classical results.
We fix the following notation, for a given finite group G. Let |G| denote the order
of G, and let |G|p denote the largest power of p in |G|; thus |G| = |G|pm where p ∤ m.
Since K splits G, it contains a primitive mth root of 1, say ω, which in fact is in R.
Under the natural map f : R→ k, ω¯ = f(ω) is a primitive mth root of 1 in k.
Let Gp′ denote the set of p-regular elements of G, that is elements of G whose
order is prime to p. Thus for each x ∈ Gp′, all of the eigenvalues of x on any (left)
kG-module W are mth roots of 1, and hence may be expressed as a power of ω¯.
Denote the eigenvalues of x by {ω¯i1, . . . , ω¯it}.
Definition 3.1. For each (left) kG-module W , the K-valued function φ : Gp′ → K
defined for each x ∈ Gp′ by
φ(x) = ωi1 + · · ·+ ωit =
t∑
j=1
f−1(ω¯ij).
is called the Brauer character of G afforded by W .
Remark 3.2. Note that φ is a class function on the conjugacy classes of p-regular
elements of G. φ can be extended to φ#, a class function on all of G, by defining
φ#(x) = 0 for any x in the complement of Gp′. It follows that φ
# is a K-linear
combination of the ordinary irreducible characters χi of KG [CR, p 423]. Thus φ is
a K-linear combination of the χi|Gp′ .
We record some facts about Brauer characters of groups. See [CR, 17.5], [I, Chapter
15].
Proposition 3.3. (1) λ takes values in R and λ(x) = Tr(x, V ), all x ∈ Gp′.
(2) Let W0 ⊃ W1 ⊃ 0 be kG-modules, let φ be the Brauer character afforded by
W0/W1, φ1 the Brauer character afforded by W1 and φ0 the Brauer character
of W0. Then φ0 = φ+ φ1.
(3) Let V be a KG-module with K-character χ. Then for each RG-lattice M in V ,
the restriction χ|Gp′ is the Brauer character of the kG-module M :=M/pM .
We fix the following notation, as in [CR]:
(1) Irr(G) = {χ1, . . . , χn} denotes the irreducible characters of KG;
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(2) Irrk(G) = {ψ1, . . . , ψd} denotes the irreducible characters of kG;
(3) IBr(G) = {φ1, . . . , φd} denotes the Brauer characters corresponding to {ψ1, . . . , ψd}.
By [CR, 16.7 and 16.20], there exists a homomorphism of abelian groups
(3.4) d : G0(KG)→ G0(kG),
called the decomposition map, such that for any class [V ] in G0(KG), d([V ]) = [M ] ∈
G0(kG), where M is any RG-lattice in V and M :=M/pM .
Using Proposition 3.3(3), it follows that for any χi, there are integers dij such that
(3.5) χi|Gp′ =
∑
j
dijφj.
The mulitplicities dij = d(χi|Gp′ , φj) are called decomposition numbers, and the matrix
D = [dij] is called the decomposition matrix. The matrix C = D
tD is called the
Cartan matrix.
From [CR], 17.12 - 17.15, the set Bch(kG) of virtual Brauer characters, that is Z-
linear combinations of Brauer characters of kG-modules, is a ring under addition and
multiplication of functions, and Bch(kG) ∼= G0(kG). Using that G0(KG) ∼= ch(KG),
the ring of virtual characters of KG, it follows that the decomposition map d induces
a map
d′ : ch(KG)→ Bch(kG),
where d′ is the restriction map ψ → ψ|Gp′ .
Consequently Equation (3.5) implies that if χ is the character for V and χ|Gp′ =∑
j αjφj , where φj is the Brauer character of the simple kG-moduleWj, and d([V ]) =
[M ] ∈ G0(kG), then
(3.5) [M ] =
∑
j
αj[Wj ].
We will need the following theorem in our more general situation:
Theorem 3.6. (Brauer) [CR, 18.25][I, Ex (15.3)] Det(C) is a power of p.
We will also need the analog of the following:
Theorem 3.7. [CR, (17.9)] The irreducible Brauer characters IBr(G) form a K-
basis of the space of K-valued class functions of Gp′.
One consequence of this theorem is:
Corollary 3.8. Let E be a splitting field for G of char p > 0. Then the number of
simple EG-modules is equal to the number of p-regular conjugacy classes of G.
A crucial ingredient of the proof of the theorem is the following elementary lemma.
Lemma 3.9. Let ρ : G → GLn(k) be a matrix representation of G over k. For any
x ∈ G, we may write x = us, where u is a p-element of G and s is a p′-element.
Then x and s have the same eigenvalues, counting multiplicities.
The lemma follows since su = us, and all eigenvalues of u will equal 1.
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4. Brauer characters for Hk
In this section we define Brauer characters for our bismash products and show that
they have properties analogous to those for finite groups discussed in Section 3.
Assume that L,K, π, R and k are as Example 2.12, with k = R/πR.
Fix an irreducible HL-module VL whose indicator is non-zero. Since L is a splitting
field for HQ, so is K, and thus
V := VL ⊗L K
is an irreducible HK-module. Moreover the bilinear form on VL extends to a bilinear
form on V , and thus there is a non-singular HK-invariant bilinear form 〈 , 〉 on V ,
with values in K, which is symmetric or skew-symmetric by 2.10.
Recall the basis B of HK from Section 2.
Definition 4.1. Let V = VL⊗LK be as above. Then an RB-lattice in V is a finitely
generated RB-submodule L of V such that KL = V .
From now on we also assume that L denotes an algebraic number field which is a
splitting field for HQ = Q
G#QF . Then k is a splitting field for Hk.
Let Wˆ = Wˆx be a simple Hk module, as in Proposition 2.7. That is, for a given
F -orbit O of G and fixed x ∈ O = Ox, with Fx the stabilizer of x in F and W = Wx
a simple kFx-module, Wˆ = kF ⊗kFx W. Recall Wˆ becomes an H-module via
(py#a)[b⊗ w] = δy⊳(ab),x[ab⊗ w],
for any y ∈ G, a, b ∈ F , and w ∈ W .
As in Lemma 2.9, fix a set Tx of representatives of the right cosets of Fx in F .
Lemma 4.2. Consider the action of py#a on Wˆ = Wˆx as above.
(1) If (py#a)Wˆ 6= 0, then there exists t ∈ Tx and w ∈ W such that
(py#a)[t⊗ w] = δy⊳(at),x[at⊗ w] 6= 0.
Thus y = x⊳ (at)−1 ∈ Ox.
(2) If py#a has non-zero eigenvalues on Wˆx, then a ∈ Fy and x = y ⊳ t, where t
is as in (1).
(3) For t as in (1) and (2), t−1at ∈ Fx and so at⊗ w = t⊗ (t
−1at)w.
Proof. (1) By the formula for the action of py#a on Wˆ , there exists b ∈ F and w ∈ W
such that (py#a)[b ⊗ w] = δy⊳(ab),x[ab⊗ w] 6= 0. Thus y = x⊳ (ab)
−1 ∈ Ox. Now for
some t ∈ Tx, b ∈ tFx. It is easy to see that t satisfies the same properties as b.
(2) If py#a has non-zero eigenvalues on Wˆ , then (py#a)
2 6= 0, and so a ∈ Fy by
(2.5). Now using (1), x = y ⊳ (at) = (y ⊳ a)⊳ t = y ⊳ t.
(3) Since y = x ⊳ t−1 and a ∈ Fy, it follows that t
−1at ∈ Fx. Thus we can write
at⊗ w = t⊗ (t−1at)w. 
We next prove an analog of Lemma 3.9, although in our case the two factors do
not necessarily commute in Hk.
Lemma 4.3. Consider ρ : Hk → Endk(Wˆ ) ∼= Mn(k). For a ∈ F write a = su, with
s the p-regular part and u the p-part of a. Then ρ(py#a) and ρ(py#s) have the same
eigenvalues, counting multiplicities.
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Proof. Even though py#s and 1#u do not commute, their actions on Wˆ do commute:
suppose b⊗w is such that (py#a) · [b⊗w] 6= 0. By Lemma 4.2, y⊳ b = x and a ∈ Fy.
Thus s ∈ Fy since s is a power of a. Then
(py#s)(1#u) · [b⊗ w] = (py#a) · [b⊗ w]
= ab⊗ v
and
(1#u)(py#s) · [b⊗ w] = δy⊳sb,x(1#u) · [sb⊗ w]
= (1#u) · [sb⊗ w]
= usb⊗ w
= ab⊗ w.
Since the eigenvalues of 1#u are all 1, the eigenvalues of py#a are the same as those
of py#s. 
The lemma shows that to find the character of some py#a, it suffices to look at
the character of py#s, where s is the p
′-part of a. Moreover, by Lemma 4.2, the
character of py#a will be non-zero only if a ∈ Fy.
Thus, as a replacement for the p′-elements of the group in the classical case, we
consider the subset of the basis B defined in (2.4) of those elements which are non-
nilpotent element and have group element in Fp′. That is, we define
(4.4) Bp′ := {py#a ∈ B
′ | a ∈ Fp′} = {py#a ∈ B | a ∈ Fy ∩ Fp′},
where Fp′ is the set of p-regular elements in F . By Lemma 2.6, Bp′ is also closed
under the antipode S, since if a ∈ Fp′ and w = py#a is non-nilpotent, then by
Lemma 2.6(3), S(w) = py−1#ya
−1y−1. Since ya−1y−1 has the same order as a, S(w)
is also in Bp′.
The above remarks motivate our definition of Brauer characters for Hk, by using
the formula in Lemma 2.9. That is, ifW = Wx is a simple kFx-module with character
ψ, then the character of the simple Hk-module Wˆ is given by
(4.5) ψˆ(py#a) =
∑
t∈Tx and t−1at∈Fx
δy⊳t,x ψ(t
−1at).
Definition 4.6. LetW = Wx be a simple kFx-module with character ψ, and let φ be
the classical Brauer character of W constructed from ψ. Then the Brauer character
of Wˆ is the function
φˆ : Bp′ → K
defined on any py#a ∈ Bp′ by
φˆ(py#a) =
∑
t∈Tx and t−1at∈Fx
δy⊳t,x φ(t
−1at).
Remark 4.7. If φˆ is a Brauer character, then also φˆ∗ = φˆ ◦ S is a Brauer character:
namely if φˆ is the Brauer character for ψˆ, then φˆ∗ is the Brauer character of ψˆ∗, using
the fact that Bp′ is stable under S.
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We fix the following notation, as for groups:
(1) Irr(HK) = {χˆ1, . . . , χˆn} denotes the irreducible characters of HK;
(2) Irrk(Hk) = {ψˆ1, . . . , ψˆd} denotes the irreducible characters of Hk;
(3) IBr(Hk) = {φˆ1, . . . , φˆd} denotes the Brauer characters corresponding to {ψˆ1, . . . , ψˆd}.
As for groups, the elements of IBr(Hk) are called irreducible Brauer characters.
(4) Bch(Hk) denotes the ring of virtual Brauer characters of Hk, that is, the Z-linear
span of the irreducible Brauer characters.
Lemma 4.8. φˆj is a K-linear combination of the χˆi|Bp′ . Consequently if all χˆi are
self-dual, then all φˆj are also self-dual, and so are all ψˆj.
Proof. By Remark 3.2 applied to Fx, the Brauer character φj may be written as
φj =
∑
i αi χi|(Fx)p′ , for αi ∈ K. Lifting this equation through induction up to Fp′
(and so to Bp′) as in Lemma 2.9, we obtain the first statement in the lemma.
Now if all χˆi are self-dual, then the same property holds for the φˆj since they are
linear combinations of the χˆi|Bp′ . Fix one of the ψˆj and its Brauer character φˆj. Since
φˆ∗j = φˆj ◦S and ψˆ
∗
j = ψˆj ◦S, using the formula for S as well as (4.5) and the formula
in 4.6, we see that φˆ∗j = φˆj if and only if ψˆ
∗
j = ψˆj . 
We may follow exactly the proof of Proposition 3.3, that is [CR, 17.5, (2) - (4)], to
show the following:
Proposition 4.9. (1) φˆ takes values in R and φˆ(py#a)) = Tr(py#a, Wˆ ), for a ∈ Fp′.
(2) Given Hk-modules Wˆ0 ⊃ Wˆ1 ⊃ 0, let φˆ be the Brauer character afforded by
Wˆ0 / Wˆ1, φˆ1 the Brauer character afforded by Wˆ1, and φˆ0 the Brauer character of
Wˆ0. Then φˆ0 = φˆ+ φˆ1.
(3) Let V be a KB-module with K-character χ. Then for each RB-lattice M in V ,
the restriction χ|RBp′ is the Brauer character of the Hk-module M :=M/pM .
Similarly, one may follow the first part of the proof of Theorem 3.7 [CR, 17.9],
replacing Lemma 3.9 with Lemma 4.3, to show
Theorem 4.10. The irreducible Brauer characters IBr(Hk) are K-linearly indepen-
dent.
We may also extend the decomposition map d in Section 3 to obtain a homomor-
phism of abelian groups
(4.11) dˆ : G0(HK)→ G0(Hk),
called the decomposition map, such that for any class [Vˆ ] in G0(HK), dˆ([Vˆ ]) = [M ] ∈
G0(Hk), where M is any RB-lattice in Vˆ and M :=M/pM .
Again using the facts about groups, the set Bch(Hk) of virtual Brauer charac-
ters, that is Z-linear combinations of Brauer characters of kG-modules, is a ring
under addition and multiplication of functions, and Bch(Hk) ∼= G0(Hk). Using that
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G0(KG) ∼= ch(KG), the ring of virtual characters of HK, it follows that the decom-
position map dˆ induces a map
dˆ′ : ch(HK)→ Bch(Hk),
where dˆ′ is the restriction map ψˆ → ψˆ|Bp′ .
Consequently Equation (3.5) implies that if χˆ is the character for Vˆ and χˆ|Bp′ =∑
j αjφˆj , where φˆj is the Brauer character of the simple Hk-module Wˆj , and dˆ([Vˆ ]) =
[M ] ∈ G0(Hk), then
(4.11) [M ] =
∑
j
αj[Wj ].
From now on we wish to distinguish the characters (over k or K) which arise from
stabilizers of elements in different F -orbits of G. Assume that there are exactly s
distinct orbits of F on G and that we fix xq ∈ Oq, the q
th orbit. Thus for a fixed
x = xq ∈ G with stabilizer Fx = Fxq , we will write χi,x for an irreducible character
of KFx, and χˆi,x for its induction up to KF , which becomes an irreducible character
of HK.
Similarly ψj,x denotes an irreducible character of kFx, and ψˆj,x its induction up
to kF , which becomes an irreducible character of Hk. Also φj,x denotes the Brauer
character corresponding to ψj,x, and φˆj,x the Brauer character corresponding to ψˆj,x.
Lemma 4.12. Let φx be a virtual Brauer character of kFx and assume that φx =∑
j zj,xφj,x, where as above the φj,x are the Brauer characters of kFx.
Then φˆx =
∑
j zj,xφˆj,x.
The lemma follows from Definition 4.6 of a Brauer character φˆ for Hk in terms of
a Brauer character φ for kFx. Moreover Lemma 2.9 becomes
χˆi,x(py#a) =
∑
t∈Tx and t−1at∈Fx
δy⊳t,xχi,x(t
−1at).
Applying Equation (3.5) to Fx, there are integers dij,x such that
χi,x|(Fx)p′ =
∑
j
dij,xφj,x,
where the φj,x are in IBr(kFx).
Lifting the χi,x to χˆi,x on Bp′ , we see that
χˆi,x|Bp′ =
∑
j
dij,xφˆj,x.
That is, the decomposition numbers for the χˆi,x|Bp′ with resepct to the φˆj,x are the
same as the decomposition numbers for the χi,x|(Fx)p′ with respect to the φj,x for the
group Fx. Thus the decomposition matrix Dˆx = [dij,x] for the χˆi,x|Bp′ with respect to
the φˆj,x is the same as the decomposition matrix Dx for the χi,x|(Fx)p′ with respect to
the φj,x.
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The above discussion proves
Proposition 4.13. As above, assume that there are exactly s distinct orbits O of F
on G and choose xq ∈ Oq, for q = 1, . . . , s. Then
(1) Dˆxq = Dxq
(2) The decomposition matrix for the χˆi|Bp′ with respect to the φˆj is the block matrix
Dˆ =


Dˆx1 0 · · · 0
0 Dˆx2 · · · 0
0 0 · · · 0
0 0 · · · Dˆxs

 where Dˆxq is the decomposition matrix of χˆi,xq |Bp′ with
respect to φˆj,xq.
As for groups, Cˆ = DˆtDˆ is called the Cartan matrix. We are now able to extend
the theorem of Brauer we need (3.6).
Theorem 4.14. Det(Cˆ) is a power of p.
Proof. First, Cˆ is also a block matrix, with blocks Cˆxq = (Dˆxq)
tDˆxq. By Brauer’s
theorem applied to each group Fxq , we know that Det(Cˆxq) is a power of p. Thus
Det(Cˆ) is a power of p. 
5. Invariant Forms: Witt kernels and Lattices
A first step in the direction of extending Thompson’s theorem concerns the Witt
kernel of a module with a bilinear form as in Theorem 2.10. We will show that, for an
arbitrary field E, the notion of Witt kernel of an EG-module extends to HE-modules.
One can then follow the argument in [Th].
Let V be a finitely-generated HE-module which is equipped with a non-degenerate
HE-invariant bilinear form 〈−,−〉 : V ⊗E V → E, which is either symmetric or skew
symmetric. For example, if E is algebraically closed, then any irreducible self-dual
HE-module has such a form by Theorem 2.10. For any submodule U of V ,
U⊥ = {v ∈ V | 〈v, U〉 = 0}.
Since the form is H-invariant and S is the adjoint of the form, for all u ∈ U⊥,
〈h · v, U〉 = 〈v, S(h) · U〉 = 〈v, U〉 = 0.
Thus U⊥ is also a submodule of V . Note also that U⊥⊥ = U since V is finite-
dimensional over E. Let
M =MV = {V0 | V0 is an HE-submodule of V and 〈V0, V0〉 = 0},
that is, V0 ⊆ V
⊥
0 .
Obviously, {0} ∈ M, and M is partially ordered by inclusion. If V0 ∈ M, then
V ⊥0 /V0 inherits a non-degenerate form given by
(v0 + V0, v
′
0 + V0)V ⊥
0
/V0 := 〈v0, v
′
0〉, v0, v
′
0 ∈ V0.
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If V1 is a maximal element ofM, it is not difficult to see that V
⊥
1 /V1 is a completely
reducible HE-module, and the restriction of ( , )V ⊥
1
/V1 to any HE-submodule of V
⊥
1 /V1
is non-degenerate.
Definition 5.1. Let V1 be a maximal element of M. Then the Witt kernel of V is
V ′ := V ⊥1 /V1.
It is not clear from this definition that the Witt kernel is independent of the choice
of the maximal element of M. However, we have
Lemma 5.2. If V1, V2 are maximal elements ofM, then there is an HE-isomorphism
Φ : V ⊥1 /V1 → V
⊥
2 /V2,
such that
(v1, v
′
1)V ⊥
1
/V1 = (Φ(v1),Φ(v
′
1))V ⊥
2
/V2 , for all v1, v
′
1 ∈ V
⊥
1 /V1.
The proof follows exactly the proof of [Th, Lemma 2.1] for group algebras.
We next extend the facts shown in [Th] about G-invariant forms on RG-lattices to
the case of lattices for bismash products. Our proofs follow [Th] very closely.
Assume that L,K, π, R and k are as at the end of Section 2, with k = R/πR.
Fix an irreducible HL-module VL whose indicator is non-zero. Since L is a splitting
field for HQ, so is K, and thus
V := VL ⊗L K
is an irreducible HK-module. Moreover the bilinear form on VL extends to a bilinear
form on V , and thus there is a non-singular HK-invariant bilinear form 〈 , 〉 on V ,
with values in K, which is symmetric or skew-symmetric by 2.10.
Recall the basis B of HK from Section 2.
Definition 5.3. Let V = VL⊗LK be as above. Then an RB-lattice in V is a finitely
generated RB-submodule L of V such that KL = V .
Let L = LV be the family of RB-sublattices of V . If L ∈ L, then L
∗ denotes the
dual lattice defined by
L∗ = {l ∈ V | 〈L, l〉 ⊆ R}.
Since R is Noetherian, L∗ is also an RB-lattice by [CR, 4.24]. In particular L∗ is
also finitely-generated. We also let
LI = LV,I = {RB-lattices L ∈ LV | 〈L, L〉 ⊆ R}
denote the set of integral lattices. If L is any element of L, there is an integer n such
that πnL ∈ LI . Obviously, LI is partially ordered by inclusion and if L1, L2 ∈ LI with
L1 ⊆ L2, then L2 ⊆ L
∗
1. Thus any chain of sublattices starting with L1 is contained
in L∗1, which is a Noetherian RB-module, and so the chain must stop. Thus every
element of LI is contained in a maximal element of LI .
In the following discussion, L denotes a fixed maximal element of LI .
Lemma 5.4. (1) πL∗ ⊆ L.
(2) Let M = L∗/L. There is a non singular RB-invariant form 〈 , 〉M on M ,
with values in k, defined as follows: if m1, m2 ∈M , mi = xi + L then 〈m1, m2〉M :=
image in k of π〈x1, x2〉.
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Proof. (1) Let h be the smallest integer ≥ 0 such that πhL∗ ⊆ L. If h ≤ 1, then (1)
holds. So suppose h ≥ 2.
Let L1 = L+ π
h−1L∗. Then L1 ∈ L. Moreover, if u1, u2 ∈ L1, say ui = li + π
h−1l∗i ,
li ∈ L, l
∗
i ∈ L
∗, then
〈u1, u2〉 = 〈l1, l2〉+ π
h−1(〈l1, l
∗
2〉+ 〈l
∗
1, l2〉) + π
h−2〈πhl∗1, l
∗
2〉 ∈ R
by definition of L∗ and of h. Thus, L1 ∈ LI . Since L ⊆ L1, this violates the
maximality of L. So (1) holds.
(2) If l∗1, l
∗
2 ∈ L
∗, then πl∗1 ∈ L , so 〈πl
∗
1, l
∗
2〉 ∈ R. Since 〈L, L
∗〉 and 〈L∗, L〉 are
contained in R, and since π is a generator for the maximal ideal of R, it follows that
〈 , 〉M is well defined. To see that this form is non singular, suppose l
∗ ∈ L∗ and
〈l∗, L∗〉 = 0. Then l∗ ∈ L∗∗ = L, so l∗ + L = 0 in M . This proves (2). 
Lemma 5.5. {l ∈ L | 〈l, L〉 ⊆ πR} = πL∗.
Proof. By Lemma 5.4(1) , πL∗ ⊆ L. By definition of L∗, πL∗ ⊆ {l ∈ L | 〈l, L〉 ⊂ πR}.
Thus it suffices to show that if l ∈ L and 〈l, L〉 ⊆ πR, then l ∈ πL∗. This is clear,
since 〈1/πl, L〉 ⊆ R, so that by the definition of L∗, we have 1/πl ∈ L∗. 
6. Indicators and Brauer characters
In this section we combine our work in the previous sections to prove the analog
of a theorem of Thompson.
Theorem 6.1. Thompson [Th] Let k be an algebraically closed field of odd charac-
teristic, let G be a finite group, and let W be an irreducible kG-module. If W has
non-zero Frobenius-Schur indicator, then W is a composition factor (of odd multi-
plicity) in the reduction mod p of an irreducible KG-module with the same indicator
as W.
By reduction mod p, we mean to use the p-modular system (K, R, k) as described
in Example 2.12, and then the induced decomposition map as in (4.11).
We first prove the analog of [Th, Lemma 3.3]. Recall the notation in Section 4:
VL is a fixed irreducible HL-module which is self-dual and thus V = VL ⊗L K is
an irreducible self-dual HK-module, with character χ. V has a non-degenerate HK-
invariant bilinear form 〈 , 〉 with values in K, which is symmetric or skew-symmetric
by Theorem 2.10.
As in Section 5, L is the family of RB-sublattices of V and LI is the subset of
integral lattices. Let L denote a fixed maximal element of LI with dual lattice L
∗.
Consider the following Hk-modules: let X = L
∗/πL∗, Y = L/πL∗, and Z = L∗/L.
Note that Y is a submodule of X . Then there is an exact sequence of Hk-modules
0→ Y → X → Z → 0.
Using the non-degenerate form on V , it follows from the argument in Lemma 5.4(2)
that both X and Z have a non-degenerate form; moreover Lemma 5.5 gives us a non-
degenerate form on Y . These three forms are all of the same type, that is, either all
are symmetric or all are skew symmetric, and the type is given by the indicator ν(χ)
of V .
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Proposition 6.2. Let V , L, X, Y , and Z be as above. Suppose that P is an irre-
ducible Hk-module with Brauer character φˆ, such that
(1) φˆ∗ = φˆ;
(2) d(χˆ|Bp′ , φˆ) is odd.
Let Y ′, Z ′ be the Witt kernels of Y , Z respectively. Then the multiplicity of P in
Y ′ ⊕ Z ′ is odd. Consequently P has the same type as V .
Proof. We let M = L∗; then X = L∗/πL∗ =M/pM. By Proposition 4.9, the restric-
tion χ|RBp′ is the Brauer character of the Hk-module M := M/pM .
By hypothesis, the multiplicity of φˆ in χˆ|Bp′ is odd, and thus using the decompo-
sition map, the multiplicity of P in X = M is odd. Thus the multiplicity of P in
Y ⊕ Z is odd. Since φˆ ◦ S = φˆ, it follows from the definition of Brauer characters
that also ψˆ ◦ S = ψˆ on P , and so P ∼= P ∗ as Hk-modules.
As in Section 5, let Y1 be an Hk-submodule of Y which is maximal subject to
〈Y1, Y1〉Y = 0. Then the multiplicity of P in Y1 equals the multiplicity of P in Y/Y1
⊥
(since Y ∗1
∼= Y/Y1
⊥ and P ∗ = P ), and so the parity of the multiplicity of P in Y
equals the parity of the multiplicity of P in the Witt kernel Y ′ = Y1
⊥/Y1.
The same argument applies to Z, and thus the multiplicity of P in Y ′⊕Z ′ is odd.
For the second part, by Section 5 we know that Y ′ is completely reducible, and
thus if P appears in Y ′, the non-degenerate bilinear form on Y ′ restricts to a non-
degenerate form on P . By uniqueness, this form must agree with the given form on
P , and thus P and Y ′, and so P and Y , have the same type.
Similarly, if P appears in Z ′, then P and V have the same type. But since P
appears an odd number of times in Y ′ ⊕ Z ′, it must appear in either Y ′ or Z ′. 
Theorem 6.3. Let Pˆ be a self-dual simple Hk-module, and let φˆ be its Brauer char-
acter. Then there is an irreducible K-character χˆ of HK such that
(1) χˆ∗ = χˆ, and
(2) d(χˆ|Bp′ , φˆ) is odd.
Moreover if χˆ is any irreducible K-character of HK satisfying (1) and (2), then ν(χˆ) =
ν(Pˆ ).
To prove the theorem, it will suffice to show that χˆ exists, since the equality
ν(χˆ) = ν(Pˆ ) follows from Proposition 6.2.
We follow the outline of Thompson’s argument, although we must look at the
RFx-blocks separately. We know that for some x = xq, Pˆ is induced from a simple
kFx-module P . Let Bx be the block of RFx containing the Brauer character φ of P ,
let {χ1, . . . , χm} be all of the irreducible K-characters in Bx, and let {φ1, . . . , φn} be
all of the irreducible Brauer characters in Bx.
Let Dx be the decomposition matrix of the χi with respect to the φj , and Cx =
DtxDx the Cartan matrix. From Brauer’s theorem 3.6, Det(Cx) is a power of p and
so is odd since p is odd.
Lifting this set-up to HK, Bˆx is the block of RB containing the Brauer character
φˆ of Pˆ , {χˆ1, . . . , χˆm} are all the irreducible K characters in Bˆx, and {φˆ1, . . . , φˆn} are
all of the irreducible Brauer characters in Bˆx.
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Choose notation so that n = 2n1 + n2, where {φˆ1, φˆ2}, {φˆ3, φˆ4}, . . . , {φˆ2n1−1, φˆ2n1},
are pairs of non self-dual characters, that is, (φˆ2i−1)
∗ = φˆ2i, and φˆ2n1+1, . . . , φˆn are
self-dual. By hypothesis, n2 6= 0 since φˆ is one of the φˆi.
Write Cx in block form as Cx =
[
C0 C2
Ct2 C1
]
, where C0 is 2n1 × 2n1 and C1 is
n2 × n2.
The Theorem will now follow from the next two lemmas:
Lemma 6.4. Det(C1) is odd.
Proof. For i = 1, 2, . . . , n, let Pi be the projective indecomposable kFx-module whose
socle has Brauer character φi, and let Φi be the Brauer character of Pi. Then cij =
(Φi,Φj).
Let σ = (1, 2)(3, 4) · · · (2n1 − 1, 2n1) ∈ Sn; also let σ denote the corresponding
permutation matrix. Let S˜n be the set of all permutations in Sn which do not fix
{2n1 + 1, . . . , n}. Since S˜n is the complement in Sn of the centralizer of σ, it follows
that σ−1S˜nσ = S˜n, and σ has no fixed points on S˜n.
Looking at the matrix Cx, it follows that σ
−1Cxσ = Cx since (φˆi)
∗ = φˆi+1 for
i = 1, 3, . . . , 2n1 − 1 and (φˆi)
∗ = φˆi for i = 2n1 + 1, . . . , n. Then
Det(Cx) = Det(C0)Det(C1) +
∑
τ∈S˜n
sgn(τ)c1τ(1)c2τ(2) · · · cnτ(n).
Moreover cij = cσ(i)σ(j), again since σ
−1Cxσ = Cx. Choose τ ∈ S˜n and set τ
′ = στσ.
Then τ ′ 6= τ , and it follows that
n∏
i=1
ciτ(i) =
n∏
i=1
ciτ ′(i).
Thus Det(Cx) ≡ Det(C0)Det(C1) (mod 2). This proves the Lemma. 
Lemma 6.5. For each j = 2n1 + 1, . . . , n, there exists i ∈ {1, 2, . . . , m} such that
χˆ∗i = χˆi and the decompostion number dij = d(χˆi|Bp′ , φˆj) is odd.
Proof. Let m = 2m1 +m2, where the notation is chosen so that {χˆ1, χˆ2}, {χˆ3, χˆ4},
. . . , {χˆ2m1−1, χˆ2m1}, are pairs of non self-dual characters, that is, (χˆ2i−1)
∗ = χˆ2i, and
χˆ2m1+1, . . . , χˆm are self-dual.
Suppose dij ≡ 0 (mod 2), for all i = 2m1+1, . . . , m. Then for each k ∈ {1, 2, . . . , n},
we have
cjk =
m∑
i=1
dijdik ≡
2m1∑
i=1
dijdik.
On the other hand, φ∗j = φj and if k ∈ {2n1 + 1, . . . , n} then φ
∗
k = φk and so
dij = di+1,k, dik = di+1,k, i = 1, 3, . . . , 2m1 − 1,
hence cjk ≡ 0 (mod 2), for all such k. This means that some row of C1 consists of
even entries. This violates the previous lemma.

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As in [GM, Theorem 4.4], we have the following consequence:
Corollary 6.6. Consider the bismash products as above.
(1) If all irreducible HC-modules have indicator +1, the same is true for all irreducible
Hk-modules.
(2) If all irreducible HC-modules have indicator 0 or 1, the same is true for all
irreducible Hk-modules.
(3) If all irreducible HC-modules are self dual, the same is true for all irreducible
Hk-modules.
Proof. (3) This follows by Lemma 4.8.
Now consider (2). By Theorem 6.3 there are no irreducible kG-modules V with
ν(V ) = −1. So (2) follows immediately.
Now (1) follows by (2) and (3).

7. Applications to the symmetric group
In this section we apply the results of Section 6 to bismash products constructed
from some specific groups.
Let Sn be the symmetric group of degree n, consider Sn−1 ⊂ Sn by letting any
σ ∈ Sn−1 fix n, and let Cn = 〈z〉, the cyclic subgroup of Sn generated by the n-cycle
z = (1, 2, . . . , n). Then Sn = Sn−1Cn = CnSn−1 shows that Q = Sn is factorizable.
Thus we may construct the bismash product Hn,E := E
Cn#ESn−1. It was shown in
[JM] that if E is algebraically closed of characteristic 0, then Hn is totally orthogonal;
that is, every irreducible module has indicator +1.
Corollary 7.1. Let k be algebraically closed of characteristic p > 0 and let Hn,k :=
kCn#kSn−1. Then Hn,k is totally orthogonal.
Proof. Apply Corollary 6.6 to the characteristic 0 result of [JM] mentioned above. 
Remark 7.2. In [GM] it is proved that D(G) is totally orthogonal for any finite
real reflection group G over any algebraically closed field. Corollary 6.6 shows that
this result in characteristic p > 0 follows from the case of characteristic 0, which is
somewhat easier to prove. When G = Sn, the characteristic 0 case was shown in
[KMM].
We close with a question.
Question 7.3. It would be interesting to know if our results could be extended to
bicrossed products. However to extend our proof one would need a theory of Brauer
characters for twisted group algebras (that is, for projective representations) which
includes a version of Brauer’s theorem on the Cartan matrix.
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